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Abstract
In this paper we study nonlinear stochastic evolution equations in a Hilbert space driven by
a cylindrical fractional Brownian motion with Hurst parameter H > 1
2
and nuclear covariance
operator. We establish the existence and uniqueness of a mild solution under some regularity
and boundedness conditions on the coefﬁcients and for some values of the parameter H: This
result is applied to stochastic parabolic equation perturbed by a fractional white noise. In this
case, if the coefﬁcients are Lipschitz continuous and bounded the existence and uniqueness of
a solution holds if H > d
4
: The proofs of our results combine techniques of fractional calculus
with semigroup estimates.
r 2002 Elsevier Inc. All rights reserved.
1. Introduction
The fractional Brownian motion (fBm) of Hurst parameter HAð0; 1Þ is a centered
Gaussian process bH ¼ fbHt ; tX0g with the covariance function
EðbHt bHs Þ ¼ 12 s2H þ t2H  jt  sj2H
 
: ð1:1Þ
Notice that if H ¼ 1
2
; the process bH is a standard Brownian motion. From (1.1)
it follows that EjbHt  bHs j2 ¼ jt  sj2H and, as a consequence, bH has a-Ho¨lder
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continuous paths for all aoH: This process was introduced by Kolmogorov [18] and
studied by Mandelbrot and Van Ness [25], where a stochastic integral representation
in terms of a standard Brownian motion was obtained.
The self-similar and long-range dependence properties of the fBm make this
process a suitable candidate to describe data in ﬁelds like ﬁnancial markets and
trafﬁc networks (see, e.g., [19,23]). In order to implement these applications it is
necessary to develop a stochastic calculus with respect to the fBm and to solve
stochastic differential equations with fBm as input noise. Notice that if Ha1
2
; the
process B is not a semimartingale and alternative approaches to the standard Itoˆ
calculus are required in order to construct a stochastic calculus. Recently, a series of
papers on stochastic calculus and stochastic differential equations with respect to the
fBm have appeared (see, for instance, [2–5,8–10,20,32]).
In the case H > 1
2
one can use a pathwise approach to deﬁne integrals with respect
to the fractional Brownian motion, taking advantage of the results by Young [31].
Using the ideas by Young and the notion of p-variation, Lyons has established in
[21] the existence and uniqueness of solutions for stochastic differential equations
driven by a fBm, provided the diffusion coefﬁcient has a Ho¨lder continuous
derivative of order a > 1
H
 1: On the other hand, using again the notion of p-
variation and the general limit theorem proved by Lyons [22] for differential
equations driven by geometric rough paths, Coutin and Qian [5,6] have established
the existence of strong solutions and a Wong–Zakai-type approximation limit for
stochastic differential equations driven by a fBm with parameter H > 1
4
:
An alternative approach to deﬁne pathwise integrals with respect to a fBm with
parameter H > 1
2
is based on fractional calculus. This approach was introduced by
Feyel and de la Pradelle [13] and it was also developed by Za¨hle [32]. In [26] Nualart
and Rascanu have proved the existence and uniqueness of solution for multi-
dimensional, time dependent, stochastic differential equations driven by a fBm with
Hurst parameter H > 1
2
; using the techniques of fractional calculus. Again the
diffusion coefﬁcient is supposed to have a Ho¨lder continuous derivative of order
a > 1
H
 1:
A natural extension of these problems is to study partial differential equations
driven by an inﬁnite dimensional fBm. In [15], Grecksch and Anh consider a
semilinear stochastic parabolic equation with a fBm and they prove the existence and
the uniqueness of the solution when the covariance is sufﬁciently smooth in space.
The work [17] deals with the stochastic heat equation on ½0;NÞ 
 Rd with a
multiplicative fractional white noise of Hurst parameter H ¼ ðh0; h1;y; hdÞ: If
1ohio1=2 for i ¼ 0;y; d and h0 þ?þ hd > d  22h01 the solution is a square
integrable process.
Linear stochastic evolution equations in a Hilbert space driven by a cylindrical
fBm with Hurst parameter HAð1=2; 1Þ were studied by Duncan et al. [11]. The
authors establish the existence and uniqueness of a mild solution and study the
continuity of sample paths, space regularity of solutions and the existence of a
limiting measure. One of the main interesting consequences of this work is the fact
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that stochastic parabolic equations with an additive fractional white noise possess a
function space valued solution provided the space dimension d veriﬁes do4H:
The purpose of this paper is to study stochastic evolution equations of the
form
dXt ¼ ðAXt þ FðXtÞÞ dt þ GðXtÞ dBHt ð1:2Þ
in a Hilbert space V ; where A is the inﬁnitesimal generator of an analytic semi-
group on V ; and BH is a V -valued fBm with Hurst parameter H > 1
2
: We
establish the existence and uniqueness of a mild solution under some regularity
and growth conditions on the coefﬁcients F and G and for some values of the
parameter H: In the particular case of a stochastic parabolic equation on a bounded
domain D of Rd ; whose coefﬁcients are differentiable and the derivatives are
Lipschitz and bounded, we obtain the restriction H > d
4
: An existence (not
uniqueness) result is also shown under less restrictive conditions on the coefﬁcients
and the space dimension d:
The proof of our results is based on the approach developed in [26] to treat
the ﬁnite-dimensional case. We combine the estimates of pathwise integrals given in
[26] using fractional calculus with suitable semigroup estimates. The main difﬁculty
in the analysis of Eq. (1.2) comes from the stochastic integral of the nonlinear term
GðXtÞ: As a main example of application of our results we discuss the case of a
stochastic parabolic equation driven by a fractional white noise with nuclear
covariance:
@u
@t
¼ Lu þ f ðuÞ þ FðuÞ @B
H
@t
:
It may be surprising that if the coefﬁcient F is Lipschitz and bounded, we ﬁnd the
restriction H > d
4
for having a function space valued solution, which is the same as in
[11] for the case of an additive noise with identity covariance.
The paper is organized as follows. Section 2 contains some preliminaries on
fractional calculus and stochastic integrals with respect to the cylindrical fBm.
In Section 3 the main results are presented together with the examples of
stochastic partial differential equations. The proofs of the main results are given
in Section 4.
2. Preliminaries on pathwise stochastic integration
Let V ¼ ðV ; jj  jj;/ SÞ be a separable Hilbert space. Let aAð0; 1Þ: A function
f : ½0;T -V is said to possess the Weyl derivative Da0þ f ;
Da0þ f tð Þ ¼
1
Gð1 aÞ
f ðtÞ
ta
þ a
Z t
0
f ðtÞ  f ðlÞ
ðt  lÞaþ1 dl
 !
; ð2:1Þ
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if the singular integral in the right-hand side of (2.1) exists for almost all tAð0;TÞ;
where G stands for the Euler function. Analogously, DaT f ðtÞ is deﬁned as
DaT f ðtÞ ¼
ð1Þa
Gð1 aÞ
f ðtÞ
ðT  tÞa þ a
Z T
t
f ðtÞ  f ðlÞ
ðl tÞaþ1 dy
 !
: ð2:2Þ
The Weyl derivatives are the inverses of the fractional integrals. Suppose that
fAL1ð½0;T ; VÞ: The left and right-sided fractional Riemann–Liouville integrals of f
of order a are deﬁned for almost all tAð0;TÞ by
Ia0þfðtÞ ¼
1
GðaÞ
Z t
0
ðt  lÞa1fðlÞ dl
and
IaT f ðtÞ ¼
ð1Þa
GðaÞ
Z T
t
ðl tÞa1f ðlÞ dl;
respectively. Suppose that f ¼ Ia0þf; where fAL1ð½0;T ; VÞ; then the Weyl derivative
of f exists and Da0þ f ¼ f: A similar result holds for the right-sided fractional
integral. For a detailed account on fractional integrals and derivatives we refer
to [29].
Let W a;1ð0;TÞ be the space of measurable functions f : ½0;T -V such that
j f ja;1 :¼
Z T
0
j f ðsÞj
sa
þ
Z s
0
j f ðsÞ  f ðlÞj
ðs  lÞaþ1 dl
 !
dsoN; ð2:3Þ
where 0oao1
2
is ﬁxed. Furthermore, let g be a continuous function on ½0;T  such
that LaðgÞoN; where
LaðgÞ :¼ 1Gð1 aÞGðaÞ sup0osotoT
jgðtÞ  gðsÞj
ðt  sÞ1a
 
þ
Z t
s
jgðlÞ  gðsÞj
ðl sÞ2a dl
!
: ð2:4Þ
Following [32] we can deﬁne the generalized Stieltjes integral
R T
0 f dg of f with
respect to g by
Z T
0
fdg ¼ ð1Þa
Z T
0
Da0þ f ðsÞD1aT gTðsÞ ds; ð2:5Þ
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where gTðtÞ ¼ gðtÞ  gðTÞ: Under the above hypotheses the integral
R t
0 f dg exists
for all tA½0;T ; and (cf. [26]) Z t
0
f dg ¼
Z T
0
f 1ð0;tÞ dg: ð2:6Þ
Furthermore, we have the estimateZ t
0
f dg



pLaðgÞj f ja;1: ð2:7Þ
Let bH ¼ fbH ; tA½0;T g denote a fractional Brownian motion (fBm) on a
probability space ðO;F;PÞ with the Hurst parameter HAð1
2
; 1Þ: That is, bH is a
centered Gaussian process with the covariance function (see [25])
EðbHt bHs Þ ¼ 12 ðt2H þ s2H  jt  sj2HÞ: ð2:8Þ
Take a parameter aAð1 H; 1
2
Þ which will be ﬁxed throughout the paper.
For fAW a;1ð0;TÞ the integral Z T
0
f ðsÞ dbHðsÞ
will be understood in the sense of deﬁnition (2.5) pathwise, which makes sense
because LaðbHÞoNP-a.s. (cf. [26]). Given an orthonormal basis ðeiÞ in V ; a
bounded sequence of nonnegative numbers ðliÞ and a sequence ðbHi Þ of stochastically
independent scalar fractional Brownian motions, the cylindrical V -valued fBm BH is
deﬁned by the formal sum
BHt :¼
XN
i¼1
ﬃﬃﬃﬃ
li
p
eib
H
i ðtÞ ð2:9Þ
and its incremental covariance operator QALðVÞ; QX0; Qn ¼ Q; is given by Qei ¼
liei; iAN: Obviously, if QAL1ðVÞ; that is, if
PN
i¼1 lioN; then the series in (2.9)
deﬁnes a V -valued stochastic process. Here we denote by LðVÞ and L1ðVÞ the
spaces of linear bounded and nuclear operators on V ; respectively.
Let G :O
 ½0;T -LðVÞ be an operator-valued function such that
GðÞeiAW a;1ð0;TÞ for each iAN; oAO: We deﬁneZ T
0
GðsÞ dBHs :¼
XN
i¼1
Z T
0
GðsÞQ1=2ei dbHi ðsÞ
¼
XN
i¼1
ﬃﬃﬃﬃ
li
p Z T
0
GðsÞei dbHi ðsÞ; ð2:10Þ
the convergence of the sums in (2.10) being understood as P-a.s. convergence in V :
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We have the following result.
Proposition 2.1. Assume that Q1=2AL1ðVÞ; or equivalently,
XN
i¼1
ﬃﬃﬃﬃ
li
p
oN: ð2:11Þ
Then there exists O1CO; PðO1Þ ¼ 1; such that the pathwise integral (2.11) is well
defined on O1 for each G : ½0;T  
 O1-LðVÞ satisfying Gð;oÞeiAW a;1ð0;TÞ for
iAN; oAO1; and
sup
i
jGð;oÞeija;1oN; oAO1: ð2:12Þ
Proof. Set
KðoÞ :¼
XN
i¼1
ﬃﬃﬃﬃ
li
p
LaðbHi Þ: ð2:13Þ
By the monotone convergence theorem we have
EK ¼
XN
i¼1
ﬃﬃﬃﬃ
li
p
ELaðbHi Þ; ð2:14Þ
but ELaðbHi Þ is a constant which is ﬁnite (cf. [26]) and independent of iAN; since the
bHi ’s are equally distributed. Therefore, EKoN and it follows that KðoÞoN for
oAO1; where PðO1Þ ¼ 1: For nAN and tA½0;T  we have
XN
i¼n
Z t
0
GðsÞQ1=2ei dbHi ðsÞ



pXN
i¼n
ﬃﬃﬃﬃ
li
p
LaðbHi Þ sup
i
jGðÞeija;1; ð2:15Þ
which tends to zero for oAO1 as n-N: &
Remark. (i) Note that (2.15) yieldsZ T
0
GðsÞ dBHðsÞ



pKðoÞ sup
i
jGðÞeija;1; oAO1: ð2:16Þ
(ii) If the integrand G is deterministic it is convenient to deﬁne the integral (2.10)
by the mean-square convergence of the sums (cf. [11]). Such a convergence allows
to treat the more general case when QAL1ðVÞ (not Q1=2 as in our case) if
GALpð0;T ;LðVÞÞ for a p > 1
H
: However, this approach does not apply to the case
when G is random.
The proof of the following lemma is straightforward.
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Lemma 2.2. Let G :O
 ½0;T -LðVÞ satisfy the conditions of Proposition 2.1,
Q1=2AL1ðVÞ; and let A˜ be a closed operator defined on DomðA˜ÞCV such that
ImðGÞCDomðA˜Þ; A˜GðÞeiAW a;1ð0;TÞ and supi jA˜GðÞeija;1oN: Then
A˜
Z T
0
GðsÞ dBHðsÞ ¼
Z T
0
A˜GðsÞ dBHðsÞ ð2:17Þ
holds for oAO1; PðO1Þ ¼ 1:
3. Main results
Consider a stochastic evolution equation of the form
dXt ¼ ðAXt þ FðXtÞÞ dt þ GðXtÞ dBHt ; tA½0;T ;
X0 ¼ x0AV ð3:1Þ
in V ; where BHt is the fBm with covariance operator Q such that Q
1=2AL1ðVÞ
deﬁned in the previous section, A : DomðAÞ*V-V is the inﬁnitesimal generator of
an analytic semigroup SðÞ; and F : V-V is a continuous function with linear
growth. The operator G is deﬁned on a dense subspace of V with values inLðVÞ and
such that for each rA½0;T  the operator SðrÞGðÞ is extendable to V and V-LðVÞ is
Lipschitz continuous. We use the notation SðrÞGðÞ also for this extension. Assume
jjSðrÞGðxÞeijjpc1
rg1
ð1þ jjxjjÞ ð3:2Þ
and
jjSðrÞðGðxÞ  GðyÞÞeijjpc1
rg2
jjx  yjj ð3:3Þ
for each rA½0;T ; x; yAV ; iAN; where c1 > 0; g1; g2A½0; 1Þ are given constants and
ðeiÞ is the orthonormal basis consisting of the eigenvalues of Q: Obviously, if
jSðrÞGðxÞjLðVÞp
c1
rg1
ð1þ jjxjjÞ ð3:4Þ
and
jSðrÞðGðxÞ  GðyÞÞjLðVÞp
c1
rg2
jjx  yjj ð3:5Þ
hold for the respective t; x and y; we have (3.2) and (3.3) with any orthonormal
basis ðeiÞ:
Without loss of generality, we may assume that A is strictly negative (otherwise we
consider A  bI and F þ bI instead of the respective A and F ). By Vd; dX0; we
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denote the domain of the fractional power ðAÞd equipped with the graph norm
jxjd :¼ jjðAÞdxjj; xADomððAÞdÞ:
The solution of Eq. (3.1) is understood pathwise in the mild sense, that is, the
solution Xt is a V -valued process whose paths are with probability one elements of
the space W a;1ð0;TÞ for an aAð1 H; 12Þ; such that
Xt ¼ SðtÞx þ
Z t
0
Sðt  rÞFðXrÞ dr þ
Z t
0
Sðt  rÞGðXrÞ dBHr ; tA½0;T ; ð3:6Þ
where the ﬁrst integral on the right-hand side is a Bochner integral and the second
integral is the one deﬁned in Section 2. Denote by W a;N ¼ W a;Nð0;TÞ the space of
measurable functions x : ½0;T -V such that jxja;NoN; where
jjxjja;N :¼ sup
tA½0;T 
jjxðtÞjj þ
Z t
0
jjxðtÞ  xðsÞjj
ðt  sÞ1þa ds
 !
: ð3:7Þ
In the following two theorems our main results are stated in the general case.
Theorem 3.1. Assume that the semigroup SðÞ is compact, H > 1
2
and assumptions (3.2)
and (3.3) are satisfied with
g1o2H  1; g2oH: ð3:8Þ
Let a > 1 H; aominð1 g2; 12ð1 g1ÞÞ and suppose that the initial datum x0 is in Vk
for some k > a: Then there exists a solution Xt to (3.1) with paths in W a;Nð0;TÞ P-a.s.
The solution Xt takes values in Vd for 0pdominðk; 1 2a g1; 1 a g2Þ:
Theorem 3.2. Assume that H > 1
2
and assumptions (3.2) and (3.3) are satisfied with
g1o2H  1; g2o2H  1: ð3:9Þ
Let a > 1 H; aominð1
2
ð1 g2Þ; 12 ð1 g1ÞÞ: Furthermore, assume that for each r > 0
the operators SðrÞGðÞei; SðrÞFðÞ are Fre´chet-differentiable and there exist constants
c2 > 0; 0pZo1 a; *bAða; 12Þ such that for all rAð0;T ; 0osor; xAV and iAN
jDxSðrÞFðxÞjLðVÞ þ jDxSðrÞGðxÞeijLðVÞpc2; ð3:10Þ
jDxSðrÞFðxÞ  DySðrÞFðyÞjLðVÞ þ jDxSðrÞGðxÞei  DySðrÞGðyÞeijLðVÞ
pc2
rZ
jjx  yjj; ð3:11Þ
jDxðSðrÞ  SðsÞÞFðxÞjLðVÞ þ jDxðSðrÞ  SðsÞÞGðxÞeijLðVÞpc2ðr  sÞ
*b
s
*b: ð3:12Þ
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Then for each initial datum x0AV there exists a unique solution to (3.1) with paths in
W a;Nð0;TÞ P-a.s.
The general results obtained in Theorems 3.1 and 3.2 are now applied to stochastic
partial differential equations of parabolic type.
Example 3.3. Consider a stochastic parabolic partial differential equation
@u
@t
ðt; xÞ ¼ ½Luðt; xÞ þ f ðuðt; xÞÞ þ Fðuðt; xÞÞnðt; xÞ; ðt; xÞAð0;TÞ 
 D; ð3:13Þ
with the boundary condition
½Buðt; xÞ ¼ 0; ðt; xÞAð0;TÞ 
 @D ð3:14Þ
and initial condition
uð0; xÞ ¼ x0ðxÞ; xAD; ð3:15Þ
where DCRd is a bounded domain with a regular boundary @D;
½Luðt; xÞ ¼
Xd
i;j¼1
aijðxÞ @
2u
@xi@xj
ðt; xÞ þ
Xd
i¼1
biðxÞ @u
@xi
ðt; xÞ þ cðxÞuðt; xÞ; ð3:16Þ
where the coefﬁcients aij ; bi; c are continuous in %D; and there exists l0 > 0 such that
Xd
i;j¼1
aijðxÞliljXl0jlj2; xAD; lARd : ð3:17Þ
We consider the boundary operator
½Buðt; xÞ ¼
Xd
i¼1
biðxÞ
@u
@xi
ðt; xÞ þ gðxÞuðt; xÞ; ðt; xÞAð0;TÞ 
 @D; ð3:18Þ
where bi; gAC
1ð %DÞ and either
Xd
i¼1
biðxÞniðxÞa0; xA@D; ð3:19Þ
where n ¼ ðn1;y; ndÞ is the outward derivative (the mixed boundary conditions), or
bi ¼ 0; i ¼ 1;y; d; and g  1 (the Dirichlet boundary conditions).
The nonlinear drift term f :R-R is supposed to be continuous with at most linear
growth, F :R-R is Lipschitz continuous and nðt; xÞ denotes the noise, symbolically
nðt; xÞ ¼ @@tBHt ðxÞ; where BH is a fBm.
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System (3.13)–(3.15) is rewritten in the inﬁnite-dimensional form
dXt ¼ ðAXt þ FðXtÞÞ dt þ GðXtÞ dBHt ; tA½0;T ;
X0 ¼ x0 ð3:20Þ
in the standard way: Taking V ¼ L2ðDÞ and setting
DomðAÞ ¼ fjAH2ðDÞ :Bj ¼ 0 on @Dg;
Aj :¼ Lj; jADomðAÞ; ð3:21Þ
F : V-V ; FðxÞðxÞ :¼ f ðxðxÞÞ; xAV ; xAD ð3:22Þ
and
G :Cð %DÞ-LðVÞ;
½GðxÞhðxÞ :¼ FðxðxÞÞhðxÞ; xACð %DÞ; hAV ; xAD: ð3:23Þ
The process BHt is the V -valued fBm with a covariance operator Q introduced in
Section 1, and the initial datum x0 belongs to V : It is well-known (cf. [1]) that the
operator A generates in V a strongly continuous, analytic and compact semigroup
SðÞ: The mapping F : V-V is obviously continuous. Therefore, the conditions of
Theorems 3.1 and 3.2 on the drift term A þ F (or L þ f ) are satisﬁed.
What concerns the noise term in the equation, it is assumed that Q1=2AL1ðL2ðDÞÞ:
It is easy to see that this happens, for example, if BHt is a ‘‘standard cylindrical’’ fBm
(that is, Q ¼ I) in a Sobolev space HkðDÞ where k is such that the embedding
HkðDÞ+L2ðDÞ is nuclear, i.e., k > d: Let us check conditions (3.2) and (3.3). The
semigroup SðÞ is given by a kernel (the Green function) g : ð0;T  
 D 
 D-R; i.e.,
SðtÞxðZÞ ¼
Z
D
gðt; Z; xÞxðxÞ dx; ZAD; ð3:24Þ
which, under present assumptions, satisﬁes the estimate
0pgðt; Z; xÞpk1t
d
2e
k2jxZj2
t ; tAð0;T ; x; ZAD; ð3:25Þ
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for some constants k1 and k2 (see e.g. [14]). By the Lipschitz continuity of F we get
for some independent constants (always denoted by C)
jSðtÞGðxÞj2LðVÞ ¼ sup
jjhjjp1
jjSðtÞGðxÞhjj2
¼ sup
jjhjjp1
Z
D
Z
D
gðt; Z; xÞFðxðxÞÞhðxÞ dx
 2
dZ
pC sup
jjhjjp1
Z
D
Z
D
gðt; Z; xÞð1þ jxðxÞjÞ2 dx
 2
dZ
" #1
2


Z
D
Z
D
gðt; Z; xÞh2ðxÞ dx
 2
dZ
" #1
2
¼C sup
jjhjjp1
jjSðrÞð1þ jxjÞ2jjjjSðrÞh2jj
pCjSðrÞj2LðL1ðDÞ;L2ðDÞÞjð1þ jxjÞ2jL1ðDÞ sup
jjhjjp1
jh2jL1ðDÞ
¼CjSðrÞj2LðL1ðDÞ;L2ðDÞÞjj1þ jxjjj2
pC 1þ jjxjj2
 
jSðrÞj2LðL1ðDÞ;L2ðDÞÞ: ð3:26Þ
Using (3.25) it easy to see that jSðrÞj2LðL1ðDÞ;L2ðDÞÞpCr
d
2; rAð0;T  which yields (3.4)
(and hence also (3.2)) with g1 ¼ d4: Similarly we obtain (3.5) (and hence also (3.3))
with g2 ¼ d4:
Note that if we assume that F is bounded, then obviously jGðxÞjLðVÞpconst; thus
we have (3.2) and (3.4) with g1 ¼ 0:
It is possible to obtain (3.2) and (3.3) for smaller g1; g2 under some restrictions on
the basis ðeiÞ (note that ðeiÞ is the basis deﬁning the fBm BHt ). Analogously to the
case of the usual Wiener process (cf. [7,24]) assume that eiALNðDÞ and
N :¼ sup
i
jeijLNðDÞoN: ð3:27Þ
Note that the existence of an orthonormal basis satisfying (3.27) has been proved
in [27].
If condition (3.27) is satisﬁed then we have (3.2) and (3.3) with g1 ¼ g2 ¼ 0:
Indeed, we have
jjSðtÞGðxÞeijj2p
Z
D
Z
D
gðt; Z; xÞFðxðxÞÞeiðxÞ dx
 2
dZ
pN2
Z
D
Z
D
gðt; Z; xÞjFðxðxÞÞj dx
 2
dZ
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¼N2jjSðtÞðjFðxðÞÞjÞjj2pCjjFðxðÞÞjj2
pCð1þ jjxjjÞ2; ð3:28Þ
and similarly we get (3.3) with g2 ¼ 0:
In order to apply Theorem 3.1 inequalities (3.8) must be veriﬁed. Thus we may
conclude that if condition (3.27) is satisﬁed (and F is Lipschitz continuous) Theorem
3.1 may be used with any aAð1 H; 1
2
Þ and we have the existence of a solution in
W a;Nð0;TÞ taking values in Vd for 0pdominðk; 1 2aÞ if the initial datum x0 is in
Vk for some k > a:Note that in the present case Vd is identical either to the Sobolev–
Slobodetskii space H2dðDÞ or to its subspace consisting of functions satisfying the
respective boundary conditions (this depends on d and B; see e.g. [16]).
If condition (3.27) is not satisﬁed, we still may apply Theorem 3.1 under some
restrictions on the space dimension d; as follows from the previous analysis. For
example, we obtain the existence of solutions (for Lipschitz F) if d
4
o2H  1 (cf.
(3.8)), i.e., H > 1
2
þ d
8
: If moreover, F is bounded, then we only have the restriction
H > d
4
:
Now we will check the conditions of Theorem 3.2 for system (3.13)–(3.15). Let L;
B; f and BH satisfy the same conditions as above and assume for simplicity that
condition (3.27) on the basis ðeiÞ is also satisﬁed. We have veriﬁed above that
assumptions (3.2) and (3.3) are satisﬁed with g1 ¼ g2 ¼ 0; therefore, (3.9) holds true.
It only remains to verify the differentiability assumptions (3.10)–(3.12). To this end,
we have to impose some smoothness conditions on f and F: Suppose that f ;
FAC1ðRÞ; and the derivatives f 0 and F0 are bounded and Lipschitz continuous. The
Fre´chet derivative of SðrÞGðÞei is then
½DxSðrÞGðxÞeihðZÞ
¼
Z
D
gðr; Z; xÞF0ðxðxÞÞeiðxÞhðxÞ dx; hAV ; xAV ; ZAD; ð3:29Þ
so to derive the required estimates we only have to follow the lines of the above
analysis with F replaced by F0: Thus, since F0 is bounded, we get (3.10). Condition
(3.11) is veriﬁed for Z ¼ d
4
analogously to (3.26). Inequality (3.12) follows from the
analyticity of the semigroup SðÞ because for 0p *bo1 we have
jDxðSðrÞ  SðsÞÞGðxÞeij2LðVÞ
¼ sup
jjhjjp1
Z
D
Z
D
ðgðr; Z; xÞ  gðs; Z; xÞÞF0ðxðxÞÞeiðxÞhðxÞ dx
 2
dZ
¼ sup
jjhjjp1
jjðSðrÞ  SðsÞÞF0ðxðÞÞeiðÞhðÞjj2
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p sup
jjhjjp1
Cðr  sÞ *bs *bjjF0ðxðÞÞeiðÞhðÞjj
pC sup
x
jF0ðxÞjðr  sÞ *bs *b ð3:30Þ
for 0osorpT :
So the only condition in Theorem 3.22 is Z ¼ d4o1 a; which may be achieved if
d
4
oH: For DxSðrÞFðÞ the analysis is completely analogous. In this case we may
apply Theorem 3.2 to obtain existence and uniqueness of solution to Eq. (3.13)–
(3.15). Note that here we may take any initial datum x0AV :
Remark 3.4. The case when the noise in Eq. (3.13) is only time dependent (i.e., one
dimensional) is covered by the previous example. Indeed, we may take l1 ¼ 1; l2 ¼
l3 ¼? ¼ 0; e1  1 and the other elements e2; e3;y; etc. so that (3.27) is satisﬁed.
By the previous Example 3.3 we obtain existence of a solution to (3.13)–(3.15) for F
Lipschitz continuous without any restriction on the space dimension and for H > 1
2
:
If, moreover, FAC1ðRÞ; F0 is bounded and Lipschitz, and H > d4; then we may apply
Theorem 3.2 to obtain also uniqueness of solutions.
Example 3.5. Consider the 2mth order stochastic parabolic Cauchy problem
@u
@t
ðt; xÞ ¼ ½Lmuðt; xÞ þ f ðuðt; xÞÞ þ Fðuðt; xÞÞnðt; xÞ; ðt; xÞA½0;T  
 Rd ; ð3:31Þ
uð0; xÞ ¼ x0ðxÞ; xARd ; ð3:32Þ
where
Lm ¼
X
jajp2m
aaðxÞDa;
with aaACNb ðRdÞ; is a uniformly elliptic operator on Rd ; f and F are real functions.
Recall that there exist a fundamental solution gACNðð0;T  
 Rd 
 RdÞ such that
0p gðt; x; ZÞpk1td=2m

 exp k2 jx Zj
2m
t
 !1=ð2m1Þ8<
:
9=
;; tAð0;T ; x; ZARd ð3:33Þ
(cf. [12]). The operator A ¼ Lm with the domain H2m;2ðRdÞ generates an analytic
semigroup S on the space V ¼ L2ðRdÞ given by
SðtÞyðZÞ ¼
Z
Rd
gðt; x; ZÞyðxÞ dx; yAV ; ZARd :
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System (3.31), (3.32) is rewritten in the inﬁnite-dimensional form
dXt ¼ ðAXt þ FðXtÞÞ dt þ GðXtÞ dBHt ; tA½0;T ;
X0 ¼ x0AV ;
where F and G are the superposition and multiplication operators, respectively,
deﬁned on V by means of f and F as in (3.22) and (3.23), and BH is a fractional
Brownian motion on V such that the covariance operator satisﬁes Q1=2AL1ðVÞ:
Note that the semigroup S is not compact so Theorem 3.1 cannot be used,
however, it is possible to verify conditions of Theorem 3.2. Assume f ;FAC1ðRÞ and
let the derivatives f 0;F0 be bounded and Lipschitz continuous. Furthermore, suppose
that the ONB ðeiÞ deﬁning the fBm is uniformly bounded in LNðRdÞ: Then we can
proceed along the lines of the second part of Example 3.3 to verify the assumptions
of Theorem 3.2, taking into account that in estimations (3.26), (3.28) and (3.30) we
may put D ¼ Rd : For instance, proceeding as in (3.28) we obtain (3.2) and (3.3) with
g1 ¼ g2 ¼ 0: The differentiability conditions (3.10) and (3.12) follow from the
boundedness of f 0;F0 and from estimate (3.30), respectively. Assumption (3.11) is
veriﬁed as in (3.26) for Z ¼ d
4m
since
jSðrÞjLðL1;L2Þ ¼ jSnðrÞjLðL2;LNÞpcr
d
4m; rAð0;T ;
by inequality (3.33) (cf. [28, Lemma 3.3]). Hence we may conclude that existence and
uniqueness of solutions may be obtained in the present case by Theorem 3.2 if
Z ¼ d
4m
o1 a; which may be achieved for H > d
4m
: Notice that for the second-order
system ðm ¼ 1Þ this inequality reads H > d
4
; which is the same condition as for the
corresponding boundary value problem discussed in Example 3.3.
4. Proofs of Theorems 3.1 and 3.2
The following Lemmas 4.1–4.5 are stated in order to prove Theorem 3.1. The
assumptions of Theorem 3.1 are supposed to be satisﬁed. At ﬁrst we will chose some
constants which may be ﬁxed in Lemmas 4.1–4.3. Note that all estimates below are
made pathwise, on the set O1 of full probability which is chosen according to
Proposition 2.1. From the assumptions of Theorem 3.1 it follows that
2aþ g1 þ do1 ð4:1Þ
and
aþ g2 þ do1: ð4:2Þ
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Hence, we may ﬁnd bAða; 12Þ such that
2bþ g1 þ do1: ð4:3Þ
The space W a;Nð0;TÞ is equipped with equivalent norms jj  jjr depending on a
parameter rX1;
jjxjjr ¼ sup
tA½0;T 
ert jjxðtÞjj þ
Z t
0
jjxðtÞ  xðsÞjj
ðt  sÞaþ1 ds
 !
; xAW a;N: ð4:4Þ
For YAW a;1ð0;TÞ we set
ItðYÞ ¼
Z t
0
Sðt  rÞGðYrÞ dBHr ; tA½0;T :
Lemma 4.1. For YAW a;N and each rX1 we have
ertjItðYÞjdpC1ðrÞð1þ jjY jjrÞ; ð4:5Þ
where C1ðrÞ is a random variable such that C1ðrÞ-0 on O1 as r-N:
Proof. We will denote by M universal constants which may differ from line to line
and depend on oAO1: Taking into account Lemma 2.2 and (2.16) we get
jItðYÞjd ¼ ðAÞd
Z t
0
Sðt  rÞGðYrÞ dBHr



pM sup
i
Z t
0
jSðt  rÞGðYrÞeijd
ra
 
þ
Z r
0
jSðt  rÞGðYrÞei  Sðt  lÞGðYlÞeijd
ðr  lÞ1þa dl
!
dr
pM sup
i
Z t
0
jSðt  rÞGðYrÞeijd
ra
 
þ
Z r
0
jSðt  rÞGðYrÞei  Sðt  lÞGðYrÞeijd
ðr  lÞ1þa dl
þ
Z r
0
jSðt  lÞGðYrÞei  Sðt  lÞGðYlÞeijd
ðr  lÞ1þa dl
!
dr: ð4:6Þ
Using condition (3.2) yields
jSðt  rÞGðYrÞeijdpM
1þ jjYrjj
ðt  rÞg1þd
ð4:7Þ
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and applying the analyticity of the semigroup (see e.g. [30]) we get
jSðt  rÞGðYrÞei  Sðt  lÞGðYrÞeijd
pMjjSðr  lÞ  I jjLðVdþb;VdÞjSðt  rÞGðYrÞeijdþb
pMðr  lÞb 1þ jjYrjj
ðt  rÞbþg1þd
: ð4:8Þ
On the other hand, (3.3) and the Lipschitz property of SðrÞG imply that
jSðt  lÞGðYrÞei  Sðt  lÞGðYlÞeijdpM
jjYr  Yljj
ðt  rÞg2þd
: ð4:9Þ
Then, substituting (4.7)–(4.9) into (4.6) we obtain
jItðYÞjdpM
Z t
0
ð1þ jjYrjjÞ ðt  rÞg1dra þ ðt  rÞbg1d
 
þ ðt  rÞg2d
Z r
0
jjYr  Yljj
ðr  lÞ1þa dl
!
dr: ð4:10Þ
Therefore
ertjItðY ÞjdpMð1þ jjY jjrÞ
Z t
0
erðtrÞððt  rÞg1dra
þ ðt  rÞbg1d þ ðt  rÞg2dÞ dr
pMð1þ jjY jjrÞðrg1þdþa1 þ rbþg1þd1 þ rg2þd1Þ ð4:11Þ
which completes the proof by (4.2) and (4.3). &
Lemma 4.2. For all rX1 there exists a random variable C2ðrÞ such that C2ðrÞ-0 on
O1 as r-N and
jjItðYÞjjrpC2ðrÞð1þ jjY jjrÞ: ð4:12Þ
Proof. Taking d ¼ 0 in the previous lemma we have that
sup
tA½0;T 
ertjjItðY ÞjjpC1ðrÞð1þ jjY jjrÞ: ð4:13Þ
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Furthermore, we have
jjItðY Þ  IsðY Þjjp
Z t
s
Sðt  rÞGðYrÞ dBHr




þ ðSðt  sÞ  IÞ
Z s
0
Sðs  rÞGðYrÞ dBHr




:¼R1ðt; sÞ þ R2ðt; sÞ: ð4:14Þ
Proceeding as in (4.10) with d ¼ 0 we get
R1ðt; sÞpM
Z t
s
1þ jjYrjj
ðr  sÞaðt  rÞg1 þ
1þ jjYrjj
ðt  rÞbþg1
 
þ 1ðt  rÞg2
Z r
s
jjYr  Yljj
ðr  lÞ1þa dl
!
dr: ð4:15Þ
By the analyticity of the semigroup SðÞ and (4.10) with d ¼ b we also obtain
R2ðt; sÞpMðt  sÞb
Z s
0
Sðs  rÞGðYrÞ dBHr


b
pMðt  sÞb
Z s
0
1þ jjYrjj
raðs  rÞg1þb
þ 1þ jjYrjj
ðs  rÞ2bþg1
 
þ 1
ðs  rÞg2þb
Z r
0
jjYr  Yljj
ðr  lÞ1þa dl
!
dr: ð4:16Þ
Hence, by Fubini’s theorem
Z t
0
R1ðt; sÞ
ðt  sÞ1þa dspM
Z t
0
1þ jjYrjj
ðt  rÞg1þ2a þ
1þ jjYrjj
ðt  rÞaþbþg1
 
þ 1ðt  rÞg2þa
Z r
0
jjYr  Yljj
ðr  lÞ1þa dl
!
dr ð4:17Þ
ARTICLE IN PRESS
B. Maslowski, D. Nualart / Journal of Functional Analysis 202 (2003) 277–305 293
and
Z t
0
R2ðt; sÞ
ðt  sÞ1þapM
Z t
0
ðt  sÞba1
Z s
0
1þ jjYrjj
raðs  rÞg1þb
 
þ 1þ jjYrjj
ðs  rÞ2bþg1
þ 1
ðs  rÞg2þb
Z r
0
jjYr  Yljj
ðr  lÞ1þa dl
!
dr ds
pM
Z t
0
ð1þ jjYrjjÞ½raðt  rÞg1a þ ðt  rÞbag1 
(
þ ðt  rÞag2
Z r
0
jjYr  Yljj
ðr  lÞ1þa dl
)
dr: ð4:18Þ
By (4.17) and (4.18) we have
sup
tA½0;T 
ert
Z t
0
jjItðY Þ  IsðY Þjj
ðt  sÞ1þa ds
pMð1þ jjY jjrÞ sup
tA½0;T 
Z t
0
erðtrÞððt  rÞg12a
þ raðt  rÞg1a þ ðt  rÞbag1 þ ðt  rÞag2Þ dr
pMð1þ jjY jjrÞðrg1þ2a1 þ raþbþg11 þ rg2þa1Þ:
All exponents on the right-hand side are positive by (4.1), (4.3) and (4.2),
respectively. This together with (4.13) and Lemma 4.1 concludes the proof
of (4.12). &
Lemma 4.3. Let C0;x ¼ C0;xð½0;T ; VÞ denote the space of V -valued, x-Ho¨lder
continuous functions, xA½0; 1: Taking bAða; 1
2
Þ such that (4.3) is satisfied we have
jIðYÞjC0;xpCr;xð1þ jjY jjrÞ ð4:19Þ
for each rX1 and xominðb; 1 b g1; 1 g2; 1 g1  aÞ; where Cr;x is a random
variable depending only on r and x:
Proof. Obviously, we may take r ¼ 1: By (4.15) we have
sup
0psptpT
R1ðt; sÞpMð1þ jjY jj1Þ
Z t
s
ððr  sÞaðt  rÞg1
þ ðt  rÞbg1 þ ðt  rÞg2Þ dr
pMð1þ jjY jj1Þðt  sÞx1 ; ð4:20Þ
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where x1ominð1 g1  a; 1 b g1; 1 g2Þ: By (4.16) we also have
sup
0psptpT
R2ðt; sÞp sup
0psptpT
ðt  sÞb
Z s
0
Sðs  rÞGðYrÞ dBHr


b
: ð4:21Þ
Now we may use Lemma 4.1 with r ¼ 1 and d ¼ b to obtain
sup
0psptpT
R2ðt; sÞp sup
0psptpT
ðt  sÞbC1ð1Þð1þ jjY jj1Þ: ð4:22Þ
By (4.20) and (4.22) we have
sup
0psptpT
jjItðYÞ  IsðYÞjj
ðt  sÞx
pC˜xð1þ jjY jj1Þ ð4:23Þ
for a universal random constant C˜x and xpminðb; x1Þ; which together with
Lemma 4.1 (applied with r ¼ 1; d ¼ 0) and the equivalence of norms jj  jj1 and jj  jjr
yields (4.19). &
Set
JtðYÞ ¼
Z t
0
Sðt  rÞFðYrÞ dr; tA½0;T :
Lemma 4.4. The assertions of Lemmas 4.1–4.3 remain valid if ItðYÞ is replaced
by JtðY Þ:
Proof. The proof is simpler than that of Lemmas 4.1–4.3 because JðYÞ is more
regular than IðY Þ: In fact, the integrator is the identity function and we can take
a ¼ 0; i.e., instead of (2.7) we use the estimate
jjJtðYÞjjp
Z t
0
jjSðt  rÞFðYrÞjj dr:
In place of conditions (3.2) and (3.3) we need
jjSðrÞFðxÞjjpc1ð1þ jjxjjÞ ð4:24Þ
for rAð0;T ; xAV ; which is a consequence of the linear growth property of
F :V-V ; and the analyticity of the semigroup. &
Lemma 4.5. Let x > a and M > 0: Let K be a compact subset of V : The set
M ¼ fjAW a;Nð0;TÞ; jjjC0;xpM; jðtÞAK for tA½0;T g ð4:25Þ
is compact in W a;Nð0;TÞ:
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Proof. Take lAða; xÞ; since the embedding C0;lð½0;T ; VÞ+W a;Nð0;TÞ is contin-
uous, it is enough to prove thatM is relatively compact in C0;l: The elements ofM
are equicontinuous, equibounded and take values in a compact set. Therefore, by an
inﬁnite-dimensional version of the Arzela–Ascoli theorem we have that M is
compact in C ¼ C0;0ð½0;T ; VÞ: Hence, for each sequence ðjnÞCM there exists a
subsequence (denoted again by ðjnÞ) such that jn-j0 in C for some j0AC: Clearly,
j0AM and
sup
n
jjn  j0jC0;xp2M: ð4:26Þ
We only have to check that jn-j0 in C
0;l: Given e > 0 we have
sup
0psotpT
jjjnðtÞ  j0ðtÞ  jnðsÞ þ j0ðsÞjj
ðt  sÞl
p sup
jtsj>e
jjjnðtÞ  j0ðtÞ  jnðsÞ þ j0ðsÞjj
ðt  sÞl
þ sup
jtsjpe
jjjnðtÞ  j0ðtÞ  jnðsÞ þ j0ðsÞjj
ðt  sÞl
p sup
0psotpT
elðjjjnðtÞ  j0ðtÞjj þ jjjnðsÞ  j0ðsÞjjÞ
þ 2Mexl ð4:27Þ
and as jn-j0 in C it follows that jn-j0 in C
0;l: &
Proof of Theorem 3.1. First note that for a ﬁxed x0AV the mapping t-SðtÞx is in
W a;Nð0;TÞ since
sup
tA½0;T 
jjSðtÞx0jj þ
Z t
0
jjSðtÞx0  SðsÞx0jj
ðt  sÞ1þa ds
 !
pc1jjx0jj sup
tA½0;T 
1þ
Z t
0
ds
ðt  sÞ1þabsb
 !
pc2jjx0jj ð4:28Þ
for some constants c1; c2 > 0: Hence, for some r > 0 we have
jjSðÞx0jjrpr ð4:29Þ
for each rX1: Let P : W a;N-W a;N be a mapping deﬁned by
PtðY Þ :¼ SðtÞx0 þ JtðY Þ þ ItðYÞ; YAW a;N; tA½0;T : ð4:30Þ
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By (4.29) and Lemmas 4.2 and 4.4 there exists a random variable C3ðrÞ; C3ðrÞ-0 on
O1 as r-N; such that
jjPðYÞjjrpr þ C3ðrÞð1þ jjY jjrÞ: ð4:31Þ
Take r0X1 such that C3ðr0Þprð1þ 2rÞ1: Then for each YAW a;N; jjY jjr0p2r; we
have
jjPðYÞjjr0pr þ
rð1þ 2rÞ
1þ 2r ¼ 2r: ð4:32Þ
Therefore, P maps the ball B
r0
2r ¼ fjAW a;Nð0;TÞ : jjjjjr0p2rg into itself. Note that
we assume x0AVk for some k > a; which means that the mapping t-SðtÞx0; tA½0;T 
is in C0;k:
Using Lemmas 4.3 and 4.4 (note that we may take x > a) we have that
D :¼ sup
YABa
2r
jPðYÞjC0;hoN; ð4:33Þ
where h ¼ minðk; xÞ > a: Furthermore, by Lemmas 4.1 and 4.4 we have
sup
YABa
2r
jPtðY ÞjdpC˜; tA½0;T  ð4:34Þ
for 0odominðk; 1 2a g1; 1 a g2Þ: Now set
K :¼ fXABr02r : jX jC0;hpD; jXtjdpC˜ for tA½0;T g:
Since the semigroup SðÞ is compact, the embedding Vd+V is also compact and
henceK is compact in W a;Nð0;TÞ by Lemma 4.5. In fact, from the proof of Lemma
4.5 it follows that K is compact in C0;lð½0;T ; VÞ for any ﬁxed lAða; hÞ (and the
embedding C0;l+W a;Nð0;TÞ is continuous). Clearly K is convex and PðKÞCK
(since PðBr02r ÞCK and KCBr02r ) so in order to apply the Schauder ﬁxed point
theorem we only have to verify that P :K-K is continuous (in the norm of
W a;Nð0;TÞ). Take ðX ðnÞÞCK; X ðnÞ-X in W a;Nð0;TÞ as n-N: Since the sequence
ðPðX ðnÞÞÞ is relatively compact in C0;l; there exists a Y in C0;l and a subsequence
X ðnkÞ such that PðX ðnkÞÞ-Y in C0;l as k-N (hence, also in W a;Nð0;TÞ). The
sequence ðX ðnÞÞ was arbitrary, so in order to show convergence of the whole
sequence ðX ðnÞÞ it sufﬁces to identify the limit Y ¼ PðX Þ: To this end, it is enough to
show that
jjPtðX ðnÞÞ  PtðX Þjj-0; n-N; ð4:35Þ
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for each tA½0;T : As in the proof of Lemma 4.1 we have
jjItðX ðnÞÞ  ItðXÞjjpM sup
i
Z t
0
rajjSðt  rÞðGðX ðnÞr Þ  GðXrÞÞeijj dr

þ
Z t
0
Z r
0
ðr  lÞ1ajjSðt  rÞGðX ðnÞr Þei
 Sðt  lÞGðX ðnÞl Þei
 Sðt  rÞGðXrÞei þ Sðt  lÞGðXlÞeijj dl dr

pM
Z t
0
raðt  rÞg2 jjX ðnÞr  Xrjj dr

þ
Z t
0
Z r
0
ðr  lÞ1aCnðr; lÞ dl dr

; ð4:36Þ
where
Cnðr; lÞ :¼ sup
i
jjSðt  rÞGðX ðnÞr Þei  Sðt  lÞGðX ðnÞl Þei
 Sðt  rÞGðXrÞei þ Sðt  lÞGðXlÞeijj:
The ﬁrst integral on the right-hand side of the last inequality in (4.36) clearly tends to
zero as n-N: The term Cnðr; lÞ is pointwise convergent to zero because it can be
estimated by
c
jjX ðnÞr  Xrjj
ðt  rÞg2 þ
jjX ðnÞl  Xljj
ðt  lÞg2
 !
:
In order to use the dominated convergence theorem we use the estimates
Cnðr; lÞp ðr  lÞ1a sup
i
jjSðt  rÞGðX ðnÞr Þei  Sðt  rÞGðX ðnÞl Þeijj

þ sup
i
jjðSðt  rÞ  Sðt  lÞÞðGðX ðnÞl Þ  GðXlÞÞeijj
þ sup
i
jjSðt  rÞGðXrÞei  Sðt  rÞGðXlÞeijj

pMðr  lÞ1a ðt  rÞg2ðjjX ðnÞr  X ðnÞl jj þ jjXr  XljjÞ

þ sup
i
S
t  r
2
 
 S t þ r
2
 l
  

 S t  r
2
 
ðGðX ðnÞl Þ  GðXlÞÞei

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pMðr  lÞ1aðt  rÞg2ðjjX ðnÞr  X ðnÞl jj þ jjXr  XljjÞ
þ Mðr  lÞ1aðt  rÞbg1ðr  lÞb; ð4:37Þ
where bAða; 1
2
Þ is chosen to satisfy bþ g1o1: Since ðX ðnÞÞ is uniformly bounded
in C0;h and h > a; (4.37) provides the majorizing function for Cnðr; lÞ; so
ItðX ðnÞÞ-ItðX Þ in V :
Analogous result for JtðX ðnÞÞ is a simple consequence of the continuity and linear
growth condition on F : &
Now we aim at proving the existence and uniqueness Theorem 3.2. In view of (3.9)
and since ZA½0; 1 aÞ (cf. (3.11)) we may chose a constant bAða; 1
2
Þ such that in
addition to (4.3) we also have
bþ Zo1; ð4:38Þ
2bþ g2o1 ð4:39Þ
and
bþ *bo1: ð4:40Þ
In the following Lemmas 4.6 and 4.7 the conditions of Theorem 3.2 are assumed
to be satisﬁed.
Lemma 4.6. Take dX0; dominð1 *b; 1 Z; 1 a g2Þ: Then we have
ertjItðXÞ  ItðYÞjdpC4ðrÞð1þ jX ja;N þ jY ja;NÞjjX  Y jjr ð4:41Þ
for each tA½0;T ; X ;YAW a;Nð0;TÞ; where C4ðrÞ is a random variable such that
C4ðrÞ-0 as r-N on the set O1 defined in Proposition 2.1.
Proof. We will again denote by M universal constants which may differ from line to
line and depend on oAO1: We have
jItðX Þ  ItðY Þjd
pM sup
i
Z t
0
jðSðt  rÞGðXrÞ  Sðt  rÞGðYrÞÞeijd
ra
 
þ
Z r
0
jðSðt  rÞðGðXrÞ  GðYrÞÞ  Sðt  lÞðGðXlÞ  GðYlÞÞÞeijd
ðr  lÞ1þa dl
!
dr: ð4:42Þ
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By the mean value theorem and (3.10)–(3.12) we have
jðSðt  rÞðGðXrÞ  GðYrÞÞ  Sðt  lÞðGðXlÞ  GðYlÞÞÞeijd
p S t  r
2
  
LðV ;VdÞ
S
t  r
2
 
ðGðXrÞ  GðYrÞÞei

 S t þ r
2
 l
 
ðGðXlÞ  GðYlÞÞei

pCðt  rÞdðjjXr  Yr  Xl þ Yljj
þ ðt  rÞZjjXr  YrjjðjjXr  Xljj þ jjYr  YljjÞ
þ ðt  rÞ *bðr  lÞ *bjjXr  YrjjÞ
(cf. [26, Lemma 7.1] for a similar result). Hence,
jItðX Þ  ItðYÞjdpM
Z t
0
jjXr  Yrjj
raðt  rÞg2þd
þ 1
ðt  rÞd
Z r
0
jjXr  Yr  Xl þ Yljj
ðr  lÞ1þa dl
 
þ jjXr  Yrjj
ðt  rÞZþd
Z r
0
jjXr  Xljj þ jjYr  Yljj
ðr  lÞ1þa dl
þ jjXr  Yrjj
ðt  rÞ *bþd
Z r
0
ðr  lÞ *b
ðr  lÞ1þa dl
!
dr; ð4:43Þ
and we obtain
jItðXÞ  ItðY ÞjdpM
Z t
0
jjXr  Yrjj 1
raðt  rÞg2þd
  
þ jX ja;N þ jY ja;N
ðt  rÞZþd
þ 1
ðt  rÞ *bþd
!
þ 1
ðt  rÞd
Z r
0
jjXr  Yr  Xl þ Yljj
ðr  lÞ1þa dl
!
dr: ð4:44Þ
Therefore,
ertjItðXÞ  ItðY ÞjdpMjjX  Y jjr
Z t
0
erðtrÞðraðt  rÞg2d
þ ðt  rÞZdðjX ja;N þ jY ja;NÞ
þ ðt  rÞ *bd þ ðt  rÞdÞ dr
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pMjjX  Y jjrðraþg2þd1 þ rZþd1ðjX ja;N þ jY ja;NÞ
þ r *bþd1 þ rd1Þ; ð4:45Þ
which yields (4.41) since all exponents of r on the right-hand side are negative. &
Lemma 4.7. We have
jjItðXÞ  ItðY ÞjjrpC5ðrÞð1þ jX ja;N þ jY ja;NÞjjX  Y jjr ð4:46Þ
for each tA½0;T ; X ;YAW a;Nð0;TÞ; where C5ðrÞ is a random variable such that
C5ðrÞ-0 as r-N on the set O1 defined in Proposition 2.1.
Proof. We have shown in Lemma 4.6 ðd ¼ 0Þ that
ertjjItðX Þ  ItðYÞjjpC4ðrÞð1þ jX ja;N þ jY ja;NÞjjX  Y jjr: ð4:47Þ
Furthermore, we have
Z t
0
ðt  sÞa1jjItðX Þ  ItðYÞ  IsðXÞ þ IsðY Þjj ds
p
Z t
0
ðt  sÞa1
Z t
s
Sðt  rÞðGðXrÞ  GðYrÞÞ dBHr





þ ðSðt  sÞ  IÞ
Z s
0
Sðs  rÞðGðXrÞ  GðYrÞÞ dBHr





ds
¼:
Z t
0
ðt  sÞa1ðR1ðt; sÞ þ R2ðt; sÞÞ ds: ð4:48Þ
Proceeding as in (4.43) with d ¼ 0 we get (M again denotes a generic constant)
R1ðt; sÞpM
Z t
0
jjXr  Yrjjððr  sÞaðt  rÞg2
"
þ ðt  rÞZðjX ja;N þ jY ja;NÞ þ ðt  rÞ
*bÞ
þ
Z r
s
jjXr  Yr  Xl þ Yljj
ðr  lÞ1þa dl
#
dr: ð4:49Þ
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Hence, by Fubini’s theorem we have
Z t
0
ðt  sÞ1aR1ðt; sÞ ds
pM
Z t
0
jjXr  Yrjjððt  rÞ2ag2
"
þ ðt  rÞZaðjX ja;N þ jY ja;NÞ þ ðt  rÞ
*baÞ
þ ðt  rÞa
Z r
0
jjXr  Yr  Xl þ Yljj
ðr  lÞ1þa dl
#
dr: ð4:50Þ
On the other hand, we have
R2ðt; sÞpMðt  sÞb
Z s
0
Sðs  rÞðGðXrÞ  GðYrÞÞ dBHr


b
and again by (4.43) (with d ¼ b) we obtain
R2ðt; sÞpMðt  sÞb
Z s
0
jjXr  Yrjj raðs  rÞg2b
"
þ ðs  rÞZbðjX ja;N þ jY ja;NÞ þ ðs  rÞ
*bb

þ ðs  rÞb
Z r
0
jjXr  Yr  Xl þ Yljj
ðr  lÞ1þa dl
#
dr:
Hence, again by Fubini’s theorem
Z t
0
ðt  sÞ1aR2ðt; sÞ ds
pM
Z t
0
jjXr  Yrjjððt  rÞ2ag2
"
þ ðt  rÞZaðjX ja;N þ jY ja;NÞ þ ðt  rÞ
*baÞ
þ ðt  rÞa
Z r
0
jjXr  Yr  Xl þ Yljj
ðr  lÞ1þa dl
#
dr: ð4:51Þ
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By (4.50) and (4.51) it follows that
sup
tA½0;T 
ert
Z t
0
ðt  sÞ1ajjItðXÞ  ItðY Þjj ds
pMjjX  Y jjr ðjX ja;N þ jY ja;NÞ
Z t
0
erðtrÞðt  rÞZa dr

þ
Z t
0
erðtrÞððt  rÞ2ag2 þ ðt  rÞ *ba þ ðt  rÞaÞ dr

pMjjX  Y jjrðrZþa1ðjX ja;N þ jY ja;NÞ
þ r2aþg21 þ r *bþa1 þ ra1Þ: ð4:52Þ
All exponents of r on the right-hand side of (4.52) are negative, which together with
(4.47) completes the proof of (4.46). &
Proof of Theorem 3.2. At ﬁrst we note that (4.46) remains true with the stochastic
integral IðYÞ replaced by the integral
JtðY Þ ¼
Z t
0
Sðt  rÞFðYrÞ dr
(cf. also Lemma 4.4). We will use the Banach contraction principle for the mapping
PtðYÞ ¼ SðtÞx þ JtðYÞ þ ItðYÞ: ð4:53Þ
In the proof of Theorem 3.1 we have shown that there exists an r > 0 such that
jjSðÞxjjpr for each rX1 and a ﬁxed initial datum x0AV : We have also shown that
there exists a r0 such that P maps the ball B
r0
2r into itself for some r0X1: Notice that
the compactness of the semigroup, which was assumed in Theorem 3.1 but not in the
present Theorem 3.2, was not needed to show this fact. We will show that P is a
contraction on B
r0
2r (for the ﬁxed value of r ¼ r0) in an equivalent norm jj  jjr; where
r may be larger that r0: By Lemma 4.7 (and an analogous result for the integrals Jt)
we have
jjPðXÞ  PðY ÞjjrpC6ðrÞð1þ 2R0ÞjjX  Y jjr ð4:54Þ
for each X ;YABr02r ; where C6ðrÞ is a random variable such that C6ðrÞ-0 as r-N;
and
R0 ¼ sup
XAB
r0
2r
jX ja;N: ð4:55Þ
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For a given oAO1; taking rXr0 such that q ¼ C6ðrÞð1þ 2R0Þo1 we obtain
jjPðX Þ  PðYÞjjrpqjjX  Y jjr ð4:56Þ
for X ;YABr02r : &
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