INTRODUCTION
Several statistical models have been proposed for distributions of colour data, [Hea92, IP95, Mat96, ZY96, AB97] , which exploit the redundancy of the intensity component of the data, which can vary arbitrarily with scene geometry. The intensity component of an RGB vector is equivalent to its magnitude or distance from the origin of the RGB cube, whereas the direction of the ray from the origin to the point characterises its chromaticity. Statistical models are often based on the assumption that the chromaticity component of the data is independent of the intensity and is invariant with respect to these shading effects. For a single-coloured object, if we assume that the variation of the intrinsic surface reflectance is Gaussian and that the transformation made by a CCD camera is linear, [Sha82, Bey92] , then we expect the distribution of chromaticities also to have Gaussian profile, see [ZY96, Ale97] .
It is not clear, however, how best to construct Gaussian model for a distribution of directional data. In this paper, we review a number of approaches to this problem. The results of an empirical comparison of the performance of the statistical models that arise from these different approaches are presented over a set of real world data obtained in an environment in which the assumptions underlying models of this type should hold.
STATISTICAL COLOUR MODELS
In this section, we review existing methods for modelling distributions of directional chromaticity data and colour data in general. The first two subsections concentrate on models of the chromaticity component of the colour data. We will then consider how these chromaticity models can be combined with statistical models for the independent intensity component of the data in order to provide full statistical colour models (SCMs) for RGB data. Finally, some other models for distributions of colour data in which the chromaticity and intensity components are not considered independent will be discussed.
Planar Chromaticity Models
The simplest representation for directional chromaticity data is by the point in a plane through which the line from the origin in the corresponding direction passes. A 2D Gaussian may be fitted to the distribution of points of intersection with the plane to obtain a model for a distribution of chromaticity data. There are several planar chromaticity spaces in the literature that have been used in this way. For example, the normalised colour space (NCS), [IP95] , or the chromaticity plane, [Mat96] . The NCS is the unit plane in the RGB cube and the chromaticity plane is the plane B=1.
Problems arise with these representations when they are used to characterise distributions of directions, as the variance of the distribution is dependent on the choice of plane. The chromaticity plane is a particularly poor choice, since the chromaticity is not defined for all possible RGB vectors, in particular, those for which B=0. Consider the 2D representation of the problem shown in figure 1. Distributions 1 and 2 are directional distributions with similar variance, but the range of intersection with the unit line is greater for distribution 2, whose mean is not aligned with the normal to the plane.
Any plane that intersects all three positive axes of the RGB cube at different points can be chosen as a representation for directional chromaticity information. For modelling a particular distribution of data, we can choose the plane whose normal is aligned with the mean of that distribution. This is also illustrated in figure 1. The line whose normal is aligned with distribution 2 is shown and we can see that the variance of the distribution of points of intersection with that line is less than for the unit line, which allows a tighter model to be constructed. 
Spherical Chromaticity Models
Points on the unit sphere in the RGB cube may alternatively be used to represent directional information. This domain provides more consistent comparison between pairs of directions that does not depend on their absolute position. The unit circle is also shown in figure 1 , where we can see that the variance of each directional distribution is the same in this single domain.
Healey, [Hea92] , proposed a model for a Gaussian profile on the surface of the unit sphere, which he used for modelling distributions of chromaticity data. Healey's model is obtained by normalising the parameters of a trivariate Gaussian model of the distribution of RGB vectors. The resultant model retains the 3D ellipsoidal shape of the trivariate Gaussian, but is now centred on a point on the unit sphere and has much smaller variance. Subsequently observed RGB vectors are assigned likelihood values by normalising them to the unit sphere and computing the likelihood of the unit vector from this normalised Gaussian model. Healey's model is not an established model for directional data, but rather an ad-hoc approximation to a true Gaussian profile on the unit sphere. Figure 2 illustrates in 2D how Healey's model is associated with the trivariate model of the RGB data and models of the same data computed on the unit plane and unit sphere.
Alexander and Buxton, [AB97, Ale97], pointed out that there are standard analogues for the Gaussian distribution on the surface of a sphere, such as the Bingham distribution, [Bin74, Mar72] , which can be used to model distributions of chromaticity data. These models are computed on the unit sphere and, unlike Healey's model, do not extend outside that domain. 
Intensity Models
If we assume that the chromaticity and intensity components of colour (RGB) data are independent, then it is simple to combine a statistical model of the intensity component with a statistical chromaticity model to obtain a full SCM. The probability of obtaining a particular RGB vector in the region corresponding to a particular object of interest is simply the product of the probability of the intensity (magnitude) of the RGB vector with that of the chromaticity (direction).
In many applications, the intensity component is simply ignored and all RGB vectors with the same chromaticity are given the same probability. With such an approach, a uniform model of the intensity component is implicitly employed. Uniform intensity models are appropriate when the distribution of surface facet orientations is unpredictable and can vary significantly from the distribution observed in the sample used to construct the model. This situation tends to arise for non-rigid objects of interest. For more rigid objects, however, the distribution of intensity values can often be quite constrained and well represented in the sample distribution. In such cases a more constrained model, such as a Gaussian, may produce better results, [Ale97].
Here we use a uniform model, as the objects of interest in our data set are non-rigid. Preliminary experimentation, [Ale97], has shown that more constrained models do not perform as well for this data. With a uniform intensity model, the likelihood assigned to an RGB vector is independent of its magnitude and so all lines through the origin of the RGB cube are lines of constant likelihood. Thus, for any of the chromaticity representations discussed above, the SCM obtained by combining the chromaticity model with a uniform intensity model has conical shaped contours in the RGB cube with vertex at the origin.
Other Colour Models
Zhu and Yuille, [ZY96], used a planar representation of chromaticity aligned with the mean of the sample distribution, like that discussed above. However, rather than projecting RGB data onto that plane via a perspective projection about the origin, they used an orthogonal projection. Via this orthogonal projection, lines parallel to the plane become lines of constant likelihood rather than lines through the origin for the conical models. This difference is illustrated in Figure 3 . The resultant model thus has cylindrical rather than conical contours in the RGB cube. Zhu and Yuille argue that this approach renders the full model more robust to the effects of noisy data near the dark corner of the RGB cube where the chromaticity component of the data is poorly defined. Another model that has been used, e.g., [IP95], for distributions of RGB data is the trivariate Gaussian distribution. We include this model here as a benchmark against which to compare the performance of the models based on chromaticity representations.
EXAMPLES
The data set used for the comparison described in the next section consists of five sequences of images containing single-coloured non-rigid objects (items of clothing) viewed under a single illumination on a cluttered coloured background. With these illumination conditions, the assumption of independence of the intensity and chromaticity components of the data should be well justified. Throughout each sequence the camera position moves continuously with respect to the stationary scene.
A sample image is shown in Figure 4 . This image is the first from one sequence and a polygonal seed region is shown on a region of interest (the green shorts to the right of the image). This seed region serves both to provide a sample distribution of data from which to construct a SCM of the region of interest and as an initial configuration for the tracking algorithm, described in the next section. In order to provide a more intuitive idea of the shape of the different full SCMs, Figure 5 shows fixed likelihood boundaries for various models of the data comprising the image region corresponding to the green shorts in Figure 4 . A good statistical model should capture the shape of the parent distribution of data, i.e., the distribution of data that appears within the region of interest over a long period of time, from the observed sample distribution. Thus, for comparison with the models in Figure 5 , we show in Figure 6 occurrence histograms of the RGB data that occurs firstly, within
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Lines of constant likelihood with orthogonal projection Domain of representation of directional data the seed region for the green shorts, and secondly, within the whole region throughout that sequence of images. The latter histogram is an approximation to the parent distribution. Note, however, that no idea of density is conveyed by the images in Figure 5 and Figure   6 . Figure 7 shows a similar comparison of the various chromaticity models discussed in the previous section. The triangles represent the NCS, i.e., the portion of the unit plane within the positive RGB cube. Intensity at each point represents the probability that each point is part of the region of interest according to a particular chromaticity model. Considerable variation in the spread of the different models can be observed. In particular we see that the model becomes tighter if the plane of representation is oriented with the sample mean and tighter still if we represent chromaticity on the unit sphere as with the Bingham model. The range of Healey's model is much less than that of the other models. Sample and parent histograms are shown in 
EXPERIMENTS AND RESULTS
In this section, we describe the methodology used for characterisation of the performance of the different SCMs described above. Results of the application of this methodology to our data set are then presented. For full details of the experimental methodology, see [Ale97].
Performance Characterisation Methodology
An active region model (ARM), similar to the "statistical snake" developed by Ivins and Porrill, [IP95] , is used to track objects of interest through the sequences of images. The ARM has been adapted so that any statistical model can be plugged in to provide the image potential term in the ARM energy functional, see [Ale97] for details. The SCM is constructed by maximum likelihood estimation from the sample data contained in the seed region and remains unchanged throughout a single tracking task.
A tolerance parameter is contained in the image potential term of the ARM, [IP95, Ale97], which can be varied to control how conservative the region extracted by the ARM is as an approximation to the object of interest. For high levels of tolerance, more pixels are included and so the number of false negatives is low, but the number of false positives may be high. For low levels, the extracted region is smaller and so the number of false positives is low, but the number of false negatives may be high.
Hand extractions of the region of interest have been made for each image of each sequence. Comparison of this ground truth data with the region extracted by the ARM for each image provides true and false positive counts, which are summed over the entire data set. The total number of false positives is plotted against the number of false negatives for various settings of the tolerance parameter to obtain an approximation to the receiver operating characteristic (ROC) of the ARM. The ROC is a useful characterisation of a system applied to a task and is particularly useful for comparing the performance of several systems applied to the same task. Here we compute the ROC of the ARM using each of our set of candidate SCMs and deduce the comparative performance of the SCMs themselves.
Introductions to ROC analysis can be found in [Swe79] or [Ale97] .
Experiments
The following set of SCMs have been compared over this data set:
• Fixed planar (NCS), Gaussian chromaticity model.
• Oriented planar Gaussian chromaticity model.
• Healey model.
• Bingham model.
• Cylindrical Zhu and Yuille model.
• Trivariate Gaussian model.
A uniform model of the intensity is combined with each chromaticity model.
Some initial experiments were performed to find suitable internal parameter settings for the ARM and sets of tolerance levels for each SCM that provide good coverage of the ROC curve. Details are given in [Ale97].
Results
ROC curves computed over this data set for each of the models above are plotted in Figure 9 . 
CONCLUSIONS
From the ROC curves in Figure 9 , it is clear that the conical models outperform the ellipsoidal Gaussian model and the cylindrical Zhu and Yuille model. This indicates that the independence of the chromaticity and intensity components of the data is a reasonable assumption for this data. Within the conical models, as expected, we find that the oriented planar model produces better performance than model based on a fixed planar (NCS) representation of the chromaticity data. The models based on the spherical representation produce better performance still. Surprisingly, however, the ad-hoc model of Healey, produces higher levels of performance than the Bingham model. We attribute this to the fact that there is a considerable portion of noisy data both inside and outside the regions of interest in this data set. Healey's model is a model projected onto the unit sphere rather than a model of data projected onto the sphere, like the Bingham distribution. As illustrated in Figure 2 , it is still a 3D model with considerable variation normal to the unit sphere. The remaining variation tangent to the sphere is smaller than the Bingham distribution, whose entire variation is within that domain. The range of Healey's model thus tends to be much smaller than the Bingham distribution, as can be observed in Figure 7 for example. This proves to be an advantage for this data set as a degree of robustness to outliers is achieved.
In [Ale97], a similar comparison was performed over a set of data obtained in less constrained daylight environments where the objects of interest were unmarked lanes and tracks. Performance of the various chromaticity models was found to be ordered similarly except that the Bingham model produced slightly higher performance than Healey's model. The ratio of dark pixels in the images is much lower in this data set. However, all of the conical models and the cylindrical model, even when combined with a Gaussian intensity model, were found to produce worse performance than the trivariate Gaussian model. There is little physical justification for the use of the trivariate Gaussian distribution as a model for colour data in such scenes. The result indicates, rather, failure of the conical models and suggests that work needs to be invested to devise more suitable models for distributions of colour data in less constrained environments. We are currently investigating models for daylight environments.
