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Abstract
Much research has been done in order to understand the ideal theory of group algebras.
In this context a locally compact group G is called ∗ -regular if
(?) kerL1(G) pi ⊂ kerL1(G) ρ implies kerC∗(G) pi ⊂ kerC∗(G) ρ
for all unitary representations pi and ρ of G. In [3] Boidol characterized the ∗ -regular
ones among all exponential solvable Lie groups by a purely algebraic condition. An
interesting and open question is whether these groups satisfy the weaker property of
primitive ∗ -regularity: Does the implication (?) hold for all irreducible representations?
Our main result is that all exponential solvable Lie groups G up to dimension
seven have this property. So far no counter example is known. In this work the
non-∗-regular exponential Lie groups in low dimensions are classified and investigated
case by case. We give an explicit description of the closure of one-point sets {pi} in
Ĝ for representations pi which are not induced from a nilpotent normal subgroup.
Recall that G is a type I group and that Ĝ = PrimC∗(G) carries the Jacobson
topology. In order to prove the contrapositive of (?) we establish a functional
calculus for differential operators in L1(G) and make extensive use of the universal
enveloping algebra U(g). In this way the problem of producing suitable functions f
in kerL1(G) pi \ kerL1(G) ρ is reduced to the solution of Fourier multiplier problems of
commutative harmonic analysis. These methods enable us to deduce some information
about the Jacobson topology of the primitive ideal space Prim∗ L1(G) which is yet
poorly understood for non-∗-regular groups.
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11 Introduction
The common term ’regularity’ has quite different meanings in mathematics. In this
paper we shall use it in the sense of a regular function algebra on a topological space,
which separates points from closed subsets. If A is a Banach ∗ -algebra and C∗(A) is
its C∗-completion, then the generalized Gelfand transform
â(P ) = a+ P ∈ C∗(A)/P
yields an algebra {â : a ∈ C∗(A)} of functions on the primitive ideal space PrimC∗(A).
By definition of the Jacobson topology on PrimC∗(A) this algebra separates points
from closed sets. One may ask whether the subalgebra {â : a ∈ A} is large enough to
have this separation property. If this is the case, then we say that A is ∗ -regular. We
point out that in case of a non-commutative Banach ∗ -algebra A the topological space
PrimC∗(A) is typically far from being a T1-space. This fact motivates us to raise the
following question: Does the function algebra {â : a ∈ A} separate points from the
closure of one-point subsets of PrimC∗(A)? If the answer is in the affirmative, then
A is said to be primitive ∗ -regular.
The investigation of the (primitive) ∗ -regularity of A naturally involves the set
Prim∗A of kernels of irreducible ∗ -representations of A provided with the Jacobson
topology. If A = L1(G) is the group algebra of a locally compact group, then a
different interpretation of ’regularity’ presents itself: L1-functions on G are more
regular (and more concrete) than arbitrary elements of the C∗-algebra C∗(G). These
considerations might have convinced the reader that the topology of Prim∗ L1(G)
deserves further study.
In [2] Boidol and Leptin initiated the investigation of the class [Ψ] of ∗ -regular
locally compact groups. Far reaching results have been obtained in this direction:
First Boidol has characterized the ∗ -regular groups among the exponential solvable
Lie groups by a purely algebraic condition on the stabilizers m = gf + n of linear
functionals f ∈ g∗, see Theorem 5.4 of [3] and Lemma 2 of [28]. More generally Boidol
has proved in [4] that a connected locally compact group G is ∗ -regular if and only
if all primitive ideals of C∗(G) are (essentially) induced from a normal subgroup M
whose Haar measure has polynomial growth.
Recall that a Banach ∗ -algebra A is called symmetric if and only if elements
of the form a∗a have positive spectra for all a ∈ A. In [28] Poguntke has determined
the simple modules of the group algebra L1(G) for exponential solvable Lie groups G.
From this classification he deduced that an exponential Lie group is symmetric if and
only if it is ∗ -regular, see Theorem 10 of [28].
In my thesis I will investigate whether exponential solvable Lie groups are primitive
∗ -regular. The main result is that all exponential Lie groups up to dimension seven
and certain families of such groups in arbitrary dimensions have this property, see
Subsection 15, in particular Theorem 15.7 and Proposition 15.2. Furthermore I
will give several general results from which one can derive information about the
Jacobson topology of Prim∗ L1(G), see Subsection 5.1 (in particular Theorem 5.1 and
Theorem 5.18) and Subsection 7.3. Certainly I am led by the conjecture that all
of these groups are primitive ∗ -regular because no counter-example seems to be known.
2 1. Introduction
The text books of Leptin and Ludwig [23], Folland [11], and Dixmier [8] cover
many aspects of the representation theory of Lie groups. The subsequent results
thereof will be used without further comment in the rest of this paper:
• the definition of induced representations for locally compact groups and their
elementary properties: induction in stages, commutation with direct sums, and
continuity with respect to the Fell topology. See Chapter 6 of [11].
• the basic theory of C∗-algebras and their representations as it is presented in the
first five Chapters of [8].
• parts of the representation theory of exponential Lie groups: the definition of
the Kirillov map and the construction of irreducible unitary representations via
Pukanszky polarizations. These results can be found in Chapter 4 and 6 of [1],
and Chapter 1 of [23].
• the concept of the adjoint algebra Ab of a Banach ∗ -algebra A (also known as
multiplier algebra in the literature), in particular in case of group algebras L1(G)
and their C∗-completion C∗(G). An early reference is [19].
• the fact that for exponential solvable Lie groups the Kirillov map
K : g∗/Ad∗(G) −→ PrimC∗(G)
is a homeomorphism with respect to the quotient topology on the orbit space
and the Jacobson topology on the primitive ideal space. A proof of this fairly
deep result can be found in Chapter 2 and 3 of [23]. Mostly we regard K as
a map from g∗ onto PrimC∗(G) which is constant on Ad∗(G)-orbits. Owing
to the bicontinuity of the Kirillov map K, the topological space PrimC∗(G) is
well-understood whereas the Jacobson topology of Prim∗ L1(G) is unknown to a
great extent, at least for non-∗-regular groups.
Let us sketch the setup of this paper: In the first section we introduce the basic
definition of A-determined ideals of C∗(A) in order to characterize the property of
(primitive) ∗ -regularity, see Definition 2.1. In Section 3.1 and 3.2 we prove sufficient
criteria for ideals kerC∗(G) pi to be L1(G)-determined. From these results we deduce a
strategy for proving primitive ∗ -regularity of exponential Lie groups G in Section 3.4.
In this way we come up against the following problem:
Let n be a nilpotent ideal of g such that n ⊃ [g, g]. Let f ∈ g∗ be in general
position such that m = gf + n is a proper, non-nilpotent ideal of g and let g ∈ g∗ be
critical for the orbit Ad∗(G)f . (For the precise definition of critical orbits Ad∗(G)g
see Definition 3.29 in Subsection 3.4. Compare also Definition 1.2.) Does the relation
( ] ) kerL1(G) pi 6⊂ kerL1(G) ρ
hold for the irreducible representations pi = K(f) and ρ = K(g)? Producing suitable
functions in kerL1(G) pi turns out to be a great challenge. In Subsection 3.4 we will
explain why such coadjoint orbits Ad∗(G)f and Ad∗(G)g are the only ones to be
considered.
3At least in low dimensions it frequently occurs that G contains the 3-dimensional
Heisenberg group B as a normal subgroup. If Z denotes the center of B, then we
must distinguish the non-central case Z 6⊂ Z(G) and the central case Z ⊂ Z(G).
In Sections 5 and 7 we will develop the adequate tools for proving relation ( ] ).
If Z 6⊂ Z(G), then we can apply the achievements of Section 5.1 which are partly
inspired by the following question: To what extent can the universal enveloping
algebra U(g) be used to define suitable functions in the L1-kernel of irreducible
unitary representations pi of G? It goes without saying that we are looking for an
answer beyond the trivial inclusion
kerU(g) dpi ∗ C∞0 (G) ⊂ kerL1(G) pi .
This approach leads us directly to the problem of establishing a functional calculus
for elements of zm acting as differential operators in L1(M), compare Theorem
5.1 and Lemma 5.4 as well as Theorem 5.17 and 5.18. Here M is the connected
subgroup of G with Lie algebra m and zm denotes the center of the stabilizer m = gf+n.
In the central case one can use the results of Section 7.1 in order to translate
the original problem (]) into a simpler one for representations of a certain subquotient
of the group algebra, see Theorem 7.10. Iterating this procedure with the aid of
Proposition 7.12 and 7.13 if necessary, one arrives in the commutative situation at
last, i.e., one has to treat orbits of characters of a Beurling algebra L1(K,w) where K
is a vector group and w an exponential weight function. Eventually one can resort to
the results of Section 7.3.
The reader will realize that the proofs of the relevant results in Section 5.1 and
7.3 are based upon the same technique, namely the solution of Fourier multiplier
problems
ĉ(x, ξ) = ψ(ξ) â(x, ξ)
for given Schwartz functions a and certain continuous (not necessarily differentiable)
multipliers ψ of polynomial growth. Here â denotes the partial Fourier transform of
a with respect to the second variable. For our purposes the solution c must be an
L1-function. Compare the proof of Theorem 5.1 and Remark 7.20.
In Sections 9 to 14 we prove relation ( ] ) for n running through all nilpotent
Lie algebras up to dimension 5 and all possible coabelian extensions g of n such that
there exist linear functionals f ∈ g∗ in general position and g ∈ g∗ critical for the
orbit Ad∗(G)f as above. Apparently, the determination of all these g matches the
classification of non-∗-regular exponential Lie algebras in low dimensions. The proof
of ( ] ) consists of four steps:
• Describe the algebraic structure of g
• Determine the closure of Ad∗(G)f in g∗
• Compute the representations pi = K(f) and ρ = K(g)
• Separate ρ from pi by L1-functions with the aid of the results of Section 4 or 6
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We will see in Section 15 that these results yield our main theorem: All exponential
solvable Lie groups up to dimension 7 are primitive ∗ -regular.
The subsequent exposition should serve as a thread through Sections 9 to 14 :
As before, let g be an exponential solvable Lie algebra and n a nilpotent ideal of
g such that n ⊃ [g, g]. Assume that f ∈ g∗ is in general position such that the
stabilizer m = gf + n is a proper, non-nilpotent ideal of g. We define r : g∗ −→ n∗
to be the linear projection given by restriction from g to n. Let f ′ = r(f) = f | n. If
Ω′ denotes the closure of the orbit Ad∗(G)f ′ in n∗, then Ω = r−1( Ω′ ) is a closed,
Ad∗(G)-invariant subset of g∗ containing Ad∗(G)f .
We point out that the leading idea of Sections 9 to 14 is to examine in how
far the ideal situation described in Lemma 1.1 and Theorem 1.3 is present. Note that
any polynomial p on m∗ can be regarded as a polynomial function on g∗. This fact is
used tacitly in
Lemma 1.1 (characterization of the closure of orbits in general position). Let g, f ,
m, and Ω be as above. Further we assume: There exists a complex valued, polynomial
function p on m∗ such that p is constant on the Ad∗(M)-orbits contained in Ω, and
there exist an ideal z of g such that z ⊂ zm and a complex-valued, continuous function
ψ on z∗ such that
p (Ad∗(x)f ) = ψ (Ad∗(x)f | z )
for all x ∈ G. Let g ∈ Ω be arbitrary. Then g is an element of the closure of Ad∗(G)f
if and only if p(g) = ψ( g | z ).
In many concrete examples we will establish the validity of this lemma: Using explicit
formulas for the coadjoint representation, we will show how to define functions p and
ψ as above such that this characterization of the closure of the orbit Ad∗(G)f holds
true. It turns out that ψ is typically a continuous function of polynomial growth, but
not a polynomial.
Since the Kirillov map is a homeomorphism, this lemma contains a description
of the closure of one-point sets {pi} in Ĝ for representations pi = K(f) in general
position.
Definition 1.2 (critical orbits). We say that the orbit Ad∗(G)g is critical for the orbit
Ad∗(G)f if Ad∗(G)g is contained in Ω, but not in the closure of Ad∗(G)f .
Recall that symmetrization defines a linear isomorphism from the symmetric algebra
S(mC) onto the universal enveloping algebra U(mC). Equality 1.4 is well-known ifW is
in the center of U(mC) and corresponds to an Ad(M)-invariant polynomial p under the
Duflo isomorphism, which is a modification of symmetrization. In the next theorem g˜
denotes the restriction to m of a linear functional g ∈ g∗.
Theorem 1.3 (separation of representations by L1-functions). Let g, f , m, Ω, p, and
ψ be as above. Assume that there exists an element W in the universal enveloping
algebra U(mC) of the complexification of m such that
(1.4) dρ(W ) = p(g)·Id
5is a scalar operator for all g ∈ Ω where ρ = K(g˜) is in M̂ . If g is critical for the orbit
Ad∗(G)f , then the relation
kerL1(G) pi 6⊂ kerL1(G) ρ
holds for the kernels of the irreducible representations pi = K(f) and ρ = K(g).
Sketch of the proof. Let M denote the closed, connected subgroup of G whose Lie
algebra is given by m = gf + n. Restricting the representations pi and ρ to the normal
subgroup M , it suffices to prove that⋂
x∈G
kerL1(M) p˜ix 6⊂ kerL1(M) ρ˜
holds for p˜ix = K(Ad∗(x)f˜) and ρ˜ = K(g˜). Let a ∈ C∞0 (M) such that ρ˜(a) 6= 0. We
define b = W ∗ a. Assume that there exists a smooth solution c in L1(M) of the
Fourier multiplier problem
(1.5) ĉ(x,−ξ) = ψ(ξ) â(x,−ξ)
where â denotes the partial Fourier transform of a with respect to z. Since g is critical
for Ad∗(G)f , the preceding lemma implies p(g) 6= ψ(g | z). Now it is easy to see that
p˜ix(b) = dp˜ix(W ) p˜ix(a) = p (Ad∗(x)f ) p˜ix(a) = ψ (Ad∗(x)f | z ) p˜ix(a) = p˜ix(c)
and
ρ˜(b) = dρ˜(W ) ρ˜(a) = p(g) ρ˜(a) 6= ψ ( g | z ) ρ˜(a) = ρ˜(c) .
Thus we get p˜ix(b− c) = 0 for all x ∈ G and ρ˜(b− c) 6= 0. This proves our theorem.
To be precise, these considerations establish our theorem only under two additional
assumptions: the solvability of the multiplier problem given by Equality 1.5 and
the validity of the preceding lemma. In this sense the preceding theorem is actually
a meta-theorem. In Sections 9 to 14 we will verify these two assertions for many
non-∗-regular exponential Lie groups and we will prove the existence of an element W
in U(mC) such that Equality 1.4 holds.
However, if dim zm > 2, a characterization of the closure of Ad∗(G)f by means
of p and ψ as in Lemma 1.1 is not always possible, compare Remark 9.28 and 12.35.
This observation leads us to the definition of the admissible part Ωa of Ω which is
an Ad(G)-invariant subset of Ω containing Ad∗(G)f , see Definition 9.17 and 12.14.
For admissible g one can find p and ψ such that Lemma 1.1 holds true. The proof of
a variant of Theorem 1.3 for non-admissible g is beyond the scope of this work and
gives reason to further investigations.
We conclude this introduction with a few notational conventions: The Lie algebra
of a Lie group G is always denoted by the corresponding German letter g. If h is a
Lie subalgebra of g, then H denotes the unique connected Lie subgroup of G with
Lie algebra h. Recall that connected Lie subgroups of exponential Lie groups are
always closed and simply connected. The nilradical n of a solvable Lie algebra g is
the maximal nilpotent ideal of g. Throughout this paper K = KG denotes the Kirillov
map of the exponential Lie group G. If the subscript G is omitted, then it should be
clear from the context which group is meant.
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2 Primitive regularity of Banach ∗ -algebras
In this section we define and discuss the notion of primitive ∗ -regularity in the abstract
setting of Banach ∗ -algebras. Let A be an involutive (∗ -semisimple) Banach algebra
with a bounded approximate identity and let C∗(A) denote the enveloping C∗-algebra
of A in the sense of Dixmier [8]. The C∗-norm on C∗(A) is given by
|a|∗ = sup
pi∈ bA |pi(a)|
for all a ∈ A where Â denotes the set of equivalence classes of topologically irreducible
∗ -representations of A. The inclusion A −→ C∗(A) is an (injective) continuous homo-
morphism of Banach ∗ -algebras. All ideals in these Banach algebras are assumed to
be two-sided and closed in the respective norm. Let us define PrimC∗(A) as the set
of primitive ideals in C∗(A) and Prim∗A as the set of kernels of representations in Â.
For ideals I of C∗(A) we define the hull of I
h(I) = {P ∈ PrimC∗(A) : P ⊃ I}
and for subsets X of PrimC∗(A) we define the kernel of X
k(X) =
⋂
P∈X
P .
We point out that a closed ideal I of the C∗-algebra C∗(A) is automatically involutive
and that I = k(h(I)), see [8]. The dual PrimC∗(A) is regarded as a topological
space with the Jacobson topology, i.e., a subset X ⊂ PrimC∗(A) is closed if and
only if there exists an ideal I of C∗(A) such that X = h(I). Likewise we can state
the according definitions of hulls and kernels for A and we provide Prim∗A with the
Jacobson topology as well. For ideals I of C∗(A) we define the ideal I ′ = I ∩ A of A.
The natural map
Ψ : PrimC∗(A) −→ Prim∗A given by Ψ(P ) = P ′ = P ∩ A
is continuous and surjective and evidently satisfies
k(Ψ(X)) = k(X) ∩ A
for subsets X of PrimC∗(A) and
h(I) ⊂ Ψ−1(h(I ′))
for ideals I of C∗(A). The next definition is basic for the subsequent investigation.
Definition 2.1. Let I be a closed ideal of C∗(A). Then I is called A-determined if
and only if the following equivalent conditions hold:
(i) For all ideals J C C∗(A) the inclusion I ′ ⊂ J ′ implies I ⊂ J .
(ii) For all P ∈ PrimC∗(A) the inclusion I ′ ⊂ P ′ implies I ⊂ P which means
h(I) = Ψ−1(h(I ′)).
(iii) I is the closure of I ′ with respect to the C∗-norm.
(iv) C∗(A/I ′) = C∗(A)/I
7We have to verify that these four conditions are equivalent. Obviously (i) implies (ii)
and the closure I0 of I ′ in the C∗-norm is contained in I. Let us suppose (ii). If
P ∈ PrimC∗(A) such that P ⊃ I0, then P ′ ⊃ I ′ and thus P ⊃ I. Consequently
I0 = k(h(I0)) ⊃ I and this proves (iii). We know that C∗(A)/I is a C∗-algebra
and we have the following commutative diagram where Φ is a well-defined, continuous
homomorphism of Banach ∗ -algebras with a dense image in C∗(A)/I:
A //

C∗(A)

A/I ′ Φ // C∗(A)/I
If condition (iii) holds, then I ′ ⊂ kerpi′ implies I ⊂ kerpi for all pi ∈ C∗(A)̂ and thus
|Φ(a˙) | = sup{ |pi(a)| : pi ∈ C∗(A)̂ such that I ⊂ kerpi }
= sup{ |pi′(a)| : pi′ ∈ Â such that I ′ ⊂ kerpi′ } = | a˙ |∗
for all a ∈ A. This equation shows that Φ extends to an isomorphism of C∗-algebras
from C∗(A/I ′) onto C∗(A)/I which proves that (iii) implies (iv). Finally from condi-
tion (iv) it follows that any non-degenerate ∗ -representation of A/I ′ actually extends
to a representation of C∗(A)/I and this makes (i) evident.
Definition 2.2. A Banach ∗ -algebra A is called ∗ -regular if and only if every closed
ideal I of C∗(A) is A-determined. The algebra A is called primitive ∗ -regular if and
only if every primitive ideal P ∈ PrimC∗(A) is A-determined.
Part (ii) of the next lemma implies that our definition of ∗ -regularity coincides with
Boidol’s original definition, a characterization which has already been proved in [2].
Lemma 2.3.
(i) If A is primitive ∗ -regular, then Ψ : PrimC∗(A) −→ Prim∗A is injective.
(ii) A Banach ∗ -algebra A is ∗ -regular if and only Ψ is a homeomorphism with
respect to the Jacobson topology on PrimC∗(A) and Prim∗A.
Proof. If A is primitive ∗ -regular, then P = P0 = Ψ(P ) is uniquely determined by
Ψ(P ) for all P ∈ PrimC∗(A). This proves (i). In order to prove (ii), let us suppose
that A is ∗ -regular. Since Ψ is a continuous bijection, it suffices to prove that Ψ maps
closed sets onto closed sets. But if X is a closed subset of PrimC∗(A), then there
exists a closed ideal I of C∗(A) such that X = h(I) and we see that Ψ(X) = h(I ′) is
closed in Prim∗A because I is A-determined. Now we prove the opposite implication.
Assume that Ψ is a homeomorphism, I is a closed ideal of C∗(A), and P ∈ PrimC∗(A)
such that I ′ ⊂ P ′. Define X = h(I). Since I ′ = k(Ψ(X)), it follows
h(I ′) = h(k(Ψ(X))) = Ψ(X) = Ψ(X)
because Ψ maps closed sets onto closed sets. Now P ′ ∈ Ψ(X) implies P ∈ X so that
P ⊃ I because Ψ is injective. This proves the asserted equivalence.
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Because of its technical importance we state the following easy fact as a lemma, but
we omit the short proof.
Lemma 2.4. Let I and J be closed ideals of C∗(A) such that I is A-determined and
I ⊂ J . Then J is A-determined if and only if the ideal J/I of C∗(A)/I is A/I ′-
determined.
The next lemma will come in handy in Subsection 3.3.
Lemma 2.5. Let A be a Banach ∗ -algebra. Any finite intersection of A-determined
ideals of C∗(A) is again A-determined.
Proof. Let I1 and I2 be A-determined ideals of C∗(A). Let P ∈ PrimC∗(A) such
that I ′1 · I ′2 ⊂ I ′1 ∩ I ′2 ⊂ P ′. Since P ′ is a prime ideal of A, it follows I ′1 ⊂ P ′ or
I ′2 ⊂ P ′. Since I1 and I2 are A-determined, we obtain I1 ⊂ P or I2 ⊂ P and thus
I1 ∩ I2 ⊂ P . Consequently I1 ∩ I2 is A-determined and the assertion of this lemma
follows by induction.
Recall that the group algebra L1(G) of a locally compact groupG is a Banach ∗ -algebra
which contains approximate identities.
Definition 2.6. A locally compact group G is called (primitive) ∗ -regular if and only
if L1(G) is (primitive) ∗ -regular. A Lie algebra g is (primitive) ∗ -regular if and only
if the unique connected, simply connected Lie group G with Lie algebra g has this
property.
Let us give a few examples of ∗ -regular groups.
Remark 2.7. Let G be a locally compact group.
(i) If G has polynomial growth, then G is ∗ -regular. This has been proved in
Theorem 2 of [2] based on the ideas of [7].
(ii) If G is a connected nilpotent group, then G has polynomial growth. This result
can be found in Theorem 1.4 of [17].
(iii) If G is connected and metabelian, then G is ∗ -regular. See Theorem 3.5 of [3].
The next remark shows that we can pass to quotients of locally compact groups by
Lemma 2.4.
Remark 2.8. Let A be a closed normal subgroup of the locally compact group G. Let
G˙ denote the quotient group G/A. Then
Tf (x˙) =
∫
A
f(xa) da
gives a quotient map of Banach ∗ -algebras from L1(G) onto L1(G˙), see p. 68 of [30]. In
particular L1(G˙) is isometrically isomorphic to L1(G)/ kerL1(G) T . One easily verifies
that T extends to a quotient map from C∗(G) onto C∗(G˙). Thus
C∗(G)/ kerC∗(G) T ∼= C∗(G˙) = C∗(L1(G˙)) ∼= C∗(L1(G))/ kerL1(G) T )
which means that kerC∗(G) T is an L1(G)-determined ideal of C∗(G).
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3 Primitive regularity of exponential Lie groups
This section consists of four subsections. Let G denote an exponential Lie group. In
the first two parts we formulate sufficient criteria for ideals of C∗(G) to be L1(G)-
determined, see Theorem 3.13 and Theorem 3.23. From these results we deduce a
strategy for proving the primitive ∗ -regularity of exponential Lie groups in the last
subsection. This plan will be carried out in the Sections 9 to 14. The third part of
this section contains only accessories: We will see that the ideal theory of a ∗ -regular
exponential Lie group is particularly simple.
3.1 Inducing primitive ideals from a stabilizer
The purpose of this subsection is to prove Proposition 3.12 from which we will deduce
Theorem 3.13. Although the assertion of this theorem is well-known, we believe that it
is justified to give a complete proof of it here. In the context of ∗ -regularity the signif-
icance of Proposition 3.12 cannot be overestimated. To begin with, let us recall some
basic results on (very particular) direct integral representations. More information on
direct integrals can be found in Part II of [9] and Chapter 7.4 of [11].
Lemma 3.1. Let G be a locally compact group, X a locally compact space, and µ
a Radon measure on X such that supp(µ) = X. Let {pix : x ∈ X} be a family of
unitary representations of G in some Hilbert space H such that the map G×X −→ H,
(g, x) 7→ pix(g)ξ is continuous for all ξ ∈ H.
(i) Then the formula pi(g)ϕ (x) = pix(g)·ϕ(x) defines a strongly continuous, unitary
representation of G in the Hilbert space L2(X,H, µ) which is called the direct
integral representation of the {pix : x ∈ X}. Using the integrated form of the pix,
one obtains the bounded ∗-representation pi(a)ϕ (x) = pix(a) ·ϕ(x) of C∗(G) in
L2(X,H, µ). This is just the integrated form of the group representation pi.
(ii) The unitary representation pi is weakly equivalent to the set {pix : x ∈ X} of
representations of G which means
kerC∗(G) pi =
⋂
x∈X
kerC∗(G) pix .
Sometimes one writes L2(X,H, µ) =
∫ ⊕
X Hx and pi =
∫ ⊕
X pix.
Proof. It is obvious that pi(g)ϕ (x) = pix(g)·ϕ(x) defines a unitary representation of G
in L2(X,H, µ). Let us prove that pi is strongly continuous: Let ϕ ∈ C0(X,H), ϕ 6= 0,
and  > 0 be arbitrary. Define K = supp(ϕ). Since supp(µ) = X, it follows µ(K) > 0.
Since K is compact, pix(e) = Id for all x, and (g, x) 7→ pix(g)·ϕ(x)−ϕ(x) is continuous
on G×K, there exists an open neighborhood U of e ∈ G such that
|pix(g)·ϕ(x)− ϕ(x) | ≤ µ(K)−1/2
for all g ∈ U and x ∈ X. Now it follows
|pi(g)ϕ− ϕ |22 =
∫
X
|pix(g)·ϕ(x)− ϕ(x) |2 dµ(x) ≤ 2
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for all g ∈ U and this proves the strong continuity. Clearly the formula pi(a)ϕ (x) =
pix(a) ·ϕ(x) defines a bounded ∗-representation of C∗(G) in L2(X,H, µ). We must
show that this is the integrated form of the group representation pi. Let us define
p˜i(f)ϕ =
∫
G f(g)pi(g)ϕ dg for f ∈ L1(G). For f ∈ C0(G) and ϕ,ψ ∈ C0(X,H) we
obtain
〈pi(f)ϕ,ψ 〉 = 〈 p˜i(f)ϕ,ψ 〉
by Fubini’s theorem and this yields our claim. Finally we prove the weak equivalence
of pi and {pix : x ∈ X}. It is obvious that kerC∗(G) pi ⊃
⋂
x∈X
kerC∗(G) pix. Let a ∈ C∗(G)
such that pi(a) = 0. Now it follows
|pi(a)ϕ |22 =
∫
X
|pix(a)·ϕ(x) |2 dµ(x) = 0
and thus pix(a)·ϕ(x) = 0 for all ϕ ∈ C0(X,H) and almost all x ∈ X. Since the function
x 7→ pix(a)ξ is continuous, we see that pix(a) = 0 for all x so that a ∈
⋂
x∈X
kerC∗(G) pix.
This finishes the proof of our lemma.
Part (i) and (ii) of the following lemma have been proved on p. 32 of [23]. These
assertions remain valid if one drops the additional assumption of the existence of
relatively invariant measures on the homogeneous space G/H.
Lemma 3.2. Let H be a closed subgroup of the locally compact group G. Let σ be a
unitary representation of G in the Hilbert space Hσ and σ0 its restriction to H.
(i) Let τ be a unitary representation of H in Hτ . Then pi = indGH(σ0 ⊗ τ) and
ρ = σ ⊗ indGH τ are unitarily equivalent.
(ii) The representation pi = indGH σ0 is unitarily equivalent to the tensor product σ⊗λ
where λ denotes the left regular representation of G in L2(G/H).
(iii) If H is a normal subgroup of G such that G/H is abelian, then pi = indGH σ0 is
weakly equivalent to the set {α⊗ σ : α ∈ (G/H)̂ } which means
kerC∗(G) pi =
⋂
α∈(G/H)c kerC∗(G) α⊗ σ .
Proof. First we prove (i). Let Cτ0 (G,Hτ ) denote the vector space of all continuous
functions ψ : G −→ Hτ such that ψ(xh) = τ(h)∗ ψ(x) for all h ∈ H and x ∈ G, and
such that the support of ψ is compact modulo H. By definition the representation
space L2τ (G,Hτ ) of ind
G
H τ is the closure of Cτ0 (G,Hτ ) with respect to the L2-norm given
by integration with respect to a relatively G-invariant measure on G/H. It is easy to
see that the linear map U : Hσ ⊗ Cτ0 (G,Hτ ) −→ Cσ0⊗τ0 (G,Hσ ⊗ Hτ ) given by
U(ξ ⊗ ψ) (x) = σ(x)∗ξ ⊗ ψ(x)
extends to a unitary isomorphism of Hilbert spaces from Hρ = Hσ ⊗ L2τ (G,Hτ ) onto
Hpi = L2σ0⊗τ (G,Hσ ⊗ Hτ ) and intertwines ρ and pi. This proves part (i). If we choose
τ = 1, then λ = indGH 1 is the left regular representation of G in L
2(G/H) and the
claim of (ii) becomes obvious. Finally we come to the proof of (iii). Let us write
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A = G/H. Using the Haar measure of A we can realize pi = indGH σ0 in the Hilbert
space L2(A,Hσ) such that pi(g)ϕ (x) = σ(g) ·ϕ(g−1x). The Fourier transformation
L2(A,Hσ) −→ L2(Â,Hσ) defined by
ϕ̂(α) =
∫
A
ϕ(a) α(a) da
is a unitary isomorphism and serves as an intertwining operator. In L2(Â,Hσ) the
representation pi is given by
pi(g)ϕ (α) = α(g)σ(g)·ϕ(α) .
Thus we see that pi is a direct integral of the representations {α ⊗ σ : α ∈ Â} in the
sense of Lemma 3.1 so that the assertion of (iii) becomes apparent by part (ii) of that
lemma.
The following basic result has been proved on p. 23 of [1].
Remark 3.3. Let G be a Lie group with Lie algebra g, n an ideal of g such that
n ⊃ [g, g], and f ∈ g∗. Let gf = g⊥B denote the stabilizer of f in g which is equal to
the radical of the skew, bilinear form B(X,Y ) = f([X,Y ]) on g. The ideal m = gf + n
of g is a stabilizer in the sense that X ∈ m if and only if Ad∗(exp tX)f ∈ Ad∗(N)f for
all t. It is easy to see that the image of the linear map ϕ : gf ′ −→ g∗, ϕ(X) = ad∗(X)f
is equal to m⊥. Here f ′ = f | n and gf ′ = n⊥B . If Gf ′ denotes the connected subgroup
of G with Lie algebra gf ′ , then it follows Ad∗(Gf ′)f = f +m⊥. In particular we have
Ad∗(G)f ⊃ f +m⊥.
The next proposition allows us to compute the C∗-kernel of induced representations.
A more general version of this proposition can be found in Chapter 1, Section 5 of [23].
Proposition 3.4. Let G be an exponential solvable Lie group with Lie algebra g and
h an ideal of g such that h ⊃ [g, g]. Let f ∈ g∗, l = f | h in h∗, σ = K(l) in Ĥ, and
pi = indGH σ. Then
kerC∗(G) pi =
⋂
h∈f+h⊥
kerC∗(G)K(h) .
Proof. By induction in stages it suffices to verify the assertion of this theorem in the
one-codimensional case. Here we use the fact that the process of inducing representa-
tions is continuous with respect to the Fell topology so that in particular it preserves
the relation of weak containment. Now let us assume dim g/h = 1. At first we treat
the case gf ⊂ h. Let us choose a Pukanszky polarization p ⊂ h at l ∈ h∗. It is easy to
see that p ⊂ g is also a Pukanszky polarization at f ∈ g∗. By induction in stages we
obtain pi = indGH σ = ind
G
P χf and thus pi = K(f) is irreducible. From Remark 3.3 it
follows Ad∗(G)f ⊃ f + h⊥. This observation implies
kerC∗(G) pi = kerC∗(G) K(f) =
⋂
h∈f+h⊥
kerC∗(G) K(h)
in the case gf ⊂ h because the Kirillov map K is constant on Ad∗(G)-orbits. Finally
we assume gf 6⊂ h. Using the concept of Vergne polarizations passing through h we
see that there exists a Pukanszky polarization p ⊂ g at f ∈ g∗ such that q = g ∩ h is
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a Pukanszky polarization at l ∈ h∗. Recall that the representation space of ρ = K(f)
is L2χf (G), that of σ = K(l) is L2χl(H). We point out that the restriction of functions
from G to H gives a linear isomorphism Cχf0 (G) −→ Cχl0 (H) which extends to a unitary
isomorphism L2χf (G) −→ L2χl(H) and intertwines ρ |H and σ. This argument shows
that without loss of generality we can suppose ρ |H = σ. Now we apply Lemma 3.2
to pi = indGH σ = ind
G
H(ρ |H) and obtain
kerC∗(G) pi =
⋂
α∈(G/H)c kerC∗(G) α⊗ ρ .
Since linear functionals q ∈ h⊥ ⊂ g∗ correspond to the characters α(expX) = eiq(X) of
G/H and since K(f + q) = α⊗ ρ, this yields the assertion of our proposition.
Note that Equality 3.7 of the following theorem states that the kernel of the induced ∗ -
representation is the induced ideal. It is interesting to compare our method of inducing
ideals of C∗-algebras to that of the so-called Rieffel correspondence, see Proposition 9
in Section 3 of [14] and Chapter 3.3 of [29].
Theorem 3.5. Let H be a closed, normal subgroup of the locally compact group G
such that G/H is amenable. Let σ be a unitary representation of H in some Hilbert
space H and pi = indGH σ the induced representation of G. Then it holds
(3.6) kerC∗(H) pi =
⋂
x∈G
kerC∗(H) x·σ
and
(3.7) kerC∗(G) pi =
(
kerC∗(H) pi ∗ C∗(G)
)—
.
In particular pi |H is weakly equivalent to the G-orbit G ·σ. The analogous equalities
hold for kerL1(G) pi in L1(G).
Proof. The representation space L2σ(G,H) of the induced representation pi = ind
G
H σ
is the completion of Cσ0 (G,H) with respect to the L2-norm given by integration with
respect to the Haar measure of the group G/H. For h ∈ H we have pi(h)ϕ (x) =
ϕ(h−1x) = σ(hx)·ϕ(x). It follows that the restriction of the induced representation to
C∗(H) is given by pi(a)ϕ (x) = σ(ax)·ϕ(x) so that 3.6 becomes obvious. Intersecting
with L1(H) we obtain
kerL1(H) pi =
⋂
x∈G
kerL1(H) x·σ .
Note that pi |H is the direct integral of {x·σ : x ∈ G}. Now we prove Equality 3.7. The
inclusion from the right to the left of 3.7 is obvious. In order to prove the opposite
inclusion, by Theorem 2.9.7 of [8] it suffices to verify that if ρ is an (irreducible)
representation of C∗(G) such that
(3.8) kerC∗(G) ρ ⊃
(
kerC∗(H) pi ∗ C∗(G)
)—
,
then it follows kerC∗(G) ρ ⊃ kerC∗(G) pi. But Relation 3.8 implies kerC∗(H) ρ ⊃
kerC∗(H) pi so that ρ |H  pi |H, i.e., ρ |H is weakly contained in pi |H. Further-
more the amenability of G/H yields 1G  indGH 1H . Since inducing representations is
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continuous with respect to the Fell topology, we conclude that the weak equivalence
pi |H ≈ {x·σ : x ∈ G} implies
indGH(pi |H) ≈ {indGH(x·σ) : x ∈ G} ≈ indGH σ
because the representations indGH(x·σ) are all unitarily equivalent. Again by the con-
tinuity of inducing representations and from Lemma 3.2 it follows that
ρ ∼= ρ⊗ 1G  ρ⊗ indGH 1H ∼= indGH(ρ |H ⊗ 1H)
∼= indGH(ρ |H) indGH(pi |H) ≈ indGH σ = pi
so that kerC∗(G) ρ ⊃ kerC∗(G) pi. These considerations prove 3.7. We point out that
(3.9) kerL1(G) pi =
(
kerL1(H) pi ∗ L1(G)
)—
is not an immediate consequence of 3.7. Again the inclusion from the right to the left
of 3.9 is trivial. In order to prove the opposite inclusion we invoke the machinery of
twisted covariance algebras developed profoundly in [14] and [15]. It is known that the
group algebra L1(G) is isomorphic to the twisted covariance algebra L1(G,L1(H), τ)
with group action
ax(h) = δ(x−1) a(hx
−1
)
of G on L1(H) and twist τ : H −→ U(L1(H)b) given by
τ(h)a (k) = a(h−1k) .
Any ∗-representation pi of L1(G,L1(H), τ) is given by the formula
pi(f)ϕ =
∫
G/H
pi1(g)pi2(f(g))ϕ dg
for some covariance pair (pi1, pi2), i.e., representations pi1 of G and pi2 of L1(H) such
that
pi2(ax) = pi1(x)∗pi2(a)pi1(x) and pi2(τ(n)) = pi1(n) .
Here pi1 is the representation pi considered as a group representation of G and pi2 is
the restriction of pi to L1(H) and L1(H)b. If in particular we consider the induced
representation pi = indGH σ as a representation of L
1(G,L1(H), τ), then the covariance
pair (pi1, pi2) defining pi is given by
pi1(g)ϕ (x) = ϕ(g−1x) and pi2(a)ϕ (x) = σ(ax)·ϕ(x)
for g, x ∈ G, a ∈ L1(H), and ϕ ∈ Cσ0 (G,H). Let us define the G- and τ -invariant ideal
I = kerL1(H) pi2 of L1(H). We claim that
kerL1(G,L1(H),τ) pi = L
1(G, I, τ) ,
the inclusion from the right to the left being trivial. Let f ∈ L1(G,L1(H), τ) such that
pi(f) = 0. The pointwise formula
0 = pi(f)ϕ (x) =
∫
G/H
σ(f(g)g
−1x)·ϕ(g−1x) dg
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for all ϕ ∈ Cσ0 (G,H) and x ∈ G implies σ(f(g)x) = 0 for all x so that f ∈ L1(G, I, τ). In
order to complete the proof of this lemma, it remains to verify the non-trivial inclusion
of
L1(G, I, τ) =
(
I ∗ L1(G,L1(H), τ) )— .
Clearly it suffices to prove this inclusion in the untwisted algebra L1(G,L1(H)). Note
that I ∗ L1(G,L1(H)) is invariant under multiplication by elements of C0(G/H). Let
f ∈ C0(G, I), f 6= 0. Define K = supp(f) and fix an open, relatively compact subset
W of G such that K ⊂ W . Let  > 0 be arbitrary. Lemma 3.10 implies that there
exists a finite, open covering {Uλ : λ ∈ L} of K such that Uλ ⊂ W and functions
gλ ∈ I ∗ L1(G,L1(H), τ) such that
| f(x)− gλ(x) | < /|W |
for all x ∈ Uλ and all λ ∈ L. Next we choose a partition of unity subordinate to
{Uλ : λ ∈ L}, i.e., functions ϕλ ∈ C0(G) such that 0 ≤ ϕλ ≤ 1, supp(ϕλ) ⊂ Uλ, and∑
λ∈L ϕλ = 1 on K. If we define g =
∑
λ∈L ϕλgλ in I ∗L1(G,L1(H), τ), then we obtain
| f − g |1 ≤
∑
λ∈L
∫
G
ϕλ(x) | f(x)− gλ(x) | < 
which proves our claim.
Lemma 3.10. Let f ∈ C0(G, I), x0 ∈ G, and  > 0. Then there exists a function
g ∈ I ∗ C0(G, I) such that | f(x0)− g(x0) | < .
Proof. Since L1(H) has an approximate identity, there exists an element u ∈ L1(H)
such that | f(x0)−f(x0)∗u | < . Let us choose a function β ∈ C0(G,L1(H)) such that
β(x0) = u and define g = f(x0)x
−1
0 ∗β. Then | f(x0)−g(x0) | = | f(x0)−f(x0)∗u | < 
and the proof is complete.
Definition 3.11. Let H be a closed normal subgroup of the locally compact group G.
An ideal I of C∗(G) is said to be induced from H if there exists an ideal J of C∗(H)
such that I = (J ∗ C∗(G) )—.
The next proposition enlightens the significance of the stabilizer M .
Proposition 3.12. Let G be an exponential solvable Lie group with Lie algebra g and
n an ideal of g such that n ⊃ [g, g]. Let M denote the connected subgroup of G whose
Lie algebra is given by m = gf + n. Let pi = K(f) be in Ĝ. Then the ideal kerC∗(G) pi
is induced from the stabilizer M in the sense that
kerC∗(G) pi =
(
kerC∗(M) pi ∗ C∗(G)
)—
.
The analogous equality is valid in L1(G).
Proof. Let l = f |m be in m∗ and σ = K(l) be in M̂ . From Remark 3.3 it follows that
Ad∗(G)f ⊃ f +m⊥. Now Proposition 3.4 implies
kerC∗(G) pi = kerC∗(G) ind
G
M σ .
This means that the C∗-kernel of the irreducible representation pi is equal to the
C∗-kernel of the (possibly reducible) representation indGM σ. But Theorem 3.5 states
that the C∗-kernel of an induced representation is an induced ideal. Note that the
assumption of G/M being amenable is satisfied because G/M is a connected, abelian
Lie group. The same conclusions hold in L1(G) and the proof is complete.
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The assertion of the preceding theorem actually holds for any closed normal subgroup
M˜ such that M ⊂ M˜ . Now we come to the main result of this subsection which can
also be found in Boidol [3].
Theorem 3.13. Let G be an exponential solvable Lie group with Lie algebra g and n an
ideal of g such that n ⊃ [g, g]. Let f ∈ g∗ such that the stabilizer m = gf+n is nilpotent.
Let pi = K(f) be in Ĝ. Then the primitive ideal kerC∗(G) pi is L1(G)-determined.
Proof. Let ρ ∈ Ĝ be arbitrary such that kerL1(G) pi ⊂ kerL1(G) ρ. We restrict these
representations to the normal subgroup M and obtain kerL1(M) pi ⊂ kerL1(M) ρ. It is
well-known that nilpotent Lie groups M are ∗-regular because the Haar measure of M
has polynomial growth, see Theorem 2 of [2]. Thus we see kerC∗(M) pi ⊂ kerC∗(M) ρ.
Since the ideal kerC∗(G) pi is induced from M by the preceding theorem, it follows
kerC∗(G) pi =
(
kerC∗(M) pi ∗ C∗(G)
)— ⊂ ( kerC∗(M) ρ ∗ C∗(G) )— ⊂ kerC∗(G) ρ .
This finishes the proof of our theorem.
Remark 3.14. More generally, one obtains the following: Let M be ∗ -regular, closed
normal subgroup of the locally compact group G. If the ideal I of C∗(G) is induced
from M , then I is L1(G)-determined.
Lemma 3.15. Let M be a closed normal subgroup of G such that G/M is amenable.
Let {Ik : k ∈ X} be a set of ideals of C∗(G) which are induced from M . Then the
intersection
⋂
k∈X
Ik is also induced from M .
Proof. Since Ik is induced from M , there exists an ideal Jk of C∗(M) such that
Ik = (Jk ∗ C∗(G) )— .
Let σk be a unitary representation of M such that Jk = kerC∗(M) σk. Now we define
pik = indGM σk so that Ik = kerC∗(G) pik by Theorem 3.5. Since
pi =
∑
k∈X
⊕
pik = indGM
(∑
k∈X
⊕
σk
)
,
it follows again from Theorem 3.5 that
⋂
k∈X
Ik = kerC∗(G) pi is induced from M .
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3.2 Closed orbits in the unitary dual of the nilradical
Let G be an exponential Lie group and pi in Ĝ. It is well-known that there exists a
unique orbit G · τ in the dual N̂ of the nilradical such that
kerC∗(N) pi = k(G · τ) .
In this subsection we discuss the case of G ·τ being closed in N̂ . Our aim is to illustrate
the proof of Theorem 3.21 which is a consequence of the classification of simple L1(G)-
modules developed by Poguntke in [28]. From this we will deduce Theorem 3.23. Let
us begin with the preparations.
Lemma 3.16. Let A be Banach ∗-algebra and pi an irreducible ∗ -representation of A
in a Hilbert space H.
(i) Let ξ ∈ H be non-zero. Then the subspace pi(A)ξ is non-zero and dense in H. If
I is an ideal of A such that I 6⊂ kerpi, then pi(I)ξ is also non-zero and dense.
(ii) Let us suppose that there exists an element p ∈ A such that pi(p) 6= 0 has finite
rank. Let I denote the ideal of A consisting of all f ∈ A such that pi(f) has
finite rank and E = pi(I)H the pi(A)-invariant subspace generated by the set
{pi(f)η : f ∈ I, η ∈ H}. Then E is a simple I-module and in particular a simple
A-module. We have AnnA(E) = kerA pi.
Proof. First we prove (i). Since pi 6= 0 is irreducible, the subspace pi(A)ξ is non-zero
and dense in H. From pi(I)H 6= 0 it follows pi(I)pi(A)ξ 6= 0. Now pi(I)pi(A)ξ ⊂ pi(I)ξ
implies pi(I)ξ 6= 0. Hence the pi(A)-invariant subspace pi(I)ξ is also dense. Now we
prove (ii). Let ξ ∈ E be non-zero. We must show pi(I)ξ = E. For every f ∈ I
the subspace pi(f)pi(A)ξ ⊂ pi(f)H is dense. This implies pi(f)pi(A)ξ = pi(f)H because
pi(f)H is finite-dimensional. We have shown pi(f)H ⊂ pi(I)ξ for every f ∈ I. Thus
E = pi(I)H = pi(I)ξ. The rest is obvious.
In the next proposition we combine a few results that are successively proved in [31],
see p.45, pp. 61- 62, and p. 65. Our main interest lies in part (v) and its consequences.
For a definition of the notions ‘strictly irreducible’ and ‘B-admissible’ see also [31].
Proposition 3.17. Let E be a complex vector space and B ⊂ End(E) a strictly ir-
reducible, complex Banach algebra. Let us fix a B-admissible norm on E. Then the
following is true:
(i) Let T ∈ End(E) be non-zero such that AT = TA for all A ∈ B. Then T is a
linear isomorphism and T, T−1 ∈ B(E). For the commutant
B′ = {T ∈ End(E) : TA = AT for all A ∈ B}
of B in End(E) we obtain B′ = C·IdE. This is a variant of Schur’s lemma.
(ii) The Banach algebra B is two-fold transitive on E, i.e., for any linear independent
v, w ∈ E and any a, b ∈ E there exists an element A ∈ B such that Av = a and
Aw = b. Moreover B is even strictly dense, i.e., for n ≥ 1, v1, . . . , vn ∈ E
linearly independent, and any a1, . . . , an ∈ E there exists an operator A ∈ B such
that Avj = aj for 1 ≤ j ≤ n. This is the Jacobson density theorem.
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(iii) If I is an ideal of B such that I2 = 0, then I = 0.
(iv) If P ∈ B is a minimal idempotent (i.e., P 2 = P and PBP = CP ), then BP is a
minimal left ideal in B.
(v) An idempotent P ∈ B is minimal if and only if P is a projection of rank one.
Part (ii) of Proposition 3.18 gives a first impression of the importance of minimal
hermitian idempotents in Banach ∗ -algebras.
Proposition 3.18. Let A be Banach ∗-algebra with bounded approximate identity and
enveloping C∗-algebra C∗(A).
(i) Let pi be an irreducible, faithful ∗ -representation of A in a Hilbert space H and
p ∈ A such that p2 = p = p∗. Then p is a minimal hermitian idempotent in A if
and only if pi(p) is a one-dimensional orthogonal projection.
(ii) Assume that there exist minimal hermitian idempotents in A. If pi and ρ are
faithful, irreducible ∗ -representations of A, then pi and ρ are unitarily equivalent.
Proof. First we prove (i). Let p ∈ A such that pi(p) is a one-dimensional, orthogonal
projection. Obviously
pi(Cp) = Cpi(p) = pi(p)pi(A)pi(p) = pi(pAp)
and thus pAp = Cp because pi is faithful. For the converse let p ∈ A be a minimal
hermitian idempotent so that pAp = Cp. Then it follows pC∗(A)p = Cp. Furthermore
pi(p)pi(C∗(A))pi(p) = Cpi(p)
so that P = pi(p) is a minimal idempotent in the Banach algebra B = pi(C∗(A)) which
is strictly irreducible on H by Kadison’s theorem, see p. 253 of [31]. Now Proposition
3.17 implies that pi(p) is a one-dimensional projection. Finally we come to the proof
of (ii). Let p ∈ A be a minimal hermitian idempotent. Let pi and ρ be faithful,
irreducible ∗ -representations of A in Hilbert spaces Hpi and H ρ. Since pi(p) and ρ(p)
are one-dimensional, orthogonal projections by part (i), there exist unit vectors ξ ∈ Hpi
and η ∈ H ρ such that pi(p) = 〈− , ξ〉 ξ and ρ(p) = 〈− , η〉 η. Now let us consider the
positive linear functionals fpi, fρ : A −→ C given by
fpi(a) = 〈pi(a)ξ, ξ〉 and fρ(a) = 〈ρ(a)η, η〉 .
Then fpi(p) = 1 = fρ(p) so that fpi = fρ on pAp. Furthermore
fpi(a) = fpi(pap) = fρ(pap) = fρ(a)
which in particular implies
|pi(a)ξ|2 = fpi(a∗a) = fρ(a∗a) = |ρ(a)η|2
for all a ∈ A. This equation shows that there is a well-defined, linear map U from the
dense subspace pi(A)ξ ⊂ Hpi onto the dense subspace ρ(A)η ⊂ H ρ given by
U(pi(a)ξ) = ρ(a)η .
Obviously U extends to a unitary isomorphism from Hpi onto H ρ which intertwines pi
and ρ.
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Remark 3.19. Let G be an exponential solvable Lie group and pi, ρ ∈ Ĝ such that
I = kerL1(G) pi = kerL1(G) ρ. In [27] Poguntke proved the momentous result that there
exists a p ∈ L1(G) such that pi(p) is a one-dimensional, orthogonal projection. Since
the canonical image of p in L1(G)/I is a minimal hermitian idempotent, it follows that
ρ(p) is a one-dimensional, orthogonal projection, too. Now Proposition 3.18 implies
that pi and ρ are unitarily equivalent. In particular G is a type I group. Furthermore
we see that the natural map Ψ : PrimC∗(G) −→ Prim∗ L1(G), Ψ(P ) = P ∩ L1(G) is
injective, which is necessary for G to be primitive ∗ -regular by Lemma 2.3.
Lemma 3.20. Let A be a (complex) Banach algebra and p ∈ A such that p2 = p. If
E is a simple A-module such that pE 6= 0, then pE is a simple pAp-module and
AnnpAp (pE) = pAp ∩AnnA(E) .
There is a canonical bijection between the set of isomorphism classes of simple pAp-
modules and the set of isomorphism classes of simple A-modules E such that pE 6= 0.
Further, if E and F are simple A-modules such that pE 6= 0 and pF 6= 0, then
AnnA(E) ⊂ AnnA(F ) implies AnnpAp (pE) ⊂ AnnpAp (pF ).
Proof. Clearly the non-trivial subspace pE is pAp-invariant. For non-zero ξ ∈ pE we
have pApξ = pAξ = pE and thus pE is a simple pAp-module. The existence of the
asserted canonical bijection is proved in Theorem 1 of [28] and the statements about
the annihilators are obvious.
Theorem 3.21. Let G be an exponential Lie group with Lie algebra g and n a nilpotent
ideal of g such that n ⊃ [g, g]. Let pi, ρ be in Ĝ such that kerL1(G) pi ⊂ kerL1(G) ρ and
kerC∗(N) pi = kerC∗(N) ρ. Then pi and ρ are unitarily equivalent.
Proof. In this proof we adopt the notation of the article [28] of Poguntke. We will
see that this theorem is an immediate consequence of the results of [28]. Let E and
F denote the simple L1(G)-modules associated to the representations pi and ρ in the
sense of Proposition 3.16 so that
AnnL1(G) (E) = kerL1(G) pi ⊂ kerL1(G) ρ = AnnL1(G) (F ) .
By Theorem 7 of [28] we know that there exists a unique G-orbit G · τ in N̂ such that
AnnL1(N)E = kerL1(N) pi = k(G · τ) = kerL1(N) ρ = AnnL1(N) F .
Following the considerations of Section 5 of [28] we choose a normal subgroup H of G
such that N ⊂ H and such that H/N is a vector space complement to K/N in G/N
where K denotes the stabilizer of τ ∈ N̂ . Let γ = indHN τ . One verifies easily that the
quotient L1(G)/(kerL1(H) γ ∗ L1(G))— is isomorphic to the Leptin algebra
B = L1(G/H,L1(H)/ kerL1(H) γ, T, P )
with induced G/H-action and multiplier. The definition of B depends on the choice of
a cross section for the quotient map G →− G/H. Theorem 3.5 implies
kerL1(H) γ =
(
k(G·τ) ∗ L1(H) )—
so that both E and F can be regarded as B-modules. Let us fix an element q in
L1(H)/ kerL1(H) γ such that γ(q) is a rank one projection, for a proof of its existence
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see [27]. One can prove that E′ = qE 6= 0 and F ′ = qF 6= 0 are simple q∗B∗q-modules
and that the algebra q ∗B∗q is isomorphic to the weighted twisted convolution algebra
J = L1(W,m,w) on the vector group G/H =W = X⊕Z where Z denotes the kernel
of the bicharacter m in the sense of Section 2 of [28]. Clearly the inclusion of the
annihilators is preserved, i.e.,
AnnL1(G) (E) ⊂ AnnL1(G) (F ) implies AnnJ (E′) ⊂ AnnJ (F ′) ,
compare Proposition 3.20. Using the fact that L1(X,m,w) acts from both sides on J
and that it contains a minimal hermitian idempotent p such that (p ? J )E′ 6= 0, we
restrict to the subalgebra p ? J ? p and obtain simple p ? J ? p-modules pE′ and pF ′
such that
Annp?J ?p (pE′) ⊂ Annp?J ?p (pF ′) .
But since p ? J ? p emerges as to be isomorphic to the complex commutative Banach
algebra L1(Z,w0), these two simple modules are one-dimensional, the inclusion of their
annihilators is an equality, and they are isomorphic. By means of the bijection between
pAp-modules and certain A-modules (Lemma 3.20), we conclude that E′ and F ′, and
also E and F are isomorphic which in particular implies
kerL1(G) pi = AnnL1(G) (E) = AnnL1(G) (F ) = kerL1(G) ρ .
Finally Remark 3.19 shows that pi and ρ are unitarily equivalent so that the proof is
complete.
Remark 3.22. Here we give a sufficient criterion for the orbit G · τ to be closed in
N̂ . Let G, g, f , n be as usual and f ′ = f | n. Let pi = K(f) be in Ĝ and τ = K(f ′) in
N̂ . Further let us suppose g = gf ′ + n. Theorem 3.1.4 of [5] implies that Ad∗(G)f ′ =
Ad∗(N)f ′ is closed in n∗ because N acts unipotently on n∗. Since the Kirillov map
K : n∗/Ad∗(N) −→ N̂ is a homeomorphism, it follows that G · τ = K(Ad∗(G)f ′) is
closed in N̂ . On the other hand, it is well known that pi |N is weakly equivalent to the
orbit G · τ so that kerC∗(N) pi = k(G · τ).
Theorem 3.23. Let G be an exponential solvable Lie group and let N be a connected
nilpotent subgroup of G such that N ⊃ (G,G). Let pi be in Ĝ. There exists a unique
G-orbit G · τ in N̂ such that
k(G · τ) = kerC∗(N) pi .
If G · τ is closed in N̂ , then kerC∗(G) pi is L1(G)-determined.
Proof. The existence and uniqueness of G · τ is well-known. Let ρ ∈ Ĝ be such that
kerL1(G) pi ⊂ kerL1(G) ρ. Restricting to the normal subgroup N we obtain kerL1(N) pi ⊂
kerL1(N) ρ. Since N is ∗ -regular as a nilpotent group, it follows that
k(G · τ) = kerC∗(N) pi ⊂ kerC∗(N) ρ .
Our assumption of G · τ being closed in N̂ implies kerC∗(N) pi = kerC∗(N) ρ. Now
Theorem 3.21 shows that pi and ρ are unitarily equivalent so that in particular
kerC∗(G) pi = kerC∗(G) ρ. This finishes our proof.
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3.3 The ideal theory of ∗ -regular exponential Lie groups
The results of this subsection are not new. They can be found in Boidol’s paper [3],
and in a more general context in [4]. For the convenience of the reader we give a short
proof for the if-part of Theorem 5.4 of [3]. The following definition has been adapted
from the introduction of [4].
Definition 3.24. Let G be an exponential Lie group. If A is a closed normal subgroup
of G, then TA denotes the quotient map from C∗(G) onto C∗(G/A). We say that a
closed ideal I of C∗(G) is essentially induced from a nilpotent normal subgroup if
there exist closed normal subgroups A and M of G such that A ⊂ M and such that
the following conditions are satisfied:
(i) kerC∗(G) TA ⊂ I,
(ii) the group M/A is nilpotent (so that its Haar measure has polynomial growth),
(iii) the ideal I is induced from M in the sense of Definition 3.11.
It follows from Remark 3.14 and Remark 2.4 that ideals I of C∗(G) which are essentially
induced from a nilpotent normal subgroup are L1(G)-determined.
Definition 3.25. Let g be an exponential Lie algebra and n = [g, g] its commutator
ideal. We say that g satisfies condition (R) if the following is true: If f ∈ g∗ is arbitrary
and m = gf + n is its stabilizer, then f = 0 on m∞. Here m∞ =
∞⋂
k=1
Ckm denotes the
smallest ideal of m such that m/m∞ is nilpotent.
Note that the stabilizer m = gf +n depends only on the orbit Ad∗(G)f . The following
observation is extremely useful: Let f ∈ g∗ and m = gf + n be its stabilizer such
that m/m∞ is nilpotent. If γ1, . . . , γr are the roots of g, then we define the ideal
m˜ =
⋂
i∈S
ker γi of g where S = {i : ker γi ⊃ m}. It is easy to see that m ⊂ m˜ and that
m˜/m∞ is nilpotent, too. Further there are only finitely many ideals m˜ of this kind.
Theorem 3.26. Let G be an exponential Lie group such that its Lie algebra g satisfies
condition (R). Then any ideal I of C∗(G) is a finite intersection of ideals which are
essentially induced from a nilpotent normal subgroup. In particular G is ∗ -regular.
Proof. Since I = k(h(I)) by Theorem 2.9.7 of [8], there is a closed, Ad∗(G)-invariant
subset X ⊂ g∗ such that I = ⋂f∈X kerC∗(G) K(f). There exists a decomposition
X =
⋃r
k=1Xk of X and ideals {m˜k : 1 ≤ k ≤ r} as above such that gf + n ⊂ m˜k for all
f ∈ Xk. Induction in stages and Proposition 3.12 imply that kerC∗(G) K(f) is induced
from M˜k for all f ∈ Xk. Now it follows from Lemma 3.15 that
Ik =
⋂
f∈Xk
kerC∗(G)K(f)
is induced from M˜k, too. This means that Ik is essentially induced from a nilpotent
normal subgroup because f = 0 on m˜∞k by condition (R) and M˜k/M˜
∞
k is nilpotent.
Finally Lemma 2.5 implies that the ideal I =
r⋂
k=1
Ik is L1(G)-determined.
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3.4 A strategy for proving the primitive ∗ -regularity of exponential
solvable Lie groups
Let G be an exponential solvable Lie group with Lie algebra g and n a nilpotent ideal
of g such that n ⊃ [g, g]. In order to prove that G is primitive ∗ -regular, one must
show that kerC∗(G) pi is L1(G)-determined for all pi ∈ Ĝ, i.e., one must prove that
kerC∗(G) pi 6⊂ kerC∗(G) ρ implies kerL1(G) pi 6⊂ kerL1(G) ρ
for all ρ ∈ Ĝ. Let f, g ∈ g∗ such that pi = K(f) and ρ = K(g). Since the Kirillov map
of G is a homeomorphism, the relation for the C∗ -kernels is equivalent to
Ad∗(G)g 6⊂ (Ad∗(G)f)— .
From the preceding subsections we extract the following observations:
1. Let a be a non-trivial ideal of g such that f = 0 on a. Let A be the connected
subgroup of G with Lie algebra a. Since pi = 1 on A, we can pass over to a
representation p˙i of the quotient G˙ = G/A. It follows from Remark 2.8 that
kerC∗(G) pi is L1(G)-determined if and only if kerC∗(G˙) p˙i is L
1(G˙)-determined.
Often G˙ is known to be primitive ∗ -regular by induction.
2. If the stabilizer m = gf + n is nilpotent, then kerC∗(G) pi is L1(G)-determined by
Theorem 3.13.
3. If g = m = gf + n, then kerC∗(G) pi is L1(G)-determined by Remark 3.22 and
Theorem 3.23.
4. If Ad∗(G)g′ is not contained in the closure of Ad∗(G)f ′, then it follows
kerC∗(N) pi 6⊂ kerC∗(N) ρ because the Kirillov map is an homeomorphism. Since N
is ∗ -regular, we obtain kerL1(N) pi 6⊂ kerL1(N) ρ and hence kerL1(G) pi 6⊂ kerL1(G) ρ.
Lemma 3.27. Assume that there exists a one-codimensional nilpotent ideal n of g.
Then G is primitive ∗ -regular.
Proof. Let f ∈ g∗ be arbitrary. The assumption dim g/n = 1 implies that either
n = m is nilpotent or g = m. Clearly the preceding remarks show that kerC∗(G) pi is
L1(G)-determined.
These observations suggest the following definitions.
Definition 3.28. A linear functional f ∈ g∗ is said to be in general position if f 6= 0
on any non-trivial ideal a of g.
As usual let f ′ and g′ denote the restrictions to n.
Definition 3.29. Let f ∈ g∗ be in general position. Then g ∈ g∗ is called critical for
the orbit Ad∗(G)f if and only if the following conditions are satisfied:
(i) Ad∗(G)g 6⊂ (Ad∗(G)f )—
(ii) Ad∗(G)g′ ⊂ (Ad∗(G)f ′ )—
(iii) Ad∗(G)g′ 6= Ad∗(G)f ′
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Remark 3.30. From these considerations we conclude that in order to prove the
primitive ∗ -regularity of G it suffices to verify the following two assertions:
1. Any proper quotient G˙ of G is primitive ∗ -regular.
2. If f ∈ g∗ is in general position such that the stabilizer m = gf + n is a proper,
non-nilpotent ideal of g and if g ∈ g∗ is critical for the orbit Ad∗(G)f , then it
follows
kerL1(G) pi 6⊂ kerL1(G) ρ .
Since kerpi is induced from M as an ideal of C∗(G) and L1(G) by Proposition 3.12,
it follows that the inclusion kerpi ⊂ ker ρ in C∗(G) or L1(G) is equivalent to the
respective inclusion in C∗(M) or L1(M).
Let f˜ denote the restriction of f to m. Note that f˜ is in general position in
the following sense: If a ⊂ m is a non-trivial ideal of g, then f(a) 6= 0. Furthermore we
have m = gf + n = mf˜ + n. In analogy to Definition 3.29 we say that g˜ ∈ m∗ is critical
w. r. t. the orbit Ad∗(G)f˜ if Ad∗(G)g˜ is not contained in the closure of Ad∗(G)f˜ and
if conditions (ii) and (iii) of Definition 3.29 are satisfied for f ′ = f˜ | n and g′ = g˜ | n.
Since
Ad∗(G)f = Ad∗(G)f +m⊥
by Remark 3.3, it follows that g is critical w. r. t. Ad∗(G)f if and only if g˜ = g |m is
critical w. r. t. Ad∗(G)f˜ .
Let d1, . . . , dm be in g such that their canonical images form a basis of g/m.
Composing the smooth map
E(s) = exp(s1d1) · . . . · exp(smdm)
with the quotient map G →− G/M , we obtain a diffeomorphism from Rm onto G/M .
Further let f˜s = Ad∗(E(s))f˜ be in m∗ and p˜is = K(f˜s) in M̂ . It is well-known that
pi |M is weakly equivalent to the set {p˜is : s ∈ Rm}. Now it is easy to see that we can
replace the second assertion by the equivalent condition
3. Let m be a proper, non-nilpotent ideal of g such that m ⊃ n. If f˜ ∈ m∗ is in
general position such that m = mf˜ + n and if g˜ ∈ m∗ is critical for the orbit
Ad∗(G)f˜ , then the relation
(3.31)
⋂
s∈Rm
kerL1(M) p˜is 6⊂ kerL1(M) ρ˜
holds for the representations p˜is = K(f˜s) and ρ˜ = K(g˜).
In the rest of this paper we will carry out the following plan: In Sections 5 and 7
we will develop tools which are helpful for proving Relation 3.31 in various situations.
For n running through all nilpotent Lie algebras of dimension ≤ 5, we will verify the
preceding condition for all possible coabelian extensions g of n in Sections 9 to 14, i.e.,
we will prove Relation 3.31 for all f in general position such that m = mf˜ + n and
all critical g˜. Finally we will see in Section 15 that these results suffice to prove the
primitive ∗ -regularity of all exponential solvable Lie groups of dimension ≤ 7.
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Remark 3.32. Let f ∈ m∗ such that the stabilizer condition m = mf +n holds. Then
the ideal [m, zn] = [mf , zn] is contained in ker f . If f is in general position, it follows
[m, zn] = 0 so that zn ⊂ zm.
4 Nilpotent Lie algebras
The classification of nilpotent Lie algebras (over the real field) is well-known in low
dimensions. These results can be found e.g. in [6] for algebras of dimension ≤ 5, and
in [24] for algebras of dimension ≤ 6. For the convenience of the reader, we provide a
list of all non-commutative, nilpotent Lie algebras up to dimension 5.
For each algebra we write down the ideals Ckn of the descending central series,
which are inductively defined by
Ck+1n = [n, Ckn] ,
and their dimensions. If there are further characteristic ideals, then we mention their
dimensions and commutator relations as well. The notion
a ⊂
j
b
indicates that the codimension (the dimension of the quotient b/a) equals j. Finally,
we note the Lie brackets of a suitably chosen basis of n.
In this section, f ′ ∈ n∗ denotes an arbitrary linear functional in general posi-
tion, i.e., f ′ 6= 0 on any non-zero characteristic ideal of n.
1. 3-dimensional Heisenberg algebra g3,1
The descending central series of this 2-step nilpotent Lie algebra is given by
n ⊃
2
C1n ⊃
1
{0} ,
where zn = C1n. There exists a basis e1, ..., e3 of n such that [e1, e2] = e3. It
holds Ad∗(N)f ′ = f ′ + (zn)⊥.
2. R× 3-dimensional Heisenberg algebra
This algebra is 2-step nilpotent. It contains the following characteristic ideals:
n ⊃
2
zn ⊃
1
C1n ⊃
1
{0} .
There exists a basis e1, ..., e4 of n such that [e1, e2] = e3. We have Ad∗(N)f ′ =
f ′ + (zn)⊥.
3. 4-dimensional filiform algebra g4,3
A descending series of characteristic ideals of this 3-step nilpotent Lie algebra is
given by
n ⊃
1
c ⊃
1
C1n ⊃
1
C2n ⊃
1
{0} ,
where c is a commutative ideal, namely the centralizer of C1n in n. It holds
zn = C2n. There is a basis e1, ..., e4 of n such that [e1, e2] = e3 and [e1, e3] = e4.
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4. 5-dimensional Heisenberg algebra g5,1
The descending central series of this 2-step nilpotent Lie algebra is given by
n ⊃
4
C1n ⊃
1
{0} .
Its center is zn = C1n. There is a basis e1, ..., e5 of n such that [e1, e2] = e5 and
[e3, e4] = e5. It holds Ad∗(N)f ′ = f ′ + (zn)⊥.
5. R2× 3-dimensional Heisenberg algebra
This 2-step nilpotent algebra contains the following series of characteristic ideals:
n ⊃
2
zn ⊃
2
C1n ⊃
1
{0} .
There is a basis e1, ..., e5 of n such that [e1, e2] = e3. We have Ad∗(N)f ′ =
f ′ + (zn)⊥.
6. the algebra g5,2
The central series of this 5-dimensional, 2-step nilpotent algebra is given by
n ⊃
3
C1n ⊃
2
{0} .
It holds zn = C1n. There is a basis e1, ..., e5 of n such that [e1, e2] = e4 and
[e1, e3] = e5.
7. the algebra g5,3
In this 3-step nilpotent Lie algebra, we find the characteristic ideals
n ⊃
1
c ⊃
1
b ⊃
1
C1n ⊃
1
C2n ⊃
1
{0} ,
where c is the centralizer of C1n in n satisfying [c, c] = C2n. In particular, C1n
is commutative. Further b is the preimage of z(n/C2n) under the quotient map
and zn = C2n. There is a basis e1, ..., e5 of n such that [e1, e3] = e4, [e1, e4] = e5,
and [e2, e3] = e5. We have Ad∗(N)f ′ = f ′ + (zn)⊥.
8. R× 4-dimensional filiform algebra
This Lie algebra is 3-step nilpotent. A series of characteristic ideals is given by
n ⊃
1
c ⊃
1
b ⊃
1
C1n ⊃
1
C2n ⊃
1
{0} .
Here c is the centralizer of C1n in n, and b = C1n+zn. The ideal c is commutative,
the center zn is 2-dimensional. There exists a basis e1, ..., e5 of n such that
[e1, e2] = e3 and [e1, e3] = e4.
9. the algebra g5,4
The descending central series of this 5-dimensional, 3-step nilpotent algebra is
n ⊃
2
C1n ⊃
1
C2n ⊃
2
{0} ,
where zn = C2n. Further C1n is commutative and equal to its centralizer in n.
There is a basis e1, ..., e5 of n such that [e1, e2] = e3, [e1, e3] = e4, and [e2, e3] = e5.
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10. 5-dimensional filiform algebra g5,5
In this 4-step nilpotent Lie algebra we find the series of characteristic ideals
n ⊃
1
c ⊃
1
C1n ⊃
1
C2n ⊃
1
C3n ⊃
1
{0} ,
where c, the centralizer of C1n in n, is commutative and zn = C3n. Hence there
exists a basis e1, ..., e5 of n such that [e1, e2] = e3, [e1, e3] = e4, and [e1, e4] = e5.
11. the algebra g5,6
This 4-step nilpotent algebra contains the following series of characteristic ideals:
n ⊃
1
c ⊃
1
C1n ⊃
1
C2n ⊃
1
C3n ⊃
1
{0} .
Here c is the centralizer of C2n in n satisfying [c, c] = C3n. In particular C1n is
commutative. Further zn = C3n. There exists a basis e1, ..., e5 of n such that
[e1, e2] = e3, [e1, e3] = e4, [e1, e4] = e5, and [e2, e3] = e5.
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5 Functional calculus for central elements
The purpose of this section is to present Theorem 5.1 and Lemma 5.4, which can
be regarded as a piece of information about the Jacobson topology of Prim∗ L1(M).
More exactly, this theorem gives us a sufficient criterion, which is easy to check, for
a point kerL1(M) ρ not to belong to the closure of the set {kerL1(M) pis : s ∈ S}.
Eventually we are interested in the case where this set is the orbit of a group acting
on M and hence on Prim∗ L1(M).
We anticipate that the crucial step in the proof of Theorem 5.1 is to establish
a functional calculus for elements in the center of the Lie algebra of M , considered as
differential operators in L1(M). Another interpretation of this procedure is that of
solving the multiplier theorem given by Equation 5.3.
The technical part of the proof of Theorem 5.1 has been extracted from the
first subsection. For the convenience of the reader, we provide the details of the proof
in Subsection 5.2.
5.1 The main theorem and its corollaries
Let M be an exponential solvable Lie group and let Z be a closed, connected, central
subgroup of M . Denote by m and z the Lie algebras of M and Z respectively. Let l
be the dimension of Z, and k the dimension of M/Z.
We fix a coexponential basis B = {b1, . . . , bk} for z in m. For example, we can
choose vectors b1, . . . , bk in m whose canonical images in m/z form a Malcev basis of
m/z. We define a smooth map Φ1 : Rk −→M by
Φ1(x) = exp(x1b1) · . . . · exp(xkbk) .
Let q : M −→ M/Z be the quotient map. By definition q ◦ Φ1 is a diffeomorphism
from Rk onto M/Z. Equivalently, the map
Φ : Rk × z −→M, Φ(x, z) = Φ1(x) exp(z)
is a global diffeomorphism. This is a canonical coordinate system of the second kind.
Since the modular function ∆M,Z is trivial, it follows∫
M
f(m) dm =
∫
Rk
∫
z
f(Φ(x, z)) dzdx
for all f ∈ C0(M). Here dm denotes the Haar measure of M , and dx and dz denote
the Lebesgue measures on Rk and z respectively.
Let pi be a unitary representation of M such that its restriction to the central
subgroup Z is character, i.e., there exists a ζ ∈ Zˆ such that pi(z) = ζ(z) · Id. Any
character ζ ∈ Zˆ corresponds to a linear functional ζ∞ ∈ z∗ by
ζ(exp z) = ei〈ζ
∞,z〉 .
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In particular let pi be irreducible. In this case it follows from Schur’s lemma that
pi|Z = ζ ·Id.
We have pi = K(u) for some u ∈ m∗, because the Kirillov map K yields a bi-
jection from m∗/Ad∗(M) onto M̂ . According to the definition of K we choose a
Pukanszky polarization p at u and obtain
pi = indMP χu .
Since z is contained in p, we get ζ = χu|Z and ζ∞ = u|z.
By abuse of notation, for any function f on M we denote the function f ◦ Φ
on Rk × z again by f .
Now let f ∈ L1(M). We introduce the partial Fourier transformation with re-
spect to the variable z. The Fubini theorem implies that z 7→ f(x, z) is in L1(Rl) for
almost all x ∈ Rk. For these x and all ξ ∈ z∗ we define
f̂(x, ξ) =
∫
z
f(x, z)e−i〈ξ,z〉 dz .
It is easy to see that for fixed ξ ∈ z∗ the function x 7→ f̂(x, ξ) is in L1(Rk). We obtain
pi(f)ϕ =
∫
M
f(m)pi(m)ϕ dm =
∫
Rk
∫
z
f(x, z)pi(Φ1(x))ζ(exp z)ϕ dz dx
=
∫
Rk
f̂(x,−ζ∞)pi(Φ1(x))ϕ dx
for every element ϕ in the representation space of pi.
We recall that any unitary representation pi of M in a Hilbert space Hpi gives
rise to an infinitesimal representation pi∞ (sometimes also denoted by dpi) of m on the
subspace of C∞-vectors H∞pi by
pi∞(X)ϕ =
d
dt |t=0
pi(exp tX)ϕ .
This representation can be extended to the universal enveloping algebra U(mC) of the
complexification of m.
After these preparations we can now prove the following basic theorem.
Theorem 5.1. Let M be an exponential solvable Lie group, and Z a closed, connected,
l-dimensional subgroup which is contained in the center of M . Let {pis : s ∈ S} be a
family of unitary representations ofM such that the restriction of pis to Z is a character
ζs, and ρ a unitary representation of M whose restriction to Z equals the character
η. Further we assume that ψ : z∗ −→ C is a function whose derivatives up to order
l + 1 exist, are continuous and have polynomial growth. Let h, f ∈ L1(M) be smooth
functions such that
pis(h) = ψ(ζ∞s )pis(f)
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for all s ∈ S and
ρ(h) 6= ψ(η∞)ρ(f) .
More exactly, we suppose that f ∈ C∞0 (M) or that f is a Schwartz function in the
coordinates from above. Then the relation
(5.2)
⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ
holds for the L1-kernels of these representations.
Proof. We fix canonical coordinates of the second kind as above and use the notation
introduced before. It is a result of Euclidean Fourier analysis that the assumptions on
ψ and f imply the existence of a smooth function g ∈ L1(M) such that
(5.3) ĝ(x,−ξ) = ψ(ξ) f̂(x,−ξ)
holds for all x ∈ Rk and ξ ∈ z∗. We sketch the proof of the existence of g and of its
differentiability and integrability properties in the second subsection. Accepting this
for the time being, we obtain
ρ(g) = ψ(η∞)ρ(f)
and
pis(g) = ψ(ζ∞s )pis(f)
for all s ∈ S. Finally, we see that the function h − g ∈ L1(M) satisfies pis(h − g) = 0
for all s and ρ(h− g) 6= 0. This proves our theorem.
The following lemma tackles the problem of finding smooth functions h, f ∈ L1(M)
satisfying the conditions of Theorem 5.1.
Lemma 5.4. Let M , Z, pis and ρ be given as in the above theorem. Let ψ : z∗ −→ C
be a continuous function. Further we assume that W ∈ U(mC) is an element in the
universal enveloping algebra of m such that
pi∞s (W ) = ψ(ζ
∞
s )·Id
is a scalar operator for every s ∈ S and
ρ∞(W ) 6= ψ(η∞)·Id
on the subspace of ρ-smooth vectors. Then for appropriate f ∈ C∞0 (M), the functions
h =W ∗ f and f satisfy the conditions of Theorem 5.1. Here W ∗ f denotes the action
of U(mC) on C∞0 (M) obtained by differentiating the left regular representation of M in
L2(M).
Proof. The G˚arding space, i.e., the subspace generated by vectors of the form ρ(f)ϕ
with f ∈ C∞0 (M) and ϕ ∈ Hρ, is dense in Hρ. In [10] Dixmier and Malliavin have
shown that the G˚arding space is equal to H∞ρ .
The transpose W 7→ W t of U(mC) is the unique C-linear anti-automorphism of
U(mC) extending the automorphism At = −A of m. The formal transpose of the
unbounded operator ρ∞(W ) is defined on H∞ρ and given by ρ∞(W )t = ρ∞(W t).
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Now it is easy to see that the assumption ρ∞(W ) 6= ψ(η∞) · Id implies the
existence of a function f ∈ C∞0 (M) such that
ρ(W ∗ f) = ρ∞(W )ρ(f) 6= ψ(η∞)ρ(f) .
Further we have
pis(W ∗ f) = pi∞s (W )pis(f) = ψ(ζ∞s )pis(f) .
This finishes the proof of our lemma.
Remark 5.5. Let M , Z, pis, ρ, W and ψ be given as in Theorem 5.1 and Lemma 5.4.
We briefly discuss the possibility of relaxing the assumptions on ψ. Define
Λ = {η∞} ∪ {ζ∞s : s ∈ S} ⊂ z∗ .
In order to make the proof of our theorem work we have to find f, g ∈ L1(M), not
necessarily continuous, such that ρ∞(W )ρ(f) 6= ψ(η∞)ρ(f) and such that 5.3 holds
but only for x ∈ Rk outside a set N of measure zero and ξ ∈ Λ.
We can assume that η∞ is contained in the closure of {ζ∞s : s ∈ S} in z∗.
Otherwise Relation 5.2 holds trivially.
The following question arises: Is it possible to find such f and g under weaker
assumptions on ψ? At least in the following situation the answer is negative. If ψ has
a singularity in η∞ or if the restriction of ψ to Λ is not continuous in η∞, then the
validity of Equation 5.3 implies f̂(x,−η∞) = 0 for x 6∈ N , because for these x the
functions ξ 7→ ĝ(x, ξ) and ξ 7→ f̂(x, ξ) are continuous and bounded. So we obtain the
contradiction ρ(f) = 0.
Remark. Often ρ∞(W ) is also a scalar operator. Nevertheless, W is not necessarily
central in the whole algebra U(mC).
The following corollary turns out to be useful in our applications. Typically ψ0 is
composed of functions of the form ξ 7→ ξ log(ξ) for ξ > 0 and ξ 7→ 0 for ξ ≤ 0, which
become differentiable in ξ = 0 by taking powers.
Corollary 5.6. Let M , Z, pis and ρ be given as usual. Assume that there exists
a W1 ∈ U(mC) such that ρ∞(W1) is a non-zero scalar operator, and a continuous
function ψ1 : z∗ −→ C such that ψ1(η∞) = 0 and
pi∞s (W1) = ψ1(ζ
∞
s )·Id .
Assume further that for some j ≥ 1 all derivatives of ψj1 up to order l + 1 exist, are
continuous, and have polynomial growth. Then we have⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ .
Proof. We can apply Theorem 5.1 and Lemma 5.4 to ψ = ψj1 and W =W
j
1 .
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Remark. Let Q denote the space of all smooth functions f :M −→ C whose support
is contained in a strip K ·Z for some compact subset K of M and which are rapidly
decreasing in the sense that
(x, z) 7→ (1 + |z|)rDαxDβz f(x, z)
is bounded for all α ∈ Nk, β ∈ Nl and r ≥ 0. Note that Q contains C∞0 (M).
The definition of Q does not depend on the choice of the coexponential ba-
sis B = {b1, . . . , bk} for z in m. However, the Schwartz functions S(Rk × z) do
not yield a function space onM independent of the choice of the coexponential basis B.
The Lie algebra z acts on Q from the right by
(A ∗ f)(x, z) = d
dt |t=0
f ( (x, z)·exp(tA) )
= 〈∂f(x, z), A〉
(5.7)
for A ∈ z and f ∈ Q. Here ∂f :M −→ HomR(z,C) is the derivative of f with respect
to the variable z. As usual, we extend this action to the universal enveloping algebra
U(zC). From 5.7 we deduce
(5.8) (−iA ∗ f)̂(x, ξ) = 〈ξ,A〉 f̂(x, ξ)
for all A ∈ z.
Let P¯(z∗) denote the vector space of all smooth functions ψ : z∗ −→ C such
that all derivatives of ψ have polynomial growth. Note that P¯(z∗) is an associative
algebra under pointwise multiplication, containing the algebra P(z∗) of all complex-
valued polynomial functions, which is generated by the constant 1 and the linear
functions ξ 7→ 〈ξ,A〉 for A ∈ z .
We can define a P¯(z∗)-module structure on Q : Lemma 5.20 and Remark 5.23
show that for every ψ ∈ P¯(z∗) and f ∈ Q there exists a unique function Tψ f in Q
such that
(5.9) (Tψ f)̂(x, ξ) = ψ(ξ) f̂(x, ξ) .
If we regard Tψ f as a function on M , then its definition does not depend on the
choice of B.
In view of Equation 5.8, we observe that the linear map zC −→ zC, A 7→ −iA
induces an isomorphism of associative algebras from S(zC) onto U(zC) because z is
commutative. Further, there is a natural isomorphism between S(zC) and P(z∗) which
is uniquely determined by the property that it assigns the linear function ξ 7→< ξ,A >
on z∗ to A ∈ zC. So we obtain an isomorphism between U(zC) and P(z∗).
Via this isomorphism, let W ∈ U(zC) correspond to its symbol p ∈ P(z∗).
Then it follows from Equation 5.8 and the uniqueness of the solution of 5.9 that W ∗ f
in the sense of 5.7 is equal to Tp f in the sense of 5.9. Altogether, we have extended
the features of U(zC) ⊂ U(mC) from polynomial functions to functions of polynomial
growth.
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The next remark explains the heading of this section.
Remark. Let A ∈ z be a central element. We know that (−iA) ∗ − acts as a
differential operator in L1(M). We want to declare the notion of functions of this
operator.
Let f ∈ Q and ψ0 : R −→ C be a function such that all its derivatives up to order
l + 1 exist, are continuous, and have polynomial growth so that ψ(ξ) = ψ0( 〈ξ,A〉 ) is
in P(z∗). It follows from Equation 5.8 that the operator (−iA) ∗ − is diagonalized by
partial Fourier transformation. It is a basic idea of any definition of ψ0(−iA) that
(ψ0(−iA)f ) ̂(x, ξ) = ψ0( 〈ξ,A〉 ) f̂(x, ξ)
should hold. But it follows from Lemma 5.20 that there exists a function Tψf in L1(M)
such that this equality is satisfied so that the definition ψ0(−iA)f := Tψ f appears to
be reasonable. Thus in particular we have established a functional calculus for central
elements.
Definition 5.10. Let W be in U(mC), p ∈ P(m∗) be a complex valued polynomial
function, and ψ : z∗ −→ C a continuous function. Recall l = dim z. Let {fs : s ∈ S}
be a subset of m∗ and g ∈ m∗. We set pis = K(fs) and ρ = K(g). Then we say that the
triple (W,p, ψ) separates ρ from {pis : s ∈ S} if the following conditions are satisfied:
- the derivatives of ψ up to order l+1 exist, are continuous, and have polynomial
growth
- pi∞s (W ) = p(fs) for all s and ρ(W ) = p(g)
- p(fs) = ψ(fs | z) for all s and p(g) 6= ψ(g | z)
Remark 5.11. We point out that g | z might be contained in the closure of the set
{fs | z : s ∈ S}. Then the last condition of the preceding definition states that p and
ψ diverge in the limit. In particular fs | z −→ g | z does not imply p(fs) −→ p(g).
If (W,p, ψ) separates ρ from {pis : s ∈ S}, then we can apply Theorem 5.1. It
follows that the point kerL1(M) ρ is not contained in the closure of the subset
{kerL1(M) pis : s ∈ S} in Prim∗ L1(M), which carries the Jacobson topology.
Now we assume in addition that n is a nilpotent ideal of m. Let f ′s resp. g′
denote the restriction of fs resp. g to n. If g′ is not contained in the closure of the
subset {f ′s : s ∈ S} in n∗, then we see that⋂
s∈S
kerC∗(N) pis 6⊂ kerC∗(N) ρ
because the Kirillov map K is a homeomorphism. Since N is ∗-regular as a connected
nilpotent Lie group, we obtain⋂
s∈S
kerL1(N) pis 6⊂ kerL1(N) ρ .
Of course, the same relation holds in L1(M). Thus we can assume g′ ∈ {f ′s : s ∈ S}—
to avoid trivialities. Finally, we observe that p cannot be contained in the subspace of
P(m∗) corresponding to S(nC) if (W,p, ψ) separates ρ from {pis : s ∈ S}.
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The rest of this section is devoted to the proof of Theorem 5.17 and Theorem 5.18,
which are nothing but a variant of Theorem 5.1. The proof of Theorem 5.17 relies on
the fact that the multiplier problem
ĝ(ξ) = ξ log(ξ) f̂(ξ)
for ξ > 0 has a solution g in L1(R) for any given Schwartz function f . The problem is
that the function ξ −→ ξ log(ξ) is not differentiable in ξ = 0.
Remark 5.12. First we recall a result on the Fourier transform of certain tempered
distributions, which can be found in Gelfand and Shilov, [13].
(i) Let r > 0 be real and s ≥ 0 be an integer. Let us define the continuous function
ψ : R −→ R by
ψ(ξ) = ξr logs(ξ)
for ξ > 0 and ψ(ξ) = 0 for ξ ≤ 0. Since ψ has polynomial growth, this function
defines a tempered distribution on R. It is a general result that there exists a
tempered distribution u on R such that û = ψ. In [13], Chapter II, Section 2.4,
this distribution u has been computed explicitly by means of Cauchy’s theorem
and analytic continuation, see pp. 172-175 of [13]. The result is that u is essen-
tially given by a smooth function k on R\{0} which has an algebraic singularity
in 0 so that there exists an integer q > 0 such that z 7→ |z|q k(z) is continuous.
Further k vanishes at infinity and there exist constants C > 0 and c > 1 such
that |k(z)| ≤ C |z|−c for all |z| ≥ 1. The distribution u is given by regularization
of the divergent integral
〈u, ϕ〉 =
+∞∫
−∞
k(y)ϕ(y) dy
for Schwartz functions ϕ ∈ S(R).
(ii) Let r > 0 be real and s ≥ 0 be an integer. Let us consider the continuous,
spherically symmetric function ψ : Rn −→ R given by
ψ(ξ) = |ξ|r logs |ξ|
for ξ ∈ Rn where |ξ| denotes the Euclidean norm. There exists a tempered
distribution u on Rn such that û = ψ. It is shown in [13], see pp. 194, that u
is essentially given by a smooth function k on Rn\{0} which has an algebraic
singularity in 0 so that there exists an integer q > 0 such that z 7→ |z|q k(z) is
continuous. Further there exist C > 0 and c > n such that |k(z)| ≤ C |z|−c for
all |z| ≥ 1. Again the distribution u is given by regularization of k.
Let us explain the procedure of regularization, see also [13], Chapter I, Section 1.7.
Let I = [−1, 1]n. If k : Rn\{0} −→ C is smooth with a singularity in 0 as above, then
ϕ 7→
∫
I
k(y)
(
ϕ(y)− Pϕq (y)
)
dy +
∫
Rn\I
k(y)ϕ(y)
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is a well-defined tempered distribution which coincides with
∫ +∞
−∞ k(y)ϕ(y) dy for
Schwartz functions ϕ ∈ S(R) such that supp(ϕ) ⊂ Rn\{0}. Here Pϕq denotes the
Taylor polynomial of ϕ of order q, i.e.,
Pϕq (y) =
∑
|ν|≤q
1
ν!
(∂νϕ)(0) yν
so that the remainder term is given by
ϕ(y)− Pϕq (y) =
∑
|ν|=q+1
1
ν!
(∂νϕ)(ϑy) yν
for some 0 ≤ ϑ ≤ 1 depending on y. Such a regularization of k is not unique. The
difference of any two such regularizations is a tempered distribution concentrated on
0 and thus a linear combination of Dirac’s delta distribution and its derivatives, see
e.g. [12], p. 290. Thus we obtain
〈u, ϕ〉 =
∫
I
k(y)
(
ϕ(y)− Pϕq (y)
)
dy +
∫
Rn\I
k(y)ϕ(y) dy +
q∑
ν=0
aν(∂νϕ)(0)
for all ϕ ∈ S(R) if the aν ∈ C are chosen appropriately for |ν| ≤ q.
The next lemma is the key to the proof of Theorem 5.17 and 5.18.
Lemma 5.13. Let f : Rn −→ C be a smooth function such that for any multi-index
ν ∈ Nn there exists a real number b > n such that the function z 7→ |z|b (∂νf)(z) is
bounded. In particular ∂νf ∈ L1(Rn).
Let k : Rn\{0} −→ C be a smooth function having an algebraic singularity in 0
so that there exists an integer q > 0 such that z 7→ |z|q k(z) is continuous. Let C > 0
and c > n be such that |k(z)| ≤ C |z|−c for all |z| ≥ 1. Let u denote a tempered
distribution which is given by regularization of k. Suppose further that ψ = û is a
continuous function of polynomial growth.
Then there exists a smooth L1-function g : Rn −→ C such that
ĝ(ξ) = ψ(ξ) f̂(ξ)
for all ξ ∈ Rn. For any multi-index ν ∈ Nn there exists a constant b > n such that
z 7→ |z|b (∂νg)(z) is bounded.
Proof. Clearly g = u ∗ f is the (unique) solution of our multiplier problem because
ĝ = (u ∗ f)c = f̂ û = ψ f̂ .
It is known that u∗f is a smooth and slowly increasing function, see e.g. [12], Chapter
9.2. Its derivatives are given by ∂ν(u ∗ f) = u ∗ (∂νf). Thus it suffices to prove that
u ∗ f is in L1(Rn) for any function f satisfying the conditions of this lemma.
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In order to prove that u ∗ f ∈ L1(Rn), we verify that there exists a real num-
ber b > 1 such that z 7→ |z|b (u ∗ f)(z) is bounded. Recall that (u ∗ f) (z) = 〈u, τz f˜〉
with translation (τzf) (y) = f(y − z) and reflection f˜(y) = f(−y). Note that
(5.14) 〈u, τz f˜〉 =
∫
I
k(y)
(
(τz f˜)(y)− P τz f˜q (y)
)
dy
+
∫
Rn\I
k(y) f(z − y) dy +
q∑
ν=0
aν(∂νf)(z) .
Let us choose n < b < c such that the functions z 7→ |z|b (∂νf)(z) are bounded for all
|ν| ≤ q + 1. Obviously, the third summand of 5.14 is under control. Now we estimate
the first integral of 5.14. Keeping z fixed, we apply Taylor’s formula to the function
τz f˜ . Since ∂ν(τz f˜)(y) = (−1)|ν| (∂νf)(z − y), we obtain
|z|b
∣∣∣∣∣∣
∫
I
k(y)
(
(τz f˜)(y)− P τz f˜q (y)
)
dy
∣∣∣∣∣∣
≤
∑
|ν|=q+1
|z|b
∫
I
|k(y)| 1
ν!
|(∂νf)(z − θy)| |yν | dy
≤
∑
|ν|=q+1
1
ν!
|z|b sup
|y|≤1
|(∂νf)(z − y)|
∫
I
|y|q+1 |k(y)|dy .
The integral on the right hand side is finite and the whole expression on the right is
bounded in z. In order to complete the proof, we must estimate the second summand
of 5.14, i.e., the expression
(5.15) |z|b
∫
Rn\I
|k(y) f(z − y)| dy .
Let z 6= 0 be arbitrary and fixed. We consider the measurable subsets
A1 = {y ∈ Rn\I : 2|y| > |z|}
and A2 = Rn\(I ∪ A1) of Rn which form a partition of Rn\I. Let D > 0 such that
|y|b |k(y)| ≤ D for all y ∈ Rn\I and |y|b |f(y)| ≤ D for all y ∈ Rn. If y 6∈ I and
|z|/|y| < 2, then
|z|b |k(y)f(z − y)| ≤ D |z|b |y|−b |f(z − y)| ≤ 2bD |f(z − y)| .
This implies
|z|b
∫
A1
|k(y)f(z − y)| dy ≤ 2bD
∫
A1
|f(z − y)| dy ≤ 2bD
∫
Rn
|f(y)| dy .
On the other hand, if y 6∈ I and |y|/|z| ≤ 1/2, then |z|/|z − y| ≤ 2. Since
|z|b |k(y)f(z − y)| ≤ D
( |z|
|z − y|
)b
|k(y)| ≤ D 2b |k(y)| ,
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it follows
|z|b
∫
A2
|k(y)f(z − y)| dy ≤ D 2b
∫
A2
|k(y)| dy .
Thus we see that 5.15 is bounded in z and the proof is complete.
A further inspection of the proof of Lemma 5.13 shows that moreover the following is
true.
Lemma 5.16. Let w : Rd −→ C be a continuous function. Let f : Rdx × Rnz −→ C be
a continuous function such that all derivatives in z-direction exist and are continuous.
We assume that for every multi-index ν ∈ Nn there exists a constant b > n such that
the function (x, z) 7→ w(x) |z|b (∂νz f)(x, z) is bounded.
Let k, u, and ψ be given as in Lemma 5.13. Then there exists a continuous
function g : Rdx × Rnz −→ C which is smooth in z-direction and satisfies
ĝ(x, ξ) = ψ(ξ)f̂(x, ξ)
for all x, ξ. Here f̂ denotes partial Fourier transformation with respect to z. For any
ν ∈ Nn there exists some b > n such that (x, z) 7→ w(x) |z|b (∂νz g)(x, z) is bounded.
The preceding lemma immediately implies the next theorem which is of the greatest
importance for our further investigations.
Theorem 5.17. Let M be an exponential solvable Lie group. Let Z be a closed,
connected, l-dimensional subgroup of the center of M . Let {pis : s ∈ S} be a family of
unitary representations of M such that the restriction of pis to Z is a character ζs, and
ρ a unitary representation of M whose restriction to Z equals the character η. Let us
fix a basis e1, . . . , el of z and let e∗1, . . . , e∗l denote the dual basis of z
∗. We assume that
ψ : z∗ −→ C is a continuous function which is a sum of functions of the form
ξ 7→ a ξr11 ·. . .·ξrll · logs1(ξ1)·. . .·logsl(ξl)
if ξν > 0 for all 1 ≤ ν ≤ l and ξ 7→ 0 else, in the coordinates of the basis e∗1, . . . , e∗l .
Here a ∈ C, r1, . . . , rl > 0 are real numbers, and s1, . . . , sl ≥ 0 are integers. Further
let h, f ∈ L1(M) be smooth functions such that
pis(h) = ψ(ζ∞s )pis(f)
for all s ∈ S and
ρ(h) 6= ψ(η∞)ρ(f) .
More exactly, we suppose that for every multi-index ν ∈ Nl there exist real numbers
a1, . . . , al > 1 such that the for the derivatives in z-direction the functions
(x, z) 7→ |x|k+1 · |z1|a1 · . . . · |zl|al · (∂νz f)(x, z)
are bounded. Here k = dimM/Z. This growth condition is satisfied e.g. for f ∈ C∞0 (M)
or for Schwartz functions f in the coordinates given by Φ. Then the relation⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ
holds for the L1-kernels of these representations.
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Proof. As in the proof of Theorem 5.1 it suffices to show that there exists a smooth
function g ∈ L1(M) satisfying ĝ(x,−ξ) = ψ(ξ)f̂(x,−ξ) for all x ∈ Rk and ξ ∈ z∗. We
can omit the minus signs and thus have to solve the multiplier problem
ĝ(x, ξ) = ψ(ξ)f̂(x, ξ)
in L1(M). Without loss of generality we can assume
ψ(ξ) = a ξr11 ·. . .·ξrll · logs1(ξ1)·. . .·logsl(ξl) .
In view of Remark 5.12 all we have to do is to apply Lemma 5.16 with multiplier
ξν 7→ ξrνν logsν (ξν) in direction zν for 1 ≤ ν ≤ l.
The last theorem of this subsection is just a slight modification of the preceding one.
In our applications we will have dim zν = 1 or dim zν = 2. This theorem becomes
important in the presence of complex weights.
Theorem 5.18. Let M , Z, pis, and ρ be given as in Theorem 5.17. Let us fix a
direct sum decomposition z = z0 ⊕ . . . ⊕ zl of the Lie algebra z of Z. This induces a
decomposition of z∗. Assume that ψ : z∗ −→ C is a continuous function which is a sum
of functions of the form
ξ 7→ a |ξ1|r1 · . . . · |ξl|rl · logs1 |ξ1| · . . . · logsl |ξl|
where ξν ∈ z∗ν and |ξν | denotes the Euclidean norm with respect to some basis of z∗ν .
Here a ∈ C, r1, . . . , rl > 0 are real numbers, and s1, . . . , sl are integers. Further let
h, f ∈ L1(M) be smooth functions such that
pis(h) = ψ(ζ∞s )pis(f)
for all s and
ρ(h) 6= ψ(η∞)ρ(f) .
More exactly, we suppose that for every multi-index ν there exist real numbers a1, . . . , al
such that aν > dim zν and such that the for the derivatives in z-direction the functions
(x, z) 7→ |x|k+1 · |z1|a1 · . . . · |zl|al · (∂νz f)(x, z)
are bounded. Here k = dimM/Z. Then the relation⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ
holds for the L1-kernels of these representations.
Proof. Again we have to solve the multiplier problem
ĝ(x, ξ) = ψ(ξ)f̂(x, ξ)
in L1(M). Here we can assume
ξ 7→ a |ξ1|r1 · . . . · |ξl|rl · logs1 |ξ1| · . . . · logsl |ξl| .
In view of Remark 5.12 we apply Lemma 5.16 with multiplier ξν 7→ |ξν |rν logsν |ξν | in
direction zν for 1 ≤ ν ≤ l.
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5.2 Completion of the proof of Theorem 5.1
The purpose of this section is to prove the technical Lemma 5.20 which completes the
proof of Theorem 5.1. To begin with, we recall some elementary facts of Euclidean
Fourier analysis (without proof).
For f ∈ L1(Rlz) we define the Fourier transform
f̂(ξ) =
∫
Rl
f(z)e−i<ξ,z> dz
and for functions b ∈ L1(Rlξ) we define the inverse Fourier transform
b#(z) = (2pi)−l
∫
Rl
b(ξ)ei<ξ,z> dz .
On Rl we consider the differential operators
Dj = (−i) ∂j
and for every multi-index α ∈ Nl
Dα = Dα11 ·. . .·Dαll = (−i)|α| ∂α11 ·. . .·∂αll .
Roughly speaking, the following formulas are valid:
(Dαz f)̂= ξαf̂ Dαξ f̂ = (−1)|α| (zαf)̂
and
(Dαξ b)
# = (−1)|α| zαb# Dαz b# = (ξαb)#
For a sample of precise statements see the following lemmata.
Remark. Let f : Rl −→ C be a continuous function and r > 0 be an integer.
1. Then |z|rf is bounded on Rl iff zαf is bounded for every multi-index α ∈ Nl
such that r = |α| =∑lj=1 αj .
2. The function (1 + |z|)rf is bounded iff zαf is bounded for all |α| ≤ r.
The same statements hold if ’bounded’ is replaced by ’L1-integrable’. All these prop-
erties of f are independent of the choice of the norm on Rl.
Lemma. Let f ∈ Cr(Rlz) such that Dαz f ∈ L1(Rlz) for all |α| ≤ r. Then the formula
(Dαz f)̂= ξαf̂
holds and ξαf̂ is a continuous, bounded function for all |α| ≤ r. In particular (1+|ξ|)rf̂
is bounded.
Proof. This is a consequence of partial integration.
38 5. Functional calculus for central elements
Lemma. Let f : Rlz −→ C be a continuous function such that (1 + |z|)rf ∈ L1(Rlz).
Then Dαξ f̂ exists and is continuous for all |α| ≤ r and the formula
Dαξ f̂ = (−1)|α| (zαf)̂
holds.
Proof. This is a consequence of Lebesgue’s theorem on dominated convergence.
Needless to say, analog lemmata can be stated for the inverse Fourier transformation.
The following standard result is essential for our proof of Lemma 5.20.
Lemma 5.19 (Fourier inversion). Let b ∈ L1(Rlξ) be a continuous function such that
b# ∈ L1(Rlz). Then we have b = (b#) .̂
The next lemma is extremely useful.
Lemma. Let f : Rl −→ C be a continuous function such that (1+|z|)(l+1)f is bounded.
Then f ∈ L1(Rl).
Definition. Let µ ≥ 0 be an integer. A family {fi : i ∈ I} of functions on Rl has
polynomial growth of order less or equal µ, if there exists a constant C > 0 such that
|fi(z)| ≤ C(1 + |z|)µ
for all z ∈ Rl and i ∈ I.
Lemma 5.20. Let ψ : Rlξ −→ C be a continuous function such that Dγξψ exists and is
continuous for all multi-indices γ ∈ N with |γ| ≤ l+1 and such that {Dγξψ : ‖γ| ≤ l+1}
has polynomial growth of order less or equal µ.
Let f : Rkx × Rlξ −→ C be a continuous function such that DαxDβξ f exists and
is continuous for all |α| ≤ r and |β| ≤ µ + 2l + 2 + s. Assume further that these
derivatives are rapidly decreasing in the sense that
(x, z) 7→ DαxDβz f(x, z)xγzδ
is bounded for |α| ≤ r, |β| ≤ µ+ 2l + 2 + s, |γ| ≤ k + 1 and |δ| ≤ s.
Then there exists a continuous function g ∈ L1(Rk × Rl) such that
(5.21) ĝ(x, ξ) = ψ(ξ)f̂(x, ξ)
for all x ∈ Rk and ξ ∈ Rl. The derivatives DαxDβξ g exist and are continuous for all
|α| ≤ r and |β| ≤ s. In this situation g is uniquely determined and given by
(5.22) g(x, z) = (2pi)−l
∫
Rl
ψ(ξ)f̂(x, ξ)ei<ξ,z> dξ .
5.2. Completion of the proof of Theorem 5.1 39
Remark. The substitution of ψ(−ξ) by ψ(ξ) is harmless, of course.
If f ∈ C∞0 (Rk × Rl) or if f ∈ S(Rk × Rl), then all the assumptions of the
lemma are satisfied. In this case g is a smooth L1-function. If f has compact support,
there exists a compact subset K of Rl such that x 6∈ K implies ĝ(x, ξ) = 0 for all ξ.
Proof. The crucial idea is to verify Formula 5.22 and apply the Fourier inversion
Lemma 5.19. The proof is carried out in four steps.
First we prove that DαxD
β
ξ f̂ exists and is continuous for all |α| ≤ r and
|β| ≤ µ+ 2l + 2 + s.
Since
(x, z) 7→ Dαxf(x, z)zβ
is bounded, there exists a constant M > 0 such that |Dαxf(x, z)zβ| ≤ M for all (x, z)
and all |β| ≤ µ+ 2l + 2 + s. Hence there exists a C > 0 such that
|Dαxf(x, z)zβ| ≤ C(1 + |z|)−(l+1)
for all (x, z) and all |β| ≤ µ + l + 1 + s. This justifies the application of Lebesgue’s
theorem on dominated convergence. By induction we see that the derivatives of f̂ exist
and can be computed by taking limits under the integral sign. We obtain
DαxD
β
ξ f̂(x, ξ) = (−1)|β|
∫
Rl
(Dαxf)(x, z)z
βe−i<ξ,z> dz
for all |α| ≤ r and |β| ≤ µ+ l + 1 + s.
A similar argument shows that there exists an M > 0 such that∫
Rl
|DαxDβz f(x, z)xγzδ| dz ≤M
for all x, all |α| ≤ r, |β| ≤ µ+ l+ 1+ s, |γ| ≤ k + 1 and |δ| ≤ l+ 1. This intermediate
result is very important for the rest of this proof.
The second step is to verify that g is well-defined as the partial inverse Fourier
transform of
b(x, ξ) = ψ(ξ)f̂(x, ξ) .
But since ∫
Rl
|Dβz f(x, z)| dz ≤M ,
we get
|f̂(x, ξ)ξβ| = |(Dβz f) (̂x, ξ)| ≤M
for all (x, ξ) and |β| ≤ µ+ l + 1. Hence there exists a constant M1 > 0 such that
|f̂(x, ξ)|(1 + |ξ|)µ+l+1 ≤M1 .
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Since ψ has polynomial growth of order ≤ µ, we obtain
|b(x, ξ)| = |ψ(ξ)f̂(x, ξ)| ≤M2(1 + |ξ|)−(l+1) .
This shows that ξ 7→ b(x, ξ) is L1-integrable and that
g(x, z) = (2pi)−l
∫
Rl
ψ(ξ)f̂(x, ξ)ei<ξ,z> dξ
is well-defined for all x.
In the third part we verify that DαxD
β
z g exists and is continuous for all |α| ≤ r
and |β| ≤ s.
We have ∫
Rl
|DαxDβz f(x, z)| dz ≤M .
By applying the Fourier transformation we see
|Dαx f̂(x, ξ)ξβ| ≤M
for all |β| ≤ µ+ l + 1 + s and thus
|ψ(ξ)Dαx f̂(x, ξ)ξβ| ≤M1(1 + |ξ|)−(l+1)
for all (x, ξ), |α| ≤ r and |β| ≤ s. Again we can apply Lebesgue’s theorem to see that
DαxD
β
z g(x, z) = (2pi)
−l
∫
Rl
ψ(ξ)Dαx f̂(x, ξ)ξ
βei<ξ,z> dξ
exists and is continuous.
The last step is to prove that g ∈ L1(Rk × Rl).
We know ∫
Rl
|Dβz f(x, z)xγzδ| dz ≤M
and hence it follows by Fourier transformation that the function
(x, ξ) 7→ Dδξ f̂(x, ξ)xγξβ
is bounded for |β| ≤ µ+ l + 1, |γ| ≤ k + 1 and |δ| ≤ l + 1. Recall that
Dνξ b =
∑
λ+δ=ν
cλ,δ (Dλξψ)(D
δ
ξ f̂ )
and that {Dλξψ : |λ| ≤ l + 1} has polynomial growth of order ≤ µ. Thus we see that
(x, ξ) 7→ Dνξ b(x, ξ)xγξβ
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is bounded for |β| ≤ l + 1 which implies
|Dνξ b(x, ξ)xγ | ≤M1(1 + |z|)−(l+1)
for |γ| ≤ k+1 and |ν| ≤ l+1. We apply the inverse Fourier transformation and obtain
|g(x, z)xγzν | ≤M2 .
So the function
(x, z) 7→ g(x, z)(1 + |x|)k+1(1 + |z|)l+1
is bounded and g is L1-integrable.
The following conclusion finishes the proof of this lemma. Keeping x fixed we
see that ξ 7→ b(x, ξ) and z 7→ b#(x, z) = g(x, z) are continuous L1-functions. We can
apply the Fourier inversion Lemma 5.19 and obtain the desired equality
ĝ(x, ξ) = ψ(ξ)f̂(x, ξ) .
Remark 5.23. Let Q denote the subspace of all smooth functions f : Rk × Rl −→ C
such that f(x, z) = 0 for all z ∈ Rl and all x outside a compact subset of Rk, and such
that
(x, z) 7→ (1 + |z|)rDαxDβz f(x, z)
is bounded for all α ∈ Nk, β ∈ Nl and r ≥ 0. The definition of Q does not depend on
the choice of the norm on Rl.
Suppose that ψ : Rl −→ C is a smooth function such that all its derivatives
have polynomial growth. If f ∈ Q, then it follows from Lemma 5.20 that there exists
a smooth L1-function g ∈ Q such that Formula 5.21 holds. Arguments similar to
those in the proof of Lemma 5.20 show that g is again in Q. This assertion remains
true, if we replace Q by the space of Schwartz functions S(Rk × Rl).
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6 Computation of infinitesimal representations
Let M be an exponential solvable Lie group with Lie algebra m, and pi ∈ M̂ an
irreducible representation. In this section we describe two particular situations in
which it is easy to compute the infinitesimal representation dpi explicitly.
The assumptions on which these computations are carried out appear to be
very special, but we will see in the examples that they cover many relevant cases, in
particular for dimm ≤ 6.
Recall that, in order to apply Theorem 5.1 and Lemma 5.4, it is necessary to
find a triple (W,p, ψ) which separates ρ from the set {pis : s ∈ S}. The results of this
section turn out to be useful in that context.
We begin with some preliminary remarks. Since the Kirillov map
K : m/Ad∗(M) −→ M̂
is a bijection, there exists an f ∈ m∗ such that pi = K(f). Let p be a Pukanszky
polarization at f . By the definition of K, we obtain
pi = indMP χf ,
where P denotes the connected subgroup ofM with Lie algebra p, and χf the character
of P given by
χf (exp(X)) = eif(X) .
There exists a coexponential basis for p in m becauseM is connected, simply connected,
and solvable. Thus there is a smooth section
s :M/P ↪−→M
for the quotient map q : M →− M/P . Further, there exists a relatively invariant
measure dµ(ξ) on M/P . This shows that we can realize the unitary representation pi
in the Hilbert space L2(M/P, dµ) such that pi(m) is given by
(6.1) pi(m)ϕ (ξ) = ∆M,P (m)−1/2 χf
(
s(ξ)−1 m s(m−1 ·ξ)) ϕ(m−1 ·ξ)
for ϕ ∈ C0(M/P ) and ξ ∈M/P . Compare pp. 26-27 of [23].
In order to get concrete expressions for the unitary operators pi(m), we have to
compute the section s, the modular function ∆M,P , and the action of M on M/P
explicitly. Our goal is to calculate
(6.2) dpi(X)ϕ =
d
dt |t=0
pi(exp(tX))ϕ
for ϕ ∈ L2(M/P )∞, the subspace of pi-smooth vectors in L2(M/P ).
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6.1 Representations in general position
Let n be a nilpotent ideal of m such that [m,m] ⊂ n, and f ∈ m∗ in general position
such that m = mf + n.
Since f vanishes on the ideal [m, zn] = [mf , zn], we obtain zn ⊂ zm. Note that
zm is contained in any polarization at f .
Further, we assume that there exists a Pukanszky polarization p at f such
that
- p ∩ n is an ideal of n
- there exists a commutative subalgebra c of n such that m = c⊕ p, and such that
the map
c× P −→M, (C, p) 7→ exp(C)p
is a global diffeomorphism.
Clearly, the last assumption is equivalent to c −→ M/P, C 7→ q(exp(C)) being a
diffeomorphism, so that we can identify M/P and c. We obtain the smooth section
s :M/P = c ↪−→M, s(ξ) = exp(ξ)
for the quotient map q :M →− M/P = c, which is given by q(exp(C)p) = C.
Lemma 6.3.
(i) The action of M on M/P = c is given by exp(C)−1 ·ξ = ξ − C for C ∈ c and
p−1 ·ξ = Prc
(
Ad(p)−1ξ
)
for p ∈ P , where Prc denotes the linear projection onto the first summand of the
direct sum n = c⊕ (p ∩ n).
(ii) The Lebesgue measure dµ(ξ) of the vector space c is relatively invariant for the
action of M . Its modular function ∆M,P is trivial on N , and given by
∆M,P = det
(
Adm/p (p)
)
for p ∈ P .
Proof. First, we prove q ◦ exp = Prc as maps from n to c. Let C ∈ c and X ∈ p ∩ n.
The Campbell-Baker-Hausdorff-formula yields
exp(C +X) = exp(C) exp(−C) exp(C +X)
= exp(C) exp (H(−C,C +X))
= exp(C) exp
(
X +H ′(−C,C +X)) ,
where H denotes the Hausdorff-series, and H ′ the series obtained from H by omitting
the terms of first order. Since n is nilpotent, H and H ′ are polynomials. We obtain
H ′(−C,C +X) ∈ p ∩ n
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because p ∩ n is an ideal of n. This proves q(exp(C +X)) = C.
Now we obtain
exp(C)−1 ·ξ = q (exp(C)−1 exp(ξ)) = q(exp(ξ − C))
= ξ − C
for C ∈ c and
p−1 ·ξ = q (p−1 exp(ξ)) = q (p−1 exp(ξ)p)
= Prc
(
Ad(p)−1ξ
)
for p ∈ P . This finishes the proof of (i). Since ∆M,P (p) = ∆P (p)∆M (p)−1 for p ∈ P
and ∆M (m) = det (Adm (m) )
−1 holds for the modular function of any connected Lie
group, part (ii) becomes obvious.
An application of Lemma 6.3 yields the following explicit formulas for 6.1 and 6.2.
(i) Compute dpi(X) for X ∈ p such that [X, c] ⊂ c.
At first, we have
∆M,P (exp(X)) = etr(adm/p(X))
for all X ∈ p. Since c is ad(X)-invariant, we get
exp(X)−1 ·ξ = Ad (exp(X))−1 ξ .
From this it follows
pi (exp(X))ϕ (ξ) = e−
1
2
tr(adm/p(X)) eif(X) ϕ
(
Ad(exp(X))−1ξ
)
and hence
dpi(X)ϕ (ξ) = − < ∇ϕ(ξ) | [X, ξ] > − ( 1
2
tr(adm/p(X))− if(X)
)
ϕ(ξ)
for all X ∈ p such that [X, c] ⊂ c.
(ii) Compute dpi(C) for C ∈ c.
We have
pi (exp(C))ϕ (ξ) = ϕ(ξ − C)
and thus
dpi(C)ϕ (ξ) = − < ∇ϕ(ξ) | C >
for all C ∈ c.
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(iii) Compute dpi(Y ) for Y ∈ p ∩ n.
First, ∆M,P (exp(Y )) = 1 for Y ∈ p ∩ n. Since p ∩ n is an ideal of n, we
get
exp(Y )−1 ·ξ = Prc ( Ad(exp(Y ))ξ ) = ξ .
From this it follows
pi (exp(Y ))ϕ (ξ) = eif( Ad(exp(ξ))
−1Y ) ϕ(ξ)
and hence
dpi(Y )ϕ (ξ) = if( Ad(exp(ξ))−1Y ) ϕ(ξ)
for all Y ∈ p ∩ n.
(iv) Compute dpi(Z) for Z ∈ zm.
The center of M acts trivially on M/P . This observation shows
pi (exp(Z))ϕ (ξ) = eif(Z)ϕ(ξ)
and thus
dpi(Z)ϕ (ξ) = if(Z)ϕ(ξ)
for all Z ∈ zn.
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6.2 Representations of semi-direct products
Let us assume that m is a semi-direct sum of a subalgebra c and an ideal q. Then the
exponential solvable Lie group M = C nQ is a semi-direct product. Therefore we can
identify M/Q and C. The Haar measure of C is invariant with respect to the action
of M on M/Q = C.
Further, let g ∈ m∗ such that q is a Pukanszky polarization at g. It is a basic
result that the induced representation
ρ = indMQ χg
can be realized in L2(C) such that
ρ(r)ϕ (ξ) = ϕ(r−1ξ)
for r ∈ C and
ρ(x)ϕ (ξ) = χg(ξ−1xξ) ϕ(ξ)
for x ∈ Q. If c is commutative, then we obtain the following explicit formulas.
(i) Compute dρ(C) for C ∈ c.
We have
ρ(expC)ϕ (ξ) = ϕ(ξ − C)
and hence
dρ(C)ϕ (ξ) = − < ∇ϕ(ξ) | C >
for all C ∈ c.
(ii) Compute dρ(X) for X ∈ q.
We obtain
ρ(expX)ϕ (ξ) = eig(Ad(exp(ξ))
−1X) ϕ(ξ)
and thus
dρ(X)ϕ (ξ) = ig
(
Ad(exp(ξ))−1X
)
ϕ(ξ)
for all X ∈ q.
If c is not commutative, then we choose a Malcev basis b1, . . . , bk of c defining the
diffeomorphism
Φ : Rk −→ C, Φ(x) = exp(x1b1) . . . exp(xkbk) .
Using this identification, we realize the representation ρ in the Hilbert space L2(Rk)
and obtain
dρ(X)ϕ (ξ) = ig
(
Ad(Φ(ξ))−1X
)
ϕ(ξ)
for X ∈ q.
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7 Restriction to subquotients
This section is divided into three subsections. In the first one we investigate the
possibility of restricting to subquotients for certain locally compact groups. The next
one contains some notation and conventions for the exponential case. In the third
part we treat certain orbits of characters of the abelian Lie group K = Rm+1. The
motivation for the last part is that ’many’ problems for exponential Lie groups can be
reduced to the commutative case by applying the results of the first subsection.
7.1 The Heisenberg group as a normal subgroup
In this section we present another tool for the purpose of proving⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ
for certain unitary representations of a locally compact group M . The method of
restricting to subquotients, which we will apply here, relies on the results of Poguntke
in [26]. Under certain conditions it suffices to prove⋂
s∈S
kerL1(K,w) κs 6⊂ kerL1(K,w) λ
where K is proper subgroup of M and w is a continuous weight function on K. The
representations κs and λ of the Beurling algebra L1(K,w) are determined by pis
and λ. They have a considerably simpler form than the original ones. The Beurling
algebra L1(K,w) is related to subquotients of the group algebra L1(M). The purpose
of this subsection is to illustrate and prove Theorem 7.10.
First we describe the structure of the groups under investigation. Let M be a
locally compact group which contains the 3-dimensional, connected, and simply
connected Heisenberg group B as a normal subgroup. Assume that the center Z of
B is central in M . Furthermore, let us suppose that there exists a two-dimensional,
commutative, and connected subgroup A of B such that Z ⊂ A and such that A is
normal in M .
Let z ⊂ a ⊂ b denote the corresponding Lie algebras. Let us choose a basis
b1, b2, b3 of b such that [b1, b2] = b3 and such that a = 〈 b2, b3 〉. As usual we work with
coordinates of the second kind given by
(x, y, z) = exp(xb1) exp(yb2 + zb3) .
Here we suppress the diffeomorphism from R3 onto B. Then the group multiplication
of B is given by
(x, y, z)·(x¯, y¯, z¯) = (x+ x¯, y + y¯, z + z¯ − x¯y) .
The group M acts on the normal subgroup B by conjugation. Since Im : B −→ B,
Im(x, y, z) = m·(x, y, z)·m−1
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is a continuous group homomorphism, it follows from Theorem 4.2 on p. 84 of [16] that
Im is smooth for everym ∈M . It is easy to see that Ad :M −→ Aut(b), Ad(m) = dIm
is continuous. We obtain
Ad(m) =
 δ(m) 0 0−τ(m) δ(m)−1 0
−σ(m) ω(m) 1

with respect to the basis b1, b2, b3 from above, where δ : M −→ R>0 and σ, τ, ω :
M −→ R are continuous functions. Using the Campbell-Baker-Hausdorff formula for
the two-step nilpotent Lie group B, we obtain
Im(x, y, z) = (δ(m)x, δ(m)−1y − τ(m)x, z − σ(m)x+ ω(m)y + 12δ(m)τ(m)x
2) .
Since Ad :M −→ Aut(b) is a group homomorphism, we get the following formulas for
δ, σ, τ , and ω:
δ(mm¯) = δ(m)δ(m¯)
σ(mm¯) = σ(m)δ(m¯) + ω(m)τ(m¯) + σ(m¯)
τ(mm¯) = τ(m)δ(m¯) + δ(m)−1τ(m¯)
ω(mm¯) = ω(m)δ(m¯)−1 + ω(m¯)
For (x, y, z) ∈ B we have δ(x, y, z) = 1, σ(x, y, z) = y, τ(x, y, z) = 0 and ω(x, y, z) = x.
Now we describe the relevant unitary representations. Let us consider the fixed
character χ ∈ Â given by χ(0, y, z) = eiz. The closed subgroup H = {ω = 0} is the
stabilizer of χ in M , because
(m·χ) (0, y, z) = χ (m−1(0, y, z)m ) = ei(z+ω(m)y) .
In this section we study unitary representations κ of the subgroup H in some Hilbert
space K such that
κ(0, y, z) = χ(0, y, z)·Id .
The following simple observation will be useful.
Lemma. Let P be a closed subgroup of H such that A ⊂ P . Further let σ be a
unitary representation of P such that σ(a) = χ(a)·Id for all a ∈ A. Then the induced
representation κ = indHP σ also satisfies κ(a) = χ(a)·Id.
Now we compute the induced representation pi = indMH κ in terms of δ, σ and τ . We can
identify the homogeneous space M/H with R such that the quotient map is given by
q(m) = δ(m)ω(m). Then s(ξ) = (ξ, 0, 0) = exp(ξb1) defines a continuous cross-section
for q. The action of M on R is given by
m−1 ·ξ = δ(m)−1ξ − ω(m) .
Obviously, the Lebesgue measure is relatively invariant for this action with modular
function ∆M,H = δ. These considerations show how to realize the induced representa-
tion pi in the Hilbert space H = L2(R,K), compare also Section 6. Here we obtain
pi ((x, 0, 0)·h)ϕ (ξ) = δ(h)−1/2 eiµ(x−ξ,h) κ(h) ϕ (δ(h)−1(ξ − x))
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for h ∈ H, where
µ(x− ξ, h) = δ(h)−1σ(h)(x− ξ) + 1
2
δ(h)−1τ(h)(x− ξ)2 .
In particular we get
pi(x, y, z)ϕ (ξ) = eizei(x−ξ)y ϕ(ξ − x)
for (x, y, z) ∈ B. Note that pi|Z = χ·Id and pi|B = indBA(χ·Id).
The following lemma is a standard result, see for example pp. 57-62 in [5].
The proof of Proposition 7.1 is also motivated by [5].
Lemma. Let pi be defined as above. Let H∞ denote the dense subspace of pi-smooth
vectors in H = L2(R,K). Then every ϕ ∈ H∞ is continuous.
Proof. By definition pi(x, 0, 0) = τ(x) is a translation operator in H. If ϕ ∈ H∞, then
the limit
lim
h−→0
1
h
(τ(−h)ϕ− ϕ)
exists in L2. Hence ϕ is weakly differentiable in L2. Since K is a Hilbert space, the
Fourier transformation
ϕ̂(η) =
∫ ∞
−∞
e−iξη ϕ(ξ) dξ
defines an isometric isomorphism from L2(R,K) onto itself. This observation allows
us to prove a Sobolev lemma for K-valued functions. The claim of the lemma is now
obvious.
The conclusion of the following proposition is actually a consequence of Mackey’s
theory.
Proposition 7.1. The induced representation pi = indMH κ is irreducible if and only if
κ is irreducible.
Proof. If κ is reducible, then pi is also reducible because the inducing procedure
respects the formation of direct sums.
For the opposite implication, assume that κ is irreducible. By Schur’s lemma
it suffices to prove that the commutant pi(M)′ in B (L2(R,K)) is one-dimensional.
Let A ∈ pi(M)′. Since pi(0, y, 0) is equal to the multiplication operator Mχy with
χy(ξ) = e−iyξ, we see that A commutes with Mχy for all y ∈ R. But the subspace
generated by the characters {χy : y ∈ R} is dense in L∞(R) with respect to the
σ(L∞, L1)-topology. Thus it follows that A commutes with Mψ for all ψ ∈ L∞(R).
The next step is to verify that for all ξ ∈ R there exists a bounded operator
Aξ : K −→ K such that Aϕ (ξ) = Aξ ϕ(ξ). By the preceding lemma the subspace
K∞ = {ϕ(ξ) : ϕ ∈ H∞} of K is well-defined. The definition of K∞ is independent of ξ
because H∞ is invariant under translations. Obviously, K∞ is dense in K. Let ξ ∈ R
and ϕ ∈ H∞. It suffices to prove that
|Aϕ (ξ)| ≤ |A| |ϕ(ξ)| .
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Let  > 0 be arbitrary. Since ϕ and Aϕ are continuous, there exists a δ > 0 such that
|ϕ(η)| ≤ |ϕ(ξ)| +  and |Aϕ (η)| ≥ |Aϕ (ξ)| −  for all η ∈ U = (ξ − δ, ξ + δ). Let ψ
denote the characteristic function of the interval U . Finally, the inequality∫
U
|Aϕ (η)|2dη = |(MψA) ϕ|22 = |(AMψ) ϕ|22 ≤ |A|2|Mψ ϕ|22 = |A|2
∫
U
|ϕ(η)|2dη
implies
|Aϕ (ξ)| −  ≤ |A| (|ϕ(ξ)|+ ) .
Let  −→ 0. This finishes the proof of the existence of the Aξ. We have shown that A
is the direct integral of the bounded operators Aξ.
Since A commutes with the translation operators pi(x, 0, 0) for x ∈ R, it follows
that A0 = Aξ for all ξ ∈ R. We know
Api(h)ϕ (ξ) = δ(h)−1/2 eiµ(−ξ,h) A0 κ(h) ϕ(δ(h)−1ξ)
and
pi(h)Aϕ (ξ) = δ(h)−1/2 eiµ(−ξ,h) κ(h)A0 ϕ(δ(h)−1ξ)
for all ξ ∈ R and h ∈ H. This implies A0 κ(h) = κ(h)A0 for all h ∈ H. Since κ is
irreducible, we obtain A0 = λ Id for some λ ∈ C. This proves A = λ Id.
Next we introduce a certain quotient of L1(M). Let C0(M)χ denote the space of
continuous functions f : M −→ C such that f(mz) = χ(z)f(m) for all m ∈ M and
z ∈ Z, and such that the support of |f | is compact modulo Z. Let L1(M)χ denote the
completion of C0(M)χ with respect to the norm
|f |1 =
∫
M/Z
|f(m)|dm .
We provide L1(M)χ with the structure of a Banach ∗ -algebra:
(f ∗ g) (m) =
∫
M/Z
f(mn)g(n−1) dn and f∗ (m) = ∆M/Z(m)−1 f(m−1) .
The map Tχ : L1(M) −→ L1(M)χ given by
Tχ f (m) =
∫
Z
f(mz)χ(z) dz
is a homomorphism of Banach ∗ -algebras. It is even a quotient map of Banach spaces.
This is easy to see, if there exists a continuous cross-section s for the quotient map
q :M −→M/Z: Let v ∈ C0(Z) such that v ≥ 0 and |v|1 = 1. Then
Sχ f (m) = f(m) v
(
s(q(m))−1m
)
defines a linear, isometric cross-section for Tχ.
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Further, a non-degenerate, unitary representation pi of M factors over Tχ if
and only if pi|Z = χ·Id.
Similarly, we define the algebra L1(B)χ as a quotient of L1(B). Note that
L1(B)χ is contained in the adjoint algebra L1(M)bχ of L
1(M)χ by convolution from
the left:
(a ∗ f) (m) =
∫
B/Z
a(b)f(b−1m) db
For the definition of the adjoint algebra see §3 of [19]. There exists an approximate
identity for L1(M)χ in L1(B)χ, i.e., there exists a net (uλ) in L1(B)χ such that
| uλ ∗ f − f |1 −→ 0
for all f ∈ L1(M)χ. It is well-known that L1(B)χ is isomorphic to the covariance
algebra
L1
(
R, L1(R)
) ∼= L1 (R,A(R))
where A(R) denotes the Fourier algebra. Here the action of R on L1(R) is given
by at(x) = e−itxa(x). The action of R on A(R) is given by translation: at(x) = a(t+x).
There are many results on covariance algebras of the form L1(R,A) where R is
a locally compact group and A ⊂ C∞(R) is a translation invariant subalgebra
satisfying certain additional assumptions, see e.g. [21], [22], and [18]. The following
theorem has been obtained by Leptin in 1975. The conclusion of the theorem is true
under weaker assumptions on R and A. A proof can be found in §2 of [21] or in §3,
Theorem 4 of [22]. The idea for the proof of the density of E goes back to [18].
Theorem 7.2. Let R be a locally compact abelian group. In this case ∆R is trivial. Let
A be an involutive subalgebra of C∞(R) such that the following conditions are satisfied:
(i) A is a Banach algebra under a norm |·| such that |a|∞ ≤ |a| for all a ∈ A. The
inclusion A −→ C∞(R) is continuous with respect to the norm topologies.
(ii) A is invariant under translations at(x) = a(tx) by elements of R. The action of
R on A is isometric and strongly continuous with respect to the norm |·|
(iii) A is a regular function algebra. It is dense in C∞(R) in the ∞-norm by the
Stone-Weierstraß theorem
(iv) A0 = A ∩ C0(R) is dense in A with respect to the norm |·|
If a, b ∈ A, then (a ◦ b)(x) = ax b¯ defines a continuous function R −→ A. If a, b ∈ A0,
then the support of a ◦ b is compact: supp(a ◦ b) ⊂ supp(a) supp(b)−1.
The linear subspace E generated by the subset {a ◦ b : a, b ∈ A0} is dense in
the covariance algebra B = L1(R,A) in the L1-norm.
The algebra B = L1(R,A) is (topologically) simple: If I C B is a closed, two-
sided ideal of B, then I = 0 or I = B.
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Remark 7.3. Let a, b, c, d ∈ A and f, g ∈ B.
(i) The product in B is given by the convolution
f ∗ g (x) =
∫
R
f(xy)y g(y−1) dy .
(ii) If a ◦ b, c ◦ d ∈ B, then (a ◦ b) ∗ (c ◦ d) is in B and equal to < c, b > (a ◦ d). It
holds (a ◦ b)∗ = b ◦ a.
(iii) Let a ∈ A ∩ L1(R) such that |a|2 = 1 and such that (a ◦ a) ∈ B. Then p = a ◦ a
is a minimal hermitian idempotent in B, i.e., p2 = p = p∗ and p ∗ B ∗ p ∼= C.
(iv) Let a, b ∈ A ∩ L1(R) such that |a|2 = |b|2 = 1 and (a ◦ a), (b ◦ b) ∈ B. Then the
equalities a ◦ b = (a ◦ a) ∗ (a ◦ b) and (a ◦ b) ∗ (b ◦ a) = a ◦ a are valid.
Remark 7.4. Let us recall two useful density statements. Let p = a ◦ a be a non-zero
idempotent in B = L1(R,A) as above. By Theorem 7.2 we know that B is simple.
Thus the two-sided ideal B ∗ p ∗ B is dense in B. Additionally, let us assume that A
has an approximate identity. From §1 of [20] it follows that the covariance algebra
B = L1(R,A) has an approximate identity, too. In particular B ∗ B ∗ B is dense in B.
Now Theorem 7.2 implies that ∑
a,b∈A0
(a ◦ a) ∗ B ∗ (b ◦ b)
is dense in B.
We confine ourselves to the case R = R again.
Remark 7.5. Let u be the unique Gauß function in S(R) such that uˆ(ξ) = Ce−ξ2 ,
where we choose C > 0 such that |uˆ|2 = 1. Then
p(x, y, z) = e−iz (ux ∗ u)(y)
defines a minimal hermitian idempotent in L1(B)χ. An explicit evaluation of the
convolution ux ∗ u shows that p is L1-integrable modulo Z. If we consider p as an
element of L1
(
R, L1(R)
)
, then we have p(x) = ux∗u. In L1 (R,A(R)) we have p = uˆ◦uˆ.
It is well-known that A(R) is a Wiener algebra, see Chapter 1 of [30]. The isomorphism
L1(R) −→ A(R) given by Fourier transformation provides A(R) with a complete norm.
The subspace A0 = A ∩ C0(R) is dense in this norm. Clearly, the functions in A
separate points from closed sets. Now Theorem 7.2 and the preceding remarks yield
the following
Lemma 7.6. There exists a set Q ⊂ L1(B)χ of minimal hermitian idempotents with
the following properties:
(i) q2 = q = q∗ and q ∗ L1(B)χ ∗ q ∼= C for all q ∈ Q .
(ii) the two-sided ideal L1(B)χ ∗ q ∗ L1(B)χ is dense in L1(B)χ for q ∈ Q .
(iii) For every pair (q1, q2) ∈ Q×Q there exists an element vq1, q2 of L1(B)χ such that
v∗q1, q2 = vq2, q1, q1 ∗ vq1, q2 = vq1, q2, and vq1, q2 ∗ vq2, q1 = q1 for all q1, q2 ∈ Q .
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(iv) The subspace
∑
q1, q2∈Q
q1 ∗ L1(B)χ ∗ q2 is dense in L1(B)χ .
(v) The projector p(x, y, z) = e−iz (ux ∗ u)(y) is contained in Q .
The existence of such a ’rich’ set of idempotents has been exploited in [25] in order to
prove the symmetry of certain covariance algebras.
Let us define the closed subgroup K = {ω = σ = 0} of H. Since Y = exp(Rb2) is a
normal subgroup of H, we see that H is the semi-direct product of K and Y . We
consider the symmetric, continuous weight function w : K −→ R>0 given by
w(h) =
(
4
(
δ(h) + δ(h)−1
)2 + τ(h)2)1/4
and form the Beurling algebra L1(K,w) as well as the quotient L1(K,w)χ. Note that
(x, h) 7→ (x, 0, 0) h defines a homeomorphism from R×H onto M . The Haar measure
of M is given by
∫
M
f(m) dm =
+∞∫
−∞
∫
H
δ(h)−1 f ( (x, 0, 0) h ) dh dx .
In [26] Poguntke obtained the following remarkable result.
Theorem 7.7. For any minimal hermitian idempotent q ∈ Q there exists an
isomorphism Sq = Sχ, q of Banach ∗ -algebras from the quotient L1(K,w)χ of the
Beurling algebra L1(K,w) onto the subquotient q ∗L1(M)χ ∗ q of L1(M) such that the
following holds:
Let κ be an arbitrary unitary representation of the subgroup H of M in the
Hilbert space K such that κ(0, y, z) = eiz·Id for all (0, y, z) ∈ A. Let pi = indMH κ denote
the induced representation in H. Then there exists an isomorphism of Hilbert spaces
Vq : K −→ pi(q)H such that
pi(Sq f)ϕ =
(
Vq κ(f) V −1q
)
ϕ
holds for all f ∈ L1(K,w)χ and ϕ ∈ pi(q)H.
Proof. Let p(x, y, z) = e−iz (ux ∗ u)(y) be the projector from above. Then
(Vp η) (ξ) = uˆ(ξ)η
gives a unitary isomorphism from K onto pi(p)H. For f ∈ L1(K,w)χ we define
(Sp f) ( (x, 0, 0)h ) = f(h˙) Φ(x, h)
where h 7→ h˙ denotes the quotient map H −→ H/Y = K and the continuous function
Φ : R×H −→ C is given by
Φ(x, h) =
1
2pi
δ(h)1/2
+∞∫
−∞
uˆ(−s)uˆ(x− δ(h)s) e− 12 iδ(h)τ(h)s2 e−iσ(h)s ds .
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In Section (F), Theorem 1 of [26] Poguntke has shown that
Sp : L1(K,w)χ −→ p ∗ L1(M)χ ∗ p
is an isometric isomorphism of Banach ∗ -algebras which transforms pi into κ in the
sense of this theorem. The proof of the isometry of Sp depends on the following fact:
w(h) = δ(h)−1
+∞∫
−∞
+∞∫
−∞
|Φ (x, h(0, y, 0)) | dy dx .
An explicit computation of this integral is merely possible because uˆ is a Gauß function.
Now it is easy to prove the existence of Sq for arbitrary q ∈ Q : Let us con-
sider the map
ψ = ψq,p : p ∗ L1(M)χ ∗ p −→ q ∗ L1(M)χ ∗ q
given by ψ(f) = vq,p ∗ f ∗ vp,q. It is obvious that ψ is linear and bounded. Since
vp,q ∗vq,p = p, it holds ψ(f ∗g) = ψ(f)∗ψ(g). Since v∗p,q = vq,p , we have ψ(f∗) = ψ(f)∗.
Of course, the inverse of ψ is given by ψ−1(f) = vp,q ∗ f ∗ vq,p. Hence ψ is an isomor-
phism of Banach ∗ -algebras.
It is clear that Sq = ψq,p ◦ Sp and Vq = pi(vq,p) ◦ Vp are isomorphisms which
satisfy
pi(Sq f)ϕ =
(
Vq κ(f) V −1q
)
ϕ .
Remark 7.8. One verifies easily that the two-sided ideal L1(M)χ ∗ q ∗ L1(M)χ is
dense in L1(M)χ. Similarly, it follows that the subspace
∑
q1, q2∈Q q1 ∗ L1(M)χ ∗ q2
is dense in L1(M)χ : Since L1(B)χ contains an approximate identity for L1(M)χ, the
subspace L1(B)χ ∗ L1(M)χ ∗ L1(B)χ is dense in L1(M)χ. On the other hand, this
subspace is contained in the closure of
∑
q1, q2∈Q q1 ∗L1(M)χ ∗ q2 by property (iv) of
Lemma 7.6.
Remark 7.9. Let pi be an irreducible representation of L1(M)χ in a Hilbert space
H. Let U be a non-zero subspace of H. Then the subspace
∑
q∈Q pi(q)U is dense
in H. This follows immediately because this subspace is non-zero and its closure is
pi(M)-invariant. Here we use the fact that
∑
q1, q2∈Q q1 ∗ L1(M)χ ∗ q2 is dense in
L1(M)χ.
Theorem 7.10. Let {κs : s ∈ S} and λ be irreducible, unitary representations of the
subgroup H of M such that κs(0, y, z) = λ(0, y, z) = eiz ·Id for all (0, y, z) ∈ A. Let
pis = indMH κs and ρ = ind
M
H λ denote the corresponding induced representations. Then⋂
s∈S
kerL1(M) pis ⊂ kerL1(M) ρ
if and only if ⋂
s∈S
kerL1(K,w) κs ⊂ kerL1(K,w) λ .
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Proof. It is needless to say that
⋂
kerL1(M) pis ⊂ kerL1(M) ρ is equivalent to the
corresponding inclusion in L1(M)χ. The analogous statement holds for the kernels of
the representations κs and λ in L1(K,w) and L1(K,w)χ. Let us fix a q ∈ Q.
Let f ∈ L1(K,w)χ such that κs(f) = 0 for all s. We apply Theorem 7.7 and
obtain
pis(Sq f)ϕ =
(
Vq κs(f) V −1q
)
ϕ = 0
for all s and ϕ ∈ pi(q)H. This implies pis(Sq f)ϕ = 0 for all ϕ ∈ H because
Sq f ∈ q ∗ L1(M)χ ∗ q. Now our assumption implies Sq f ∈ kerL1(M)χ ρ and hence
f ∈ kerL1(K,w)χ λ.
For the opposite implication, let f ∈ L1(M)χ such that pis(f) = 0 for all s. It
follows pis(q ∗ f ∗ q) = 0. By Theorem 7.7 there exists a function h ∈ L1(K,w)χ
such that Sq h = q ∗ f ∗ q. It holds κs(h) = 0 for all s. Now our assumption implies
λ(h) = 0 and thus ρ(q ∗ f ∗ q) = 0. Since pis(f) = 0 implies pis(g1 ∗ f ∗ g2) = 0, the
same argument shows that we even get ρ(q ∗ g1 ∗ f ∗ g2 ∗ q) = 0 for all g1, g2 ∈ L1(M)χ.
Since the ideal L1(M)χ ∗ q ∗ L1(M)χ is dense in L1(M)χ, we obtain ρ(f) = 0.
The preceding theorem states that κ 7→ pi = indMH κ gives a homeomorphism from
Prim∗ L1(K,w)χ onto a subset of Prim∗ L1(M)χ where both of these sets of primitive
ideals carry the Jacobson topology.
Remark 7.11. We will apply Theorem 7.10 in order to prove⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ .
The representations κs and λ have a considerably simpler form than the induced rep-
resentations pis and ρ. It may be fairly easy to verify⋂
s∈S
kerL1(K,w) κs 6⊂ kerL1(K,w) λ .
To establish this relation, one has to find an f ∈ L1(K) which is integrable against the
weight function w and satisfies κs(f) = 0 for all s and λ(f) 6= 0.
The method of restricting to subquotients is a useful tool. The following proposition
allows us to iterate this procedure.
Proposition 7.12. Let q ∈ Q be a minimal hermitian idempotent and w the weight
function on K defined above. Let w0 be a (continuous, symmetric) weight function on
M which is constant on B−cosets. Then Sq maps L1(K,ww0)χ onto q∗L1(M,w0)χ ∗q.
Proof. Let us begin with a preliminary remark. We write
|f |1,w0 =
∫
M/Z
|f(m)| w0(m) dm
for f ∈ L1(M,w0)χ. Since w0 is constant on cosets of the normal subgroup B, we
obtain the estimation
|a ∗ f |1,w0 ≤ |a|1 |f |1,w0
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for a ∈ L1(B)χ and f ∈ L1(M,w0)χ. The analogous estimation holds for f ∗ a. This
proves that the subalgebra L1(M,w0)χ is invariant under convolutions by elements of
L1(B)χ from both sides. In particular
q ∗ L1(M,w0)χ ∗ q = q ∗ L1(M)χ ∗ q ∩ L1(M,w0) .
First we consider p(x, y, z) = e−iz(ux ∗ u)(y). We modify the proof of the isometry of
Sp in [26]. Since w0 is constant on B-cosets, we obtain
|Sp f |1,w0 =
+∞∫
−∞
∫
K/Z
+∞∫
−∞
δ(h)−1|f(h)| |Φ (x, h(0, y, 0)) | w0 ((x, 0, 0)h(0, y, 0)) dy dh dx
=
∫
K/Z
|f(h)| w0(h) δ(h)−1
+∞∫
−∞
+∞∫
−∞
|Φ (x, h(0, y, 0)) | dy dx dh
=
∫
K/Z
|f(h)| w(h)w0(h) dh
= |f |1,ww0
This shows that Sp yields an isometric isomorphism from L1(K,ww0)χ into the sub-
quotient p ∗ L1(M,w0)χ ∗ p. For the surjectivity of Sp we consider
(Tp F )(h) =
+∞∫
−∞
+∞∫
−∞
Ψ(x, h(0, y, 0)) F ( (x, 0, 0)h(0, y, 0) ) dy dx
for F ∈ L1(M)χ and h ∈ K, where Ψ : R×H −→ C is given by
Ψ(x, h) = δ(h)−1/2
+∞∫
−∞
uˆ(−s) uˆ(x− δ(h)s) e 12 iδ(h)τ(h)s2 eiσ(h)s ds .
In [26] it has been shown that Tp is a continuous, linear map from L1(M)χ onto
L1(K,w)χ such that
p ∗ F ∗ p = Sp(Tp F ) .
To prove the continuity of Tp with respect to the norms | · |1,w and | · |1, one uses the
fact that
δ(h) |Ψ( x, h(0, y, 0) ) | w(h) ≤ 2
for all x, y ∈ R and all h ∈ K. Similarly, we obtain that Tp is continuous with respect
to the norms | · |1,w0 on L1(M,w0)χ and | · |1,ww0 on L1(K,ww0)χ. This proves that Sp
maps L1(K,ww0)χ onto p ∗L1(M,w0)χ ∗ p. Since the ψq,p leave L1(M,w0)χ invariant,
we see that the conclusion of the lemma holds for arbitrary q ∈ Q.
On the Heisenberg group B we define the symmetric, polynomial weight function
w1(x, y, z) = (1 + |x|)(1 + |y|) .
Note that w1 is constant on the center Z of B and hence constant on Z-cosets. Let
us consider the quotient L1(B,w1)χ of the Beurling algebra L1(B,w1). It is easy
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to see that the projector p(x, y, z) = e−iz (ux ∗ u)(y) is in L1(B,w1)χ. If we recall
the arguments for the proof of Lemma 7.6, then we see that there exists a subset
Q′ of L1(B,w1)χ such that the conditions (i) to (v) of Lemma 7.6 are satisfied with
L1(B,w1)χ instead of L1(B)χ.
In analogy to Proposition 7.12 the following proposition treats a situation when
the weight function w0 is not constant on B-cosets.
Proposition 7.13. Let q ∈ Q′ be arbitrary and w the weight function defined above.
Let w0 be a symmetric weight function on M and D0 > 0 such that
w0(b) ≤ D0 w1(b)
for all b ∈ B. Then Sq maps L1(K,w9w0) into q ∗ L1(M,w0) ∗ q.
Proof. Let w′0 denote the restriction of w0 to B. Our assumption on w0 implies
L1(B,w1)χ ⊂ L1(B,w′0)χ. The inequality
| a ∗ f |1,w0 ≤ | a |1,w′0 | f |1,w0
shows that L1(M,w0)χ is invariant under convolution by elements of L1(B,w′0)χ. In
particular the ψq,p leave L1(M,w0)χ invariant. Thus it suffices to prove the assertion
of the lemma for the projector p(x, y, z) = e−iz (ux ∗ u)(y). We have to prove the
existence of a constant D > 0 such that
| Sp f |1,w0 ≤ D | f |1,w9w0
for all f ∈ L1(K,w9w0)χ. Let D = D20/2. It will be convenient to define
α(h) =
(
(1 + δ(h)2)2 +
1
4
δ(h)2τ(h)2
)1/2
for h ∈ H. Then we have α(h) ≥ 1 + δ(h)2. Since w(h)2 = 2δ(h)−1α(h), we obtain
δ(h) ≤ 12w(h)2. A first estimation is
| Spf |1,w0 =
+∞∫
−∞
∫
K
+∞∫
−∞
δ(h)−1|(Spf) ( (x, 0, 0)h(0, y, 0) ) | w0 ( (x, 0, 0)h(0, y, 0) ) dydhdx
≤ D20
∫
K
|f(h)|w0(h)
+∞∫
−∞
+∞∫
−∞
δ(h)−1|Φ (x, h(0, y, 0) ) | (1 + |x|)(1 + |y|)dydxdh
We have to control the inner double integral. By definition Φ is essentially the Fourier
transform of a Gauss function with certain parameters. We compute the absolute value
of Φ explicitly and obtain
|Φ (x, h(0, y, 0) ) | = 1
pi
√
2
δ(h)1/2α(h)−1/2 e−(y
2+(δ(h)y+δ(h)τ(h)x)2+4(1+δ(h)2)x2)/4α(h)2
≤ 1
pi
√
2
δ(h)1/2α(h)−1/2 e−y
2/4α(h)2 e−(1+δ(h)
2)x2/α(h)2 .
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Now we use the fact that
+∞∫
−∞
(1 + |y|) e−ay2 dy ≤ 2
√
pi
a
for 0 < a ≤ 1. This observation yields
+∞∫
−∞
+∞∫
−∞
δ(h)−1 |Φ (x, h(0, y, 0) ) |(1 + |x|)(1 + |y|) dy dx
≤ δ(h) ( 2δ(h)−1α(h) )7/2 ≤ w(h)9/2 .
Finally we see | Sp f |1,w0 ≤ D | f |1,w9w0 . This finishes the proof of our lemma.
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7.2 The case of exponential Lie groups
In the preceding subsection we studied certain representations of a locally compact
group M containing a 3-dimensional Heisenberg group B as a normal subgroup such
that M acts exponentially on its Lie algebra b by adjoint representation. In this
section we consider the case of M itself being an exponential Lie group. The mere
purpose of this part is to relate the results of Subsection 7.1 to the Kirillov picture ofM .
Let M be an exponential Lie group and m its Lie algebra. Assume that the
3-dimensional Heisenberg group B is a normal subgroup of M as in Subsection 7.1.
Let h denote the Lie algebra of the closed, connected subgroup H = {ω = 0}, and k
the Lie algebra of K = {ω = σ = 0}. Obviously zm ⊂ k. Note that m = Rb1 + h and
h = k+ Rb2. We omit the proof of the following simple
Lemma. Let X ∈ m. Then X ∈ h if and only if [X, b2] ∈ Rb2. Further X ∈ k if and
only if [X, b2] ∈ Rb2 and [X, b1] ∈ Rb1 + Rb2.
Let f ∈ m∗ such that f(b3) = 1 and f(b2) = 0. Let f¯ = f |h. There exists a Pukanszky
polarization p ⊂ h at f¯ ∈ h∗ such that a ⊂ p. Since [h, a] ⊂ ker f and
Ad∗(exp(yb2))f (b1) = f(b1) + y ,
it follows that p is a Pukanszky polarization at f ∈ m∗. Note that κ = indHP χf satisfies
κ(0, y, z) = eiz. By definition of the Kirillov map and by induction in stages we obtain
pi = K(f) = indMH κ .
If we regard κ as a representation of the quotient K = H/Y , then κ = indKK∩P χf .
Remark 7.14. Let g ∈ m∗ and {fs : s ∈ S} ⊂ m∗ such that fs(b3) = g(b3) = 1 and
fs(b2) = g(b2) = 0. Assume that there exists a common Pukanszky polarization p at fs
and g such that a ⊂ p ⊂ h. Let us define pis = indMP χfs , ρ = indMP χg, κs = indKK∩P χfs
and λ = indKK∩P χg. It follows from Theorem 7.10 that the relation⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ
is equivalent to ⋂
s∈S
kerL1(K,w) κs 6⊂ kerL1(K,w) λ .
Remark 7.15. Finally we describe an advantageous choice of coordinates for M : Let
e1, . . . , ek be in k such that the canonical images of these vectors in k/zm form a Malcev
basis. If we define Φ1 : Rk −→M ,
Φ1(w) = exp(w1e1) · . . . · exp(wkek) ,
then
Φ(x,w, y, Z) = exp(xb1)Φ1(w) exp(yb2 + Z)
gives a global diffeomorphism form R×Rk×R× zm onto M . Note that the restriction
of Φ to Rk × zm gives a coordinate diffeomorphism for K.
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7.3 Orbits in the dual of commutative Beurling algebras
Let us describe the aim of this subsection: Let K be a vector group, i.e., the additive
group of a finite-dimensional real vector space. We will prove the relation⋂
s∈S
kerL1(K,w) χs 6⊂ kerL1(K,w) ζ
for certain subsets (orbits) Ω = {χs : s ∈ S} ⊂ K̂ and certain characters ζ ∈ K̂ \Ω.
Here S is an arbitrary index set and L1(K,w) denotes the Beurling algebra with respect
to the exponential weight function w on K. One can easily guess the way in which
these results enter in our investigation: If M is an exponential Lie group, then the
problem of verifying ⋂
s∈S
kerL1(M) pis 6⊂ kerL1(M) ρ
can sometimes be reduced to the commutative situation described above by applying
the method of restricting to subquotients. Especially Theorem 7.17 will turn out to
be helpful.
Let k = Re0 ⊕ z and z = z1 ⊕ . . . ⊕ zm be a direct sum decomposition of the
Lie algebra k of K, which induces a decomposition of k∗. Here e0 ∈ k and the zν are
subspaces of k, typically of dimension one or two. Let us fix a Euclidean norm on
z∗ν for each ν. This gives a Euclidean norm on z∗: | ξ |2 =
∑m
ν=1| ξν |2. As usual we
identify K̂ and k∗ by χ(X) = eif(X) so that the Fourier transformation is given by
ĥ(χ) = ĥ(f) and
ĥ(τ, ξ) =
+∞∫
−∞
∫
z
h(t, Z) e−itτ e−i〈Z,ξ〉 dt dZ
for h ∈ L1(K). Here 〈Z, ξ〉 denotes the standard duality between z and z∗.
For c > 0 we consider the exponential weight function w(t, Z) = ec|t| on K.
Then L1(K,w) becomes an involutive Banach algebra because w is continuous
and symmetric. Since ĥ can be extended to a holomorphic function in the strip
−c < Im(t) < c of the complex plane, we see that for h ∈ L1(K,w) the Fourier
transform ĥ is real analytic in t. This is a severe constraint on ĥ.
Now we sketch the leading idea for the proof of the following theorems: Let us
assume that the subset Ω = {fs : s ∈ S} ⊂ k∗ is a graph in the sense that
fs(e0) = γ( fs | z ) for a suitable function γ on z∗. If we define
ĥ(τ, ξ) =
(
eτ − eγ(ξ)
)
e−τ
2−|ξ|2 ,
then ĥ(fs) = 0 for all s. The essential step is to verify that the inverse Fourier transform
h of ĥ is well-defined and in L1(K,w). Let d = dim z. If γ is such that v(ξ) = eγ(ξ)
is continuously differentiable up to order d + 1 and such that |v(ξ)| ≤ ea|ξ| holds for
some a > 0 and all ξ ∈ z∗, then indeed h ∈ L1(K,w). In the sequel we will consider
the case that γ has the form γ(ξ) = γ0( |ξ1|, . . . , |ξm| ) where γ0 is a slowly increasing,
smooth function on the open subset V = {r : rj > 0 for all j} of Rm. If r tends to the
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boundary of V in Rm, then we allow singularities of the form γ0(r) −→ −∞. Typically
γ0 is a polynomial in log rj . We provide the details and begin with the following simple
Lemma 7.16. Let g ∈ k∗ and {fs : s ∈ S} be a subset of k∗ such that fs(e0) = f0
for all s ∈ S and g(e0) 6= f0. Then there exists a function h ∈ L1(K,w) such that
ĥ(fs) = 0 for all s and ĥ(g) 6= 0.
Proof. If we define
ĥ(τ, ξ) =
(
eτ−f0 − 1
)
e−τ
2−|ξ|2 ,
then ĥ(fs) = 0 and ĥ(g) 6= 0. The explicit computation of the inverse Fourier transform
h of ĥ shows that h is also a sum of two Gauß functions and thus in L1(K,w).
A similar argument yields
Theorem 7.17. Let g ∈ k∗ and {fs : s ∈ Rm} ⊂ k∗ such that | fs | zν | = e−sν for
1 ≤ ν ≤ m and
fs(e0) = f0 +
m∑
ν=1
ανsν .
Here sν denotes the ν-th component of the vector s ∈ Rm and α1, . . . , αm are fixed
coefficients. We define I = {1 ≤ ν ≤ m : αν 6= 0} and I0 = {ν ∈ I : g | zν = 0}. We
assume that one of the following conditions is satisfied:
(i) I0 = ∅ and g(e0) 6= f0 −
m∑
ν=1
αν log| g | zν | ,
(ii) I0 6= ∅ and either {αν : ν ∈ I0} ⊂ (−∞, 0) or {αν : ν ∈ I0} ⊂ (0,+∞) .
Then there exists a function h ∈ L1(K,w) such that ĥ(fs) = 0 for all s ∈ Rm and
ĥ(g) 6= 0.
Remark. The preceding theorem includes the case I = ∅ in which fs(e0) = f0. Let
Ω = {fs : s ∈ S}. If I0 6= ∅, then the assumption concerning the signs of the coefficients
{αν : ν ∈ I0} is necessary. If this condition is not satisfied, then g ∈ Ω is possible and
this means that g cannot be separated from Ω by a continuous function ĥ.
Proof of Theorem 7.17. Let d = max{dim zν : 1 ≤ ν ≤ m}. In any case the
assumptions of our theorem imply that there exists an α ∈ R× such that ααν > 2d+3
for all ν ∈ I0. Further there is an  > 0 such that | g | zν | >  for all ν ∈ I \ I0. Let us
choose a function u0 ∈ C∞(R) such that u0 = 0 on [−/2, /2] and u0 = 1 on R\(−, ).
Let
u(ξ) =
∏
ν∈I\I0
u0( | ξν | )
for ξ ∈ Rm. Further we set
v(ξ) =
∏
ν∈I
| ξν |ααν
Note that the function uv is continuously differentiable up to order d+1. Now we can
define a function ĥ on k∗ = R⊕ z∗ by
ĥ(τ, ξ) = u(ξ)
(
e−α(τ−f0) − v(ξ)
)
e−τ
2−|ξ|2 .
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By definition ĥ(fs) = 0 for all s ∈ Rm. If I0 = ∅ and g0 6= f0 −
m∑
ν=1
αν log| g | zν |, then
ĥ(g) =
(
e−α(g0−f0) − e
Pm
ν=1 ααν log| g | zν |
)
e−
Pm
ν=0 | g | zν |2 6= 0 .
If I0 6= ∅, then
ĥ(g) = e−α(g(e0)−f0) e−
Pm
ν=0 | g | zν |2 6= 0 .
Thus we see that ĥ(g) 6= 0. Clearly ĥ has the form ĥ(τ, ξ) = ĥ1(τ, ξ)− ĥ2(τ, ξ) where
ĥj(τ, ξ) = ĥj,0(τ)ĥj,1(ξ1)· . . . ·ĥj,m(ξm)
(for j = 1, 2) is a tensor product of functions ĥj,ν on z∗ν which are continuously
differentiable up to order d + 1 such that these derivatives are also in L1(z∗ν). The
Fourier inversion theorem implies that there exist functions hj,ν in L1(z∗ν) whose
Fourier transform equals ĥj,ν .
Note that the functions ĥj,0 are Gauß functions. An explicit computation of
the inverse Fourier transform shows that the hj,0 are also Gauß functions.
If we define hj = hj,0 ⊗ . . . ⊗ hj,m for j = 1, 2 and h = h1 − h2, then it is
easy to see that h ∈ L1(K,w) and that ĥ is indeed the Fourier transform of h. This
finishes the proof of our theorem.
Proposition 7.18. Let m = 1. Let g ∈ k∗ and {fs : s ∈ R} a subset of k∗ such that
| fs | z | = e−s and
fs(e0) = f0 +Q(s)
where Q is a polynomial function in one real variable such that Q(0) = 0. Assume that
one of the following conditions holds:
(i) Q = 0 and g(e0) 6= f0 ,
(ii) Q 6= 0, g | z 6= 0, and g(e0) 6= f0 +Q(− log| g | z | ) ,
(iii) Q 6= 0 and g | z = 0 .
Then there is a function h ∈ L1(K,w) such that ĥ(fs) = 0 for all s ∈ R and ĥ(g) 6= 0.
Proof. If Q = 0, then we define v(ξ) = 1 for all ξ. If Q 6= 0, then we choose an α 6= 0
such that the leading coefficient of the polynomial αQ is greater than 2d+ 3. Now we
define
v(ξ) = e−αQ(− log| ξ | )
for ξ ∈ z∗. The derivatives of first order of v are given by
(∂jv)(ξ) = αξj Q′(− log| ξ | ) e−Q1(− log| ξ | )
for 1 ≤ j ≤ d where Q1(η) = αQ(η)− 2η for η ∈ R. By induction it follows that
(∂νv)(ξ) = Rν(ξ)Sν(− log| ξ | ) e−Qν(− log| ξ | )
for any multi-index ν ∈ Nd such that | ν | ≤ d. Here Rν is a polynomial function on
z∗, Sν and Qν are polynomial functions on R such that the leading coefficient of Qν
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is greater than 2(d − | ν |) + 1. This shows that v is continuously differentiable up to
order d + 1. Clearly, the functions (∂νv)(ξ) e−| ξ |2 are in L1(z∗) for all | ν | ≤ d + 1.
Now we can define the function ĥ on k∗ by
ĥ(τ, ξ) =
(
e−α(τ−f0) − v(ξ)
)
e−τ
2−ξ2 .
Obviously ĥ(fs) = 0 for all s ∈ R and ĥ(g) 6= 0. Furthermore we have ĥ = ĥ1 − ĥ2
where ĥj = ĥj,1 ⊗ ĥj,2 for j = 1, 2 is a tensor product of a Gauss function ĥj,0 and a
function ĥj,1 which is differentiable up to order d+1 such that these derivatives are in
L1(z∗). By the Fourier inversion theorem we find a function h = h1 − h2 in L1(K,w)
whose Fourier transform equals ĥ. This completes our proof.
The following theorem is a slight generalization of the preceding assertions.
Theorem 7.19. Let {fs : s ∈ Rm} ⊂ k∗ such that | fs | zν | = e−sν for 1 ≤ ν ≤ m and
fs(e0) = f0 +
m∑
ν=1
Qν(sν)
where Qν is a polynomial function in one real variable such that Qν(0) = 0. We define
I = {1 ≤ ν ≤ m : degQν ≥ 1} and I0 = {ν ∈ I : g | zν = 0}. For ν ∈ I let αν denote
the leading coefficient of the polynomial Qν . Let g ∈ k∗ such that one of the following
conditions is satisfied:
(i) I0 = ∅ and g(e0) 6= f0 +
m∑
ν=1
Q(− log| g | zν | ) ,
(ii) I0 6= ∅ and either {αν : ν ∈ I0} ⊂ (−∞, 0) or {αν : ν ∈ I0} ⊂ (−∞, 0) .
Then there exists a function h ∈ L1(K,w) such that ĥ(fs) = 0 for all s ∈ Rm and
ĥ(g) 6= 0.
Proof. Let α 6= 0 such that ααν > 2d + 3 for all ν ∈ I0, where d is defined as above.
Let  > 0 be such that | g | zν | > 0 for all ν ∈ I \ I0. Define u0 and u as in the proof of
Theorem 7.17. Let
v(ξ) =
∏
ν∈I
e−αQν(− log| ξν |)
if ξν > 0 for all ν ∈ I and v(ξ) = 0 else. Then we can define
ĥ(τ, ξ) = u(ξ)
(
e−α(τ−f0) − v(ξ)
)
e−τ
2−|ξ|2
and proceed as in the proof of Theorem 7.17.
Remark 7.20. We insist that the point in the proof of Theorem 7.17 and 7.19 is
the solution of a Fourier multiplier problem: The crucial step is to find a solution
g ∈ L1(Rm) of the equation
ĝ(ξ) = u(ξ)v(ξ) e−|ξ|
2
where the Gauss function is given and the multiplier ψ(ξ) = u(ξ)v(ξ) is sufficiently
often continuously differentiable. Note that ξ 7→ ψ(ξ)e−|ξ|2 is decaying rapidly.
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8 Exponential modules
In this section we provide some results of linear algebra concerning weight space
decompositions of modules over nilpotent Lie algebras, compare Chapter 11 of [32]. In
doing so we pay attention to the particularities of exponential actions. This exposition
should serve as background knowledge for the classification of nilpotent Lie algebras
s acting on stabilizers m containing a given nilpotent Lie algebra n, that will be
performed in the next sections.
Let s be a real Lie algebra. Let V be a finite-dimensional, real vector space
and VC its complexification. We assume that s acts on V as a nilpotent Lie
algebra of linear endomorphisms. If ϕ : s −→ End(V ) denotes this representation,
then ϕ(s) ⊂ End(V ) is a nilpotent subalgebra.
It is well-known that there exists a weight space decomposition of V in this
situation, see Chapter 11, Section 3 of [32]. We regard s∗ = HomR(s,C) as a complex
vector space. Let ∆ ⊂ s∗ denote the set of all weights of the s-module V . If γ ∈ ∆,
then (VC)γ denotes the non-trivial weight space of weight γ. We obtain the following
direct sum decomposition:
VC =
⊕
γ∈∆
(VC)γ .
If γ is real, then (VC)γ is invariant under complex conjugation. In this case we define
Vγ = (VC)γ ∩ V . If γ is not real, then γ¯ ∈ ∆ because the action of s on VC commutes
with complex conjugation. The direct sum (VC)γ ⊕ (VC)γ¯ is invariant under complex
conjugation and we define Vγ = ( (VC)γ ⊕ (VC)γ¯ )∩ V . Let us choose a subset ∆0 of ∆
which contains the real weights γ in ∆ and a representative γ for any pair (γ, γ¯) in ∆
such that γ 6= γ¯. From these definitions it follows that
V =
⊕
γ∈∆0
Vγ .
Without proof we note the following fact.
Lemma 8.1. Assume that the Lie algebra s acts as a (nilpotent) Lie algebra of deriva-
tions on the Lie algebra V . Then the commutator relations
[Vγ , Vδ] ⊂ Vγ+δ + Vγ+δ
hold for the weight spaces of the s-module V .
Additionally we assume that s acts exponentially on the vector space V in the
sense that γ(d) 6∈ iR× for all d ∈ s and γ ∈ ∆. Equivalent conditions are that
ker γ = kerRe γ ⊂ ker Im γ, or that there exists a λ ∈ R such that γ = (1 + iλ)Re γ,
for any γ ∈ ∆. In a slightly more general setting we obtain
Lemma 8.2. Let s be a real vector space and γ1, . . . , γm ∈ s∗ = HomR(s,C) such that
γν(d) 6∈ iR× for all d ∈ s and 1 ≤ ν ≤ m.
(i) Then dimR V − dimR
m⋂
k=1
ker γk = dimC 〈 γ1, . . . , γm 〉. This means that the
C-linear span of γ1, . . . , γm is equal to (V/
m⋂
k=1
ker γk)∗.
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(ii) If γ1, . . . , γm are C-linearly independent, then there exist elements d1, . . . , dm in
s such that Re γµ(dν) = δµν for all 1 ≤ µ, ν ≤ m.
Proof. If m = 1, the claim of (i) is obvious. Assume that the assertion of (i) holds for
some m ≥ 1. Set Um = ∩mk=1 ker γk. Then it follows
dimR Um+1 = dimR Um − dimR Um/Um+1
= dimR V − dimC〈 γ1, . . . , γm 〉 − dimR Um/Um+1
= dimR V − dimC〈 γ1, . . . , γm+1 〉
by induction. Here we use the fact that γm+1 = 0 on Um if and only if γm+1 ∈
〈 γ1, . . . , γm 〉. The proof of (ii) is again by induction and uses (i).
Let s be a Lie algebra acting as nilpotent Lie algebra and exponentially on the real
vector space V . The ideal s0 = ∩γ∈∆ ker γ consists of all elements of s acting nilpotently
on V . Let {γ1, . . . , γm} be a maximal set of linearly independent weights in ∆. By
the way, note that the set {γ, γ¯} is linearly dependent. The preceding lemma implies
m = dimR s/s0. Further we can choose a basis d1, . . . , dm of s modulo s0 such that
Re γµ(dν) = δµν
for all 1 ≤ µ, ν ≤ m. If γµ is not real, then there exists a λµ ∈ R such that
γµ(dν) = (1 + iλµ)δµν
for all 1 ≤ ν ≤ m. The following general result is useful.
Remark. Let V be a real vector space. Any A ∈ End(V ) extends to linear endomor-
phism A of the complexification VC. The transpose At of A is given by
(Atf)(v) = f(Av)
for f ∈ V ∗ = HomR(V,R) and v ∈ V .
Let γ be an eigenvalue of A. If γ ∈ R, then there exists an eigenvector v ∈ V
for γ which spans the one-dimensional A-invariant subspace U = Rv. In coordinates
of this basis of U , A is multiplication by γ on R. Further At is multiplication by γ in
coordinates of the dual basis of U∗.
If γ ∈ C\R, then there exist an eigenvector v ∈ VC for γ. Since A commutes
with complex conjugation, v¯ is an eigenvector for γ¯. The vectors v1 = Im v and
v2 = Re v span a two-dimensional A-invariant subspace U = Rv1 + Rv2 of V . Note
that ARe v = ReAv and A Im v = ImAv. In coordinates of this basis of U , A is
(complex) multiplication by γ on R2 = C. Further At is multiplication by γ¯ in
coordinates of the dual basis of U∗.
Remark 8.3. Let S be a Lie group with Lie algebra s. Let Φ be a representation
of the group S in a finite-dimensional, real vector space V . Then s acts on V via
the associated infinitesimal representation ϕ. Assume that s acts as a nilpotent Lie
algebra and exponentially on V so that there exists a weight space decomposition.
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Then we can choose γ1, . . . , γm and d1, . . . , dm as above. Further we define a smooth
map E : Rm −→ S by
E(s) = exp(s1d1)·. . .·exp(smdm)
using the exponential function exp : s −→ S.
Let 1 ≤ µ ≤ m be arbitrary. If γµ is real, then we define Uµ to be the one-
dimensional subspace generated by some eigenvector v ∈ V of weight γµ. This basis
defines coordinates and a Euclidean norm on Uµ. If γµ is not real, then we define Uµ
to be the two-dimensional subspace spanned by Im v and Re v for some eigenvector
v ∈ VC of weight γµ, compare the preceding remark. Again this defines a coordinate
system and a Euclidean norm on Uµ.
Let f ∈ V ∗ be such that fµ = f |Uµ is non-zero for all 1 ≤ µ ≤ m. We can
scale the basis vectors of Uµ such that |fµ| = 1. Here the norm is the Euclidean one
with respect to the dual basis of U∗µ. Recall that the dual representations of Φ and ϕ
are given by
Φ(a) = Φ(a−1)t and ϕ∗(d) = −ϕ(d)t
for a ∈ S and d ∈ s. Now let us define
fs = Φ∗(E(s))f
for s ∈ Rm. Since Φ∗(exp d) = exp(ϕ∗(d)), we know the dual action of S on U∗µ
by the preceding remark. It is easy to see that fs |Uµ = e−sµ fµ if γµ is real, and
fs |Uµ = e−sµ(1−iλµ) fµ if γµ is not real. In any case we see that we can retrieve the
variable s by
sµ = − log | fs|Uµ |
from the dual action of the group S.
We conclude this section with the following observation: The Euclidean norm
on z∗ν defines the polynomial function cµ(h) = |h|2 on V ∗ so that cµ(fs) = e−2sµ . If γµ
is real, then cµ(f) = v2(f) = f(v)2 where v ∈ V is an eigenvector of weight γµ. If γµ
is not real, cµ(f) = (v21 + v
2
2)(f) = f(v1)
2 + f(v2)2 where v1 = Im v and v2 = Re v for
some eigenvector v ∈ VC.
Lemma 8.4. Let s, V , γ1, . . . , γm, and d1, . . . , dm be as above. For 1 ≤ µ ≤ m there
exists an (s-irreducible) subspace Uµ of V and a Euclidean norm on U∗µ such that
sµ = − log| fs |Uµ | .
These Euclidean norms define the polynomial functions cµ(h) = |h |Uµ |2 on V ∗.
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9 Nilradical is a filiform algebra
More precisely, in this section we study the representation theory of an exponential
solvable Lie group G whose Lie algebra g contains a coabelian, nilpotent ideal n which
is a trivial extension of a filiform algebra of arbitrary dimension. This section is divided
into three subsections. In the first subsection we describe the algebraic structure of g.
The next two subsections are devoted to the investigation of the unitary representations
of G, first in the central case and then in the non-central case.
9.1 The structure of g
Let g be an exponential solvable Lie algebra which contains a nilpotent ideal n such
that n ⊃ [g, g]. Let k ≥ 2. Assume that n is (k + 1)-step nilpotent and that
(9.1) n ⊃
1
c ⊃
1
b ⊃
d−1
C1n ⊃
1
. . . ⊃
1
Ckn ⊃
1
{0}
is a descending series of characteristic ideals of n where b = C1n + zn and C1n is
commutative. The centralizer c of C1n in n is also a commutative ideal. The center zn
is d-dimensional. The nilpotent ideal n is (k + 2 + d)-dimensional and for 1 ≤ ν ≤ k
the commutator ideal Cνn has dimension k+1−ν. Note that our assumptions include
the case of the (k + 1)-step nilpotent filiform algebra if d = dim zn = 1.
Further let m be a non-nilpotent ideal of g with n ⊂ m and such that there
exists an f ∈ m∗ with m = mf + n. Assume that f is in general position in the
following sense: If a ⊂ m is a non-trivial ideal of g, then f(a) 6= 0. Since f vanishes
on the ideal [m, zn] = [mf , zn] of g, it follows zn ⊂ zm.
If g = m, then in particular g = gf ′ + n so that the orbit Ad∗(G)f ′ = Ad∗(N)f ′ is
closed. Consequently there are no functionals g ∈ m∗ which are critical for the orbit
Ad∗(G)f , compare Theorem 3.23. Thus we can assume m 6= g.
It is well-known that g possesses Cartan subalgebras, i.e., there exist nilpotent
subalgebras h of g which coincide with their normalizer Ng(h) in g. Since [g, g] ⊂ n,
any Cartan subalgebra h of g satisfies the condition g = h + n. Furthermore h is a
maximal nilpotent subalgebra.
Let us fix a nilpotent subalgebra s of g such that g = s + n. Here it will be
advantageous to choose s as small as possible. In particular, if g = s n n is a
semi-direct sum of a commutative subalgebra s and the ideal n, then we choose s as
indicated. Let us define t = s ∩m. We regard m and n as s-modules and benefit from
the existence of weight space decompositions of these modules.
There exist two weights α, β ∈ s∗ such that n = nα + c and c = (nβ ∩ c) + b,
and a weight γ0 ∈ s∗ such that Ckn ⊂ nγ0 and γ˜0 = 0. Here γ˜0 denotes the restriction
of γ0 ∈ s∗ to t. These definitions imply [nα, nα] ⊂ C2n : If [nα, nα] 6⊂ C2n, then
C1n = (n2α∩C1n)+C2n because C1n/C2n is one-dimensional. Since c is commutative,
it follows by induction that
Cνn =
(
n(ν+1)α ∩ Cνn
)
+ Cν+1n
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for all 1 ≤ ν ≤ k. Now n(k+1)α ∩ Ckn = Ckn ⊂ nγ0 implies α˜ = γ˜0 = 0. Furthermore
nβ ∩ c 6⊂ zn yields
0 6= [n, nβ ∩ c] = [nα, nβ ∩ c] ⊂ nα+β ∩ C1n
so that α + β = να for some 2 ≤ ν ≤ k + 1. In particular β˜ = 0. Thus we have
shown that [nα, nα] 6⊂ C2n implies that all weights δ of the s-module n satisfy δ˜ = 0
in contradiction to the assumption m not nilpotent. This proves [nα, nα] ⊂ C2n.
Consequently
C1n = (nα+β ∩ C1n) + C2n.
By induction we obtain
Cνn = (nνα+β ∩ Cνn) + Cν+1n
for 1 ≤ ν ≤ k. Finally, the equality Ckn = nkα+β ∩ Ckn implies γ0 = kα + β. Since
γ˜0 = 0 and since m is not nilpotent, we see that α˜ 6= 0. This shows that the weights
α, γ0 − kα, . . . , γ0 − α, and γ0 are pairwise distinct. Note that n0 = m0 ∩ n is not
necessarily trivial and that t ∩ n ⊂ n0 ⊂ zn ⊂ zm. Here m0 resp. n0 denotes the weight
space of the s-module m resp. n of weight 0.
We sum up our results: If γ0 6= 0, then we obtain the decomposition
m = m0 ⊕ nα ⊕ nγ0−kα ⊕ . . .⊕ nγ0−α ⊕ nγ0 ⊕ v .
Here v ⊂ zn is a direct sum of weight spaces corresponding to weights γ 6= 0 such that
γ˜ = 0. The other weight spaces are one-dimensional. If γ0 = 0, then we have the
decomposition
m = m0 ⊕ nα ⊕ n−kα ⊕ . . .⊕ n−α ⊕ v
with v as above and Ckn ⊂ m0. Again the other weight spaces are one-dimensional.
Remark. If k = 1 so that n is a central extension of the three-dimensional Heisenberg
algebra, then there does not exist a one-codimensional characteristic ideal c. But a
simple argument yields the weight space decomposition m = m0⊕ nα⊕ nγ0−α⊕ nγ0 ⊕ v
if γ0 6= 0 and m = m0 ⊕ nα ⊕ n−α ⊕ v if γ0 = 0 in this case, too. From this it follows
that all results of the rest of this section are valid if k = 1.
Since n+ zm is also a trivial extension of a filiform algebra, we can assume without loss
of generality that zm is contained in n so that zn = zm. There exist vectors b0, . . . , bl
in t such that α(b0) = −1 and α(bν) = 0 for 1 ≤ ν ≤ l and such that their canonical
images in t/(t ∩ n) form a basis of t/(t ∩ n). Further we can find non-zero vectors
e1 ∈ nα and eν ∈ nγ0−(k+2−ν)α for 2 ≤ ν ≤ k + 2 such that
(9.2) [e1, eν ] = eν+1
for 2 ≤ ν ≤ k + 1,
(9.3) [b0, e1] = −e1 , and [b0, eν ] = (k + 2− ν)eν
for 2 ≤ ν ≤ k + 2. We observe that the weight space decomposition of the
s-module n shows that the ideal ker α˜ of t satisfies [ker α˜, n] = 0 because γ˜0 = 0
and the weight spaces nα and nγ0−να are one-dimensional. Obviously, the vectors
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b0, . . . , bl, e1, . . . , ek+1 form a basis of m modulo the center zm.
We have f(ek+2) 6= 0 because f is in general position. The equations
Ad∗(exp ve1)f (ek+1) = f(ek+1)− vf(ek+2)
and
Ad∗(expxek+1)f (e1) = f(e1) + xf(ek+2)
show that we can achieve f(e1) = 0 and f(ek+1) = 0 by choosing f appropriately on
the orbit Ad∗(N)f . Now let X ∈ mf be arbitrary and write X =
∑l
ν=0 ανbν +ve1+Y
with Y ∈ b = C1n+ zn. Since f vanishes on [mf ,m], we obtain
0 = f([X, ek+1]) = vf(ek+2)
and thus v = 0. Let 2 ≤ µ ≤ k + 1 be arbitrary. Then
0 = f([X, eµ]) = (k + 2− µ)α0 f(eµ) .
If f(eµ) were non-zero, then it would follow α0 = 0 and this would be a contradiction
to our assumption m = mf + n. Thus we have shown f(eµ) = 0 for all 1 ≤ µ ≤ k + 1.
In addition we obtain the following characterization of the stabilizer mf .
Lemma 9.4. Let X =
∑l
ν=0 ανbν +
∑k+1
ν=1 xνeν + Z with Z ∈ zm be an arbitrary
element of m. Then X ∈ mf if and only if x1 = xk+1 = 0 and
∑l
ν=0 αν f([bν , bµ]) = 0
for all 0 ≤ µ ≤ l.
Proof. First we compute [X, eν ] = α0(k + 2 − ν)eν + x1eν+1 for 2 ≤ ν ≤ k + 1,
[X, e1] = −α0e1 −
∑k+1
ν=0 xνeν+1 , and [X, bµ] =
∑l
ν=0 αν [bν , bµ] for 0 ≤ µ ≤ l. The
assertion of this lemma follows at once if we apply f to these equations and take into
account that f(eν) = 0 for 1 ≤ ν ≤ k + 1.
Let d be the subspace generated by b0, . . . , bl so that m = d⊕ n. The characterization
of mf given by the preceding lemma shows us that
mf = (mf ∩ d)⊕ (mf ∩ n)
and thus m = mf + n = (mf ∩ d) ⊕ n. This proves d = mf ∩ d ⊂ mf . Since
t ∩ n ⊂ n0 ⊂ zm and t = d+ (t ∩ n), we obtain t ⊂ mf .
Furthermore [ ker α˜, n ] = 0 implies [ g, ker α˜ ] = [ s, ker α˜ ] ⊂ s ∩ n ⊂ n0 ⊂ zm
and
[ g, [ker α˜,m] ] ⊂ [ ker α˜, [m, g] ] + [m, [g, ker α˜] ] = 0 .
This shows us that [ ker α˜,m ] ⊂ zg is an ideal of g. Since t ⊂ mf , we obtain
[ ker α˜,m ] ⊂ ker f . Thus [ ker α˜,m ] = 0 because f is in general position.
We sum up our results: We have shown ker α˜ = t ∩ zm = t ∩ n so that
dimm/n = dim t/(t ∩ n) = 1 and l = 0. In particular n is the nilradical (the
maximal nilpotent ideal) of m.
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By the way, we observe that a Lie algebra m is determined uniquely up to iso-
morphism by the following conditions: m is not nilpotent, the nilradical n of m is a
trivial extension of a filiform algebra, and zn ⊂ zm.
Let us write e0 = b0. Consequently there exists a basis e0, . . . , ek+1 of m/zm
and a vector ek+2 ∈ Ckn such that [e1, eν ] = eν+1 for 2 ≤ ν ≤ k + 1, [e0, e1] = −e1,
and [e0, eν ] = (k + 2− ν)eν for 2 ≤ ν ≤ k + 2.
Next we compute the coadjoint action of M on m∗. For arbitrary h ∈ m∗ and
A,B ∈ m we apply the general formula
Ad∗(expA)h (B) =
∞∑
j=0
(−1)j
j!
h
(
ad(A)j B
)
.
For 0 ≤ ν ≤ k + 2 we abbreviate hν = h(eν). Then for 2 ≤ µ, ν ≤ k + 1 we obtain
Ad∗(expxeµ)h (e0) = h0 + (k + 2− µ)xhµ
(e1) = h1 + xhµ+1
(eν) = hν
Ad∗(exp ve1)h (e0) = h0 − vh1
(e1) = h1
(eν) = hν +
k+2−ν∑
j=1
(−v)j
j!
hν+j
Ad∗(exp te0)h (e0) = h0
(e1) = et h1
(eν) = e−(k+2−ν)t hν
We work with coordinates of the second kind: Since the canonical images of e0, . . . , ek+1
in m/zm form a Malcev basis and since c is commutative, the map Φ : Rk+2×zm −→M
given by
Φ(t, v, x, Z) = exp(te0) exp(ve1) exp
(
k+1∑
ν=2
xνeν + Z
)
is a global diffeomorphism. Now we compute
Ad∗(Φ(t, v, x, Z))f (e0) = f0 − vxk+1 fk+2
(e1) = etxk+1 fk+2
(eν) = e−(k+2−ν)t
(−v)k+2−ν
(k + 2− ν)! fk+2
(Y ) = f(Y )
(9.5)
where 2 ≤ ν ≤ k + 1 and Y ∈ zm.
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Our next aim is to find a polynomial function p0 on m∗ which is constant on
the orbit Ad∗(M)f for all f ∈ m∗ such that f(eν) = 0 for 1 ≤ ν ≤ k + 1. This
polynomial p0 will be defined as a linear combination of products of the basis vectors
{eν : 0 ≤ ν ≤ k + 2}. Here eν means the linear function f 7→ f(eν) on m∗. Products
are taken in the commutative algebra P(m∗) of complex-valued polynomials on m∗.
The definition of p0 will not depend on f .
Recall that M acts on P(m∗) by
Ad(m)p (f) = p
(
Ad∗(m)−1f
)
.
If we embed m in P(m∗) as described above, then this action extends the adjoint
representation of M in m. Similarly, m acts as a Lie algebra of derivations in P(m∗)
extending the adjoint representation of m in m.
It will turn out that, in general, p0 is not Ad(M)-invariant. Recall that Ad∗(M)-
invariance is equivalent to ad∗(m)-invariance. In fact, p0 will not be constant on
Ad∗(M)f for all f ∈ m∗ in general position.
Before we come to the general case, we investigate the three-step nilpotent fili-
form algebra (k=2).
Remark. Assume that m is generated by the basis vectors {eν : 0 ≤ ν ≤ 4} which
satisfy the commutator relations [e1, e2] = e3, [e1, e3] = e4, [e0, e1] = −e1, [e0, e2] = 2e2,
and [e0, e3] = e3. Let f ∈ m∗ such that fν = 0 for 1 ≤ ν ≤ 3 and λ = f4 6= 0. Set
m = Φ(t, v, x, y, z). Then
Ad∗(m)f (e0) = f0 − vyλ
(e1) = etyλ
(e2) =
1
2
e−2tv2λ
(e3) = −e−tvλ
(e4) = λ .
If we define
p0 = e0e0e4 − 2e0e1e3 + 2e1e1e2 ,
then we obtain
p0 (Ad∗(m)f ) = (f0 − vyλ)2λ+ 2(f0 − vyλ)vyλ2 + v2y2λ3 = f20λ .
Thus the function p0 is constant on Ad∗(M)f . It is easy to see that ad∗(e3)p0 6= 0.
Consequently p0 is not ad∗(m)-invariant.
Of course, there are some other polynomial functions which are constant on
Ad∗(M)f : The disadvantage of p = e0e0e4 − 2e1e1e2 − 2f0e1e3 is that its definition
depends on f . The polynomials p = e0e4 − e1e3 and p = e4 are less profitable for our
purposes. The decisive role of the summand e1e1e2 of p0 will become apparent soon.
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Next we show that the definition of p0 can be generalized to arbitrary dimensions. Let
m = Φ(t, v, x, Z) for t, v ∈ R, x ∈ Rk and Z ∈ zm. Set λ = fk+2 6= 0. For 0 ≤ ν ≤ k
we define the polynomial function
qν = (k − ν)! (−1)k−ν eν0 ek−ν1 eν+2
and compute
qν (Ad∗(m)f ) = (f0 − vxk+1λ)ν λ (vxk+1λ)k−ν .
Now we see that
p0 =
k∑
ν=0
(
k
ν
)
qν
satisfies
p0 (Ad∗(m)f ) =
k∑
ν=0
(
k
ν
)
(f0 − vxk+1λ)ν λ (vxk+1λ)k−ν = fk0 λ .
Thus the function p0 is constant on Ad∗(M)f . This definition of p0 generalizes the
definition for the special case k = 2. Observe that the coefficient of ek1e2 in p0 is
non-zero: it is given by (−1)k k! .
There is a natural isomorphism of associative algebras between the symmetric
algebra S(mC) and P(m∗). Further the modified symmetrization map which is defined
by
X1 · . . . ·Xr 7→ 1
r!
∑
σ∈Sr
(−iXσ(1))· . . . ·(−iXσ(r))
gives a linear isomorphism between S(mC) and the universal enveloping algebra
U(mC), compare Chapter 3.3 of [5]. Composing these two isomorphisms, we obtain
a linear, Ad(M)-equivariant isomorphism from P(m∗) onto U(mC), which maps the
subspace of invariant polynomials onto the center of U(mC).
Under this identification the polynomial function p0 corresponds to an element
W0 in U(mC). Note that W0 is (in general) not in the center of this algebra.
The polynomial function p0 and the element W0 of the enveloping algebra will
play a very important role in the subsequent investigation.
Since s acts nilpotently on t ⊂ m0, there exists a minimal natural number
q ≥ 0 such that ad(s)q+1 · t = 0. Recall that e0 ∈ t. Thus for d ∈ s and arbitrary
h ∈ m∗ we obtain
(9.6) Ad∗(exp(sd))h (e0) = h0 +
q∑
j=1
(−s)j
j!
h
(
ad(d)j · e0
)
.
Finally, we multiply the vectors {eν : 2 ≤ ν ≤ k + 2} by 1/fk+2 so that fk+2 = 1.
From now on, we shall keep this normalization.
We have to distinguish whether Ckn is contained in the center zg of g or not.
These two cases are essentially different.
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9.2 The central case: Ckn is contained in zg
In this case γ0 = 0. Let s/t ∼= g/m have dimension m. We fix a maximal set α,
γ1, . . . , γm′ of C-linearly independent weights in s∗ = HomR(s,C) of the s-module m.
Recalling the results of Section 8 we conclude that there exist vectors d1, . . . , dm in s
- R-linearly independent modulo t,
- such that α(dν) = 0 for 1 ≤ ν ≤ m,
- such that Re γµ(dν) = δµ,ν for 1 ≤ µ, ν ≤ m′,
- and such that ad(dν) is nilpotent for m′ + 1 ≤ ν ≤ m.
The Malcev basis d1, . . . , dm, e0, . . . , ek+1 of g modulo zm defines a smooth map
E(s) = exp(s1d1) . . . exp(smdm)
and coordinates of the second kind
Rm × Rk+2 × zm −→ G, (s, t, v, x, Z) 7→ E(s)Φ(t, v, x, Z) .
Combining 9.5 and 9.6, we obtain the important formulas
Ad∗ (E(s)Φ(0, v, x, Z) ) f (e0) = f0 − vxk+1 +Q(s)
(e1) = xk+1
(eν) =
(−v)k+2−ν
(k + 2− ν)!
(ek+2) = 1
(Y ) = f
(
Ad(E(s))−1Y
)
where Y ∈ zm. In the first equation one finds the polynomial function
Q(s) =
∑
1≤j1+...+jm≤q
cj1, ... ,jm s
j1
1 . . . s
jm
m
in m variables whose coefficients are given by
cj1, ... ,jm =
(−1)j1+...+jm
j1! . . . jm!
f
(
ad(dm)jm . . . ad(d1)j1 · e0
)
.
It is immediate from the definition of these coefficients that Q does not depend on
the variable sν if [dν , t] ⊂ ker f .
For 1 ≤ ν ≤ m′ we we fix s-invariant, s-irreducible subspaces zν of zγν ⊂ zm,
where dim zν = 1 if γν is real and dim zν = 2 else. We choose basis vectors of the zν
according to Remark 8.3 so that | f |zν | = 1 in the Euclidean norm of z∗ν .
Let g ∈ m∗ be a critical functional with respect to the orbit Ad∗(G)f . Since
Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′, we have gk+2 = 1. Without loss of
generality we can assume gν = 0 for 1 ≤ ν ≤ k + 1.
74 9. Nilradical is a filiform algebra
Let us define fs = Ad∗(E(s))f so that
Ad∗(G)f =
⋃
s∈Rm
Ad∗(M)fs .
Further we define pis = K(fs) and ρ = K(g). Note that p = 〈e0, e2, . . . , ek+1〉+ zm is a
common Pukanszky polarization at g and fs for all s.
The following simple lemma is useful for detecting critical functionals g ∈ m∗
for the orbit Ad∗(G)f .
Lemma 9.7. Let us define the subalgebra k = Re0 + zm of m. Then
(i) Ad∗(G)g is contained in the closure of Ad∗(G)f if and only if g | k is in the closure
of {fs | k : s ∈ S} in the topology of k∗
(ii) Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′ if and only if g | zm is in the
closure of {fs | zm : s ∈ S} in the topology of zm∗
We apply the method of restricting to subquotients developed in Section 7 in order to
prove that
(9.8)
⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ .
As a first step in this direction we consider the subgroup M0 of M whose Lie algebra
is given by m0 = 〈e0, e1, ek+1〉+ zm. This is a central extension of g4,9(0). We observe
that the restrictions pi0,s = pis|M0 and ρ0 = ρ|M0 are irreducible representations of M0
in L2(R) because
pis(exp ve1)ϕ (ξ) = ϕ(ξ − v)
and
pis(exp yek+1)ϕ (ξ) = e−iyξϕ(ξ) .
In order to prove 9.8 it suffices to verify that
(9.9)
⋂
s∈Rm
kerL1(M0) pi0,s 6⊂ kerL1(M0) ρ0 .
The Heisenberg algebra b = 〈e1, ek+1, ek+2〉 is an ideal of m0. Coordinates of B are
given by (v, y, z) = exp(ve1) exp(yek+1+ zek+2). Further a = 〈ek+1, ek+2〉 is a commu-
tative ideal of m0 and z = 〈ek+2〉 is contained in zm0. Note that h = 〈e0, ek+1〉+ zm0 is
the Lie algebra of the stabilizer H of the character χ(0, y, z) = eiz of A. The irreducible
representations pi0,s and ρ0 are given by pi0,s = indM0H χfs and ρ0 = ind
M0
H χg. It holds
χfs(0, y, z) = χg(0, y, z) = e
iz .
Let K be the closed, connected, commutative subgroup of M0 corresponding to the
Lie algebra k = 〈e0〉 + zm0 . Now we are exactly in the situation of Section 7.1. By
Theorem 7.10 it follows that Relation 9.9 is equivalent to⋂
s∈Rm
kerL1(K,w) χfs 6⊂ kerL1(K,w) χg .
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Since δ(t, Z) = e−t and τ(t, Z) = 0, the weight function w on K is given by
w(t, Z) =
(
4
(
δ(t, Z) + δ(t, Z)−1
)2 + τ(t, Z))1/4 = 2 cosh1/2(t) .
Obviously w is dominated by an exponential weight of the form (t, Z) 7→ bec|t| for
suitable constants b, c > 0. We sum up our results in the following
Lemma 9.10. Let c > 0 be as above and w(t, Z) = ec|t| the exponential weight function
on K. Then for ⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ
it is sufficient that there exists a function h ∈ L1(K,w) such that ĥ(fs) = 0 for all s
and ĥ(g) 6= 0.
Definition. Let ∆ ⊂ s∗ be the set of non-zero weights of the s-module zn = zm. We
say that ∆ is almost independent if every δ ∈ ∆ has the form δ = c γν for some c ∈ C×
and 1 ≤ ν ≤ m′.
The preceding lemma and the results of Section 7.3 yield
Theorem 9.11. Let g ⊃ n ⊃ [g, g] be as in Subsection 9.1. In particular n is a trivial
extension of a (k+1)-step nilpotent filiform algebra. Further we assume Ckn ⊂ zg and
that one of the following conditions holds:
(i) g = sn n is a semi-direct sum,
(ii) dim g/n ≤ 2,
(iii) g/n acts semi-simply on zn such that ∆ is almost independent,
(iv) n is the nilradical of g and dim zn ≤ 3.
Let m be a proper, non-nilpotent ideal of g with n ⊂ m ⊂ g. Let f ∈ m∗ be in general
position such that m = mf +n and g ∈ m∗ be critical with respect to the orbit Ad∗(G)f .
Then it follows that
(9.12)
⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ
holds for the irreducible representations pis = K(fs) and ρ = K(g) of M .
Proof. We begin with a preliminary remark. If m′ = 0, then ad(dν) is nilpotent for
1 ≤ ν ≤ m. Consequently the orbit
Ad∗(G)f = Ad∗ ( E(Rm) )Ad∗(N)f
is closed in m∗ because Ad∗(G)f is the orbit of a connected group acting unipotently
on the real vector space m∗, compare Theorem 3.1.4 (Chevalley-Rosenlicht) on p.
82 of [5]. In this case there are no linear functionals g ∈ m∗ which are critical with
respect to the orbit Ad∗(G)f . Hence we can always suppose m′ ≥ 1.
First we assume [s, s] = 0 so that Q = 0. Since g is critical for the orbit
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Ad∗(G)f , it follows g(e0) 6= f0. Now Lemma 9.10 and Theorem 7.17.(i) yield our
claim. The case dim g/n ≤ 1 being trivial, next we assume that dim g/n = 2. Let
d ∈ s such that α(d) = 0 and g = Rd+m. We know
fs(e0) = f0 +Q(s)
for s ∈ R. If ad(d) | zn has a real eigenvalue, then there exists an ad(d)-eigenvector
ek+3 ∈ zn such that [d, ek+3] = ek+3 holds after renormalization of d and such that
f(ek+3) = 1 if ek+3 is chosen appropriately. If ad(d) | zn has only non-real complex
eigenvalues, then there exists a λ ∈ R and a two-dimensional subspace z1 of zn such
that ad(d) is multiplication by 1 + iλ on z1 in the coordinates of a suitable basis as in
Remark 8.3. In any case
s = − log| fs | z1 | .
If Q = 0, then the assumption Ad∗(G)g 6⊂ (Ad∗(G)f)— implies g(e0) 6= f0 so that
Lemma 9.10 and Proposition 7.18.(i) apply. Now we assume Q 6= 0 and g | z1 6= 0.
Since g is critical for the orbit Ad∗(G)f , we see that
g(e0) 6= f0 +Q(− log| g | z1 | ) .
Hence Lemma 9.10 and Proposition 7.18.(ii) imply the assertion of this theorem.
Note that Ad∗(G)g′ = Ad∗(G)f ′ in this case. If Q 6= 0 and g | z1 = 0, then the validity
of Relation 9.12 follows by Lemma 9.10 and Proposition 7.18.(iii). This proves our
theorem if g/n is two-dimensional.
Now we assume that g/n acts semi-simply on zn such that ∆ is almost inde-
pendent. At first we recall that for 1 ≤ ν ≤ m there exists a subspace zν of zn and a
Euclidean norm on z∗ν such that sν = − log| fs | zν |, see Lemma 8.4. Since g/n acts
semi-simple, it follows that s acts trivial on the weight space n0 of the s-module n of
weight 0 in this case. We see that Q has the form
Q(s) =
m∑
ν=1
ανsν .
Note that ad(dν) = 0 on n for m′ + 1 ≤ ν ≤ m because of semi-simplicity. If αν were
non-zero for some m′ + 1 ≤ ν ≤ m, then it would follow Ad∗(G)f = Ad∗(G)f + n⊥
and thus g ∈ (Ad∗(G)f)—. This contradicts the fact that g is critical with respect to
Ad∗(G)f . Thus we can assume αν = 0 for all m′ + 1 ≤ ν ≤ m.
Let us define I = {1 ≤ ν ≤ m′ : αν 6= 0} and I0 = {ν ∈ I : g | zν = 0}. First
we assume I0 = ∅. Then the assumption Ad∗(G)g 6⊂ (Ad∗(G)f)— implies
g(e0) 6= f0 −
m∑
ν=1
αν log| g | zν |
so that Lemma 9.10 and Theorem 7.17.(i) yield the assertion of this theorem. Now we
assume that I0 6= ∅, and that there exist ν1, ν2 ∈ I0 such that αν1 > 0 and αν2 < 0.
But now it follows that g ∈ (Ad∗(G)f)— : Since Ad∗(G)g′ is contained in the closure
of Ad∗(G)f ′, there exist sequences sn ∈ Rm and Xn ∈ n such that f ′n −→ g′ where
fn = Ad∗(E(sn)Φ(Xn))f .
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Here f ′n and g′ denote the restrictions to n. Then sn,νj −→ +∞ for j = 1, 2 because
g | zν = 0. Since ∆ is almost independent, it is possible to modify the components sn,ν1
and sn,ν2 of the sequence (sn) without affecting the convergence f
′
n −→ g′ : We choose
the growth of the sequence sn,ν1 −→ +∞ such that
un =
∑
1≤ν≤m′
ν 6=ν2
ανsn,ν −→ +∞ .
Further we define
sn,ν2 = α
−1
ν2 ( g(e0)− f0 − un ) .
Then in particular sn,ν2 −→ +∞. Since [dν , nγµ ] = 0 for µ 6= ν by semi-simplicity, it
is easy to see that fn −→ g. This contradiction shows that we can suppose that the
set of coefficients {αν : ν ∈ I0} is either contained in (0,+∞) or in (−∞, 0). Hence
all assumptions of Theorem 7.17.(ii) are satisfied and the assertion of this theorem
follows in the semi-simple case.
Finally let us assume that n is the nilradical of g and that dim zn ≤ 3. In par-
ticular we have m′ = m = dim g/m. Let us write d = dim zn. If d = 1, then m = g.
If d = 2, then either m′ = 0 or m′ = 1 and g/n is two-dimensional. If d = 3, then
m′ = 0, m′ = 1 or s acts semi-simply on zn such that ∆ is almost independent. This
finishes the proof of our theorem.
Remark. One may ask whether the conclusion of Theorem 9.11 holds if n is the
nilradical of g and d = dim zn = 4. In this case we know that 0 ≤ m′ ≤ 3.
First we exclude some trivial cases: If m′ = 0, then g = m. If m′ = 1, then
g/m is one-dimensional and Theorem 9.11.(i) applies. If m′ = 3, then g/n acts
semi-simple on zn such that ∆ is almost independent. In this case Theorem 9.11.(ii)
applies. Left over is the following situation: There are two linearly independent
weights γ1, γ2 such that the action of g/n on zn is not semi-simple or such that ∆ is
not almost independent. More exactly, one of the following conditions is satisfied:
(i) The s-module zn admits the decomposition
zn = (zn)0 ⊕ (zn)γ1 ⊕ (zn)γ2 .
The action of s on (zn)γ2 is not semi-simple. In particular dim(zn)γ2 = 2. The
other weight spaces are one-dimensional.
(ii) The decomposition of the s-module zn is the same as that in (i). Here g/n is not
semi-simple on (zn)0.
(iii) The s-module zn admits the decomposition
zn = (zn)γ1 ⊕ (zn)γ2 ⊕ (zn)γ3
with one-dimensional weight spaces. It holds γ3 = a1γ1 + a2γ2 with a1 6= 0 and
a2 6= 0.
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By the way, we note that the assumption dim zn = 4 implies dim g ≥ 9. As above
we define the commutative subalgebra k = Re0 + zm. Recall that zn = zm. Let us
describe each of the preceding cases more extensively.
We begin with (i). In this case there exists a basis e0, b1, . . . , b4 of k such that
the action of s on k is given by [d1, e0] = −α1b1, [d1, b2] = b2, [d1, b3] = −a3b4,
[d2, e0] = −α2b1, [d2, b3] = b3 − a2b4, and [d2, b4] = b4. Let f ∈ k∗ such that
f(b1) = f(b2) = f(b4) = 1. Let a1 = f(b3) and f0 = f(e0). Then we get
fs(e0) = f0 + α1s1 + α2s2
fs(b1) = 1
fs(b2) = e−s1
fs(b3) = a1e−s2 + a2s2e−s2 + a3s1e−s2
fs(b4) = e−s2
Let us define Ω = {fs : s ∈ R2} ⊂ k∗ and Ω0 = Ω | zm. Let g ∈ k∗ and g0 = g | zm. The
critical case is g 6∈ Ω and g0 ∈ (Ω0)—.
Now the problem is to find a function h ∈ L1(K,w) such that ĥ(fs) = 0 for
all s and ĥ(g) 6= 0. If g(b2) 6= 0 or g(b4) 6= 0, then we can apply Theorem 7.17. Thus
we assume g(b2) = g(b4) = 0. If α1α2 ≥ 0, then we can also apply Theorem 7.17.
Thus we assume α1α2 < 0. If a3 = 0, then we obtain the contradiction g ∈ Ω. If
g3 = 0, then g ∈ Ω, too. If a3g3 < 0, then g0 6∈ (Ω0)—. Thus we assume a3g3 > 0. Is
there a function h ∈ L1(K,w) as above in this particular case?
Now we describe (ii). In this case there exists a basis e0, b1, . . . , b4 of k such
that the action of s on k is given by [d1, e0] = −α3b1 − α4b2, [d1, b1] = −α1b2,
[d1, b3] = b3, [d2, e0] = −α5b1 − α6b2, [d2, b1] = −α2b2, and [d2, b4] = b4. The Jacobi
identity implies α1α5 = α2α3. Let f ∈ k∗ such that f(b2) = f(b3) = f(b4) = 1. Let
α0 = f(b1) and f0 = f(e0). Then we see
fs(e0) = f0 + (α4 + α0α3)s1 + (α6 + α0α5)s2
+
1
2
α1α3s
2
1 + α2α3s1s2 +
1
2
α2α5s
2
2
fs(b1) = α0 + α1s1 + α2s2
fs(b2) = 1
fs(b3) = e−s1
fs(b4) = e−s2
As usual we define Ω = {fs : s ∈ R2} and Ω0 = Ω | zm. Let g ∈ k∗ such that g 6∈ Ω
and g0 ∈ (Ω0)—. If α1α2 > 0, then the assumption g0 ∈ (Ω0)— implies g(e3) 6= 0 and
g(e4) 6= 0. In this situation we can apply (a variant of) Theorem 7.19(i). Thus we
can assume α1α2 ≤ 0. If α1 = α2 = 0, the we can apply Theorem 7.17. If (α1 = 0
and α2 6= 0) or (α1 6= 0 and α2 = 0), then we can apply Theorem 7.19. Thus we can
assume α1α2 < 0. Is there a function h ∈ L1(K,w) such that ĥ(fs) = 0 for all s and
ĥ(g) 6= 0 in this situation?
9.2. The central case 79
Finally we come to (iii). In this case there exists a basis e0, b1, . . . , b4 of k such
that the action of s on k is given by [d1, e0] = −α1b1, [d1, b2] = b2, [d1, b4] = a1b4,
[d2, e0] = −α2b1, [d2, b3] = b3, and [d2, b4] = a2b4. Let f ∈ k∗ such that f(bν) = 1 for
1 ≤ ν ≤ 4. Then we obtain
fs(e0) = f0 + α1s1 + α2s2
fs(b1) = 1
fs(b2) = e−s1
fs(b3) = e−s2
fs(b4) = e−a1s1−a2s2
Let us define Ω and Ω0 as above. Let g ∈ k∗ such that g 6∈ Ω and g0 ∈ (Ω0)—.
If g(b2) 6= 0 or g(b3) 6= 0, then Theorem 7.17 applies. Thus we can assume
g(b2) = g(b3) = 0. If a1 = 0 or a2 = 0, then Theorem 7.17 applies as well.
If a1 > 0 and a2 > 0, then the assumption g ∈ (Ω0)— yields the contradiction
g(b2) 6= 0 and g(b3) 6= 0. If a1 < 0 and a2 < 0, then Theorem 7.17 furnishes a solution
of our problem. Thus we can assume a1a2 < 0.
If α1α2 ≥ 0, then again Theorem 7.17 applies. Thus we can assume α1α2 < 0.
If g(e4) 6= 0, then we can define a function h ∈ L1(K,w) such that ĥ(fs) = 0
for all s and ĥ(g) 6= 0 : There exist unique real numbers β, γ ∈ R such that
α1s1 + α2s2 = βs1 + γ(a1s1 + a2s2) for all s because the vectors (1, 0) and
(a1, a2) are linearly independent. If β = 0, then our assumption g 6∈ Ω implies
g(e0) 6= f0 − γ log g(e4). So we obtain the solution
h(τ, ξ1, . . . , ξ4) = u0(ξ4)
(
e−(τ−f0) − ξγ4
)
e−τ
2−|ξ|2 ,
compare the proof of Theorem 7.17. If β 6= 0, then we choose a β′ ∈ R such that
ββ′ > 2 and define the solution
h(τ, ξ1, . . . , ξ4) = u0(ξ4)
(
e−β
′(τ−f0) − ξββ′2 ξγ4
)
e−τ
2−|ξ|2 .
These considerations show that we can assume g(e4) = 0. If a1α2 > a2α1, then we see
g ∈ Ω. Thus we assume a1α2 ≤ a2α1. Does there exist a function h ∈ L1(K,w) such
that ĥ(fs) = 0 for all s and ĥ(g) = 0 in this particular case?
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9.3 The non-central case: Ckn is not contained in zg
In this case we have γ0 6= 0. Let s/t ∼= g/m have dimensionm+1. We fix a maximal set
α, γ0, . . . , γm′ of C-linearly independent weights in s∗ = HomR(s,C) of the s-module
m. Arguments similar to those following Lemma 8.2 show that there exist vectors
d0, . . . , dm in s
- R-linearly independent modulo t,
- such that α(dν) = 0 for 0 ≤ ν ≤ m,
- such that Re γµ(dν) = δµ,ν for 0 ≤ µ, ν ≤ m′,
- and such that ad(dν) is nilpotent for m′ + 1 ≤ ν ≤ m.
Note that d0, . . . , dm, e0, . . . , ek+1 is a Malcev basis of g modulo zm. We define
E(r, s) = exp(rd0) exp(s1d1) . . . exp(smdm)
and work with coordinates of the second kind given by the diffeomorphism
Rm+1 × Rk+2 × zm −→ G, (r, s, t, v, x, Z) 7→ E(r, s)Φ(t, v, x, Z) .
Combining 9.5 and 9.6, we obtain the important formulas
Ad∗ (E(r, s)Φ(0, v, x, Z)) f (e0) = f0 − vxk+1 +Q(r, s)
(e1) = xk+1
(eν) = e−r
(−v)k+2−ν
(k + 2− ν)!
(Y ) = f
(
Ad(E(r, s))−1Y
)
(ek+2) = e−r
where 2 ≤ ν ≤ k + 2 and Y ∈ zm. The last equation is a special case of the preceding
one. In the first equation one finds the polynomial function
Q(r, s) =
∑
1≤j+j1+...+jm≤q
cj,j1, ... ,jm r
jsj11 . . . s
jm
m
in m+ 1 variables whose coefficients are given by
cj,j1, ... ,jm =
(−1)j+j1+...+jm
j! j1! . . . jm!
f
(
ad(dm)jm . . . ad(d1)j1 ad(d0)j · e0
)
.
It is immediate from the definition of these coefficients that Q does not depend on
the variable sν if [dν , t] ⊂ ker f .
Let sc = ker γ0 be the centralizer of Ckn in s. Note that [sc, t] ⊂ ker f is
equivalent to [sc, t] = 0 because f is in general position. If this is true, then the
function Q depends only on the variable r. If even [s, t] = 0, then Q = 0.
Let sn denote the nilpotent part of s, i.e., the set of all d ∈ s such that ad(d)
is nilpotent. If n is the nilradical of g, then sn ⊂ zn. In this case m = m′.
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Definition 9.13. A triple Γ consisting of a nilpotent Lie subalgebra s of g such that
g = s + n, a maximal set α, γ0, . . . , γm′ of linearly independent weights as above,
and a coexponential basis d0, . . . , dm for t in s as above is called structure data for
∆ = (g,m, n, f).
Our next aim is to describe the closure of the orbit Ad∗(G)f . We want to detect
linear functionals g ∈ m∗ which satisfy the conditions Ad∗(G)g 6⊂ (Ad∗(G)f)— and
Ad∗(G)g′ ⊂ (Ad∗(G)f ′)—. Further we require Ad∗(G)g′ 6= Ad∗(G)f ′. These linear
functionals g ∈ m∗ are called critical for the orbit Ad∗(G)f .
There is no loss of generality in assuming n to be the nilradical of m, which is
equivalent to zm = zn. It is only natural to choose n as large as possible in order to
keep the set of critical functionals for Ad∗(G)f small.
We assert that an arbitrary linear functional g ∈ m∗ satisfies
Ad∗(G)g′ ⊂ (Ad∗(G)f ′ )—
if and only if there exist sequences rn ∈ R, sn ∈ Rm, vn ∈ R, and xn ∈ Rk such that
xn,k+1 −→ g1
e−rn
(−vn)k+2−ν
(k + 2− ν)! −→ gν
and f
(
Ad(E(rn, sn))−1Y
) −→ g(Y )
for 2 ≤ ν ≤ k+2 and every Y ∈ zn. If so, then in particular e−rn −→ gk+2. Of course,
we always take the limit for n −→ ∞. There is a certain degree of freedom in the
choice of these sequences. The stronger condition
Ad∗(G)g ⊂ (Ad∗(G)f )—
is fulfilled if and only if these sequences can be chosen such that in addition
f0 − vnxn,k+1 +Q(rn, sn) −→ g0 .
We introduce some notation that will be useful in the sequel. Let 1 ≤ ν ≤ l be
arbitrary. According to Remark 8.3 we choose an s-invariant, s-irreducible subspace
zν of zγν which has dimension one if γν is real and dimension two else. As in Remark
8.3 we fix a basis of zν and its dual basis of z∗ν defining a coordinate system and a
Euclidean norm such that | f | zν | = 1. If sequences rn, sn, vn, and xn are chosen, then
we abbreviate
(9.14) fn = Ad∗(E(rn, sn)Φ(0, vn, xn, 0) )f .
Lemma 9.15. Let g ∈ m∗ such that the conditions Ad∗(G)g′ ⊂ (Ad∗(G)f ′)— and
gk+2 = 0 are satisfied. Then gν = 0 for all 3 ≤ ν ≤ k + 2.
Proof. Assume that gν 6= 0 for some 3 ≤ ν ≤ k+1. Suppose that f ′n −→ g′ for suitably
chosen sequences rn, sn, and xn. Since gk+2 = 0, it follows rn −→ +∞. We consider
the quotient fn(eν−1)/fn(eν) and obtain
−vn
k + 3− ν −→
gν−1
gν
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for n −→ +∞. But this is a contradiction to
e−rn
(−vn)k+2−ν
(k + 2− ν)! −→ gν 6= 0
and the proof of the lemma is complete.
In order to obtain more concrete results, we require some additional assumptions.
Assumption 9.16 For all m′ + 1 ≤ ν ≤ m the polynomial function Q defined by f
and Γ does not depend on the variable sν .
Permuting the weights γ1, . . . , γm′ and the vectors d1, . . . , dm′ , we can even suppose
that there exists a 0 ≤ l ≤ m′ such that Q depends on sν if and only if 1 ≤ ν ≤ l.
Here we use the fact that s acts as a commutative algebra on m. This follows from
the obvious relation [s, s] ⊂ zn. We call l the critical index.
Note that [sn, t] ⊂ ker f is equivalent to [sn, t] = 0. In this case Assumption
9.16 is satisfied. If [sn, e0] 6⊂ ker f , then 9.16 is violated.
Assumption 9.17 The condition g | zν 6= 0 is satisfied for all 1 ≤ ν ≤ l. In this case
we say that g is admissible with respect to f and Γ.
Remark. Let g ∈ m∗ be admissible with respect to f and Γ such that Ad∗(G)g′ is
contained in the closure of Ad∗(G)f ′. Then there exist sequences rn, sn, vn, xn such
that f ′n −→ g′ where fn is defined by 9.14. For 1 ≤ ν ≤ l let zν be the s-irreducible
subspace defined above. Since f is in general position, we have f | zν 6= 0. From
| fn | zν | = e−sn,ν | f | zν | −→ | g | zν | 6= 0
it follows that the sequence sn,ν is convergent and hence remains bounded. Clearly,
the condition g | zν 6= 0 does not depend on the choice of zν . We summarize:
The postulates 9.16 and 9.17 enforce that r is the only among the
first l+ 1 variables (the arguments of Q) which may tend to infinity.
Remark 9.18. Let g ∈ m∗ such that Ad∗(G)f ′ ⊂ (Ad∗(G)f ′ )—. Suppose that
gk+2 6= 0 and g | zν 6= 0 for all 1 ≤ ν ≤ m′ and all s-irreducible subspaces zν of
zγν . Then it follows Ad∗(G)g′ = Ad∗(G)f ′, compare Remark 12.15. In particular this
g ∈ m∗ is not critical for the orbit Ad∗(G)f .
Let us recall the definition of the polynomial function p0 onm∗ introduced in Subsection
9.1 which is constant on the orbits Ad∗(M)fr,s in general position. We know that
p0 (Ad∗(E(r, s)Φ(t, v, x, Z) )f ) = e−r ( f0 +Q(r, s) )k .
Observe that p0 is also constant on orbits Ad∗(M)g for g ∈ m∗ such that gν = 0 for
all 3 ≤ ν ≤ k + 2. Further we recall that
p1 = e0ek+2 − e1ek+1
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is an ad(m)-invariant polynomial function on m∗ and hence constant on all Ad∗(M)-
orbits. Profiting by the existence of these polynomials p0 and p1, we now obtain the
following description of (the admissible part of) the closure of the orbit Ad∗(G)f .
Lemma 9.19. Let f ∈ m∗ be in general position such that m = mf + n. Suppose
that there exists some structure data Γ for ∆ = (g,m, n, f) such that Assumption 9.16
holds. Let g ∈ m∗ be admissible with respect to f and Γ in the sense of 9.17 such that
Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. Then
Ad∗(G)g ⊂ (Ad∗(G)f )—
if and only if one of the following conditions holds:
(i) gk+2 6= 0 and p1(g) = gk+2 ( f0 +Q(− log gk+2,− log| g | z1 |, . . . ,− log| g | zl | ) ) ,
(ii) gk+2 = 0 and p0(g) = 0.
Proof. First we prove (i). Let gk+2 6= 0. Without loss of generality we can choose a
representative g on the orbit Ad∗(M)g such that gk+1 = 0. If sequences rn, sn, vn,
and xn are chosen such that f ′n −→ g with fn as in 9.14, then the relations
fn(ek+2) = e−rn −→ gk+2 6= 0 and fn(ek+1) = −e−rn vn −→ gk+1 = 0
imply vn −→ 0 and thus gν = 0 for all 2 ≤ ν ≤ k + 1. Since gk+2 6= 0 and since g is
admissible for the orbit Ad∗(G)f , we obtain
rn −→ − log gk+2 and sn,µ −→ − log| g | zµ |
for 1 ≤ µ ≤ l. Now it is easy to see that Ad∗(G)g is contained in the closure of
Ad∗(G)f if and only if
fn(e0) = f0 +Q(rn, sn) −→ g0 = f0 +Q (− log gk+2,− log| g | z1 |, . . . ,− log| g|zl | )
which is equivalent to
p1(g) = gk+2 g0 = gk+2 ( f0 +Q(− log gk+2,− log| g | z1 |, . . . ,− log| g | zl |) ) .
Now we prove (ii). Let gk+2 = 0. Then Lemma 9.15 already implies gν = 0 for all
3 ≤ ν ≤ k + 2. We observe that the condition p0(g) = k! (−1)k gk1 g2 = 0 is equivalent
to (g1 = 0 or g2 = 0). So let us assume p0(g) = 0.
Since Ad∗(G)g′ is contained in the closure of the orbit Ad∗(G)f ′, there exist
sequences rn and sn such that
f
(
Ad(E(rn, sn)−1Y
) −→ g(Y )
for all Y ∈ zn. In particular e−rn −→ 0 and thus rn −→ +∞. Since g is admissible for
the orbit Ad∗(M)f , it follows that the sequences sn,µ converge for 1 ≤ µ ≤ l.
We distinguish three cases: If g1 6= 0 and g2 = 0, then we define
vn =
1
g1
(f0 +Q(rn, sn)− g0) and xn,k+1 = g1 .
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Then f0 − vnxn,k+1 + Q(rn, sn) = g0. The boundedness of the sequences sn,µ for
1 ≤ µ ≤ l implies
e−rn
(−vn)k+2−ν
(k + 2− ν)! −→ 0
for all 2 ≤ ν ≤ k + 2. This proves the inclusion Ad∗(G)g ⊂ (Ad∗(G)f)—.
Next we consider the case g1 = 0 and g2 6= 0. First we assume g2 > 0. If we
define
vn = −(k! g2)1/k ern/k and xn,k+1 = −(k! g2)−1/k e−rn/k (f0 +Q(rn, sn)− g0) ,
then we obtain
e−rn
(−vn)k
k!
= g2 and e−rn
(−vn)k+2−ν
(k + 2− ν)! −→ 0
for all 3 ≤ ν ≤ k + 2. Further we see f0 − vnxn,k+1 +Q(rn, sn) = g0 and xn,k+1 −→ 0
because the sequence sn,µ is bounded for 1 ≤ µ ≤ l. If g2 < 0, then k is odd. In this
case we replace −(k! g2) 1k by (k! |g2|) 1k . This shows Ad∗(G)g ⊂ (Ad∗(G)f)—.
Finally we treat the case g1 = 0 and g2 = 0. If we define
vn = ern/(2k) and xn,k+1 = e−rn/(2k) ( f0 +Q(rn, sn)− g0 ) ,
then the assertion Ad∗(G)g ⊂ (Ad∗(G)f)— follows.
In order to prove the opposite implication of (ii), let us suppose that
Ad∗(G)g ⊂ (Ad∗(G)f)— and g1g2 6= 0. Then there exist sequences rn, sn, vn,
and xn such that fn −→ g. First we see that rn −→ +∞ because fn(ek+2) −→ 0.
Note that e−rn/kQ(rn, sn) −→ 0 because the sequence sn,µ is bounded for all 1 ≤ µ ≤ l.
From this and e−rn/k fn(e0) −→ 0 we conclude that
e−rn vkn x
k
n,k+1 −→ 0 .
On the other hand, we know that
fn(e1)k fn(e2) = e−rn
(−vn)k
k!
xkn,k+1 −→ gk1 g2 6= 0
which is a contradiction. This completes the proof of our lemma.
Now we turn to the investigation of the relevant (unitary) representation theory of the
group M . As a starting point we choose the observation that the subset Ad∗(G)f of
m∗ decomposes into Ad∗(M)-orbits. More precisely, since M is a normal subgroup of
G, we obtain
Ad∗(G)f =
⋃
(r,s)∈R×Rm
Ad∗(M)fr,s
where
fr,s = Ad∗ (E(r, s) ) f .
The link to representation theory is given by the Kirillov map K : m∗/Ad∗(M) −→ M̂ .
It is a well-known fact that K is a G-equivariant homeomorphism, if m∗/Ad∗(M)
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carries the quotient topology, and M̂ = PrimC∗(M) the Jacobson topology, see [23].
The Kirillov map K maps Ad∗(G)f bijectively onto the subset {pir,s : (r, s) ∈ Rm+1}
of M̂ where
pir,s = K(Ad∗(M)fr,s) = K(fr,s) .
Our intention is to compute the infinitesimal operators of these representations.
First, note that fr,s(ek+2) = e−r and fr,s(eν) = 0 for all 1 ≤ ν ≤ k + 2. From
this it becomes obvious that the subalgebra
p = 〈e0, e2, . . . , ek+1〉+ zn
is a polarization at fr,s for all r and s. This reflects the s-invariance of p. The equations
Ad∗(expxek+1)fr,s (e1) = e−rx
(Y ) = fr,s(Y )
for all Y ∈ p show that the Pukanszky condition
Ad∗(P )fr,s = fr,s + p⊥
is also satisfied for all r and s. We notice that c = Re1 is a commutative subalgebra of
m, which is coexponential for p in m. Further p∩ n is an ideal of m. Hence the results
of Section 6 for representations in general position apply. We see that the infinitesimal
operators of
pir,s = indMP χfr,s
are given by
dpir,s(e0) =
(
1
2
+ if0 + iQ(r, s)
)
+ ξ∂ξ
dpir,s(e1) = −∂ξ
dpir,s(eν) = ie−r
(−ξ)k+2−ν
(k + 2− ν)!
dpir,s(Y ) = if
(
E(r, s)−1Y
)
.
(9.20)
where Y ∈ zn. Now let g ∈ m∗ be a singular functional in the sense that gν = 0 for all
3 ≤ ν ≤ k + 2 and (g1 6= 0 or g2 6= 0). The inclusion [n, n] ⊂ ker g shows that n is a
polarization at g ∈ m∗. Further we see that the Pukanszky condition
Ad∗(N)g = g + n⊥
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is also satisfied because
Ad∗(exp ve1)g (e0) = g0 + vg1
Ad∗(exp ve1)g (Y ) = g(Y )
Ad∗(expxe2)g (e0) = g0 − kxg2
Ad∗(expxe2)g (Y ) = g(Y )
for Y ∈ n. Finally c = Re0 is a commutative subalgebra of m which is coexponential
for n in m. Consequently the results of Subsection 6.2 for representations of semi-direct
products show that the infinitesimal operators of
ρ = indMN χg
are given by
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−kξ g2
dρ(eν) = 0
dρ(Y ) = ig(Y )
(9.21)
for all 3 ≤ ν ≤ k + 2 and Y ∈ zn.
The purpose of the rest of this subsection is to prove⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
for irreducible representations ρ = K(g) which correspond to critical functionals
g ∈ m∗. The results of Section 5.1 turn out to be valuable in this context.
First we consider the ad∗(m)-invariant polynomial function p1 = e0ek+2 − e1ek+1 on
m∗. Let W1 be the image of p1 in the universal enveloping algebra U(mC) under the
modified symmetrization map, i.e.,
W1 =
1
2
( e1ek+1 − ek+1e1 )− e0ek+2 .
Now it is easy to verify the crucial equation
dpir,s(W1) = p1(fr,s)·Id
where p1(fr,s) = e−r ( f0 +Q(r, s) ). Note that fr,s(ek+2) = e−r. As above we consider
the s-invariant, s-irreducible subspaces zν of zm and Euclidean norms on z∗ν such that
| fr,s | zν | = e−sν for 1 ≤ ν ≤ l, compare Remark 8.3 and Lemma 8.4. Further we form
the direct sum z = Rek+2 ⊕ z1 ⊕ . . .⊕ zl of these spaces. Now we can prove
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Lemma 9.22. Let f and Γ be as above. Let g ∈ m∗ be admissible with respect to f
and Γ. Assume that gk+2 6= 0 and that Ad∗(G)g 6⊂ (Ad∗(G)f )—. Then⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for the L1-kernels of the unitary representations pir,s = K(fr,s) and ρ = K(g).
Proof. It follows from Lemma 9.19 that
p1(g) 6= gk+2 ( f0 +Q(− log gk+2,− log| g|z1 |, . . . ,− log| g|zl | ) ) .
The following modification of the element W1 ∈ U(m)C is necessary: According to
Remark 8.3 we consider the polynomial functions cν ∈ P(z∗ν) given by cν(h) = |h|2
for h ∈ z∗ν so that in particular cν(fr,s | zν) = e−2sν . Let Cν denote the image of cν in
U(zν)C under the modified symmetrization map. Then we define
W =W1 · C1 ·. . .·Cl .
Further we consider the continuous function ψ : z∗ −→ C given by
ψ(ξ) = ξ0 ·| ξ1 |2 ·. . .·| ξl |2 · ( f0 +Q(− log ξ0,− log| ξ1 | . . . ,− log| ξl |) )
if ξ0 > 0 and ψ(ξ) = 0 else. Then we obtain
dpir,s(W ) = e−2(s1+...+sl) p1(fr,s)·Id = ψ(fr,s | z)·Id
and
dρ(W ) = | g|z1 |2 ·. . .·| g|zl |2 p1(g)·Id 6= ψ(g | z)·Id .
Now we can apply Lemma 5.4 and a variant of Theorem 5.18 to pir,s, ρ, W , and ψ.
The claim of this lemma follows.
Next we consider the polynomial function p0 on m∗ defined in Subsection 9.1 which is
constant on orbits Ad∗(M)f in general position for f ∈ m∗ such that f(eν) = 0 for all
1 ≤ ν ≤ k + 1, and on singular orbits Ad∗(M)g for g ∈ m∗ such that g(eν) = 0 for all
3 ≤ ν ≤ k + 2. One could expect that the following is true: If W0 denotes the image
of p0 in the universal enveloping algebra U(mC) under the modified symmetrization
map, then it holds dpir,s(W0) = p0(fr,s) · Id and dρ(W0) = po(g) · Id for the unitary
representations pir,s = K(fr,s) and ρ = K(g). We discuss this question for the four-
dimensional filiform algebra (k=2).
Remark. Assume that there exists basis e0, . . . , e4 of m such that [e1, e2] = e3,
[e1, e3] = e4, [e0, e1] = −e1, [e0, e2] = 2e2, and [e0, e3] = e3. Here the polynomial
p0 is given by
p0 = e0e0e4 − 2e0e1e3 + 2e1e1e2 .
The image W0 of p0 under the modified symmetrization map equals
W0 = i
[
e0e0e4 − 2e0e3e1 + 2e2e1e1 − e0e4 + 2e3e1 + 13e4
]
.
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The infinitesimal operators of pir,s = K(fr,s) are given by
dpir,s(e0) =
1
2
+ if0 + iQ(r, s) + ξ∂ξ
dpir,s(e1) = −∂ξ
dpir,s(e2) =
1
2
ie−rξ2
dpir,s(e3) = −ie−rξ
dpir,s(e4) = ie−r
From this it follows that
dpir,s(W0) = − 112 e
−r + p0(fr,s)
where p0(fr,s) = e−r (f0 +Q(r, s))2. This means that dpir,s(W0) is essentially given by
p0(fr,s), but it is not equal to p0(fr,s)·Id. On the other hand, the equations
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−2ξ g2
dρ(e3) = dρ(e4) = 0
imply dρ(W0) = 2g21g2 ·Id = p0(g). Unfortunately we could not compute dpir,s(W0) if
k is arbitrary and W0 is the image of p0 under the symmetrization map. However, in
general we obtain the following result.
Lemma 9.23. Let g ⊃ m ⊃ n be given as in Subsection 9.1. In particular n is a
central extension of a (k + 1)-step nilpotent filiform algebra. Let f ∈ m∗ be in general
position such that f(eν) = 0 for all 1 ≤ ν ≤ k+ 1. Let g ∈ m∗ be singular in the sense
that g(eν) = 0 for 3 ≤ ν ≤ k + 2. We define the complex polynomial function
α(r, s) = f0 +Q(r, s)− i/2 .
Then there exists an element W0 in the universal enveloping algebra U(mC) such that
dpir,s(W0) = e−r α(r, s)k and dρ(W0) = (−1)k k! gk1 g2
holds for the unitary representations pir,s = K(fr,s) and ρ = K(g). In general W0
is not in the center of U(mC), and W0 is not equal to the image of p0 under the
symmetrization map.
Proof. Let us define A = −ie0, C = −ie1, and Bν = (−i) (−1)ν ν! ek+2−ν . These are
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elements of the complexification of m. One verifies
dpir,s(A) = α(r, s) + ξDξ
dpir,s(Bν) = e−r ξν
dpir,s(C) = −Dξ
dρ(A) = −Dξ
dρ(Bν) = 0
dρ(Bk) = (−1)k k! e−kξ g2
dρ(C) = eξ g1
where 1 ≤ ν ≤ k − 1. The following assertion is easily proved by induction: Let λ ≥ 1
be arbitrary. Then for 1 ≤ µ ≤ λ there exist positive numbers aλ,µ such that
(ξ∂ξ)λ =
λ∑
µ=1
aλ,µ ξ
µ∂µξ .
The proof of this equality shows aλ+1,µ = µaλ,µ + aλ,µ−1 for λ ≥ 1 and 1 ≤ µ ≤ λ+ 1.
Here one reads aλ,0 = 0 and aλ,λ+1 = 0 for λ ≥ 1. Obviously aλ,λ = aλ,1 = 1 for λ ≥ 1.
Let us define a0,0 = 1 and a0,µ = 0 for 1 ≤ µ ≤ λ. From these definitions it follows
(ξ∂ξ)λ =
λ∑
µ=0
aλ,µ ξ
µ∂µξ .
for all λ ≥ 0. Using this identity and applying the binomial theorem to the commuting
operators α(r, s) + ξDξ and −ξDξ, we obtain
e−r α(r, s)k = e−r (α(r, s) + ξDξ − ξDξ )k
= e−r
k∑
ν=0
(
k
ν
)
(α(r, s) + ξDξ)
ν (−ξDξ)k−ν
=
k∑
ν=0
k−ν∑
µ=0
ik−ν−µ
(
k
ν
)
ak−ν,µ (α(r, s) + ξDξ)ν (e−rξµ) (−Dξ)µ .
These computations motivate the definition
W0 =
k∑
ν=0
k−ν∑
µ=0
ik−ν−µ
(
k
ν
)
ak−ν,µ Aν Bµ Cµ
of the element W0 in the universal enveloping algebra U(mC). This definition does not
depend on r, s, f , or g. Immediately we get
dpir,s(W0) = e−r α(r, s)k .
Since dρ(Bν) = 0 for 1 ≤ ν ≤ k − 1, we obtain
dρ(W0) = (−1)k k! gk1 g2 .
This completes the proof of our lemma.
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Remark 9.24. Let us suppose that there exists an X ∈ zm such that fr,s(X) = 1 for
all r and s. Then dpir,s(X) = i. Clearly, this condition is satisfied if Q 6= 0. Let f
and g be as in the preceding lemma. If p0 is the polynomial function on m∗ defined in
Subsection 9.1, which is constant on the orbits Ad∗(M)f and Ad∗(M)g, then
p0(fr,s) = ( f0 +Q(r, s) )k and p0(g) = (−1)k k! gk1 g2 .
Let us replace A by A˜ = A+ 12X in the proof of Lemma 9.23. Then
dpir,s(A˜) = (f0 +Q(r, s)) + ξDξ
and the proof of Lemma 9.23 with A˜ instead of A shows that the following conclusion
holds: There exists an elementW0 in the universal enveloping algebra U(mC) such that
dpir,s(W0) = p0(fr,s) and dρ(W0) = p0(g) .
By now we have done most of the work which is necessary to prove the following
lemma.
Lemma 9.25. Let f and Γ be as above. Let g ∈ m∗ be admissible with respect to f
and Γ. Assume that gk+2 = 0 and that g is critical for the orbit Ad∗(G)f . Then⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for the L1-kernels of the irreducible representations pir,s = K(fr,s) and ρ = K(g).
Proof. Since Ad∗(G)g′ is contained in the closure of Ad∗(G)f , Lemma 9.15 implies
that gν = 0 for all 3 ≤ ν ≤ k + 2. Since Ad∗(G)g 6⊂ (Ad∗(G)f)—, it follows from
Lemma 9.19 that
p0(g) = (−1)k k! gk1 g2 6= 0 .
As before we consider z = Rek+2 ⊕ z1 ⊕ . . . ⊕ zl and appropriate Euclidean norms on
z∗ν . We fix an element W0 ∈ U(mC) whose existence is guaranteed by Lemma 9.23.
The following modification of W0 is necessary: According to Remark 8.3 we define
the polynomial functions cν ∈ P(z∗ν) by cν(h) = |h|2 for h ∈ z∗ν so that in particular
cν(fr,s|zν) = e−2sν . Let Cν denote the image of cν in U(zν)C under the modified
symmetrization map. Then we define
W =W0 ·C1 · . . . · Cl .
Further we consider the continuous function ψ : z∗ −→ C given by
ψ(ξ) = ξ0 | ξ1 |2 · . . . · | ξl |2 · α(− log ξ0,− log| ξ1 |, . . . ,− log| ξl |)k
if ξ0 > 0 and ψ(ξ) = 0 else. Here the complex-valued polynomial function α is defined
as in Lemma 9.23. Then we obtain
dpir,s(W ) = e−2(s1+...+sl) e−r α(r, s)k = ψ(fr,s | z)
and
dρ(W ) = (−1)k k! gk1 g2 | g|z1 |2 . . . | g|zl |2 6= ψ(g | z) = 0 .
Here we use the fact that g is admissible with respect to f so that g | zν 6= 0 for
1 ≤ ν ≤ l. An application of Lemma 5.4 and a slight modification of Theorem 5.18 to
pir,s, ρ, W , and ψ finishes this proof.
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Remark 9.26. Once again we point out that the modification (multiplication
by Cν for 1 ≤ ν ≤ l) of the elements W0 and W1 of U(mC) is absolutely neces-
sary in order to avoid singularities of ψ. Such singularities make the application
of Theorem 5.1 or Theorem 5.17 impossible, as we have already noticed in Remark 5.5.
There is no doubt about the significance of the Assumptions 9.16 and 9.17 for
our treatise. Concerning the orbit space of the coadjoint action, these assumptions
are indispensable for a concrete characterization of the closure of the orbit Ad∗(G)f
in m∗, see Lemma 9.19.
From the representation theoretical point of view, these postulates guarantee
that (W,p, ψ) separates ρ from {pir,s : (r, s) ∈ Rm+1}, see Definition 5.10 and
Lemmata 9.22 and 9.25.
In the next theorem we sum up some of the results obtained in this subsection.
Theorem 9.27. Let g ⊃ n ⊃ [g, g] be as in Subsection 9.1. In particular n is a central
extension of a (k + 1)-step nilpotent filiform algebra. Here we assume Ckn 6⊂ zg. Let
m be a proper, non-nilpotent ideal of g with g ⊃ m ⊃ n. Let us assume that there
exists a nilpotent subalgebra s of g such that g = s+ n and [sc, t] = 0 where t = s ∩m
and sc is the centralizer of Ckn in s.
Further let f ∈ m∗ be in general position such that m = mf + n and g ∈ m∗ be
critical for the orbit Ad∗(G)f . Then it follows that⋂
(r,s)∈Rm+1
kerL1(M) pir,s 6⊂ kerL1(M) ρ
for the unitary representations pir,s = K(fr,s) and ρ = K(g) of M .
Proof. Let us choose a basis of the weights of the s-module m, and a coexponential basis
for t in s as in the beginning of this subsection. Now we observe that the additional
Assumptions 9.16 and 9.17 are always satisfied: First, the polynomial function Q
depends only on the variable r because [sc, t] = 0. Hence for every f ∈ m∗ in general
position, Assumption 9.16 holds with m′ = l = 0. Any g ∈ m∗ is admissible with
respect to f and Γ. Now an application of Lemma 9.22 or 9.25 completes this proof.
Though including semi-direct sums g = sn n, the condition [sc, t] = 0 does not reach
far beyond the case dim g/m = 1, i.e., a one-parameter group Ad(exp rd0) acting on
the stabilizer m, non-trivially on the central ideal Ckn.
If dim g/m > 1 and g ∈ m∗ is critical for Ad∗(G)f , but not admissible with
respect to f and Γ, then we must admit that the situation remains somewhat
mysterious.
Open Problem 9.28 The following 8-dimensional example gives a first impression of
the phenomena which may occur if dim g/m > 1. Let us assume that there exists a
basis d0, d1, e0, . . . , e5 of g such that the commutator relations are given by
[e1, e2] = e3, [e0, e1] = −e1, [e0, e2] = e2
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and
[d0, e0] = −ae5, [d0, e3] = e3, [d1, e0] = −be5, [d1, e4] = e4 .
The stabilizer m is the ideal spanned by e0, . . . , e5. Let f ∈ m∗ be in general position
such that m = mf + n. We can assume f(eν) = 0 for ν = 1, 2 and f(eν) = 1 for
ν = 3, 4, 5. Now we obtain
Ad∗ (E(r, s) Φ(0, v, x, z) ) f (e0) = f0 − vx+ ar + bs
(e1) = x
(e2) = −e−rv
(e3) = e−r
(e4) = e−s
(e5) = 1
where v, x ∈ R and z ∈ R3.
Let g ∈ m∗ such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In
particular g5 = 1 and g3 ≥ 0. We restrict ourselves to non-admissible g. Such linear
functionals g satisfy g4 = 0 and exist if and only if b 6= 0, what we shall assume
henceforth.
The following lemma contains a description of the non-admissible part of the
closure of Ad∗(G)f in this example.
Lemma 9.29. Let f ∈ m∗ be in general position such that m = mf + n. Assume that
g ∈ m∗ is not admissible with respect to f and that that Ad∗(G)g′ is contained in the
closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if one of the following
conditions is satisfied:
(i) g3 = 0 and b g1 g2 < 0,
(ii) g3 = 0 and g1 g2 = 0.
Proof. First we suppose that g3 6= 0 and Ad∗(G)g ⊂ (Ad∗(G)f)—. Then there exist
sequences rn, sn, vn, and xn such that fn −→ g. In particular fn(e1) = xn −→ g1
and fn(e3) = e−rn −→ g3 6= 0 so that rn −→ − log g3 converges. Further
fn(e4) = e−sn −→ g4 = 0 implies sn −→ +∞. From fn(e4) = −e−rnvn −→ g2
it follows that vn −→ g2/g3 converges, too. But this is a contradiction to
fn(e0) = f0 − vnxn + arn + bsn −→ g0 because b 6= 0 and sn −→ +∞. Thus we have
shown that Ad∗(G)g 6⊂ (Ad∗(G)f)— if g3 6= 0.
Now we assume that g3 = 0 and bg1g2 < 0. Then we define rn = n, vn = −erng2,
xn = g1, and
sn = −1
b
(f0 − vnxn + arn − g0) .
These settings imply fn(e0) = g0 and sn −→ +∞ because bg1g2 > 0. This proves
Ad∗(G)g ⊂ (Ad∗(G)f)— in this case.
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For the opposite implication we assume g3 = 0 and b g1 g2 > 0. Let rn, sn, vn,
and xn be arbitrary sequences such that f ′n −→ g′. Since
1
b
fn(e1) fn(e2) = −1
b
e−rn vnxn −→ g1 g2
b
> 0 ,
there exists a c > 0 such that −1bvn xn ≥ cern for almost all n. But this implies
1
b
fn(e0) =
f0
b
− vn xn
b
+
arn
b
+ sn −→ +∞
which is a contradiction. It follows Ad∗(G)g 6⊂ (Ad∗(G)f)— in this case.
In order to verify (ii), we have to distinguish three cases: Assume g3 = 0. If
g2 = 0 and g1 6= 0, then we define rn = sn = n, xn = g1, and
vn =
1
g1
(f0 + arn + bsn − g0) .
If g2 6= 0 and g1 = 0, then we set rn = sn = n, vn = −erng2, and
xn = − 1
g2
e−rn (f0 + arn + bsn − g0) .
If g2 = 0 and g1 = 0, then we define rn = sn = n, vn = ern/2, and
xn = e−rn/2 (f0 + arn + bsn − g0) .
In any case it follows Ad∗(G)g ⊂ (Ad∗(G)f)—.
We conclude this section with the following open question: Let f ∈ m∗ be in general
position such that m = mf + n. Assume that g ∈ m∗ is non-admissible and critical
for the orbit Ad∗(G)f . This means that in addition to g5 = 1 and g4 = 0 one of the
following conditions is satisfied: g3 6= 0 or (g3 = 0 and bg1g2 > 0). Does the relation⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for the L1-kernels of the irreducible representations pir,s = K(fr,s) and ρ = K(g)
in this 8-dimensional example? Once again we stress that the results of Section 5.1 do
not apply here. A solution of this problem lies beyond the scope of our investigation
in this work.
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10 Nilradical is a Heisenberg algebra
In this section we study the representation theory of an exponential solvable Lie group
G such that, roughly speaking, the nilradical n of its Lie algebra g is a Heisenberg
algebra. In the first subsection we describe the algebraic structure of g in case of a
Heisenberg algebra n of arbitrary dimension. In particular we see that the stabilizer
m = gf ′ + n of a linear functional f ′ ∈ n∗ in general position is equal to the centralizer
of the one-dimensional ideal C1n = zn in g. In the second subsection we treat the
case of a three-dimensional Heisenberg algebra n. In the third subsection we give a
list of all possible exponential solvable Lie algebras g containing the five-dimensional
Heisenberg algebra n such that [g, g] ⊂ n and such that the centralizer m of C1n in g
is not nilpotent. In the subsequent subsections we study these algebras case by case.
10.1 The structure of g
Assume that g is an exponential solvable Lie algebra containing a (2k+1)-dimensional
Heisenberg algebra n such that n ⊃ [g, g]. In this case
(10.1) n ⊃
2k
C1n ⊃
1
{0}
is the descending central series of n and zn = C1n. Let m denote the centralizer of C1n
in g. Let f ∈ g∗ be a linear functional in general position so that f 6= 0 on C1n. As
usual we denote by f ′ its restriction to n. From
(10.2) Ad∗(N)f ′ = f ′ + (zn)⊥
it follows that m = gf ′ + n. If m = g, then the orbit Ad∗(G)f ′ = Ad∗(N)f ′ is closed.
Consequently Theorem 3.23 implies that there are no functionals g ∈ m∗ which are
critical for the orbit Ad∗(G)f . Thus we can assume m 6= g so that dim g/m = 1.
The structure of the algebra Der(n) of derivations of the Heisenberg algebra is
well-known. What we need here is
Lemma. The inner derivations of the Heisenberg algebra n are given by
Inn(n) = {D ∈ End(n) : D·n ⊂ zn and D = 0 on zn } .
Proof. Let D be as above. Let e1, . . . , e2k, Z be a basis of n such that Z ∈ zn and
[ei, en+j ] = δijZ for 1 ≤ i, j ≤ n. Then there exist λi ∈ R such that D ·ei = λiZ. Now
it is easy to see that
D =
n∑
i=1
λi ad(en+i)−
n∑
i=1
λn+i ad(ei)
is in Inn(n). The opposite inclusion is obvious.
Lemma 10.3. Let g, n, and f be as above and consider the subspace v = ker f ′ of n.
Then
s = {X ∈ g : [X, v] ⊂ v}
is a subalgebra of g such that g = s+ n and gf ′ ⊂ s. Further s acts as a commutative
algebra of derivations on m so that there exists a weight space decomposition of the
s-module m.
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Proof. Clearly s is a subalgebra of g such that gf ′ ⊂ s and [s, s] ⊂ s ∩ n ⊂ zn so
that [s, s] acts trivially on m. Since m 6= g, there exists an element D ∈ g such that
ad(D) 6= 0 on zn. The preceding lemma implies that there exists an A ∈ n such that
D0 = D + A satisfies [D0, v] ⊂ v and [D0, zn] 6= 0 which means D0 ∈ s. This proves
g = s+ n because D0 6∈ m.
In the rest of this section we regard m and n as s-modules and work with the weight
space decompositions of these modules. Let us define t = s ∩ m = gf ′ . We observe
that there exists a real weight γ ∈ s∗ such that C1n ⊂ nγ and γ 6= 0. Clearly ker γ = t
so that γ˜ = 0. As usual the tilde indicates restriction to t.
Note that B(X,Y ) = f( [X,Y ] ) defines a skew, bilinear form on n which is
m-equivariant, i.e., it satisfies
(10.4) B( [T,X] , Y ) = −B(X , [T, Y ] )
for all T ∈ m and X,Y ∈ n. In the following lemma we resume a few basic properties of
the weight space decomposition of the s-module n which are caused by this symplectic
structure.
Lemma 10.5. Let g ⊃ m ⊃ n and s be as above.
(i) If α ∈ s∗ = Hom(s,C) is a weight of the s-module n such that nα 6⊂ zn, then it
follows that γ − α is a weight, too. Possibly α is not real.
(ii) There exists at least one weight α ∈ s∗ such that α˜ 6= 0. If α is a non-real weight
of the s-module n, then α˜ = 0.
(iii) The weights α1, . . . , αr, γ are C-linearly independent if and only if α˜1, . . . α˜r are
C-linearly independent.
(iv) The weight space nγ is one-dimensional if and only if 0 is not a weight of the s-
module n. If dim nγ = 1, then g is the semi-direct sum of a commutative algebra
s0 and the ideal n. In this case m = gf + n.
Proof. We begin with (i) and use the fact that n decomposes into a direct sum of
weight spaces nα. Recall that if α is not real, then
nα = ( (nC)α ⊕ (nC)α¯ ) ∩ n = nα¯ .
Let α be an arbitrary weight of the s-module n such that nα 6⊂ zn so that there exists
a weight β such that
{0} 6= [nα, nβ] ⊂ C1n ∩ (nα+β + nα¯+β) .
This implies γ = α + β or γ = α¯ + β because C1n ⊂ nγ . Since both β and β¯ are
weights and γ is real, we see that γ − α is also a weight of the s-module n. Note that
the case α = β = γ/2 is possible. This proves (i).
The first claim of (ii) is obvious because m is not nilpotent. Let us suppose
that there exists a non-real weight α such that α˜ 6= 0. We conclude that there exists
a σ ∈ R, σ 6= 0 such that Imα = σReα because g is exponential. Further it follows
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from (i) that β = γ − α is a non-real weight, too. Thus there exists a τ ∈ R, τ 6= 0
such that Imβ = τ Reβ. If we restrict to t, then it follows Re α˜ + Re β˜ = 0 and
σRe α˜+ τ Re β˜ = 0 because γ˜ = 0. Since Re α˜ 6= 0, we see σ = τ . Now we obtain the
contradiction
γ = Reα+Reβ =
1
σ
(Imα+ Imβ) = 0 .
This proves (ii). In order to prove (iii), let us assume that the weights α˜1, . . . , α˜r
are C-linearly dependent, i.e., there exist σ1, . . . , σr ∈ C not all zero such that∑r
ν=1 σνα˜ν = 0. It follows that there exists a σ ∈ C such that σγ =
∑r
ν=1 σναν
because s/t is one-dimensional, γ 6= 0 and γ˜ = 0. This proves the first direction. The
opposite direction is trivial.
Finally we come to the proof of (iv). The first claim is a consequence of (i).
Assume that nγ is one-dimensional. Let t0 be the weight space of weight 0 of the
s-module t = gf ′ . Clearly m = t0 + n and [s, t0] ⊂ t0 ∩ n = 0. If we choose D ∈ s such
that ad(D) 6= 0 on zn, then s0 = RD + t0 is a commutative subalgebra of g such that
g = s0 + n and s0 ∩ n = 0. Furthermore [t0, g] = [t0, n] ⊂ ker f implies t0 ⊂ gf so that
m = gf + n. This completes the proof of our lemma.
The subspace v = ker f ′ of n is a symplectic vector space with respect to the skew,
bilinear form B = Bf and n = v ⊕ C1n. Furthermore there exists a direct sum
decomposition v =
⊕
α wα into s-invariant, symplectic subspaces wα = vα + vγ−α
where vα denotes the weight spaces of the s-module v. This sum is taken over all
representatives α for pairs (α, γ−α) of real weights, and for 4-tuples (α, γ−α, α¯, γ−α¯)
of non-real weights. This sum is orthogonal with respect to the bilinear form B = Bf
which is non-degenerate on wα for all α. It holds nγ = vγ ⊕ C1n and nα = vα for
α 6= γ. Further we note that vα and vγ−α are s-invariant, Lagrangian subspaces of wα
for Reα 6= γ/2. If Reα = γ/2, then there is no such decomposition for wα.
These assertions are also part of the following lemma in which we describe the
action of t on vα.
Lemma 10.6. The skew, bilinear form B = Bf is non-degenerate on v and induces a
t-equivariant isomorphism from v onto v∗. More exactly, the restriction of B to each
summand wα of the above orthogonal sum is non-degenerate. If Reα 6= γ/2, then we
obtain a t-equivariant isomorphism vγ−α −→ v∗α.
Proof. First we prove that B is non-degenerate on v: Let X ∈ v such that B(X,Y ) = 0
for all Y ∈ v. Since f 6= 0 on C1n, it follows [X,Y ] = 0 for all Y ∈ v, even for all
Y ∈ n. This means X ∈ zn and thus X = 0. We have shown that ϕ(X)(Y ) = B(X,Y )
defines a linear isomorphism ϕ : v −→ v∗. It follows from 10.4 that ϕ is t-equivariant:
ϕ(ad(T )X) (Y ) = B( [T,X] , Y ) = −B(X , [T, Y ] ) = ad∗(T )ϕ(X) (Y ) .
Let X be in vα. Since X 6∈ zn, there exists some weight β and an element Y ∈ vβ such
that Bf (X,Y ) = f([X,Y ]) 6= 0. Now it follows β = γ−α because [nα, nβ] ⊂ nα+β. This
shows us that the restriction of B to any summand wα of the above orthogonal sum
is non-degenerate. Assume Reα 6= γ/2. Since vα and vγ−α are Lagrangian subspaces
(isotropic subspaces of maximal dimension), we get a t-equivariant isomorphism vγ−α
onto v∗α. This finishes the proof of our lemma.
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Remark 10.7. Let us explain the relation between the action of s on vα and on vγ−α.
Assume that α 6= γ/2. Then the preceding lemma implies dim vα = dim vγ−α. Let
B = Bf be as above. If e1, . . . , er is a basis of vα, then there exists a basis e∗1, . . . , e∗r
of vγ−α such that
B(eν , e∗µ) = δµ,ν
for all 1 ≤ µ, ν ≤ r. This is just the dual basis under the identification of vγ−α and v∗α
given by ϕ = ϕB. Let S ∈ s be arbitrary. We have
B(X, [S, Y ] ) = γ(S)B(X,Y )−B( [S,X], Y )
for X,Y ∈ n. From this equality we conclude that if the action of S on vα is given
by a matrix Sµ,ν with respect to the basis e1, . . . , er, then the action of S on vγ−α is
given by the matrix
S∗µ,ν = γ(S) δµ,ν − Sν,µ
with respect to the basis e∗1, . . . , e∗r . In particular we see that S acts semi-simple on vα
if and only if S is semi-simple on vγ−α. Note that if T ∈ t acts by Tµ,ν on vα, then T
acts by the inverse transpose T ∗µ,ν = −Tν µ on vγ−α.
Remark 10.8. We emphasize the importance of the moment map µ in the subsequent
investigation of stabilizers m of a Heisenberg algebra n. Let f ∈ m∗ be in general
position such that m = mf + n. Note that v = ker f ′ is an ad(mf ′)-invariant subspace
of n and that Bf defines a symplectic form on v. Further the stabilizerMf ′ of f ′ = f | n
in M acts as a group of symplectic isomorphisms on v. We define the moment map
µ : v −→ m∗f ′ as the Mf ′ - equivariant, polynomial map
µ(X,T ) = f ( [X, [X,T ]] ) .
On the one hand, the moment map partly determines the orbit Ad∗(M)f as it follows
from
Ad∗(expX)f (T ) = f(T ) +
1
2
µ(X,T )
for T ∈ mf ′ and X ∈ n. One the other hand, the moment map µ defines invariant
polynomial functions on m∗ as we will explain next:
Since the symplectic form Bf on v induces a canonical isomorphism from v
onto v∗, we can define a linear map Φ from m∗ onto v: If g ∈ m∗, then there exists a
unique element X = Φ(g) in v such that Bf (X,Y ) = g(Y ) for all Y ∈ v. Since v is an
Ad(Mf ′) -invariant subspace, it follows
Ad∗(a)g (Y ) = Bf (X,Ad(a)−1Y ) = Bf (Ad(a)X,Y )
for all Y ∈ v, g ∈ m∗, and a ∈Mf ′ so that
Φ(Ad∗(a)g) = Ad(a) Φ(g) .
This means that Φ is Mf ′ - equivariant. Similarly the computation
µ (Ad(a)X,T ) = Bf (Ad(a)X, [Ad(a)X,T ] ) = Bf
(
X, [X,Ad(a)−1T ]
)
= µ
(
X,Ad(a)−1T
)
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shows that µ : v −→ m∗f ′ as well as the composition Ψ = µ ◦ Φ are Mf ′ - equivariant.
Let us fix an element T ∈ mf ′ and write
ΨT (g) = Ψ(g, T ) = µ(Φ(g), T ) .
Clearly ΨT is a real-valued, polynomial function on m∗ such that Ad(a)ΨT = ΨAd(a)T
for all a ∈ Mf ′ . Since Ad(a)T = T modulo n, it follows from the definition of µ that
Ad(a)ΨT = ΨT for all a ∈Mf ′ , i.e., ΨT is Ad(Mf ′)-invariant.
Furthermore we note that if Mf ′ is a commutative group, then the symmetric
algebra S(mf ′) yields an algebra of Ad(Mf ′)-invariant, polynomial functions on m∗.
Finally we close with the following crucial observation: It will turn out that in
the subsequent examples there exist Ad(M)-invariant, polynomial functions p on m∗
such that p = Q + R is a sum of polynomials Q ∈ S(mf ′) and R = ΨT ∈ S(n) which
are both defined by some T ∈ mf ′ .
10.2 The three-dimensional Heisenberg algebra
In the beginning we point out that the considerations of this subsection are nothing
but a special case of the results of Subsection 9.3. However, it seems to be useful to
treat the three-dimensional Heisenberg algebra before we come to the five-dimensional
case.
Let g ⊃ m ⊃ n be as in Subsection 10.1 such that dim n = 3. Assume that n
is equal to the nilradical of g. Clearly the s-module n admits the weights α, γ − α,
γ where α, γ are linearly independent. In particular dim g/n = 2. It follows that
there exists a basis d, e0, . . . , e3 of g such that the commutator relations [e1, e2] = e3,
[e0, e1] = −e1, [e0, e2] = e2, [d, e2] = e2, and [d, e3] = e3 hold. Let f ∈ m∗ be in general
position so that f3 6= 0. Without loss of generality we can assume f3 = 1. It follows
from 10.2 that f1 = f2 = 0 for a suitable representative f of the orbit Ad∗(M)f . It is
easy to see that m = gf + n. As usual we work with coordinates of the second kind
for M with respect to the above Malcev basis of m. A diffeomorphism Φ : R4 −→ M
is given by
Φ(t, x, y, z) = exp(te0) exp(xe1) exp(ye2 + ze3) .
For the coadjoint action of G in m∗ we obtain
Ad∗ ( exp(rd)Φ(0, x, y, z) ) f (e0) = f0 − xy
(e1) = y
(e2) = −e−rx
(e3) = e−r
(10.9)
If sequences rn, xn, and yn are chosen, then we abbreviate
fn = Ad∗ ( exp(rnd) Φ(0, xn, yn, 0) ) .
It is easy to see that p = e0 e3 − e1 e2 defines an ad(m)-invariant polynomial function
on m∗ so that p is constant on all Ad∗(M)-orbits. Note that p(fn) = f0 e−rn . Profiting
by the existence of p we achieve the following characterization of the closure of the
orbit Ad∗(G)f .
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Lemma 10.10. Let f ∈ m∗ be a linear functional in general position. Let g ∈ m∗
be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g3 ≥ 0.
Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if p(g) = f0 g3. If g3 6= 0, then we have
Ad∗(G)g′ = Ad∗(G)f ′.
Proof. First we assume Ad∗(G)g ⊂ (Ad∗(G)f)— so that there exist sequences rn, xn,
yn such that fn −→ g. Since fn(e3) = e−rn −→ g3 and p is continuous, it follows
p(fn) = f0 e−rn −→ p(g) = f0 g3.
Now we verify the opposite implication. Suppose g3 6= 0 so that without loss
of generality we can assume g1 = g2 = 0. If we define rn = − log g3 and xn = yn = 0,
then p(g) = g0 g3 = f0 g3 implies f0 = g0 and Ad∗(G)g = Ad∗(G)f .
Next we suppose g3 = 0. We must distinguish three cases. Note that p(g) = −g1 g2.
If g1 6= 0 and g2 = 0, then we define rn = n, yn = g1, and
xn =
1
g1
(f0 − g0) .
This implies fn −→ g and thus Ad∗(G)g ⊂ (Ad∗(G)f)— in this case. If g1 = 0 and
g2 6= 0, then we define rn = n, xn = −g2en, and
yn = − 1
g2
e−n (f0 − g0) .
If g1 = g2 = 0, then we set rn = n, xn = en/2, and yn = e−n/2 (f0 − g0). This proves
fn −→ g and thus Ad∗(G)g ⊂ (Ad∗(G)f)— in all three cases. The proof of this lemma
is complete.
Now we investigate the unitary representation theory of G. Let fr = Ad∗(exp(rd))f
so that Ad∗(G)f = ∪r∈R Ad∗(M)fr. First we describe the irreducible representations
pir = K(fr) in general position. Since fr(e1) = fr(e2) = 0 and fr(e3) = e−r, it is clear
that p = 〈 e0, e2, e3 〉 is a common Pukanszky polarization at fr for all r ∈ R. Note that
p is s-invariant. Further c = 〈 e1 〉 is a commutative subalgebra which is coexponential
for p in m. From Section 6.1 we learn that the infinitesimal operators of pir = indMP χfr
are given by
dpir(e0) =
1
2
+ if0 + ξ∂ξ
dpir(e1) = −∂ξ
dpir(e2) = −ie−rξ
dpir(e3) = ie−r
Now let g ∈ m∗ such that g3 = 0 and (g1 6= 0 or g2 6= 0). Then we see that the nilradical
n = 〈 e1, e2, e3 〉 is a Pukanszky polarization at g, and that c = 〈 e0 〉 is a coexponential
subalgebra for n in m. The results of Section 6.2 imply that the infinitesimal operators
of ρ = indMN χg are given by
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−ξ g2
dρ(e3) = 0
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Let W denote the image of p in U(mC) under the modified symmetrization map so
that
W =
1
2
(e1 e2 + e2 e1)− e0 e3 .
One verifies easily dpir(W ) = p(fr)·Id for all r ∈ R and dρ(W ) = p(g)·Id. By now we
have done most of the work which is necessary to prove the following
Theorem 10.11. Let g be an exponential solvable Lie algebra such that the nilradical
n of g is a three-dimensional Heisenberg algebra. Let m denote the centralizer of C1n
in g. Let f ∈ m∗ be in general position and g ∈ m∗ critical for the orbit Ad∗(G)f .
Then the relation ⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
holds for the L1-kernels of the unitary representations pir = K(fr) and ρ = K(g).
Proof. Let us fix a function h ∈ C∞0 (M) such that ρ(h) 6= 0. Further we define the
element W˜ =W + if0 e3 in the center of the universal enveloping algebra U(mC). It is
easy to see that
pir(W˜ ∗ h) =
(
p(fr)− f0 e−r
)
pir(h) = 0
for all r ∈ R. Note that Ad∗(G)g 6⊂ (Ad∗(G)f)— because g is critical for the orbit
Ad∗(G)f . Consequently Lemma 10.10 implies p(g) 6= f0 g3 and thus
ρ(W˜ ∗ h) = ( p(g)− f0 g3 ) ρ(h) 6= 0 .
These considerations prove our theorem.
10.3 The five-dimensional Heisenberg algebra
Our aim is to classify those exponential solvable Lie algebras g whose nilradical is
a five-dimensional Heisenberg algebra by means of properties of the weight space
decomposition of the s-module n. Afterwards these algebras are studied case by case.
Let g ⊃ m ⊃ n and s be as in Subsection 10.1 such that dim n = 5. Assume
that n is the nilradical of g. First we exclude the possibility of non-real weights:
If α is a non-real weight of the s-module n, then we have the weight space decom-
position n = nα ⊕ nγ−α ⊕ nγ where nγ = C1n is one-dimensional and nα, nγ−α are
two-dimensional, s-irreducible subspaces. From Lemma 10.5.(ii) it follows α˜ = 0.
This means that m is nilpotent, a contradiction. Hence we can assume that all weights
are real if dim n = 5.
With the aid of Lemma 10.5 we see that the following cases occur:
• There are five distinct weights α, γ − α, β, γ − β, γ where α, β, γ are linearly
independent. All weight spaces are one-dimensional.
• There are five distinct weights α, γ − α, β, γ − β, γ where α, γ are linearly
independent and β ∈ 〈α, γ 〉. Again all weight spaces are one-dimensional.
• There are four distinct weights α, γ − α, γ/2, γ where α˜ 6= 0. This implies that
α, γ are linearly independent. In this case nγ/2 has dimension two and the other
weight spaces are one-dimensional.
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• There are four distinct weights α, γ − α, 0, γ where α˜ 6= 0. Here nγ is two-
dimensional and the other weight spaces are one-dimensional.
• There are three distinct weights α, γ − α, γ such that α˜ 6= 0. Here nα, nγ−α are
two-dimensional and nγ is one-dimensional.
In the next subsections these Lie algebras g will be investigated case by case. In doing
so we will see the validity of
Theorem 10.12. Let g be an exponential solvable Lie algebra such that the nilradical
n of g is a five-dimensional Heisenberg algebra. Let m denote the centralizer of C1n
in g. Let f ∈ m∗ be a linear functional in general position and g ∈ m∗ critical for the
orbit Ad∗(G)f . Then the relation⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
holds for the L1-kernels of the unitary representations pir = K(fr) and ρ = K(g).
Proof. This theorem is a consequence of the results of the Subsections 10.3.1 to 10.3.5.
10.3.1 Five distinct weights α, γ−α, β, γ−β, γ where α, β, γ are linearly
independent
In this case dim g/n = 3 and thus dim g = 8. There exists a basis d, e0, . . . , e6 of g such
that the commutator relations [e2, e3] = e6, [e4, e5] = e6, [e0, e2] = −e2, [e0, e3] = e3,
[e1, e4] = −e4, [e1, e5] = e5, [d, e3] = e3, [d, e5] = e5, and [d, e6] = e6 hold.
Let f ∈ m∗ be in general position so that f6 6= 0. Without loss of generality
we can assume f6 = 1 and fν = 0 for 2 ≤ ν ≤ 5. Obviously t ⊂ gf so that m = gf + n
and Ad∗(M)f = Ad∗(N)f . As usual we work with coordinates of the second kind for
M given by
Φ(t, u, x1, y1, x2, y2, z) = exp(te0 + ue1) exp(x1e2 + x2e4) exp(y1e3 + y2e5 + ze6) .
The coadjoint representation of G in m∗ is given by
Ad∗ ( exp(rd) Φ(0, 0, x1, y1, x2, y2, z) ) f (e0) = f0 − x1y1
(e1) = f1 − x2y2
(e2) = y1
(e3) = −e−rx1
(e4) = y2
(e5) = −e−rx2
(e6) = e−r
(10.13)
It is easy to see that p1 = e0 e6 − e2 e3 and p2 = e1 e6 − e4 e5 are ad(m)-invariant
polynomial functions on m∗ which are constant on all Ad∗(M)-orbits. Profiting by the
existence of p1 and p2 we achieve the following characterization of the closure of the
orbit Ad∗(G)f .
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Lemma 10.14. Let f ∈ m∗ be a linear functional in general position. Let g ∈ m∗
be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g6 ≥ 0.
Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if p1(g) = f0 g6 and p2(g) = f1 g6. If g6 6= 0,
then we have Ad∗(G)g′ = Ad∗(G)f ′.
Proof. The proof is very similar to that of Lemma 10.10. We omit the details.
Let fr = Ad∗(exp(rd))f . Next we describe the unitary representations pir = K(fr) in
general position. Since fr(eν) = 0 for 2 ≤ ν ≤ 5 and fr(e6) = e−r, it follows that
p = 〈 e0, e1, e3, e5, e6 〉 is a common Pukanszky polarization at fr for all r ∈ R. Note
that p is s-invariant. Further c = 〈 e2, e4 〉 is a commutative subalgebra of n which is
coexponential for p in m. The results of Section 6.1 yield:
dpir(e0) =
1
2
+ if0 + ξ1∂ξ1
dpir(e1) =
1
2
+ if1 + ξ2∂ξ2
dpir(e2) = −∂ξ1
dpir(e3) = −ie−rξ1
dpir(e4) = −∂ξ2
dpir(e5) = −ie−rξ2
dpir(e6) = ie−r
Now let g ∈ m∗ be such that g6 = 0 and (g2 6= 0 or g3 6= 0) and (g4 6= 0 or g5 6= 0).
Then we see that the nilradical n = 〈 e2, . . . , e6 〉 is a Pukanszky polarization at g.
Further c = 〈 e0, e1 〉 is a commutative, coexponential subalgebra for n in m.
The results of Section 6.2 imply
dρ(e0) = −∂ξ1
dρ(e1) = −∂ξ2
dρ(e2) = ieξ1 g2
dρ(e3) = ie−ξ1 g3
dρ(e4) = ieξ2 g4
dρ(e5) = ie−ξ2 g5
dρ(e6) = 0
For ν = 1, 2 letWν denote the image of pν in U(mC) under the modified symmetrization
map so that
W1 =
1
2
(e2 e3 + e3 e2)− e0e6 and W2 = 12(e4 e5 + e5 e4)− e1e6 .
One verifies easily dpir(Wν) = pν(fr)·Id for all r and dρ(Wν) = pν(g)·Id. Now we can
prove the assertion of Theorem 10.12.
Lemma 10.15. Let g be an exponential solvable Lie algebra such that the nilradical
n of g is a five-dimensional Heisenberg algebra. Let s be a nilpotent subalgebra of g
such that g = s + n. Let us assume that the s-module n admits five distinct weights
α,γ − α, β, γ − β, γ where α, β, γ are linearly independent.
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Let m denote the centralizer of C1n in g. Let f ∈ m∗ be in general position
and g ∈ m∗ critical for the orbit Ad∗(G)f . Then the relation⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
holds for the L1-kernels of the unitary representations pir = K(fr) and ρ = K(g).
Proof. Let us fix a function h ∈ C∞0 (M) such that ρ(h) 6= 0. Further we define the
elements W˜1 = W1 + if0 e6 and W˜2 = W2 + if1 e6 in the center of the universal
enveloping algebra U(mC). It is easy to see that pir(W˜1 ∗ h) = 0 and pir(W˜2 ∗ h) = 0
for all r ∈ R. Note that Ad∗(G)g 6⊂ (Ad∗(G)f)— because g is critical for the orbit
Ad∗(G)f . Consequently Lemma 10.14 implies p1(g) 6= f0 g6 or p2(g) 6= f1 g6 so that
ρ(W˜1 ∗ h) 6= 0 or ρ(W˜2 ∗ h) 6= 0. This proves our lemma.
10.3.2 Five distinct weights α, γ−α, β, γ−β, γ such that α, γ are linearly
independent and β ∈ 〈α, γ 〉
In this case dim g/n = 2 so that dim g = 7. There exist σ, τ ∈ R such that β = σα+τβ.
We conclude that there exists a basis 〈 d, e0, . . . , e5 〉 of g such that the commutator
relations [e1, e2] = e5, [e3, e4] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = −σe3,
[e0, e4] = σe4, [d, e2] = e2, [d, e3] = τe3, [d, e4] = (1− τ)e4, and [d, e5] = e5 hold.
Let f ∈ m∗ be a linear functional in general position so that f5 6= 0. Without
loss of generality we can assume f5 = 1 and fν = 0 for 1 ≤ ν ≤ 4. Obviously t ⊂ gf
so that m = gf + n and Ad∗(M)f = Ad∗(N)f . As usual we work with coordinates of
the second kind for M given by
Φ(t, x1, y1, x2, y2, z) = exp(te0) exp(x1e1 + x2e3) exp(y1e2 + y2e4 + ze5) .
The coadjoint representation of G in m∗ is given by
Ad∗ ( exp(rd) Φ(0, x1, y1, x2, y2, 0) ) f (e0) = f0 − x1y1 − σx2y2
(e1) = y1
(e2) = −e−rx1
(e3) = e−τry2
(e4) = −e−(1−τ)rx2
(e5) = e−r
If sequences rn , x1n , y1n , x2n , and y2n are chosen, then we abbreviate
fn = Ad∗ ( exp(rnd) Φ(0, x1n , y1n , x2n , y2n , 0) ) f .
One verifies easily that p = e0 e5−e1 e2−σe3 e4 defines an ad(m)-invariant polynomial
function on m∗ so that p is constant on all Ad∗(M)-orbits. Profiting by the existence
of p we obtain the following characterization of the closure of the orbit Ad∗(G)f .
Lemma 10.16. Let f ∈ m∗ be a linear functional in general position. Let g ∈ m∗
be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g5 ≥ 0.
Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if p(g) = f0 g5. If g5 6= 0, then we have
Ad∗(G)g′ = Ad∗(G)f ′.
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Proof. At first we assume Ad∗(G)g ⊂ (Ad∗(G)f)— so that there exist sequences
rn, x1n, y1n, x2n, y2n such that fn −→ g. Since fn(e5) = e−rn −→ g5, it follows
p(fn) = f0 e−rn −→ p(g) = f0 g5.
Now we prove the opposite implication. First we suppose g5 6= 0. We can establish
gν = 0 for 1 ≤ ν ≤ 4. If we define rn = − log g5 and x1n = y1n = x2n = y2n = 0, then
p(g) = g0 g5 = f0 g5 implies g0 = f0 and Ad∗(G)g = Ad∗(G)f .
Now we suppose g5 = 0. In this case p(g) = −g1g2 − σg3g4 = 0. Let rn = n,
x2n = −e(1−τ)n g4, and y2n = eτn g3. Here we must distinguish three cases: If g1 6= 0,
then we define y1n = g1 and
x1n = −en g2 + 1
g1
(f0 − g0) .
This implies fn(e0) = g0 so that fn −→ g and thus Ad∗(G)g ⊂ (Ad∗(G)f)— in this
case. If g2 6= 0, then we define x1n = −en g2 and
y1n = g1 − 1
g2
e−n (f0 − g0) .
Again we have fn(e0) = g0. Thus fn −→ g and Ad∗(G)g ⊂ (Ad∗(G)f)— if g2 6= 0. If
g1 = g2 = 0, then we set x1n = en/2 and y1n = e−n/2 (f0 − g0). This proves fn −→ g
in the third and last case. The proof of this lemma is complete.
Let fr = Ad∗(exp(rd))f . Next we describe the unitary representations pir = K(fr) in
general position. Since fr(eν) = 0 for 1 ≤ ν ≤ 4 and fr(e5) = e−r, it is clear that
p = 〈 e0, e2, e4, e5 〉 is a Pukanszky polarization at fr for all r. Note that p is s-invariant.
Further c = 〈 e1, e3 〉 is a commutative subalgebra of n which is coexponential for p in
m. From Section 6.1 we learn that the infinitesimal operators of pir = indMP χfr are
given by
dpir(e0) =
1 + σ
2
+ if0 + ξ1∂ξ1 + σξ2∂ξ2
dpir(e1) = −∂ξ1
dpir(e2) = −ie−rξ1
dpir(e3) = −∂ξ2
dpir(e4) = −ie−rξ2
dpir(e5) = ie−r
Now let g ∈ m∗ be such that g5 = 0 and gν 6= 0 for some 1 ≤ ν ≤ 4. Then we see that
the nilradical n = 〈 e1, . . . , e5 〉 is a Pukanszky polarization at g. Further c = 〈 e0 〉 is a
coexponential subalgebra for n in m. The results of Section 6.2 imply
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−ξ g2
dρ(e3) = ieσξ g3
dρ(e4) = ie−σξ g4
dρ(e5) = 0
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Let W denote the image of p in U(mC) under the modified symmetrization map so
that
W =
1
2
(e1 e2 + e2 e1) +
σ
2
(e3 e4 + e4 e3)− e0e5 .
One verifies easily that dpir(W ) = p(fr)·Id for all r and dρ(W ) = p(g)·Id. Now it is
easy to see that the preceding considerations imply the validity of Theorem 10.12 in
the case that the s-module n admits five distinct weights α,γ − α, β, γ − β, γ where
α, γ are linearly independent and β ∈ 〈α, γ 〉. The proof is similar to that of Theorem
10.11 and Lemma 10.15.
10.3.3 Four distinct weights α, γ − α, γ/2, γ where α, γ are linear inde-
pendent
In this case dim g = 7. There exists a basis d, e0, . . . , e5 of g such that the commutator
relations [e1, e2] = e5, [e3, e4] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = be4,
[d, e2] = e2, [d, e3] = 12e3 + ae4, [d, e4] =
1
2e4, and [d, e5] = e5 hold where a, b ∈ R
are arbitrary constants. By scaling the basis vectors appropriately we could establish
b ∈ {0, 1}, but this is not necessary for the following considerations.
Let f ∈ m∗ be in general position so that f5 6= 0. We can assume f5 = 1 and
fν = 0 for all 1 ≤ ν ≤ 4. Then t ⊂ gf so that m = gf + n and Ad∗(M)f = Ad∗(N)f .
As usual we work with coordinates of the second kind given by the diffeomorphism
Φ(t, x1, y1, x2, y2, z) = exp(te0) exp(x1e1 + x2e3) exp(y1e2 + y2e4 + ze5) .
For the coadjoint action of G in m∗ we obtain
Ad∗ ( exp(rd) Φ(t, x1, y1, x2, y2, z) ) f (e0) = f0 − x1y1 − b2 x
2
2
(e1) = et y1
(e2) = −e−r e−t x1
(e3) = e−r/2 (y2 + arx2 + btx2)
(e4) = −e−r/2 x2
(e5) = e−r
If sequences rn , x1n , y1n , x2n , and y2n are chosen, then we abbreviate
fn = Ad∗ ( exp(rnd) Φ(0, x1n , y1n , x2n , y2n , 0) ) f .
Let us define the polynomial function
p = e0 e5 − e1 e2 + b2 e4 e4
on m∗. We point out that p is ad(m)-invariant and thus constant on all Ad∗(M)-
orbits. We have p (Ad∗(exp(rd)Φ(t, . . . , z)) ) = f0 e−r. Profiting by the existence of p
we obtain the following characterization of the closure of Ad∗(G)f .
Lemma 10.17. Let f ∈ m∗ be a linear functional in general position. Let g ∈ m∗
be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g5 ≥ 0.
Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if p(g) = f0 g5. If g5 6= 0, then we have
Ad∗(G)g′ = Ad∗(G)f ′.
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Proof. Let g ∈ m∗ such that g5 = 0 and p(g) = −g1g2 + b2g24 = 0. We set rn = n,
x2n = −en/2 g4, and y2n = en/2 (g3 − anen/2 g4). We must distinguish three cases: If
g1 6= 0, then we define y1n = g1 and
x1n = −en g2 + 1
g1
(f0 − g0) .
If g2 6= 0, then we define x1n = −en g2 and
y1n = g1 − 1
g2
e−n (f0 − g0) .
If g1 = g2 = 0, then we set x1n = en/2 and y1n = e−n/2 (f0 − g0). In particular
fn(e0) = g0 because p(g) = 0. It follows immediately that fn −→ g and hence
Ad∗(G)g ⊂ (Ad∗(G)f)— in all three cases. The proof for the remaining assertions of
this lemma can be copied from the proof of Lemma 10.16.
Let fr = Ad∗(exp(rd))f . Next we describe the unitary representations pir = K(fr) in
general position. Since fr(eν) = 0 for 1 ≤ ν ≤ 4 and fr(e5) = e−r, it is clear that
p = 〈 e0, e2, e4, e5 〉 is a Pukanszky polarization at fr for all r. Furthermore c = 〈 e1, e3 〉
is a commutative subalgebra of n which is coexponential for p in m. Note that p ∩ n
is an ideal of n. But the subalgebra c is not ad(e0)-invariant in this case so that we
cannot apply the results of Section 6.1 in order to compute pir(exp(te0)). However, an
elementary computation using the Campbell-Baker-Hausdorff formula
exp(A) exp(B) = exp(A+B +
1
2
[A,B] )
for elements A and B of the two-step nilpotent algebra n yields
pir(exp(te0))ϕ (ξ1, ξ2) = et/2 eif0t e−
1
2
ibe−rtξ22 ϕ(etξ1, ξ2) .
Now it follows that the infinitesimal operators of pir = indMP χfr are given by
dpir(e0) =
1
2
+ if0 + ξ1∂ξ1 −
1
2
ibe−rξ22
dpir(e1) = −∂ξ1
dpir(e2) = −ie−rξ1
dpir(e3) = −∂ξ2
dpir(e4) = −ie−rξ2
dpir(e5) = ie−r
Now let g ∈ m∗ be such that g5 = 0 and (g1 6= 0 or g2 6= 0). Then n = 〈 e1, . . . , e5 〉 is a
Pukanszky polarization at g. Further c = 〈 e0 〉 is a coexponential subalgebra for n in
m. The results of Section 6.2 imply
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−ξ g2
dρ(e3) = i(g3 − bξg4)
dρ(e4) = ig4
dρ(e5) = 0
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Let W denote the image of p in U(mC) under the modified symmetrization map so
that
W =
1
2
(e1 e2 + e2 e1)− e0 e5 − b2 e4 e4 .
One verifies easily that dpir(W ) = p(fr) · Id for all r and dρ(W ) = p(g) · Id. Again
the preceding considerations imply the validity of Theorem 10.12 in the case of four
distinct weights α,γ − α, γ/2, γ where α, γ are linearly independent.
10.3.4 Four distinct weights α, γ − α, 0, γ where α, γ are linearly inde-
pendent
In this case dim g = 7. There exists a basis d, e0, . . . , e5 of g with commutator relations
[e1, e2] = e5, [e3, e4] = e5, [e0, e1] = −e1, [e0, e2] = e2, [d, e0] = ae3, [d, e2] = e2,
[d, e4] = e4, and [d, e5] = e5 where a ∈ R is an arbitrary constant. Since ad(d) is a
derivation, it follows a = 0.
Let f ∈ m∗ be in general position so that f5 6= 0. We can assume f5 = 1 and
fν = 0 for all 1 ≤ ν ≤ 4. Then t ⊂ gf so that m = gf + n and Ad∗(M)f = Ad∗(N)f .
As usual we work with coordinates of the second kind given by the diffeomorphism
Φ(t, x1, y1, x2, y2, z) = exp(te0) exp(x1e1 + x2e3) exp(y1e2 + y2e4 + ze5) .
For the coadjoint action of G in m∗ we obtain
Ad∗ ( exp(rd) Φ(t, x1, y1, x2, y2, z) ) f (e0) = f0 − x1y1
(e1) = et y1
(e2) = −e−r e−t x1
(e3) = y2
(e4) = −e−r x2
(e5) = e−r
It is easy to see that p = e0 e5 − e1 e2 defines an ad(m)-invariant polynomial function
on m∗ so that p is constant on all Ad∗(M)-orbits. With the aid of p we obtain the
following characterization of the closure of Ad∗(G)f .
Lemma 10.18. Let f ∈ m∗ be a linear functional in general position. Let g ∈ m∗
be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g5 ≥ 0.
Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if p(g) = f0 g5. If g5 6= 0, then we have
Ad∗(G)g′ = Ad∗(G)f ′.
Proof. The proof is similar to that of Lemma 10.10. We omit the details.
Let fr = Ad∗(exp(rd))f . Next we describe the unitary representations pir = K(fr)
in general position. Since fr(eν) = 0 for 1 ≤ ν ≤ 4 and fr(e5) = e−r, it is clear
that p = 〈 e0, e2, e4, e5 〉 is an s-invariant Pukanszky polarization at fr. Furthermore
c = 〈 e1, e3 〉 is a commutative subalgebra of n which is coexponential for p in m. The
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results of Section 6.1 yield
dpir(e0) =
1
2
+ if0 + ξ1∂ξ1
dpir(e1) = −∂ξ1
dpir(e2) = −ie−rξ1
dpir(e3) = −∂ξ2
dpir(e4) = −ie−rξ2
dpir(e5) = ie−r
Now let g ∈ m∗ be such that g5 = 0 and (g1 6= 0 or g2 6= 0). Then the nilradical n is
a Pukanszky polarization at g and c = 〈 e0 〉 is a coexponential subalgebra for n in m.
The results of Section 6.2 imply
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−ξ g2
dρ(e3) = ig3
dρ(e4) = ig4
dρ(e5) = 0
Let W denote the image of p in U(mC) under the modified symmetrization map so
that
W =
1
2
(e1 e2 + e2 e1)− e0 e5 .
One verifies easily that dpir(W ) = p(fr)·Id for all r and dρ(W ) = p(g)·Id. Again the
standard argument shows the validity of Theorem 10.12 in the case of four distinct
weights α,γ − α, 0, γ where α, γ are linearly independent.
10.3.5 Three distinct weights α, γ−α, γ where α, γ are linearly indepen-
dent
In this case dim g = 7. It follows from Remark 10.7 that there exists a basis
d, e0, . . . , e5 of g such that the commutator relations [e1, e3] = e5, [e2, e4] = e5,
[e0, e1] = −e1 − be2, [e0, e2] = −e2, [e0, e3] = e3, [e0, e4] = be3 + e4, [d, e1] = −ae2,
[d, e3] = e3, [d, e4] = ae3 + e4, and [d, e5] = e5 hold.
Let f ∈ m∗ be in general position so that f5 6= 0. We can assume f5 = 1 and
fν = 0 for 1 ≤ ν ≤ 4. Clearly t ⊂ gf so that m = gf + n and Ad∗(M)f = Ad∗(N)f .
As usual we work with coordinates of the second kind given by the diffeomorphism
Φ(t, x1, x2, y1, y2, z) = exp(te0) exp(x1e1 + x2e2) exp(y1e3 + y2e4 + ze5) .
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For the coadjoint action of G in m∗ we obtain
Ad∗ ( exp(rd) Φ(t, x1, x2, y1, y2, z) ) f (e0) = f0 − x1y1 − bx1y2 − x2y2
(e1) = et (y1 + asy2 + bty2)
(e2) = et y2
(e3) = −e−s e−t x1
(e4) = −e−s e−t (x2 − asx1 − btx1)
(e5) = e−r
If sequences rn , x1n , x2n , y1n , and y2n are chosen, then we abbreviate
fn = Ad∗ ( exp(rnd) Φ(0, x1n , x2n , y1n , y2n , 0) ) f .
Then we have
fn(e0) = f0 − x1ny1n − bx1ny2n − x2ny2n
(e1) = y1n + arny2n
(e2) = y2n
(e3) = −e−rn x1n
(e4) = −e−rn (x2n − arnx1n)
(e5) = e−rn
It is easy to see that p = e0 e5 − e1 e3 − be2 e3 − e2 e4 defines an ad(m)-invariant
polynomial function on m∗ so that p is constant on all Ad∗(M)-orbits. Note that
p(fn) = f0 e−rn . Profiting by the existence of p we obtain the following characterization
of the closure of the orbit Ad∗(G)f .
Lemma 10.19. Let f ∈ m∗ be a linear functional in general position. Let g ∈ m∗
be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g5 ≥ 0.
Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if p(g) = f0 g5. If g5 6= 0, then we have
Ad∗(G)g′ = Ad∗(G)f ′.
Proof. Let g ∈ m∗ such that g5 = 0 and p(g) = −g1g3 − bg2g3 − g2g4 = 0. Let rn = n.
Here we must distinguish four cases. If g2 6= 0, then we define y1n = g1 − arny2n,
y2n = g2, x1n = −ern g3, and
x2n = −ern g4 + arnx1n + 1
g2
(f0 − g0) .
Now let x2n = −ern g4 + arnx1n. If g2 = 0 and g3 6= 0, then we define x1n = −ern g3,
y2n = 0 and
y1n = g1 − 1
g3
e−rn (f0 − g0) .
If g2 = g3 = 0 and g1 6= 0, then we define y2n = 0, y1n = g1, and
x1n =
1
g1
(f0 − g0) .
If g1 = g2 = g3 = 0, then we define y2n = 0, y1n = e−rn/2 (f0 − g0), and x1n = ern/2.
In all four cases we obtain fn(e0) = g0 because p(g) = 0. Now it follows fn −→ g and
thus Ad∗(G)g ⊂ (Ad∗(G)f)—. The proof for the remaining assertions of this lemma
can be copied from the proof of Lemma 10.16.
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Let fr = Ad∗(exp(rd))f . Next we describe the unitary representations pir = K(fr) in
general position. Since fr(eν) = 0 for 1 ≤ ν ≤ 4 and fr(e5) = e−r, it is clear that
p = 〈 e0, e3, e4, e5 〉 is a Pukanszky polarization at fr. Furthermore c = 〈 e1, e2 〉 is a
commutative subalgebra of n which is coexponential for p in m. The results of Section
6.1 yield
dpir(e0) = 1 + if0 + ξ1∂ξ1 + (ξ2 + bξ1)∂ξ2
dpir(e1) = −∂ξ1
dpir(e2) = −∂ξ2
dpir(e3) = −ie−r ξ1
dpir(e4) = −ie−r ξ2
dpir(e5) = ie−r
Now let g ∈ m∗ be such that g5 = 0 and (g2 6= 0 or g3 6= 0). Then the nilradical n is
a Pukanszky polarization at g and c = 〈 e0 〉 is a coexponential subalgebra for n in m.
The results of Section 6.2 imply
dρ(e0) = −∂ξ
dρ(e1) = ieξ (g1 + bξg2)
dρ(e2) = ieξ g2
dρ(e3) = ie−ξ g3
dρ(e4) = ie−ξ (g4 − bξg3)
dρ(e5) = 0
Let W denote the image of p in U(mC) under the modified symmetrization map so
that
W =
1
2
(e1 e3 + e3 e1) + be2 e3 +
1
2
(e2 e4 + e4 e2)− e0 e5 .
One verifies easily that dpir(W ) = p(fr) · Id for all r and dρ(W ) = p(g) · Id. These
considerations prove the validity of Theorem 10.12 in the case of three distinct weights
α,γ − α, γ where α, γ are linearly independent.
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11 Nilradical is the algebra g5,2
In this section we study the unitary representation theory of an exponential solvable
Lie group G such that the nilradical n of its Lie algebra g is the five-dimensional,
2-step nilpotent Lie algebra g5,2 . This section is divided into two subsections.
In the first one we describe the algebraic structure of these Lie algebras g. In
some sense we give a classification of them. Let m = gf + n denote the stabilizer
of a linear functional f ∈ g∗ in general position. We will define certain polynomial
functions on the linear dual m∗ which are constant on the Ad∗(M)-orbits contained
in the closure of Ad∗(G)f . Finally we will compute the infinitesimal operators of the
relevant unitary representations of M .
The considerations of the first subsection imply that there exist four algebras g
of this kind. In the second subsection these algebras g are studied one by one. In
each case we describe the closure in m∗ of the orbit Ad∗(G)f in general position. If
g ∈ m∗ is critical for Ad∗(G)f , then we show how to separate ρ = K(g) from the set
{pis = K(fs) : s ∈ S} by L1-functions.
11.1 The structure of g
Let g be an exponential solvable Lie algebra and let n denote the nilradical of g. In
particular [g, g] ⊂ n. Assume that n is 2-step nilpotent such that
(11.1) n ⊃
3
C1n ⊃
2
{0}
is the descending series of n where zn = C1n. Let m be a non-nilpotent ideal of g
such that n ⊂ m. Assume that there exists an f ∈ m∗ in general position such that
m = mf + n. Since f vanishes on [m, zn] = [mf , zn], this ideal of g must be zero. This
proves zn ⊂ zm. As usual we assume m 6= g.
On page 72 of [23] it is shown that there exist nilpotent subalgebras s of g
such that g = s + n. We fix such an s and define t = s ∩ m. We regard m and n
as s-modules and benefit from the existence of weight space decompositions of these
modules.
To begin with let us assume that there exists a single weight α ∈ s∗ such that
n = nα + C1n. Then C1n = [nα, nα] = n2α ∩ C1n implies α˜ = 0. This means that m
is nilpotent in contradiction to our assumption. We conclude that there exist a least
two distinct weights α, β ∈ s∗ such that nα 6⊂ C1n and nβ 6⊂ C1n.
Now we assume n = nα + nβ + C1n for distinct weights α, β ∈ s∗ such that
α˜ 6= 0. Then it follows
C1n = [nα + nβ, nα + nβ] = (n2α ∩ C1n) + (nα+β ∩ C1n) + (n2β ∩ C1n) .
Since α˜ 6= 0, we see that n2α∩C1n = 0. If nα+β ∩C1n were zero, then we would obtain
the contradiction nα ⊂ zn. Thus nα+β ∩C1n 6= 0 so that β˜ = −α˜ 6= 0. But this implies
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n2β ∩ C1n = 0, too. Now let us define γ = α + β. Then we see that in this case n
admits the weight space decomposition
n = nα ⊕ nγ−α ⊕ nγ
where, without loss of generality, nα is one-dimensional, and nγ−α and nγ = C1n are
two-dimensional. Note that these three weight functions are real. Here dim g = 7. In
this situation we find
Lemma 11.2. Let 0 6= e1 ∈ nα be arbitrary. Then D = ad(e1) : nγ−α −→ nγ is a
linear isomorphism which is (kerα)-equivariant.
Proof. Since C1n = [e1, nγ−α] = nγ , it follows that D is surjective and hence an
isomorphism. Let S ∈ s such that α(S) = 0. Then the equality
[ e1, [S,X] ] = [ [e1, S], X ] + [S, [e1, X] ] = [S, [e1, X] ]
shows that D is (kerα)-equivariant.
Next we discuss the possibility of three distinct weights α, β1, β2 ∈ s∗ such that n =
nα + nβ1 + nβ2 + C
1n where α˜ 6= 0 and all weight spaces are one-dimensional. Then
C1n = (nα+β1 ∩ C1n) + (nα+β2 ∩ C1n) + (nβ1+β2 ∩ C1n)
holds for the three distinct weights α + β1, α + β2, and β1 + β2. It follows that one
and only one of these weight spaces is zero. Without loss of generality we can assume
nβ1+β2 ∩C1n = 0. Let us define γ = α+β1 and δ = α+β2. Then we see that n admits
the weight space decomposition
n = nα ⊕ nγ−α ⊕ nδ−α ⊕ nγ ⊕ nδ .
At first we treat the case of real weight functions. If α, γ, δ are R-linearly independent,
then dim g = 8. Now let us suppose that α, γ are R-linearly independent and
δ ∈ 〈α, γ 〉. Then in particular dim g = 7. There exist constants a, b ∈ R such that
δ = aγ + bα. Since α˜ 6= 0, the equality 0 = δ˜ = bα˜ implies b = 0 so that δ = aγ
for some a 6= 1. If δ = 0, then dimm0 = 2 and the action of s on m0 may be non-trivial.
Now we take the possibility of non-real weight functions into account. Since g
is an exponential, solvable Lie algebra, it follows that α is real and that γ = δ.
Moreover we conclude that there exists a λ ∈ R\{0} such that Im γ = λRe γ. Clearly
α, γ are C-linearly independent and δ ∈ Cγ.
Altogether we have shown that the following cases occur:
• The s-module n admits five distinct real weights α, γ − α, δ − α, γ, δ where
α, γ, δ are linearly independent. All weight spaces of the s-module m are one-
dimensional.
• There are five distinct real weights α, γ − α, δ − α, γ, δ where α, γ are linearly
independent and δ = aγ for a ∈ R\{0, 1}. Again all weight spaces are one-
dimensional.
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• There are five distinct real weights α, γ − α, −α, γ, 0 where α, γ are linearly
independent. Here m0 is two-dimensional and the action of s on m0 may be
non-trivial.
• There exist five distinct weights α, γ − α, δ − α, γ, δ such that α is real and
γ = δ is non-real.
• There are three distinct weights α, γ−α, γ where α, γ are linearly independent.
Here nγ−α and nγ are two-dimensional and the action of s is possibly not semi-
simple on these subspaces.
In any case there exists a basis e0, . . . , e5 of m such that the commutator relations
[e1, e2] = e4, [e1, e3] = e5, [e0, e1] = −e1, [e0, e2] = e2 + be3, and [e0, e3] = e3 hold.
Furthermore the Jacobi identity for e0, e1, e2 implies b = 0. As usual we work with
coordinates of the second kind given by the diffeomorphism
Φ(t, v, w, x, y, z) = exp(te0) exp(ve1) exp(we2 + xe3 + ye4 + ze5) .
Now we can prove
Lemma 11.3. Let f ∈ m∗ be in general position such that m = mf + n. Then there
exists a representative f on the orbit Ad∗(M)f = Ad∗(N)f such that f1 = f2 = f3 = 0.
Proof. Since f is in general position, we have f4 6= 0 or f5 6= 0. The equations
Ad∗(exp(xe3))f (e1) = f1 + xf5
Ad∗(exp(xe3))f (eν) = fν
Ad∗(exp(we2))f (e1) = f1 + wf4
Ad∗(exp(we2))f (eν) = fν
for 2 ≤ ν ≤ 5 show that we can establish f1 = 0. Since m = mf + n, there exists an
element X = te0 + ve1 + we2 + xe3 + ye4 + ze5 of mf such that t 6= 0. Now
[X, e1] = −te1 − we4 − xe5
[X, e2] = te2 + ve4
[X, e3] = te3 + ve5
and X ∈ mf implies
0 = −wf4 − xf5
0 = tf2 + vf4
0 = tf3 + vf5
If f5 6= 0, then the explicit formula for Ad∗(exp(ue1))f shows that we can establish
f3 = 0. From the preceding three equations it follows v = 0. If f2 were non-zero, then
we would obtain the contradiction t = 0. Thus f2 = 0 in this case, too. The case
f5 = 0 and f4 6= 0 can be treated similarly.
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Until the end of this section let f ∈ m∗ such that (f4 6= 0 or f5 6= 0) and fν = 0 for
1 ≤ ν ≤ 3. The coadjoint representation of M in m∗ is given by
Ad∗(Φ(t, v, w, x, y, z))f (e0) = f0 − vwf4 − vxf5
(e1) = et (wf4 + xf5)
(e2) = −e−t vf4
(e3) = −e−t vf5
(e4) = f4
(e5) = f5
(11.4)
These formulas motivate the definition of the polynomial function p1 = e0 e5 − e1 e3
on m∗ which is constant on the orbit Ad∗(M)f . But p1 is not ad(m)-invariant and
thus not constant on all Ad∗(M)-orbits. The polynomial function p2 = e0 e4 − e1 e2
has the same properties. We will see that these two polynomial functions determine
whether g ∈ m∗ lies in the closure of Ad∗(G)f or not. Furthermore one can decide
with the aid of p3 = e2 e5 − e3 e4 if g′ is in the closure of Ad∗(G)f ′.
Next we describe the relevant unitary representations. Let pi = K(f). It is
easy to see that p = 〈 e0, e2, e3, e4, e5 〉 is a Pukanszky polarization at f and that
c = 〈 e1 〉 is a coexponential subalgebra for p in m. The results of Section 6.1 yield
dpir(e0) =
1
2
+ if0 + ξ∂ξ
dpir(e1) = −∂ξ
dpir(e2) = −if4 ξ
dpir(e3) = −if5 ξ
dpir(e4) = if4
dpir(e5) = if5
Now let g ∈ m∗ be such that g5 = g4 = 0 and (g1 6= 0 or g2 6= 0 or g3 6= 0). Then
n = 〈 e1, . . . , e5 〉 is a Pukanszky polarization at g. Further c = 〈 e0 〉 is a coexponential
subalgebra for n in m. The results of Section 6.2 imply
dρ(e0) = −∂ξ
dρ(e1) = ieξ g1
dρ(e2) = ie−ξ g2
dρ(e3) = ie−ξ g3
dρ(e4) = 0
dρ(e5) = 0
The images of p1 and p1 under the modified symmetrization map in the universal
enveloping algebra U(mC) are given by
W1 =
1
2
(e1 e3 + e3 e1)− e0 e5
and
W2 =
1
2
(e1 e2 + e2 e1)− e0 e4
respectively. Clearly we have dpi(Wν) = pν(f)·Id and dρ(Wν) = pν(g)·Id for ν ∈ {1, 2}.
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11.2 Representation theory of G
Let g ⊃ m ⊃ n be as in Subsection 11.1. Here we study those four Lie algebras g which
result from the classification of the preceding subsection. Recall the definition of the
polynomial functions p1 and p2 on m∗. In each case we will describe the closure in m∗
of the orbit Ad∗(G)f in general position, i.e., we will prove a statement quite similar
to the following
Lemma. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ be such
that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f)—
if and only if p1(g) = f0 g5 and p2(g) = f0 g4.
Remark. If g ∈ m∗ such that g4 g5 6= 0 and such that Ad∗(G)g′ is contained in the
closure of Ad∗(G)f ′, then p3(g) = 0 so that g2 g5 = g3 g4. From this equation it follows
that the assertions p1(g) = f0 g5 and p2(g) = f0 g4 are equivalent.
If dim g/m = 1, then we choose d ∈ g such that g = Rd + m and define fs =
Ad∗(exp(sd))f . If dim g/m = 2, then we fix d0, d1 ∈ g such that g = Rd0+Rd1+m and
set fs = Ad∗(exp(s0d0) exp(s1d1))f . The rest of this section is devoted to the proof of
Theorem 11.5. Let g be an exponential solvable Lie algebra whose nilradical n is the
five-dimensional, nilpotent Lie algebra g5,2. Let f ∈ m∗ be in general position such that
m = mf + n. Let g ∈ m∗ be critical for the orbit Ad∗(G)f . Then it follows⋂
s
kerL1(M) pis 6⊂ kerL1(M) ρ
for the unitary representations pis = K(fs) and ρ = K(g).
11.2.1 Five distinct weights α, γ − α, δ − α, γ, δ such that α, γ, δ are
linearly independent
In this case dim g = 8. There exists a basis d0, d1, e0, . . . , e5 of g such that [e1, e2] = e4,
[e1, e3] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = e3, [d0, e2] = e2, [d0, e4] = e4,
[d1, e3] = e3, and [d1, e5] = e5. Let f ∈ m∗ be in general position such that m = mf +n.
Then f4 6= 0 and f5 6= 0. Without loss of generality we can assume f4 = f5 = 1 and
fν = 0 for 1 ≤ ν ≤ 3. The coadjoint representation of G in m∗ is given by
Ad∗(exp(rd0) exp(sd1) Φ(0, v, w, x, 0, 0))f (e0) = f0 − v(w + x)
(e1) = w + x
(e2) = −e−r v
(e3) = −e−s v
(e4) = e−r
(e5) = e−s
Lemma 11.6. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the s-
module n admits five distinct weights such that α, γ, δ are linearly independent. Let
f ∈ m∗ be in general position such that m = mf + n and g ∈ m∗ such that Ad∗(G)g′
is contained in the closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f)— if and only if
p1(g) = f0 g5 and p2(g) = f0 g4.
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Proof. First we assume Ad∗(G)g ⊂ (Ad∗(G)f)— so that there exist sequences rn, sn,
vn, wn, and xn such that fn −→ g where
fn = Ad∗(exp(rnd0) exp(snd1)Φ(0, vn, wn, xn, 0, 0))f .
Since fn(e5) = e−sn −→ g5 and fn(e4) = e−rn −→ g4, it is obvious that
p1(fn) = f0 e−sn −→ p1(g) = f0 g5 and p2(fn) = f0 e−rn −→ p2(g) = f0 g4.
In order to prove the opposite implication, we assume p1(g) = f0 g5 and p2(g) = f0 g4.
At first we obtain p3(g) = 0, i.e., g2 g5 = g3 g4 because Ad∗(G)g′ is contained in
the closure of Ad∗(G)f ′. Now we must distinguish several cases: In any case we
set xn = 0. If g4 6= 0 and g5 6= 0, then we define rn = − log g4, sn = − log g5,
vn = −esng3, and wn = g1. Since p3(g) = 0, it follows fn(e2) = g2 and fn(e3) = g3.
Since p1(g) = g0g5 − g1g3 = f0g5, we obtain fn(e0) = g0. This shows fn = g. Next we
assume g4 6= 0 and g5 = 0. Since p3(g) = 0, we see g3 = 0. We define rn = − log g4,
sn = n, vn = −esn g3, and wn = g1. Now fn(e0) = g0 because p2(g) = f0g4. This
proves fn −→ g. The case g4 = 0 and g5 6= 0 can be treated similarly. Now we assume
g4 = g5 = 0 and g1 6= 0. It follows g2 = g3 = 0 because p1(g) = p2(g) = 0. If we put
rn = sn = n, wn = g1, and
vn =
1
g1
(f0 − g0) ,
then fn −→ g. The next case is g1 = g4 = g5 = 0 and (g2 6= 0 or g3 6= 0). Note that
there exist sequences rn, sn, vn such that fn(eν) −→ gν for 2 ≤ ν ≤ 5. In particular
|vn| −→ +∞. If we define
wn =
1
vn
(f0 − g0) ,
then fn −→ g. Finally we suppose gν = 0 for 1 ≤ ν ≤ 5. Here we define rn = sn = n,
vn = ern/2, and wn = e−rn/2 (f0 − g0). Again fn −→ g. This finishes the proof of our
lemma.
The characterization of the closure of Ad∗(G)f given by the preceding lemma yields
Lemma 11.7. Let g ⊃ m ⊃ n and s be as in subsection 11.1. Assume that the s-
module n admits five distinct weights α, γ−α, δ−α, γ, δ such that α, γ, δ are linearly
independent. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ be
critical for the orbit Ad∗(G)f . Then it follows⋂
(r,s)∈R2
kerL1(M) pir,s 6⊂ kerL1(M) ρ
for the unitary representations pir,s = K(fr,s) and ρ = K(g).
Proof. Let us set z = 〈 e4, e5 〉 and define continuous functions ψν : z∗ −→ R by
ψν(ξ1e∗4 + ξ2e
∗
5) = f0 ξ3−ν
for ν ∈ {1, 2}. Note that pν(fr,s) = ψν( fr,s | z ) for all r, s. Since g is critical for
Ad∗(G)f , it follows from Lemma 11.6 that there exists a ν ∈ {1, 2} such that pν( g ) 6=
ψν( g | z ) . Now it suffices to apply Theorem 5.1 and Lemma 5.4 to pis, ρ, Wν , pν , and
ψν . The conclusion of this lemma follows at once.
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11.2.2 Five distinct weights α, γ−α, δ−α, γ, δ such that α, γ are linearly
independent and δ = aγ 6= 0
In this case dim g = 7. There exists a basis d, e0, . . . , e5 of g such that [e1, e2] = e4,
[e1, e3] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = e3, [d, e2] = e2, [d, e3] = ae3,
[d, e4] = e4, and [d, e5] = ae5. Here a 6= 0. Replacing d by 1ad we can establish |a| ≥ 1.
Let f ∈ m∗ be in general position such that m = mf + n. Then f4 6= 0 and f5 6= 0.
Without loss of generality we can assume f4 = f5 = 1 and fν = 0 for 1 ≤ ν ≤ 3. The
coadjoint representation of G in m∗ is given by
Ad∗(exp(rd) Φ(0, v, w, x, 0, 0))f (e0) = f0 − v(w + x)
(e1) = w + x
(e2) = −e−r v
(e3) = −e−ar v
(e4) = e−r
(e5) = e−ar
Lemma 11.8. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits five distinct weights such that α, γ are linearly independent and
δ = aγ 6= 0. Let f ∈ m∗ be in general position such that m = mf + n and g ∈ m∗ such
that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f)—
if and only if p1(g) = f0 g5 and p2(g) = f0 g4.
Proof. First we assume Ad∗(G)g ⊂ (Ad∗(G)f)— so that there exist sequences rn,
vn, wn, and xn such that fn −→ g. Since fn(e5) = e−arn −→ g5, it is obvious that
p1(fn) = f0 e−arn −→ p1(g) = f0 g5. The same argument works for p2.
In order to prove the opposite implication, we assume p1(g) = f0 g5 and p2(g) = f0 g4.
At first we suppose g4 6= 0 and g5 6= 0. Since Ad∗(G)g′ ⊂ (Ad∗(G)f ′)—, there exists a
sequence rn such that e−rn −→ g4 and e−arn −→ g5. This implies a log g4 = log g5. If
we define rn = − log g4, vn = −earng3, wn = g1, and xn = 0, then fn = g.
Next we assume g4 = 0 or g5 = 0. Then we conclude g4 = g5 = 0 and a > 0.
Without loss of generality we can assume a ≥ 1. Now we must distinguish several
subcases. In any case we set xn = 0. First we assume g1 6= 0. Since p1(g) = p2(g) = 0,
it follows g2 = g3 = 0. We define rn = n, wn = g1, and
vn =
1
g1
(f0 − g0)
so that fn −→ g. Next we assume g1 = 0 and (g2 6= 0 or g3 6= 0). In this case we choose
sequences rn and vn such that fn(eν) −→ gν for 2 ≤ ν ≤ 5. In particular rn −→ +∞
and |vn| −→ +∞. Further we set
wn =
1
vn
(f0 − g0) .
Then we obtain fn −→ g. Finally we assume gν = 0 for 1 ≤ ν ≤ 5. We define rn = n,
vn = ern/2 and wn = e−rn/2 (f0−g0). These definitions imply fn −→ g. This completes
the proof of our lemma.
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In the same way as in the preceding subsection one can prove
Lemma 11.9. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the s-
module n admits five distinct weights α, γ − α, δ − α, γ, δ such that α, γ are linearly
independent and δ = aγ 6= 0. Let f ∈ m∗ be in general position such that m = mf + n.
Let g ∈ m∗ be critical for the orbit Ad∗(G)f . Then it follows⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
for the unitary representations pir = K(fr) and ρ = K(g).
11.2.3 Five distinct weights α, γ −α, −α, γ, 0 such that α, γ are linearly
independent
In this case dim g = 7. There exists a basis d, e0, . . . , e5 of g such that [e1, e2] = e4,
[e1, e3] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = e3, [d, e0] = −ae5, [d, e2] = e2, and
[d, e4] = e4. Let f ∈ m∗ be in general position such that m = mf + n. Then f4 6= 0
and f5 6= 0. Without loss of generality we can assume f4 = f5 = 1 and fν = 0 for
1 ≤ ν ≤ 3. The coadjoint representation of G in m∗ is given by
Ad∗(exp(rd) Φ(0, v, w, x, 0, 0))f (e0) = f0 − v(w + x) + ar
(e1) = w + x
(e2) = −e−r v
(e3) = −v
(e4) = e−r
(e5) = 1
Lemma 11.10. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits five distinct weights α, γ − α, −α, γ, 0 such that α, γ are linearly
independent. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ such
that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. In particular g4 ≥ 0, g5 = 1
and g2 = g3 g4. If a = 0, then Ad∗(G)g ⊂ (Ad∗(G)f)— holds if and only if p1(g) = f0
and p2(g) = f0 g4. If a 6= 0, then this inclusion is valid if and only if g4 6= 0 and
p1(g) = f0 − a log g4.
Proof. First we assume a = 0. The only-if-part of our claim is obvious. In order to
prove the opposite implication, we assume p1(g) = f0. There exist sequences rn, vn,
wn, and xn such that f ′n −→ g′. In particular vn −→ −g3 and wn + xn −→ g1. Since
p1(g) = f0, it follows f0 − vn(wn + xn) −→ f0 + g1g3 = g0 and thus fn −→ g.
Next we treat the case a 6= 0. If fn −→ g, then p1(fn) = f0 + arn −→ p(g) and the
sequence rn is convergent. Consequently e−rn −→ g4 6= 0 and f0+arn −→ f0−a log g4.
In order to prove the opposite implication, we assume g4 6= 0 and p1(g) = f0−a log g4.
There exist sequences rn, vn, wn, and xn such that f ′n −→ g′. In particular
rn −→ − log g4, vn −→ −g3, and wn+xn −→ g1. Since p1(g) = g0−g1g3 = f0−a log g4,
it follows f0− vn(wn+xn)+ arn −→ g0. Thus fn −→ g and the proof is complete.
Lemma 11.11. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits five distinct weights α, γ − α, −α, γ, 0 such that α, γ are linearly
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independent. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ be
critical for the orbit Ad∗(G)f . Then it follows⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
for the unitary representations pir = K(fr) and ρ = K(g).
Proof. First we assume a = 0. Since g is critical for Ad∗(G)f , Lemma 11.10 implies
p1(g) 6= f0. Let z = Re5 and ψ1 : z∗ −→ R, ψ1(ξe∗5) = f0 so that p1(fr) = ψ1(fr | z)
and p1(g) 6= ψ1(g | z). If we apply Theorem 5.1 and Lemma 5.4 to pir, ρ, p1, W1, and
ψ1, then the assertion of this lemma follows.
The case a 6= 0 is more delicate. First of all we can establish g3 = 0 which
implies g2 = 0, too. Let M0 denote the connected subgroup of M whose Lie algebra is
the one-codimensional ideal m0 = 〈 e0, e1, e3, e4, e5 〉 of m. We consider the restrictions
pi0r = pir |M0 and ρ0 = ρ |M0 of the unitary representations pir = K(fr) and ρ = K(g).
Note that p = 〈 e0, e2, e3, e4, e5 〉 is a Pukanszky polarization at fr and g. If we define
f0r = fr |m0 and g0 = g |m0, then it follows pi0r = K(f0r) and ρ0 = K(g0) because
mfs 6⊂ m0 and mg 6⊂ m0 so that h = p ∩m0 is a Pukanszky polarization at f0r and g0.
For a proof of this assertion see also the second part of the proof of Proposition 3.4.
We observe that in order to prove⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
it suffices to verify the relation
(11.12)
⋂
r∈R
kerL1(M0) pi0r 6⊂ kerL1(M0) ρ0 .
Now we explain how to apply the method of restricting to subquotients developed
in Section 7 in this case. We consider the chain b ⊃ a ⊃ z of ideals of m0 where
b = 〈 e1, e3, e5 〉 is a three-dimensional Heisenberg algebra, a = 〈 e3, e5 〉 is commutative,
and z = Re5 is contained in the center of m0. We observe that pi0r = indM0H χf0r and
ρ0 = indM0H χg0 . Furthermore the condition
χf0r(exp(xe3 + ze5)) = χg0(exp(xe3 + ze5)) = e
iz
is satisfied. Hence we are exactly in the situation of Theorem 7.10. Let K denote
the connected subgroup of M0 whose Lie algebra is the commutative subalgebra k =
〈 e0, e4, e5 〉 of m0. Theorem 7.10 shows us that Relation 11.12 is equivalent to⋂
r∈R
kerL1(K,w) χf0r 6⊂ kerL1(K,w) χg0
where the weight function w on K is given by
w(t, y, z) = 2 cosh1/2(t) .
Note that f0r(e0) = f0 + ar, f0r(e4) = e−r, and f0r(e5) = g0(e5) = 1. We see that the
assertion of this lemma follows if we can find a function h ∈ L1(K,w) such that
ĥ(f0 + ar, e−r, 1) = 0 for all r and ĥ(g0, g4, 1) 6= 0 .
If g4 6= 0, then Lemma 11.10 implies g0 6= f0−a log g4 because g is critical for the orbit
Ad∗(G)f . In this case the existence of h follows from Theorem 7.17.(i). If g4 = 0, then
we can apply Theorem 7.17.(ii). The proof is complete.
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11.2.4 Five distinct weights α, γ −α, γ −α, γ, γ where α is real and γ is
non-real such that α, γ are C-linearly independent
In this case dim g = 7. Since g is exponential, there exists a λ ∈ R\{0} and a
δ ∈ HomR(s,R) such that γ = (1 + iλ)δ. Let us choose d, e0 ∈ s such that α(d) = 0,
α(e0) = −1, δ(d) = 1, and δ(e0) = 0. Now we see that there exists a basis d, e0, . . . , e5
of g such that [e1, e2] = e4, [e1, e3] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = e3,
[d, e2] = e2 + λe3, [d, e3] = −λe2 + e3, [d, e4] = e4 + λe5, and [d, e5] = −λe4 + e5. Let
f ∈ m∗ be in general position such that m = mf + n. Then f24 + f25 6= 0. Without loss
of generality we can assume fν = 0 for 1 ≤ ν ≤ 3. The coadjoint representation of G
in m∗ is given by
Ad∗(exp(rd) Φ(0, v, w, x, 0, 0))f (e0) = f0 − v (wf4 + xf5)
(e1) = wf4 + xf5
(e2) = −e−r ( cos(λr)f4 + sin(λr)f5 ) v
(e3) = −e−r (− sin(λr)f4 + cos(λr)f5 ) v
(e4) = e−r ( cos(λr)f4 + sin(λr)f5 )
(e5) = e−r (− sin(λr)f4 + cos(λr)f5 )
Lemma 11.13. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits five distinct weights α, γ − α, γ − α, γ, γ where α is real and γ is
non-real such that α, γ are C-linearly independent. Let f ∈ m∗ be in general position
such that m = mf + n. Let g ∈ m∗ such that Ad∗(G)g′ is contained in the closure
of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f)— holds if and only if p1(g) = f0 g5 and
p2(g) = f0 g4.
Proof. The only-if-part is obvious. In order to prove the opposite implication, let us
assume p1(g) = f0 g5 and p2(g) = f0 g4. At first we suppose g5 6= 0. Since Ad∗(G)g′
is contained in the closure of Ad∗(G)f ′, there exist sequences rn, vn, wn, xn such that
f ′n −→ g′. Now fn(e5) = e−rn (− sin(λrn)f4 + cos(λrn)f5 ) −→ g5 6= 0 implies that
the sequence rn remains bounded. From p1(g) = g0g5 − g1g3 = f0g5 and f ′n −→ g′ we
conclude that
e−rn (− sin(λrn)f4 + cos(λrn)f5 ) ( f0 − vn (wnf4 + xnf5) ) −→ f0g5 + g1g3 = g0g5 .
This shows fn −→ g. If g4 6= 0, then the last convergence follows similarly with the
aid of the polynomial p2.
Now we treat the case g4 = g5 = 0. We must distinguish several subcases.
First we assume g1 6= 0. Since p1(g) = p2(g) = 0, it follows g2 = g3 = 0. We choose
sequences wn, xn such that wnf4 + xnf5 = g1. Further we define rn = n and
vn =
1
g1
(f0 − g0) .
These definitions imply fn −→ g. Next we assume g1 = 0 and (g2 6= 0 or g3 6= 0).
Since Ad∗(G)g′ ⊂ (Ad∗(G)f ′)—, there exist sequences rn, vn such that fn(eν) −→ gν
for 2 ≤ ν ≤ 5. Now
fn(e4)2 + fn(e5)2 = e−2rn (f24 + f
2
5 ) −→ 0
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implies rn −→ +∞. Further
fn(e2)2 + fn(e3)2 = e−2rn v2n (f
2
4 + f
2
5 ) −→ g22 + g23 6= 0
implies |vn| −→ +∞. Further we choose sequences wn, xn such that
wnf4 + xnf5 =
1
vn
(f0 − g0) .
These considerations yield fn −→ g. If gν = 0 for 1 ≤ ν ≤ 5, then we define rn = n
and vn = ern/2. Further we choose wn, xn such that
wnf4 + xnf5 = e−rn/2 (f0 − g0) .
Again we see fn −→ g. This completes the proof of our lemma.
In the same way as in Subsection 11.2.1 we obtain
Lemma 11.14. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits five distinct weights α, γ−α, γ−α, γ, γ such that α, γ are linearly
independent. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ be
critical for the orbit Ad∗(G)f . Then it follows⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
for the unitary representations pir = K(fr) and ρ = K(g).
11.2.5 Three distinct weights α, γ − α, γ such that α, γ are linearly
independent
In this case dim g = 7. There exists a basis d, e0, . . . , e5 of g such that [e1, e2] = e4,
[e1, e3] = e5, [e0, e1] = −e1, [e0, e2] = e2, [e0, e3] = e3, [d, e2] = e2 + ae3, [d, e3] = e3,
[d, e4] = e4 + ae5, and [d, e5] = e5. We could establish a ∈ {0, 1}, but this is not
necessary for the following considerations. Let f ∈ m∗ be in general position such that
m = mf + n. In particular f5 6= 0. Without loss of generality we can assume f5 = 1
and fν = 0 for 1 ≤ ν ≤ 3. The coadjoint representation of G in m∗ is given by
Ad∗(exp(rd) Φ(0, v, w, x, 0, 0))f (e0) = f0 − v(wf4 + x)
(e1) = wf4 + x
(e2) = −e−r v (f4 − ar)
(e3) = −e−r v
(e4) = e−r (f4 − ar)
(e5) = e−r
Lemma 11.15. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits three distinct weights α, γ − α, γ such that α, γ are linearly inde-
pendent. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ such
that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f)—
holds if and only if p1(g) = f0 g5 and p2(g) = f0 g4.
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Proof. First we assume Ad∗(G)g ⊂ (Ad∗(G)f)— so that there exist sequences
rn, vn, wn, xn such that fn −→ g. Since fn(e5) = e−rn −→ g5 and
fn(e4) = e−rn (f0 − arn) −→ g4, it follows p1(fn) = f0 e−rn −→ p(g) = f0 g5
and p2(fn) = f0 e−rn (f0 − arn) −→ p(g) = f0 g4.
In order to prove the opposite implication, we assume p1(g) = f0 g5 and p2(g) = f0 g4.
At first we suppose g5 6= 0. There exist sequences rn, vn, wn, xn such that
fn(eν) −→ gν for 1 ≤ ν ≤ 5. In particular e−rn −→ g5 so that rn −→ − log g5. This
implies g4 = (f4 + a log g5) g5. Finally we see
e−rn (f0 − vn(wnf4 + xn) ) −→ f0 g5 + g1 g3 = g0 g5
because p1(g) = f0 g5. This proves fn −→ g.
Next we assume g5 = 0. In this case rn −→ +∞ so that g4 = 0, too. Now
we must distinguish several subcases. In any case we set wn = 0. First we assume
g1 6= 0. Since p1(g) = p2(g) = 0, it follows g2 = g3 = 0. We define rn = n, xn = g1,
and
vn =
1
g1
(f0 − g0)
so that fn −→ g. Next we assume g1 = 0 and g3 6= 0. Then it follows g2 = g3 f4 and
a = 0. Here we define rn = n, vn = −ern g3, and
xn = − 1
g3
e−rn (f0 − g0) .
Then we obtain fn −→ g. The next case is g1 = g3 = 0 and g2 6= 0. Here we have
a 6= 0. We define rn = n,
vn = −g2 ern 1
f4 − arn and xn =
1
vn
(f0 − g0) .
This proves fn −→ g. Finally we assume g1 = g2 = g3 = 0. In this situation we define
rn = n, vn = ern/2, and xn = e−rn/2 (f0 − g0). These definitions imply fn −→ g. This
finishes the proof of our lemma.
In the same way as in Subsection 11.2.1 we obtain
Lemma 11.16. Let g ⊃ m ⊃ n and s be as in Subsection 11.1. Assume that the
s-module n admits three distinct weights α, γ − α, γ such that α, γ are linearly in-
dependent. Let f ∈ m∗ be in general position such that m = mf + n. Let g ∈ m∗ be
critical for the orbit Ad∗(G)f . Then it follows⋂
r∈R
kerL1(M) pir 6⊂ kerL1(M) ρ
for the unitary representations pir = K(fr) and ρ = K(g).
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More precisely, we study the unitary representation theory of an exponential solvable
Lie group G such that its Lie algebra g contains a coabelian, nilpotent ideal n which
is a trivial extension of the five-dimensional, nilpotent Lie algebra g5,3 . This section
is divided into four subsections. In the first one we describe the algebraic structure
of g. Let m ⊂ g be the stabilizer of a linear functional f ∈ g∗ in general position.
We prove the existence of an ad(m)-invariant polynomial function on m∗. The next
two sections are devoted to the investigation of the unitary representations of G, first
in the central case and then in the non-central case. In part four of this section we
prove two multiplier theorems in order to complete the proof of Proposition 12.26 and
Theorem 12.34.
12.1 The structure of g
Let g be an exponential solvable Lie algebra which contains a nilpotent ideal n such
that [g, g] ⊂ n. Assume that n is 3-step nilpotent and that
(12.1) n ⊃
1
c ⊃
2
C1n+ zn ⊃
d−1
C1n ⊃
1
C2n ⊃
1
{0}
is a descending series of characteristic ideals of n. Here c denotes the centralizer of
C1n in n and satisfies
(12.2) {0} 6= [c, c] ⊂ C2n .
The center zn is d-dimensional. In particular for d = 1 our assumptions include the
case of the nilpotent Lie algebra n = g5,3.
Let m be a non-nilpotent ideal of g such that n ⊂ m. Assume that there ex-
ists an f ∈ m∗ in general position such that m = mf + n. Since f vanishes on
[m, zn] = [mf , zn], this ideal of g must be zero. This proves zn ⊂ zm.
If m = g, then the orbit Ad∗(G)f ′ = Ad∗(N)f ′ is closed. Consequently there
are no functionals g ∈ m∗ which are critical for Ad∗(G)f , compare Theorem 3.23.
Thus we can assume m 6= g.
Let us fix a nilpotent subalgebras s of g such that g = s + n. A proof for the
existence of such subalgebras s can be found on p. 72 of [23]. Another proof of this
fact uses the existence of Cartan subalgebras of g. Let us define t = s ∩m. We regard
m and n as s-modules and benefit from the existence of weight space decompositions
of these modules.
There exists a weight α ∈ s∗ such that n = nα + c, and a weight γ0 ∈ s∗ such
that C2n ⊂ nγ0 and γ˜0 = 0. Here γ˜0 is the restriction of γ0 to t. Suppose
c = (nβ˜ ∩ c) + C1n + zn where β˜ ∈ t∗ and nβ˜ denotes the weight space for β˜ of the
t-module n. Then
C1n = [n, c] =
[
nα˜ + c , (nβ˜ ∩ c) + C1n
]
= (nα˜+β˜ ∩ C1n) + C2n
and
C2n = [n, C1n] =
[
nα˜ + c , (nα˜+β˜ ∩ C1n) + C2n
]
= n2α˜+β˜ ∩ C2n .
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On the other hand we have
C2n = [c, c] =
[
(nβ˜ ∩ c) + C1n , (nβ˜ ∩ c) + C1n
]
= n2β˜ ∩ C2n .
Since C2n ⊂ zn, we obtain 2α˜+ β˜ = 0 and 2β˜ = 0. Thus α˜ = β˜ = 0. This contradicts
the assumption that m is not nilpotent.
Hence there exist distinct weights β, δ ∈ s∗ such that nβ ∩ c 6⊂ C1n + zn and
nδ ∩ c 6⊂ C1n + zn. Without loss of generality we can assume [nα, nβ ∩ c] ⊂ C2n and
[nα, nδ ∩ c] 6⊂ C2n. Then it follows
C1n =
[
nα + c , (nβ ∩ c) + (nδ ∩ c) + C1n
]
= (nα+δ ∩ C1n) + C2n
and
C2n =
[
nα + c , (nα+δ ∩ C1n) + C2n
]
= n2α+δ ∩ C2n .
Similarly, we have
[c, c] = nβ+δ ∩ C2n .
This implies 2α+ δ = γ0 and β+ δ = γ0. Since γ˜0 = 0 and since m is not nilpotent, we
have α˜ 6= 0. This shows that the weights α, 2α, γ0 − 2α, γ0 − α and γ0 are pairwise
distinct. Note that n0 = m0∩n is not necessarily trivial and that t∩n ⊂ n0 ⊂ zn ⊂ zm.
Here m0 resp. n0 denotes the weight space of the s-module m resp. n of weight 0.
If γ0 6= 0, then we obtain the decomposition
m = m0 ⊕ nα ⊕ n2α ⊕ nγ0−2α ⊕ nγ0−α ⊕ nγ0 ⊕ v .
Here v ⊂ zn is a direct sum of weight spaces corresponding to weights γ 6= 0 such that
γ˜ = 0. The other weight spaces are one-dimensional. If γ0 = 0, then we have the
decomposition
m = m0 ⊕ nα ⊕ n2α ⊕ n−2α ⊕ n−α ⊕ v
with v as above and C2n ⊂ m0.
Since n + zm is also a trivial extension of g5,3, we can assume without loss of
generality that zm is contained in n so that zn = zm. As in Subsection 9.1 one
can prove that the assumptions m = mf + n and f in general position imply that
dimm/n = 1 so that n is the nilradical of m.
We choose e0 ∈ t such that α(e0) = −1. It is easy to see that we can find
vectors e1, . . . , e5 in the weight spaces nα, . . . , nγ0 such that
[e1, e3] = e4 , [e1, e4] = e5 , [e2, e3] = e5 ,(12.3)
and
[e0, e1] = −e1 , [e0, e2] = −2e2 , [e0, e3] = 2e3 , [e0, e4] = e4 .(12.4)
Obviously, the vectors e0, . . . , e4 form a basis of m modulo the center zm.
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By the way, we see that m is uniquely determined up to isomorphism by the
following conditions: m is not nilpotent, the nilradical n of m is a trivial extension of
the nilpotent Lie algebra g5,3, and zn ⊂ zm.
Next we compute the coadjoint action of M on m∗. For arbitrary f ∈ m∗ and
X,Y ∈ m the general formula
Ad∗(expX)f (Y ) =
∞∑
j=0
(−1)j
j!
f
(
ad(X)j(Y )
)
yields Ad∗(expZ)f = f and Ad∗(expX)f (Z) = f(Z) for all X ∈ m and Z ∈ zm.
Further we obtain
Ad∗(exp ye4)f(e0) = f0 + yf4
(e1) = f1 + yf5
(eν) = fν for 2 ≤ ν ≤ 4
Ad∗(expxe3)f(e0) = f0 + 2xf3
(e1) = f1 + xf4
(e2) = f2 + xf5
(eν) = fν for 3 ≤ ν ≤ 4
Ad∗(expwe2)f(e0) = f0 − 2wf2
(eν) = fν for 1 ≤ ν ≤ 2
(e3) = f3 − wf5
(e4) = f4
Ad∗(exp ve1)f(e0) = f0 − vf1
(eν) = fν for 1 ≤ ν ≤ 2
(e3) = f3 − vf4 + 12v
2f5
(e4) = f4 − vf5
and
Ad∗(exp te0)f(e0) = f0
(e1) = etf1
(e2) = e2tf2
(e3) = e−2tf3
(e4) = e−tf4 .
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We work with coordinates of the second kind. Since the canonical images of e0, . . . , e4
in m/zm form a Malcev basis, the map Φ : R5 × zm −→M given by
Φ(t, v, w, x, y, Z) = exp(te0) exp(ve1) exp(we2) exp(xe3) exp(ye4) exp(Z)
is a global diffeomorphism.
Let f ∈ m∗ be in general position such that m = mf + n. The last condition
is equivalent to m = mf ′ + n because m/n is one-dimensional. In particular we have
f5 6= 0. The equations
Ad∗(exp ve1)f (e4) = f4 − vf5
Ad∗(expwe2)f (e3) = f3 − wf5
(e4) = f4
Ad∗(expxe3)f (e2) = f2 + xf5
(eν) = fν for 3 ≤ ν ≤ 4
and
Ad∗(exp ye4)f (e1) = f1 + yf5
(eν) = fν for 2 ≤ ν ≤ 4
show that we can achieve fν = 0 for all 1 ≤ ν ≤ 4 by choosing f appropriately on the
orbit Ad∗(N)f .
Let Z ∈ zm and X = te0 + ve1 + we2 + xe3 + ye4 + Z ∈ m. Then we obtain
Ad∗(Φ(X))f (e0) = f0 − vyf5 − 2wxf5
(e1) = etyf5
(e2) = e2txf5
(e3) = −e−2twf5 + 12e
−2tv2f5
(e4) = −e−tvf5
(Y ) = f(Y ) for Y ∈ zm .
(12.5)
These formulas motivate the definition of the polynomial function
p0 = e0e5e5 − e1e4e5 − 2e2e3e5 + e2e4e4
on m∗ which is constant on the orbit Ad∗(M)f . Here eν means the linear function
f 7→ f(eν) on m∗ and the products are taken in the commutative algebra P(m∗) of
complex-valued polynomials on m∗.
Recall that M acts on P(m∗) by
Ad(m)p (f) = p
(
Ad∗(m)−1f
)
.
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If we embed m in P(m∗) as described above, then this action extends the adjoint
representation of M in m. Similarly, m acts as a Lie algebra of derivations in P(m∗)
extending the adjoint representation of m in m.
It turns out that p0 is actually an Ad(M)-invariant polynomial and hence constant
on any Ad∗(M)-orbit in m∗. This is easily verified by checking the ad(m)-invariance
of p0.
There is a natural isomorphism of associative algebras between the symmetric
algebra S(mC) and P(m∗) which maps Y ∈ m ⊂ S(mC) onto the linear function
f 7→ f(Y ). Further there is a linear isomorphism between S(mC) and the universal
enveloping algebra U(mC) which is uniquely determined by linearity and the property
X1 · . . . ·Xr 7→ 1
r!
∑
σ∈Sr
(−iXσ(1))· . . . ·(−iXσ(r)) .
Here Sr denotes the permutation group on r elements. The product on the left-hand
side is in S(mC) and on the right-hand side is in the non-commutative algebra U(mC).
This is a slight modification of the so-called symmetrization map, compare chapter
3.3 of [5].
Composing these two isomorphisms, we obtain a linear, Ad(M)-equivariant iso-
morphism from P(m∗) onto U(mC), which maps the subspace of invariant polynomials
onto the center of U(mC).
Under this identification the Ad(M)-invariant polynomial p0 corresponds to the
central element
W0 = i
[
e0e5e5 −
1
2
(e1e4e5 + e4e1e5)− (e2e3e5 + e3e2e5) + e2e4e4
]
.
The invariant polynomial p0 and the central element W0 play a very important role
in the subsequent investigation.
Since s acts nilpotently on t ⊂ m0, there exists a minimal q ≥ 0 such that
ad(s)q+1 · t = 0. Recall that e0 ∈ t. Thus for d ∈ s and arbitrary h ∈ m∗ we obtain
(12.6) Ad∗(exp(sd))h (e0) = h0 +
q∑
j=1
(−s)j
j!
h
(
ad(d)j · e0
)
.
Finally, we scale the vectors e1, e2, and e5 (multiply them by 1/f5) so that f5 = 1.
From now on, we shall keep this normalization.
We have to distinguish whether C2n is contained in the center zg of g or not.
These two cases are essentially different.
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12.2 The central case: C2n is contained in zg
In this case γ0 = 0. Let s/t ∼= g/m have dimension m. We fix a maximal set α,
γ1, . . . , γm′ of linearly independent weights of the s-module m. If we recall the results
of Section 8, then we find that there exist vectors d1, . . . , dm in s
- linearly independent modulo t,
- such that α(dν) = 0 for 1 ≤ ν ≤ m,
- such that γµ(dν) = δµ,ν for 1 ≤ µ, ν ≤ m′,
- and such that ad(dν) is nilpotent for m′ + 1 ≤ ν ≤ m.
Remark. For simplicity we assume that all weights of the s-module m are real here.
However, all results of this subsection (in particular Theorem 12.10) are valid, if there
exist complex weights. In Section 9.2 we treat this situation explicitly.
The Malcev basis d1, . . . , dm, e0, . . . , e4 of g modulo zm defines a smooth map
E(s) = exp(s1d1) . . . exp(smdm)
and coordinates of the second kind
Rm × R5 × zm −→ G, (s, t, v, w, x, y, Z) 7→ E(s)Φ(t, v, w, x, y, Z) .
Combining 12.5 and 12.6, we obtain the important formulas
Ad∗ (E(s)Φ(0, v, w, x, y, Z)) f (e0) = f0 − vy − 2wx+Q(s)
(e1) = y
(e2) = x
(e3) = −w +
1
2
v2
(e4) = −v
(e5) = 1
(Y ) = f
(
Ad(E(s))−1Y
)
where Y ∈ zm. In the first equation one finds the polynomial function
Q(s) =
∑
1≤j1+...+jm≤q
cj1, ... ,jm s
j1
1 . . . s
jm
m
in m variables whose coefficients are given by
cj1, ... ,jm =
(−1)j1+...+jm
j1! . . . jm!
f
(
ad(dm)jm . . . ad(d1)j1 · e0
)
.
It is immediate from the definition of these coefficients that Q does not depend on
the variable sν if [dν , t] ⊂ ker f .
For 1 ≤ ν ≤ m′ we fix s-eigenvectors e5+ν ∈ zn of weight γν such that f(e5+ν) = 1.
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Let g ∈ m∗ be a critical functional with respect to the orbit Ad∗(G)f . Since
Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′, we have g5 = 1. Without loss of
generality we can assume gν = 0 for 1 ≤ ν ≤ 4.
Let us define fs = Ad∗(E(s))f so that
Ad∗(G)f =
⋃
s∈Rm
Ad∗(M)fs .
Further we set pis = K(fs) and ρ = K(g). Note that p = 〈e0, e3, e4〉+ zm is a common
Pukanszky polarization at g and fs for all s.
We apply the method of restricting to subquotients developed in Section 7 in
order to prove that
(12.7)
⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ .
The Heisenberg algebra b0 = 〈e1, e4, e5〉 is an ideal of m. Coordinates of B0 are given
by (v, y, z) = exp(ve1) exp(ye4 + ze5). Further a0 = 〈e4, e5〉 is an ideal of m and
z0 = 〈e5〉 is contained in zm. Let h0 = 〈e0, e2, e3, e4〉+ zm denote the Lie algebra of the
stabilizer H0 in M of the character χ(0, y, z) = eiz of A0. If we define κs = indH0P χfs
and λ = indH0P χg, then
κs(0, y, z) = λ(0, y, z) = eiz .
By induction in stages we see that pis = indMH0 κs and ρ = ind
M
H0 λ. Let K0 be the
closed, connected subgroup of M corresponding to the Lie algebra
k0 = 〈e0, e2, e3〉+ zm .
Note that we are exactly in the situation of Section 7.1. By Theorem 7.10 it follows
that Relation 12.7 is equivalent to
(12.8)
⋂
s∈Rm
kerL1(K0,w0) κs 6⊂ kerL1(K0,w0) λ
where the weight function w0 on K0 is given by
w0(h) =
(
4(δ0(h) + δ0(h)−1)2 + τ0(h)2
)1/4
.
The Lie group K0 is a central extension of G4,9(0). Once more we restrict to a suitable
subquotient: Note that b1 = 〈e2, e3, e5〉 is a Heisenberg algebra and an ideal of k0.
Coordinates of B1 are (w, x, z) = exp(we2) exp(xe3 + ze5). Let a1 = 〈e3, e5〉 and
z1 = 〈e5〉. Further let h1 = 〈e0, e3〉 + zm denote the Lie algebra of the stabilizer H1
in K0 of the character χ(0, x, z) = eiz of A1. We have h1 = p ∩ k0. Passing over to
the quotient K0 = H0/ exp(Re4), we see that κs = indK0H1 χfs and λ = ind
K0
H1
χg. We
observe that the restriction of the weight w0 to the Heisenberg group B1 is given by
w0(w, x, z) = (16 + x2)1/4
because δ0(w, x, z) = 1 and τ0(w, x, z) = 0. Hence the restriction of w0 to B1 is
dominated by a polynomial weight so that the assumptions of Proposition 7.13 are
130 12. Nilradical is the algebra g5,3
satisfied. Let K1 denote the subgroup of K0 corresponding to the Lie algebra k1 =
〈e0〉+ zm. By Proposition 7.13, the validity of⋂
s∈Rm
kerL1(K1,w0w91) χfs 6⊂ kerL1(K1,w0w91) χg
is sufficient for Relation 12.8 to be true. Note that K1 is a commutative Lie group.
Since w0(t, Z) = 2 cosh(t)1/2 and w1(t, Z) = 2 cosh(2t)1/2, the weight function w0w91
on K1 is dominated by an exponential weight of the form (t, Z) 7→ bec|t| for suitable
constants b, c > 0. This proves
Lemma 12.9. Let c > 0 be as above and w(t, Z) = ec|t| the exponential weight function
on K1. Then for ⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ
it is sufficient that there exists a function h ∈ L1(K1, w) such that ĥ(fs) = 0 for all s
and ĥ(g) 6= 0.
Definition. Let ∆ ⊂ s∗ be the set of non-zero weights of the s-module zn = zm. We
say that ∆ is almost independent if every δ ∈ ∆ has the form δ = c γν for some c ∈ R×
and 1 ≤ ν ≤ m′.
The preceding lemma and the results of Section 7.3 yield
Theorem 12.10. Let g ⊃ n ⊃ [g, g] be as in Section 12.1 such that C2n ⊂ zg. In
particular n is a trivial extension of the five-dimensional, nilpotent Lie algebra g5,3.
Further we assume that one of the following conditions holds:
(i) g = sn n is a semi-direct sum,
(ii) dim g/n ≤ 2,
(iii) g/n acts semi-simply on zn such that ∆ is almost independent,
(iv) n is the nilradical of g and dim zn ≤ 3.
Let m be a proper, non-nilpotent ideal of g with g ⊃ m ⊃ n. Let f ∈ m∗ be in general
position such that m = mf +n and g ∈ m∗ be critical with respect to the orbit Ad∗(G)f .
Then it follows that
(12.11)
⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ
holds for the unitary representations pis = K(fs) and ρ = K(g) of M .
Proof. We begin with a preliminary remark. If m′ = 0, then ad(dν) is nilpotent for
1 ≤ ν ≤ m. Consequently the orbit Ad∗(G)f = Ad∗ ( E(Rm) )Ad∗(N)f is closed in
m∗ because Ad∗(G)f is the orbit of a connected group acting unipotently on the real
vector space m∗, compare Theorem 3.1.4 (Chevalley-Rosenlicht) on p. 82 of [5]. In
this case there are no linear functionals g ∈ m∗ which are critical with respect to the
orbit Ad∗(G)f . Hence we can always suppose m′ ≥ 1.
First we assume [s, s] = 0 so that Q = 0. Since g is critical for Ad∗(G)f , it
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follows g(e0) 6= f0. Now Lemma 12.9 and Theorem 7.17 yield our claim. The case
dim g/n ≤ 1 being trivial, next we assume dim g/n = 2. Then we find a d ∈ s such
that α(d) = 0 and g = Rd+m, and an ad(d)-eigenvector e6 ∈ zn such that [d, e6] = e6
and f(e6) = 1. If g(e6) 6= 0, then it follows Ad∗(G)f ′ = Ad∗(G)g′. Thus we can
assume g(e6) = 0. We know
fs(e0) = f0 +Q(s)
for s ∈ R. If Q = 0, then g(e0) 6= f0. In this case relation 12.11 follows by Lemma 12.9
and Lemma 7.16. Now let Q 6= 0. Then we see the validity of 12.11 by Lemma 12.9
and Proposition 7.18. This proves our theorem in the case that g/n is two-dimensional.
Now we assume that g/n acts semi-simply on zn. In this case s acts trivial on
the weight space n0 of the s-module n of weight 0. We see that Q has the form
Q(s) =
m∑
ν=1
ανsν .
Note that ad(dν) = 0 on n for m′ + 1 ≤ ν ≤ m because of semi-simplicity. If αν were
non-zero for some m′ + 1 ≤ ν ≤ m, then it would follow Ad∗(G)f = Ad∗(G)f + n⊥
and thus g ∈ (Ad∗(G)f)—. This contradicts the fact that g is critical with respect to
Ad∗(G)f . Thus we can assume αν = 0 for all m′ + 1 ≤ ν ≤ m.
Let us define I = {1 ≤ ν ≤ m′ : αν 6= 0} and I0 = {ν ∈ I : g(eν) = 0}.
First we assume that there exist ν1, ν2 ∈ I0 such that αν1 > 0 and αν2 < 0. But in this
case it will follow that g ∈ (Ad∗(G)f)— : Since Ad∗(G)g′ is contained in the closure
of Ad∗(G)f ′, there exist sequences sn ∈ Rm and Xn ∈ n such that f ′n −→ g′ where
fn = Ad∗(E(sn)Φ(Xn))f .
Here f ′n and g′ denote the restrictions to n. Then sn,νj −→ +∞ because g(e5+νj ) = 0
for j = 1, 2. Since ∆ is almost independent, it is possible to modify the components
sn,ν1 and sn,ν2 of the sequence (sn) without affecting the convergence f
′
n −→ g′ : We
choose the growth of the sequence sn,ν1 −→ +∞ such that
un =
∑
1≤ν≤m′
ν 6=ν2
ανsn,ν −→ +∞ .
Further we define
sn,ν2 = α
−1
ν2 ( g(e0)− f0 − un ) .
Then in particular sn,ν2 −→ +∞. Since [dν , nγµ ] = 0 for µ 6= ν by semi-simplicity, it
is easy to see that fn −→ g. This contradiction shows that we can suppose that the
set of coefficients {αν : ν ∈ I0} is either contained in (0,+∞) or in (−∞, 0). Hence all
assumptions of Theorem 7.17 are satisfied. By Theorem 12.9 and Theorem 7.17 the
assertion of this theorem follows in the semi-simple case.
Finally let us assume that n is the nilradical of g and that dim zn ≤ 3. In par-
ticular we have m′ = m = dim g/m. Let us write d = dim zn. If d = 1, then m = g.
If d = 2, then m′ = 1 and g/n is two-dimensional. If d = 3, then m′ = 1 or s acts
semi-simply on zn and ∆ is almost independent.
132 12. Nilradical is the algebra g5,3
12.3 The non-central case: C2n is not contained in zg
In this case we have γ0 6= 0. Let s/t ∼= g/m have dimension m+ 1. We fix a maximal
set α, γ0, . . . , γm′ of linearly independent weights of the s-module m. The remarks
following Lemma 8.2 show that we can choose vectors d0, . . . , dm in s
- linearly independent modulo t,
- such that α(dν) = 0 for 0 ≤ ν ≤ m,
- such that γµ(dν) = δµ,ν for 0 ≤ µ, ν ≤ m′,
- and such that ad(dν) is nilpotent for m′ + 1 ≤ ν ≤ m.
Remark. For simplicity we assume that all weights of the s-module m are real in this
subsection. Note that α and γ0 are always real. However, all results of this subsection
(in particular Lemma 12.23, Lemma 12.24, Proposition 12.26 and Theorem 12.34) are
still valid in the presence of complex weights. In the course of Section 9.3 we take the
possibility of complex weights into account.
Note that d0, . . . , dm, e0, . . . , e4 is a Malcev basis of g modulo zm. We define
E(r, s) = exp(rd0) exp(s1d1) . . . exp(smdm)
and work with coordinates of the second kind given by the diffeomorphism
Rm+1 ×m −→ G, (r, s,X) 7→ E(r, s)Φ(X) .
Combining 12.5 and 12.6, we obtain the important formulas
Ad∗ (E(r, s)Φ(X)) f (e0) = f0 − vy − 2wx+Q(r, s)
(e1) = y
(e2) = x
(e3) = −e−rw +
1
2
e−rv2
(e4) = −e−rv
(Y ) = f
(
Ad(E(r, s))−1Y
)
(e5) = e−r
where X ∈ n and Y ∈ zm. The last equation is a special case of the preceding one. In
the first equation one finds the polynomial function
Q(r, s) =
∑
1≤j+j1+...+jm≤q
cj,j1, ... ,jm r
jsj11 . . . s
jm
m
in m+ 1 variables whose coefficients are given by
cj,j1, ... ,jm =
(−1)j+j1+...+jm
j! j1! . . . jm!
f
(
ad(dm)jm . . . ad(d1)j1 ad(d0)j · e0
)
.
It is immediate from the definition of these coefficients that Q does not depend on
the variable sν if [dν , t] ⊂ ker f .
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Let sc = ker γ0 be the centralizer of C2n in s. Note that [sc, t] ⊂ ker f is
equivalent to [sc, t] = 0 because f is in general position. If this is true, then the
function Q depends only on the variable r. If even [s, t] = 0, then Q = 0.
Let sn denote the nilpotent part of s, i.e., the set of all d ∈ s such that ad(d)
is nilpotent. If n is the nilradical of g, then sn ⊂ zn. In this case m = m′.
Definition 12.12. A triple Γ consisting of a nilpotent Lie subalgebra s of g such
that g = s+ n, a maximal set α, γ0, . . . , γm′ of linearly independent weights as above,
and a coexponential basis d0, . . . , dm for t in s as above is called structure data for
∆ = (g,m, n, f).
Our next aim is to describe the closure of the orbit Ad∗(G)f . In particular we want
to determine all critical functionals g ∈ m∗ for this orbit.
There is no loss of generality in assuming n to be the nilradical of m, which is
equivalent to zm = zn. It is only natural to choose n as large as possible in order to
keep the set of critical functionals for Ad∗(G)f small.
We assert that an arbitrary linear functional g ∈ m∗ satisfies
Ad∗(G)g′ ⊂ (Ad∗(G)f ′ )—
if and only if there exist sequences rn, sn, and Xn = vne1 + wne2 + xne3 + yne4 ∈ n
such that
yn −→ g1
xn −→ g2
−e−rnwn + 12e
−rnv2n −→ g3
−e−rnvn −→ g4
and f
(
Ad(E(rn, sn))−1Y
) −→ g(Y )
for every Y ∈ zn. If so, then in particular e−rn −→ g5. Of course, we always take
the limit for n −→ ∞. There is a certain degree of freedom in the choice of these
sequences. The stronger condition
Ad∗(G)g ⊂ (Ad∗(G)f )—
is fulfilled if and only if these sequences can be chosen such that in addition
f0 − vnyn − 2wnxn +Q(rn, sn) −→ g0 .
In order to obtain more concrete results, we require some additional assumptions.
Assumption 12.13 For all m′ + 1 ≤ ν ≤ m the polynomial function Q defined by f
and Γ does not depend on the variable sν .
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Permuting the weights γ1, . . . , γm′ and the vectors d1, . . . , dm′ , we can even suppose
that there exists a 0 ≤ l ≤ m′ such that Q depends on sν if and only if 1 ≤ ν ≤ l.
Here we use the fact that s acts as a commutative algebra on m. This follows from
the obvious relation [s, s] ⊂ zn. We call l the critical index.
Note that [sn, t] ⊂ ker f is equivalent to [sn, t] = 0. In this case Assumption
12.13 is satisfied. If [sn, e0] 6⊂ ker f , then 12.13 is violated.
Assumption 12.14 It holds g(Y ) 6= 0 for all 1 ≤ ν ≤ l and all s-eigenvectors Y ∈ zn
of weight γν . We say that g is admissible with respect to f and Γ.
Remark. Let g ∈ m∗ be admissible with respect to f and Γ such that
Ad∗(G)g′ ⊂ (Ad∗(G)f ′ )— .
Then there exist sequences rn, sn, Xn such that
Ad∗ (E(rn, sn)Φ(Xn)) f ′ −→ g′ .
Let 1 ≤ ν ≤ l and Y ∈ zn be an s-eigenvector of weight γν . Since f is in general
position, we have f(Y ) 6= 0. From
Ad∗ (E(rn, sn)Φ(Xn)) f ′ (Y ) = e−sn,ν f(Y ) −→ g(Y )
it follows that the sequence sn,ν is convergent and hence remains bounded. Clearly,
g(Y ) 6= 0 for one such Y implies this inequality for all such Y .
The postulates 12.13 and 12.14 enforce that r is the only among the
first l+ 1 variables (the arguments of Q) which may tend to infinity.
Remark 12.15. Let g ∈ m∗ such that Ad∗(G)f ′ ⊂ (Ad∗(G)f ′ )—, g5 6= 0 and g(Y ) 6=
0 for all 1 ≤ ν ≤ m′ and all s-eigenvectors Y ∈ zn of weight γν . There exist sequences
rn, sn and Xn such that
Ad∗ (E(rn, sn)Φ(Xn)) f ′ −→ g′
for n −→ ∞. Let us write s′ for the first m′ + 1 coordinates of s, and s′′ for the last
ones. As in the preceding remark it follows that rn −→ r0 and s′n −→ s′0. Applying
Ad∗ (E(rn, s′n, 0))
−1 to both sides of the above relation, we obtain
Ad∗
(
E(0, 0, s′′n)Φ(Xn)
)
f ′ −→ Ad∗ (E(r0, s′0, 0))−1 g′ .
Since n0 = s0+n is a nilpotent ideal of g, the connected subgroup N0 of G acts unipo-
tently on n∗. It is a standard result, see Theorem 3.1.4 of [5], that the orbit Ad∗(N0)f ′
is closed in n∗. So Ad∗ (E(r0, s′0, 0))
−1 g′ ∈ Ad∗(N0)f ′ and thus Ad∗(G)g′ = Ad∗(G)f ′.
We conclude that g ∈ m∗ is not critical for the orbit Ad∗(G)f if g(Y ) 6= 0 for
all 1 ≤ ν ≤ m′ and all eigenvectors Y of weight γν .
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We introduce some notation that will be used in the following lemma. For 1 ≤ ν ≤ l
we fix s-eigenvectors e5+ν ∈ zn of weight γν such that f(e5+ν) = 1. We write
gν = g(eν) for all 0 ≤ ν ≤ 5 + l and any g ∈ m∗.
If sequences rn, sn, and Xn are chosen, then we abbreviate
(12.16) fn = Ad∗(E(rn, sn)Φ(Xn) )f .
Let us recall the definition of the Ad(M)-invariant polynomial p0 introduced in Sub-
section 12.1. We observe that
p0 (Ad∗(E(r, s)Φ(X) )f ) = e−2r
(
f0 +Q(r, s′)
)
.
If Q = 0, then p0 is semi-invariant for the action of s on m.
Profiting by the existence of the polynomial p0, we obtain the following description of
(the admissible part of) the closure of the orbit Ad∗(G)f in m∗.
Lemma 12.17. Let f ∈ m∗ be in general position such that m = mf +n. Suppose that
there exists some structure data Γ such that Assumption 12.13 holds. Let g ∈ m∗ be
admissible with respect to f and Γ in the sense of 12.14, and such that Ad∗(G)g′ is
contained in the closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f )— if and only if
one of the following conditions holds:
(i) g5 6= 0 and p0(g) = g5g5 ( f0 +Q(− log g5, . . . ,− log g5+l) ) ,
(ii) g5 = 0, g4 6= 0, and g2 = 0,
(iii) g5 = g4 = 0, g2 6= 0, and g3 ≥ 0,
(iv) g5 = g4 = g2 = 0.
Proof.
(i) Let g5 6= 0 and Ad∗(G)g ⊂ (Ad∗(G)f )—. Hence there exist sequences rn, sn,
Xn such that the sequence fn defined by 12.16 converges to g. It follows
p0(fn) = e−2rn( f0+Q(rn, s′n) ) −→ p0(g) = g5g5 ( f0 +Q(− log g5, . . . ,− log g5+l) ) .
To prove the opposite direction, let us assume
p0(g) = g5g5( f0 +Q(− log g5, . . . ,− log g5+l) ) .
Since g5 6= 0, we can further establish g1 = g2 = g3 = g4 = 0. From the definition
of p0 and again from g5 6= 0, it follows g0 = f0+Q(− log g5, . . . ,− log g5+l). Now
our claim g ∈ (Ad∗(G)f )— is obvious.
(ii) Let g5 = 0 and g4 6= 0. The equations
Ad∗(expxe3)g (e1) = g1 + xg4
(eν) = gν for 2 ≤ ν ≤ 5
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and
Ad∗(exp ve1)g (e3) = g3 − vg4
(eν) = gν for 1 ≤ ν ≤ 5, ν 6= 3
show that we can also assume g1 = g3 = 0. If g ∈ (Ad∗(G)f )—, then there exist
sequences rn, sn, Xn such that
(12.18) Ad∗ (E(rn, sn)) f (Y ) −→ g(Y )
for all Y ∈ zn. In particular rn −→ +∞ because g5 = 0. Hence
p0(fn) = e−2rn
(
f0 +Q(rn, s′n)
) −→ 0 = p0(g) = g2g4g4
because the sequence s′n is bounded. This proves g2 = 0 because g4 6= 0.
For the converse assume g2 = 0. Choose sequences rn, sn such that 12.18 holds
and define yn = 0, vn = −erng4,
wn =
1
2
e2rng24 ,
and xn =
1
g24
e−2rn
(
f0 − g0 +Q(rn, s′n)
)
.
Now it is clear that fn −→ g.
(iii) Let g5 = g4 = 0 and g2 6= 0. If g ∈ (Ad∗(G)f )—, then there exist sequences rn,
sn, Xn such that fn −→ g. In particular
e−rn( f0 − vnyn − 2wnxn +Q(rn, s′n) ) −→ 0 .
Since s′n is bounded, rn −→ +∞, and e−rnvn −→ 0, we obtain 2e−rnwnxn −→ 0.
From xn −→ g2 6= 0 we even get e−rnwn −→ 0. Hence we see
−e−rnwn + 12e
−rnv2n −→ g3 ≥ 0 .
For the converse assume g5 = g4 = 0, g2 6= 0, and g3 ≥ 0. Let rn, sn satisfy 12.18
and set xn = g2, yn = g1,
vn = ( 2 ern g3 )
1/2
and wn =
1
2g2
(
f0 − g0 − g1(2 ern g3)1/2 +Q(rn, s′n)
)
.
Note that e−rnwn −→ 0 because s′n is bounded. Again we see fn −→ g.
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(iv) Finally, assume g5 = g4 = g2 = 0. If g3 6= 0, then we choose vn = 0, wn = −erng3,
yn = g1, and
xn = − 12g3 e
−rn ( f0 − g0 +Q(rn, s′n) ) .
If g3 = 0, then we define vn = 0, wn = ern/2, yn = g1, and
xn =
1
2
e−rn/2
(
f0 − g0 +Q(rn, s′n)
)
.
It is easy to see that g ∈ (Ad∗(G)f )— holds in either case.
Now we turn to the investigation of the relevant (unitary) representation theory of the
group M . As a starting point we choose the observation that the subset Ad∗(G)f of
m∗ decomposes into Ad∗(M)-orbits. More precisely, since M is a normal subgroup of
G, we obtain
Ad∗(G)f =
⋃
(r,s)∈R×Rm
Ad∗(M)fr,s
where
fr,s = Ad∗ (E(r, s) ) f .
The link to representation theory is given by the Kirillov map K : m∗/Ad∗(M) −→ M̂ .
It is a well-known fact that K is a G-equivariant homeomorphism, if m∗/Ad∗(M)
carries the quotient topology, and M̂ = PrimC∗(M) the Jacobson topology, see [23].
The Kirillov map K maps Ad∗(G)f bijectively onto the subset {pir,s : (r, s) ∈ Rm+1}
of M̂ where
pir,s = K(Ad∗(M)fr,s) = K(fr,s) .
Our intention is to compute the infinitesimal operators of these representations.
First, note that fr,s(e5) = e−r and fr,s(eν) = 0 for all 1 ≤ ν ≤ 4. From this
it becomes obvious that the subalgebra
p = 〈e0, e3, e4〉+ zn
is a polarization at fr,s for all r and s. This reflects the s-invariance of p. The equations
Ad∗ ( exp(xe3) exp(ye4) ) fr,s (e1) = e−ry
(e2) = e−rx
(Y ) = fr,s(Y ) for all Y ∈ p
show that the Pukanszky condition
Ad∗(P )fr,s = fr,s + p⊥
is also satisfied for all r and s. We notice that c = 〈e1, e2〉 is a commutative subalgebra
of m, which is coexponential for p in m. Further p∩n is an ideal of m. Hence the results
of Section 6 for representations in general position apply. We see that the infinitesimal
operators of
pir,s = indMP χfr,s
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are given by
dpir,s(e0) =
(
3
2
+ if0 + iQ(r, s′)
)
+ ξ1∂ξ1 + 2ξ2∂ξ2
dpir,s(e1) = −∂ξ1
dpir,s(e2) = −∂ξ2
dpir,s(e3) = −ie−rξ2 +
1
2
ie−rξ21
dpir,s(e4) = −ie−rξ1
dpir,s(Y ) = if
(
E(r, s)−1Y
)
for Y ∈ zn .
(12.19)
The purpose of the rest of this subsection is to prove
(12.20)
⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
for irreducible representations ρ = K(g) which correspond to critical functionals
g ∈ m∗. The results of Section 5.1 turn out to be valuable in this context.
To begin with, we recall the definition of the central element W0 ∈ U(mC). By
means of 12.19, it is then easy to verify the crucial equation
dpir,s(W0) = p0(fr,s)·Id .
Let z denote the central subalgebra of m generated by the eigenvectors e5, . . . , e5+l.
Note that fr,s(e5) = e−r and fr,s(e5+ν) = e−sν for 1 ≤ ν ≤ l. We work in coordinates
with respect to this basis of z. We define a real-valued function ψ on z∗ by
ψ(η) = η20η1 . . . ηl ( f0 +Q(− log η0, . . . ,− log ηl))
if ην > 0 for all 0 ≤ ν ≤ l, and ψ(η) = 0 else. For ψ to be a continuous function, the
factor η20η1 . . . ηl is necessary. Further, for j ≥ 1 large enough, the derivatives of ψj
up to order l + 1 exist, are continuous, and have polynomial growth. We modify the
central element W0 by
(12.21) W =W0 (−ie6) . . . (−ie5+l),
so that the equation
(12.22) dpir,s(W ) = e−(s1+...+sl) p0(fr,s)·Id = ψ( fr,s | z )·Id
becomes true. Up to this point, we have done most of the work which is necessary to
prove the following two lemmata.
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Lemma 12.23. Let f and Γ be as above. Let g ∈ m∗ be admissible with respect to f
and Γ. Assume that g5 6= 0 and that Ad∗(G)g 6⊂ (Ad∗(G)f )—. Then Relation 12.20
holds for the L1-kernels of the unitary representations pir,s = K(fr,s) and ρ = K(g).
Proof. By Lemma 12.17 we have
p0(g) 6= g25 ( f0 +Q(− log g5, . . . ,− log g5+l) )
and thus we obtain
dρ(W ) = g6 . . . g5+l p0(g)·Id 6= ψ( g | z )·Id
because gν 6= 0 for all 5 ≤ ν ≤ 5+ l. Now we can apply Lemma 5.4 and Theorem 5.17
to pir,s, ρ, W , and ψ. The assertion of the lemma follows.
Lemma 12.24. Let f and Γ be as above. Let g ∈ m∗ be admissible with respect to f
and Γ. Assume g5 = 0, g4 6= 0, and that Ad∗(G)g is not contained in the closure of
Ad∗(G)f . Then ⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for the L1-kernels of pir,s = K(fr,s) and ρ = K(g).
Proof. Lemma 12.17 implies g2 6= 0 in this case. In the proof of this lemma we have
already seen that we can assume g1 = g3 = 0. It is easy to verify that
q = 〈e2, e3, e4〉+ zn
is a Pukanszky polarization at g ∈ m∗ simply because
Ad∗(exp ye4)g (e0) = g0 + yg4
(e1) = g1
(Y ) = f(Y ) for Y ∈ q
and
Ad∗(expxe3)g (e0) = g0
(e1) = g1 + xg4
(Y ) = f(Y ) for Y ∈ q .
Further, m is a semi-direct sum of the non-commutative algebra c = 〈e0, e1〉 and the
polarization q. We can apply the results of Section 6 for representations of semi-direct
products to
ρ = indMQ χg
140 12. Nilradical is the algebra g5,3
and obtain
dρ(e0) = −∂ξ1
dρ(e1) = −eξ1∂ξ2
dρ(e2) = ie2ξ1 g2
dρ(e3) = −ie−2ξ1ξ2 g2
dρ(e4) = ie−ξ1 g4
dρ(Y ) = ig(Y ) for Y ∈ zn .
From p0(g) = g2g4g4 6= 0, gν 6= 0 for 6 ≤ ν ≤ 5 + l, and dρ(W0) = p0(g)·Id, it follows
that dρ(W ) is a non-zero scalar operator. Hence all assumptions of Lemma 5.4 and
Theorem 5.17 are satisfied. This finishes the proof of our lemma.
Remark 12.25. There is no doubt about the significance of the Assumptions 12.13
and 12.14 for our treatise. Concerning the orbit space of the coadjoint action, these
assumptions are indispensable for a concrete characterization of the closure of the
orbit Ad∗(G)f in m∗, see Lemma 12.17.
From the representation theoretical point of view, these postulates guarantee
that (W,p, ψ) separates ρ from {pir,s : (r, s) ∈ Rm+1}, compare Lemma 12.24.
In this context we mention that the modification of the central element W
given by Equation 12.21 is absolutely necessary in order to avoid singularities of ψ.
Such singularities make the application of Theorem 5.1 impossible, as we have already
noticed in Remark 5.5.
We point out that Theorem 5.1 does not apply in the situation of the following
proposition. In this case dρ(W0) = p0(g) · Id = 0. Thus L1-functions of the form
h =W ∗ H with H ∈ C∞0 (M) are inadequate and the triple (W,p, ψ) does not separate
the quite singular representation ρ = K(g) from the subset {pir,s : (r, s) ∈ Rm+1} of
representations in general position in the sense of Definition 5.10.
Our goal is to prove
Proposition 12.26. Let f and Γ be as above. Let g ∈ m∗ be admissible with respect
to f and Γ. Assume g5 = g4 = 0, g2 6= 0, and g3 < 0. Then the relation⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for the L1-kernels of pir,s = K(fr,s) and ρ = K(g).
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First of all, we can assume g3 = −1. Before we come to the proof of Proposition
12.26, we have to make several preparations.
However, it will turn out that the underlying ideas of the proof of Theorem 5.1
are still applicable. Let H be a suitable smooth function satisfying the conditions of
Remark 12.28. As in Subsection 5.1 we will verify the following two assertions:
I. There exists a smooth function b ∈ L1(M) such that
pir,s(b) = ψ( fr,s | z ) pir,s(H) and ρ(b) 6= 0 .
II. There exists a smooth function c ∈ L1(M) such that
pir,s(c) = ψ( fr,s | z ) pir,s(H) and ρ(c) = 0 .
We anticipate that the function b will be defined with the aid of W in a way
generalizing the definition b =W ∗H for H ∈ L1(M). The proof of the existence of b
requires a thorough investigation of the differential operator W in L1(M). Ultimately
we are interested in the L1-functions b and c. However, it will be necessary to leave
the framework of L1(M) temporarily. In fact, H will not be in L1(M). The proof of
the existence of b and c will be reduced to certain multiplier problems of Euclidean
Fourier analysis. A proof of these multiplier theorems can be found in Section 12.4.
In order to describe the relevant unitary representations, we introduce partial
Fourier transformation with respect to the variables (x, y, z): Let us fix an arbitrary
complementary subspace v ⊂ zm such that zm = Re5 ⊕ v. Any element of zm can be
written uniquely as ze5+Z with z ∈ R and Z ∈ v. The partial Fourier transform of a
function h ∈ L1(M) is given by
ĥ(t, v, w, ξ3, ξ4, λ, Z) =
∫
R3
h(t, v, w, x, y, z, Z) e−iξ3x e−iξ4y e−iλz dx dy dz .
For the one-parameter subgroups generated by the basis vectors e0, . . . , e5 we compute
the unitary operators of the representations pir,s and ρ. The results of Section 6 yield
pir,s(exp(te0))ϕ (ϑ1, ϑ2) = e3t/2 eitfr,s(e0) ϕ(etϑ1, e2tϑ2)
pir,s(exp(ve1))ϕ (ϑ1, ϑ2) = ϕ(ϑ1 − v, ϑ2)
pir,s(exp(we2))ϕ (ϑ1, ϑ2) = ϕ(ϑ1, ϑ2 − w)
pir,s(exp(xe3))ϕ (ϑ1, ϑ2) = eixe
−r(ϑ21/2−ϑ2) ϕ(ϑ1, ϑ2)
pir,s(exp(ye4))ϕ (ϑ1, ϑ2) = e−iye
−rϑ1 ϕ(ϑ1, ϑ2)
pir,s(exp(Z))ϕ (ϑ1, ϑ2) = eifr,s(Z) ϕ(ϑ1, ϑ2)
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and
ρ(exp(te0))ϕ (ϑ) = ϕ(ϑ− t)
ρ(exp(ve1))ϕ (ϑ) = eive
ϑg1 ϕ(ϑ)
ρ(exp(we2))ϕ (ϑ) = eiwe
2ϑg2 ϕ(ϑ)
ρ(exp(xe3))ϕ (ϑ) = e−ixe
−2ϑ
ϕ(ϑ)
ρ(exp(ye4))ϕ (ϑ) = ϕ(ϑ)
ρ(exp(Z)ϕ (ϑ) = ϕ(ϑ) .
Next a simple computation shows
pir,s(t, . . . , Z)ϕ (ϑ1, ϑ2) = e3t/2 eitfr,s(e0) eixe
−r( (etϑ1−v)2/2−(e2tϑ2−w) )
e−iye
−r(etϑ1−v) eize
−r
eifr,s(Z) ϕ(etϑ1 − v, e2tϑ2 − w) .
We consider pir,s as a representation of the group algebra L1(M) and obtain
pir,s(h)ϕ (ϑ1, ϑ2)
=
∫
R3×v
ĥ
(
t, v, w, e−r(e2tϑ2 − w)− e−r(etϑ1 − v)2/2, e−r(etϑ1 − v),−e−r, Z
)
e3t/2 eitfr,s(e0) eifr,s(Z) ϕ(etϑ1 − v, e2tϑ2 − w) dt dv dw dZ .
Similarly, we see
ρ(t, . . . , Z)ϕ (ϑ) = eive
ϑ−tg1 eiwe
2(ϑ−t)g2 e−ixe
−2(ϑ−t)
eig(Z) ϕ(ϑ− t)
and
ρ(h)ϕ (ϑ) =
∫
R3×v
ĥ( t, v, w, e−2(ϑ−t), 0, 0, Z ) eive
ϑ−tg1 eiwe
2(ϑ−t)g2
eig(Z) ϕ(ϑ− t) dt dv dw dZ .
In the following lemma we give a characterization of kerL1(M) ρ.
Lemma 12.27. Let h˜ denote the partial Fourier transformation with respect to the
variables (v, w, x, y, z, Z) of a function h ∈ L1(M). Then h ∈ kerL1(M) ρ if and only if
h˜( t,−eϑg1,−e2ϑg2, e−2ϑ, 0, 0, g | v ) = 0
for all ϑ ∈ R and almost all t ∈ R.
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Proof. We have h ∈ kerL1(M) ρ if and only if
0 = 〈ρ(h)ϕ ,ψ〉 =
+∞∫
−∞
ρ(h)ϕ (ϑ) ψ(ϑ) dϑ
for all ϕ,ψ ∈ C0(M). Since
ρ(h)ϕ (ϑ) =
+∞∫
−∞
h˜( t,−eϑ−tg1,−e2(ϑ−t)g2, e−2(ϑ−t), 0, 0, g | v ) ϕ(ϑ− t) dt ,
the claim of the lemma follows by Fubini’s theorem and the substitution ϑ −→ ϑ+t.
Remark 12.28. Now we explain how to deal with functions which are not necessarily
elements of L1(M). The above formula for pir,s(h) suggests to define the bounded
operator
pir,s(H)ϕ (ϑ1, ϑ2) =
∫
R3×v
H(. . .) e3t/2 eitfr,s(e0) eifr,s(Z) ϕ(etϑ1−v, e2tϑ2−w) dt dv dw dZ
for continuous functions H = H(t, v, w, ξ3, ξ4, λ) which satisfy
|H |′λ =
∫
R3×v
e3|t|/2 sup
ξ3,ξ4
|H(t, v, w, ξ3, ξ4, λ)| dt dv dw dZ < ∞
for all λ or even
|H |′ =
∫
R3×v
e3|t|/2 sup
ξ3,ξ4,λ
|H(t, v, w, ξ3, ξ4, λ)| dt dv dw dZ < ∞ .
Here and in the sequel, three dots represent the argument(
t, v, w, e−r(e2tϑ2 − w)− e−r(etϑ1 − v)2/2, e−r(etϑ1 − v),−e−r, Z
)
of H. A sufficient condition for |H|′ <∞ is that
(1 + t2)(1 + v2)(1 + w2)(1 + |Z|)d+1 e3|t|/2 |H(t, v, w, ξ3, ξ4, λ, Z)|
is bounded in all seven variables. Here d = dim v.
Note that there is an obvious way of defining a convolution and an involution
for functions H such that |H|′ < ∞. Altogether, we have defined a family of
continuous ∗-representations pir,s of a normed ∗-algebra, which is, roughly speaking,
larger than the group algebra L1(M). This extension is comparable to the completion
C∗(A) = C∞( Â ) of L1(A) for locally compact abelian groups A in the following sense:
Let R denote the connected subgroup of M with Lie algebra r = 〈e0, e1, e2〉 + v and
A the connected normal subgroup of M whose Lie algebra is the commutative ideal
a = 〈e3, e4, e5〉 so that M can be considered as a semi-direct product M = R n A.
Using the technique of covariance algebras, we have, again roughly speaking, extended
the group algebra L1(M) = L1(R,L1(A)) to the larger algebra L1(R, C∞( Â )).
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The following observation is very important: For pir,s to be well-defined for all r
and s, it is sufficient that H is only declared for λ < 0 and satisfies |H|′λ < ∞ for all
λ < 0. In this way functions which are only defined on one half of the real axis enter
our considerations naturally. We even allow H to have a singularity for λ −→ 0.
Now let us consider the infinitesimal left regular representation dΛ of M in
L2(M) which is given by
dΛ(X)f (y) =
d
dτ |τ=0
f( exp(−τX)y )
for X ∈ m and f ∈ C∞0 (M). Sometimes we write X ∗ f = dΛ(X)f . Working with the
differential operator Dx = −i∂x instead of ∂x, we obtain
dΛ(ie0) = Dt
dΛ(ie1) = etDv
dΛ(ie2) = e2tDw
dΛ(ie3) = e−2t (Dx − vDy − wDz + 12v
2Dz )
dΛ(ie4) = e−t (Dy − vDz )
dΛ(ie5) = Dz
If ∂Z f :M −→ zm∗ denotes the derivative of f with respect to the central variable Z
of our coordinates, then dΛ(Z)f = −〈∂Z f, Z〉 for all Z ∈ zm. Since
W0 = ie0e5e5 − 12 i(e1e4e5 + e4e1e5)− i(e2e3e5 + e3e2e5) + ie2e4e4
as an element of the universal enveloping algebra U(mC), it follows that W0 = dΛ(W0)
is given by
W0 = −DtD2z +
3
2
iD2z +DvDyDz − vDvD2z + 2DwDxDz −DwD2y − 2wDwD2z
as a differential operator in L1(M). It is easy to see that this differential operator
factors over partial Fourier transformation to
Ŵ0 = λ2W2 + ξ4λDv + (2ξ3λ− ξ24)Dw
where
W2 = −Dt + 32 i− v Dv − 2wDw .
Recall that the differential operator Ŵ0 is linked to the function
ψ0(λ, η) = λ2 ( f0 +Q(− log λ,− log η1, . . . ,− log ηl) )
on z∗. This assertion is confirmed by the following lemma.
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Lemma 12.29. For all λ < 0 let H = H(t, v, w, ξ3, ξ4, λ, Z) be a function such that all
partial derivatives of first order with respect to (t, v, w, ξ3, ξ4) exist and are continuous.
Keeping λ < 0 fixed, assume that these derivatives multiplied by the factor
e4|t| (1 + |v|)4 (1 + |w|)4 (1 + |ξ3|)2 (1 + |ξ4|)2
are bounded. Then
pir,s(Ŵ0 ∗ H) = ψ0 ( fr,s | z ) pir,s(H) .
Proof. The assumptions of this lemma imply that pir,s(Ŵ0 ∗ H) is well-defined and
that we can apply partial integration below. From Remark 12.28 we recall the term
which is represented by the three dots in the argument of H. First we compute
Dt [H(. . .) ] = (DtH)(. . .) + e−r
(
2e2tϑ2 − (etϑ1 − v)etϑ1
)
(Dξ3H)(. . .)
+ e−retϑ1(Dξ4H)(. . .)
Dv [H(. . .) ] = (DvH)(. . .) + e−r(etϑ1 − v)(Dξ3H)(. . .)− e−r(Dξ4H)(. . .)
Dw [H(. . .) ] = (DwH)(. . .)− e−r(Dξ3H)(. . .)
Then we see
(Ŵ0 ∗ H) (. . .)
= e−2r
(
−(DtH)(. . .) + 32 iH(. . .)− e
tϑ1(DvH)(. . .)− 2e2tϑ2(DwH)(. . .)
)
= e−2r
(
−Dt [H(. . .)] + 32 iH(. . .)− e
tϑ1Dv [H(. . .)]− 2e2tϑ2Dw [H(. . .)]
)
If we apply partial integration to the integral∫
R3×v
Dt [H(. . .)] e3t/2 eitfr,s(e0) eifr,s(Z) ϕ(etϑ1 − v, e2tϑ2 − w) dt dv dw dZ
and to the integrals over Dv [H(. . .)] and Dw [H(. . .)] as well, then the claim of this
lemma becomes obvious.
By the way, note that the variable λ can be treated like a constant in most of these
computations. Another important observation is that the differential operator Ŵ0
respects tensor products: If
H(t, v, w, ξ3, ξ4, λ, Z) = H1(t, v, w, Z) H2(ξ3, ξ4, λ) ,
then
Ŵ0 ∗ H = (W2 ∗ H1)⊗ (λ2H2) + (DvH1)⊗ (ξ4λH2) + (DwH1)⊗ (2ξ3λ− ξ24)H2 .
Still we keep in mind that m is a semi-direct sum of the subalgebra r = 〈e0, e1, e2〉+ v
and the commutative ideal a = 〈e3, e4, e5〉.
Our aim is to solve the following problem: Let H = H(t, v, w, ξ3, ξ4, λ, Z) be a
smooth function defined for λ < 0 and having a singularity of first order for λ −→ 0.
Is there a function h ∈ L1(M) such that ĥ = Ŵ0 ∗ H for all λ < 0 ?
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If H is a tensor product as above, then this question reduces to a problem in
the three variables (ξ3, ξ4, λ). Each summand of Ŵ0 ∗ H can be treated separately.
The third summand is the most critical one. Is there a function h2 ∈ L1(R3) such that
ĥ2(ξ3, ξ4, λ) = (2ξ3λ− ξ24) H2(ξ3, ξ4, λ)
for all ξ3, ξ4 and all λ < 0 ? The existence of h2 imposes the following restriction on the
singular behavior of H2 in λ = 0 : Since h2 ∈ L1(R3), it follows that ĥ2 is continuous.
Division by (2ξ3λ− ξ24) shows that
H2(ξ3, ξ4, λ) −→ − 1
ξ24
ĥ2(ξ3, ξ4, 0)
for λ −→ 0 if ξ4 6= 0. Further H2 must vanish at infinity rapidly enough.
On the other hand, we want to establish ρ(h) 6= 0 which is guaranteed by the
condition ĥ2(1, 0, 0) 6= 0, compare Lemma 12.27. This requires a singularity of H2 for
λ −→ 0. Clearly we can restrict ourselves to functions satisfying H2(ξ3, ξ4, λ) = 0 if
|ξ3 − 1| ≥ 1/2. Note that 2ξ3 − ξ24/λ > 1 for |ξ3 − 1| < 1/2 and λ < 0.
The preceding considerations make the following approach plausible: Let
H2(ξ3, ξ4, λ) =
1
2ξ3λ− ξ24
K(ξ3, ξ4, λ)
where K is a Schwartz function (defined for all λ) such that
K(1, 0, 0) 6= 0
and
K(ξ3, ξ4, λ) = 0 if |ξ3 − 1| ≥ 12 .
Note that H is well-defined for all λ < 0. Now the difficulty is to treat the first and
the second summand of Ŵ0 ∗ H. The original question of the existence of h2 splits
into two multiplier problems as we will see in the proof of
Lemma 12.30. Let K ∈ S(R3) be a Schwartz function such that K(ξ3, ξ4, λ) = 0 for
|ξ3 − 1| ≥ 1/2 so that
H2(ξ3, ξ4, λ) =
1
2ξ3λ− ξ24
K(ξ3, ξ4, λ)
is well-defined for all λ < 0. Let H1 ∈ S(R3 × v) denote the Gauss function
H1(t, v, w, Z) = e−(t
2+v2+w2+|Z|2)/2
If H = H1⊗H2, then there exists a smooth function h ∈ L1(M) such that ĥ = Ŵ0 ∗ H.
In particular pir,s(h) = ψ( fr,s | z ) pir,s(H) and ρ(h) 6= 0.
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Proof. Clearly there exists a Schwartz function h2,3 ∈ S(R3) such that
ĥ2,3(ξ3, ξ4, λ) = (2ξ3λ− ξ24) H2(ξ3, ξ4, λ) = K(ξ3, ξ4, λ)
for all λ. Further it follows from Theorem 12.49 and 12.50 that there exist smooth
functions h2,1 and h2,2 in L1(R3) such that
(12.31) ĥ2,1(ξ3, ξ4, λ) =
−λ2
ξ24 − 2ξ3λ
K(ξ3, ξ4, λ)
and
(12.32) ĥ2,2(ξ3, ξ4, λ) =
−ξ4λ
ξ24 − 2ξ3λ
K(ξ3, ξ4, λ)
for all λ < 0. If we think of K as K = k̂, then the functions h2,ν for 1 ≤ ν ≤ 3 turn
out to be solutions of Fourier multiplier problems in L1(R3). Let us define the smooth
function
h = (W2 ∗ H1)⊗ h2,1 + (DvH1)⊗ h2,2 + (DwH1)⊗ h2,3
in L1(M) so that ĥ = Ŵ0 ∗ H holds for all λ < 0. In particular Lemma 12.29 implies
pir,s(h) = ψ( fr,s | z )pir,s(H). Furthermore it holds ρ(h) 6= 0 as we will now show: With
regard to Lemma 12.27 let h˜ denote the partial Fourier transform of a function h in
L1(M) with respect to the variables (v, w, x, y, z, Z). If h = h1 ⊗ h2, then h˜ = ĥ1 ⊗ ĥ2
where ĥ1 is the Fourier transform of h1 with respect to (v, w, Z). Here we obtain
h˜ = (W2 ∗ H1)b⊗ (λ2H2) + (ξ1Ĥ1)⊗ (ξ4λH2) + (ξ2Ĥ1)⊗K .
If we set (ξ3, ξ4) = (1, 0) and take the limit for λ −→ 0, then we see that
h˜(t, ξ1, ξ2, 1, 0, 0, ζ) = ξ2 Ĥ1(t, ξ1, ξ2, ζ) K(1, 0, 0) 6= 0
for ξ2 6= 0 and thus ρ(h) 6= 0 by Lemma 12.27. Here we have used the fact that the
function λ 7→ h˜(t, ξ1, ξ2, 1, 0, λ, ζ) is continuous for almost all t and all ξ1, ξ2, ζ. This
finishes the proof of our lemma.
Henceforth we change our notation slightly.
Proof of Proposition 12.26. Let z0 be the subspace of zm generated by the vectors
e6, . . . , e5+l and let z = Re5 ⊕ z0. Further we fix a complementary subspace v of zm
such that zm = z ⊕ v. If h ∈ L1(M), then ĥ denotes the partial Fourier transform of
h with respect to the commutative ideal a = 〈e3, e4〉 ⊕ z. Recall the definition of the
elementW =W0 (−ie6) . . . (−ie5+l) of the center of U(m) and the differential operator
Ŵ = η1 . . . ηl Ŵ0. Now Lemma 12.29 implies that the continuous function
ψ(λ, η) = λ2 η1 . . . ηl ( f0 +Q(− log λ,− log η1, . . . ,− log ηl) )
on z∗ corresponds to Ŵ in the sense that
pir,s(Ŵ ∗ H) = ψ( fr,s | z ) pir,s(H)
for continuous functions H satisfying the differentiability and growth conditions of
Lemma 12.29. As before we fix a Gauss function H1 in the variables (t, v, w, Z) and
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a Schwartz function K ∈ S(R3) such that K(1, 0, 0) 6= 0 and K(ξ3, ξ4, λ) = 0 if
|ξ3 − 1| ≥ 12 . If we define
H2(ξ3, ξ4, λ, η) =
1
2ξ3λ− ξ24
K(ξ3, ξ4, λ) e−|η|
2/2
and H = H1 ⊗ H2 for λ < 0, then Lemma 12.30 implies that there exists a smooth
function b0 ∈ L1(M) such that b̂0 = Ŵ0 ∗ H for λ < 0. Clearly b = Dη1 . . . Dηlb0
satisfies b̂ = Ŵ ∗ H so that
pir,s(b) = ψ( fr,s | z ) pir,s(H) .
As in the proof of Proposition 12.26 one can show that ρ(b) 6= 0. Here one uses the
fact that g(e5+ν) 6= 0 for 1 ≤ ν ≤ l because g is admissible with respect to f . This
proves assertion I.
It remains to be shown that there exists a smooth function c ∈ L1(M) such
that
pir,s(c) = ψ( fr,s | z ) pir,s(H) and ρ(c) = 0 .
If c is in L1(M) such that ĉ furnishes a solution of the multiplier problem
ĉ(t, v, w, Z, ξ3, ξ4, λ, η) = ψ(−λ,−η) H(t, v, w, Z, ξ3, ξ4, λ, η)
for all η and λ < 0, then c has the desired property. Since H = H1 ⊗H2 is a tensor
product, we set c = H1 ⊗ C and look for L1-functions C on a such that
Ĉ(ξ3, ξ4, λ, η) =
ψ(−λ,−η)
ξ24 − 2ξ3λ
K(ξ3, ξ4, λ) e−|η|
2/2
for all η and λ < 0. The definition of ψ by the polynomial Q shows us that without
loss of generality we can assume ψ(λ, η) = λ2 logj(λ) ψ2(η) for λ > 0 where j ≥ 0 is
an integer and ψ2 is defined on z∗0 by
ψ2(η) =
∑
0≤j1+...+jl≤q
aj1,...,jl η1 . . . ηl log
j1(η1) . . . logjl(ηl)
if ην > 0 for all 1 ≤ ν ≤ l and ψ2(η) = 0 else. Since ψ2 meets the assumptions of
Lemma 5.13, it follows as in Theorem 5.17 that there exists a smooth L1-function C2
on z0 such that
Ĉ2(η) = ψ2(−η) e−|η|2/2 .
Furthermore it follows from Theorem 12.49 that there is a smooth L1-function C1 on
the commutative ideal 〈e3, e4, e5〉 such that
(12.33) Ĉ1(ξ3, ξ4, λ) =
λ2 logj(−λ)
ξ24 − 2ξ3λ
K(ξ3, ξ4, λ)
for all λ < 0. Now it is easy to see that c = H1 ⊗ C1 ⊗ C2 solves our problem. This
proves assertion II and finishes the proof of our proposition.
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Theorem 12.34. Let g ⊃ n ⊃ [g, g] be as in Section 12.1 such that C2n 6⊂ zg. Here n
is a trivial extension of the five-dimensional, nilpotent Lie algebra g5,3. Further let m
be a proper, non-nilpotent ideal of g with g ⊃ m ⊃ n. Let us assume that there exists
a nilpotent subalgebra s of g such that g = s+ n and [sc, t] = 0 where t = s ∩m and sc
is the centralizer of C2n in s.
Let f ∈ m∗ be in general position such that m = mf + n and g ∈ m∗ be critical
with respect to the orbit Ad∗(G)f . Then it follows that⋂
(r,s)∈Rm+1
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for the unitary representations pir,s = K(fr,s) and ρ = K(g) of M .
Proof. Let us choose a basis of the weights of the s-module m, and a coexponential
basis for t in s as in the beginning of this subsection. Now we observe that the
additional Assumptions 12.13 and 12.14 are always satisfied: First, the polynomial
function Q depends only on the variable r. Hence for every f ∈ m∗ in general position,
Assumption 12.13 holds with m′ = l = 0. Any g ∈ m∗ is admissible with respect
to f and Γ. Now an application of Lemma 12.23, Lemma 12.24 or Proposition 12.26
completes this proof.
Though including semi-direct sums g = sn n, the condition [sc, t] = 0 does not reach
far beyond the case dim g/m = 1, i.e., a one-parameter group Ad(exp rd0) acting on
the stabilizer m, non-trivially on the central ideal C2n.
If dim g/m > 1 and g ∈ m∗ is critical for Ad∗(G)f , but not admissible with
respect to f and Γ, then we must admit that the situation remains somewhat
mysterious.
Open Problem 12.35 The following 10-dimensional example gives a first impression
of the phenomena which may occur in the case dim g/m > 1.
We assume that g is a 10-dimensional exponential solvable Lie algebra whose
nilradical n is 7-dimensional and satisfies 12.1 and 12.2. In particular d = dim zn = 3.
Let d0, d1, e0, . . . , e7 be a basis of g such that, in addition to the commutator relations
given by 12.3 and 12.4, we have
[d0, e0] = −ae7 , [d0, e3] = e3 , [d0, e4] = e4 [d0, e5] = e5 ,
and
[d1, e0] = −be7 , [d1, e6] = e6 .
There is a unique (and obvious) choice of a set of structure data Γ in this example.
Let m be the ideal spanned by e0, . . . , e7. If f ∈ m∗ is in general position,
then we can assume fν = 0 for 1 ≤ ν ≤ 4 and fν = 1 for 5 ≤ ν ≤ 7. Note that f
defines the polynomial function
Q(r, s) = ar + bs .
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Let g ∈ m∗ be such that Ad∗(G)g′ is contained in the closure of Ad∗(G)f ′, so that
g5 ≥ 0 and g7 = 1. We restrict ourselves to non-admissible g. Such g satisfy g6 = 0
and exist only if b 6= 0, what we shall assume henceforth.
The following lemma contains a description of the non-admissible part of the
closure of Ad∗(G)f in this example.
Lemma 12.36. Let f ∈ m∗ be in general position such that m = mf + n. Assume that
g ∈ m∗ is not admissible with respect to f and Γ, and such that Ad∗(G)g′ is contained
in the closure of Ad∗(G)f ′. Then Ad∗(G)g ⊂ (Ad∗(G)f )— if and only if one of the
following conditions holds:
(i) g5 = 0, g4 6= 0, and g2 = 0,
(ii) g5 = 0, g4 6= 0, and bg2 > 0,
(iii) g5 = g4 = 0, and bg2 > 0,
(iv) g5 = g4 = g2 = 0.
Proof. We begin with a preliminary remark. It turns out to be useful to write
qn =
1
b
(f0 − vnyn − 2wnxn + arn)
if sequences rn ∈ R and Xn ∈ n are chosen. Then Ad∗(G)g ⊂ (Ad∗(G)f )— if and
only if there exist sequences rn and Xn such that qn −→ −∞ and
yn −→ g1
xn −→ g2
−e−rnwn + 12e
−rnv2n −→ g3
−e−rnvn −→ g4
e−rn −→ g5 .
(12.37)
If g ∈ (Ad∗(G)f )—, then b(qn + sn) −→ g0 and sn −→ +∞ because g6 = 0. This
shows qn −→ −∞. To prove the converse, it suffices to define sn = g0b − qn. Then
sn −→ +∞ and b(qn + sn) = g0.
Suppose g5 6= 0 and g ∈ (Ad∗(G)f )—. Then there exist sequences rn, sn, Xn such
that 12.37 holds. But from g5 6= 0, it follows that the sequences rn, vn, wn, xn, and
yn are convergent. This contradicts qn −→ −∞. It results Ad∗(G)g 6⊂ (Ad∗(G)f )—.
Now we come to the proof of (i). If g5 = g2 = 0 and g4 6= 0, then we can
also assume g1 = g3 = 0. We define vn = −ern g4, yn = 0, wn = 12 e2rng24, and
xn =
b
g24
e−rn/2 .
Then we see that e−
3
2
rn qn −→ −1. This proves qn −→ −∞ and thus Ad∗(G)g is
contained in the closure of Ad∗(G)f .
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Next we prove (ii). Let rn, Xn be sequences such that 12.37 holds. The third
and the fourth convergence of 12.37 yield
e−2rn wn −→ 12g
2
4
and hence
e−2rn qn −→ −g2g
2
4
b
.
This shows qn −→ −∞ if bg2 > 0, and qn −→ +∞ if bg2 < 0. The proof of (ii) is
complete.
In order to prove (iii), we assume g5 = g4 = 0. If rn, Xn are chosen such
that 12.37 holds, then rn −→ +∞ and −e−rnvn −→ 0. This implies
lim
n−→∞ e
−rn qn = lim
n−→∞ −
2
b
e−rn wnxn = lim
n−→∞
2
b
(
g3 − 12 e
−rn v2n
)
xn
in the following sense: If one of these limits (possibly ±∞) exists, then all limits exist
and are equal.
If bg2 < 0, then we obtain
lim
n−→∞
2
b
(
g3 − 12 e
−rn v2n
)
xn ≥ g2g3
b
.
Here we pass to a convergent subsequence if necessary. But this contradicts qn −→ −∞.
If bg2 > 0, then we define yn = g1, xn = g2, vn = e
2
3
rn , and
wn =
1
2
e
4
3
rn − ern g3 .
Obviously, 12.37 holds and qn −→ −∞. This finishes the proof of (iii).
The last step is to prove (iv). If g5 = g4 = g2 = 0, then we define yn = g1,
xn = bn , and vn, wn as in part (iii), bg2 < 0. Then it is easy to see qn −→ −∞. This
finishes the proof of the lemma.
We conclude this section with the following open question concerning this 10-
dimensional example: Assume that g ∈ m∗ is not admissible with respect to f , and
critical for the orbit Ad∗(G)f , i.e., g does not satisfy any of the conditions of Lemma
12.36. In this case, is it true that⋂
r,s
kerL1(M) pir,s 6⊂ kerL1(M) ρ
holds for pir,s = K(fr,s) and ρ = K(g)? Once again, we stress that the results of Section
5.1 do not apply here.
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12.4 Two multiplier theorems
The aim of this subsection is to complete the proof of Proposition 12.26 in Section 12.3.
To this end we must find smooth L1-functions h which solve the following multiplier
problems: Let k ∈ S(R3) be a given Schwartz function such that k̂(1, 0, 0) 6= 0 and
k̂(ξ3, ξ4, λ) = 0 if |ξ3 − 1| ≥ 1/2. Assume that the multiplier m̂ is defined for ξ3 > 0
and λ < 0 by one of the following expressions:
m̂(ξ3, ξ4, λ) =
−λ2
ξ24 − 2ξ3λ
m̂(ξ3, ξ4, λ) =
−ξ4λ
ξ24 − 2ξ3λ
m̂(ξ3, ξ4, λ) =
λ2 logj(−λ)
ξ24 − 2ξ3λ
where j ≥ 0 is an integer. Does there exist a smooth function h ∈ L1(R3) such that
ĥ(ξ3, ξ4, λ) = m̂(ξ3, ξ4, λ) k̂(ξ3, ξ4, λ) .
for all ξ3, ξ4 and all λ < 0? The essential step in proving the existence of h is to
solve the simplified multiplier problem given below. Starting from the original one, we
assume that ξ3 = 1 is constant, replace λ by −λ/2, and ignore multiplicative constants
in the equality defining m̂. Then we are in the following situation: Let g ∈ S(R2) be
a Schwartz function such that ĝ(0, 0) 6= 0. Assume that the multiplier m̂ is defined for
λ > 0 by
m̂(ξ, λ) =
λ2 logj(λ)
ξ2 + λ
or m̂(ξ, λ) =
ξλ
ξ2 + λ
.
Does there exist a smooth function f ∈ L1(R2) such that f̂(ξ, λ) = m̂(ξ, λ) ĝ(ξ, λ)
for all ξ and λ > 0? In Proposition 12.46 and 12.48 we answer this question in the
affirmative. The proof of these propositions relies on
Proposition 12.38 (Hausdorff-Young trick). Let 1 < p ≤ 2 and S be a finite subset
of R. Assume that f in C∞(R)∩L1(R) is continuously differentiable in R\S such that
its derivative ∂yf is in L1(R)∩Lp(R). Then it follows f̂ ∈ L1(R). Further there exists
C > 0 such that
| f̂ |1 ≤ C ( | f |1 + | ∂yf |p )
for all these f .
Proof. We have to estimate the integral
∫ +∞
−∞ |f̂(ξ)| dξ for the Fourier transform f̂
which is a continuous and bounded function. Since
1∫
−1
|f̂(ξ)| dξ ≤ 2 | f̂ |∞ ≤ 2 | f |1 ,
it suffices to estimate
+∞∫
1
|f̂(ξ)| dξ =
+∞∫
1
1
ξ
|ξf̂(ξ)| dξ .
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Partial integration yields
ξf̂(ξ) =
+∞∫
−∞
f(y) ξe−iyξ dy = −i
+∞∫
−∞
(∂yf)(y) e−iyξ dy = (Dyf )̂ (ξ) .
In this computation one must break up the integral into parts because of the non-
differentiability of f in S. Note that the boundary values cancel out because f is
continuous and vanishes at infinity. Now Ho¨lder’s inequality and the Hausdorff-Young
theorem imply
∞∫
1
|f̂(ξ)| dξ ≤ K
 +∞∫
1
|(∂yf )̂ (ξ)|q dξ
1/q ≤ K | (∂yf )̂ |q ≤ K | ∂yf |p
where K =
( ∫ +∞
1 ξ
−p dξ
)1/p
= (p−1)−1/p. The integral ∫ 1−∞ |f̂(ξ)| dξ can be treated
similarly. If we define C := max{2, 2K}, then the assertion of this proposition becomes
evident.
We stress that this proposition treats only of functions in one real variable. Although
one would expect this result to be contained in any textbook on Fourier analysis
including the Hausdorff-Young theorem, I could not find a reference for it. Poguntke
pointed out that trick to me. This proposition furnishes a practical sufficient criterion
for functions f to be in the Fourier algebra A(R): If f is piecewise continuously
differentiable such that the singularities of ∂λf are Lp-integrable for some 1 < p ≤ 2,
then it follows f̂ ∈ L1(R). Now the Fourier inversion theorem yields f ∈ A(R).
The next lemma is of a technical nature. Its purpose will become apparent in
the proof of Proposition 12.41. The point of the proof of this lemma is to control the
behavior of the integrand ω for λ −→ 0 and |y| −→ +∞.
Lemma 12.39. Assume that r, s, k ≥ 0 are real such that 1+ 2r > k. Let us consider
the function
(12.40) ω(y, λ) = λr | log λ|s |y|k e−λ1/2 |y| (1 + λ)−(r+2)
on R × (0,+∞). Then there exists an index 1 < p0 ≤ 2 depending only on r and k
such that the mixed L1-Lp-norm
|ω |1,p =
+∞∫
−∞
 +∞∫
0
ω(y, λ)p dλ
1/p dy
of ω is finite for all 1 ≤ p ≤ p0 . If 1 + 2r = k, then |ω |1,1 is not finite.
Proof. At first we observe that Fubini’s theorem and the substitution y −→ y/λ1/2
show that
|ω |1,1 =
+∞∫
−∞
+∞∫
0
λr | log λ|s |y|k e−λ1/2 |y| (1 + λ)−(r+2) dλ dy
=
 +∞∫
0
λr−k/2−1/2 | log λ|s (1 + λ)−(r+2) dλ
 +∞∫
−∞
|y|k e−|y| dy

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is not finite if 1 + 2r = k because in this case r − k/2− 1/2 = −1 and the singularity
of 1/λ in λ = 0 is not integrable. Clearly 1 + 2r > k implies |ω |1,1 < +∞.
Now we explain how to choose the index p0 : Since 1 + 2r > k is equivalent to
k − 2r + 1 < 2, we can choose 1 < p0 ≤ 2 such that k − 2r + 1 < 2/p0 . Furthermore
we choose 0 <  < 1 such that k − 2r + 1 < 2(1 − )/p0 . Now let 1 ≤ p ≤ p0 be
arbitrary. In order to prove this lemma, it suffices to verify that the integrals
I1 =
∫
|y|≤1
 +∞∫
0
ω(y, λ)p dλ
1/p dy
and
I2 =
∫
|y|≥1
 +∞∫
0
ω(y, λ)p dλ
1/p dy
are both finite. For |y| ≤ 1 we get +∞∫
0
ω(y, λ)p dλ
1/p ≤
 +∞∫
0
λrp | log λ|sp
(1 + λ)(r+2)p
dλ
1/p
where the integral on the right hand side does not depend on y. This integral is finite
because the singularity of | log λ|sp in λ = 0 is integrable. If r > 0, then the integrand
is even a continuous function for all λ ≥ 0. This shows us that the integral I1 is finite.
Next we assume |y| ≥ 1. We have to estimate the inner integral
+∞∫
0
ω(y, λ)p dλ =
+∞∫
0
|y|kp λ
rp | log λ|sp
(1 + λ)(r+2)p
e−pλ
1/2 |y| dλ .
To this end we substitute λ by λ/|y|2. If we choose A > 0 such that
λ/p | log λ|s
(1 + λ)r+2
≤ A
for all λ ≥ 0, then we can estimate the new integrand
1
|y|2 |y|
kp (λ/|y|2)rp | log(λ/|y|2) |sp
(1 + λ/|y|2)(r+2)p e
−pλ1/2 ≤ Ap |y|kp−2rp−2+2 λrp− e−pλ1/2
so that +∞∫
0
ω(y, λ)p dλ
1/p ≤ A |y|k−2r−2(1−)/p
 +∞∫
0
λrp− e−pλ
1/2
dλ
1/p .
Note that the integral over λ on the right hand side is finite because rp −  > −1.
Integration of both sides over y ∈ [1,+∞) shows us that the integral I2 is finite
because k − 2r − 2(1− )/p < −1. This finishes the proof of our lemma.
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The next proposition will be used many times in the rest of this subsection. The
boundaries of the integral defining Φ will often be equal to a(y) = −∞ and b(y) = +∞.
Proposition 12.41. Let ϑ ∈ L1(R) and a, b : R −→ R be continuous functions.
Assume that ϕ is a continuous function on R2 × (0,+∞) such that
(12.42) |ϕ(y, t, λ) | ≤ B ω(y, λ) |ϑ(t)|
holds for all (y, t, λ) ∈ R2 × (0,+∞). Here B > 0 and ω is given by Equation 12.40
for r, s, k ≥ 0 such that 1 + 2r > k as in Lemma 12.39. Then
Φ(y, λ) =
b(y)∫
a(y)
ϕ(y − t, t, λ) dt
is a well-defined continuous function on R× (0,+∞) such that the mixed L1-Lp-norm
(12.43) |Φ |1,p =
+∞∫
−∞
 +∞∫
0
|Φ(y, λ) |p dλ
1/p dy ≤ B |ω |1,p |ϑ |1
is finite for all 1 ≤ p ≤ p0 if we choose 1 < p0 ≤ 2 as in Lemma 12.39.
Proof. If λ > 0 is fixed, then there exists some C(λ) > 0 such that ω(y, λ) ≤ C(λ).
Equation 12.42 implies |ϕ(y, t, λ) | ≤ BC(λ) |ϑ(t)| so that the integral defining Φ
exists. Further Lebesgue’s theorem on dominated convergence shows us that Φ is
continuous. We observe that
|Φ(y, λ)| ≤
+∞∫
−∞
|ϕ(y − t, t, λ)| dt .
Applying the Minkowski inequality for integrals (see e.g. p. 194 of [12]), we obtain
+∞∫
−∞
 +∞∫
0
|Φ(y, λ)|p dλ
1/p dy ≤ +∞∫
−∞
 +∞∫
0
 +∞∫
−∞
|ϕ(y − t, t, λ)| dt
p dλ
1/p dy
≤
+∞∫
−∞
+∞∫
−∞
 +∞∫
0
|ϕ(y − t, t, λ) |p dλ
1/p dt dy
=
+∞∫
−∞
+∞∫
−∞
 +∞∫
0
|ϕ(y, t, λ) |p dλ
1/p dy dt
The last equality is a consequence of Fubini’s theorem and the simple substitution
y −→ y + t. Now Equation 12.42 yields +∞∫
0
|ϕ(y, t, λ) |p dλ
1/p ≤ B
 +∞∫
0
ω(y, λ)p dλ
1/p |ϑ(t)|
and our claim becomes obvious by integration over y and t.
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Remark 12.44. Let r, s, k ≥ 0 be real. If g˜ ∈ S(R2) is a Schwartz function, then
there exists some B > 0 such that
| g˜(t, λ) | ≤ B (1 + |λ|)−(r+2) (1 + |t|2)−1
for all (t, λ) ∈ R2. This implies that the function
ϕ(y, t, λ) = λr logs(λ) |y|k e−λ1/2 |y| g˜(t, λ)
for λ > 0 satisfies the assumptions of Proposition 12.41.
Remark 12.45. It is well-known that for any a > 0 the Fourier transform of the
L1-function m(y) = 1/(2a) e−a|y| can be computed explicitly: m̂(ξ) = 1/(ξ2 + a2).
Now we come to the solution of the first simplified multiplier problem.
Proposition 12.46. Let j ≥ 0 be an integer and g ∈ S(R2) an arbitrary Schwartz
function. Then there exists a smooth function f ∈ L1(R2) such that
(12.47) f̂(ξ, λ) =
λ2 logj(λ)
ξ2 + λ
ĝ(ξ, λ)
for all ξ and λ > 0. Furthermore all derivatives ∂ αy ∂
β
z f are in L1(R2).
Proof. First of all we observe that |m̂(ξ, λ)| ≤ λ | log λ|j for λ > 0 so that in particular
m̂(ξ, λ) −→ 0 for (ξ, λ) −→ (ξ0, 0). Thus the definition m̂(ξ, λ) = 0 for λ ≤ 0 extends
m̂ to a continuous function on R2. Our aim is to show that the inverse Fourier
transform f of the function f̂ = m̂ ĝ, given by Equation 12.47 for λ > 0, is in L1(R2).
As a first step, let f˜ , m˜, and g˜ denote the inverse Fourier transform w. r. t. the
variable ξ of the functions f̂ , m̂, and ĝ respectively. Note that
g˜(y, λ) =
1
2pi
+∞∫
−∞
ĝ(ξ, λ) eiξy dξ
is a Schwartz function. For λ > 0 fixed, the function ξ 7→ m̂(ξ, λ) is in L1(R) and
Remark 12.45 implies
m˜(y, λ) =
1
2
λ3/2 logj(λ) e−λ
1/2 |y| .
Further we know that f˜(−, λ) is the convolution product of m˜(−, λ) and g˜(−, λ) which
means f˜(y, λ) = 0 for λ < 0 and
f˜(y, λ) =
+∞∫
−∞
1
2
λ3/2 logj(λ) e−λ
1/2 |y−t| g˜(t, λ) dt .
for λ > 0. Clearly f˜ is continuous on R2 and f˜(y,−) is in C∞(R) ∩ L1(R) for all y.
Finally we define f as the inverse Fourier transform of f˜ w. r. t. the variable λ. Since f
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is also the Fourier transform of the L1-function f̂ , it is clear that f is continuous and
bounded. In order to show f ∈ L1(R2) we must prove that the integral
+∞∫
−∞
+∞∫
−∞
|f(y, z)| dz dy
is finite. Let us fix the variable y for the moment. Let 1 < p ≤ 2 be arbitrary. The
value of p will be specified later. It is easy to see that (∂λf)(y,−) is in L1(R)∩Lp(R)
because
(∂λf)(y, λ) =
+∞∫
−∞
c(y − t, λ) e−λ1/2 |y−t| g˜(t, λ) dt
+
+∞∫
−∞
1
2
λ3/2 logj(λ) e−λ
1/2 |y−t| (∂λg˜)(t, λ) dt
for λ > 0 with
c(y, λ) =
3
4
λ1/2 logj(λ) +
j
2
λ1/2 logj−1(λ)− 1
4
λ logj(λ) |y| .
The assumptions of Proposition 12.38 being satisfied, we conclude
+∞∫
−∞
|f(y, z)| dz ≤ C
+∞∫
0
|f˜(y, λ)| dλ+ C
 +∞∫
0
|(∂λf˜)(y, λ)|p dλ
1/p
and thus
+∞∫
−∞
+∞∫
−∞
|f(y, z)| dz dy ≤ C| f˜ |1,1 + C| ∂λf˜ |1,p
by integration over y. We will prove that the L1-norm and the mixed L1-Lp-norm on
the right hand side are finite. By the triangle inequality of the L1-Lp-norm we can
treat each summand of ∂λf˜ separately. If we expand the formula for ∂λf˜ by linearity
of the integral, then up to a multiplicative constant the function f˜ and the summands
of ∂λf˜ have the form
Φ(y, λ) =
+∞∫
−∞
ϕ(y − t, t, λ) dt
with
ϕ(y, t, λ) = λr logs(λ) |y|k e−λ1/2 |y| (∂ γλ g˜)(t, λ)
where k, γ, s ≥ 0 are integers and r ≥ 0 is real such that r ≥ k/2. In particular
2r + 1 > k. Furthermore we observe that r > 0 whenever s > 0. From Remark 12.44
we deduce that ϕ satisfies all assumptions of Proposition 12.41 so that there exists an
index 1 < p0 ≤ 2 such that |Φ |1,p < +∞ for all 1 ≤ p ≤ p0 . If we choose p to be the
minimum of all the p0’s that we have chosen for Φ = f˜ and for the summands Φ of
∂λf˜ , then we see that the integrals∫ +∞
−∞
|f˜(y, λ)| dλ dy and
∫ +∞
−∞
(∫ +∞
0
|(∂λf˜)(y, λ)|p dλ
)1/p
dy
158 12. Nilradical is the algebra g5,3
are both finite. This proves f ∈ L1(R2).
So far we have established the first part of our proposition: If g ∈ S(R2) is
a given Schwartz function, then there exists a function f ∈ L1(R2) such that
f̂(ξ, λ) = m̂(ξ, λ)ĝ(ξ, λ) for all λ, ξ. If α, β ≥ 0 are integers, then the preceding
considerations imply that there exist solutions fα,β ∈ L1(R2) of the Fourier multiplier
problems
f̂α,β(ξ, λ) = m̂(ξ, λ) ξαλβ ĝ(ξ, λ)
for the Schwartz functions ξαλβ ĝ. Since the f̂α,β are in L1(R2), it follows inductively
by Fourier inversion that the functions fα,β are the derivatives DαyD
β
z f of f . This
completes the proof of our proposition.
The solution of the second simplified multiplier problem is very similar to that of the
first one.
Proposition 12.48. Let g ∈ S(R2) be a given Schwartz function. Then there exists a
smooth function f ∈ L1(R2) such that
f̂(ξ, λ) =
λ ξ
ξ2 + λ
ĝ(ξ, λ)
for all ξ and λ > 0, and such that all derivatives ∂ αy ∂
β
z f are in L1(R2).
Proof. First of all we observe that |m̂(ξ, λ)| ≤ |ξ| for λ > 0 so that in particular
m̂(ξ, λ) −→ 0 for (ξ, λ) −→ (ξ0, 0). Thus the definition m̂(ξ, λ) = 0 for λ ≤ 0 extends
m̂ to a continuous function on R2. Our aim is to show that the inverse Fourier transform
f of the function f̂ defined by the equality f̂ = m̂ ĝ is in L1(R2). If we define
m̂0(ξ, λ) =
λ
ξ2 + λ
for λ > 0 and m̂0(ξ, λ) = 0 for λ ≤ 0, then m̂0 is a continuous function on R2\{(0, 0)}
such that m̂(ξ, λ) = m̂0(ξ, λ)·ξ. Let f˜ , m˜, and g˜ denote the inverse Fourier transform
w. r. t. the variable ξ of the functions f̂ , m̂, and ĝ respectively. Note that g˜ is again a
Schwartz function. Remark 12.45 implies
m˜0(y, λ) =
1
2
λ1/2 e−λ
1/2 |y| .
Further we know that f˜(−, λ) is the convolution product of m˜0(−, λ) and (Dtg˜)(−, λ)
which means
f˜(y, λ) =
+∞∫
−∞
1
2
λ1/2 e−λ
1/2 |y−t| (Dtg˜)(t, λ) dt
=
+∞∫
y
1
2
λ e−λ
1/2 |y−t| g˜(t, λ) dt−
y∫
−∞
1
2
λ e−λ
1/2 |y−t| g˜(t, λ) dt
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The last equality is a consequence of partial integration. There are no boundary values
because t 7→ 1/2 λ1/2 e−λ1/2|y−t| is a continuous function vanishing at infinity. The
different signs of these integrals correspond to the fact that the derivative of t 7→ |t| is
t 7→ sgn(t) = t/|t| in the sense of distributions. Differentiation under the integral sign
yields
(∂λf˜)(y, λ) =
+∞∫
y
c(y − t, λ) e−λ1/2 |y−t| g˜(t, λ) dt+
+∞∫
y
1
2
e−λ
1/2 |y−t| (∂λg˜)(t, λ) dt
−
y∫
−∞
c(y − t, λ) e−λ1/2 |y−t| g˜(t, λ) dt−
y∫
−∞
1
2
e−λ
1/2 |y−t| (∂λg˜)(t, λ) dt
where
c(y, λ) =
1
2
− 1
4
λ1/2 |y| .
In order to show that the inverse Fourier transform f of f˜ w. r. t. the variable λ is
in L1(R2) we must prove that the double integral
∫ ∫ |f(y, z)| dy dz is finite. Let
1 < p ≤ 2 be arbitrary. Keeping y fixed, we observe that f˜(y,−) is in C∞(R) ∩ L1(R)
and (∂λf˜)(y,−) is in L1(R) ∩ Lp(R). The assumptions of Proposition 12.38 being
satisfied, we conclude
+∞∫
−∞
|f(y, z)| dz ≤ C
+∞∫
0
|f˜(y, λ)| dλ+ C
 +∞∫
0
|(∂λf˜)(y, λ)|p dλ
1/p
and thus
+∞∫
−∞
+∞∫
−∞
|f(y, z)| dz dy ≤ C| f˜ |1,1 + C| ∂λf˜ |1,p .
It remains to be shown that these two norms are finite. To this end we can treat f˜
and each summand of ∂λf˜ separately. Up to multiplicative constants these summands
have the form
Φ(y, λ) =
+∞∫
y
ϕ(y − t, t, λ) dt
or
Φ(y, λ) =
y∫
−∞
ϕ(y − t, t, λ) dt
with
ϕ(y, t, λ) = λr |y|k e−λ1/2 |y| (∂ γλ g˜)(t, λ)
where k, γ ≥ 0 are integers and r ≥ 0 is real such that r ≥ k/2. In particular 1+2r > k.
Clearly ϕ satisfies the assumptions of Proposition 12.41. This time either a(y) = y
and b(y) = +∞ or a(y) = −∞ and b(y) = y. If we choose 1 < p ≤ 2 to be the
minimum of all the p0’s that we get for Φ = f˜ and for the summands Φ of ∂λf˜ , then it
follows | f˜ |1,1 < +∞ and | ∂λf˜ |1,p < +∞ which implies f ∈ L1(R2). As in the proof of
Proposition 12.46 it follows that f is smooth and all its derivatives are in L1(R2).
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After these preparations it is now easy to solve the original multiplier problems in
three variables (ξ3, ξ4, λ). A reformulation of the first and the third one is given by
Theorem 12.49. Let j ≥ 0 be an integer and g ∈ S(R3) a Schwartz function such that
ĝ(ξ3, ξ4, λ) = 0 whenever |ξ3− 2| ≥ 1. Then there exists a smooth function f ∈ L1(R3)
such that
f̂(ξ3, ξ4, λ) =
λ2 logj(λ)
ξ24 + ξ3λ
ĝ(ξ3, ξ4, λ)
for all (ξ3, ξ4) ∈ R2 and λ > 0, and such that all derivatives of f are in L1(R3).
Proof. Note that m̂(ξ3, ξ4, λ) = λ2 logj(λ) / (ξ24 + ξ3λ) for λ > 0 and m̂(ξ3, ξ4, λ) = 0
for λ ≤ 0 defines a continuous multiplier m̂ on (0,+∞)× R2. If f˜ denotes the inverse
Fourier transform of f̂ = m̂ ĝ w. r. t. the variable ξ4, then
f˜(ξ3, y, λ) =
+∞∫
−∞
1
2
ξ
−1/2
3 λ
3/2 logj(λ) e−(ξ3λ)
1/2 |y−t| g˜(ξ3, t, λ) dt
for λ > 0. In particular f˜(ξ3, ξ4, λ) = 0 if |ξ3 − 2| ≥ 1. Furthermore let f¯ denote
the inverse Fourier transform of f˜ w. r. t. the variable λ, and f the inverse Fourier
transform of f¯ w. r. t. the variable ξ3. Clearly f is a continuous and bounded function.
Our aim is to show that the integral
+∞∫
−∞
+∞∫
−∞
+∞∫
−∞
|f(x, y, z)| dz dy dx
is finite. To this end, it suffices to prove that there exists a constant D > 0 such that
(1 + x2)
+∞∫
−∞
+∞∫
−∞
|f(x, y, z)| dz dy ≤ D
for all x ∈ R. In other words, it suffices to prove that for for 0 ≤ α ≤ 2 the function
x 7→ ∫ +∞−∞ ∫ +∞−∞ |xαf(x, y, z)| dz dy is bounded. Since xαf(−, y, z) is the inverse Fourier
transform of Dαξ3 f¯(−, y, z), it follows
|xα f(x, y, z) | ≤ 1
2pi
+∞∫
−∞
| (∂ αξ3 f¯)(ξ3, y, z) | dξ3
so that
+∞∫
−∞
+∞∫
−∞
|xαf(x, y, z) | dz dy ≤ 1
2pi
+∞∫
−∞
 +∞∫
−∞
+∞∫
−∞
| (∂ αξ3 f¯)(ξ3, y, z) | dy dz
 dξ3
≤ 1
pi
sup
1≤ξ3≤3
+∞∫
−∞
+∞∫
−∞
| (∂ αξ3 f¯)(ξ3, y, z) | dy dz
because f¯(ξ3, y, z) = 0 for all y, z whenever |ξ3 − 2| ≥ 1. Let 1 < p ≤ 2 be arbitrary.
Since differentiation in direction of ξ3 commutes with Fourier transformation w. r. t. to
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the variable ξ4, it follows that ∂ αξ3 f¯ is the inverse Fourier transform of ∂
α
ξ3
f˜ . Hence
Proposition 12.38 yields
+∞∫
−∞
+∞∫
−∞
| (∂ αξ3 f¯)(ξ3, y, z) | dz dy ≤ C
+∞∫
−∞
+∞∫
0
| (∂ αξ3 f˜)(ξ3, y, λ) | dλ dy
+ C
+∞∫
−∞
 +∞∫
0
| (∂ αξ3∂λf˜)(ξ3, y, λ) |p dλ
1/p dy .
It remains to be shown that the L1-norm | (∂ αξ3 f˜)(ξ3,−,−) |1,1 and the mixed L1-Lp-
norm | (∂ αξ3∂λf˜)(ξ3,−,−) |1,p are bounded as functions of ξ3. Again it suffices to do
this for each summand because ∂ αξ3 f˜ and ∂
α
ξ3
∂λf˜ are linear combinations of functions
Φ of the form
Φ(ξ3, y, λ) =
∫ +∞
−∞
ϕ(ξ3, y − t, t, λ) dt
with
ϕ(ξ3, y, t, λ) = ξ
q
3 λ
r logs(λ) |y|k e−(ξ3λ)1/2 |y| (∂ βξ3∂
γ
λ g˜)(ξ3, t, λ)
where s, k, β, γ ≥ 0 are integers, q ∈ R, and r ≥ 0 is real such that the crucial
inequality r ≥ k/2 is satisfied. Note that differentiation with respect to ξ3 respects
this condition whereas r and k do not satisfy this inequality for derivatives of ϕ with
respect to λ of order ≥ 2. The point is that differentiating e−(ξ3λ)1/2 |y| with respect
to ξ3 gives a factor λ1/2|y|.
Since ∂ βξ3∂
γ
λ g˜ is a Schwartz function, there exists some B0 > 0 such that
| (∂ βξ3∂
γ
λ g˜)(ξ3, t, λ) | ≤ B0 (1 + |λ|)−(r+2) (1 + |t|2)−1
for all (ξ3, t, λ) ∈ R3. Furthermore ϕ(ξ3, y, t, λ) = 0 for |ξ3 − 2| ≥ 1 and
e−(ξ3λ)
1/2 |y| ≤ e−λ1/2 |y|
for 1 ≤ ξ3 ≤ 3 implies
|ϕ(ξ3, y, t, λ) | ≤ 3|q|B0 w(y, t) ϑ(t)
for all (ξ3, y, t, λ) ∈ R3 × (0,+∞) where ω is defined by Equation 12.40 depending on
r, s, k ≥ 0 and ϑ(t) = (1 + |t|2)−1. We observe that B = 3|q|B0, ω, and ϑ do not
depend on ξ3. If we apply Proposition 12.41 to the function ϕ(ξ3,−,−,−), then we
obtain an index 1 < p0 ≤ 2 depending only on r and k such that
|Φ(ξ3,−,−) |1,p ≤ B |ω |1,p |ϑ |1
holds for all 1 ≤ p ≤ p0. We emphasize that the right hand side is finite and does not
depend on ξ3. If we choose p to be the minimum of all the p0’s that we obtain for the
summands of ∂ αξ3 f˜ and ∂
α
ξ3
∂λf˜ , then we see that their mixed L1-Lp-norms are bounded
as functions of ξ3. Consequently f ∈ L1(R3) which proves our theorem.
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In the last theorem of this section we consider the second original multiplier problem
in the three variables (ξ3, ξ4, λ). More precisely, we treat the multiplier problem which
we obtain from the original one by the change of variables λ −→ −λ and ξ3 −→ 2ξ3.
Theorem 12.50. Let g ∈ S(R3) be a Schwartz function such that ĝ(ξ3, ξ4, λ) = 0
whenever |ξ3 − 2| ≥ 1. Then there exists a smooth function f ∈ L1(R3) such that
f̂(ξ3, ξ4, λ) =
λξ4
ξ24 + ξ3λ
ĝ(ξ3, ξ4, λ)
for all (ξ3, ξ4) ∈ R2 and λ > 0, and such that all derivatives of f are in L1(R3).
Proof. Just like the proof of Theorem 12.49, the proof of this theorem consists of the
following steps: First we compute the function f˜ and its derivatives ∂ βξ3∂λf˜ as in the
proof of Proposition 12.48. Then we prove the existence of an upper bound for the
right hand side of the inequality
+∞∫
−∞
+∞∫
−∞
| (∂ αξ3 f¯)(ξ3, y, z) | dz dy ≤ C
+∞∫
−∞
+∞∫
0
| (∂ αξ3 f˜)(ξ3, y, λ) | dλ dy
+ C
+∞∫
−∞
 +∞∫
0
| (∂ αξ3∂λf˜)(ξ3, y, λ) |p dλ
1/p dy .
considered as a function of ξ3. From this we conclude f ∈ L1(R3). We omit the details
of this proof.
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13 Nilradical is the algebra g5,4
In this section we study the representation theory of an exponential solvable Lie
group G such that the nilradical n of its Lie algebra g is a central extension of the
five-dimensional nilpotent Lie algebra g5,4. It turns out that the primitive ideals
kerC∗(G) pi for locally faithful, irreducible representations pi = K(f) of G are induced
from the nilpotent normal stabilizer subgroup M of G whose Lie algebra is given by
m = gf + n. Recall that a representation pi is called locally faithful if pi is non-trivial
on any non-trivial, connected, normal subgroup. Clearly pi = K(f) is locally faithful
if and only if f is in general position.
Let g be an exponential solvable Lie algebra which contains a nilpotent ideal n
such that n ⊃ [g, g]. Assume that
(13.1) n ⊃
2
C1n+ zn ⊃
d−1
C1n ⊃
1
C2n ⊃
2
{0}
is a descending series of characteristic ideals of n such that the centralizer of
C1n in n is equal to C1n + zn. In particular C1n is commutative. Note that our
assumptions include the case of the five-dimensional, nilpotent Lie algebra g5,4 if d = 1.
Let f ∈ g∗ be in general position. We define the stabilizer m = gf + n. Since
f vanishes on [m, zn] = [mf , zn], this ideal of g must be zero. This proves zn ⊂ zm.
Again we fix a nilpotent subalgebra s of g such that g = s + n. Let us define
t = s ∩ m. We regard m and n as s-modules and benefit from the existence of weight
space decompositions of these modules. First we assume that there exists one weight
α ∈ s∗ such that n = nα + C1n. Then we obtain the following commutator relations:
C1n = [nα + C1n , nα + C1n] = (n2α ∩ C1n) + C2n ,
C2n = [nα + C1n , (n2α ∩ C1n) + C2n] = n3α ∩ C2n .
Since n3α ∩ C2n ⊂ zm, it follows α˜ = 0. Here the tilde indicates restriction to t.
Consequently m is nilpotent in this case.
Now we assume that there exist two distinct weights α, β ∈ s∗ such that nα 6⊂ C1n+ zn
and nβ 6⊂ C1n+ zn. In particular n = nα + nβ + C1n+ zn. Here we obtain:
C1n = [nα + nβ + C1n , nα + nβ + C1n] = (nα+β ∩ C1n) + C2n ,
C2n = [nα + nβ + C1n , (nα+β ∩ C1n) + C2n] = (n2α+β ∩ C2n) + (nα+2β ∩ C2n) .
Since C1n+ zn is equal to the centralizer of C1n in n, it follows that n2α+β ∩C2n 6= {0}
and nα+2β ∩ C2n 6= {0}. Both of these subspaces are contained in zm. This implies
2α˜+ β˜ = 0 and α˜+ 2β˜ = 0, i.e., α˜ = β˜ = 0. Thus m is nilpotent in this case, too. We
have shown
Proposition 13.2. Let G be an exponential Lie group whose Lie algebra g contains a
nilpotent ideal n ⊃ [g, g] which is a central extension of the five-dimensional nilpotent
Lie algebra g5,4. If pi is a locally faithful, irreducible representation of G, then the
primitive ideal kerC∗(G) pi is induced from a nilpotent normal subgroup M .
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14 Nilradical is the algebra g5,6
In this section we study the representation theory of an exponential solvable Lie
group G such that the nilradical n of its Lie algebra g is a central extension of the
five-dimensional nilpotent Lie algebra g5,6. It turns out that the primitive ideals
kerC∗(G) pi for locally faithful, irreducible representations pi = K(f) are induced from
the nilpotent normal stabilizer subgroup M of G whose Lie algebra is given by
m = gf + n.
Let g be an exponential solvable Lie algebra which contains a nilpotent ideal n
such that n ⊃ [g, g]. Assume that
(14.1) n ⊃
1
c ⊃
1
C1n+ zn ⊃
d−1
C1n ⊃
1
C2n ⊃
1
C3n ⊃
1
{0}
is a descending series of characteristic ideals of n where c is the centralizer of
C2n in n satisfying [c, c] = C3n. In particular C1n is commutative. Note that our
assumptions include the case of the five-dimensional, nilpotent Lie algebra g5,6 if d = 1.
Let f ∈ g∗ be in general position. We define the stabilizer m = gf + n. Since
f vanishes on [m, zn] = [mf , zn], this ideal of g must be zero. This proves zn ⊂ zm.
Let s be a nilpotent subalgebra of g such that g = s + n and let t = s ∩ m.
As usual we regard m and n as s-modules. There exist two weights α, β ∈ s∗ such
that n = nα + c and c = (nβ ∩ c) + C1n + zn. These definitions yield the following
commutator relations:
C1n = [nα + c, (nβ ∩ c) + C1n+ zn] = (nα+β ∩ C1n) + C2n ,
C2n = [nα + c, (nα+β ∩ C1n) + C2n] = (n2α+β ∩ C2n) + C3n ,
C3n = [nα + c, (n2α+β ∩ C2n) + C3n] = n3α+β ∩ C3n .
On the other hand we obtain
[c, c] = [nβ + C1n, (nα+β ∩ C1n) + C2n] = nα+2β ∩ C3n
and consequently 3α + β = α + 2β, i.e., β = 2α. Since n5α ∩ C3n ⊂ zm, it follows
α˜ = β˜ = 0. Here the tilde indicates restriction to t. This proves that m is a nilpotent
ideal of g. We have shown
Proposition 14.2. Let G be an exponential Lie group whose Lie algebra g contains a
nilpotent ideal n ⊃ [g, g] which is a central extension of the five-dimensional nilpotent
Lie algebra g5,6. If pi is a locally faithful, irreducible representations of G, then the
ideal kerC∗(G) pi is induced from a nilpotent normal subgroup M .
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In this section we will prove the main result of this work: All exponential solvable Lie
groups of dimension less or equal seven are primitive ∗ -regular. This assertion is a
consequence of the well-known classification of all nilpotent Lie algebras of dimension
less or equal five (see Section 4) and the next four propositions, in which we prove
certain families of exponential solvable Lie groups in arbitrary dimensions to be
primitive ∗ -regular. To a great extent the proof of these propositions relies on the
results of Sections 9 to 14 for representations in general position. The rest of the
proof is merely a simple induction.
We note that all Lie algebras which are verified to be primitive ∗ -regular in
this section are in some sense close to being a semi-direct sum of a commutative
subalgebra s and a nilpotent ideal n. Furthermore we will see that the results
obtained so far do not allow us to tone down the quite restrictive assumptions (i)
to (iii) of Propositions 15.2 to 15.5. On the other hand, the results of Sections 9
to 14 are not yet exhausted: Although these results might not suffice to prove the
primitive ∗ -regularity of G, it is still possible to separate certain admissible critical
representations ρ from certain representations pi in general position in the sense of
Relation 15.3 without one of the conditions (i) to (iii) being satisfied.
Definition 15.1. We say that a Lie algebra n is a trivial extension of n˙ if it is a split
central extension, i.e., a direct sum of n˙ and a commutative algebra.
First we treat algebras related to filiform algebras.
Proposition 15.2. Let g be an exponential solvable Lie algebra and n a nilpotent ideal
of g such that n ⊃ [g, g]. Let k ≥ 1. Suppose that n is either a commutative algebra
or a trivial extension of the (k+ 1)-step nilpotent filiform algebra. Further we assume
that one of the following conditions is satisfied:
(i) there is a commutative subalgebra s of g such that g = snn is a semi-direct sum,
(ii) dim g/n ≤ 2,
(iii) n is the nilradical of g and dim zn ≤ 2.
Then G is primitive ∗ -regular.
Proof. If n is commutative (k = 0), then g is metabelian and hence ∗ -regular by
Theorem 3.5 of [3]. Now let k ≥ 1 be arbitrary. Assume that either g = s n n is
a semi-direct sum or dim g/n ≤ 2. We carry out the basic strategy developed in
Remark 3.30. First we consider proper quotients of g : If a is a non-trivial minimal
ideal of g such that a ⊂ zn, then we can pass to the quotient g˙ = g/a. Clearly either
g˙ is a semi-direct sum of s and n˙ = n/a or dim g˙/n˙ ≤ 2. Note that the quotient n˙
is either commutative or a trivial extension of a filiform algebra. Consequently g˙ is
known to be primitive ∗ -regular by induction.
Now let f ∈ g∗ be in general position, i.e., f 6= 0 on any non-trivial ideal a as
above. By Theorem 3.13 and 3.23 we can assume that m = gf + n is a proper,
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non-nilpotent ideal of g. Let g ∈ g∗ be critical for the orbit Ad∗(G)f . If Ckn ⊂ zg,
then Theorem 9.11.(i) or (ii) implies
(15.3)
⋂
s∈Rm
kerL1(M) pis 6⊂ kerL1(M) ρ
for the unitary representations pis = K(fs) and ρ = K(g). If Ckn 6⊂ zg, then
Relation 15.3 follows from Theorem 9.27. In any case we see that the ideal kerC∗(G) pi
is L1(G)-determined.
Finally the weight space decomposition of the s-module n that we obtained in
Section 9.1 shows that the validity of condition (iii) of this proposition implies that
either (i) or (ii) is true. These considerations prove the primitive ∗ -regularity of G in
any case.
We point out that the tools ’Functional calculus for central elements’ and ’Restriction
to subquotients’ developed in Section 5 and 7 allow no result for the 8-dimensional
exponential Lie group G presented in Remark 9.28. The nilradical n of the Lie algebra
g of this group is a trivial extension of the 3-dimensional Heisenberg algebra such that
dim g/n = 3 and dim zn = 3. Clearly none of the conditions (i) to (iii) is satisfied.
The investigation of this 8-dimensional Lie group is beyond the scope of this work. In
this sense the assumptions (i) to (iii) are necessary.
Proposition 15.4. Let g be an exponential solvable Lie algebra and n a nilpotent ideal
of g such that n ⊃ [g, g]. Suppose that n is a trivial extension of the five-dimensional
nilpotent Lie algebra g5,3. Further we assume that one of the following conditions is
satisfied:
(i) g = sn n is a semi-direct sum,
(ii) dim g/n ≤ 2,
(iii) n is the nilradical of g and dim zn ≤ 2.
Then G is primitive ∗ -regular.
Proof. This proof is very similar to that of Proposition 15.2. Again we proceed as in
Remark 3.30. The first step is to consider proper quotients of g : If a is a non-trivial
minimal ideal of g such that a ⊂ zn and C2n ∩ a = 0, then the quotient g˙ = g/a
has the same form as g. Thus g˙ is known to be primitive ∗ -regular by induction. If
a = C2n, then n˙ = n/a is a trivial extension of the 4-dimensional filiform algebra so
that g˙ is primitive ∗ -regular by Proposition 15.2.
Now let f ∈ g be in general position such that m = gf + n is a proper, non-
nilpotent ideal of g. As in the proof of the preceding proposition it follows from
Theorem 12.10 in case of C2n ⊂ zg and from Theorem 12.34 in case of C2n 6⊂ zg that
the ideal kerC∗(G) pi is L1(G)-determined. This finishes our proof.
Again we have no result for the 10-dimensional Lie group given in Remark 12.35.
Proposition 15.5. Let g be an exponential solvable Lie algebra and n a nilpotent ideal
of g such that n ⊃ [g, g]. If n is a trivial extension of the five-dimensional nilpotent
Lie algebras g5,4 or g5,6 and if one of the conditions (i) to (iii) as in the preceding
propositions is satisfied, then G is primitive ∗ -regular.
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Proof. Let n be a trivial extension of g5,4 or g5,6. If a is a non-trivial minimal ideal
of g such that a ⊂ zn, then either the quotient g˙ = g/a has the same form as g or g˙
satisfies the assumptions of Proposition 15.2. In any case it follows that g˙ is primitive
∗ -regular. If f ∈ g∗ is in general position and pi = K(f), then Proposition 13.2 and
Proposition 14.2 imply that m is nilpotent so that kerC∗(G) pi is L1(G)-determined by
Theorem 3.13.
Proposition 15.6. Let g be an exponential solvable Lie algebra such that the nilradical
n of g is a 5-dimensional Heisenberg algebra or the 2-step nilpotent Lie algebra g5,2.
Then G is primitive ∗ -regular.
Proof. First we assume that n is a 3- or 5-dimensional Heisenberg algebra. The
quotient g˙ = g/C1n is metabelian and hence ∗ -regular by Theorem 3.5 of [3]. If
f ∈ g∗ such that f 6= 0 on C1n and such that m = gf + n is a proper, non-nilpotent
ideal of g, then Theorem 10.11 or 10.12 implies that kerC∗(G) pi is L1(G)-determined.
Finally we assume n = g5,2. Again the quotient g˙ = g/C1n is metabelian and
hence ∗ -regular. If a is a one-dimensional ideal of g such that a ⊂ C1n, then n˙ = n/a
is a trivial extension of the 3-dimensional Heisenberg algebra such that dim zn˙ = 2.
Thus g˙ = g/a is primitive ∗ -regular by Proposition 15.2. If f ∈ g∗ is in general
position such that m = gf + n is a proper, non-nilpotent ideal of g, then kerC∗(G) pi is
L1(G)-determined by Theorem 11.5. These considerations prove our proposition.
Finally we come to the main result of this paper. The efforts of Sections 9 to 14
culminate in
Theorem 15.7. All exponential solvable Lie groups G of dimension ≤ 7 are primitive
∗ -regular.
Proof. Let n denote the nilradical of g. It follows from Lemma 3.27 that we can assume
dim g/n ≥ 2. This implies dim n ≤ 5 so that n is either commutative or one of the
algebras of the list in Section 4. In particular, if n is a trivial extension of a filiform
algebra, then dim zn ≤ 2. Now it is easy to see that the preceding propositions imply
the primitive ∗ -regularity of G.
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