Abstract. Let W be a simply-laced Coxeter group with generating set S, and let Wc denote the subset consisting of those elements whose reduced expressions have no substrings of the form sts for any non-commuting s; t 2 S. We give a root system characterization of Wc, and in the case where W corresponds to a nite Weyl group, show that Wc is a union of Spaltenstein-Springer-Steinberg cells. The latter is valid also for a ne Weyl groups of type A, but not for types D or E.
Introduction
Let W be a Coxeter group with ( nite) generating set S = fs i g i2I . In the Weyl group case, the \commutative" elements of W were de ned in F1] to be those elements having no reduced expression containing a substring of the form s i s j s i , where s i and s j are (noncommuting) generators such that the simple root corresponding to s j is at least as long as the simple root corresponding to s i . In the general case, the \fully commutative" elements of W were de ned in S1] to be those elements having no reduced expression containing a substring s i s j s i s j of length m 3, where m is the order of s i s j in W. In the simply-laced case these two de nitions agree, since the product of any pair of generators has order 2 or 3, and all roots have the same length.
There are numerous characterizations and properties of (fully) commutative elements in F1], F3], S1] and S2]. In this paper, we extend some previous characterizations in F1] for nite, simply-laced Coxeter groups to arbitrary simply-laced Coxeter groups. In particular, in Section 2, we provide a root system characterization of commutativity. (The special case corresponding to nite Weyl groups was rst proved in F1] , by a di erent argument.) This can be viewed as a generalization of the fact that in the symmetric group, the commutative elements are the permutations with no decreasing subsequence of length 3.
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In Section 3, we study the relationship between commutative elements and certain nilpotent orbits in the associated Lie algebra when W is a (simply-laced) nite or a ne Weyl group. In particular, we obtain that W c is a union of Spaltenstein-Springer-Steinberg cells if and only if W is a ne of type A, or nite.
2. Root System Characterizations of W c .
We assume henceforth that the Coxeter group W is simply-laced; thus s i s j = s j s i or s i s j s i = s j s i s j for all i; j 2 I. Let ? denote the Coxeter graph corresponding to W; i.e., the simple graph with vertex set I and i adjacent to j if and only if s i and s j do not commute. We let W c denote the subset of W consisting of those elements with no reduced expression containing a substring s i s j s i for any adjacent pair i; j of ?. Let denote the (generalized) root system generated by the action of W on ; i.e., = fw i j w 2 W; i 2 Ig. Every 2 is an integer linear combination of the simple roots i 2 . Let + denote the set of positive roots; i.e., the set of 2 whose coe cients relative to are nonnegative. For every root , we have either 2 + or ? 2 + (e.g., H,x5.4] ). We write > 0 and < 0 in these cases, respectively.
For w 2 W, let (w) denote the set of roots > 0 such that w < 0. The cardinality of (w) is the length l of any reduced expression w = s i1 s il , also denoted`(w). In fact (w) = f 1 ; : : :; l g, where 1 = il ; 2 = s il il?1 ; : : : ; l = s il s i2 i1 : We refer to ( 1 ; : : :; l ) as the root sequence of the reduced expression s i1 s il .
We remark that (w) is \biconvex" (cf. Bj, x3] ) in the sense that for all ; 2 + and all integers c 1 ; c 2 > 0 such that c 1 + c 2 2 + , we have ; 2 (w) ) c 1 + c 2 2 (w) ; 6 2 (w) ) c 1 + c 2 6 2 (w):
In fact, these convexity properties characterize the nite subsets of + of the form (w) for some w 2 W. Given a root sequence ( 1 ; : : :; l ) for w, let us partially order (w) by taking the transitive closure of the relations i < j for all i < j such that h i ; j i 6 = 0.
Proposition 2.2. The partial ordering of (w) is independent of the choice of root sequence if and only if w 2 W c .
Proof. Any reduced expression for w 2 W can be obtained from any other by a sequence of braid moves (i.e., s i s j s i ! s j s i s j or s i s j ! s j s i , according to whether i and j are adjacent in ?) B,xIV.1.5]. Therefore, if there are no opportunities to apply braid moves of length three (i.e., w 2 W c ), all reduced expressions for w can be generated merely by interchanging consecutive pairs of commuting generators. In the root sequence, these moves correspond to interchanging consecutive pairs of orthogonal roots and clearly have no e ect on the partial order.
On the other hand, if i and j are adjacent in ?, then the root sequences corresponding to the two reduced expressions for x = s i s j s i = s j s i s j are ( i ; i + j ; j ) and ( j ; i + j ; i ), and the partial orders are total. It follows that if s i s j s i is a substring of some reduced expression for w (i.e., w 6 2 W c ), then there exist root sequences for w containing W-conjugates of these two subsequences, and hence the corresponding partial orders di er.
Remark 2.3. The partial ordering of a root sequence is isomorphic to the dual of the \heap" (see S1,x1] ) of the corresponding reduced expression. In particular, it follows that the extensions of the partial order to a total order are the root sequences that can be generated from the given root sequence by interchanging consecutive pairs of orthogonal roots.
In the following, let denote the customary partial ordering of in which whenever ? has nonnegative coordinates relative to the simple roots. (d) The partial ordering of (w) relative to some (equivalently, every) root sequence is consistent with (i.e., < in (w) implies ).
Proof. We demonstrate that the negations of these properties are equivalent.
: ( Lemma 2.1. Therefore + is a root (being the re ection of through ), and hence by (2.1) must belong to (w).
:(c) ) :(d). Every initial segment of a root sequence is also a root sequence, and hence the subset of (w) formed by such an initial segment must satisfy (2.1). It follows that a set of roots of the form ; ; + 2 (w) must occur in the order ( ; + ; ) or ( ; + ; ) in every root sequence, and hence also in the corresponding partial order. However, neither of these orderings is consistent with .
:(d) ) :(a). If (d) fails, then there is a root sequence for w whose partial order includes a covering relation < that is not consistent with ; in particular, ? 6 2 + .
By choosing a suitable linear extension of the partial order, we may obtain a root sequence for w in which and appear consecutively, and hence = y ?1 i , = y ?1 s i j , given that the corresponding reduced expression for w is of the form xs j s i y. Since h ; i 6 = 0 (otherwise < could not be a covering relation), it follows that h ; i = hy ?1 i ; y ?1 s i j i = ?h i ; j i = 1: Hence ? = ?y ?1 j is a root, necessarily positive, since ? 6 2 + . However, y ?1 j < 0 implies that there is a reduced expression for y that begins with s j (e.g., H, x5.4] ). Hence there is a reduced expression for w containing the substring s j s i s j , and w 6 2 W c .
Remark 2.5. The previous result can be viewed as a generalization of the fact that the commutative elements of the symmetric group S n are the permutations w = (w 1 ; : : :; w n ) of f1; : : :; ng that do not contain a decreasing subsequence of length 3. Indeed, using f" j ? " i j 1 i < j ng as the set of positive roots for A n?1 , one sees that the triples of positive roots of the form ; ; + are " j ? " i ; " k ? " j ; " k ? " i , where 1 i < j < k n.
Having such a triple occur in (w) is equivalent to having w i > w j > w k . A similar description can be provided in type D; see F1,x7] or S2,x10].
Cells
Now suppose that W is the Weyl group of a semisimple, simply-laced, simply connected algebraic group G over C with Lie algebra g. We may assume that is the root system of g relative to some choice of Cartan subalgebra h, and that b is the Borel subalgebra corresponding to the chosen simple roots .
Let Let E denote a generator for the root space corresponding to 2^ . Lemma 3.2. For w 6 2Ŵ c , there exists n 2n w 0 \n such that ad(n) 4 6 = 0. Proof. Given that w 6 2Ŵ c (and hence w ?1 6 2Ŵ c ), Theorem 2.4 implies that there is a triple ; ; + 2^ (w ?1 ). This given, we take n := E + E 2n w 0 \n. Since n is the regular element of an sl 3 subalgebra, it follows that ad(n) 4 6 = 0 (e.g., see K]).
Alternatively, one can directly compute ad(n) 4 E ? ? and verify that it is a non-zero multiple of E + .
Lemma 3.3. In an a ne root system of type D or E, there exists a quadruple of orthogonal simple roots 1 ; : : :; 4 and a root such that h ; i i = ?1 for all i.
Proof. For type D, we may take 1 ; : : :; 4 to be the simple roots corresponding to the four end nodes of ?, and to be the sum of the remaining simple roots.
For E m , use I = f0; 1; : : :; mg, with the indexing arranged so that 4 labels the node of degree three, 0 labels the node corresponding to the highest root, and 1; 3; 4; : : :; m ? 4 labels a path in ?.
In E 6 , it su ces to take f 1 ; : : :; 4 g = f 0 ; 1 ; 4 ; 6 g and = 2 + 3 + 4 + 5 ; in E 7 , f 1 ; : : :; 4 g = f 0 ; 3 ; 5 ; 7 g and = 1 + 2 + 3 + 2 4 + 5 + 6 ; in E 8 , f 1 ; : : :; 4 g = f 0 ; 2 ; 5 ; 7 g and = 1 + 2 + 2 3 + 3 4 + 2 5 + 2 6 + 7 + 8 .
Proof of Theorem 3.1. Lemma 3.2 implies that^ ?1 (N 4 =G) Ŵ c , and essentially the same argument proves ?1 (N 4 =G) W. To prove the reverse inclusions, it would su ce to show that for w 2Ŵ c and n 2n w 0 \n (resp., w 2 W c and n 2 n w 0 \ n), we have n 2 N 4 .
Since any n 2n w 0 \n is a linear combination of those E such that 2^ (w ?1 ), it follows that ad(n) 4 is a linear combination of monomials of the form M = ad(E 1 ) ad(E 2 ) ad(E 3 ) ad(E 4 ); (3.1) where 1 ; : : :; 4 2^ (w ?1 ). If ad(n) 4 6 = 0, at least one such monomial must be nonzero. Let us therefore suppose M(E ) 6 = 0 for some 2^ f0g, following the convention that E 0 represents an arbitrary member of h F. Setting = + a contradiction. Thus h ; i i ?1 and the bound implied by (3.2) yields h ; i 2.
This bound is tight, so equality occurs in (3.2); in particular, the i must be pairwise orthogonal and h ; i i = ?1 for all i. Conversely, in any such con guration of roots, we have h i+1 + + 4 + ; i i = ?1, so i + + 4 + 2^ for all i, and hence M(E ) 6 = 0.
Furthermore, if we set n := E 1 + +E 4 , then the above analysis shows that every term in the expansion of ad(n) 4 is 0 except for the 24 monomials that correspond to selecting a permutation of (3.1). However, ad(E i ) and ad(E j ) commute pairwise for i 6 = j, so ad(n) 4 = 24M 6 = 0.
If W is of type A, we claim that there can be no con guration ; 1 ; : : :; 4 2^ as above. Indeed, since the inner products among these roots coincide with those formed by the simple roots of an a ne system of type D 4 , they generate either a nite or a ne subsystem of type D 4 in^ , according to whether is in the linear span of 1 ; : : :; 4 .
In either case, modulo the radical of h ; i, we would have an embedding of a nite root system of type D 4 in a nite root system of type A, which is impossible|every irreducible subsystem in type A is also of type A. If W is of type D or E, Lemma 3.3 implies that there is a suitable con guration of roots ; 1 ; : : :; 4 in which the i are simple. If we take w to be the product of the simple re ections corresponding to the i , it is clear that w = w ?1 2Ŵ c and^ (w) = f 1 ; : : :; 4 g. Hence there exists n 2n w 0 \n such that ad(n) 4 6 = 0, and the inclusion in (b) is proper.
Turning now to (a), the above reasoning also proves that for w 2 W c and n 2 n w 0 \ n, we have ad(n) 4 = 0 unless there exist pairwise orthogonal roots 1 ; : : :; 4 2 (w) and 2 satisfying h ; i i = ?1 for all i. However in this case h ; i is positive de nite, so ; 1 ; : : :; 4 must generate a nite root system of type D 4 .
Setting + = + \ , we can choose an orthogonal basis " 1 ; : : :; " 4 for the span of so that + = f" i " j j 1 i < j 4g. There are three quadruples of pairwise orthogonal roots in + ; namely, f" i " j ; " k " l g, where ffi; jg; fk; lgg ranges over the three partitions of f1; : : :; 4g into doubletons. We claim that if any of these con gurations occurs in (w), then there would exist a root 2 (w) such that h ; i i = ?1 for some i, contradicting the fact that w 2 W c (cf. Theorem 2.4).
If " 1 " 2 ; " 3 " 4 2 (w), then the decomposition " 1 + " 2 = (" 1 ? " 4 ) + (" 2 + " 4 ) together with the convexity properties of (2.1) imply " 1 ? " 4 or " 2 + " 4 2 (w). However h" 1 ? " 4 ; " 3 + " 4 i = ?1 and h" 2 + " 4 ; " 3 ? " 4 i = ?1, so both cases lead to a contradiction.
Similarly, if " 1 " 3 ; " 2 " 4 2 (w), then the decomposition " 1 +" 3 = (" 1 ?" 2 )+(" 2 +" 3 ) and convexity together imply " 1 ? " 2 or " 2 + " 3 2 (w). However h" 1 ? " 2 ; " 2 + " 4 i = ?1 and h" 2 + " 3 ; " 1 ? " 3 i = ?1, so again both cases yield contradictions.
Finally, if " 1 " 4 ; " 2 " 3 2 (w), then the decomposition " 2 +" 3 = (" 2 ?" 4 )+(" 3 +" 4 ) and convexity imply " 2 ? " 4 or " 3 + " 4 2 (w). However h" 2 ? " 4 ; " 1 + " 4 i = ?1 and h" 3 + " 4 ; " 1 ? " 4 i = ?1, so both cases yield contradictions. subgroup is dense in its G-orbit.) Panyushev's classi cation is achieved on a case-by-case basis; it is possible that further analysis of the bers of will lead to a uniform proof, at least in the simply-laced cases.
