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Abstract
In this work, we employ surface acoustic waves (SAWs) to transport and
manipulate optically generated spin ensembles in (110) GaAs quantum wells
(QWs). The strong carrier confinement into the SAW piezoelectric potential
allows for the transport of spin-polarized carrier packets along well-defined
channels with the propagation velocity of the acoustic wave. In this way,
spin transport over distances exceeding 60 µm is achieved, corresponding
to spin lifetimes longer than 20 ns. The demonstration of such extremely
long spin lifetimes is enabled by three main factors: (i) Suppression of the
D’yakonov-Perel’ spin relaxation mechanism for z-oriented spins in (110) III-
V QWs; (ii) Suppression of the Bir-Aronov-Pikus spin relaxation mechanism
caused by the type-II SAW piezoelectric potential; (iii) Suppression of spin
relaxation induced by the mesoscopic carrier confinement into narrow stripes
along the SAW wave front direction.
A spin transport anisotropy under external magnetic fields (Bext) is
demonstrated for the first time. Employing the well-defined average carrier
momentum impinged by the SAW, we analyze the spin dephasing dynamics
during transport along the [001] and [11̄0] in-plane directions. For transport
along [001], fluctuations of the internal magnetic field (Bint), which arises
from the spin-orbit interaction associated with the bulk inversion asymme-
try of the crystal, lead to decoherence within 2 ns as the spins precess around
Bext. In contrast, for transport along the [11̄0] direction, the z-component of
the spin polarization is maintained for times one order of magnitude longer
due to the non-zero average value of Bint. The dephasing anisotropy be-
tween the two directions is fully understood in terms of the dependence of
the spin-orbit coupling on carrier momentum direction, as predicted by the
D’yakonov-Perel’ mechanism for the (110) system.
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Im Mittelpunkt dieser Arbeit stehen der Transport und die Manipulation
optisch angeregter Elektronen-Spins in (110) Quantenfilmen (quantum wells,
QWs) mittels akustischer Oberflächenwellen (surface acoustic waves, SAWs).
Der starke räumliche Einschluss der Ladungsträger im akustisch erzeugten
Potenzial erlaubt spinerhaltenden Ladungsträgertransport mit der akusti-
schen Geschwindigkeit. Auf diese Weise wird langreichweitiger Spintransport
über Distanzen > 60 µm demonstriert, welche Spinlebenszeiten von mehr
als 20 ns entsprechen. Erreicht werden diese extrem langen Spinlebenszei-
ten durch drei Effekte: (i) Der D’yakonov-Perel’-Mechanismus ist für Spins
in Wachstumsrichtung von (110)-QWs in III-V-Halbleitern unterdrückt. (ii)
Aufgrund des Typ-II piezoelektrischen Potenzials der akustischen Oberflä-
chenwelle ist der Bir-Aronov-Pikus Spinrelaxations-Mechanismus sehr schwach.
(iii) Der starke Einschluss der Ladungsträger in mesoskopische Bereiche sta-
bilisiert den Spin zusätzlich.
In der vorliegenden Arbeit wird erstmals eine Anisotropie des Spintrans-
ports in einem externen Magnetfeld (Bext) nachgewiesen. Hierzu wurde die
elektronische Spindynamik während des akustischen Transports entlang der
[001]- bzw. [11̄0]-Richtung untersucht. Während des Transports entlang der
[001]-Richtung führt die Präzession der Elektronenspins um das fluktuie-
rende interne Magnetfeld (Bint), das vom Fehlen eines Inversionszentrums
im GaAs-Kristallgitter herrührt, zu Spinkohärenzzeiten von etwa 2 ns. Im
Gegensatz hierzu ist beim Transport entlang der [11̄0]-Richtung die Spin-
relaxation für Spins in Wachstumsrichtung um eine Größenordnung langsa-
mer. Grund hierfür ist die endliche mittlere Größe des internen effektiven
Magnetfeldes Bint für Transport entlang dieser Richtung. Die beobachtete
Anisotropie in der Spindynamik für die beiden Transportrichtungen wird
vollständig im Rahmen der Spin-Bahn-Kopplung und des D’yakonov-Perel’-
Mechanismus beschrieben und quantitativ erklärt.
Schlagwörter:
Halbleiter, Elektronenspinrelaxation, (110) Quantenfilmen, akustischer
Oberflächenwellen
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This introductory chapter describes our motivation to study spin transport
phenomena using surface acoustic waves (SAWs) in (110) GaAs quantum
wells (QWs). We start with a brief introduction to spintronics, a broad and
intensive research field devoted to the understanding and control of the spin
degree of freedom in solid-state systems. In the following, we show that
SAWs provide a powerful tool for transport and manipulation of carriers, as
well as spins, in a variety of physical systems. In the last two sections, we
comment on the special characteristics of III-V QWs oriented along the [110]
direction for spin transport and, in particular, the advantages of employing
them for acoustic transport. Besides basic physics interests, controllable spin
transport in (110) QWs has the potential for future applications in devices
based on SAW-induced spin transport.
1.1 Spintronics
The goal of spintronics is to understand the interaction between the particle
spin and its environment, mostly aiming at the application of the acquired
knowledge in useful devices. Fundamental studies on spintronics include in-
vestigations of spin generation, injection, transport, and manipulation. The
fact that spintronics offers an opportunity for combining standard microelec-
tronics with spin-dependent effects has recently lead to an increasing interest
to this field [10, 11, 145, 151].
Some of the potential advantages of spin-based devices in comparison
to charge-based ones include higher operation speeds and lower switching
Spintronics
energies. In charge-based devices the speed is limited by the capacitance of
the device and the drive current. In the case of semiconductor spintronics,
the device operation relies on coherent processes, the speed limitations are
given by the typical precession frequencies of the electron spins, which, in
general, range from GHz to THz. For example, in order to rotate a spin
by 180◦ at THz frequencies, an energy splitting of the order of 4 meV must
be generated between the up and down spins. This energy is approximately
an order of magnitude lower than the thermal energy at room temperature.
The small energy differences between spin levels is, nevertheless, a benefit
and a challenge for semiconductor spintronics. Thermal equilibrium cannot
be relied on to keep the information ’safe’, and the development of room
temperature operating devices is one of the main challenges.
New ways of information processing can also be implemented using spin-
tronics. Spin-based solid-state approaches for quantum computation provide
the potential for fixing isolated quantum degrees of freedom in space, by em-
bedding quantum dots or ions within a solid matrix, and then address those
degrees of freedom optically or with small electrical contacts. This is a highly
successful field of spin manipulation in semiconductors for solid-state quan-
tum computation. For a review, see Ref. [70]. The two-level spin system has
also called attention for its potential application on quantum communica-
tion [11]. The preparation of entangled pairs of qubits and the transmission
of information via quantum states has focused efforts on issues like spin
transport and coherence for information transmission [44]. Security of in-
formation exchange is also enhanced in such cases. Promising proposals for
quantum key distribution schemes rely, in general, on the important security
features provided by quantum cryptography [18]. In most of the approaches
proposed for the quantum computation, communication and information se-
curity, a very small number of particles is considered. In this work, however,
we focus on ensembles of spins.
Spintronic device manufacturing was boosted by the discovery of the gi-
ant magnetoresistance (GMR) [12, 19], the huge variation of electrical resis-
tance with the magnetization. GMR enabled the development of information
storage technologies based on metallic spintronic devices, such as read heads
for hard disks and magnetic random access memories (MRAM). Informa-
tion processing using the spin degree of freedom (not necessarily restricting
the number of particles) has received considerable attention since the pro-
2
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posal of an electronic analog of the electro-optic modulator1 by Datta and
Das [40]. Maybe, the discovery of GMR and the Datta and Das proposal,
can be considered the two spintronics headstones2. After them, a search for
materials with intrinsic high spin polarization and/or interesting properties
for applications employing spin phenomena has been witnessed. Recently,
the employment of thin ferromagnetic films for injection and detection of
spin polarized electrons in a Si transport channel lead to the demonstration
of the first spin-FET [7, 78, 79].
Simultaneously with the materials investigations, the experimental tech-
niques were also developed in order to accurately probe the new phenomena.
With the accomplishment of time-resolved techniques [9], very long room-
temperature spin-coherence times in non-magnetic semiconductors could be
demonstrated [87, 88]. They were followed by the convincing demonstration
of high-efficiency spin injection in semiconductors from spin-polarized mate-
rials [38, 56, 104] and by coherent spin transport in semiconductors [59, 86].
Current-induced spin orientation was also demonstrated, calling the atten-
tion for potential applications employing spin manipulation without the need
of external magnetic fields [85, 124, 127]. Rapid progress towards room-
temperature effects has been seen [61], suggesting that a variety of room-
temperature devices based on semiconductor spintronics may soon be possi-
ble.
1.2 Acoustically induced transport
The initial interest for applications of elastic waves in electronics was mo-
tivated by their very low propagation velocities as compared to those of
electromagnetic waves. Typical elastic wave velocities in solids range ap-
proximately from 1 to 10 × 103 m/s. These velocities are roughly 105 times
lower than characteristic velocities for electromagnetic waves. As a result of
the much smaller wavelength for a given frequency, an elastic wave resonator
is typically 105 times smaller than an electromagnetic wave resonator for the
same frequency. The typical size of acoustic resonators for the MHz-GHz
frequency range used in common electronic devices lies in the micrometer
1Generally called the Datta-Das spin transistor.
2The term magnetoelectronics is often used by some authors for the spin-related phe-
nomena in metals, while spintronics is left for semiconductors. Other authors use the term
equivalently for both areas.
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range. Acoustic filters and resonators can, therefore, be easily fabricated
with dimensions comparable to those of the electronic components.
The pioneering work of Lord Rayleigh on waves propagating along solid
surfaces was motivated by earth tremor studies [111]. The advantage of such
waves in comparison to bulk waves for electronic applications is the compati-
bility with planar electronic structures. The constraint of being at the surface
means that one can generate and detect SAWs using electrodes deposited on
the surface and that one can alter the wave velocity or propagation direction
with surface treatments involving deposited layers.
The surface propagation also opens the way for using acoustic waves for
the modulation of planar solid-state systems. In nanostructured systems,
the electric and strain fields associated with the SAW have been successfully
used to modulate structures situated on or just below the surface like quan-
tum wells [120], quantum wires [4, 123], and quantum dots [83]. The moving
character of the acoustic fields has been applied to transport excitations in
nanostructures. Acoustic charge transport dates from the 80’s [76, 137].
The introduction of optical techniques to probe acoustic transport allowed
for a precise analysis of carrier dynamics via the conversion of photons into
carriers and the subsequent retrieval of information via the detection of the
luminescence emitted due to carrier recombination [113, 114]. This tool
was extremely important in studies of acoustically induced ambipolar car-
rier [113, 120], spin [129], and exciton transport [116] in quantum wells.
In the field of spintronics, proposals for devices based on acoustic trans-
port for quantum computation have been considered for potential future
applications [14, 60, 64]. The demonstration of acoustically-induced spin
transport [129] was followed by the achievement of long-range spin trans-
port in (001) QWs [132]. In the latter, interference between two acoustic
beams was employed to induce carrier confinement into dynamic quantum
dots, which allowed for the demonstration of spin transport over distances of
approximately 100 µm. Spin manipulation during acoustic transport using




1.3 (110) quantum wells
The general interest for spin manipulation in (110) QWs based on III-V
semiconductors started after the prediction of very long spin lifetimes for
these structures [47, 54]. The spin-orbit coupling associated with the bulk
inversion asymmetry, which, in general, provides an important channel for
spin relaxation in III-V semiconductors was predicted to be suppressed for
spins parallel to the growth direction of (110) QWs. Several experiments have
confirmed these predictions [45, 82, 105]. Spin lifetimes of a few nanoseconds
were demonstrated, which are one order of magnitude longer than the ones
achieved in (001) counterparts [39, 102].
At low temperatures, the spin lifetimes in (110) QWs appeared to be lim-
ited by spin scattering due to the electron-hole interaction [105]. Different
approaches to overcome this limitation were developed and spin lifetimes up
to 10 ns have been demonstrated [1]. Following the general trend of spin-
tronics, rapid advance towards room temperature has been observed. Gate
control of spin memory in GaAs QWs at high temperature (170 K) [82] was
followed by room-temperature control of the electron spin in (110) InAs QWs
using very low electric powers [68]. A nonmagnetic spin transistor, which ex-
plores the particular properties of (110) heterostructures, was proposed [67],
calling attention for potential applications employing this system.
1.4 This work
The combination of acoustically induced transport with spin phenomena in
(110) QWs is then faced as a challenge with promising perspectives. The
SAW piezoelectric field can be used as a mechanism for reducing the ex-
change interaction between optically generated electrons and holes and lead,
consequently, to longer spin lifetimes, as demonstrated in (001) QWs [129].
Carrier lateral confinement by the SAW potential offers another possibil-
ity for enhancing the spin lifetimes, analogously to the effects demonstrated
in dynamic quantum dots [132] and quasi one-dimensional structures [74].
These perspectives, however, depend on a number of important accomplish-
ments. Firstly, the development of high-quality (110) structures is necessary,
since ambipolar acoustic transport requires a high degree of structural per-
fection. Secondly, one has to ensure the generation of strong piezoelectric
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fields on (110) surfaces. Calculations predict that these fields are, in gen-
eral, weaker as compared to the ones associated with SAWs on (001) GaAs
surfaces. High piezoelectric fields are essential for efficient carrier and spin
transport.
These issues are addressed in the next six chapters of this work, which
are organized as follows.
Chapter 2 briefly describes the SAW propagation dynamics in solids and,
in particular, on (110) surfaces. Using a numerical procedure, we characterize
the propagating acoustic modes along the in-plane [001] and [11̄0] surface
directions. The band gap energy modulation induced by the SAW strain
and piezoelectric fields is also analyzed.
Chapter 3 discusses the most relevant spin relaxation mechanisms in un-
doped and symmetric (110) GaAs QWs. The description of the spin relax-
ation mechanisms considers the intrinsic ones, as well as the those induced
by the SAW propagating fields. Firstly, spin relaxation and dephasing is dis-
cussed on the grounds of the D’yakonov-Perel’ spin relaxation mechanism,
which occurs due to the spin-orbit coupling associated with the bulk inver-
sion asymmetry of the GaAs matrix. We demonstrate how it is suppressed
for spins oriented along the growth direction in (110) III-V QWs, but turns
out to be important when external fields interact with the electron spins.
The spin relaxation via the electron-hole exchange interaction is also dis-
cussed. Considering spin relaxation mechanisms associated with the SAW
fields, we show that they occur as a consequence of the structural inversion
asymmetry induced by the SAW strain and piezoelectric fields.
Chapter 4 brings the experimental procedures employed in our studies.
The multilayer structure growth process is discussed, as well as the sample
processing for SAW generation. The optical technique for analyzing the
acoustic spin transport is also explained.
Chapter 5 presents the experimental results characterizing the acous-
tic spin transport in (110) QWs. We demonstrate the achievement of spin
lifetimes above 20 ns, which correspond to spin transport lengths of ap-
proximately 70 µm. The role of the relevant spin relaxation mechanisms is
discussed in details.
Chapter 6 addresses the spin manipulation during transport using exter-
nal magnetic fields. The dephasing spin dynamics along different in-plane
directions is analyzed. A spin transport anisotropy is demonstrated, which
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can be well understood in terms of the dependence of the spin-orbit coupling
on the carrier momentum direction, as expected from the D’yakonov-Perel’
dephasing process.
In Chapter 7, we summarize the main achievements of this work and





Surface acoustic wave on GaAs
(110) surfaces
This chapter reviews the properties of Surface Acoustic Waves (SAWs) on
GaAs (110) structures. We start by introducing the basic concepts of elas-
ticity theory and their application to determine the acoustic properties of
(Al,Ga)As multilayers. We will be particularly interested in the modulation
properties induced by SAWs propagating along the [001] and [11̄0] direc-
tions of the GaAs (110) surface, which were the directions employed for the
spin transport studies. We will show that, as a consequence of the crystal
symmetry, there are different propagating surface modes along these two di-
rections, with distinct strain and piezoelectric properties. We will describe
the strain fields associated with the two modes and comment on their effect
on the band structure of the material. In the final section, emphasis is given
to the mechanism for carrier capture and transport induced by the SAW
piezoelectric potential. The effects of the acoustic fields on the electron spin
dynamics are discussed in chapter 3.
2.1 Surface acoustic wave dynamics
In this section, we give a general introduction to the mathematical descrip-
tion of elastic wave dynamics in solids. We will present the mathematical
formalism and notation used in elasticity theory to describe SAW propaga-
tion and its effects on the physical properties of the hosting material.
Surface acoustic wave dynamics
2.1.1 Mathematical description
From elasticity theory, the three bulk elastic eigenmodes propagating with
a given wave vector kbulk in a homogeneous solid result from the solution of








Here, T is the stress tensor, % the density of the medium, xj = x, y, z,
and ui the particle displacement field component along the ith direction
(i, j = x, y, z).
If the solid is perfectly elastic and non-piezoelectric, the stress T and the
strain S are related by Hooke’s law:
Tij = cijklSkl, (2.2)
where cijkl are the elastic stiffness constants of the material. The strain












where uk is the particle displacement in the kth direction.
In a piezoelectric solid, an electric field accompanies the elastic wave.
Equation (2.1) has to be solved then by taking into account the piezoelectric
equations of state, which can be written in the form [115]:
Tij = cijklSkl − eijmEm (2.4)
Dn = enklSkl + εnmEm.
Here, Em = −~∇φ and Dn (with m,n = x, y, z) are the electric and elec-
tric displacement fields components, respectively, while φ denotes the wave
piezoelectric potential. The relevant material parameters in equations (2.4)
include, besides the elastic stiffness components cijkl, the piezoelectric eijm
and the static dielectric εnm tensor components.
Surface acoustic waves are low-frequency acoustic phonons localized close
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to the surface. In an homogeneous medium, the SAWmodes have a linear en-
ergy versus wave vector (kSAW) dispersion. The solutions of equations (2.4)
providing SAW eigenmodes are the ones obtained by imposing the condi-
tions that the free surface is indeed free, i.e., zero stress components Tiz
(i = x, y, z), as well as continuity of the normal component of the dielectric
field Dz across the surface [80]. In case of layered structures, the proce-
dure is extended by imposing these conditions at the interfaces between the
constituent layers. The continuity of the stress and electrical displacement
at the interface at z = zint between two adjacent layers grown along the







where i = x, y, z and (+) indicates that the corresponding quantity is evalu-
ated at the layer located at z > zint and (−) at z < zint, respectively. On
the surface, the condition if fulfilled by imposing Tiz(z−surf) = 0.
Besides the boundary conditions imposed by equations (2.5), SAWmodes
have also to be localized near the surface. It is thus also required that the
amplitude of the SAW decays to zero as |z| → ∞.
2.1.2 Abbreviated notation
In acoustics, abbreviated subscripts for tensor components involved in equa-
tion (2.4) are normally introduced in order to simplify the notation. In the
case of equation (2.3), the invariance of the strain under rotation of the sys-
tem imposes that Skl = Slk. As a result, the strain tensor can be represented
by a six-element column matrix rather than a nine-element square matrix.
The abbreviated notation (also called engineering notation) is then defined
according to Ref. [8] as:
S = (Sxx, Syy, Szz, 2Syz, 2Sxz, 2Sxy)
T , (2.6)
where the components Skl are defined by equation (2.3).
The number of independent components of the tensors defined by equa-
tion (2.4) depends on the symmetry of the solid. In a similar way as the
3×3 strain tensor S can be represented as a 1×6 vector, the independent
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components of the stiffness and piezoelectric tensors can also be reduced.
For the rank four stiffness tensor, the number of independent components
cijkl is limited by symmetry and by thermodynamic considerations. Due to
the symmetry requirement for the strain tensor, the pairs (i, j) and (k, l)
of indices of the stiffness tensor can only assume six independent values. In
common acoustics notation, these values are numbered from 1 to 6 according
to:
(xx) → 1, (yy) → 2, (zz) → 3
(yz) = (zy) → 4, (zx) = (xz) → 5, (xy) = (yx) → 6.
cijkl can then be described by a 36 elements 6×6 tensor written in the form
cαβ .
Using thermodynamic considerations it can be further shown that cijkl =
cklij , thus reducing the number of independent components to 21. The crys-
tal symmetry further limits the number of independent components of the
stiffness tensor for each type of material [115]. Here, we are particularly
interested in cubic AlxGa1−xAs layers with different composition values x.
For these materials, as well as for other crystals of cubic symmetry, there
are only three independent components for the stiffness tensor, which are




c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44

(2.7)
Throughout the numerical calculations to be described in the next sec-
tion, we assume the following values for the elastic constants for GaAs
(provided by ref. [8]): c11 = 11.83 × 1010, c12 = 5.32 × 1010, and
c44 = 5.93 × 1010 N/m2. The corresponding constants for AlAs (from
ref. [6]) are given by 12.02 × 1010, 5.7 × 1010, and 5.89 × 1010 N/m2,
respectively. The density of GaAs and AlAs are % = 5316.5 kg/m3 [58] and
% = 3760 kg/m3 [6], respectively. Note that the elastic constants for these
two materials have very similar values. It is, therefore, reasonable to obtain
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the stiffness components for AlxGa1−xAs alloys by interpolating between the
values for GaAs and AlAs.
The piezoelectric fields associated with the SAW on GaAs are normally
very weak. In order to obtain higher piezoelectric fields for the transport
experiments in QWs, we have deposited on top of one of our AlxGa1−xAs
surfaces a 500-nm-thick piezoelectric ZnO layer. For the hexagonal symmetry
of ZnO there are five independent elastic components: c11, c12, c13, c33, and
c44. The stiffness tensor has the following form [115]:
[cαβ](ZnO) =

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c11−c122

(2.8)
We adopt throughout the calculations the values of c11 = 20.9 × 1010,
c12 = 12.03 × 1010, c13 = 10.46 × 1010, c33 = 21.06 × 1010,
and c44 = 4.23 × 1010 N/m2, respectively. The density of ZnO is
% = 5660 kg/m3 [115].
The number of independent components of the rank-three piezoelectric
tensor eijm is also reduced by the symmetry of the strain tensor from 27
(for an arbitrary tensor of rank three) to 18. Indeed, the last two indices j
and m form a pair which can only take six distinct values represented by α.
According to the abbreviated convention eijm can then be written as:
eiα = eijm i = 1, 2, 3 α = (j,m) = 1, 2, ...6
The remaining number of independent components is again determined
by the symmetry of the crystal unit cell. The cubic symmetry of GaAs and
AlAs entails that the piezoelectric tensor for both materials has only one
nonzero component e14. The piezoelectric tensor has the form:
[eiα](GaAs) =
 0 0 0 e14 0 00 0 0 0 e14 0
0 0 0 0 0 e14
 (2.9)
The values of e14 used in our calculations are 0.16 C/m2 for GaAs and
0.12 C/m2 for the AlAs. [115]
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ZnO has three nonzero piezoelectric constants, namely e15, e31, and e33,
which characterize the tensor:
[eiα](ZnO) =
 0 0 0 0 e15 00 0 0 e15 0 0
e31 e31 e33 0 0 0
 (2.10)
The values of e15, e31, and e33 used in the numerical analysis are 0.573, 0.48,
and 1.321, respectively. [115]
The static dielectric tensors for GaAs and AlAs have a single non-zero
component ε11, forming a diagonal matrix. The values used in the calcula-
tions are ε11 = 9.73 × 10−11 F/m for GaAs and ε11 = 8.29 × 10−11 F/m
for AlAs [6]. ZnO has two non-zero dielectric tensor components, ε11 = ε22
= 7.38 × 10−11 F/m and ε33 = 7.83 × 10−11 F/m. [115]
2.2 SAW propagation on (110) GaAs surfaces
In this section, we determine and discuss the properties of SAW modes
propagating along the [001] and [11̄0] directions on the (110) GaAs sur-
face. We start by introducing the numerical procedure to determine the
acoustic modes, which is based on the elasticity theory principles discussed
in the last section. We then show that, due to the tetragonal symmetry of
the hosting matrix, distinct acoustic modes propagate along the two main
surface directions of the (110) zinc blende surface. The modes possess strain
and piezoelectric fields with different distribution profiles, leading to distinct
effects on the material properties, like the band gap modulation along the
two propagation directions.
2.2.1 Numerical calculation of the SAW eigenmodes
For a given acoustic wave vector kSAW (kSAW = 2π/λSAW, with λSAW be-
ing the acoustic wavelength) there are, in general, three independent elas-
tic modes characterized by an angular frequency ωi = vi · kSAW, where
i = 1, 2, 3 is the mode index. The phase velocity vi is specified by the ra-
tio vi =
√
ci/%. The effective elastic constant ci is a linear combination of
the elastic and piezoelectric constants of the material. The phase velocity
vi and the displacement field for the SAW modes are obtained by solving
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equations (2.4) and by applying the boundary conditions [equation (2.5)] for
the structure of interest. This procedure is described in detail in Ref. [130],
and has been applied in Ref. [126] to obtain analytical expressions for the
eigenmodes of a SAW propagating along the [011] surface direction on a
(100) GaAs/AlxGa1−xAs structure containing a two dimensional electron
gas (2DEG).
Throughout this work, we will calculate the acoustic properties for the
specific case of a (110) GaAs/AlGaAs layer structure with an embedded QW,
based on numerical solutions of equations (2.1), (2.4), and (2.5). The nu-
merical procedure (instead of the analytical method of Ref. [126]) is required
due to the complexity of the multilayer structure employed in the experi-
ments. The calculations follow the procedures described in Refs. [6, 136].
According to this procedure, one first determines for each layer the solu-
tions of equation (2.1) for a given angular frequency ωSAW and wave vector
k = (kx, ky, kz)T . Note that the in-plane component of the wave vector
kSAW = (kx, ky)T is conserved throughout the layer structure. The so-
lution within each layer can be stated as an eigenvalue problem, where
the z-component of the wave vector kz is associated with the eigenvalues
and the corresponding eigenvectors are written as a four-dimensional vector
−→v = (ux, uy, uz, φSAW )T . In a second step, the coefficients of the eigen-
vectors −→v in neighboring layers are related to each other by imposing the
appropriate boundary conditions for the stress and displacement fields at
the interfaces between adjacent layers [equation (2.5)]. By iterating across
the layer structure, the eigenvector coefficients of the layers can be related
to those in the substrate. In the final step, one seeks for angular frequencies
ωSAW yielding surface modes, i.e., solutions which simultaneously decay in
the substrate and satisfy the acoustic and electric boundary conditions at the
surface. This is usually done by numerically searching for solutions within
the frequency range expected for the surface modes.
For the calculation of the acoustic modes, it is convenient to use a refer-
ence frame with axes oriented along the main axes of the surface. In the case
of the (110) zinc blende surface, we will use the frame defined by x̂ = [001],
ŷ = [11̄0], and ẑ = [110], as shown in Fig. 2.1(a). The latter can be obtained
by rotating the conventional reference frame, i.e., the one with axes defined
by x̂′ = [100], ŷ′ = [010], and ẑ′ = [001] [shown in Fig. 2.1(b)], by using
the appropriate Euler angles (ϕ, θ, ψ). These angles describe clockwise se-
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quential rotations of the main frame around the crystal directions defined by
the ẑ′, ŷ′ and again ẑ′ axes, respectively. The first rotation is performed by
an angle ϕ ∈ [0, 2π] around the ẑ′ axis. The reference frame obtained after
the first rotation is then rotated around ŷ′ ‖ [010] by an angle θ ∈ [0, π].
The third clockwise rotation by ψ ∈ [0, 2π] is performed around the direc-
tion defined by ẑ′ ‖ [001] after the previous two rotations1. In the rotated
frame of Fig. 2.1(a), the z-axis is parallel to the growth direction, i.e., the
[110] direction. The in-plane directions (x̂ and ŷ) can be chosen to match
the propagation direction of interest for the acoustic waves. Such a rotated
frame is obtained from the one in Fig. 2.1(b) by using the angles ϕ = π,
θ = π/2, and ψ = π/4.










Figure 2.1: (a) Rotated reference frame oriented along the main axes
of the (110) zinc blende surface. (b) Conventional reference system for
GaAs/AlGaAs cubic crystal structures.
It is important to remark that equations (2.1) and (2.4) are general,
i.e., they apply independently on the choice of the coordinate system. The
tensors describing the material parameters, however, depend on the chosen
set of axes. Therefore, when the reference frame rotation is performed, the
stiffness, piezoelectric, and dielectric tensors have to be transformed to the
new reference frame. The new components can be written in the abbreviated
notation in terms of the tensor components of equations (2.7) through (2.10),
following the procedure described in Refs. [23, 24].
The sample structure used in the calculations, containing an 18 nm-thick
GaAs QW with Al0.3Ga0.7As barriers, is presented in Table 2.1. This struc-
1Note, however, that different authors may use different sets of angles to describe the
rotations, or different notations for the same angles. Therefore, a reference frame rotation
employing Euler angles should always be preceded by their definition.
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ture is slightly simplified in comparison to the real multilayer structure of
sample A used in the experiments2, which will be described in Chapter 4. A
set of AlxGa1−xAs alloy layers in the real structure of the sample, composed
of a short-period GaAs/AlAs superlattice with 20 repetition periods, was
replaced in the calculation by an homogeneous 112 nm-thick Al0.15Ga0.85As
layer with the same average composition x, as shown in Table 2.1. This
simplification is not expected to affect the results obtained from the calcula-
tions, since the composition of the layers is very similar and no changes in the
acoustic properties of the (110) GaAs/AlxGa1−xAs structure are expected.
We also included in Table 2.1 a 500 nm-thick piezoelectric ZnO film, which
was deposited on the surface of sample A after the epitaxial growth. The
calculations were carried out for a SAW with wavelength λSAW = 5.6 µm
and an acoustic linear power density Pl = 200 W/m. The latter is a typical
value for the acoustic power employed in the experiments to be discussed











Table 2.1: (110)-oriented multilayer structure used in the calculation of
the SAW propagation modes containing a 18 nm wide GaAs QW with
Al0.3Ga0.7As barriers. The ZnO film was deposited on the III-V surface
after MBE growth.
In the sample reference frame shown in Fig. 2.1(a), the SAW propagating
along the x̂ ‖ [001] direction is described by a wavevector kSAW = (kx, 0)T
while the SAW along the ŷ ‖ [11̄0] has kSAW = (0, ky)T . Figure 2.2 shows the
dispersion for these two SAW modes calculated for the multilayer structure
2Another sample (B) with a similar structure was also studied. However, since most
of the experimental results presented in this work concern to sample A, and no new
physical aspect is gained by rigorously considering the structure of sample B, we decided
to concentrate the calculations on the structure described in Table 2.1.
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presented in Table 2.1. The dispersion curves are approximately linear with
a slightly higher propagation velocity for a SAW propagating along ŷ than
along x̂. For the SAW wavelength λSAW = 5.6 µm, the calculated acoustic
propagation velocities along x̂ and ŷ are vx = 2905.7 m/s and vy = 3301 m/s,
respectively.


























Figure 2.2: Linear dispersion calculated for the surface acoustic modes along
the x̂ ‖ [001] and ŷ ‖ [11̄0] directions of the (110) QW structure described in
Table 2.1
2.2.2 Propagation along the [001] direction
The SAW mode propagating along the [001] direction of a GaAs (110) sur-
face is a Rayleigh mode [23]. Rayleigh SAWs consist of a superposition of
a longitudinal acoustic (LA) mode with a transverse acoustic (TAz) one po-
larized perpendicular to the surface, leading to a displacement field u with
components uR = (ux, 0, uz)T , as illustrated in Fig. 2.3(a). In general, the
amplitudes of the two displacement components ux and uz decrease with
depth at different rates. The spatial distribution of the vertical component
uz calculated for a SAW propagating along the [001] direction of the structure
in Table 2.1 is displayed in Fig. 2.3(b). For this wave, uz  ux. As shown in
the figure, the amplitude of the vertical displacement reaches about 1 nm at
the surface and decays away from it, with a decay length of approximately
λSAW/2.
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Figure 2.3: (a) Characteristic particle displacements fields ux and uz of
a Rayleigh SAW. (b) Profiles for the vertical displacement uz along the z
direction for the Rayleigh wave propagating along the [001] direction of the
(110) oriented multilayer structure depicted in Table 2.1. The calculation
was performed for λSAW = 5.6 µm and Pl = 200 W/m.
2.2.3 Propagation along the [11̄0] direction
The SAW mode which propagates along the [11̄0] direction of the (110) sur-
face is a Bleustein-Gulyaev wave, which consists essentially of a horizontally
polarized shear wave having no displacement component perpendicular to
the surface [21, 23, 65]. The displacement pattern for this mode is illus-
trated in Fig. 2.4(a). In the sample reference system, this wave is described
by a displacement vector given by uBG = (ux, 0, 0)T . The component ux os-
cillates along the propagation direction ŷ and decays away from the surface
with a longer decay length than the one for the Rayleigh wave component uz
propagating along the [001] direction. As shown in the profile in Fig. 2.4(b),
the magnitude of the transverse displacement ux can reach about 1 nm at the
surface and is thus comparable to the surface vertical displacement uz of the
Rayleigh SAW in Fig. 2.3(b). The decay length of ux, however, approaches
2λSAW.
2.3 Band structure modulation by SAWs
2.3.1 Strain field
The periodic particle displacement induced by a mechanical wave also gives
rise to a modulation of the propagating strain field, as defined by equa-
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Figure 2.4: (a) Particle displacement field ux for a Bleustein-Gulyaev SAW
propagating along the [11̄0] direction of the (110) GaAs surface. (b) Calcu-
lated depth dependence of ux with Pl = 200 W/m for the multilayer structure
presented in Table 2.1.
tion (2.3). This is illustrated in Fig. 2.3(a), which shows the lattice vertical
displacement modulation by the Rayleigh wave. The spatial modulation of
the strain leads to a periodic modulation of the band structure of the under-
lying material [42, 120]. The deformation potential modulation of the band
gap Eg is caused by local variations of volume and symmetry of the crystal
lattice induced by the strain field. In general, Eg reduces in the regions
where the crystal is under tension and increases where the crystal is com-
pressed, thus creating a periodic band gap modulation along the propagation
direction of the SAW.
The (110) surface has two SAW modes with different symmetries propa-
gating along the [001] and [11̄0] in-plane directions. It is, therefore, expected
that the propagating strain fields [given by equation (2.6)] will have differ-
ent effects on the band gap of the underlying material. The strain field for
the Rayleigh wave propagating along the x̂ ‖ [001] direction, with the two
component displacement vector uR = (ux, 0, uz)T , has three non-zero com-
ponents. Using the abbreviated notation, the strain field SR can be written
as:
SR = (Sxx, 0, Szz, 0, 2Sxz, 0)
T , (2.11)
where the zero components appear because uy = ∂ux/∂y = ∂uz/∂y = 0.
In contrast, the displacement field uBG = (ux, 0, 0)T for the Bleustein-
Gulyaev wave propagating along the ŷ ‖ [11̄0] direction has only one non-
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vanishing component. In the sample reference frame, the strain field SBG for
this wave has only two non-zero components given by:
SBG = (0, 0, 0, 2Sxz, 0, 2Sxy)
T . (2.12)
The band-edge states of the conduction (CB) and valence (VB) bands
have different symmetries and, accordingly, respond in different ways to the
acoustic field. The CB states are s-like and primarily sensitive to the volume
changes introduced by the hydrostatic strain component S0 = Sxx+Syy+Szz.
The shift in the CB energy is given by ∆ECB = aCBS0, where aCB is the
hydrostatic CB deformation potential. The VB states are also modified by
S0. In general, however, the energy shifts of the VB are much smaller than
the ones for the CB for most semiconductors due to the smaller values for
the hydrostatic deformation potential of this band. The VB states are also
sensitive to uniaxial strain components, which change the energy and mix
heavy-hole (hh) and light-hole (lh) levels. In the case of the strain modulation
induced by a Rayleigh SAW, the energy shift due to strain can be written
as [42]:







where the deformation potential of the conduction band aCB is typically
about ten times larger than aVB, the hydrostatic deformation potential of the
valence band [149]. The signs + and - apply for hh and lh states, respectively.
The VB uniaxial deformation potential bVB accounts for the mixing between
the hh and lh states. For QWs, the second term of equation (2.13) becomes
relevant only at very high acoustic powers, when the strain-induced shifts
become comparable to the splitting between the hh and lh levels associated
with the confinement.
Since the CB modulation is mainly affected by S0, the band gap mod-
ulation should be small for the Bleustein-Gulyaev waves where S0 vanishes
[compare equations (2.11) and (2.12)]. In this case, the band modulation
becomes dominated by shear strain components, which do not affect the
CB. The calculation of the band gap modulation in our multilayer struc-
ture will be presented in the next subsection, where we discuss the transport
mechanisms and the effects of the SAW piezoelectric field.
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2.3.2 Piezoelectric field
The moving piezoelectric field which follows the strain plays a key role in the
carrier capture and transport processes. In this subsection, we will discuss
the distribution of piezoelectric fields in our sample and show how these fields
can be enhanced by coating the sample with a piezoelectric ZnO layer.
Like the strain field, the SAW piezoelectric potential φsaw is modulated
along the SAW propagation direction. This field induces a type-II potential
modulation of the band edges, which spatially separates optically generated
electrons (e) and holes (h) and traps them in the maxima and minima of
φsaw, respectively. Figure 2.5 illustrates the type-II modulation created by
the piezoelectric field after the optical excitation of electrons and holes with
energy h̄ω. The spatial separation reduces the overlap between the electron
and hole wavefunctions, thus increasing the carrier lifetimes. Long lifetimes
allow for long acoustic transport distances.






























Figure 2.5: Carrier transport mechanism: the SAW piezoelectric field in-
duces a moving type-II potential modulation, spatially separating the opti-
cally generated carriers (electrons are denoted by ’-’ and holes by ’+’). h̄ω
corresponds to the photon energy used to excite the electron to the CB.
The transport efficiency can be discussed by analyzing the amplitude of
φsaw in the QW, which determines the carrier confinement into the SAW po-
tential during transport. Figure 2.6(a) shows the depth dependence of φsaw
for the Rayleigh SAW propagating along [001], as well as for the Bleustein-
Gulyaev wave propagating along the [11̄0] direction. The profiles were calcu-
lated for the multilayer structure presented in Table 2.1 excluding the ZnO
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top layer. The QW positioned at a depth of z = 399 nm is indicated. For a
Rayleigh wave with Pl = 200 W/m, the amplitude of φsaw reaches 8 mV at
this position. The amplitude of φsaw for the Bleustein-Gulyaev SAW along
the ŷ ‖ [11̄0] direction is, in contrast, negligible. Figure 2.6(b) shows the
effect introduced by the 500 nm-thick ZnO layer on the depth dependence
of φsaw for the two acoustic modes. Comparing the potential amplitude of
the Rayleigh wave with the one presented in Fig. 2.6(a), we see that the
introduction of the piezoelectric layer on top of the GaAs surface increases
considerably the amplitude of the SAW potential in the QW, now situated
at z = 899 nm. φsaw reaches 400 mV in the QW under the piezoelectric
layer, corresponding to an enhancement of approximately 50 times. In other
words, since the SAW wavelength is previously determined, more intense
piezoelectric fields associated with φsaw are obtained under the ZnO. The
potential amplitude for the Bleustein-Gulyaev is also increased, achieving
approximately 80 mV in the QW. As we will show in chapter 6, the higher
amplitudes for the piezoelectric field under the ZnO for the two acoustic
modes leads to a higher transport efficiency along the [001] direction.
From these results, we also expect that optically generated carriers will
live longer in the presence of the ZnO film due to a more effective separation
of electrons and holes by the SAW piezoelectric field. Spin flip mechanisms
induced by e-h interaction are also expected to be suppressed more efficiently.
In chapter 5, we present the experimental results obtained in a second sample
(B), which was not coated with ZnO. This sample was employed to compare
and analyze the effects of the piezoelectric layer on the transport properties.
Besides a longitudinal component, which drags the carriers, the SAW
also induces a transverse piezoelectric field component Ez. Strong vertical
fields lead to a reduction of the band gap (and, consequently, to a red-
shift of the photoluminescence (PL) emission lines) due to the Quantum-
Confined Stark Effect induced by the bending of the energy bands along
z [15]. Moreover, a z-oriented electric field breaks the inversion symmetry
of the QW along the growth direction. As will be discussed in chapter 3
and chapter 5, symmetry breaking induces a contribution, due to spin-orbit
interaction, to the effective internal magnetic field felt by moving electrons
in the 2D structure. This internal magnetic field affects the spin relaxation
rates. Figure 2.7 compares the profiles of Ez for the SAW modes propagating
along the [001] and [11̄0] directions, in the presence and absence of the ZnO
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layer. The vertical component of the piezoelectric field increases by a factor
of approximately 20 in comparison to the bar AlGaAs surface (opened dots)
for transport along the [001] direction when the ZnO is present (filled dots).
Comparing the amplitudes of the two modes under the ZnO, the calculation
shows that for a power density Pl = 200 W/m the amplitude of Ez induced
by the piezoelectric layer reaches 5 kV/cm for the Rayleigh wave propagating
along the [001] direction and 1 kV/cm for the Bleustein-Gulyaev wave along
[11̄0].
We now analyze the effects introduced by the ZnO film on the band gap
modulation, as well as on the carrier distribution along this modulation. The




































Figure 2.6: Calculated depth profiles for the piezoelectric potential amplitude
φsaw for the acoustic modes propagating along the [001] and [11̄0] directions
for the multilayer structure presented in Table 2.1 (a) without ZnO and (b)
with the 500 nm thick ZnO film on top.
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Figure 2.7: Calculations for the out-plane component Ez in one SAW cycle
for propagation along the [001] (filled dots) and [11̄0] (squares) directions for
the structure presented in Table 2.1. The same calculations performed with-
out ZnO are presented by opened circles, where the modulation amplitude
of Ez is multiplied by a factor of 10 (opened dots) for better visualization.
piezoelectric potential profiles φsaw over one SAW cycle are displayed on the
left vertical axis of both graphs in Fig. 2.8. The corresponding profiles for
the band gap modulation ∆Eg due to the strain field are displayed on the
right vertical axes. ∆Eg, the variation of the band gap energy, achieves its
maximum (minimum) value ∆Emaxg (∆Eming ) in the vicinity of regions under
compression (tension). The amplitudes of φsaw and ∆Eg were calculated at
the center of the QW for the Rayleigh wave along the [001] direction. This
corresponds to a depth of z = 399 nm for the multilayer structure without
ZnO [Fig. 2.8(a)] and of z = 899 nm in the ZnO coated structure [Fig. 2.8(b)].
The horizontal acoustic wavelength scale is defined by taking as reference the
zero of the SAW phase (ϕSAW = kSAWx − ωSAWt) at the position where
φsaw= 0 and ∂φsaw/∂x > 0 for both structures.
In Fig. 2.8(a), the electrons are trapped and transported close to the
positions of minimum electronic energy (-eφsaw) at x = λSAW/4 = 1.4 µm and
the holes at 3λSAW/4 = 4.2 µm. In this situation, φsaw is approximately 90◦
dephased with respect to the band gap modulation ∆Eg. The electrons and
holes are, therefore, transported in positions where the band gap modulation
is close to its undisturbed value. Due to the small amplitude of φsaw in the
absence of the ZnO layer, the carriers are likely to populate a wide range of
SAW phases, corresponding to a considerable energy range along the band
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gap modulation cycle.
The relative phase between φsaw and ∆Eg changes when a ZnO layer is
introduced on top of the structure, as shown in Fig. 2.8(b). In this case, the
electrons are trapped close to the minima and the holes close to the posi-
tion where the bandgap is almost undisturbed. The difference in the relative
phases between band gap modulation and piezoelectric field, which depends
on the presence of the ZnO, leads to a different carrier distribution along
the SAW phase and, therefore, to distinct photoluminescence (PL) charac-
teristics. In chapter 5 we will present PL spectra for different SAW power
amplitudes and analyze them in terms of the field distributions depicted in














































































Figure 2.8: Calculated piezoelectric potential amplitude and bandgap mod-
ulation (a) in the absence and (b) presence of a 500 nm-thick ZnO layer. The
relative phase between φsaw and ∆Eg determines the occupation of carriers
along one cycle of the Rayleigh SAW propagating along the [001] direction.
For the calculations, Pl = 200 W/m.
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Fig. 2.8. Note also that in the presence of the ZnO, the mixing between
hh and lh states becomes considerable for Pl = 200 W/m. The latter leads
to the flattening of the minimum energy value of the band gap modulation
∆Eg in Fig. 2.8(b) due to the interaction between the hh and lh states.
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Chapter 3
Spin relaxation in (110) GaAs
quantum wells
3.1 Introduction
When a non-equilibrium population of spins is excited in a physical system,
the processes driving the system back to equilibrium, the so-called spin relax-
ation processes, are governed by the nature and strength of the interaction
between the spins and the medium. In a semiconductor, the relaxation of the
electron spins excited in the conduction band normally takes place through
their interaction with the microscopic potential of the underlying crystal ma-
trix, the so-called spin-orbit (SO) interaction. Electron spin interaction with
other particles of the system, such as holes, phonons, impurities, or nuclear
spins also lead to spin relaxation.
In this chapter, we discuss the most relevant spin relaxation mechanisms
acting on a non-equilibrium population of spin-polarized electrons in a zinc-
blende two-dimensional (2D) electron gas oriented along the [110] direction.
We start with a general introduction to the physical origin of the SO-coupling
in section 3.2. We show that, besides causing dephasing, the SO-interaction
also enables the excitation of a non-zero spin polarization in the conduction
band of the semiconductor by angular momentum transfer from absorbed
light. The selection rules for optical transitions are valid for the excitation
as well as for the recombination of spin-polarized carriers and form the basis
for the so-called optical orientation method.
In section 3.3, the spin relaxation in symmetric (110) GaAs quantum
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wells (QW) is reviewed. The role played by the bulk inversion asymme-
try of the III-V crystal matrix and by the exchange interaction between
electrons and holes on the spin relaxation process is discussed on the basis
of the D’yakonov-Perel’ and the Bir-Aronov-Pikus relaxation mechanisms,
respectively. Spin dephasing under external magnetic fields, discussed in
section 3.4, is demonstrated to be dominated by the D’yakonov-Perel’ mech-
anism. Attention is devoted to the dependence of the dephasing dynamics
on the SO-coupling strength along different directions in the QW plane.
Besides the intrinsic spin relaxation mechanisms, we consider in sec-
tion 3.5 the effects introduced by a propagating SAW on the electron spin
dynamics. The propagating strain and piezoelectric fields modulate dynam-
ically the crystal properties and are shown to add a structural inversion
asymmetric contribution to the spin relaxation.
Section 3.6 summarizes the spin relaxation process discussed in this chap-
ter and reviews the most important literature reports about spin relaxation
in (110) III-V QWs.
3.2 Spin-orbit interaction
In a semiconductor, the energy dispersions E+(k) and E−(k) for the spin up
and down states, respectively, for electrons and holes result from a combined
effect of the space and time inversion symmetries of the single-particle Hamil-
tonian. Both symmetry operations change the wave vector k into −k. Space
inversion symmetry imposes that E+(k) = E+(−k). Time inversion, known
as Kramer’s degeneracy, also flips the spin and imposes E+(k) = E−(−k).
In systems where both symmetries coexist the single-particle energies are
twofold degenerate, i.e., E+(k) = E−(k).
The SO-coupling results from the interaction of moving spins with the
microscopic crystal fields inside the material. It can be derived from a rel-
ativistic transformation of the crystal electric fields to the rest frame of a
moving electron. In this situation, symmetry breaking is a central issue on
the interaction of spins with the environment. The SO-coupling Hamiltonian,
which will be defined in the next section, is invariant under time reversal [90].
Nevertheless, when the crystal potential through which the carriers move is
inversion-asymmetric, the spin degeneracy is removed even in the absence
of an external magnetic field. We then obtain two non-degenerate branches
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for the energy dispersion for carriers with momentum k 6= 0, i.e., E+(k) and
E−(k) for spins up and down, respectively. This k-dependent energy split-
ting [∆ESO(k) = E+(k)− E−(k)] can be described as an internal magnetic
field BSO(k), which couples to the particle spin. BSO(k) makes the spin
degree of freedom respond to its orbital environment and, in general, leads
to the relaxation of a non-equilibrium spin population.
3.2.1 Spin-splitting in quasi-2D zinc-blende semiconductors
In zinc-blende semiconductors, the SO-coupling energy splitting of the spin
up and down states occurs due to the intrinsic space inversion asymmetry
related to the bulk constituents of the material1. The splitting occurs for
states in the conduction (CB) as well as valence (VB) bands [144]. Figure 3.1
illustrates schematically the non-degenerate conduction and valence bands
in a 2D electron gas in the presence of the SO-coupling (the so-called split-off
band is not shown). At the Γ-point (k = 0), the heavy (hh) and light (lh)
holes valence bands, whose energies coincide at the zero quasi momentum in
bulk, are split due to the confinement. The energy spin splitting ∆ESO of
the CB characterizes the internal magnetic field BSO = ∆ESO/2geµB. As
a consequence of the energy splitting, energy relaxation of non-equilibrium
spin populations will be accompanied by the relaxation of the average spin of
the ensemble. The splitting of the CB in Fig. 3.1 is intentionally exaggerated,
since we are particularly interested in the electron spin dynamics. In general,
however, the splitting is larger for the VB. The larger splittings, together
with the mixing of the hh-lh states for k 6= 0, entails very fast relaxation of
the hole spins [99].
In the presence of SO-interaction, an electron with momentum k in the





where m0 is the electron effective mass. For GaAs, m0 = 0.067 m, where m
is the free electron mass (cf. Appendix A).
The second term in equation (3.1), the SO-coupling Hamiltonian, de-
scribes the energy spin-splitting of the CB. Its general expression includes all
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Figure 3.1: Energy splitting of the conduction (CB) and the valence (VB)
bands of a quasi-2D semiconductor system when the SO-interaction is
present. ∆ESO is the energy splitting of the CB, which gives rise to a carrier
momentum-dependent internal magnetic field BSO(k).
contributions to the SO spin-splitting, i.e., those arising from intrinsic crys-
tal asymmetries as well as the ones induced by external fields, imperfections,
or deformations. Consequently, HSO(k) dependents on the dimensionality
of the system. Before analyzing each of the relevant contributions to our
system, we make some remarks on the general form of HSO. For the CB
electrons, HSO can always be written in the form [48]:




The Pauli matrices are σi, with i = x, y, z [99]. A similar expression holds
for the VB.
A comparison with the well-known Hamiltonian for the Zeeman split-
ting shows that ΩSO(k) can be interpreted as an effective magnetic field, in





In this way, ΩSO(k) becomes the Larmor spin precession frequency associated
with the internal magnetic field BSO(k). ge denotes the electron g-factor and
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µB the Bohr magneton.
3.2.2 Sources of inversion asymmetry
Three main types of asymmetry contribute to spin relaxation (determining
then the k dependence of HSO), namely the bulk inversion asymmetry, the
structural inversion asymmetry and the native interface inversion asymme-
try. [11, 151]
Bulk Inversion Asymmetry (BIA) is the intrinsic inversion asymmetry
related to the crystal structure of the bulk material, which imposes that
E+(k) 6= E+(−k). The most prominent examples of materials without in-
version symmetry come from groups III-V (such as GaAs) and II-VI (like
ZnSe) semiconductors, where the inversion symmetry is broken by the pres-
ence of two distinct atoms in the unit cell of the Bravais lattice. Electrons
"feel", therefore, different effective magnetic fields along different crystalline
directions in bulk as well as in nanostructured materials, like quantum wells.
Structural Inversion Asymmetry (SIA) refers to the asymmetry intro-
duced by arrangements of semiconducting materials or external fields. Ap-
plying an uniform electric field even to centrosymmetric crystals immediately
breaks the inversion symmetry of the potential felt by the electrons. Fluc-
tuations in the doping density and asymmetric confinement potentials in
heterojunctions also lead to SIA.
Native Inversion Asymmetry (NIA), sometimes also called Interface In-
version Asymmetry, refers to asymmetries induced by interfaces, like in-
terfaces between materials with no common atoms or those whose crystal
structure have BIA. Interfaces are normally asymmetric, but a compensa-
tion between upper and lower interfaces of a QW can be achieved by choosing
the atomic termination plane of the upper interface, making the structure
"more" symmetric. III-V QWs grown along (110) have planes of mixed an-
ions and cations, thus vanishing the NIA contribution for this system [66].
Inhomogeneities due to interface imperfections can, however, raise contribu-
tions of NIA type to spin relaxation.
Except in the case of NIA, where a theoretical description normally de-
pends on detailed microscopic parameters, it is possible to associate dif-
ferent spin relaxation mechanisms to the relevant inversion asymmetries of
the system. These mechanisms, in general, have a well-defined dependence
on carrier momentum k. As we will show below, BIA yields an intrinsic
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contribution to spin dephasing (under external magnetic fields) in our sys-
tem, while SIA can be induced by the SAW propagating fields. Due to the
different efficiencies of these two effects on spin relaxation, we are able to
distinguish the contributions from these asymmetries in a symmetric (110)
GaAs QW. We leave for sections, 3.3, 3.4, and 3.5, the detailed discussion
on this subject.
3.2.3 Selection rules and optical orientation
The generation of a non-equilibrium spin polarization can be performed by
optical orientation, where the angular momentum of a circularly polarized
light beam is transferred to the electronic system. The electron orbital mo-
menta are directly oriented by light and, through SO-interaction, the electron
spins become polarized [99]. Conversely, the polarization of the luminescence
emitted by electron-hole recombination depends on the spin state of the
carriers. By measuring the circular polarization of the photoluminescence
(PL), it is possible to study the spin dynamics of a non-equilibrium carrier
population and obtain information about the average spin orientation, the
recombination time, or the spin lifetime of the carriers.
In direct band gap semiconductors, like GaAs, the selection rules for op-
tical transitions from the uppermost valence band to the lowest conduction
band can be understood in terms of the simple picture that the lowest con-
duction band states are s-like with total angular momentum j = l + s =
1/2 (where l is the orbital angular momentum and s the spin), whereas the
uppermost valence band hole states are p-like with spin j = 3/2. Taking z
as the quantization axis, the hh states are characterized by the z angular
momentum component jz = ± 3/2 while the lh states by jz = ± 1/2. The
absorption and emission of circularly polarized light require a change ∆sz =
1 for transitions between the valence and conduction bands. If the incident
light is left circularly polarized (σ−), we then get the selection rules scheme
depicted in Fig. 3.2. According to this scheme, the relative probability of
generating an electron with spin sz = 1/2 in the CB (l = 0 for the lowest
CB) for a transition from the hh states (red arrows) is three times larger
(T = 3) than the one of generating a spin sz = -1/2 particle from the lh
states (T = 1). In this way, an excess of spin polarized carriers is excited in
the conduction band. If the carrier recombination time (τr) is smaller than
the spin relaxation time (τz), the emitted luminescence will be partially po-
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larized. For normal light excitation and detection, the degree of polarization
of the PL reflects the projection of the total spin vector along the z -direction.























Figure 3.2: Optical selection rules at the Γ-point for 3D and 2D semicon-
ductor systems. Due to the SO coupling, incident left circularly polarized
light σ− excites electrons with spin 1/2 with 3 times higher probability than
-1/2 into the CB. The same rules hold for the recombination of the excited
carriers to the ground state.
In bulk semiconductors, the degenerate hh and lh states at the Γ-point
contribute with electron spin polarization of opposite signs, so that the max-
imum achievable degree of polarization is 0.5, or 50%. As shown in Fig. 3.2,
the recombination probabilities for the luminescence (black arrows) are the
same as the ones for excitation. In this way, for an excited spin polarization
of 50%, we expect to obtain ρz =25% at the recombination2. This result,
always valid for normal incidence, can be expressed as ρz = −ρe/2, where ρe
is the electron spin polarization in the CB [49]. The minus sign means that
the angular momenta of the emitted photons are directed opposite to the av-
erage electron spin. In a real situation, however, achievement of such initial
high degree of spin polarization is limited by the coupling between hh and lh
bands away from the Γ-point as well as by the Coulomb interaction between
electrons and holes. Therefore, the measured degree of spin polarization is,
in general, smaller than the expected one [108].
2It is assumed that the hole spins relax much faster then the electron ones [99].
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In quasi-2D systems, the degeneracy of the hh and lh states is lifted (as
indicated by the dashed energy level lines in Fig. 3.2), thus making it possible
to achieve 100% of electron spin polarization by resonant excitation of the
e-hh transition energy. Further increase of the excitation energy will lead to
a contribution of opposite spin due to transitions excited from the lh bands
and from the split-off band. [49]
3.2.4 Spin relaxation and dephasing
The optical orientation method allows to study the spin dynamics in semi-
conductors under a large variety of physical conditions, like external electric
or magnetic fields, temperature, strain, etc. The spin dynamics of a spin
1/2 system is often characterized by the decay of the longitudinal and trans-
verse spin polarization, which in literature are known as the times T1 and
T2, respectively. In this notation, introduced in the field of nuclear mag-
netic resonance (NMR) [128], the longitudinal and transverse directions are
defined with respect to an applied external magnetic field which causes the
Zeeman splitting along the field direction. T1, the longitudinal spin relax-
ation time, is the time the spin system takes to come back to equilibrium.
The relaxation normally involves a change in the relative occupation of the
states of the two-level system and requires energy transfer to or from the
system, usually via the interaction with phonons. T2, the transverse relax-
ation time, relates to the coherence (phase) relationship between the two
states and, in general, does not require energy transfer. Normally, in the
absence of magnetic fields or in isotropic systems, T1 = T2 [151]. For an
ensemble of spins, one defines another time scale T ∗2 ≤ T2. The latter takes
into account that some spins may rotate faster than others due to spatially
inhomogeneous magnetic fields for g-factors, leading to an inhomogeneous
spin dephasing of the ensemble [11].
An universal definition for the quantities T1 and T2, appropriate for
a wide diversity of physical systems and phenomena, is still source of de-
bates [77, 151]. Throughout this work, for convenience, we will adopt the
notation τz for the relaxation time of optically-oriented spins under nor-
mal incidence, and τs for the average decoherence time of the spin ensemble
(which is equivalent to T ∗2 ), when external magnetic fields induce spin pre-
cession.
Strictly speaking, the longitudinal spin relaxation time T1 can not be
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associated with changes in the state occupation, since in most cases the
wavefunction of an electron under the SO-interaction cannot be factorized
into the product of a purely spin component and a purely momentum com-
ponent. The presence ofHSO Hamiltonian couples electron states of opposite
spins which have the same wavevector k (since HSO has the same period of
the lattice) but different energies. Therefore, in combination with momen-
tum scattering, the spin up and down states can couple and lead to spin
relaxation. This scattering-driven decoherence is often referred to as the
Elliot-Yafet (EY) mechanism [53]. Spin-flip due to momentum scattering is
typically caused by impurities (at low temperatures) or phonons (at higher
temperatures). Because the magnitude of the SO-interaction is, in general,
much smaller than the energy separation between bands, the interband cou-
pling can be disregarded in many cases [151].
3.3 Spin relaxation mechanisms in (110) GaAs QWs
In this section, we discuss the most relevant spin relaxation mechanisms in
symmetric and undoped GaAs QWs oriented along the [110] direction. We
start in subsection 3.3.1 with the description of the spin relaxation associated
with the BIA, known as the D’yakonov-Perel’ (DP) mechanism [48]. In III-
V semiconductors, the DP mechanism is, in general, the most effective spin
relaxation process. By exploring the crystal symmetry of the 2D electron
gas, we show that it is possible to suppress the BIA contribution from the
SO-coupling for spins oriented along the z-direction in (110) III-V QWs.
Besides the spin relaxation mechanism related to the inversion asym-
metry, we consider in subsection 3.3.2 the Bir-Aronov-Pikus (BAP) mecha-
nism [20], which accounts for spin relaxation due to the exchange interaction
between electrons and holes and is, in general, very effective for photoexcited
spins at low temperatures.
Other intrinsic spin relaxation mechanisms, namely the already men-
tioned EY mechanism or spin relaxation via hyperfine interaction, will not
be discussed due to the lack of experimental evidence for their occurrence
in our investigations, as well as in other similar studies. This topic will be
discussed in section 3.6, where we review some of the most important studies
on spin relaxation in (110) III-V QWs.
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3.3.1 D’yakonov-Perel’ mechanism
As we already mentioned, the D’yakonov-Perel’ spin relaxation mechanism in
III-V semiconductors arises from the lack of inversion symmetry of the host
material. [46, 48] In contrast to the Elliot-Yafet mechanism, which describes
spin relaxation due to spin-dependent scattering processes, the DP mech-
anism relates to spin dephasing due to random spin precession in-between
scattering events. During the intervals between collisions, each electron spin
precesses around the direction defined by Bint(k), which characterizes the
internal magnetic field due to the BIA contribution to the SO-coupling. The
random walk of individual spins within a spin polarized ensemble results
in random changes of direction and magnitude of the momentum k. The
changes in momentum during collisions lead, in most cases, to rotation of
the precession axis due to changes of the internal field Bint(k). This process
randomizes the precession angles of individual spins in an ensemble and, con-
sequently, entails a fast relaxation of the average spin vector. The fast spin
relaxation caused by momentum fluctuations makes DP one most effective
spin relaxation mechanism in systems missing bulk inversion symmetry.
In some cases, the DP dephasing can be considerably reduced by exploit-
ing motional narrowing effects resulting from rapid momentum scattering:
collisions which change the momentum of an electron faster than the pre-
cession period around the internal field retard spin relaxation. If the time
between collisions is much smaller than the precession period, then the elec-
tron spin will not be able to follow the frequent rotations of the precession
axis and relaxation will be suppressed. Under these conditions, the spin
precession angle between scattering events ϕ = Ωint(k)τp  1. Here, τp
is the momentum relaxation time of the electron and Ωint(k) is the Larmor
precession frequency associated with Bint(k). The average value ϕ2 during
a time interval t τp can be written in the form ϕ2 = (Ωintτp)2t/τp, where
t/τp is the number of flips of the precession axis during time t. Defining the
spin relaxation time τz as the time required to get ϕ2 ≈ 1, we obtain [49]:
1
τz
≈ Ω2int τp. (3.5)
Here Ω2int denotes the value of Ω
2
int averaged over the values of k. Although
equation (3.5) does not take into account details about the momentum scat-
tering dynamics, it yields, in general, a good estimate for the spin relax-
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ation time in the limit of high collision rates. Different approaches have
been successfully used to suppress spin relaxation in GaAs structures by in-
creasing the momentum scattering rates. Examples are the introduction of
dopants [87, 118] and the confinement of spins either within mobile quantum
dots [29, 132, 150] or in narrow 2D channels [74, 89, 97].
A second approach to reduce spin relaxation due to the DP mechanism
explores the confinement effects in 2D systems and the symmetry of the
hosting crystal matrix. To understand this approach, we firstly have to
analyze the dependence of the CB spin splitting on carrier momentum. The
term which describes the lack of inversion symmetry contribution to the
SO-coupling Hamiltonian HSO [equation (3.2)] is known as the Dresselhaus
term [46]. In bulk III-V semiconductors, the Dresselhaus Hamiltonian in the










i+1 − k′2i+2), (3.6)
with k′i being the wave-vector components along the principal crystal axes
defined in Fig. 2.1(b). γ is the spin-splitting constant of the material. We
follow here the convention introduced by Eppenga [54] and Cardona [27],
which define the energy splitting due to the SO-interaction in bulk III-V
semiconductors in the form ∆ESO = γk′3. Values for γ ranging from 16 to
28 eVÅ3 for GaAs have been reported in the literature [33, 36, 46, 98, 112,
132].
Equation (3.6) shows that the internal magnetic field associated with the
energy spin-splitting of the CB depends on the cube of the electron momen-
tum k′. This cubic dependence on carrier momentum makes DP relaxation
very effective for electrons with high energies due to high temperatures or
induced by optical excitation above the bottom of the conduction band.
In quasi 2D systems, the magnitude of the internal magnetic field is,
in general, enhanced in comparison to the 3D case. The k′z component
of the electron momentum perpendicular to the 2D plane becomes larger
because of the confinement. By averaging the SO-splitting along the growth
direction ẑ′ in a QW with thickness d, one obtains a spin-splitting of the
lowest 2D energy band which is proportional to k′2z k′‖, where k
′





y [48]. Note that the symmetry of the wave function along
the confinement direction z′ imposes zero average values for the odd terms
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in k′z.
In this context, (110) oriented QWs were proposed as potential candidates
for the achievement of long spin lifetimes [47, 54]. Transforming equation
(3.6) to the (110)-oriented reference frame [cf. Fig. 2.1(a)], we obtain the
Larmor frequency associated with the Dresselhaus Hamiltonian for the (110)




 4kxkykz−k2ykz − 2k2xkz + k3z
−kyk2z − 2k2xky + k3y
 (3.7)
For the (110) 2D system, we have 〈kz〉 = 〈k3z〉 = 0 along the confinement
direction. Neglecting higher order terms in k‖, we obtain following expression







The internal magnetic field describing the BIA contribution to the SO-










where we use 〈k2z〉 = [π/deff ]2, deff is the effective QW thickness, which
includes the nominal QW thickness d plus the wave function penetration
into the QW barriers.
The vector field pattern describing the distribution of Bint(k) along the
(110) QW plane is illustrated in Fig. 3.3. Unlike QWs grown along [001] or
[111] directions, where the internal magnetic field lies in the QW plane [54,
151], equation (3.9) shows that Bint is always parallel to the growth direction
ẑ in (110) QWs. Electron spins generated by circularly polarized light at
normal incidence are also oriented along ẑ. The internal magnetic field,
therefore, does not induce precession for these spins and, consequently, does
not contribute to spin relaxation. Moreover, Bint depends only on the in-
plane momentum component ky || ŷ of k‖, as illustrated in Fig. 3.3. Electron
motion along x̂ does not affect the internal field felt by the electrons.
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Figure 3.3: Internal magnetic field configuration in (110) QWs. Bint points
always along the growth direction, preserving the ẑ-component of the elec-
tron spin and avoiding fast spin relaxation.
In agreement with the expectations, much longer spin lifetimes for ẑ-
oriented spins have been reported for (110) GaAs QWs [1, 36, 45, 82, 105]
and (110) InAs/GaSb superlattices [66] as compared to their (001) coun-
terparts. Nevertheless, equation (3.9) suggests that fluctuations in ky lead
to spin dephasing when in-plane spin components appear due to precession
induced by external fields. Fluctuations of Bint due to the linear depen-
dence on ky have been demonstrated to induce transversal relaxation rates
one order of magnitude higher than the longitudinal ones [36, 45]. The spin
dephasing dynamics under external magnetic fields and its dependence on
carrier momentum direction in the QW plane will be discussed in detail in
section 3.4.
3.3.2 Bir-Aronov-Pikus mechanism
Optical excitation in semiconductors inherently involves the creation of a
non-equilibrium population of carriers in the valence and in the conduction
band. Hence, besides spin relaxation mechanisms related to the SO-coupling,
spin-flip due to the exchange interaction between electrons and holes has to
be taken into account for the spin relaxation process.
There are two regimes in which the electron and hole spins can interact
and lead to spin relaxation. The first one, proposed by Bir, Aronov and Pikus
(BAP) [20], relates to spin-flips caused by scattering of free electrons in a
sea of spin-polarized holes via the exchange interaction. This mechanism can
dominate the spin relaxation process in highly p-doped materials [57]. The
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second regime addresses exciton spin relaxation, where the excitonic nature
of the wave function plays a fundamental role in the spin scattering process.
Exciton spin relaxation also belongs to the motional narrowing class and can
be described by an effective internal magnetic field acting on excitons with
K 6= 0, where K is the exciton center-of-mass momentum [95].
A clear distinction between these two processes (BAP or exciton spin
relaxation) is, in general, not straightforward and many authors do not rig-
orously separate both situations. In some cases, however, it is possible to
determine whether electrons and holes have similar spin relaxation times,
thus indicating that they are scattered simultaneously and that the exci-
tonic spin relaxation predominates. In intrinsic GaAs QWs, excitonic spin
relaxation normally dominates at low temperatures, where the electron-hole
(e-h) correlation is stronger [95]. As the temperature rises, the relaxation
turns to be dominated by the free-carrier spin scattering, and, in general,
the electron spin lifetime becomes considerably longer than the hole one due
to the stronger SO-coupling for holes and the mixing of the valence band
states [39, 96].
Obviously, spin relaxation due to e-h interaction can coexist with other
relaxation mechanisms. In general, the contribution arising from different
mechanisms can be separated by their unique dependence on temperature
and/or carrier density. For (110) GaAs QWs, where the DP mechanism is
absent for z-oriented spins, it has been demonstrated that the spin relaxation
at low temperatures is basically due to the excitonic interaction. Ohno and
co-workers [105] showed that the spin relaxation below T = 20 K is deter-
mined by exciton spin relaxation. For higher temperatures the spin lifetimes
are enhanced due to exciton dissociation.
As already discussed in the previous chapter, the mobile piezoelectric field
of a SAW spatially separates electrons and holes during acoustic transport.
The transport is then performed with uncorrelated electrons and holes, which
is expected to suppress the BAP relaxation process [129].
3.4 Spin dephasing under external magnetic fields
Equation (3.9) shows that z-oriented spins in (110) GaAs QWs are not sensi-
tive to the D’yakonov-Perel’ relaxation mechanism. Therefore, an optically
excited electron in the CB with spin polarized along the z-direction and an
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in-plane momentum k‖ 6= 0 experiences an internal magnetic field which
maintains the initial spin orientation. Under these conditions, spin relax-
ation is expected to be dominated by other relaxation mechanisms. The
decay of the degree of spin polarization can be, in general, well described by
an exponential decay of the form:
ρz(t) = ρ0e−γzt. (3.10)
Here, ρ0 is the degree of spin polarization of the ensemble at t = 0 and
γz = τ−1z the spin relaxation rate, which is determined by the strength of
the involved relaxation mechanisms.
When an external magnetic field rotates the average spin vector away
from the z-direction, however, the DP mechanism has to be once more con-
sidered in the (110) system. This situation is analogous to spin relaxation
in (001) QWs, where the DP field is not collinear with the spin orienta-
tion direction and random fluctuations of the SO-field caused by momentum
scattering lead to fast loss of the spin memory [49].
3.4.1 Spin dephasing during transport along the [001] direc-
tion
In the (110) reference frame, a Rayleigh SAW propagating along the x̂ ‖
[001] direction imparts an average carrier momentum 〈k‖〉 = (〈kx〉, 0). For
simplicity, we will denote it by 〈kx〉. The carrier momentum parallel to the
wave fronts (ŷ direction), in contrast, averages to zero. This last assertion
implies that the average internal magnetic field due to DP relaxation felt
by the spin ensemble also vanishes, i.e., 〈Bint〉 = 0. In this situation, when
an in-plane external magnetic field Bext is present, the spin precession dy-
namics can be treated as a two-dimensional problem. For simplicity, we set
Bext along ŷ ‖ [11̄0] as in the experimental configuration, so that the spin
dynamics can be described by a pair of components sx(Ωext, t) and sz(Ωext, t)
in the x-z plane, with spin relaxation rates γx and γz, respectively.
In optical pumping experiments, the spin lifetime τs = γ−1s is determined
by the contributions from carrier recombination and spin relaxation, accord-
ing to:
γs = γr + γx,z (3.11)
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where γr = τ−1r is the carrier recombination rate and τr the carrier lifetime.
The spin dephasing rate associated with γx and γz is γx,z, which will be
defined in the following.
Time evolution of the spin polarization
We follow the procedure described by Döhrmann et al. [45] to determine the
time dependence of the spin polarization under a constant in-plane external
magnetic field Bext. The time evolution of the spin polarization components





















The off-diagonal elements in the first term denote the spin precession around
the applied magnetic field Bext. The diagonal elements contain the in and
out-of-plane relaxation rates. Finally, the second term takes into account
the spin relaxation due to carrier recombination.
The solution of equation (3.12) for the z-component of the spin polariza-
tion is given by:
































We expect from equation (3.13) an oscillatory behavior of the spin po-
larization sz(Ωext, t) with time. The effective Larmor frequency ωa (smaller
than Ωext) depends on the difference between out-of-plane (γz) and in-plane
(γx) spin relaxation rates.
The time and magnetic field dependence of the degree of spin polarization
ρz(Ωext, t) is the same one of equation (3.13) which describes the spin polar-
ization. However, according to equation (3.4), ρz(Ωext, t) does not depend
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According to equation (3.9), the spin relaxation rates associated with
the BIA for z-oriented spins in a (110) QW are expected to vanish (i.e.,
τz ≈ ∞). In contrast, the in-plane spin lifetimes are expected to be much
shorter. Using the expression for τx from Ref. [151] and the relation γ =
αh̄3/
√
2m30Eg (α is a dimensionless parameter specifying the strength of the









Here, kB is the Boltzmann constant, τp the momentum relaxation time, T
the temperature, and deff the effective QW thickness. In high-quality (110)
QWs, the carrier lifetimes during diffusion have been shown to exceed several
nanoseconds [45]. During acoustic transport, these lifetimes are expected to
be even longer. Therefore, according to equation (3.17), the exponential de-
cay term e−t/τs in equation (3.13) describing the damping of the spin preces-
sion around the external magnetic field is expected to be mainly determined
by τx.
Hanle effect
Equation (3.13) describes the time evolution of the spin polarization sz under
an external magnetic field and needs, therefore, a time-resolved experimental
analysis for its verification. Information about the spin dynamics can also
be obtained from time integrated luminescence measurements as a function
of an external magnetic field. Here, we explore the Hanle effect [99], which
describes the decay of the spin polarization of a spin ensemble induced by
the application of a transverse magnetic field.
Under usual optical pumping conditions, the carrier decay rate for ther-
malized electrons is given by W (t) = τ−1r exp(−t/τr). The average spin
polarization is then obtained by performing the integration [99]:
s̄z(Ωext) = s̄0
∫
dtW (t)sz(Ωext, t). (3.18)
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Using equation (3.13) and performing the integration in equation (3.18),
we obtain:
s̄z(Ωext) = s̄0
γr (γr + γx)
(γr + γx)(γr + γz) + Ω2ext
, (3.19)
where s̄0 is the average spin polarization at Bext = 0. The time average value
for the degree of spin polarization ρ̄z(Ωext) is then expected to have the same
dependence on the external magnetic field.
Equation (3.19) differs from the standard Hanle effect expression derived
in Ref. [99] due to the anisotropic spin relaxation in (110) QWs. The spin
polarization dynamics, described by equation (3.13), depends on the out
(τz) and in-plane (τx) spin relaxation times, which are different. Equations
(3.13) and (3.19) are, however, expected to provide the same description of
the spin relaxation dynamics. As will be demonstrated in Chapter 6, this
expectation is experimentally fulfilled with very similar in and out of plane
spin relaxation rates obtained from time-resolved and CW optical pumping
experiments.
3.4.2 Spin dephasing during transport along the [11̄0] direc-
tion
In the case of the Bleustein-Gulyaev wave propagating along [11̄0], the non-
zero average carrier momentum impinged by the SAW is 〈ky〉. Equation (3.9)
implies that the internal magnetic field interacting with the electron spins
will have a non-zero average value 〈Bint〉 for transport along this direction.
When an in-plane external magnetic field is applied, the average spin vector
of the ensemble will precess around a resultant magnetic field given by BR =
Bext+〈Bint〉. Since 〈Bint〉 points along ẑ, the spin dynamics is then described
by a three-dimensional problem, with spin polarization components sx, sy,















Here ΩR = (Ωx,Ωy,Ωz) is the Larmor precession frequency of the average
spin vector around the resultant magnetic field BR. Equation (3.20) can be
solved numerically. We have used this procedure to fit the experimental data
to be presented in chapter 6. The initial condition to find the solution for
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the degree of spin polarization is ρ(t = 0) = (0, 0, ρ0). Since Bext ‖ [11̄0],
the resultant Larmor frequency is ΩR = (0,Ωext, 〈Ωint〉). We also assume
γx = γy.
Note that the solution of equation (3.20) is analog to the one of equation
(3.12) for spin transport along the [001] direction, except for the fact that
the average spin polarization precesses around the resultant magnetic field
BR, which has an out-of-plane component. In this way, the longitudinal
component of the spin polarization (i.e., the one parallel to the axis defined
by BR) thermalizes with a time τl, which is expected to be close to τz.
The time evolution of the z-component of the longitudinal degree of spin
polarization ρ`z can be written in the form:







where θ defines the angle between the z-axis and the direction of the resultant













Figure 3.4: Vector scheme illustrating the longitudinal (s`) and the transverse
(st) spin polarization components (with respect to BR) for spin transport
along the [11̄0] direction.
The transverse component of the spin polarization (perpendicular to the
direction of BR) will be sensitive to fluctuations in BR caused by momentum
scattering. Therefore, it is expected to last for a time comparable to τs
[equation (3.14)] and have a time dependence described by a damped spin
precession around BR equivalent to equation (3.13).
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3.5 SAW induced spin relaxation
We have considered in section 3.3 the DP and the BAP relaxation mecha-
nisms. At low temperatures, these processes become the most effective ones
for symmetric, unstrained, and undoped (110) 2D GaAs systems. In partic-
ular, equation (3.9) tells us that the DP process is suppressed for z-oriented
spins in (110) QWs so that the BAP mechanism remains the only relevant
intrinsic spin relaxation process for optically generated carriers.
In this section, we discuss spin relaxation processes induced by the fields
carried by a SAW propagating on the 2D structure. As we discussed in sec-
tion 2.3, the SAW possesses a strain and a piezoelectric field. The carriers
are captured by the piezoelectric field and transported in a well-defined po-
sition within the SAW cycle. Therefore, the moving carriers are, in general,
subjected to non-zero strain and electric fields during transport. These fields
lead to additional contributions to the spin splitting of the conduction band.
3.5.1 Bychkov-Rashba mechanism
The SIA contribution to the SO-Hamiltonian in equation (3.2) is normally
denoted as the Bychkov-Rashba term [25, 26, 110]. This contribution appears
in QWs with an asymmetric confinement potential. The asymmetry may be
intrinsic or induced by the application of external fields. For a 2D system,
the Bychkov-Rashba term is given by [144]:
Hbr(k) = r σ · k×E. (3.22)
Here, r is a material specific parameter and E the electric field character-
izing the asymmetric confinement potential. Note that, in a 2D system,
only an electric field component along the confinement direction leads to a
Bychkov-Rashba contribution. In this way, the effective magnetic field (Bbr)
associated with this contribution always lies in the QW plane and is per-
pendicular to the carrier momentum. Figure 3.5 illustrates this situation for
the effective magnetic field felt by a spin up electron propagating in the QW
plane. Bbr can be used for spin manipulation. Spin control using external
electric fields perpendicular to the QW growth direction was the main moti-
vation for the proposal of the spin transistor by Datta and Das in the early
90’s [40].
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Strictly speaking, (110) QWs grown with nominally symmetric barriers,
as in our case, should not exhibit spin relaxation due to the Bychkov-Rashba
effect. However, even in nominally symmetric structures a small contribution
from Rashba coupling to spin relaxation may appear due to small differences
between the interfaces on both sides of the quantum well [22, 41, 140]. Fluc-
tuations of the doping density, for the case of doped materials, have also





Figure 3.5: Effective magnetic field in the QW plane introduced by the SIA
contribution to the SO-coupling. The internal Bychkov-Rashba field Bbr lies
in the QW plane and points always perpendicularly to the carrier momentum
direction.
As pointed out in subsection 2.3.2, the SAW carries a moving piezoelectric
field with a z-component Ez of a few kV/cm which can also induce a small
contribution of the SIA type. The spin-splitting due to an electric field Ez
applied along the z-direction obtained from equation (3.22) is given by [144]:
h̄Ωbr = rEz k‖, (3.23)
where Ωbr is the Larmor precession frequency associated with Bbr, r = 5.2 eÅ2
for GaAs (cf. Appendix A), and k‖ is the in-plane electron momentum.
In the (110) reference frame, the Rayleigh SAW propagating along the
x̂ ‖ [001] direction imparts an average momentum 〈kx〉 = m0vx/h̄ to the
electrons, where vx is the SAW propagation velocity. The Bychkov-Rashba
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During their transport along x̂, the electrons then experience an effective
average SIA-field pointing along the ŷ direction.
For a SAW propagating along the ŷ ‖ [11̄0] direction with average mo-
mentum 〈ky〉 = m0vy/h̄, the field is directed along x̂, and the precession







As discussed in chapter 2, the propagation velocity of the acoustic modes
along [001] and [11̄0] is similar. Therefore, differences between the average
Bychkov-Rashba fields acting on the propagating along the two directions
spins are basically determined by the amplitude of Ez.
3.5.2 The influence of strain on spin relaxation
Deformations of the lattice change the band structure of a semiconductor
and can influence its electrical and optical properties [32, 99]. The strain
also induces a SIA contribution to the SO-coupling. The corresponding
strain-induced spin-splitting has been used to induce coherent spin precession
in semiconductors [84]. In the same manner as static deformations, the
propagating SAW strain field induces a conduction band spin-splitting which
affects the spin dynamics.
As for an electric field, the deformation of crystals with zinc-blende struc-
ture may induce a SIA contribution to the spin splitting which is linear in
momentum k and proportional to the strain amplitude S [99, 109]. Two
terms describe the conduction band Hamiltonian of such a strained crys-
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The x′, y′, and z′ axes in equation (3.26) denote the main axis of the
system, shown in Fig. 2.1(b). The strain components Sij are defined by
equation (2.3). The y′ and z′ components of the strain-induced precession
frequencies are obtained by cyclic permutation of the spatial indices in Ωs,x′
and Ω∗s,x′ . For GaAs, the constant C3 has been determined both experimental
and theoretically [17, 27, 51, 99, 125]. The experimentally obtained values
range from 0.8 eVÅ [125] to 8.1 eVÅ [17]. As we discuss in chapter 5, the
comparison between the experimentally determined and the expected spin
relaxation rates associated with the the strain field in our system suggest a
very low value for C3. Therefore, in our calculations we adopt the positive
value for C3 = 0.8 eVÅ from Ref. [125] (cf. Appendix A), obtained for spin-
strain coupling coefficient for GaAs epilayers. C∗3 appears due to interaction
with remote bands and should be negligible as compared to C3 [51, 99].
Therefore, in the following we will set Ω∗s,i = 0.
To obtain the corresponding precession frequencies due to the strain field
of a SAW propagating on the (110) surface, it is convenient to rotate the
reference frame following the procedure described in subsection 2.2.1. Ωs(k)
will then depend on the strain components written on equations (2.11) and
(2.12) for the SAW propagating along the [001] and [11̄0] directions, respec-
tively. For the Rayleigh wave propagating along the x̂ ‖ [001] direction the
only strain component relevant for the spin-splitting is the shear component
Sxz, which removes the mirror symmetry of the plane perpendicular to the
growth direction ẑ. After the reference frame rotation, we obtain the pre-
cession frequency associated with the strain for the Rayleigh wave. It has a
single non-zero component ΩRs,y along ŷ, given by:








Analogously, the shear strain component Syz of the Bleustein-Gulyaev
wave propagating along the ŷ ‖ [11̄0] direction leads to an electron precession
frequency ΩBGs (k) given by:






Equations (3.27) and (3.28) indicate that, as in the case of the Bychkov-
Rashba contribution induced by the piezoelectric field, the effective magnetic
field due to the strain lies in the QW plane and is always directed perpen-
dicularly to the SAW propagation direction.
3.6 Discussion
In this brief section, we make an overview of spin relaxation studies in (110)
QWs and their relation with what has been discussed in this chapter.
As discussed in section 3.4, the dynamics of optically-oriented electron
spins is described by the spin relaxation time τz. When external fields are ap-
plied to induce spin precession, the spin lifetime τs [given by equation (3.14)]
determines the time scale for spin decoherence. These two times arise from
the simultaneous action of different dephasing mechanisms on the spin vector
of the ensemble. In general, each mechanism has a particular dependence on
parameters like temperature or external fields and the relevant ones can be
identified by analyzing the dependence of the spin lifetimes on such param-
eters.
In the absence of external magnetic fields, the suppression of the DP
relaxation mechanism for spins along the z-direction due to the special sym-
metry of (110) III-V QWs is expected to lead to long spin lifetimes. Spin
lifetimes in (110) oriented superlattices have been shown to have a spin relax-
ation rates one order of magnitude slower than their (001) counterparts [66].
The absence of the DP mechanism has been attributed as the main reason
for the long spin relaxation times ranging from approximately 1 to 10 ns
obtained in (110) GaAs [1, 45, 82, 105], InAs [68], and InGaAs [101] QWs.
The magnitude of the spin lifetimes for the (110) systems depends, there-
fore, on the ability to control other relevant spin relaxation processes. Tem-
perature is probably the most important parameter in order to identify these
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mechanisms. The interaction between the electron and hole spins (the BAP
mechanism) was demonstrated to be effective at low temperatures (below
100 K) [45, 105]. Different approaches have been used to control this in-
teraction. The BAP mechanism has been reduced by n-doping, with longer
spin lifetimes been verified in comparison to undoped (110) QWs. The longer
lifetimes were attributed to a screening of the e-h interaction due to the ex-
cess electrons [1, 101]. Another approach relies on the reduction of the e-h
interaction due to type-II confinement of carriers in InAs QWs with AlSb
barriers [68]. In acoustic transport, the efficiency of the BAP mechanism is
expected to be diminished by the type-II spatial separation of electrons and
holes induced by the moving SAW piezoelectric potential [129].
For temperatures above 100 K, where the e-h interaction is weaker,
the spin lifetimes in (110) QWs have been shown to be mainly limited by
asymmetries between the two QW interfaces, which lead to built-in SIA
fields [68, 82, 92]. The SIA contribution has also been shown to reduce the
spin lifetimes in strained (110) QWs [121]. In section 3.5, we have shown
that during acoustic transport SIA can also be induced by the SAW fields.
This contribution to spin relaxation can be written as in-plane effective mag-
netic fields perpendicular to the carrier propagation direction. Figure 3.6(a)
resumes schematically the effective fields acting on a spin polarized carrier
packet propagating along the x̂ ‖ [001] direction. According to equations
(3.24) and (3.27), the SAW effective magnetic fields BRbr and B
R
s due to the
piezoelectric and strain fields, respectively, have the same orientation along
the y axis. For propagation along the [11̄0] direction, the acoustic fields
associated with the Bleustein-Gulyaev wave, BBGbr and B
BG














Figure 3.6: Effective magnetic field induced by the SAW fields during acous-
tic transport in (110) QWs along the (a) [001] and (b) [11̄0] directions.
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orientation according to equations (3.25) and (3.28). This is illustrated in
Fig. 3.6(b).
For wider QWs (d > 20 nm), where occupation of higher subbands at el-
evated temperatures can be considerable, a new spin relaxation mechanism
has been proposed. Using first order perturbation theory the authors in
Ref. [45] demonstrate that there is a non-zero probability of spin-flip when
an electron in the conduction band is thermally excited from the first to
the second subband, leading to the so-called intersubband spin relaxation
(ISR). The spin relaxation time for the ISR process is proportional to the
momentum scattering time, thus decreasing with temperature. The theory
was successfully applied to explain the decrease of the spin relaxation times
observed from 120 to 300 K in a apparently SIA free (110) system. In the
high temperature regime, ISR could be relevant for the spin relaxation in the
18 nm-thick (110) QWs employed in our experiments. However, as we will
verify in chapter 5, acoustic spin transport above 80 K could not be accom-
plished due to the low transport efficiency. We, therefore, have no evidences
of the influence of the ISR relaxation mechanism in our experiments.
The discussion in the previous paragraphs justifies why the Elliott-Yafet
relaxation mechanism [53, 135] has not been considered as one of the main
sources of spin relaxation in our system. Pure (110) GaAs QWs, i.e. with
very low concentration of impurities and defects, were shown to have no sig-
nificant contribution to the relaxation of optically excited spins due to this
mechanism [45, 82, 105]. Reports based on temperature-dependent mea-
surements of the spin relaxation times in intrinsic (110) QWs have shown
that BAP and built-in SIA contributions are the main relaxation processes
up to 100 K. As we will show in chapter 5, our measurements also reveal
no significant contribution from the EY mechanism to the spin relaxation
dynamics.
Another spin relaxation process, which we did not take into account here
is the spin relaxation via the hyperfine interaction [50, 99, 106]. This process
requires that the nuclei have a non-zero average spin polarization in order
to interact with the electron spins. Under external magnetic fields, dynamic
nuclear polarization can be enhanced by the interaction with light [117].
However, for normal light incidence and weak in-plane external magnetic
fields this mechanism leads, in general, to negligible contributions.
When in-plane external magnetic fields are applied, the spin relaxation
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efficiency in (110) QWs increases dramatically. Döhrmann et al. [45] demon-
strated that the application of an in-plane external magnetic field leads to
spin lifetimes τs much shorter than τz. Fluctuations of the internal BIA mag-
netic field due to in-plane momentum scattering [equation (3.9)] were shown
to dephase the spin components very quickly. In this way, an anisotropy
between out (τz) and in-plane (τx) spin relaxation times was demonstrated
and attributed to the effects of the BIA relaxation, once suppressed in the
zero-field situation. In fact, further studies of the anisotropic spin relaxation
in (110) QWs demonstrated the ability to tune the relaxation anisotropy.
Taking the dependence of τx on the momentum scattering time, confinement
energy, and temperature expected from equation (3.17), a variety of τz/τx
ratios have been reported [101, 121].
In addition to the suppression of the BAP relaxation, another advantage
of employing SAWs to transport spins comes from the ability to impinge
a well-defined average momentum to the carrier ensemble. In contrast to
all the previous experiments, where the average carrier momentum vanishes,
different in-plane propagation directions can be chosen for acoustic transport
in order to explore the SO-coupling dependence on carrier momentum direc-
tion. The carrier momentum dependence of the internal magnetic field in
equation (3.9) leads, consequently, to different spin dynamics along different
in-plane propagation directions. This topic will be addressed in chapter 6,
where we demonstrate that in (110) QWs the spin dephasing dynamics de-
pends on the transport direction and can be understood in terms of the






In this chapter, we provide details about sample growth and processing, as
well as about the spectroscopic techniques to probe carrier and spin transport
using SAWs. We start with the growth of (110) GaAs structures using molec-
ular beam epitaxy (MBE). We then describe the (Al,Ga)As layer structures
used for acoustic transport. The processing steps after the MBE growth
are also described. They include the deposition by sputtering of a piezo-
electric ZnO layer (in one of the samples) followed by the photolithographic
fabrication of metallic interdigital transducers (IDTs) for the generation of
acoustic beams. In the last part of the chapter, we comment on the optical
experiments, which have enabled us to study the time and spatial evolution
of spin-polarized carriers during acoustic transport.
4.1 Sample preparation
All the steps of the sample preparation (MBE growth, ZnO sputtering, and
IDT processing) were performed at the facilities of the Paul-Drude-Institute.
4.1.1 MBE growth of (110)-oriented structures
We start with a short review of MBE growth of (110)-oriented films on (110)
substrates. The growth of such structures is a non-trivial procedure and has
not received much attention as the one for (001) layers.
MBE is a thin film deposition technique carried out under ultrahigh vac-
uum (UHV) conditions, at a base pressure typically around 10−11 Torr. The
constituents of the film are provided by separate evaporation of source mate-
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rials from thermally heated crucibles. In case of III-V compounds, the molec-
ular beams consist of atoms (group III elements) and molecules (dimers,
tetramers, and group V element). Under standard conditions, the sticking
coefficient of group III element is unity, whereas the sticking coefficient of
group V element is always lower then unity. Before being incorporated, the
group V element, which is provided in excess, undergoes a thermal cracking
process at the surface of the heated surface. Since during the thin film forma-
tion the excess group V element evaporates, an almost perfect stoichiometric
compound is formed.
As the molecular beams are controlled by individual shutters in front of
the sources, this technique allows for the fabrication of layer systems tai-
lored on a submonolayer scale. Usually, growth rates, surface, and film qual-
ity are precisely controlled during growth by in situ monitoring techniques.
The most common one is the Reflection High-Energy Electron Diffraction
(RHEED), which enables the analysis of the growing layers through the
diffraction pattern of electrons diffracted at grazing incidence.
MBE growth studies of (110) GaAs layers date back to the 70’s and were
originally motivated by the manufacturing of GaAs devices on group-IV semi-
conductors [71]. The (110) non-polar plane of the zinc-blende structure had
been proposed as one of the preferred orientations for the epitaxial growth
of zinc-blende films on group IV substrates, because of the absence of inter-
face charge imbalance for this plane [91]. This special interface property has
motivated several studies of epitaxial growth of III-V materials on group IV
(110) substrates, including GaAs on Ge [28], GaP on Si [146], and GaAs on
Si [93]. The optical anisotropy of the (110) QWs [63] was another motiva-
tion for device applications, like optical modulators or vertical-cavity surface
emitting lasers (VCSEL) [134].
The initial growth studies of GaAs and (Al,Ga)As on (110) GaAs sub-
strates reported great difficulties in obtaining high-quality epilayers at growth
temperatures above 620◦C. Growth instabilities and morphological imper-
fections have been some of the reported problems. [13, 139] During the ho-
moepitaxial MBE growth of GaAs (110) under these conditions, the surface
appeared completely covered with facets, thus degrading the optical and
electrical characteristics of the epilayers. Detailed investigations of facet for-
mation and geometry was reported by Allen et al. [2, 3]. These authors
showed that the facets are aligned along the [001] direction with sides com-
58
Sample preparation
posed of (010), (100), and (111) Ga back faces. In order to obtain smooth
surfaces using MBE, they proposed the use of (110) substrates tilted by a
relatively large angle (of approx. 6◦) towards the (111̄)Ga direction. Since
As has a lower sticking coefficient than Ga, tilting the sample exposes the
(111̄) Ga-rich planes, thus reducing the As desorption and forming stable
surface basis for further incoming molecular beams of Ga and As [2, 3]. This
procedure also improved the quality of heterostructures [133]. Migration-
enhanced epitaxy (MEE) [94] leads to further structural improvements and
to smoother surfaces and interfaces [75, 103]. Here, the Ga and As4 fluxes are
supplied discontinuously to the substrate by opening alternately the shutters
in front of the evaporation sources.
Significant improvements on the structural quality of the (110) structures
have been obtained by using lower growth temperatures and higher V-III flux
ratios [55, 63, 138]. Finally, the morphology of the interfaces could be further
improved by adding growth interruptions for surface annealing [148]. The
combination of these techniques has lead to (110) QWs with high structural
quality, which has been demonstrated to enhance the spin lifetimes in these
systems [92].
4.1.2 (110) GaAs quantum wells for acoustic transport
Spin transport by surface acoustic waves requires a high degree of struc-
tural perfection, specially at the QW interfaces. Potential fluctuations at
these interfaces hinders the transport of carriers by the moving piezoelectric
field. Interface states can trap propagating carriers and induce recombina-
tion, thereby deteriorating the ambipolar transport efficiency [5]. Available
interface states produced by thickness variations and/or defects can, in some
cases, be reduced by employing doping [30]. This procedure, however, leads
to degradation of the piezoelectric properties of the material. Furthermore,
to transport carriers coherently (i.e., with the acoustic velocity vsaw), a min-
imum value of carrier mobility (µc) is required in order to satisfy the condi-
tion vsaw = µcFsaw, where Fsaw is the longitudinal component of the SAW
piezoelectric field. As will be demonstrated in Chapter 5, low transport effi-
ciency also limits the spin transport lengths. The mobility requirement can
be compensated if the piezoelectric SAW field Fsaw is increased. This can
be achieved by depositing a piezoelectric layer of ZnO on top of the III-V















Table 4.1: Layer structure of sample A consisting of a 18 nm-thick GaAs
QW with Al0.3Ga0.7As barriers.
In order to reach the electronic quality required for acoustic transport,
an optimization of the MBE deposition conditions for GaAs/AlxGa1−xAs
structures was carried out. The multilayer structure of sample A is shown in
Table 4.1. After the conventional oxide desorption, the GaAs (110) surfaces
were smoothed by the deposition of a 10 nm-thick GaAs layer grown in the
MEE mode. The 18 nm-thick GaAs QW and the Al0.3Ga0.7As barriers were
deposited at TG = 490◦C under a V-III beam equivalent pressure1 ratio of
70 and a growth rate of approximately 220 nm/h. As shown in Table 4.1,
a 20 period GaAs/Al0.3Ga0.7As superlattice was introduced before the QW
growth. This superlattice smoothes the growth front and considerably im-
proves the structural quality of the material and of the QW interfaces. Fur-
thermore, the increase in the number of interfaces with the addition of the
superlattice efficiently blocks impurity riding from the substrate to the QW,
thus increasing the purity of the 2D structure. At the end of every growth
step, the process was interrupted for a 1 min annealing at 600◦C to reduce
the surface step density. As indicated in Table 4.1, the sample was produced
performing two stages of MEE growth. The second one (0.2 nm), however,
did not lead to substantial improvement of the optical properties [73]. Note
that Table 4.1 includes the ZnO sputtered layer. Its deposition will be de-
scribed in the next subsection.
The structural quality of the sample was evaluated by analyzing the full-




width at half-maximum (FWHM) of the photoluminescence (PL) measured
at low temperature (5 K). Rough interfaces broaden the PL line due to
variations of the band gap energy over regions with inhomogeneous QW
widths. Therefore, the narrower the FWHM of the PL, the higher the degree
of homogeneity is expected for the QW interfaces. Figure 4.1 shows the PL
spectrum recorded at T = 5 K for sample A, which has a PL FWHM of
0.8 meV. Although this value exceeds the one for (001) GaAs QWs with the
same thickness by a factor of approximately 5 [72], the sample quality was
found to be suitable for acoustic transport experiments. In general, FWHMs
smaller than 1 meV are required for efficient acoustic transport.
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Figure 4.1: PL emission of the 18 nm-thick GaAs QW structure of Table 4.1.
The small FWHM of 0.8 meV reflects the high degree of structural perfection.
We have also performed transport experiments on a second sample (sam-
ple B) containing a shallower (160 nm below the surface) 18 nm-thick QW,
as shown in Table 4.2. Sample B did not receive a ZnO layer on top. This
sample, however, was grown at an early stage of the growth optimization pro-
cess and has a lower degree of structural perfection as compared to sample
A. In fact, the PL emission for this sample was not homogeneous, changing
slightly for different sample areas. The FWHM was approximately 2 meV.
The transport measurements on this sample were important mainly to ana-
lyze the effects introduced by the piezoelectric film on carrier and spin trans-
port properties of sample A. As we will show in chapter 5, the presence of
the piezoelectric ZnO film significantly improves the carrier transport prop-
erties, increasing the spin transport length by a factor of approximately 5.














Table 4.2: Layer structure of sample B consisting of a 18 nm-thick GaAs
QW with Al0.3Ga0.7As barriers.
4.1.3 ZnO sputtering
The initial acoustic transport experiments on (110) QWs have shown that
the SAW-induced piezoelectric fields were not sufficiently strong to capture
and coherently transport the carriers along the SAW propagation path [147].
Strong piezoelectric fields were obtained by coating the (Al,Ga)As structures
with a piezoelectric ZnO film. Polycrystalline ZnO thin films deposited by
sputtering are widely used in different applications like SAW transduction,
optical waveguides [69], and acousto-optic devices [31, 52]. In order to be
piezoelectric, the c-axis (the polar axis of the material) of the hexagonal
(wurtzite) ZnO crystallites has to be preferentially oriented along the growth
direction [62, 107]. The films have also to have a high electrical resistivity
to avoid electrical losses during the SAW excitation using the IDTs.
We have coated sample A with a 500 nm-thick ZnO layer using a con-
ventional rf-magnetron sputtering machine with a ZnO target. The ZnO
deposition was carried out at 200◦C in an Ar/O2 atmosphere. The addi-
tion of O2 is important to increase the electrical resistivity. Prior to ZnO
deposition, the sample surface was cleaned by an ion-etching process. We
found that the electronic properties of QWs placed at depths shallower than
150 nm below the surface were severely degraded during the ion-etching. For
this reason, the 18 nm-thick QW of sample A was intensionally grown at a
depth of 390 nm.
The high degree of c-orientation of the ZnO grains in the film is demon-
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strated by the X-ray ω−2θ diffraction curve of Fig. 4.2, which was obtained
using the Cu Kα1 wavelength of 0.154060 nm. The pronounced diffraction
peak from the (0002) plane of ZnO at ω = 17.23◦ indicates the preferential
orientation of the ZnO crystallites. The diffraction peak from (220) GaAs
planes is situated at ω = 22.66◦. Diffraction peaks from the ZnO (0004) and
GaAs (440) planes are also observed at ω = 36.31◦ and 50.42◦, respectively.
The inset shows the rocking curve recorded around the (0002) ZnO plane.
The FWHM = 4.35◦ of the rocking curve reflects the angular distribution
of the c-axis of the crystallites around the normal to the sample plane [62].
We did not perform a systematic study, but the weak X-ray peak situated
at ω = 18.09◦ can be related to crystallites with slightly tilted c-axis. This
would slightly reduce the piezoelectric field expected for such a structure.






















































































Figure 4.2: X-ray diffraction curve of sample A after the ZnO sputtering (cf.
Table 4.1). The ZnO (0002) diffraction peak from the ZnO crystallites with
c-axis orientation perpendicular to the film surface is detected at ω = 17.23◦.
The inset shows a rocking curve taken around this peak.
4.2 SAW generation
The surface acoustic waves for acoustically induced transport are electrically
generated via the inverse piezoelectric effect. This is carried out using metal
interdigital transducers (IDTs) deposited on the sample surface, as illustrated
in Fig. 4.3(a). An IDT consists of a metal-finger grating with a repetition
period equal to the SAW wavelength (λSAW). The application of a radio-
frequency (rf) voltage with frequency fSAW = vSAW/λSAW (where vSAW is
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the SAW propagation velocity) to the grating excites a coherent acoustic




















Figure 4.3: (a) Configuration of the IDTs on top of a (110) GaAs QW sample
with (Al,Ga)As barriers. The sample is coated with a piezoelectric ZnO film.
IDTs were designed to launch SAW beams along the [001] and [11̄0] surface
directions. (b) Finger shape of a focusing IDT, defining the angular aperture
φ and focusing distance r0 of the acoustic beam.
The generation of high-power acoustic beams on GaAs requires, in gen-
eral, IDTs with a large number of fingers, which have to be carefully designed
to minimize losses. As the generated beam propagates through the long
metal grating of the IDT, it can be reflected and scattered into bulk modes.
In the simplest type of IDT, the so-called single-finger IDTs, each period
consists of two fingers with width and separation equal to λSAW/4. Acoustic
reflections are large in this kind of structure since the grating periodicity ful-
fills the conditions for acoustic Bragg reflection of the excited SAW. These
Bragg reflections turn single-finger IDTs into standing-wave acoustic cavities,
leading to high acoustic amplitudes inside the transducers. The reflections
can be minimized using a split-finger grating, where each single IDT finger
is split into two. The period then consists of four fingers with width and
separation corresponding to λSAW/8. This configuration minimizes acoustic
reflections by transforming the finger grating into a second-order one. This
argument justifies the use of split-finger transducers in our experiments.
The acoustic power density can be further increased by employing acous-
tic beams with a narrow cross-section. Since the carriers are attracted to-
wards regions of high acoustic power densities, these beams also act as narrow
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channels for acoustic transport. Narrow SAW beams can be produced by fo-
cusing IDTs with curve-shaped fingers [34]. In isotropic media, focusing is
accomplished by shaping the IDT fingers in the form of an arc of circumfer-
ence in order to produce a beam converging to the circumference center. In
anisotropic materials (like GaAs), best focusing performances are obtained
when the group velocity of the SAW beam generated at each section of the
IDT is directed towards the focus point, i.e., when the IDT fingers follow
lines of constant group velocity [141, 142].
We have used focusing IDTs designed by taking into account the crys-
talline anisotropy of GaAs (110) [43]. As illustrated in Fig. 4.3(b), the fingers









where r0 is the IDT focusing length and θ is the angle defined in Fig. 4.3(b).
The anisotropic parameter a accounts for the dependence of the SAW
group velocity on propagation direction caused by the crystal anisotropy.









Here, vg is the wave group velocity, v0 is the propagation velocity of the
wave along the IDT axis (i.e., for θ = 0), and δ is a deviation angle with
respect to the power flow direction specified by θ, as shown in Fig. 4.3(b).
These quantities are related by (1 + 2a)δ = 2aθ. Equation (4.2) is valid for
δ2/4a  1.
The IDTs were deposited on samples A and B along the two in-plane
directions of the (110) surface, the x̂ ‖ [001] and the ŷ ‖ [11̄0] direction
according to the diagram in Fig. 4.3(a). They were fabricated using contact
photolithography followed by a lift-off metallization process [143]. In the
first step of this process, the sample is covered with a photoresist, which
is brought into contact with a chromium mask fabricated by electron-beam
lithography, which defines the IDT structure. The negative photoresist is
exposed with UV light while the wafer is in contact position with the mask.
On the sequence, a developer is used to remove the photoresist in the areas
not exposed to the UV light. Because of the contact between the resist and
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mask, high resolution is possible in contact lithography, which in our case is
0.5 µm. The sample is then covered with a Ti/Al/Ti multilayer with layer
thicknesses of 10 nm, 40 nm, and 10 nm, respectively. The lower Ti layer
improves the adhesion of the metal film to the (Al,Ga)As surface, the upper
one prevents the oxidation of the Al film. After metallization, lift-off of
the metal is performed by etching of the photoresist, thus defining the IDT
shape. The final result is viewed in the image shown in Fig. 4.4. The four
focusing metal IDTs (indicated by Al) deposited on top of the ZnO film form
a cross, which allows the generation of SAWs along the [001], [001̄], [11̄0],
and [1̄10] directions. In the experiments which follow we used only the ones








Figure 4.4: Sample surface image after the processing procedure. The dark
area corresponds to the ZnO film, on top of which four metal IDTs (Al) are
deposited. The focusing acoustic beams are generated by the IDTs fingers
indicated by arrows.
For both [001] and [11̄0] directions, the IDTs were 2 mm long, with input
and output apertures of ωi = 224 µm and ωo = 24 µm, respectively. The
focusing length is r0 = 120 µm, corresponding to an angular aperture φ =
0.1 rad. [cf. Fig. 4.3(b)]. The value of the anisotropy parameter a depends
on the propagation direction. While for the [11̄0] direction a = -0.0091, for
the [001] a = -0.154.
The same IDT design was used for samples A and B, i.e, with and without
ZnO film, respectively. We will show during the discussion of the carrier and
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IDTs along [001] IDTs along [110]
(a) (b)
(c) (d)
Figure 4.5: rf-reflection coefficient s11 measurements on IDTs along the [001]
and [11̄0] for sample A, (a) and (b), respectively; the corresponding curves
for sample B are shown in (c) and (d).
spin transport experiments in Chapter 5 that the acoustic beams were also
narrow (i.e., about to 20 µm wide) for sample A, thus demonstrating that
the ZnO film does not affect considerably the focusing properties.
The rf-reflection coefficient s11 of the double-finger IDTs deposited on
sample A along the x̂ and ŷ directions are shown in Fig. 4.5(a) and (b),
respectively. For sample B, they are shown in Fig. 4.5(c) and (d). These
measurements were carried out using a network analyzer. The dips in the
spectra correspond to the reduction in the reflected rf-power, which takes
place when the incident electric power is converted into an acoustic mode.
The SAW wavelength of the IDTs is λSAW = 5.6 µm. Due to the acoustic
anisotropy, the oscillation frequencies differ for the two crystalline direc-
tions. We have measured resonance frequencies of f001SAW = 515 MHz and
f11̄0SAW = 588 MHz for the [001] and [11̄0] directions for sample A, respec-
tively. The ZnO film changes slightly the resonance frequencies. For sample
B, f001SAW = 504 MHz and f
11̄0
SAW = 598 MHz.
The difference |∆s11| = s(non−res)11 − s
(res)
11 between the rf-reflection coef-
ficient at the resonance frequency (s(res)11 ) and away from it (s
(non−res)
11 ) is a
measure of the electro-acoustic conversion efficiency of the IDTs. For sam-
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ple A, the IDTs along the [001] direction |∆s11| = 0.54 dB, while for the
[11̄0] |∆s11| = 0.38 dB. Sample B, has IDTs with |∆s11| = 0.46 dB and
|∆s11| = 0.26 dB for [001] and [11̄0] directions, respectively.
The values for |∆s11| allow for the calculation of the effective acoustic
power (PSAW) resulting from the electro-acoustic conversion of a nominal rf-
power Prf applied to the IDT. Since the power conversion from dBm to mW









The factor 1/2 takes into account the fact that the IDT launches two acoustic
beams in opposite directions along the IDT axis when Prf is applied. The
division by the IDT output aperture ωo allows for the comparison between
the experimental and the calculated quantities 2.
Using the results presented in Fig. 4.5, we take the term in brackets
in equation (4.3) to obtain the conversion efficiency for the four probed
IDTs. They are 0.071, 0.064, 0.082, and 0.045 for the reflection curves in
Figs. 4.5(a), (b), (c), and (d), respectively.
4.3 Optical experiments under surface acoustic wave
Figure 4.6 illustrates the experimental setup used to study spin dynamics
during transport by SAWs. The SAWs are produced by exciting the IDTs
with microwaves from a radio-frequency (rf) generator (Rohde&Schwarz
SMT-06) tuned to the resonance frequency of the IDT. The frequency range
of operation of the rf-generator goes from 5 kHz to 6 GHz, the nominal
output powers up to 16 dBm. An rf-amplifier (Mini Circuits ZFL-2500 VH
AS) was inserted at the generator output to increase the power applied to
the IDT up to 20 dBm. The sample is mounted in a microscope cold finger
cryostat (Cryovac-Konti Kryostat Mikroskop), not shown in Fig. 4.6, with
rf-cables for excitation of the two IDTs. The experiments were always per-
formed under good vacuum conditions, with pressures around 10−7 torr (at
2As pointed out in Chapter 2, the input power used in the numerical calculation pro-
cedure was Pl, the total acoustic power flow per unit length across the SAW beam
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low temperatures). The measurement temperature could be varied from 4
to 300 K.
A commercial pulsed diode laser (PicoQuant LDH-P-780) emitting at
785 nm (approx. 50 meV above the e-hh transition of the QW) with pulse
width of ≈ 100 ps and repetition rate of 40 MHz was used as the light source
in most of the experiments to be presented in chapters 5 and 6. A Ti-Sapphire



























Figure 4.6: Experimental setup for the optical studies: a linearly polarized
laser pulse becomes right circularly polarized after passing a λ/4 plate; an
objective focuses the beam on the SAW path to generate spin polarized car-
riers; the emitter PL is collected by the same objective. Before entering the
monochromator, the right (IR) and left (IL) circularly polarized PL compo-
nents are separated by a polarization displacement prism and simultaneously
detected in different areas of a CCD camera.
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light source. In the experimental setup of Fig. 4.6, the linearly polarized laser
beam is turned into a left circularly polarized one after passing a λ/4 plate.
The laser beam is focused to a spot of diameter of ≈ 10 µm FWHM on the
SAW path by a 20 × microscope objective (Mitutoyo G09003903A). In some
of the experiments a 50 × magnification objective (Mitutoyo F59022901) was
also employed. The laser spot generates carriers with spins preferentially po-
larized along the growth direction. The spin polarized carriers are captured
by the SAW and transported along the SAW propagation direction. The
PL emitted within the transport path is collected by the same objective. Its
circular polarization is analyzed by the λ/4 plate and a polarization displace-
ment prism. The latter displaces vertically the light components polarized
along the x and y directions, which correspond to the PL emitted with right
(IR) and left (IL) circular polarizations, respectively. These two beams are
then detected simultaneously at different regions of a charge-coupled-device
camera (CCD) coupled to a monochromator (JY T6400 with a grating with
1200 l/mm). Two types of CCD-detectors can be selected using a turning
mirror. The first type is a standard charge-coupled-device camera (CCD)
(JY Symphony), which detects the integrated photoluminescence with high
sensitivity. The second type is a gated CCD LaVision Picostar HR12 (g-
CCD in Fig. 4.6), for time-resolved experiments. This detector has an image
intensifier, which can be synchronized with the laser pulses. In these exper-
iments, the delay between the laser excitation pulse and the gated CCD is
set by an electric delay line. Both spectral or spatial resolution of the PL
signal were allowed by exchanging the 1200 grooves/mm diffraction grating
by a mirror.
The polarization sensitivity of the optical system is calibrated using the
acousto-optical-modulation (AOM) placed between λ/4-plate and the ob-
jective. When switched on, the AOM vibrates at 50 MHz and scrambles
the average PL circular polarization, leading to the same time-averaged in-
tensities for the right and left circular PL components directly after the
λ/4-plate. These intensities were then used to correct for polarization dis-
tortions induced by the optical components between the λ/4-plate and the
CCD detector.
The setup includes a coil outside the cryostat for the generation of mag-
netic fields in the plane of the sample. The coil has an iron core and produces
fields with amplitudes inside the cryostat ranging from -50 to 50 mT. The
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axis of the coil, which defines the direction for applied field, was oriented
along the ŷ ‖ [11̄0] direction.
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In this chapter we present experimental results demonstrating acoustic car-
rier and spin transport in (110) GaAs QWs. We start with a characterization
of the basic properties of acoustic carrier transport using photoluminescence
(PL) experiments. We show how the SAW acoustic field quenches the PL at
the carrier generation spot and subsequently transports the carriers along the
propagation path. The effects of the ZnO layer on the transport efficiency
are addressed. We show that the high piezoelectric field generated in the
ZnO-coated sample increases the carrier capture and transport efficiencies,
leading to spin transport distances approaching 70 µm. The long spin trans-
port lengths are mainly attributed to the quenching of the D’yakonov-Perel’
spin relaxation mechanism for spins oriented along the z-direction.
In order to identify the relevant spin relaxation processes, we have carried
out measurements using different light excitation intensities, temperatures,
and SAW powers. We demonstrate that the spin relaxation during acous-
tic transport does not depend on light excitation intensity and temperature
(up to 80 K), thus excluding any contribution from the Bir-Aronov-Pikus
relaxation mechanism. The acoustic power, however, changes the spin re-
laxation rates. We show that, in the low acoustic power regime, the lateral
confinement imposed by the piezoelectric potential during transport further
suppresses spin relaxation. Nevertheless, at high acoustic powers the in-
plane average effective SIA magnetic fields induced by the SAW strain and
piezoelectric fields are shown to induce spin precession.
Acoustic carrier transport
It is important to remark that all the results for carrier as well as spin
transport presented in this chapter were obtained from the analysis of trans-
port experiments along the [001] direction of the (110) surface. The very low
transport efficiency along the [11̄0] direction did not allow the realization of
systematic measurements along this direction.
5.1 Acoustic carrier transport
The processes of carrier generation, capture, and transport by the SAW are
illustrated in Fig. 5.1. The lateral extension of the spatial modulation of the
QW along x̂ is determined by the SAW wavelength λSAW. In the figure, the
amplitude of the modulation along the z direction is exaggerated for better
visualization, since in reality it is much smaller than the QW thickness. The
incident circularly polarized laser light hits the sample at a spot G, which
is placed on the SAW path. At G, the photoexcited carriers (electrons and
holes) are spatially separated by the SAW potential and dragged along the
wave propagation direction. Some of the carriers recombine during transport:
the right and left circularly polarized PL intensities are then measured (as
explained in section 4.3) and used to determine the degree of spin polarization
along the transport path.



























Figure 5.1: Illustration of the acoustic transport mechanism: carriers are
optically generated at a spot G and transported by the SAW, which creates
a lateral confinement potential with periodicity given by λSAW. The PL
emitted along the path gives the degree of spin polarization of the electrons.
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5.1.1 The role of the ZnO layer for carrier transport
Figure 5.2(a) shows a typical CCD image of the right circularly polarized
PL emission from the transport channel obtained for sample B. The CW ac-
quisition experiment was performed at T = 4 K using a nominal rf-power of
Prf = 19.5 dBm applied to the IDT. Band-pass filters were used in order to
select the PL emission from the e-hh transitions of the 18 nm-thick QW. The
carrier generation spot is indicated by G and the SAW propagation direction
is shown by the arrow. The SAW launched by the focusing IDT defines a
narrow (about 10 µm wide) transport channel. In the absence of an acoustic
excitation, PL emission is only observed close to G. Under a SAW, in con-
trast, considerable recombination takes place along the SAW path. Although
the nature of the radiative defects in this sample has not been studied in de-
tail, we believe that they are due to lateral potential fluctuations induced by
interface roughness and variations in the QW thickness. As discussed in sub-
section 4.1.2, these fluctuations can trap carriers and induce recombination,
thus limiting the carrier transport to distances to approximately 20 µm, as
observed in Fig. 5.2(a).
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Figure 5.2: PL images of the acoustic transport in (a) Sample B, (b) Sample
A, which was ZnO-coated. The transport takes place within the 18 nm-thick
GaAs QWs in both structures [cf. Tables 4.1 and 4.2]. Note the difference
in magnitude between the horizontal axes in both pictures.
A significant enhancement of the transport efficiency is achieved with
the addition of a ZnO film. Figure 5.2(b) shows a PL image obtained for
sample A under very similar conditions (T = 15 K and Prf = 16 dBm)
as in Fig. 5.2(a). The vertical axis is spectrally resolved. This measure-
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ment was performed by using the diffraction grating of the monochromator
in order to select the emission energies around the e-hh transition around
812 nm [instead of band pass filters used to obtain the spatial image shown
in Fig. 5.2(a)]. The acoustic channel in this case, is about 20 µm wide. We
clearly observe a much more efficient carrier transport, which reaches dis-
tances exceeding 120 µm [note the different horizontal scales in Figs. 5.2(a)
and (b)]. This considerable enhancement of the carrier transport distance is
attributed to the piezoelectric ZnO layer deposited on top of the (Al,Ga)As
structure containing the GaAs QW. The stronger potential produced by the
piezoelectric layer, besides better screening of the e-h interaction, makes the
transport less sensitive to potential fluctuations along the transport path.
In contrast to Fig. 5.2(a), recombination along the carrier transport channel
is much more homogeneous, demonstrating that the ZnO deposition is an
important step to improve the transport efficiency.
5.1.2 Transport efficiency
Figure 5.3 presents the spatial dependence of the average PL intensity (IPL)
integrated across the transport path of sample A for different rf-powers Prf
applied to the IDT. The squares display the PL profile in the absence of
the SAW (right vertical axis). This profile is basically dominated by carrier
diffusion and is, therefore, symmetric with respect to the generation spot.
The PL intensity in the absence of a SAW [IPL(no SAW)] is approximately 5
times more intense than the profile measured at Prf = 8 dBm, which is shown
together with the other Prf values in the left vertical axis. For Prf ≥ 8 dBm,
IPL at the generation spot decreases with the increase of the acoustic power.
The PL profiles measured under acoustic power are asymmetric, with a much
slower decay along the SAW propagation direction, thus demonstrating the
carrier capture and subsequent transport along the acoustic channel. The
increase of the SAW longitudinal piezoelectric field component (Ex) with
the applied rf-power results in a stronger PL quenching at G (due to a
more effective screening of the e-h interaction) and a more efficient carrier
transport. In particular, the PL intensity at G for Prf = 24 dBm is about 90
times weaker as compared to the PL intensity in the absence of the SAW. A
further increase in the acoustic power leads to a complete quenching of the
recombination along the transport path. PL detection and, consequently,
the analysis of the spin polarization ρz using the PL data becomes then very
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difficult under such conditions.

























































Figure 5.3: PL intensity (IPL) integrated across the SAW beam recorded for
sample A under different acoustic powers Prf . IPL reduces as the acoustic
power increases, demonstrating the quenching of e-hh recombination at the
generation spot G and the subsequent carrier transport. The squares (right
vertical axis) present the PL intensity in the absence of the SAW [IPL(no
SAW)].
5.1.3 Band gap modulation
As pointed out in chapter 2, the SAW strain field induces a periodic modu-
lation of the band gap of the semiconductor structure. The band gap mod-
ulation amplitude ∆Eg increases with the SAW amplitude and in weakly
piezoelectric materials, like GaAs, is mainly attributed to the strain field.
In this section, we analyze the band gap modulation of our multilayer struc-
ture and the effects introduced by the ZnO film on it by comparing the
experimental results with the calculations described in chapter 2.
Figures 5.4 presents the PL spectra of the e-hh transition measured at
T = 15 K for different values of Prf in the ZnO-uncoated sample B. The PL
intensity reduces with Prf . The quenching is about a factor of 6 for a Prf
= 16 dBm as compared to the PL intensity in the absence of a SAW. In
addition to the quenching, the shape of the PL lines changes as Prf increases
due to the band-gap modulation. A PL line splitting into two components
is observed. The lower and higher energy components of the PL doublet
correspond to the transition energies Eming and Emaxg , where the band gap
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energy Eg achieves its minimum and maximum values, respectively. As we
have shown in subsection 2.3.2, in a (110) GaAs QW without a ZnO layer,
due to the weak piezoelectric fields, the carriers are likely to populate a
wide range of SAW phases, thus explaining the detection of the two energy
components in the PL spectra.
The inset in Fig. 5.4 shows that the strain field also penetrates in the
GaAs substrate, affecting the GaAs PL emission line. The splitting of the
GaAs lines cannot be observed due to the wider FWHM of the substrate
emission line and to the lower strain values at the substrate. A calculation
reveals a difference of approximately 40% between the amplitude of the hy-
drostatic strain component S0 in the QW and at the interface between the
MBE layers and the substrate.


































Figure 5.4: PL spectra as a function of SAW power for sample B. The inset
corresponds to a zoom in the emission line of the GaAs substrate, showing
the band splitting caused by the penetration of the SAW strain field.
Figure 5.5 displays the PL energy splitting (∆E = Emaxg −Eming ) (filled
squares) obtained from the data in Fig.5.4 as function of the effective acous-
tic power [cf. section 4.2]. The calculated values (∆E = ∆Emaxg + ∆Eming )
[cf. subsection 2.3.2] which take into account the band gap modulation con-
tribution induced by the SAW strain field are displayed by opened squares.
The calculation was performed by taking into account the multilayer struc-
ture of sample B (Table 4.2). The calculated values agree very well with
experimental ones, showing that in this case the main contribution to the
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band gap modulation of the structure arises from the SAW strain field.

























Figure 5.5: Experimental PL line splitting ∆E (filled squares) as a function
of the effective acoustic power for sample B. The calculated values for ∆Eg
taking into account the modulation due to the SAW strain field are shown
by empty squares.
Figure. 5.6 displays similar measurements for sample A. In this case, the
PL quenching is about 30 times for Prf = 16 dBm [note the logarithmic scale
of the vertical axis of Fig. 5.6]. While IPL reduces for Prf > 6 dBm, no line
splitting is observed in this case. The SAW only red-shifts the e-hh PL emis-
sion line. According to Fig. 2.8(b), the electrons are transported close to the
minimum band gap energy Eming , while the holes remain in positions where
the band gap modulation almost vanishes. The detection of PL recombina-
tion at Eming suggests that the carrier recombination mechanism along the
transport path in this (110) QW takes place when electrons transported by
the SAW recombine with holes trapped in potential fluctuations [5].
The strain field also red-shifts the other emission lines observed in Fig. 5.6.
In particular, the red-shift of the GaAs line is larger for sample A than for
sample B due to the smaller separation between the QW and the substrate
in the former.
The energy shift of the e-hh line with the acoustic power for sample A is
larger than the one from the GaAs substrate. While the former one ranges
about 4 meV, the latter is about 2.8 meV. This result can be understood by
taking into account the stronger piezoelectric field due to the ZnO on the
energy modulation of the e-hh transition for sample A. The filled squares in
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Figure 5.6: PL spectra as a function of SAW power sample A, which has a
500 nm-thick ZnO layer on top.
Fig. 5.7 show the energy shift ∆Eming as a function of the effective acoustic
power PSAW. The data points in this plot were obtained by fitting the spectra
in Fig.5.6 with Gaussian curves in order to obtain the mean peak position
for each PSAW. ∆Eming was then calculated by subtracting from the mean
energy position of the e-hh line for each rf-power the corresponding value
in the absence of a SAW. In the presence of the ZnO, a small blue shift of
the e-hh transition energy has always been observed in the very low power
regime. For Prf > 6 dBm, a narrowing of the e-hh emission linewidth was
also detected. These two effects may be related to each other, but we did
not investigate their origin in detail.
The empty squares curve in Fig. 5.7 display values of ∆Eming , calculated
taking into account only the band gap modulation introduced by the strain
field. A qualitative agreement is found for low acoustic powers, although the
calculations cannot account for the observed blue shift. However, as PSAW
increases, the measured energy shift becomes considerably larger than the
expected contribution from the band gap modulation due to the strain.
Let us now analyze the effects of the piezoelectric field on the band
gap modulation. As pointed out in subsection 2.3.2, an electric field par-
allel to the growth direction of a 2D system induces the spatial separa-
tion of electrons and holes via the Quantum-Confined Stark Effect (QCSE).
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Figure 5.7: Experimental ∆Eming (filled squares) as a function of the effective
acoustic power for sample A. The calculated values of ∆Eming taking into
account only the modulation due to the strain field (empty squares) and
strain plus the piezoelectric-field-induced QCSE (circles) are also shown.
[15, 81, 114, 119, 120] This field shifts the wave functions of electrons and
holes towards opposite QW interfaces, suppressing carrier recombination and
leading to a red-shift of the PL emission line. The energy shift due to the
QCSE induced by an electric field Ez for a particle with effective mass m∗,












Since the effective mass of the holes mh0 is much larger than the elec-
tron effective mass m0, the major contribution to the QCSE energy shift is
determined by the contribution from the valence band. We use m∗ ≈ mh0
= 0.45 m [15] and a 1 nm wave function penetration in each of the QW
barriers, so that deff = 20 nm.
The dotted curve shown in Fig. 5.7 was calculated by including the energy
shift ∆EQCSE given by equation (5.1) to the energy shift calculated from the
strain contribution. The agreement is significantly improved, specially for
higher acoustic powers, demonstrating that the SAW-induced energy shift
on the e-hh emission results from a combined contribution of both strain and
piezoelectric fields. The absolute values calculated for ∆EQCSE depend on
the piezoelectric properties of the ZnO layer as well as on the wave function
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penetration into the QW barriers. In the former case, as we pointed out
in chapter 2, the calculations assume a complete orientation of the ZnO
crystallites along the c-axis. However, a distribution of orientations around
the c-axis as well as the presence of crystallites with opposite polarization
may decrease the piezoelectricity in comparison to a fully c-axis oriented
film [62]. On the other hand, the dependence of ∆EQCSE on d4eff makes it
very sensitive to this parameter. The value assumed here for the penetration
into the barriers is 1 nm. The real value can, however, be higher and may
account for the lower calculated values for ∆Eming for high PSAW as compared
to the measured ones.
5.2 Acoustic spin transport
This section is devoted to the investigation of spin transport in (110) GaAs
QWs using polarization-resolved PL measurements. We first demonstrate the
acoustically induced spin transport, based on the analysis of the PL polar-
ization collected along the SAW path in the [001] direction. In the following,
we discuss the spin relaxation properties in the absence of external magnetic
fields. We try to identify the relevant spin relaxation mechanisms acting on
the spin ensembles by looking on the results obtained under different light
intensity, sample temperature, and acoustic power.
5.2.1 The role of the ZnO layer for spin transport
Figure 5.8(a) presents profiles of the right (IR) (squares) and left (IL) (dots)
circularly polarized PL, recorded at T = 4 K along the transport path on
sample B (i.e., without the ZnO coating). The carriers were generated by
a left circularly polarized laser beam focused at x = 0 (spot G). The solid
line shows, for comparison, IR in the absence of a SAW. The PL intensity
at the generation spot is approximately 20 times weaker when a SAW power
Prf = 19.5 dBm is applied. As already observed in Fig. 5.2(a), the acoustic
carrier transport in sample B is strongly affected by potential fluctuations
along the transport path. The wavy PL profiles displayed in Fig. 5.8(a) also
show a spatial modulation with a period comparable to the SAW wavelength
λSAW. The latter is attributed to acoustic interference1. This interference
1The mask used to design the IDTs on sample B included two faced IDTs. Therefore,
the SAW launched by one of the IDTs along the [001] direction can be reflected by the
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also avoids a smooth decay of the PL emission along x. Note that the
intensity IR is higher than IL along the whole channel, showing that a non-
zero electron spin polarization is being transported (we assume that the hole
spins relax much faster the electron ones [129]).






























































Figure 5.8: PL profiles of the right IR and left IL circularly polarized light
demonstrating a net spin transport along the SAW channel in (a) sample B
(without ZnO) and (b) sample A (ZnO-coated). The solid lines show the PL
profiles in the absence of a SAW.
Figure 5.8(b) displays the spatial dependence of IR (squares) and IL
(dots) recorded at 15 K for the ZnO-coated sample A. The solid line shows
again IR in the absence of a SAW, where the PL profile is determined by
second one and interfere with the incoming wave front along the transport path.
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carrier diffusion2 and practically vanishes for |x| ≥ 20 µm. When a SAW is
generated by applying a Prf = 16 dBm to the IDT, a strong reduction of IR
and IL (by a factor of approx. 30) takes place at x = 0 as the photogenerated
carriers are transported away from G. In addition, IR also remains above IL
along the whole measured spatial range.
Figure 5.9 shows the spatial dependencies of the spin polarization ρz ex-
tracted from Figs. 5.8(a) and (b). The spin polarization decay is faster for
sample B (squares). An exponential fit to the data (solid black line) yields a
spin transport length (spin decay length) of ls = 15 µm. The spin depolar-
ization is considerably slower for the sample A (circles). An exponential fit
(red solid line) yields, in this case, a spin transport length of Ls = 64 µm.
As we will show in the discussion of time-resolved experiments in chapter 6,
the strong carrier confinement induced by the piezoelectric field in the ZnO
coated sample ensures that the transport length and the spin lifetime (τz)
are related to each other by Ls = vSAWτz, where vSAW is the SAW propaga-
tion velocity. This expression yields a spin lifetime τz = 22 ns for the case of
a SAW propagating along the x ‖ [001] direction, with vx = 2930 m/s (the
propagation velocity of the spins for sample A will be determined in chap-
ter 6). These are the longest spin lifetime and transport length reported for
spin transport in (110) GaAs quantum wells [35].
At this point, we conclude that the enhancement of the piezoelectric field
induced by the ZnO layer is crucial for the improvement of the carrier as well
as of the spin transport efficiencies. Therefore, from now on, expect when
stated, our focus will be to the analysis of the spin relaxation dynamics in
the ZnO-coated sample A.
5.3 Spin relaxation during acoustic transport
The orientation of the SO-field in a symmetric (110) GaAs QW [equation
(3.9)] predicts vanishing relaxation via the DP mechanism for z-oriented
spins. However, Fig 5.9 demonstrates that, even under the strong con-
finement induced by the SAW piezoelectric potential, the spins live slightly
longer than 20 ns. In the following subsections, we address the mechanisms
limiting the spin lifetime in our system.
2The larger diameter of the laser spot in Fig. 5.8(b) in comparison to (a) is due to the
20× magnification objective used in the former. The experiments on sample B shown in
Fig. 5.8(a) were performed with a 50× objective, what creates a 2.5 smaller laser spot.
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Figure 5.9: Spin polarization decay obtained from the PL profiles displayed
in Fig. 5.8(a) and (b) for sample B (squares) and sample A (circles), respec-
tively. The solid lines correspond to exponential fits.
5.3.1 Light intensity
The role of the Bir-Aronov-Pikus spin relaxation mechanism, associated with
the electron-hole interaction, can be checked by changing the light excitation
power (Pex) and consequently changing the carrier density generated by the
laser beam [1, 105]. Figure 5.10 displays on a logarithmic scale the decay
of the spin polarization for different values of Pex. For x > 15 µm (and
for the whole spatial range for the low light excitation intensities), the spin
relaxation rates are essentially independent on Pex, thus indicating that the
long-range acoustic transport is not limited by the e-h exchange interaction.
For high illumination intensity (Pex = 10 µW curve), ρz decays faster close
to the generation spot (x < 15 µm). The latter is attributed to the BAP
mechanism induced by the large concentration of carriers injected at G. As
the carriers are taken away from the generation spot, BAP relaxation is
virtually eliminated.
Exponential fits of the long decay regime for the three pumping powers
in Fig. 5.10 provide spin transport distances of approximately 45 µm. This
value is smaller than the one of 64 µm obtained from the fit in Fig. 5.9 due
the lower acoustic power (Prf = 10 dBm) used in the present measurements.
At low light intensity, as well as high temperatures (T), the PL emitted
along the transport path decreases considerably. Therefore, in order to have
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a reasonable luminescence intensity along the channel, it was necessary to
reduce the acoustic power. The dependence of the spin transport length on
the applied acoustic power will be discussed in detail in subsection 5.3.3.
















Figure 5.10: Dependence of spin polarization during transport on light ex-
citation power Pex for sample A, recorded at T = 15 K and using Prf =
10 dBm. The solid lines are exponential decay fits to the data.
5.3.2 Temperature
To confirm the suppression of the BAP relaxation during acoustic transport,
we have also performed experiments under different temperatures. The effi-
ciency of the BAP spin relaxation mechanism should reduce if the tempera-
ture is high enough to prevent exciton formation. Figure 5.11 displays spin
polarization profiles recorded at different temperatures, under a fixed acous-
tic power Prf = 9 dBm. The profiles are essentially temperature independent
up to 75 K. Reliable spin transport measurements could not be carried out
above 80 K due to the reduced transport efficiency. Previous works on (110)
GaAs QWs have reported an enhancement of the relaxation time of optically
injected spins with temperature in the range from 10 to 120 K [45, 105]. This
behavior has been attributed to the reduction of the electron-hole correlation
with temperature, which weakens the BAP mechanism. The invariance of
the spin transport length with temperature further confirms the suppression
of the BAP mechanism by the spatial separation of electrons and holes in
the type-II potential confinement associated with the acoustic wave [37].
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Note that the invariance of the spin relaxation rates with temperature
during acoustic transport also indicates no significant contribution from the
Elliott-Yafet mechanism. According to Zutic’ [151], the EY mechanism leads
a temperature dependence of the spin relaxation given by τz ∼ τp/T 2 in non-
degenerate semiconductors. The absence of EY in our experiments agrees
with previous temperature dependent spin relaxation measurements in (110)
QWs [1, 45, 105].
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Figure 5.11: Spin depolarization along the transport channel recorded at
different temperatures using Prf = 9 dBm and Pex = 4 µW.
5.3.3 Acoustic power
The spin lifetimes for z-oriented spins were shown to be independent of tem-
perature and carrier density, demonstrating that not only the DP, but also
the BAP relaxation mechanism is suppressed during acoustic transport. In
this subsection, we address the role of the SAW fields on the spin relaxation
process. We show that the acoustic power does affect the spin relaxation
rates, allowing us to get important insight into the most relevant relaxation
mechanisms during acoustic transport in our (110) QWs.
Before addressing the dependence of the spin transport length on acoustic
power it is important to make some remarks about the carrier transport
efficiency. Figure 5.12 displays on a logarithmic scale PL profiles (which
have been normalized with respect to the intensity at the generation spot
G) recorded along the transport path for different values of PSAW. These
PL profiles are the same ones presented in Fig. 5.3. The solid lines show the
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PL profiles characterizing the carrier recombination along the transport path
in the low acoustic power regime. For PSAW ≤ 6 W/m, the luminescence
profile resembles the one in the absence of a SAW, except for showing a slower
decay towards the SAW propagation direction. The transport threshold is
achieved for PSAW = 9 W/m, where carrier transport over longer distances
is observed. The carrier transport length and the PL intensity along the
path increase slightly for PSAW between 9 and 23 W/m and saturate for
23 < PSAW < 146 W/m (filled square curves). The carrier transport length,
therefore, does not depend on the effective acoustic power over approximately
one order of magnitude in acoustic power. An exponential fit to the PL decay
(not shown) yields a carrier transport length L ≈ 47 µm. A calculation of
the amplitude of the longitudinal piezoelectric field responsible for the spatial
separation and transport of electrons and holes, yields Fx ≈ 1.6 kV/cm for
PSAW = 25 W/m. This value agrees with the one expected for exciton
dissociation in GaAs QWs [100, 113], once more confirming the complete
suppression of electron-hole interaction in this transport regime. In the limit
of high powers, i.e. PSAW > 150 W/m (opened square curves), the very
high acoustic fields considerably quench the carrier recombination along the
path. The carrier transport lengths in this regime probably exceed 47 µm.
A precise determination of the carrier and spin transport length under these
conditions, however, becomes difficult and much less precise due to the very
low intensities of IR and IL.































Figure 5.12: Normalized PL intensity emitted along the transport channel
for different effective acoustic powers PSAW, recorded at 15 K.
88
Spin relaxation during acoustic transport
The dependence of the spin lifetime τz on the effective acoustic power
PSAW, obtained from the PL profiles shown in Fig. 5.12, is displayed in
Fig. 5.13(a) (left axis). The corresponding values for the spin transport
length Ls, which are displayed on the right axis, increase from 35 µm up
to approximately 70 µm with the increase of the acoustic power. Since
the carrier transport length is independent on PSAW in this power range,
the enhancement of the spin transport length cannot be attributed to an
increased carrier transport efficiency. This result shows, therefore, that the
acoustic power can be used to tune the spin relaxation rate in sample A.
The spin lifetimes increase up to effective acoustic powers around 90W/m
(a)





















































Figure 5.13: (a) Dependence of the spin relaxation time (left) and spin trans-
port length (right) on the effective acoustic power for sample A. The lifetimes
were obtained from the relation τz = Ls/vx, with vx = 2930 m/s. (b) Spin
polarization profiles for different acoustic power obtained for sample B.
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and seem to reduce for higher acoustic powers. This observation suggests
that SAW-related spin relaxation mechanisms become relevant at high power
levels. As we will show in the following, this happens mainly due to the
enhanced strain and piezoelectric fields induced by the ZnO film.
We did not observe such a pronounced effect of the acoustic power on the
spin decay rates for sample B. This is shown in Fig. 5.13(b), which displays
the spin polarization profiles as a function of PSAW obtained under similar
experimental conditions as for sample A. An accurate determination of the
decay lengths in this case is hindered because of the presence of acoustic
interferences and inhomogeneities in the PL emission along the transport
path. However, no significant change in the relaxation rates as compared to
sample A is detected. The exponential fits (solid lines) in Fig. 5.13(b) yield
a variation in ls between 11 and 15 µm for PSAW between 54 and 171 W/m.
We attribute the discrepancy between the spin lifetime dependence on
the SAW power for the two samples to the effects introduced by the stronger
piezoelectric fields experienced by the carriers in sample A due to the de-
position of the ZnO film. The suppression of spin relaxation with increas-
ing acoustic power (for PSAW < 90 W/m) observed in Fig. 5.13(a) is at-
tributed a progressive confinement of the spins within narrow channels with
widths much smaller than λSAW aligned along the SAW wavefronts (cf.
Fig. 5.1). The effects of mesoscopic confinement on the spin lifetimes have
been demonstrated in dynamic quantum dots [29, 132] and in quasi-1D struc-
tures [74, 89, 97]. Intuitively, the enhancement of the spin lifetimes arises
from the motional narrowing associated with electron scattering at the po-
tential boundaries of the narrow channels.
In principle, motional narrowing induced by doping [1, 105] or by lateral
confinement [89] is not expected to suppress the relaxation of z-oriented spins
in (110) GaAs QWs. Spin relaxation suppression due to scattering relies on
the existence of k-dependent internal magnetic fields, in general not aligned
with the electron spin, which quickly randomize the average spin of an en-
semble. In the case of nominally symmetric (110) QWs, however, the internal
magnetic field due to the SO-coupling is always parallel to the growth direc-
tion and does not contribute to the relaxation of z-oriented spins. Therefore,
higher momentum scattering rates are only effective if in-plane effective fields
are present [cf. equation 3.17]. Such fields can be induced by asymmetric
confinement potentials due to differences between the two QW interfaces,
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which may appear even in high-quality (110) QWs [68, 82, 92]. These asym-
metries lead to built-in SIA effective magnetic fields BSO(k) with an in-plane
component. As we will demonstrate in chapter 6, the D’yakonov-Perel’ re-
laxation associated with this component leads to quick randomization of the
average ensemble spin via carrier momentum fluctuations, leading to spin
relaxation.
The effectiveness of mesoscopic confinement for spin relaxation suppres-
sion depends on the ratio between the confinement dimensions and the spin-
orbit length (λSO) of the electron spins. λSO is defined as the ballistic
transport distance required for a precession angle of 1 rad around the in-
ternal magnetic field BSO(k) arising from the SO-interaction. λSO must be
larger than the confinement dimension (xc) in order to allow for the suppres-
sion of the spin relaxation via motional narrowing induced by momentum
scattering on the potential boundaries [131]. The lateral carrier confinement
during acoustic transport is limited by the SAW wavelength (λSAW), as il-
lustrated in Fig. 5.14(a). When λSO >> xc, the precession angle (ΩSOτp) of
the spin vector around the SO-field between two boundary scattering events
is very small. In this case, scattering conserves the spin component along
the z-direction. On the other hand, when λSO < xc [Fig. 5.14(b)] the spin
precession angles and, consequently, the spin relaxation rates are larger.






















Figure 5.14: Illustration of the spin scattering in the SAW potential (φsaw):
(a) An electron crosses the confinement direction and scatters at the potential
boundary. If λSO >> xc, the precession around BSO is small and the spin
orientation is expected to be preserved. (b) When λSO < xc, spin memory
is lost after scattering.
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lateral confinement distance, we derive in the following an expression for the
SO-length associated with the in-plane spin component. As we will show, the
expression for λSO does not depend on carrier momentum, being, therefore,





where ΩSO is the precession frequency around the effective field to which the
spin component is sensitive.
When a spin vector initially oriented along z is rotated by an in-plane
magnetic field, the in-plane spin component becomes sensitive to the DP
internal magnetic field [equation (3.9)], which induces precession with fre-










Using γ = 18 eVÅ3 (this value will be experimentally determined in
Chapter 6), and assuming3 deff = 20 nm, equation (5.3) yields λSO = 5.2 µm.
For acoustic transport, the average lateral carrier confinement length (xc)
depends on λSAW and on the amplitude of the SAW piezoelectric potential
(φsaw). The sinusoidal spatial distribution of φsaw can be approximated
around the minimum of the electron energy (at x = xe) by:




where φ0 is the SAW piezoelectric potential amplitude and kSAW = 2π/λSAW.










with kB as the Boltzmann constant. Using the numerical procedure described
in chapter 2, we calculate φ0 expected for our multilayer structure. Even for
a low acoustic power of 5 W/m, we obtain φ0 = 60 mV, which at T=15 K
corresponds to xc = 0.35 µm  λSO.
3Note that we are adopting a lower limit for λSO, since the 1 nm assumed for the
barrier penetration is, in general, the minimum expected value. For 2 nm penetration, for
example, λSO = 6.3 µm.
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In the collision dominated regime, the electron spin relaxation rates can
be affected by changes in the momentum scattering time τp (1/τz ∝ τp),
which can be induced by changes on φ0. The rise on the spin lifetimes with
PSAW observed in Fig. 5.13(a) can, therefore, be mainly attributed to the
decrease on τp, which can be estimated by the ratio between xc and the








In the range of PSAW from 5 W/m to 60 W/m, φ0 is calculated to lead to
a relative decrease on τp by a factor 1.9, which agrees very well with the
experimental variation of τz with PSAW in this acoustic power range.
The spin lifetimes in Fig. 5.13(a) reach a maximum for PSAW ≈ 90 W/m
and decrease for higher values of PSAW. Under these strong acoustic powers,
we also have to consider spin relaxation processes associated with the SAW
strain and piezoelectric fields. The effective magnetic field felt by the elec-
trons can be obtained from the expected values for the Larmor frequency
ΩRs associated with the strain [equation (3.27)] and ΩRbr due to the Bychkov-
Rashba field [equation (3.24)] presented in chapter 3.
Using the numerical procedure described in chapter 2 to calculate Ez and
Sxz, we display in Fig. 5.15(a) the amplitude of these precession frequencies
over a SAW cycle for a Rayleigh wave propagating along the [001] direction
for PSAW = 140 W/m. The SAW piezoelectric field is displayed in the
right vertical axis. The minimum of the electronic energy (-eφsaw), where
the electrons are expected to be trapped during transport, coincides with a
position where the piezoelectric and strain induced effective magnetic fields
are expected to be close their maximum amplitudes. The amplitude of the
total effective magnetic field induced by the SAW (|BSAW|) can be estimated
from the amplitude of the strain and piezoelectric Larmor frequencies at the










where the average carrier momentum [〈kx〉 = m0vx/h̄] is determined by the
acoustic velocity vx = 2930 m/s.
Figure 5.15(b) displays the values for |BSAW| as a function of PSAW cal-
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culated at the position where the electrons are expected to the confined, i.
e., at x = xe ≈ 1.4 µm. As we observe, for high acoustic powers the effective
magnetic field experienced by the electrons during tranport is expected to
be of a few mT. As we show using Hanle effect measurements in the next
chapter, fields with such magnitudes can affect the spin relaxation rates.
Such field transforms the motional narrowing regime of the electron spins at
low acoustic powers into a very slow precession motion around the average
SAW-induced effective magnetic field, thus explaining the decrease of the
spin lifetimes measured at PSAW = 146 W/m.





























































Figure 5.15: (a) Larmor precession frequencies ΩRs and ΩRbr induced by the
SAW strain and piezoelectric fields, respectively, over one SAW cycle. On the
right vertical axis, the amplitude of the SAW piezoelectric field is displayed.
(b) Calculated effective magnetic field induced by the SIA like contribution of
the SAW fields to spin relaxation, analyzed at the minimum of the electronic
energy (−eφsaw) in (a).
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The very long spin lifetimes demonstrated in chapter 5 create ideal condi-
tions for spin manipulation using external fields. In this chapter, we focus
on the spin dephasing dynamics probed in sample A by time-resolved (TR)
experiments. The TR analysis of the spin polarization shows that the con-
finement induced by the SAW potential allows for the transport of carriers
with a well-defined average momentum, determined by the SAW propaga-
tion velocity. The spin relaxation times obtained under these conditions
confirm the results obtained in the CW experiments presented in the pre-
vious chapter. Moreover, we show that the D’yakonov-Perel’ mechanism
delivers the main contribution to the spin dephasing under external mag-
netic fields. The well-defined velocity of the propagating spin packets allows
for the study of the dependence of the SO-coupling on carrier momentum
orientation. This is carried out by analyzing the spin dephasing dynamics
under acoustic transport along the [001] and [11̄0] directions. The compari-
son between the theoretical model presented in chapter 3 with the data yields
the average internal magnetic field associated with the BIA [〈Bint〉], as well
as the SO-coupling constant [γ] for GaAs.
Hanle effect experiments are also presented in order to describe the spin
dephasing during acoustic transport in CW experiments. We obtain a good
agreement between the Hanle effect model developed in chapter 3 and the
TR experiments, thus demonstrating another possibility for studying the
spin dephasing dynamics under external magnetic fields.
Coherent spin transport
6.1 Coherent spin transport
In this section, we analyze TR acoustic transport experiments in the ab-
sence of external magnetic fields. As discussed in subsection 5.3.3, the car-
rier transport length does not dependent on the acoustic power over a wide
rf-power range. The main question we address here is whether the carriers
are transported coherently by the SAW, so that we can associate the spin
transport lengths with the spin lifetimes. We show in the following that the
spin packets indeed propagate with velocities very close to the SAW propaga-
tion velocities along the [001] and [11̄0] directions. This result supports the
analysis of the spin relaxation mechanisms performed in section 5.2, where
we assumed in some cases that the spin packets propagate with an average
carrier momentum determined by the acoustic velocity.
6.1.1 Spin relaxation along the [001] direction
Figure 6.1(a) illustrates the TR carrier dynamics during SAW-induced trans-
port. The PL intensity with right circular polarization (IR) was integrated
over the emission line of the e-hh transition. The experiment was performed
at T = 15 K employing an rf-power Prf = 20 dBm. The four images were
obtained during transport along the x̂ ‖ [001] direction for different delay
times (∆t) between the laser excitation pulse and the PL detection (at ∆t =
0.2, 4.2, 8.2, and 12.2 ns, respectively). Note that, within the time interval
of approximately 12 ns, the spin packet propagates along the SAW path over
a distance of ≈ 30 µm away from the generation spot G.
Figure 6.1(b) displays profiles of IR and IL integrated across the spectral
width of the images shown in Fig.6.1(a). The spatial width of the packet
exceeds the acoustic wavelength due to the size of the light excitation spot.
This can be seen in the top image of Fig. 6.1(a) (∆t = 0.2 ns), which shows
that the generation spot G has a diameter of approximately 10 µm ≈ 2λSAW.
The difference between the intensities of IR and IL in the profiles shown
in Fig. 6.1(b) demonstrates again the transport of a net spin polarization
along the SAW channel. The corresponding values of ρz as a function of
∆t are displayed in Fig. 6.2(a) (squares). The spin polarization values were
averaged over a short range of ± 1 µm around the mean packet position for
every value of ∆t. In this way, we are analyzing the polarization of spin
packets transported within the same SAW cycle. The dashed line is a fit to
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an exponential decay, which yields a spin relaxation time τz = (22 ± 2) ns.
The mean packet position (xc) is plotted as a function of ∆t in Fig. 6.2(b).
The solid line is a linear fit to the data, which yields a spin propagation
velocity along the [001] direction of vx = (2930 ± 100) m/s. This value
is very similar to the one obtained from the calculations (2905.7 m/s) and
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Figure 6.1: (a) Stroboscopic images showing the e-hh PL emitted during
acoustic transport along the [001] direction at ∆t = 0.2, 4.2, 8.2, and 12.2 ns.
(b) PL intensity with right IR (filled dot profiles) and left IL (empty dot
profiles) circular polarization measured for the delays ∆t shown in (a).
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2884 m/s), thus demonstrating that the packets are indeed transported with
the SAW propagation velocity. In addition, we obtain Ls = vxτz = (63 ±
5) µm for the spin transport length, in agreement with the values obtained
in the CW transport measurements presented in section 5.2.
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Figure 6.2: (a) Spin polarization decay as a function of time delay (∆t) for
transport along the [001] direction. The dashed line is an exponential fit.
(b) Mean position of the PL (xc) emitted by the transported carriers as a
function of ∆t. The linear fit provides the spin transport velocity along the
SAW propagation direction.
6.1.2 Spin relaxation along the [11̄0] direction
Figure 6.3(a) summarizes the corresponding results for the spin polarization
as a function of time obtained for transport along the ŷ ‖ [11̄0] direction.
The significant drop of the spin polarization ρz after ∆t = 0 [which is also
observed, but smaller in Fig. 6.2(a)] is attributed to an inefficient screening
of the e-hh interaction close to the generation point G. There, the SAW
piezoelectric field is screened due to the large number of carriers, which
leads to fast spin relaxation via the Bir-Aronov-Pikus mechanism. Note
that the experimental conditions are the same in Figs. 6.2 and 6.3 (i.e.,
T = 15 K and Prf = 20 dBm). However, the carrier confinement by the
piezoelectric potential of the Bleustein-Gulyaev wave propagating along the
[11̄0] direction is weaker than the one of the Rayleigh SAW along [001].
Therefore, the BAP mechanism at the generation spot is more effective for
transport along the [11̄0] direction. As observed in the results for different
light excitation powers presented in Subsection 5.3.1, Fig. 6.3(a) confirms
that during the long-range transport regime ρz decays with a much lower
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relaxation rate due to the absence of BAP relaxation. The polarization
decays exponentially (dashed line) with a lifetime of (20 ± 2) ns. The spin
propagation velocity is obtained from Fig. 6.3(b), where the linear fit to the
mean packet position (yc) as a function of ∆t yields vy = (3180 ± 100) m/s
(the calculated value was 3310 m/s and the at room temperature λSAWfSAW
= 3292 m/s). The corresponding spin transport distance associated with vy
is then Ls = (64 ± 6) µm.
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Figure 6.3: (a) Spin polarization decay as a function of time delay (∆t)
relative to the excitation pulse for transport along the [11̄0] direction. The
dashed line is an exponential fit. (b) Mean packet position (yc) as a function
of ∆t, from which we obtain the spin transport velocity along this direction.
6.2 Spin transport anisotropy
The lifetimes of approximately 20 ns for the z-oriented spins obtained during
acoustic transport in our GaAs (110) QW are comparable to the longest ones
reported for GaAs (001) QWs. In the latter case, where the DP mechanism
is the most effective one, the long spin lifetimes were achieved by exploiting
motional narrowing induced by increasing of momentum scattering rates by
doping [87, 88, 118] and by confining the spins in moving quantum dots [132].
The strikingly long spin lifetimes for the (110) QWs during acoustic transport
also arise from the suppression of the DP mechanism for the z-oriented spins,
which results from the QW crystal symmetry. We have also shown that
the suppression of BAP relaxation and motional narrowing effects caused
by spin scattering on the acoustic potential boundaries contribute to the
enhancement of the spin lifetimes.
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Until now, however, we have not performed a detailed study of the DP
mechanism in our system. In this last section, we present additional evi-
dence for the importance of this dephasing process. We demonstrate that
the DP dephasing becomes "activated" when external magnetic fields are
applied. In (110) QWs, when the spin vector is rotated away from the direc-
tion of the SO-field (the z-direction) it becomes extremely sensitive to carrier
momentum fluctuations due to the dependence of the SO-field on electron
momentum. Since momentum scattering occurs in a much shorter time scale
than spin relaxation, the average spin vector of the ensemble is randomized
very fast. Under these conditions, we show that the spin dynamics can be
fully described in terms of the DP dephasing. The SIA effects induced by
SAW are then shown to have minor contribution to the spin dephasing. The
dependence of the SO-field due to DP mechanism on the carrier momentum
direction will also be investigated by acoustic transport experiments along
the [001] and [11̄0] directions under external magnetic fields. By taking into
account the well-defined average momentum impinged on the carriers by the
SAW, we show that the spin dephasing dynamics can be understood in terms
of the SO-field dependence on carrier momentum.
6.2.1 Spin dephasing along the [001] direction
During transport along x̂ ‖ [001], a magnetic field (Bext || ŷ) perpendicular to
the transport path was applied to induce coherent precession of the average
spin vector in the x-z plane. The spin precession is reflected in the time
(spatial) oscillations in ρz shown in Fig. 6.4. The triangles followed by the
dashed line repeat the result for the spin polarization without external field,
already shown in Fig. 6.2(a). The oscillations of ρz are strongly damped and
decay within times much shorter than τz, vanishing for time delays longer
than 10 ns.
The SIA contribution induced by the SAW strain and piezoelectric fields
(as well as by asymmetries in the QW potential due to differences between
the upper and lower interfaces) have minor effects on the spin dephasing.
As we showed in chapter 3, the average values of SIA effective magnetic
fields lie in the QW plane. These fields can, therefore, modify the resultant
magnetic field which induces spin precession since they can add or subtract
to the in-plane external applied field, depending on the relative orientation
between both kind of fields. In the present case, however, this SIA contri-
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bution can be neglected based on the invariance of the spin dynamics under
reversal of the applied field. This behavior is illustrated by the dots and
circles in Fig. 6.4, which were measured under Bext = 17.6 and −17.6 mT,
respectively. We estimate that the SAW induced effective magnetic fields
may have amplitude smaller than 1 mT and do not affect considerably the
spin precession dynamics.
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Figure 6.4: Spin polarization ρz during transport along x̂ under different
external magnetic fields Bext applied along ŷ. The top horizontal axis shows
the spatial coordinates (x = vx∆t) corresponding to the delays ∆t on the
bottom axis. The dashed and solid lines are fits to exponential decay and to
the spin dephasing model, respectively.
During acoustic transport, the carriers are confined along [001], but free
to move along the SAW wave front direction ŷ parallel to [11̄0]. The aver-
age carrier momentum along this direction is, therefore, equal to zero (i.e.,
〈ky〉 = 0). According to equation (3.9), the average value of the DP internal
magnetic field Bint also vanishes. The dynamics of the spin packets mov-
ing along x̂ becomes then similar to the one of static spin ensembles [45],
where 〈k〉 = 0. Under external fields, the in-plane spin dynamics becomes
strongly sensitive to the random thermal motion of the carriers along ŷ,
which causes fluctuations on Bint [〈B2int〉 ∝ 〈k2y〉]. The latter leads to the
strongly dumped precession revealed by the data in Fig. 6.4. The solid lines
in Fig. 6.4 were obtained by consistent fitting of the experimental data with
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equation (3.13) derived for the anisotropic spin dephasing model. Using the
spin relaxation time τz = 22 ns and the initial spin polarization ρ0 = 16.9%
(extracted from the exponential fit to the zero-field data), and |ge| = 0.36,
the fit yields τx = 1.2 ns. The effective spin coherence time, determined by
equation (3.16), is then τeff = 2.3 ns.
The value of τx obtained from the fit allows us to estimate the momentum
scattering time, as well as the electron mobility in our undoped QW. Using
equation (3.17) and a spin-splitting constant γ = 18 eVÅ3 (to be determined
in the next subsection), we obtain τp ≈ 6 ps, at T = 15 K and Prf = 20 dBm.
As we showed in subsection 5.3.3, τp may change slightly with the acoustic
power. Using µ = eτp/m0, we estimate the electron mobility of our system
µ ≈ 15 × 104 cm2/Vs. This value for the electron mobility is consistent
with the high carrier transport efficiency in our experiments. In chapter 5,
we demonstrated that the lowest acoustic power necessary to induce carrier
transport was Prf = 8 dBm. Therefore, the electron mobility has necessarily
to be higher than µmin = vx/Fx ≈ 3 × 103 cm2/Vs, were Fx ≈ 1 kV/cm
for Prf = 8 dBm.
The large difference between τx and τz reflects an intrinsic property re-
lated to the bulk inversion asymmetry of the GaAs matrix, which makes the
lifetime of z-oriented spins very sensitive to in-plane magnetic fields. Even
slow rotations of the spin vector away from z caused by weak fields create
in-plane spin components which are extremely sensitive to fluctuations of
the Dresselhaus field Bint ‖ z. Note that the ratio τz/τx ≈ 18 obtained in
our experiments is much larger than the one reported for the local PL mea-
surements in Ref. [45], although values for τx are similar in both cases. The
difference is attributed to longer lifetimes τz, which arise from the suppres-
sion of the BAP relaxation and from the lateral carrier confinement during
acoustic transport discussed in chapter 5.
Hanle Effect
Hanle effect experiments provide an alternative way to access the in-plane
spin relaxation time τx using CW experiments, which up to now has been
performed only by TR techniques [36, 45, 101, 121].
We have carried out the CW experiments using the same configuration
of the TR ones, i.e., with the in-plane magnetic field Bext applied along
the ŷ ‖ [11̄0] direction, while the carriers propagate along x̂. The applied
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acoustic power was Prf = 16 dBm and the temperature T = 11 K. The
spatial profiles of ρz for different external fields are displayed in Fig. 6.5(a).
A significantly faster spin depolarization as Bext increases is again verified.
Figure 6.5(b) summarizes the dependence of the spin polarization on
Bext. The dots display the spatially averaged spin polarization ρ̄z obtained
by integrating the spin density along the transport direction. The solid line
is a fit of the data with equation (3.19) for the corresponding average degree
of spin polarization. We use the parameters previously determined from the
CW experiments in Chapter 5, i.e., γz = τ−1z = vx/Ls = 0.045 ns−1, and
γr = vx/L = 0.0625 ns−1 (with L = 47 µm, see section 5.3.3). Taking again
|ge| = 0.36, the best agreement is found for an in-plane spin relaxation rate
of γx = 1 ns−1. The effective spin lifetime is then τeff = 1.9 ns.






































Figure 6.5: (a) Spatial dependence of the spin polarization decay under
different external magnetic fields obtained in CWmeasurements. (b) Average
value of ρ̄z as a function of the applied field Bext.
The expression for the Hanle effect derived in subsection 3.4.1 reproduces
reasonably well the behavior of the experimental data. Furthermore, agree-
ment is also found between the values obtained for γx from the CW and TR
analysis. The values for τx obtained under acoustic transport also agree with
the ones reported in Ref. [45], which were obtained in TR experiments at
similar temperatures using an undoped (110) QW with similar thickness.
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6.2.2 Spin dephasing along the [11̄0] direction
We now analyze the spin dynamics under external magnetic fields during
transport along the [11̄0] direction. The TR measurements were performed
under the same conditions as the ones along [001], i.e., Prf = 20 dBm and T
= 15 K. The external magnetic field was parallel to the transport direction
Bext ‖ ŷ.
Figure 6.6 displays the time dependence of the spin polarization ρz mea-
sured under Bext = 0 (triangles) and under an external magnetic field of
17.6 mT (circles). The overall level of ρz reduces, but the decay time is
not significantly affected by the external field. In contrast to the previ-
ous situation, motion along ŷ induces a SO-field with a finite average value
〈Bint〉 6= 0 [cf. equation (3.9)]. The spins are then forced to precess around
a resultant field BR = Bext + 〈Bint〉, which has a non-zero component along
ẑ [cf. inset in Fig. 6.6]. The solid line in Fig. 6.6 is a fit for Bext = 17.6 mT
to the numerical solution of equation (3.20) (without the second term on
the right), which yields the time dependence of the spin polarization degree
[ρz(Ωext, t)] along the z-direction. Using τz = 20 ns (determined from the
Bext = 0 exponential decay) and assuming τx = γ−1x = 1.2 ns, best agree-
ment is found for τl = 18 ± 2 ns and 〈Bint〉 = (20± 3) mT. Within the
experimental accuracy, the longitudinal spin polarization lifetime τl [equa-
tion (3.21)] essentially coincides with the value of τz for the spin lifetime
during transport in the absence of applied fields. The numerical solution for
ρz(Ωext, t) shows two decay regimes, which can be identified in Fig. 6.6. The
fast decay (for ∆t < 5 ns) occurs due to the rapid loss of spin polarization in
the direction transverse to the resultant magnetic field (indicated by st in the
inset of Fig. 6.6). The long decay (∆t > 5 ns), describes the slow loss of the
longitudinal spin polarization s` along the resultant field direction. While
the time scale of st is of a few nanoseconds, similar to τeff for transport along
x̂, the decay of the longitudinal component s` is determined by τl.
The SO-splitting constant of GaAs can then be determined from the value
of 〈Bint〉. Using equation (3.9) and assuming a barrier penetration depth of
1 nm at each QW interface, we obtain γ = (18±3) eVÅ3. This value is close
to the one obtained by spin transport by mobile potential dots [132] and is
in agreement with theoretical calculations [33, 46].
A comparison between the spin dephasing during acoustic transport un-
der external fields for the [001] and [11̄0] directions reveals significantly dis-
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Figure 6.6: Spin polarization ρz during transport along ŷ ‖ [11̄0] under
external magnetic field. The dashed and solid lines are fittings to an ex-
ponential decay and to the spin dephasing model, respectively. The inset
shows a vector scheme illustrating the longitudinal (s`) and transverse (st)
spin polarization components relative to the direction of the resultant field
BR.
tinct spin dynamics. While in the former case the average z-orientation of
the spins is quickly lost, in the latter it is maintained for longer times due
the non-vanishing average SO-field. A further confirmation of this transport
anisotropy is provided by the dependence of ρz(Ωext, t) on Bext measured for
both transport directions at fixed time delays (or, equivalently, fixed trans-
port distances) shown in Fig. 6.7. The strong reduction of ρz with increasing
Bext for ∆t = 12.2 ns, which is observed for transport along x̂ (circles), is
again well-reproduced by the dephasing model described by equation (3.13)
(dashed line) using the parameters determined in the previous section. Along
ŷ, in contrast, the polarization shows a much weaker field dependence, as
shown by the data for ∆t = 2.4 ns (dots) and 4.8 ns (squares). This behav-
ior is reasonably well reproduced by the solid lines superposed on the data,
which were obtained by the substitution of the previously determined values
of 〈Bint〉 and τl in equation (3.21) for the z-component of the longitudinal
degree of spin polarization ρ`z(Ωext, t).
We have demonstrated in the previous paragraphs that the results pre-
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Figure 6.7: Magnetic field dependence of ρz measured at fixed delays ∆t
during transport along x̂ (circles) and ŷ (dots and squares). The dashed and
solid lines are fittings to the dephasing models for motion along x̂ and ŷ,
respectively.
sented in Figs. 6.4, 6.6, and 6.7 can be understood solely based on the predic-
tions for spin dephasing due to the D’yakonov-Perel’ mechanism described
in chapter 3. The DP mechanism provides the main contribution to the spin
dephasing under external magnetic fields. Spin dephasing during precession
takes place in a time scale of 1 - 2 ns, which is one order of magnitude shorter
than the values of 20 ns, obtained in the absence of a field. Furthermore,
the well-defined average carrier momentum determined by the SAW prop-
agation velocity allowed us to address the k-momentum anisotropy of the






In this work, we have investigated spin transport by surface acoustic waves
in symmetric and undoped (110) GaAs QWs.
Spin ensembles were optically generated using circularly polarized light.
The type-II spatial separation of electrons and holes induced by the SAW
piezoelectric field enabled the successful demonstration of charge transport
by the propagating wave. The spin dynamics during acoustic transport was
analyzed by polarization-resolved PL measurements. We demonstrated long-
range spin transport by the acoustic fields with spin transport lengths ap-
proaching 70 µm, corresponding to spin lifetimes longer than 20 ns. The
spin dynamics was demonstrated to be independent of temperature up to
liquid nitrogen temperatures. The long spin lifetimes and the invariance of
the spin transport properties with temperature and light excitation power
were attributed to the suppression of the D’yakonov-Perel’ (related to the
crystal symmetry of the system) and the Bir-Aronov-Pikus (induced by the
spatial separation of electron and holes) spin relaxation mechanisms. An
enhancement of the spin lifetimes with the applied acoustic transport was
demonstrated and attributed to a progressive lateral confinement of carriers
into narrow stripes with lateral widths smaller than the SAW wavelength.
The suppression of spin relaxation by carrier confinement was understood
in terms of motional narrowing effects associated with the spin scattering at
the lateral confinement potential boundaries.
These achievements were accomplished due to the realization of a coop-
erative and well-succeeded group strategy. The optimization of the sample
structural quality was decisive. The growth of (110) GaAs QWs at rela-
tively lower temperatures (≈ 490◦C) and the addition of annealing steps
during growth were shown to be very important for the obtention of high-
quality samples. The IDT design, which is required for the generation of high
power/focusing acoustic beams, was demonstrated to produce very effective
and narrow transport channels. The deposition of a piezoelectric ZnO layer
on top of the III-V multilayer structure prior to the IDT manufacturing was
also plays a crucial role for the efficiency of the carrier and spin transport,
as compared to the case where no deposition was performed. In this way,
very efficient carrier and spin transport, stable against small potential fluc-
tuations along the SAW channel could be achieved. The high piezoelectric
fields generated with the addition of the piezoelectric layer allowed for the
strong carrier confinement required for the enhancement the spin lifetimes.
Spin manipulation using external magnetic fields was also studied. Per-
forming spin transport along the [001] and [11̄0] in-plane directions, the spin
dephasing dynamics under these conditions could be entirely described in
terms of the D’yakonov-Perel spin dephasing mechanism. The well-defined
average velocity impinged by the acoustic wave on the carriers along the two
directions allowed for the demonstration of a spin transport anisotropy in
the QW plane, which occurs due to the dependence of the spin-orbit cou-
pling on momentum direction. While along the [001] direction spins were
shown to live for a few nanoseconds under external fields, the z-component
of the spin vector was preserved during transport along the [11̄0] direction
for times one order of magnitude longer. The latter is due to the non-zero
average value of the spin-orbit internal magnetic field, exactly as expected
from the D’yakonov-Perel’ mechanism. The comparison of the experimental
data with the theoretical models yields a spin-orbit coupling constant for
GaAs of γ = (18± 3) eVÅ3.
The results demonstrated here open many possibilities for further stud-
ies on spin transport in (110) III-V structures. Increase of the material
g-factor, for example, is interesting for spintronics applications. The opti-
mized growth of (Al,Ga)As-based structures can possibly open the way for
the obtention of high-quality (In,Al,Ga)As multilayers, which are expected
to have higher g-factors due to the addition of In. Spin manipulation using
the SAW strain and piezoelectric fields represent another promising appli-
cation. Lateral confinement effects can be explored to achieve longer spin
lifetimes by using acoustic beams with smaller wavelengths or by performing
110
surface treatments to restrict the carrier diffusion along the SAW wavefront
during transport. A more detailed investigation of the temperature depen-
dence of the spin relaxation, aiming at higher temperature transport, is also
needed. A promising approach, which is in development in our group, is
the use of (110) optical microcavity structures to enhance the interaction of
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c 2.99792 × 108 m/s vacuum speed of light
e 1.60218 × 10−19 As elementary charge
m 9.10939 × 10−31 kg free electron mass
h̄ 1.05457 × 10−34 Js Planck constant
kB 1.38066 × 10−23 J/K Boltzmann constant
µB 9.274 × 10−24 J/T Bohr magneton
Material parameters for GaAs
A.2 Material parameters for GaAs
Symbol Value Description
a0 5.64 Å lattice constant [149]
m0 0.067 m electron effective mass [149]
mh0 0.45 m hole effective mass [15]
Eg 1.516 eV (at 15 K) band gap energy [16]
∆0 0.341 eV spin orbit splitting of valence band [144]
aCB -9 eV conduction band deformation poten-
tial [149]
aVB 0.5 eV valence band deformation potential [149]
bVB -2 eV valence band uniaxial deformation poten-
tial [149]
C3 0.8 eVÅ spin splitting parameter in the presence of
strain [125]





BEP beam equivalent pressure








ISR intersubband spin relaxation
lh light hole
MBE molecular beam epitaxy
MEE migration enhanced epitaxy
NIA native inversion asymmetry
NMR nuclear magnetic resonance
PL photoluminescence
QW quantum well
SAW surface acoustic wave
SIA structural inversion asymmetry
SO spin-orbit
TR time-resolved
UHV ultra high vacuum
VB valence band
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