Introduction
First we recall some fundamental facts on the canonical height function on an abelian variety. For an algebraic number field K, let A be an abelian variety defined over K. Take a very ample divisor D. Then we have the projective embedding ϕ D : A → P n . Using this embedding, we define the logarithmic height h D on A by h • ϕ D , where h is the logarithmic height on P n (see [16] . The regulator, which is an important factor of the Birch-Swinnerton-Dyer Conjecture, is defined via this height pairing. In general, it is very difficult to compute the canonical height directly by definition. Néron and Tate have shown that the canonical height decomposes into canonical local heights. In the case of elliptic curves, the archimedean local height is expressed using a theta function and the non-archimedean local height is expressed in a simple form (see [26] ,Chapter VI).
In this paper we compute canonical heights on Jacobian surfaces attached to the theta divisor and, as an example, we shall verify the Birch-Swinnerton-Dyer Conjecture numerically for certain Jacobian surface. We use Néron's formula [14] , p.332, which asserts that the computation of the height pairing on Jacobian variety reduces to that of Néron's symbol. Néron's symbol is decomposed into Néron's local pairings first introduced by Néron [21] ,Chapter 2. Néron's local pairing is defined via Green's function at archimedean places and via intersection theory on an arithmetic surface at non-archimedean places; see [14] .
The main result of this paper is the relation between the archimedean canonical local height and archimedean Néron's local pairing. In the case of elliptic curves, there exists the following relation between the canonical local height and Néron's local pairing at an archimedean place. Let E : y 2 = 4x 3 −g 2 x−g 3 be an elliptic curve defined over an algebraic number field K. Let v be an archimedean place of K. Let E ≃ C/Λ and ℘(z) be the Weierstrass ℘-function relative to Λ. Let k(z) be the Klein function, that is, k(z) = ∆(Λ) , σ is the Weierstrass σ-function, and η is the quasi-period map associated to Λ (see [26] ,p.41 and p.465). For z ∈ C, we denote byz its image in C/Λ. Thenλ v (z) = − log |k(z)| is the archimedean canonical local height on E − {O}, where O is the origin of E. Néron's local pairing is defined via Green's function, which is, in this case, also expressed in terms of the Klein function. For any P ∈ E(K), if we take, as an uniformizer, y 2x 2 at O and its translation at P , then we have
where P = (℘(z P ), ℘ ′ (z P )).
We shall generalize the relation above for the case of hyperelliptic curves of genus 2. That is : For an algebraic number field K, let C be a hyperelliptic curve of genus 2 defined by y 2 = f (x) = x 5 + a 1 x 4 + · · · + a 5 ∈ K [x] and B be the set of finite Weierstrass points. Let J be the Jacobian variety of C and Θ be the theta divisor of J. For a divisor D of degree 0 on C, we denote its image in J = Pic 0 (C) by D. For P ∈ C(C), we denote the hyperelliptic integral from ∞ to P by u P ∈ C 2 , which is defined up to the period lattice Λ. For z ∈ C 2 , we denote its image in J = C 2 /Λ byz. Let ϕ be the function as in Proposition 1.10. Let v be an archimedean place of K,λ v be the canonical local height on J − Θ which is normalized as in Definition 2.1 with the fixed function ϕ as above, and ⟨ , ⟩ v be Néron's local pairing explicitly defined as in (2.5). Then we have (Theorem 2.18):
Main Theorem For P i (x i , y i ) ∈ C(K), (i = 1, 2), let b = P 1 − P 2 withb ̸ ∈ Θ, and
As the base of tangent space at P i , we take 2
Then we can take x − x i 2 y i if P i ̸ ∈ B and y − y i f ′ (x i ) if P i ∈ B as an uniformizer at P i .
In both cases, for an archimedean place v, if we take the uniformizer as above, the relation
between Néron's local pairing and the canonical local height holds.
We can compute the canonical local height at archimedean places numerically. In the case of elliptic curves, one can achieve this by evaluating a rapidly convergent series, which is called Tate's series [25] . In Call and Silverman [4] , they generalized Tate's series for a class of varieties with a divisor and a morphism which satisfy certain conditions, including higher dimensional abelian varieties. Thus we can use their series to evaluateλ v for archimedean places v. We shall give concrete expression of this series. In Grant [12] , defining equations of Jacobian surfaces and the addition theorem are formulated by using the theory of hyperelliptic p functions which goes back to an old book of Baker [1] . To construct the generalized Tate's series, we must first find appropriate domains in the Jacobian variety. We can take three domains which are obtained by partitioning the Jacobian surface by three translations of the theta divisor. Then we can construct the generalized Tate's series explicitly via hyperelliptic p functions and compute the archimedean canonical local height numerically. By virtue of Theorem 2.18, we can compute Néron's local pairing at archimedean places. At nonarchimedean places, we compute Néron's local pairing using intersection theory on an arithmetic surface, and hence we can compute the canonical height.
In section 1, we shall review some facts on Jacobian surfaces and hyperelliptic pfunctions. In section 2, we shall give the explicit formula of Green's function using naturally generalized Klein function (Proposition 2.9). Using this formula, we shall prove Main Theorem. In section 3, we shall construct the generalized Tate's series in our case, using hyperelliptic p-functions. Finally, in section 4, we shall give some examples. Especially, we shall check the Birch-Swinnerton-Dyer Conjecture numerically.
Some algebraic computations are executed using the mathematical computing system Maple V. The Tate's series is computed using GNU g++ Ver 2.7.2 and LiDIA library 1.2. 
Notation and terminology
Throughout this paper, we use the following notation. By an algebraic number field, we understand a finite algebraic extension of Q in C. For an algebraic number field K, let Σ ∞ K denote the set of infinite places of K, Σ 0 K the set of finite places of K, and
the number of elements of k v , and p v the residual characteristic. As usual, for a ∈ K and v ∈ Σ K , define:
As is well known, the product formula ∏ v∈Σ K |a| v = 1 holds. We also use additive
For any finite set S, we denote by #S the cardinality of S. For any divisor a, we denote the support of a by supp(a). For divisors a and a ′ , we write a ∼ a ′ if a is linearly equivalent to a ′ . For a complex number, a complex vector, or a complex matrix x, we denote by x its complex conjugate. For z ∈ C 2 , we denote byz its image in C 2 /Λ(see § 1.2).
Review on Jacobian surfaces
We assume that the characteristic of a ground field K is not equal to 2; moreover, except for the section 1.1, we assume that K is a subfield of C. Let C be a hyperelliptic curve of genus 2 over K, defined by the equation
We consider C as a projective non-singular curve and we denote by ∞ the point at infinity. The double covering C → P 1 , P (x, y) → x is branched over 5 finite points and ∞. We denote the set of finite Weierstrass points by B = {B 1 , B 2 , B 3 , B 4 , B 5 }, where B i = (β i , 0), (i = 1, . . . , 5). Let P ι be the image of P under the hyperelliptic involution with respect to this covering, that is P ι = (x, −y) when P = (x, y).
Algebraic Theory.
We review the algebraic definition of the Jacobian variety J = Jac(C). Let Div 0 (C) be the divisor group of degree zero and J is the abelian variety whose points represent Pic 0 (C). For any Reduction of any divisor of degree 0 to the form D(P 1 , P 2 ) is explicitly given as follows.
Let P 1 , P 2 , P 3 be three points of C and P i = (x i , y i ), (i = 1, 2, 3). For simplicity, we assume that the points P i are finite, distinct and P i ̸ = P ι j for i ̸ = j. Then we can find the polynomial V (x) of degree 2 satisfying the equations V (
Then we define a rational functionṼ on C bỹ
, which has poles at P i , (i = 1, 2, 3) and has a simple zero at ∞. Hence eitherṼ has zeros of order 1 at two finite points P 4 , P 5 orṼ has a zero of order 2 at one point
. Since
is the solutions f (x) − V 2 (x) = 0, we can find x 4 and x 5 and by the equations y 4 = −V (x 4 ), y 5 = −V (x 5 ), we can find the coordinates of P 4 , P 5 which satisfy
For any divisor of degree 0, we can reduce it using the procedure above recursively. For the reduction algorithm, see Cantor [6] .
1.2. Analytic Theory. For convenience of the reader, we review analytic theory of hyperelliptic integrals following [1] .
First we take a basis γ 1 , γ 2 
We take a basis of the differentials of the first kind,
. We denote their periods by
It is well known that τ = ω −1 ω ′ belongs to the Siegel upper half space h 2 . If we define the period lattice Λ = ωZ
We define a hyperelliptic integral u P,P 0 =
denote the i-th coordinate of u P,P 0 , (i = 1, 2). The integral u P,P 0 is determined up to Λ. For any divisor b = ∑ P m P P , we denote the corresponding integral ∑
For any vector z ∈ C 2 , we denote byz its image in J = C 2 /Λ.
Next let ζ 1 , ζ 2 be the differentials of the second kind on C defined by
and define their periods
We define an R-linear mapη :
Between the periods, the following relation holds
For m, n ∈ Z 2 , the factor of automorphy is given by
, the function θ [δ] (z, τ ) has a simple zero only atΘ.
Now we define the hyperelliptic σ-function.
Here we shall list some fundamental properties of the σ-function.
. Then c ̸ = 0 and σ(u) has, at u = 0, the Taylor expansion
) .
Define a polynomial of two variable F by
and define a double integral
with s 2 = f (z). Then the following proposition holds:
Now we define hyperelliptic p-functions. Definition 1.5. For i, j, . . . , k = 1, 2 and u ∈ C 2 , we define
Define a polynomial ψ by
and let F be one as (1.4). Let P 1 (x 1 , y 1 ) and P 2 (x 2 , y 2 ) be points on the curve C and we put u = u
(ii) When
(1.7)
Proof. As for (i), see Baker [1] . The formulae (1.7) can be deduced from (1.6) by L'hôpital's rule.
Immediately, by the proposition above, we have
Then the following formula holds [1] ,p.100:
Using the fact that, at ∞ of the curve, the coordinate functions x and y has a pole of order 2 and 5 respectively, we have:
Hence if P i = (x i , y i ) and u = u
(v) and taking the limit v to u P , then we obtain the formulae above.
The following proposition is the heart of the duplication theorem and the definition of the canonical local height.
We denote the right-hand side by ϕ(u) .
Proof. By the definition of
. By differentiating the right-hand side of (1.10) with respect to v 1 and substituting v = u into the result, we conclude the assertion.
Then we have the duplication formulae:
Defining equations and arithmetic.
We review defining equations for the affine model using p-functions( [12] ). We define coordinate functions X ij , X ijk , and X as follows.
We write The theta divisor on J ⊂ P 8 is given by
The following proposition follows from Lemma 1.11: The additive formulae are described in Grant [12] and we do not reproduce here. We can obtain the formulae of the addition of points one of which is on the Theta divisor and the other of which is not on the Theta divisor using Cantor's algorithm [6] or taking the limit of the additive formulae. As for the duplication theorem, see Corollary 1.11. Also see [5] for the computation on Kummer surfaces. (2) Let ϕ be a function such that Ψ * Proof. Since σ(u) has zero atΘ of order 1, we have Ψ *
. By Proposition 1.10 we have the assertion. Now we define a modified σ-function k(u), which is a natural generalization of the Klein function, by
where
and
Also by (1.2), we conclude that
Since any of p, p ′ , r, r ′ belongs to R 2 , exp(κ l (u)) is of the form exp(i · 'real number') and |exp(κ l (u))| = 1. 
Proof. By the proposition above, the right-hand side of (2.2) is well defined and clearly it is a Weil function for Θ. Furthermore
thus the right-hand side of (2.2) satisfies the property (2) in the definition ofλ v . By the uniqueness, the assertion follows. res x (ϱ) x, which belongs to Div 0 (C). Conversely, by the Riemann-Roch theorem, for any a ∈ Div 0 (C), there exists a differential of the third kind ϱ such that Res(ϱ) = a, and it is determined up to an addition of a differential of the first kind. We write ω a for this ϱ.
Lemma 2.6. We can choose ϱ uniquely with pure imaginary periods.
Proof. For any differential of the third kindρ, we define
.
Then we can define complex numbers c 1 , c 2 by
. Then ϱ =ρ + c 1 µ 1 + c 2 µ 2 has pure imaginary periods.
Lemma 2.7.
If a = D(P 1 ) with P 1 (x 1 , y 1 ) ∈ C, then ω a is explicitly given by
where ω h is any differential of the first kind.
Proof. Noting that div(dx) = ∑ B i − 3 ∞ and div(y) = ∑ B i − 5 ∞, it is obvious that ω a has simple poles at only P 1 and ∞. The function x − x 1 is an uniformizer at P 1 and res P 1 (ω a ) = 1. By the residue theorem, res ∞ (ω a ) = −1 and Res(ω a ) = P 1 −∞ = a. (1) g a − m x log |z| v is harmonic near x, where z is a local parameter at x and m x is the order of x in a.
(2) g a is a solution of a differential equation ∂∂g a = −2 π iδ a , where δ a is (1,1)-current which represents the evaluation of (0,0)-forms at a.
For a ∈ Div 0 (C), choose ω a so that it has pure imaginary periods (which exists by Lemma 2.6), then the differential equation ω a +ω a = d g has a solution g and we can take g as g a [14] . Now we have an explicit formula of Green's function.
In the both cases, the symbol ≡ means equality up to a constant.
Proof. (1) We shall prove that the function ||θ(z)|| in Bost [2] is coincide with |k(z)| up to a constant multiple which depends only τ . Put
If we put z 0 = ω −1 z = r + τ r ′ = x 0 + iy 0 and Y = Im(τ ), then
That is r
2 /Λ is the point corresponding to D − ∞ and z 0 , y 0 are as above (Note that ∆ = δ ′ + τ δ ′′ is a 2-torsion). Thus |k(z)| and ||θ|| coincide up to the factor |c −1 | det(Y ) 1/4 . By virtue of Bost's result [2] , which is proved in the appendix of [3] we conclude the formula.
(2) The third expression of the right hand side is obvious by (1) . We can also deduce the first and second ones from Bost's result [2] . Remark 2.10. We can give another proof of the proposition above by directly checking the differential equation ω a + ω a = dg a (cf. Lemma 2.7).
Remark 2.11. In the formula (2), using the equation(cf. (1.13))
we see that the first and the third expressions are equal up to a constant. 
We define a modified value of f at x as follows: Fix a tangent vector ∂ ∂t at x on C and take an uniformizer z around x with ∂z ∂t = 1. Then
, where m is the order of
Proposition 2.12 ([14],p.328).
There is a unique pairing ⟨a, b⟩ v on relatively prime divisors a ∈ Z 0 (C) /Kv , b ∈ Div 0 (C) /Kv with values in R which satisfies the following properties:
This pairing is called Néron's local pairing. This pairing satisfies functoriality. That is, let C ′ be an another curve and Φ ∈ C × C ′ be a correspondence rational over K v , then we have ⟨a,
If supp(a) ∩ supp(b) ̸ = ∅, we modify the pairing by
For a ∈ Z 0 (C) /Kv and b ∈ Div 0 (C) /Kv with supp(a) ∩ supp(b) = ∅, the pairing is explicitly defined as follows.
For the archimedean place v, the pairing is explicitly given by
where g a is Green's function attached to a ( § 2.2). Remark 2.13. In Proposition 1.4, substituting P 1 , P 2 , P 3 , P 3 , P 5 , P 5 for P , Q, P 1 , P 2 , Q 1 , Q 2 respectively, we have 2 R
Hence we have
Thus we get
and this implies the symmetry of the pairing. The following lemma is useful to compute the "correction term" (cf. [7] ). 
Then we have
whereĥ is the canonical heightĥ Θ attached to Θ(see Introduction).
2.4.
The canonical local height and Néron's local pairing. Let P 1 , P 2 be Krational points on C. Take P 3 , P 4 , P 5 , P 6 which satisfy P 1 + P 3 + P 4 ∼ P 2 + P 5 + P 6 . Define polynomials G 1 = V P 1 ,P 3 ,P 4 and G 2 = V P 2 ,P 5 ,P 6 (see § 1.1). For simplicity, we write u 12 and G 2 is characterized in the similar way.
First we can prove the following lemma by direct computation. 
Remark 2.16. As the referee notes, the following formula holds:
We can prove this formula by considering of zeros and poles, or by direct computation. On the other hand, by Cramer's rule, we have
The lemma above is immediately deduced from these equations. 
Proof. As the referee notes, we have the following equation:
This is checked by the definition of q(u, v) and Q(u, v) ((1.9) and (1.12)). Putting (1.13) and Lemma 2.15 together, the assertion follows.
Theorem 2.18. For
Then we can take 
In both cases, for an archimedean place v, if we take the uniformizer as above, the relation
where G[b] means the modified value of G at b (see (2.4)). As in the proof of Proposition 2.17, we can take b ′ in the form b ′ = P 5 + P 6 − P 3 − P 4 and P 1 + P 3 + P 4 ∼ P 11 + P 12 + ∞ .
If we defineG
Thus if we define
When both P i , (i = 1, 2) are not Weierstrass points, we may take the local parameter at P i as mentioned in the theorem, and we have
By Proposition 2.9, we have ⟨b,
Now we may assume
. Then the formula in the log | | is of the form exp(E) Σ, where
By the assumption (2.7), we have
On the other hand, by (1.10), we have
,
Using (1.10) again, we have
and by the assumption (2.7), we get
, where
Here we prove the following lemma. Proof. Let i, j, k ∈ {1, . . . , 6} be distinct indices. We put v
, and this does not depend on the index k, thereby completing the proof.
Finally, by Proposition 2.17, we have
As for the case where P i ∈ B, we can prove the equation similarly, noticing that lim
. 
Tate's series
In this section, we shall give concrete expression of Tate's series for the canonical local height.
3.1. Generalities. We review Tate's series [4] . In general let V be a non-singular projective variety, Ψ be a morphism V → V , and Θ be a divisor Θ ∈ Div(V ) ⊗ R, with Ψ * Θ = α Θ+div(ϕ), for some real number α > 1 and a function ϕ. 
Define a sequence of real numbers c n as
which is bounded independently of n and P . Then
where the constant of O(α −N ) is independent of both P and N .
3.2.
The case of Jacobian surfaces. Now we apply the above to the case of Jacobian surfaces. That is V = J, Θ is the theta divisor, Ψ = Ψ 2 , that is the multiplication by 2 map, and α = 4.
For P ∈ J, we denote by
Θ, and
Proof. The first assertion is obvious since Θ is irreducible. Any point in D 1 can be written D(P, B 1 ) . If this point belongs to D 2 , then, for some Q ∈ C, P +B 1 ∼ Q+B 2 . If P ̸ = B 1 (= B ι 1 ) and P ̸ = ∞, by the uniqueness, P = B 2 and Q = B 1 , hence the point is D (P, B 1 ) 
Proof. First, as for t 1 , t 2 , we can show that the function p 12 (u)+β i p 22 (u)−β 2 i vanishes only when u = u B i + u P , since if we put u = u P 1 + u P 2 , then this function is equal to (x 1 −β i ) (x 2 −β i ) . The function has poles at Θ of order 2, thus div(t
To prove the formula for t 3 , we use the following lemma.
Lemma 3.4. We fix
on J by
Proof. By (1.10), the function q P 1 ,P 2 vanishes at T * P 1 ,P 2 Θ and T * P ι 1 ,P ι 2 Θ, has poles at Θ of order 2 and has no poles at elsewhere. Thus the lemma follows. Finally, for u ∈ C 2 andũ ∈ J, as a function measuring the distance ofũ and Θ, we take
If p I (u) = 0 for some index I, we regard the value log |p I (u)| as −∞ and may ignore it.
Examples
In this section, we give some examples. Throughout this section, we denote by N T the number of terms of the summation of Tate's series of Theorem 3. etc., see [17] , also [20] .
. The curve C has the model over Z, C:
This arithmetic surface has singular fiber at p = 139(= p 1 ), 449(= p 2 ), but it is regular at any point on the surface. In fact, we can prove the singular fibers C p 1 and C p 2 are both of genus 1 with one normal singularity and they are of type I 1−0−0 .
Let C η be the generic fiber of C and α : C → C η be an isomorphism (x, y) → (x, y − 1 2 ) . Take points P 1 (1, 1 2 ) and P 2 (−1, ) on C. Let P 5 , P 6 , with α(P 5 ) = (x 5 , y 5 ) and α(P 6 ) = (x 6 , y 6 ) be the points which satisfy b ∼ b ′ for b ′ = P 5 + P 6 − P 3 − P 4 . Then, by the addition theorem,
2 , x 5 x 6 = −68/11 2 ,
We writeP for the section corresponding to the point α(P ) ∈ C η . ThenP i andP j do not intersect for i = 1, 2 and j = 3, 4. 
Let χ be the quadratic character corresponding to the quadratic field Q( √ −7), let X 0 (N ) χ be the twisted modular curve which is given by
and denote this by C. Let J be the Jacobian variety of C. We want to verify the Birch-Swinnerton-Dyer Conjecture for J. Now we recall the Birch-Swinnerton-Dyer Conjecture. Let A be an abelian variety defined over Q, let A ′ be the dual abelian variety of A, let V ∞ be the volume of real periods Vol(A(R)), let S be the finite set of bad primes, let V S be Vol( 
Since we do not have methods to compute the order of X, we want to check
Let S 2 (N ) be the space of cusp forms of weight 2 with respect to Γ 0 (N ). The space S 2 (23) is 2-dimensional. Let g ∈ S 2 (23) be the one of the eigen cusp forms which has the Fourier expansion g(q) = a 1 + a 2 q + · · · , with a 1 = 1,
(cf.
[9]). It is well known that the coefficients a n belong to K = Q( √ 5) and g, g σ are basis of S 2 (23) where σ is the generator of Gal(K/Q). Let g χ be a cusp form given by ∑ n≥1 χ(n)a n q n , which belongs to
. Since the signs of the functional equations are −1, both of L(s, g χ ) and L(s, g σ χ ) have odd analytic rank(analytic rank means the order at s = 1). In fact, they are of analytic rank 1, that is the first derivatives of them do not vanish at s = 1. We check this by computing the special value of the derivatives of the L-functions using the following proposition. 
By this method, we have
Thus, by the conjecture, the Mordell-Weil rank of J should be 2 . On the other hand, we have four rational points of C; P 1 (1, 1), P 2 (3, 5), and their images of the hyperelliptic involution:
is not 0, then α 1 , α 2 are independent and R ′ is the regulator up to a multiple of an integer.
Next we compute the archimedean local height. We have the factorization
Take the real root x 0 of x 3 − 3 x 2 + 2 x + 1, then we have an isomorphism over Q(x 0 )
, the image of which is the curve given by
. Using this equation, we compute the Tate's series, and the results are as follows(N T ≥ 150): Let k = k i be a biquadratic field which is generated by the coordinates of the points of the support of b ′ i . Following [17] , we have: At p = 7, the fiber of the minimal regular model is of type I * 0−0−0 , and if p = 7 is ramified in k, C × O k has good fiber over the primes lying over 7; at p = 23, if p is unramified in the field k, then the fiber of the minimal regular model is of type I 1−2−3 , and if ramified, ramification index is 2 and the type is I 2−4−6 . In our case, both of primes 7 and 23 are unramified in k. We figure the fibres at each prime:
The fibres C i are (−2)-curves, except for C 6 at p = 7 and C 3 , C 4 at p = 23, all of which are (−3)-curves. At p = 7, we can decide which fiber the section hits by looking up the x coordinates. At p = 23, the sections corresponding to the P i do not hit C 0 , C 1 , C 2 , and we can decide which fiber they hit, by checking whether (x + 2)(x + 5)(x + 9) equals 4y mod 23 or −4y mod 23. Next we compute the real periods using the method in Cremona [8] . We compute imaginary periods of Γ 0 (23), and multiply it by √ −7 to get the real period of J up to a multiple of a rational number.
