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La rápida depreciación, salida de operación y los costos asociados (licenciamiento, 
mantenimiento, soporte, etc.) de los activos de hardware e infraestructura, hace que las 
organizaciones miren alternativas para agilizar y facilitar tareas sobre temas de infraestructura. 
 
Así mismo la accesibilidad a la información de una manera centralizada, segura y sin depender 
de lugares específicos para conectarse a ella, se convierte un objetivo para agilizar los procesos 
internos de entidades u organizaciones en cualquier sector del mercado. 
 
Estos y otros beneficios se han ido cubriendo gracias a modelos como la computación en la 
nube, en donde proveedores especializados en este tipo de servicios ofrecen tecnología, 
procesos y servicios en general dependiendo de la necesidad especifica del usuario, computo, 
almacenamiento, seguridad, conectividad, etc. Y su propia evolución y demanda del mercado 
hace que surjan nuevos tipos de servicios complementarios para procesos más específicos en 
las organizaciones hasta el punto de crear o replicar escenarios locales en la nube. 
 
Con el paso de los años, se han ido marcando y posicionando en el mercado los principales 
proveedores de cloud, Amazon, Microsoft, Google, Oracle, IBM, entre otros que desde años 
atrás han sido los líderes en software y servicios, han ido migrando sus y transformado sus 
servicios, productos y planes estratégicos para ofrecerlos a sus clientes. 
 
Para el caso de este trabajo de maestría, se decide hacer un caso de estudio con la Unidad para 
las Victimas, en donde esta organización planea migrar algunos de sus servicios y bases de 
datos a la nube con el fin de obtener una reducción de costos y facilitar tareas administrativas a 
nivel de TI. Ahora bien, el sector gobierno en Colombia y más específicamente la Unidad para 
las Victimas, tiene un convenio de prestación de servicios de tecnología con el proveedor de 
tecnología Branch of Microsoft Colombia, que es el representante en Colombia de la 
multinacional de tecnología Microsoft, donde este presta sus servicios para temas como 





Así mismo, la migración de aplicaciones y servicios se va a llevar en una etapa inicial piloto 
para determinar ventajas y desventajas para las demás aplicaciones y soluciones de la 
Unidad, esto permitirá a próximos equipos de trabajo considerar la nube como una 
alternativa de bajo costo y mantenimiento para el diseño y aplicaciones de soluciones 
enfocados a este ambiente.  
  
Antes de iniciar la ejecución del caso de estudio, se analiza el marco teórico general sobre 
la computación en la nube más específicamente con el proveedor Microsoft Azure, ventajas, 
desventajas, modelo de negocio y su aplicabilidad en el mundo empresarial. 
 










Quick depreciation, operation output and associated costs (licensing, maintenance, support, 
etc.) of hardware and infrastructure assets, makes organizations to look at alternatives to 
speed up and to ease tasks on infrastructure issues. 
 
Likewise, accessibility to information in a centralized and secure way, without depending on 
specific endpoints to work on it, becomes an objective to speed up the internal processes of 
areas or organizations in any sector of the market. 
 
These and other benefits have been covered thanks to models such as cloud computing, 
where specialized providers in this type of services offer technology, processes and services 
in general depending on the specific need of the user, computing, storage, security, 
connectivity, etc. In addition, its own evolution and demand of the market causes new types 
of complementary services to emerge for more specific processes in organizations to the 
point of creating or replicating local scenarios in the cloud. 
 
Over the years, the main cloud providers, Amazon, Microsoft, Google, Oracle, IBM, and 
others, who since years ago have been leaders in software and services providers, have 
been migrating and positioning themselves in the market, transformed their services, 
products and strategic plans to offer them to their customers. 
 
For this master's degree, it is decided to make a case study with the Unit for Victims, where 
this organization has plans to migrate some of its platforms and databases to the cloud, in 
order to obtain a cost reduction and to ease administrative tasks at the IT level. Now, the 
government sector in Colombia and more specifically the Unit for Victims, has an agreement 
to provide technology services with Branch of Microsoft Colombia, which is the 
representative in Colombia of Microsoft Corp., where this loan its services for issues such 
as licensing, e-mail and others for the employees of the unit. 
 
 
On the same way, migrate applications and services is going to be carried out in an initial 
pilot stage to determine advantages and disadvantages for the other applications and 
solutions of the Unit, this will allow to future work teams to consider the cloud as a low cost 
alternative and maintenance for the design and applications of solutions focused on this 
environment. 
  
Before to starting the execution of the case study, the general theoretical framework on cloud 
computing specifically with Microsoft Azure provider, advantages, disadvantages, business 
model and its applicability in the business world will be analyzed. 
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Desde su concepción internet ha ayudado a facilitar tareas diarias en diferentes sectores, 
hogar, académico, banca, salud, empresarial entre otros, temas como redes sociales, 
streaming de música, canales de videos, correo electrónico, wikis, entre otros, facilitan el 
acceso a la información y al conocimiento, pero a ojos del usuario final es una incógnita en 
donde y como se almacena dicha información, de tal forma que día a día si uno de estos 
servicios ofrece mejoras, cambios o ajuste son transparentes al usuario.  
 
Hoy en día internet se ha convertido en una herramienta fundamental para el trabajo día a 
día de organizaciones públicas, privadas, ONGs, en diversos sectores como educación, 
salud, banca, etc., incluso para tareas regulares de un usuario normal, y precisamente a la 
evolución y crecimiento de internet y su demanda de usuarios y necesidades, hoy en día 
las grandes empresas multinacionales de tecnología1 ofrecen toda una gama de servicios 
para suplir estas necesidades y generar un alto impacto y dar valor a sus usuarios. 
 
A nivel empresarial, en los años 90 era una norma tener una infraestructura propia para el 
almacenamiento de servicios, aplicaciones e información, consigo llevando los costos 
asociados a este, tales como: licenciamiento, capacitación a personal de IT, adecuación 
de espacios correctos y que cumplan con las normas y estándares del mercado para ubicar 
dicha infraestructura, entre otros. Sumado a la depreciación del hardware y rápido 
crecimiento de las necesidades de usuarios y del mercado, hacían que estos costos fueran 
creciendo año tras año. 
 
                                               
1 Multinacionales de tecnología como Google, Amazon, Oracle, Microsoft, entre otros.  
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En muchos casos, las organizaciones no ven suficiente relevancia a temas relacionados 
con TI, ya que se ve como la compra de infraestructura que se deprecia con el tiempo y 
software que tiene un alto costo debido a temas de licenciamiento, esto sumado a los 
costos operativos y de mantenimiento que los recursos de TI deben tener. 
 
De estas necesidades surge el termino Computación en la nube o Cloud Computing en 
inglés, en donde en el año 2006 Amazon quien hoy en día es considerado como uno líderes 
del mercado, inicia el ofrecimiento de servicios de computo, almacenamiento denominado 
Amazon Web Services (AWS), como pionero y aceptación en el mercado de sus servicios, 
otras empresas de tecnología iniciaron el ofrecimiento de servicios también en la nube, 
construyendo centros de computo  
 
Desde entonces y hoy en día, existe toda una gama de proveedores y de servicios que se 
adaptan a la necesidad del usuario final, a tal punto que es posible replicar un escenario 
local muy complejos en la nube de una forma rápida y económica. 
 
La Unidad para las Víctimas ha tenido en forma de arrendamiento por outsourcing 
(subcontratación) la empresa Level 3 arrendando servidores con un centro de datos 
ubicado en el norte de Bogotá, aunque este servicio tiene sus ventajas, se adquirieron 
otros servicios alojados en la nube como correo electrónico con la suite Office 365 de 
Microsoft en el año 2012. 
 
Así que buscando tener un solo proveedor de servicios cloud, reducir costos y mejorar el 
servicio a los usuarios se decide migrar las aplicaciones y servicios de Level 3 a Microsoft 
Azure. 
 
La Unidad para las Victimas cuenta con aproximadamente 130 aplicaciones internas y 
externas para la gestión y operación, construidas en diversas tecnologías y plataformas, el 
presente trabajo de maestría busca analizar Microsoft Azure como proveedor cloud y sus 
servicios para el ambiente de la Unidad, así mismo realizar un caso de estudio o piloto para 
analizar el correcto comportamiento de las aplicaciones que van a ser migradas a futuro, 
también el tema de costos y soporte por parte de la plataforma. 
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El presente documento está dividido en cuatro capítulos de la siguiente manera:   
  
En el capítulo 1 se presenta el marco teórico de referencia, iniciando con contextualización 
no muy a detalle de computación en la nube, modelos y características, el segundo punto 
de este capítulo detalla el entorno institucional de la Unidad de Víctimas y la plataforma 
seleccionada para el caso de uso, finalmente se analizará las capacidades de Microsoft 
Azure para la implementación del caso, posición en el mercado, arquitectura y modelo de 
negocio.   
  
En el capítulo 2 se describirá la metodología utilizada y presentará el caso de estudio a 
desarrollar. Se implementará la metodología diseñada, como se implementó y el proceso 
de recolección de datos para análisis, monitoreo y seguimiento durante implementación y 
ejecución. 
 
Finalmente, en el capítulo 3, se presentarán las conclusiones del análisis de resultados de 
la etapa piloto, recomendaciones y lecciones aprendidas para las próximas 
implementaciones a realizar. 
  
Dichos resultados servirán para que la Unidad para las Víctimas tenga argumentos y una 
experiencia de migración de servicios a Microsoft Azure, esto para tomar correctivos o 
decisiones sobre qué tipo de migraciones deben y como deben realizarse hacia la nube.  
  
Se busca también ver como la migración a una nueva tecnología y plataforma puede 
impactar las tareas diarias del área de tecnología y los miembros de esta en cuanto a 





    
 
  




Objetivo general:   
Analizar las capacidades del proveedor cloud Microsoft Azure para hospedaje de servicios, 
aplicaciones y bases de datos, su modelo de negocio y plan de migración para sistemas 
legados. 
 
Objetivos específicos.  
- Analizar Azure como proveedor cloud, casos de éxito, arquitecturas (cloud e hibridas) 
y servicios ofrecidos según tipologías, así como su modelo de negocio. 
- Analizar los servicios ofrecidos por Azure que se requieran para la migración de 
sistemas de información para el caso de la Unidad. 
- Diseñar y ejecutar un plan de migración para el caso de los sistemas propuestos en la 
Unidad para las Víctimas. 
- Recolectar información durante la puesta en producción para determinar relaciones 
costo/beneficio con respecto al escenario actual. Lecciones aprendidas, determinar 
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1 Marco Teórico  
  
El marco teórico se encargará de analizar los siguientes aspectos.  
 
 Primero se realizará una referencia al modelo de computación en la nube, ventajas, 
desventajas, análisis de mercado, casos de éxito en Colombia y sector gobierno. 
 
 El análisis del entorno organizacional de la Unidad para las Victimas a nivel de TI, 
plataformas, sistemas de información y presentación de caso de estudio. 
 
 Finalmente, el tercer aspecto será el análisis de Microsoft Azure como proveedor para 
el caso de estudio, casos de éxito, modelo de negocio y arquitectura de servicios. 
 
   
1.1 Computación en la nube   
  
La computación en la nube fue llegando poco a poco a los usuarios a medida que internet 
crecía, con el inicio de su masificación a mediados – finales de los años 90, con servicios 
básicos de alojamiento de páginas web, almacenamiento y correo electrónico, los usuarios 
fueron adoptando estas capacidades de a poco y así mismo nuevas empresas y 
proveedores se fueron uniendo para mejorar los servicios. En este entonces el usuario 
final era el usuario normal, aquel que estaba teniendo un contacto inicial con internet y los 
computadores, solo utilizaba internet para temas básicos como búsquedas y correo 
electrónico. 
 
Así fue como grandes empresas líderes en el mercado de TI como Amazon, Google, 
Microsoft, Oracle, entre otros, que tienen experiencia y cobertura en el mercado con sus 
productos y servicios en buena parte a nivel empresarial, empiezan a ver internet como 
una alternativa para ampliar sus servicios y mejorar los ya existentes, esto con miras a un 
usuario empresarial. 
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De ahí que estas organizaciones empiecen la construcción y ampliación de sus centros 
de datos alrededor del mundo, aprovechando la capacidad de internet y crecimiento de 
este a mediados del año 2000, estos centros de cómputo se conectan entre ellos, 
siguiendo estándares y protocolos ya definidos por la industria. 
 
Esto empieza a generar escenarios de alta disponibilidad e interoperabilidad entre 
fabricantes tanto de software como de hardware, a partir de ahí, ya la proyección con la 
computación en la nube es historia a lo que conocemos el día de hoy. 
 
Así como también nuevos modelos de negocio, donde los usuarios, no tengan que adquirir 
un costoso licenciamiento, sino exista un esquema flexible donde solamente haya un pago 
especifico por consumo, así como el aprovechamiento de las herramientas. Existen 3 
modelos principales que buscan enfocar los tipos de servicios y características de estos 
según la necesidad, a partir de este surgen regulaciones y normas para el manejo y 
seguridad de la información. 
 
1.1.1 Modelos computación en la nube  
  
Para la fácil adopción y entendimiento de la computación en la nube, existen 3 modelos 
principales que buscan enfocar los tipos de servicios y características de estos según la 
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Figura 1-1: Modelos de Computación en la nube 
 
Tomado de: erpsoftwareblog.com 
 
 Infraestructura como Servicio (Infrastructure As A Service - IAAS): Este modelo se 
encarga de ofrecer capacidad de almacenamiento y computo a los usuarios. Consiste 
en un modelo por parte del proveedor de “arrendamiento” de la infraestructura de TI y 
los recursos que acompañan a estos tales como servidores, almacenamiento, redes y 
sistema operativo, este modelo permite que el usuario sea administrador de manera 
remota de estos recursos, mientras que la administración de hardware y disponibilidad 
debe ser garantizada por el proveedor. Uno modelo donde los recursos se entregan en 
limpio 
 
 Plataforma como Servicio (Plattform As A Service - PAAS): Este modelo permite ofrecer 
a los usuarios, no solo la infraestructura y configuración básica de esta, sino también 
una plataforma ya instalada y licenciada para uso por parte del usuario, servidores de 
aplicaciones, correo electrónico, plataformas de colaboración, motores de bases de 
datos, etc. entre las plataformas que vienen pre-configuradas en este modelo. El 
usuario tendrá control de la plataforma y la infraestructura de forma remota. 
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 Software como Servicio (Software As A Service -SAAS): Este modelo se separa de las 
anteriores, ya que ofrece el software en modo de arrendamiento o alquiler a los 
usuarios, además de ofrecer planes con diferentes características según las 
necesidades de los usuarios. Todas las tareas de administración del software están a 
cargo del proveedor, mientras que el usuario solo tendrá derecho de uso y gestión de 
este. Si bien este modelo puede llegar a ser el más práctico, puede llegar a ser el más 
restringido ya que el software que el usuario está alquilando u obteniendo puede o no 
cumplir al100% las necesidades del usuario.  
 
1.1.2 Computación en la nube, privada, publica e hibrida. 
  
Definir computación en la nube es complejo, pero siempre se apunta al mismo sitio. No 
vale la pena hacer una definición en el presente trabajo, así que se tomara como referente 
a Gartner quien se ha posicionado como uno de los grandes referentes en tecnologías de 
la información. Donde presta sus servicios de consultoría a grandes empresas del sector 
de las comunicaciones, gobierno, entre otras.   
 
Gartner define la computación en la nube como “un estilo de computación en el que 
capacidades TI escalables y elásticas son entregadas en forma de servicio utilizando 
tecnologías Internet” añadiendo el concepto de “Computación en Nube Publica” y 
“Computación en Nube Privada” donde dice que es una forma de computación utilizada 
por una sola organización aislada de otras. 
A partir de este punto se define la “Computación en la Nube Hibrida”, donde Gartner la 
define como Aprovisionamiento de servicios coordinado y basado en políticas, uso y 
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Figura 1-2: Modelos de Computación en la nube – Privado-Hibrido 
 
Tomado de: ccomputing-sosw.blogspot.com 
 
Es a partir de este punto, donde organizaciones empiezan a contemplar la nube como una 
fuerte opción para aprovechar sus servicios, reducir costos administrativos y de 
licenciamiento y cumplir con estándares de calidad, seguridad y aseguramiento de la 
información. Pero siempre hay que evaluar una tecnología o una metodología antes de ser 
usada en la organización, si bien las bondades de la computación en la nube son claras y 
muy ventajosas, el mal uso de estas puede traer consecuencias a la hora de la gestión de 
los recursos de TI, es por ello que existen los modelos de computación en la nube.  
 
 
1.1.3 Nube Híbrida 
 
La nube hibrida se convierte en la opción más flexible de los conceptos de computación en 
la nube, en ciertos países, existen normas donde restringen la ubicación geográfica de la 
información para la fácil adopción y entendimiento de la computación en la nube. 
Es en este tipo de casos donde por regulación, seguridad o por elementos técnicos, la 
posibilidad de conectar y comunicar recursos locales con recursos en la nube o Nube 
Híbrida surge como solución. 
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Forbes es una revista de medios especializada en negocios, investigación, emprendimiento 
y tecnología entre otros, de gran aceptación entre las organizaciones debido a que 
anualmente publica listas de negocios conocida como Forbes 500. En una de sus 
publicaciones indica que en el año 2020 el 22% de las organizaciones con servicios en la 
nube estarán usando este modelo. 
 
Figura 1-3: Prospectiva de Modelos de Computación en la Nube Forbes 2020 
 




La aceptación y “éxito” del modelo de computación en la nube viene de las características 
que esta presenta, según la NIST (National Institute of Standards and Technology) la 
computación en la nube posee las siguientes 5 características: 2  
 
                                               
2 Mell Peter, Grance Timothy. The NIST Definition of Cloud Computing, September 2011,  pp 2.  
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• Auto servicio bajo demanda. Se refiere a la capacidad que le permite al usuario 
disponer de forma automática de las distintas necesidades de recursos, como el 
tiempo de servidor y almacenamiento en la red, según lo necesite sin que sea 
necesario la interacción humana con su proveedor de servicios en la nube. 
 
• Acceso Ubicuo a la red. Los servicios están disponibles en la nube y se puede 
acceder a ellos desde cualquier dispositivo fijo o móvil con acceso a la red. 
 
• Agrupación de recursos independiente de la posición. Permite que los usuarios 
de un proveedor especifico pueda compartir recursos con otros proveedores, 
disminuyendo costos y maximizando la disponibilidad. Los recursos disponibles 
(cómputo, almacenamiento, red, etc.) se asignan y balancean de forma automática 
en base a las necesidades de los usuarios. 
 
• Elasticidad. La elasticidad para añadir o eliminar recursos, por ejemplo, 
aumentando el procesamiento o el almacenamiento, en minutos, sin que la 
disponibilidad de las aplicaciones o servicios se vean afectadas. Permite adecuarse 
a las necesidades del cliente rápidamente. 
 
• Servicio Medido. El servicio prestado por el proveedor al usuario es medible, es 
decir, tanto el proveedor como los usuarios tienen de manera fácil y directa al 





Así mismo, las ventajas que ofrecen son clave para la aceptación de la computación 
en la nube. A continuación, algunas de estas. 
 
• Infraestructura Dinámica. Los recursos de hardware pueden ser asignados o 
retirados dinámicamente a medida de acuerdo al aumento o disminución de la 
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demanda. Este tipo de asignaciones pueden realizarse de forma manual o 
automática. 
  
• Automatización. Las infraestructuras que soportan los servicios en la nube son 
altamente automatizadas y totalmente administradas por software. Esto ayuda a 
agilizar tareas de mantenimiento y soporte de estas y enfocar los esfuerzos en 
plataformas, información y servicios mas no en mantenimiento de hardware. 
  
• Disponibilidad. Los servicios estarán alojados en ambientes de alta disponibilidad, 
donde los proveedores ofrecerán Acuerdos de Nivel de Servicio (Service Level 
Agreement – SLA) altos (superior al 95%), teniendo en cuenta estándares y 
exigencias del mercado tanto para hardware como para software. Para ello se crear 
nuevos puntos de redundancia para información y dentro de un mismo centro de 
datos o en uno externo inclusive en diferentes regiones del mundo. 
  
• Reducción de costos en infraestructura de TI. Al aprovechar estos servicios, el 
proveedor, suministra y administra todos los recursos de hardware, lo cual de 
entrada es un recorte en costos bastante alto, y así como sus costos que derivan 
de este tales como, licenciamiento, mantenimiento, renovación o ampliación de 
infraestructura, capacitación, entre otros. La computación en la nube reduce la 
necesidad de hacer grandes inversiones iniciales en infraestructura. 
  
• Pago por consumo. Este modelo de “arrendamiento” de servicios, hace que 
cambie el modelo de negocio, donde ahora debido a las flexibilidades y 
características de elasticidad donde un día se pueden tener una serie de recursos 
y al otro mayor o menor cantidad de recursos, se pasa de un cobro por 
licenciamiento a un cobro por demanda o por el derecho de uso de algún servicio 
específico adicional al ya adquirido. 
• Ahorro en espacios y uso de recursos energéticos. Ya que se reducen los 
centros de cómputo, se reducen consumos de energía, adecuación de espacios 
que hacen que las organizaciones se tornen más “verdes”, además de que los 
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proveedores buscaran el ahorro de estos recursos de diferentes formas, por 
ejemplo, el concepto de Green Datacenters y Green Cloud Computing enfocado en 
la aplicación de criterios de aprovisionamiento, alojamiento y migración de servicios 
para obtener un eficiente uso de energía e los centros de datos. 
 
• Accesibilidad. Es el cliente quien define quien, y como puede acceder a los 
recursos adquiridos, así mismo, el proveedor debe garantizar diferentes formas de 
comunicación y acceso a los servicios independiente de la plataforma, o dispositivo 
desde donde desee conectarse el cliente. Así mismo el proveedor debe ofrecer la 
posibilidad de generar una herramienta de trazabilidad, versionamiento y alertas al 
cliente para poder detectar cambios hechos de forma irregular o no autorizado. 
 
• Estandarización. Los estándares a nivel de tecnología ayudan a que las 
organizaciones en sus sistemas y diseños halen el mismo idioma, esto agiliza 
tareas de conectividad de plataformas y sistemas independiente de un sistema 
operativo o lenguaje de programación. Existen estándares internacionales para 
gestión de tecnologías de TI, arquitecturas, datos empresariales y seguridad de la 
información.    
  
1.1.6 Computación en la nube y la gestión de TI  
 
La gestión de TI en toda organización de ir de la mano con roles estratégicos de la 
organización, ya que es TI quien soporta en gran medida desde las operaciones 
administrativas hasta las operaciones estratégicas y de liderazgo de una organización, es 
por eso por lo que la gestión de los recursos de TI en computación en la nube puede llegar 
a facilitar y agilizar muchos de los procesos estratégicos de la organización. 
Es claro que, con la computación de la nube, mejora considerablemente la gestión de TI, 
muchos roles dentro de la gestión de una organización como COO, CFO, CMO, etc., ven 
en la nube una herramienta para la agilización de sus procesos, en donde bien pueden 
migrar a la nube para mejorar o perder competitividad respecto al mercado. 
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Es en este punto donde el área de TI toma un rol de mayor importancia ya que no es solo 
de mantener los sistemas e información que apalancan la organización sino además tiene 
que ver cómo estas nuevas tecnologías y tendencias como la computación en la nube, 
pueden ayudar a agilizar y mejorar los procesos ya definidos, de tal forma que las áreas 
de I&D toman mayor fuerza sabiendo que no tienen que contar con recursos de 
infraestructura ni costos adicionales que estos conllevan. 
Ahora bien, la gestión de TI en cuanto a recursos de computación en la nube se refiere 
deben estar en capacidad de dar respuesta rápida a los cambios tecnológicos y/o nuevos 
requerimientos o demandas de las áreas estratégicas de la organización. Para ello debe 
siempre tener como marco estrategias de benchmarking para, entender nuevos estándares 
metodologías, procedimientos, entre otros para así lograr mejores resultados en menor 
tiempo y mejorar la eficiencia de la organización. 
Para ello viene un proceso de adopción tecnológico, la resistencia o miedo al cambio 
siempre es un problema con el que hay que lidiar, en una organización al momento de 
querer implementar una nueva herramienta de tecnología para facilitar o mejorar un 
proceso, es donde los usuarios pueden empezar a temer por el cambio a lo ya conocido, 
siempre es bueno mostrar las bondades, ventajas y costo/beneficio que se van a lograr 
cuando se logran implementar nuevas tecnologías. 
Finalmente, al finalizar el proceso de adopción de tecnología, siempre se debe pensar en 
la forma de mejorar, tanto procesos como herramientas, la constante retroalimentación y 
aprendizaje del mercado y competencia en cuanto a gestión de TI y computación en la 
nube, hace que la gestión de TI no se detenga y siempre tenga la opción de innovar y 
mejorar. 
El impacto de TI en las organizaciones está representado por los beneficios recibidos por 
aplicación y uso de los sistemas de información y los servicios informáticos, reflejados a 
través del rendimiento empresarial, que conduce a dar valor a la organización, donde el 
área de TI se ha transformado en un proveedor estratégico de servicios que brindan 
soporte al negocio. 
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1.2 Contexto general de la organización  
  
  
La Unidad para las Atención y Reparación Integral a las Victimas (UARIV o abreviado 
Unidad para las Víctimas), es una institución creada en el año 2012, mediante la ley 1448 
(Victimas y restitución de tierras), se dan los parámetros y medidas para la atención, 
asistencia y reparación integral a las víctimas del conflicto armado en Colombia. 
 
Figura 1-4: Misión y Visión de La Unidad para las Victimas 
 
 
Fuente: Unidad Victimas 
 
La Unidad para las Víctimas busca el acercamiento del Estado Colombiano a las víctimas 
del conflicto armado mediante colaboración y acciones que promuevan la participación de 
las víctimas en su proceso de reparación. En atención a eso, se encarga de coordinar las 
medidas de asistencia, atención y reparación otorgadas por el Estado, articular a las 
entidades que hacen parte del Sistema Nacional para la Atención y Reparación Integral a 
las Víctimas.  
 
Es una entidad del orden nacional con autonomía administrativa y patrimonial 
perteneciente al sector de la Inclusión social y la reconciliación, liderado por el 
Departamento de la Prosperidad Social –DPS. 
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La estructura orgánica de la Unidad para las Víctimas es jerárquica, dividida en 5 grandes 
direcciones misionales, cada una de ellas enfocadas en diversos grupos según 
caracterización de estos. Así mismo dividida en 20 direcciones territoriales con presencia 
en todos los departamentos del país. Aunque desde el Nivel Nacional (Bogotá) se 
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Figura 1-6: Mapa de centros regionales 
 
 
Fuente: Unidad Victimas 
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La Unidad cuenta a noviembre de 2018 con 1381 colaboradores en modalidad de contrato 
por prestación de servicios y 787 funcionarios de planta, dando un total de 2168 
colaboradores de la unidad a nivel nacional. Esto sumado a operadores logísticos 
(empresas contratadas por la unidad) y operativos que brindan apoyo a los eventos o 
actividades que realiza la unidad en terreno, lo cual puede llegar a más de 2000 
colaboradores externos. 
  
1.2.1 Plan Estratégico Oficina de Tecnologías de Información - OTI  
 
La Unidad para las Victimas, solicita a cada una de sus dependencias y áreas definidas en 
el organigrama, la construcción de un plan estratégico, para el caso de estudio se trabajará 
con la Oficina de Tecnologías de la Información (OTI), a continuación, se resume el plan 




• Disponer de información consolidada, segura, oportuna y de calidad, que permita 




• Operar el RUV articulado con la RNI, garantizando la integridad de los registros 
requeridos para la implementación de la Política Pública. 
• Brindar servicios de infraestructura tecnológica, telecomunicaciones y soporte técnico 
a la Unidad. 
• Implementar Sistemas de Información para la automatización de procesos de la 
Unidad. - Brindar el servicio del Centro de Contacto para la Información y Orientación 
a las Víctimas 
 
Para ello desde su concepción se asoció un presupuesto para el cumplimiento de estos 
objetivos con un valor de 82.550 Millones de pesos para el periodo definido 2013-2021 y 
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futuras vigencias. Esto sin tener en cuenta los tramites o adiciones presupuestales que 
surjan durante la ejecución del plan. 
 
 
Figura 1-7: Presupuesto Tecnología – Unidad para las Victimas 
 
Fuente: Banco de proyectos de inversión nacional - DNP 
 
De acuerdo con el informe de gestión de 2017, uno de los objetivos de la OTI es mejorar 
la calidad de servicios en diferentes niveles, a continuación, se encuentra la medición del 
informe de gestión 2017. 
 
Grafica 1-1: Resultados de gestión OTI 2017 
 
Fuente: Informe de Gestión Unidad para la Atención y Reparación Integral a las Victimas 
– diciembre 2017 
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1.2.2 Procesos de gestión informática en la Unidad para las Victimas 
  
La gestión de La Unidad para las Víctimas está organizada por procesos misionales de 
apoyo, estratégicos y de seguimiento y control. Cada uno de estos procesos enmarca las 
diferentes dependencias y grupos de la unidad. 
 
Los proyectos de tecnología de información son definidos e implementados desde la 
Oficina de Tecnologías de la Información (OTI) de Informática, la cual se enmarca dentro 
de los procesos estratégicos en la gestión de la información.  
  
 Figura 1-8: Mapa de procesos Unidad de Victimas   
 
Fuente: Unidad para las Victimas. 
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Gestión de la Información - OTI 
Objetivo: 
Gestionar los servicios, gobierno y capacidad tecnológica que soporta la operación y las 
necesidades de la Unidad frente las tecnologías de la información y articular a las entidades 
que conforman la red nacional de información para facilitar el flujo eficiente de información 
que permita realizar el seguimiento a la implementación de la política pública a través de 
la gestión técnica, administrativa y financiera del personal del proceso frente a los dominios 
de: estrategia TI, gestión TI, servicios tecnológicos, sistemas de información, información, 
uso y apropiación y seguridad de la información frente a todos los procesos, y la gestión 
con las entidades externas y procesos misionales y estratégicos de la Unidad facilitando el 
flujo eficiente de la información con el fin de apoyar el cumplimiento de la misión y objetivos 
de la Unidad (3). Anexo (Sistema Integrado de Gestión) 
  
Alcance 
El proceso inicia con la identificación de las necesidades de información, soluciones y/o 
servicios TI (Tecnologías de la Información), análisis e implementación según los 
requerimientos de la Unidad y finaliza con la generación de insumos en materia de 
información y el soporte de las necesidades tecnológicas. 
 
Para ello la Unidad deberá contar con personal capacitado en la administración y gestión 
de las plataformas tecnológicas, quienes realizaran los procesos de diseño, adquisición, 
construcción y validación de los sistemas de información necesarios para la gestión de la 
unidad. Además de tareas operativas como adquisición, operación, mantenimiento y 
administración del centro de cómputo, de la red de datos, de los equipos de usuario final y 
de los sistemas de información.   
 
1.2.3 Servicios informáticos y plataformas de la Unidad  
  
Los servicios informáticos y los sistemas de información son las soluciones de software, 
procesos y procedimientos, que ofrece la Unidad para el apoyo a la gestión, misionalidad 
y funciones administrativas que se realizan interna y externamente.  
                                               
3 Sistema Integrado de Gestión. Proceso: Gestión de la Información.  
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Existen un aproximado de 130 sistemas de información internos gestionados por la Oficina 
de Tecnologías de la Información, adicional cuenta con herramientas contratadas con 
empresas externas como es el caso del correo electrónico. A continuación, se detallan los 
principales de estos en cara a la gestión de atención a víctimas y su misionalidad, y se 
hará referencia al sistema que se utilizará para el caso de estudio del presente documento.  
 
Varios de los servicios para gestión interna de la unidad esta soportados con la plataforma 
Office 365 de Microsoft, tales como autenticación, correo electrónico, mensajería 
instantánea, portal de video, portal de colaboración, almacenamiento, entre otros. 
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1.2.3.1 Correo electrónico  
  
El servicio de correo se contrató con el proveedor Microsoft bajo el dominio 
@unidadvictimas.gov.co, cuenta con más de 2.100 cuentas de correo electrónico. El 
servicio está contratado y gestionado en la plataforma Office 365 en la nube, lo cual hace 
que las tareas de licenciamiento, administración de infraestructura y demás asociados, 
estén a cargo de Microsoft. 
  
1.2.3.2 Mensajería instantánea 
  
De la mano con el servicio de la plataforma de Office 365, viene asociado el servicio de 
Skype Empresarial, el cual está diseñado para la comunicación instantánea a nivel 
empresarial, con características como, video llamadas, reuniones grupales, grabación de 
reuniones, integración con herramientas adicionales como SharePoint y Teams.  
 
1.2.3.3 Autenticación y Acceso  
Al momento de ingresar a la unidad como funcionarios, se asigna un usuario con la 
nomenclatura nombre.apellido@unidadvictimas.gov.co. Este usuario permite al 
funcionario acceder no solo al correo electrónico sino también a varios de las plataformas 
internas de gestión de la unidad. Este servicio hace parte del paquete Office 365 y está 
soportado bajo la plataforma Microsoft Azure.  
  
1.2.3.4 Servicio de almacenamiento de archivos local - TOTORO 
  
El almacenamiento de archivos contiene la información del día a día de la Unidad, 
información de soportes administrativos y misionales. Es un componente de hardware tipo 
SAN (4),con tecnología Hewlett Packard, con 64 TB de capacidad, y es accedido por todos 
los funcionarios de  La Unidad previo solicitud de acceso a mesa de ayuda.  
 
                                               
4 SAN, iniciales de las palabras en inglés Storage Area Network hace referencia a los sistemas de almacenamiento en disco, 
que son compartidos y utilizados en la una red de datos.  
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1.2.3.5 Servicio de almacenamiento de archivos en la nube - OneDrive 
  
Como parte del paquete de Office 365, se ofrece también espacio de almacenamiento con 
el servicio OneDrive, el cual ofrece espacio ilimitado para todos los usuarios con cuenta 
activa. Así mismo los planes de capacitación hechos por la Unidad para esta plataforma 
han ayudado a que los usuarios acepten y adopten esta tecnología paulatinamente para 
almacenar su información. 
 
1.2.3.6 Pagina Web 
  
La página www.unidadvictimas.gov.co es el puerta de entrada a la Unidad, con la ley de 
trasparencia 1717 de 2014, el artículo 7 de esta ley referente a la disponibilidad de la 
información, indica que toda la información que produzca la unidad en cuando a sus 
objetivos misionales y que no pongan en riesgo la integridad de las víctimas o funcionarios, 
así como sus procesos deben ser publicados en la página web de esta para ser accesible 
y disponible al público. Dicha página web fue creada en el año 2012 sobre plataforma 
Drupal. En donde a corte 31 de diciembre de 2012, según el informe de gestión se tienen 
más de 2 millones de visitas. Así mismo la traducción de ésta página a inglés, aumentando 
así la visibilidad y accesibilidad del trabajo de la unidad a usuarios que no hablen español. 
https://www.mintic.gov.co/portal/604/articles-7147_documento.pdf 
 
1.2.3.7 Servicio de mesa de ayuda  
  
La mesa de ayuda para la atención de servicios de soporte informático y orientación al 
usuario en uso o casos de soporte en los sistemas de información, equipos de cómputo o 
de seguridad de la información, esta subcontratado con la empresa Comware bajo 
plataforma Aranda Service Desk.  Este modelo de contratación tiene ventajas para la 
unidad tales como: 
  
• Soporte 7x24 
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• Únicos canales de comunicación a nivel nacional. Telefónico 4 26 1111 extensión 5, 
correo soporte.oti@unidadvictimas.gov.co y mediante página web 
http://mesadeservicios.unidadvictimas.gov.co/usdkv8  
• Cumple con los objetivos de atender los servicios de soporte informático orientados a 
los usuarios internos.   
• Atiende un promedio de 50.000 servicios de soporte al mes, dando respuesta oportuna 
con los sistemas o administradores involucrados. 
• El servicio tiene SLAs (acuerdos de nivel de servicio) establecidos y sobre los que se 
mide su efectividad. 
• A corte de diciembre de 2017 de 18070 solicitudes, de las cuales se atendieron 





Es un sistema de información web (http://vivantov2.unidadvictimas.gov.co/) y en línea que 
permite la consulta consolidada de la información relativa a una víctima, desde sus datos 
básicos, declaraciones presentadas bajo cualquier marco normativo que conforman el 
Registro Único de Víctimas hasta los beneficios recibidos por diferentes programas del 
Gobierno Nacional. 
 
1.2.3.9 SGV – Sistema de Gestión para las Victimas 
 
Sistema web (https://sgv.unidadvictimas.gov.co/) utilizado en los puntos de atención de 
todo el país, centros regionales, canal telefónico y virtual para la creación de solicitudes de 
víctimas, entidades, particulares, etc., y a su vez realizar escalamientos a las diferentes 
áreas misionales de la Unidad, encargadas de tramitar solicitudes de acuerdo con los 
tiempos definidos. Permite el cargue y consulta de soportes documentales asociados a los 
    26 
casos que lo requieran, gestión masiva de casos por parte de los grupos de solución de la 
entidad, seguimiento y tableros de control de todas las solicitudes de la herramienta en 
tiempo real. 
 
1.2.3.10 SIGO – Sistema de Gestión de la Oferta  
 
Sistema de Información de Gestión de Oferta. Herramienta que permite hacer seguimiento 
a la implementación de la Estrategia de Articulación Gestión de Oferta. Provee elementos 
necesarios al usuario final para la administración de las solicitudes de acceso a oferta de 
las víctimas mediante la implementación del Sistema de Información de Gestión de Oferta 
– SIGO (http://sigo.unidadvictimas.gov.co)- provisto por el Grupo de Oferta Institucional de 
la Unidad para la Atención y Reparación de las víctimas. 
  
1.2.3.11 ORFEO – Sistema de Gestión Documental 
 
Es un Sistema de Gestión Documental web (http://orfeo.unidadvictimas.gov.co) que 
dispone la Unidad por la importancia que tiene la organización de los documentos y los 
procesos asociados a estos. Su objetivo principal es el control de dichos documentos para 
la eficiencia en los procesos y la atención a las víctimas. 
 
1.2.3.12 COMR – Centro de Operaciones y Monitoreo de Riesgos  
 
El Centro de Operaciones y Monitoreo de Riesgos - COMR – está encargado del análisis 
de seguridad, emisión de alertas y estado de orden público a los colaboradores de la 
unidad, así mismo debido a la misionalidad de esta, los funcionarios se ven en la necesidad 
de desplazarse a diversas zonas del territorio colombiano, por el cual el COMR debe 
impartir las recomendaciones de seguridad adecuadas para mitigar los riesgos que se 
puedan presentar en terreno. Este cuenta con una plataforma web 
(http://comr.unidadvictimas.gov.co/), el cual será el utilizado en el caso de estudio del 
presente trabajo de maestría. 
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1.2.4 Sistema para caso de estudio.  
 
Para la selección del sistema para el caso de estudio, se verifico el impacto que los 
sistemas tienen sobre procesos misionales de la unidad o de apoyo a la gestión, usuarios 
y tecnologías, a partir de esta evaluación se seleccionó el sistema del Centro de 
Operaciones y Monitoreo de Riesgos – COMR. 
Anexo (Evaluación aplicaciones). 
 
Figura 1-10: Logo COMR – Unidad para las Victimas 
 
Fuente: Logo COMR – Unidad para las Víctimas. 
 
La plataforma del COMR fue concebida y construida en el año 2016 con apoyo del 
departamento de seguridad de las naciones unidas – UNDSS.  
 
Objetivo del Centro de Operaciones y Monitoreo de Riesgos: Brindar acompañamiento a 
nivel de seguridad a los colaboradores de la Unidad durante la ejecución de sus actividades 
relacionadas con sus funciones y desplazamientos en el territorio colombiano. 
 
Debido al trabajo misional de la unidad en tareas de reparación de victimas en el territorio 
colombiano, los colaboradores de la entidad se ven en la necesidad de desplazarse desde 
sus ciudades de origen a los lugares donde se vayan a realizar actividades, para ello, previo 
a la salida a terreno de los colaboradores, estos deben ingresar a la plataforma del COMR 
(http://comr.unidadvictimas.gov.co/Account/Login) y diligenciar la información relacionada 
con dichos desplazamientos, a esta información se le conoce como Plan de Seguimiento. 
 
Este proceso va ligado con la solicitud de viáticos (aplicativo GESTIONA) al área 
administrativa de la unidad, y es prerrequisito para todo colaborador de la unidad previo a 
salir a territorio colombiano a desarrollar sus actividades. A continuación, se detalla el 
proceso como tal. 
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Figura 1-11: Proceso del COMR 
 
Fuente: COMR. 
Los usuarios del sistema se componen en 3 grupos, funcionario, operador y administrador. 
 Funcionario: Se conoce como el usuario regular del sistema, con corte a 30 de 
agosto son 1730 colaboradores de la unidad entre contratistas y funcionarios de 
planta. 
 Operador: Son los usuarios que están dando seguimiento telefónico a los 
funcionarios en terreno, tiene contacto permanente con la herramienta en el módulo 
operativo y algunas operaciones de consulta y administrativos. 
 Administrador: este rol se encarga de consulta de información, gestión de usuarios 
y accesos, generación de reportes entre otros. 
 
A continuación, se detallan los módulos del sistema: 
Tabla 1-1: Módulos plataforma COMR  
Modulo Observación Usuario 
Inicio de sesión 
Módulo de acceso al sistema con correo 
institucional y nro. de documento. 
Funcionario, Operador, 
Administrador 
Cierre de sesión Salida segura del sistema. 
Funcionario, Operador, 
Administrador 
Funcionario   
    Registro de plan de seguimiento 




    Cancelación de plan de 
seguimiento  
Cancelaciones de planes de seguimiento 
hasta el mismo día de inicio de este. 
Funcionario, Operador, 
Administrador 
    Actualización de datos personales 
Actualización de datos personales, tales 
como teléfono, dependencias de apoyo y 
ciudad de residencia. 
Funcionario, Operador, 
Administrador 
    Consulta de Planes 
Consulta de planes de seguimiento 




    Encuesta 
Encuesta de percepción a usuarios de uso y 
servicio del COMR. 
Funcionario, Administrador 
Operativo   
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    Monitoreo 
Pantalla de monitoreo de funcionarios en 
terreno con planes de seguimiento activos. 
Operador, Administrador 
    Bitácora de monitoreo del día Bitácora de monitoreos del día de consulta. Operador, Administrador 
    Consulta de comisiones (Histórico) 
Histórico de planes de seguimiento, 
monitoreos y reportes registrados en el 
sistema, filtros por fecha, dependencia, 
funcionario y dirección territorial. 
Operador, Administrador 
    Reporte de Incidentes 
Consulta de incidentes de seguridad 
registrados en el sistema. 
Operador, Administrador 
Administrativo   
    Dependencias 
Administración de dependencias, jefes, 
encargados y puntos focales. 
Administrador 
    Direcciones territoriales 
Administración de direcciones territoriales, 
jefes, encargados y puntos focales. 
Administrador 
    Funcionarios 
Administración de funcionarios, actualización 
de datos, registro de nuevos funcionarios, 
desbloqueo de cuentas.  
Administrador 
        Consulta 
Consulta de funcionarios por documento o 
nombre. 
Operador, Administrador 
        Registro Registro de funcionarios nuevos al sistema. Operador, Administrador 
        Actualización de cursos y datos 
Actualización de datos personales, correo y 
cursos de seguridad. 
Operador, Administrador 
        Anuncios Anuncios para la página de inicio del sistema. Administrador 
Consultas   
    Por Nro. de Plan 
Consulta de detalle de plan de seguimiento 
por número de plan. 
Operador, Administrador 
    Por Documento 
Consulta de planes de seguimiento 
registrados de un usuario por número de 
documento. 
Operador, Administrador 
    Encuestas Consulta de encuesta de satisfacción. Administrador 
    Comisiones por ubicación 
Consulta de planes de seguimiento por 
municipio/departamento y por rango de 
fechas. 
Operador, Administrador 
    Monitoreo del día actual Reporte de monitoreos del día en curso. Operador, Administrador 
    Estadísticas por mes 
Estadísticas mensuales de monitoreo, planes 
de seguimiento y funcionarios. 
Administrador 
    Cursos Listado de cursos realizados por los usuarios. Administrador 
 
La arquitectura de la aplicación se compone a un modelo a capas. En este modelo se 
respetan las responsabilidades de cada una de estas capas, evitando así que no se 
realicen tareas inadecuadas en el lugar que no deben. 
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Figura 1-12: Diagrama de arquitectura COMR 
 
 
Fuente: Ficha Técnica COMR Unidad de víctimas 
 
 Capa de acceso a datos DAL: esta capa se compone del ORM y objetos de 
transmisión encargado de realizar la comunicación con la base de datos (Microsoft 
SQL Server). 
 Capa de negocio BLL: esta capa contiene todas las reglas de negocio del sistema, 
accesos, permisos, validaciones de datos entre otros. 
 Capa de presentación Web: esta capa contiene todos los elementos relacionados 
con la visualización web del sistema, elementos HTML, hojas de estilos CSS, scripts 
etc. 
 Capa de servicios: esta capa permite que sistemas externos puedan intercambiar 
información con el COMR, para el caso de la Unidad, esta capa se integra con 
sistemas administrativos para la solicitud y gestión de viáticos. 
 
Esta plataforma inicialmente se encontró alojada en una infraestructura de la Unidad con 
las siguientes condiciones. 
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Figura 1-13: Características servidor local COMR 
 
Fuente: Servidor Local donde está alojado la plataforma COMR. 
  
Esta plataforma, ofrece sus servicios a toda la unidad, en donde en los primeros 7 meses 
del 2018 ha recibido más de 44.000 visitas a los 2200 colaboradores de la unidad y 
operadores registrados en la plataforma. Anexo (Ficha Técnica COMR) 
 
Figura 1-14: Estadística de visitas 2016-2018 COMR 
 
 
Fuente: Google Analytics 
 
Gracias a la herramienta Google Analytics, se evidencia como va en aumento el uso de la 
plataforma, y así mismo debido a su alto tráfico, se empiezan a presentar problemas en 
tiempos de respuesta en la infraestructura actual, también por su exclusivo uso de forma 
interna y no afectación a la misionalidad de la unidad se decide usar este sistema como 
piloto para la migración de otros futuros sistemas a la nube. 
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La arquitectura de esta aplicación a 4 capas, acceso a datos, negocio, servicios y 
presentación, a continuación, se detallan las especificaciones técnicas con las que fue 
construido el sistema. 
 
Tabla 1-2: Especificaciones plataforma COMR  
Especificación Detalle 
IDE de desarrollo Visual Studio 2015 
Plataforma .Net Framework Ver. 4.6 
Lenguaje de programación C# 6.0 
ORM de acceso a datos LINQ To SQL 
Servicios ASP.NET Web API - Rest 
Motor de base de datos Microsoft SQL Server 2016 o Superior 
Frameworks de presentación JavaScript, JQuery UI. 
 
Figura 1-6: Ficha Técnica COMR. 
 
1.2.5 Selección de proveedor Cloud en Entidad 
Microsoft siempre ha sido proveedor preferencial para sector gobierno, debido a las ofertas 
a nivel económico que este ofrece con un paquete de beneficios enfocados a 
entrenamiento, orientación en adopción de tecnologías, consultoría, soporte, entre otros 
hacen que Microsoft Azure sea el proveedor principal para gobierno colombiano. 
Esto no excluye a cada entidad de verificar otras alternativas en el mercado, pero la 
contratación de otro adicional se denominaría “Detrimento patrimonial” ya que se tendría 
que contratar al nuevo proveedor con el mismo objeto del actual, así mismo las entidades 
anualmente renuevan contrato con los proveedores de servicios Microsoft para estas 
tecnologías.  
Austeridad del Gasto, año tras año desde presidencia de la república se emite la directiva 
indicando las Directrices de Austeridad para contratación por parte de entidades de la rama 
ejecutiva. En esta se recalca entre otros la reducción de gastos en contratación de servicios 
externos dando énfasis en lograr una efectividad económica con los recursos asignados. 
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1.3 Microsoft Azure como proveedor cloud 
  
La Unidad para las víctimas desde sus inicios, tiene como proveedor de correo 
electrónicos a Microsoft bajo la plataforma Office 365 con los servicios adicionales 
mencionados anteriormente, esta plataforma se encuentra en la nube de Microsoft, y ha 
cumplido con las necesidades que la Unidad requiere para los solicitado, Office 365 se 
caracteriza por estar alojado en los centros de datos de Microsoft, si bien este ofrece sus 
data center para alojamiento de servicios, es el usuario quien elige en que ubicación 
geográfica debe quedar este. 
 




Microsoft Azure es conjunto en constante expansión de servicios en la nube para ayudar 
a su organización a satisfacer sus necesidades comerciales. Le otorga la libertad de crear, 
administrar e implementar aplicaciones en una red mundial enorme con sus herramientas 
y marcos favoritos. 
Algo que Azure ofrece a sus usuarios y es de resaltar es la gran infraestructura con la que 
cuenta alrededor del mundo. 
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Figura 1-15: Mapa de regiones de Azure en el mundo 
  
Fuente: Portal de Azure 
 
Regiones 
Es un conjunto de centros de datos implementados dentro de un perímetro definido por la 
latencia y conectados a través de una red regional dedicada de baja latencia. Azure ofrece 
a los clientes la flexibilidad de implementar aplicaciones donde es necesario. Ofreciendo 




Una Geografía está enfocado a un mercado que suele incluir dos o más regiones, 
respetando las fronteras de residencia de los datos y cumplimiento normativo de cada una 
de ellas. Las zonas geográficas permiten a los clientes con requerimientos de residencia 
de datos y cumplimiento normativo mantener sus datos y aplicaciones cerca. Las zonas 
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geográficas son tolerantes a errores hasta el punto de resistir una interrupción total del 
funcionamiento de una región. 
 
Zonas de disponibilidad 
Son ubicaciones separadas físicamente dentro de una región de Azure. Cada zona de 
disponibilidad consta de uno o varios centros de datos equipados con alimentación, 
refrigeración y redes independientes. Estas permiten a los clientes ejecutar aplicaciones 





Microsoft Azure ofrece más de 50 servicios y características al mercado dividido en 
grandes grupos según la necesidad, enmarcado en PAAS e IAAS, se sabe que la oferta 
de Azure está en estos 2 modelos, a un nivel empresarial donde los escenarios pueden 
llegar a ser muy complejos, para temas de seguridad, computo, analítica de datos, IOT, 
escenarios híbridos, almacenamiento, etc. Los servicios SAAS se enmarcan dentro de la 
plataforma de Office 365 mencionado anteriormente. 
  
Figura 1-16: Servicios de Azure 
 
Fuente: tomdudfield.com 
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Debido al alcance de este trabajo de maestría no se analizarán todos los servicios, se 
analizarán solamente los que se enmarcan en el caso de estudio a desarrollar más 
adelante. 
La arquitectura de la aplicación seleccionada para migrar la aplicación permite pensar en 
diversos escenarios, en primera medida se replicará el mismo escenario utilizando los 
mismos recursos que tiene en la infraestructura local. 
 
1.3.1.1 Máquinas virtuales 
 
Enmarcado en el modelo de IAAS, las máquinas virtuales de Azure permiten como las 
demás nubes publicas un rápido aprovisionamiento de recursos de infraestructura 
adaptados a la necesidad del usuario, con tecnología de Linux, Windows Server, SAP u 
Oracle permite crear escenarios críticos de alta disponibilidad, además de los múltiples de 
acuerdo de licenciamiento con los fabricantes que ayudan a la reducción de costos en este 
aspecto. 
 
Una de las características de las máquinas virtuales de Azure es la variedad de tamaños y 
configuraciones según la necesidad del usuario, esto complementado con la geo replicación 
que Azure ofrece para respaldo y disponibilidad de este servicio. Teniendo en cuenta que 
ofrece maquinas en ambiente Windows o Linux y plataformas preinstaladas en estos 
sistemas operativos, la gama de posibilidades que Azure ofrece es bastante amplia. 
Divididos en 6 categorías, estas se diferencian del tipo de uso que se les dé. 
 
Tabla 1-3: Categorías de máquinas virtuales de Azure 
Categorías Tamaños DESCRIPCIÓN 
Uso general 
B, Dsv3, Dv3, 
DSv2, Dv2, Av2, 
DC 
Uso equilibrado de la CPU en proporción de memoria. Ideal para 
desarrollo y pruebas, bases de datos pequeñas o medianas, y servidores 
web de tráfico bajo o medio. 
Proceso optimizado 
Fsv2, Fs, F 
Uso elevado de la CPU en proporción de memoria. Bueno para servidores 
web de tráfico medio, aplicaciones de red, procesos por lotes y 
servidores de aplicaciones. 
Memoria optimizada Esv3, Ev3, M, GS, 
G, DSv2, Dv2 
Memoria alta en proporción de CPU. Excelente para servidores de bases 
de datos relacionales, memorias caché de capacidad media o grande y 
análisis en memoria. 
Almacenamiento 
optimizado LS 
Alto rendimiento de disco y E/S. Perfecto para bases de datos SQL y 
NoSQL y macro datos. 
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GPU 
NV, NVv2, NC, 
NCv2, NCv3, ND 
Máquinas virtuales especializadas específicas para la representación de 
gráficos pesados y la edición de vídeo, así como para el entrenamiento e 
inferencia de modelos (ND) con aprendizaje profundo. Están disponibles 
con uno o varios GPU. Diseñadas para procesos de renderizado de 
elementos gráficos y diseño. 
Proceso de alto 
rendimiento H 
Nuestras máquinas virtuales de CPU más rápidas y eficaces con interfaces 
de red de alto rendimiento opcionales (RDMA). 
Fuente: Azure.com 
 
Estos tamaños varían en las siguientes características: 
 CPU 
 Memoria 
 Almacenamiento temporal 
 Rendimiento máximo del almacenamiento temporal: E/S por segundo / Mbps de lectura 
/ Mbps de escritura 
 Rendimiento de almacenamiento temporal en caché y máx.: E/S por segundo / Mbps 
(tamaño de caché en GiB) 
 Rendimiento de disco no en caché máx.: E/S por segundo / Mbps 
 Ancho de banda de red/NIC máx. 
 Máximo de discos de datos 
 Rendimiento: IOPS (Operaciones de lectura y escritura por segundo) 
 
1.3.1.2 Almacenamiento de discos (SO Windows) 
Las máquinas virtuales de Azure usan discos para almacenar el sistema operativo, 
aplicaciones y datos. Todas las máquinas virtuales de Azure tienen al menos dos discos: 
uno para el sistema operativo y uno temporal. El disco de sistema operativo se crea a 
partir de una imagen que el usuario selecciona a partir de una serie de plantillas que la 
plataforma ofrece, registrado como unidad SATA y etiquetado como la unidad C: de forma 
predeterminada. Este disco tiene una capacidad máxima de 2048 gigabytes (GB). Tanto 
el disco de sistema operativo como la imagen son discos duros virtuales (VHD) 
almacenados en una cuenta de Azure Storage. Las máquinas virtuales también pueden 
tener uno o más discos de datos almacenados en discos duros virtuales.  
 
Adicional Azure ofrece diferentes tipos de discos duros según la necesidad del cliente, ya 
sea para uso de alto rendimiento o para cargas de trabajo intensivas. 
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Tabla 1-4: Tipos de Discos de Azure 
Suscripción Disco Premium de Azure Disco SSD estándar de Azure 
Disco HDD estándar de 
Azure 
Tipo de disco Unidades de estado sólido (SSD) Unidades de estado sólido (SSD) 
Unidades de disco duro 
(HDD) 
Información general 
Compatibilidad con discos de 
alto rendimiento y baja latencia 
basados en SSD para máquinas 
virtuales que ejecutan cargas de 
trabajo intensivas de E/S o que 
hospedan un entorno de 
producción crítico 
Rendimiento y fiabilidad más 
coherentes que los discos 
HDD. Optimizados para cargas de 
trabajo de bajas IOPS 
Discos rentables basados 
en unidades de disco duro 
para acceso poco 
frecuente 
Escenario 
Cargas de trabajo confidenciales 
de producción y rendimiento 
Servidores web, aplicaciones 
empresariales poco utilizadas y 
desarrollo y pruebas 
Copia de seguridad, no 
crítico, acceso poco 
frecuente 
Tamaño del disco 
P4: 32 GiB (solo discos 
administrados) Solo discos administrados: 
Discos no administrados: 1 
GiB a 4 TiB (4 095 GiB)  
 
P6: 64 GiB (solo discos 
administrados) E10: 128 GiB  
 P10: 128 GiB E15: 256 GiB Discos administrados: 
 
P15: 256 GiB (solo discos 
administrados) E20: 512 GiB S4: 32 GiB  
 P20: 512 GiB E30: 1 024 GiB S6: 64 GiB  
 P30: 1 024 GiB E40: 2 048 GiB S10: 128 GiB  
 P40: 2 048 GiB E50: 4 095 GiB S15: 256 GiB  
 P50: 4095 GiB E60: 8192 GiB * (8 TiB) S20: 512 GiB  
 P60: 8192 GiB * (8 TiB) E70: 16 384 GiB * (16 TiB) S30: 1 024 GiB  
 P70: 16 384 GiB * (16 TiB) E80: 32 767 GiB * (32 TiB) S40: 2 048 GiB 
 P80: 32 767 GiB * (32 TiB)  S50: 4 095 GiB 
   S60: 8192 GiB * (8 TiB) 
   S70: 16 384 GiB * (16 TiB) 
   S80: 32 384 GiB * (32 TiB) 
Rendimiento máximo 
por disco P4: 25 MiB/s E10-E50: hasta 60 MiB/s S4 - S50: Hasta 60 MiB/s 
 P6: 50 MiB/s E60: hasta 300 MiB/s * S60: hasta 300 MiB/s * 
 P10: 100 MiB/s E70-E80: 500 MiB/s * 
S70-S80: hasta 500 MiB/s 
* 
 P15: 200 MiB/s   
 P20: 150 MiB/s   
 P30: 200 MiB/s   
 P40-P50: 250 MiB/s   
 P60: 480 MiB/s *   
 P70-P80: 750 MiB/s *   
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IOPS máximas por 
disco P4: 120 IOPS E10-E50: hasta 500 IOPS S4-S50: hasta 500 IOPS 
 P6: 240 IOPS E60: hasta 1300 IOPS * S60: hasta 1300 IOPS * 
 P10: 500 IOPS E70-E80: hasta 2000 IOPS * 
S70-S80: hasta 2000 IOPS 
* 
 P15: 1100 IOPS   
 P20: 2300 IOPS   
 P30: 5000 IOPS   
 P40-P50: 7500 IOPS   
 P60: 12 500 IOPS *   
 P70: 15 000 IOPS *   
 P80: 20 000 IOPS *   
Fuente: Azure.com 
 
Una de las características más interesantes del almacenamiento de discos que utiliza 
Azure Storage es la capacidad de replicación, en donde el usuario puede escoger la 
opción para la replicación de sus discos, será en una región o zona diferente donde está 
alojado el servicio, esto permite mejorar la disponibilidad de la información en caso de 
algún fallo.  
 
 Almacenamiento con redundancia local (LRS): proporciona una durabilidad mínima 
del 99,999999999 % (once nueves) de los objetos en un año. LRS ofrece esta 
durabilidad de objeto mediante la replicación de los datos en una unidad de escalado 
de almacenamiento. Un centro de datos, ubicado en la región en la que creó su cuenta 
de almacenamiento, hospeda la unidad de escalado de almacenamiento. Una solicitud 
de escritura a una cuenta de almacenamiento de LRS se devuelve correctamente solo 
después de que los datos se escriben en todas las réplicas. 
 
 Almacenamiento con redundancia de zona (ZRS): replica los datos de manera 
sincrónica en tres clústeres de almacenamiento en una sola región. Cada clúster de 
almacenamiento está separado físicamente de los demás y está ubicado su propia 
zona de disponibilidad (AZ). Cada zona de disponibilidad, y el clúster ZRS dentro de 
ella, es autónoma, e incluye distintas herramientas y funcionalidades de red. 
 
 Almacenamiento con redundancia geográfica (GRS): está diseñado para 
proporcionar al menos el 99.99999999999999 % (dieciséis nueves) de durabilidad de 
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objetos a lo largo de un año. Para ello, replica los datos a una región secundaria que 
se encuentra a cientos de kilómetros de la región primaria. Si la cuenta de 
almacenamiento tiene habilitado GRS, los datos se mantienen incluso ante un apagón 
regional completo o un desastre del cual la región principal no se puede recuperar. 
 
 Almacenamiento con redundancia geográfica con acceso de lectura (RA-GRS): 
El almacenamiento con redundancia geográfica con acceso de lectura (RA-GRS) 
maximiza la disponibilidad de la cuenta de almacenamiento. RA-GRS proporciona 
acceso de solo lectura a los datos de la ubicación secundaria, además de ofrecer 
replicación geográfica entre dos regiones. 
  
1.3.1.3 Base de datos 
 
Azure SQL Database es el servicio de base de datos relacional ofrecido como servicio 
(DBAAS), basado en la última versión de Microsoft SQL Server. Diseñado para modelo de 
alto rendimiento utilizado para el hospedaje de bases de datos relaciones, JSON, espacial 
y XML sin necesidad de la administración de infraestructura. Ofrece 2 niveles. 
 
 Modelo basado en núcleos virtuales: permite escalar los recursos de procesamiento 
y almacenamiento de manera independiente. Permite elegir la generación del 
hardware: 
o Gen 4: hasta 24 CPU lógicas basadas en procesadores Intel E5-2673 v3 
(Haswell) de 2,4 GHz, núcleo virtual = 1 PP (núcleo físico), 7 GB por núcleo, 
SSD conectada 
o Gen 5: hasta 80 CPU lógicas basadas en procesadores Intel E5-2673 v4 
(Broadwell) de 2,3 GHz, núcleo virtual = 1 LP (hyper-thread), 5,5 GB por núcleo, 
SSD eNVM rápido 
Los niveles de servicio se diferencian por una variedad de tamaños de proceso, un 
diseño de alta disponibilidad, el aislamiento de errores, los tipos de almacenamiento y 
el intervalo de E/S. 
 Modelo basado en DTU:  Los niveles de servicio basados en DTU se diferencian por 
una variedad de tamaños de proceso con una cantidad fija de almacenamiento 
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incluido, un período de retención fijo para copias de seguridad y un precio fijo. Todos 
los niveles de servicio proporcionan la flexibilidad de cambiar los tamaños de proceso 
sin tiempo de inactividad. Las bases de datos únicas y los grupos elásticos se facturan 
por horas en función del nivel de servicio y el tamaño de proceso. 
 
Tabla 1-5: Tipos de bases de datos de SQL Database 
 Básico Estándar Premium 
Tamaño máximo de almacenamiento por base de datos 2 GB 1 TB 1 TB 
Tamaño máximo de almacenamiento por grupo 156 GB 4 TB 4 TB 
Cantidad máxima de eDTU por base de datos 5 3000 4000 
Cantidad máxima de eDTU por grupo 1600 3000 4000 
Cantidad máxima de bases de datos por grupo 500 500 100 
Fuente: Azure.com 
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1.3.1.4 DNS 
 
Es un servicio de hospedaje para dominios DNS que ofrece resolución de nombres 
mediante la infraestructura de Azure. Al hospedar dominios en Azure, se pueden 
administrar los registros DNS. No se puede usar Azure DNS para comprar un nombre de 
dominio. Los dominios se pueden hospedar a continuación en Azure DNS para la 
administración de registros. Azure DNS también admite dominios DNS privados. Esta 
característica permite usar nombres propios de dominio en redes virtuales privadas en 
lugar de los nombres proporcionados por Azure disponibles. 
 
 
1.3.1.5 Virtual Network 
 
Permite muchos tipos de recursos de Azure, como máquinas virtuales (VM) de Azure, para 
comunicarse de forma segura entre ellos, con Internet y con las redes locales. Azure 
Virtual Network proporciona las siguientes funcionalidades importantes: 
 
 Aislamiento y segmentación: Permite especificar un espacio de direcciones IP 
privado personalizado mediante direcciones públicas y privadas (RFC 1918). Azure 
asigna a los recursos de una red virtual una dirección IP privada desde el espacio de 
direcciones que asigne. Segmentar la red virtual en una o varias subredes y asignar 
una parte del espacio de direcciones de la red virtual para cada subred. Usar la 
resolución de nombres que proporciona Azure o especificar su propio servidor DNS 
para que lo usen los recursos conectados a una red virtual. 
 
 Comunicación entre recursos de Azure: Los recursos de Azure se comunican de 
manera segura entre sí de una de las maneras siguientes: Mediante una red virtual: 
tanto las máquinas virtuales como otros tipos de recursos de Azure se pueden 
implementar en una red virtual, como Azure App Service Environment, Azure 
Kubernetes Service (AKS) y Azure Virtual Machine Scale Sets. Mediante un punto de 
conexión de servicio de red virtual: extienda el espacio de direcciones privadas de la 
red virtual y la identidad de la red virtual a los recursos del servicio de Azure, como 
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cuentas de Azure Storage e instancias de Azure SQL Database, mediante una 
conexión directa. Los puntos de conexión de los servicios permiten proteger los 
recursos críticos de los servicios de Azure únicamente en una red virtual.  
 
 Comunicación con recursos locales: Ofrece 3 tipos de conectividad con recursos 
locales. Red privada virtual (VPN) de punto a sitio: se establece entre una red virtual y 
un equipo individual de la red. Cada equipo que desea establecer conectividad con 
una red virtual debe configurar su conexión. Este tipo de conexión es muy útil cuando 
se está comenzando con Azure, porque requiere poco o ningún cambio en la red 
existente. La comunicación entre el equipo y una red virtual se envía mediante un túnel 
cifrado a través de internet. VPN de sitio a sitio: se establece entre un dispositivo VPN 
local y una instancia de Azure VPN Gateway que está implementada en una red virtual. 
Este tipo de conexión permite que cualquier recurso local que autorice acceda a una 
red virtual. La comunicación entre un dispositivo VPN local y una puerta de enlace de 
VPN de Azure se envía mediante un túnel cifrado a través de internet. Azure 
ExpressRoute: establecida entre la red y Azure, a través de un afiliado a 
ExpressRoute. Esta conexión es privada. El tráfico no pasa por Internet.  
 
 Enrutado del tráfico de red: De forma predeterminada Azure enruta el tráfico entre 
subredes, redes virtuales conectadas, redes locales e Internet. Puede implementar 
una o ambas de las siguientes opciones para reemplazar las rutas predeterminadas 
que crea Azure: Tablas de ruta: puede crear tablas de ruta personalizadas con las 
rutas que controlan a dónde se enruta el tráfico para cada subred. Rutas del protocolo 
de puerta de enlace de borde (BGP): si conecta una red virtual a una red local mediante 
una conexión de Azure VPN Gateway o ExpressRoute, puede propagar las rutas BGP 
locales a sus redes virtuales.  
 
1.3.1.6 Azure Stack 
Es una plataforma en la nube híbrida que le permite proporcionar servicios de Azure en 
un centro de datos local. Azure Stack puede habilitar nuevos escenarios para las 
aplicaciones modernas, como los entornos perimetrales y los entornos desconectados, o 
satisfacer determinados requisitos de seguridad y de cumplimiento. 
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 Sistemas integrados de Azure Stack: se ofrecen a través de una asociación de 
Microsoft y socios de negocio enfocados en hardware (HP, Lenovo, Huawei, Cisco, 
Dell), lo que crea una solución que ofrece innovación dirigida a la nube y simplicidad 
en la administración de la computación. Dado que Azure Stack se ofrece como un 
sistema en el que el software y el hardware están perfectamente integrados, tendrá la 
flexibilidad y el control que se necesita, así como la capacidad de innovar desde la 
nube. El tamaño de los sistemas integrados de Azure Stack va de los 4 a los 16 nodos 
y tiene un soporte técnico conjunto por parte de un asociado de hardware y Microsoft. 
Se puede usar los sistemas integrados de Azure Stack para diseñar escenarios e 
implementar nuevas soluciones para las cargas de trabajo de producción. 
 




Azure ofrece una serie de estilos de arquitectura, con una familia de arquitectura que 
comparten determinadas características, estas arquitecturas están disponibles para 
aplicaciones en la nube. 
 
1.3.2.1 N Capas  
N Capas es una arquitectura para aplicaciones 
empresariales. Las dependencias se administran 
mediante la división de la aplicación en capas que 
realizan funciones lógicas como presentación, lógica de 
negocio y acceso a datos. Una capa solo puede llamar 
a las capas que se encuentran por debajo de ella. En ocasiones puede ser difícil introducir 
cambios en una parte de la aplicación sin tocar el resto de esta. Eso hace que las 
actualizaciones frecuentes sean un problema que limita la frecuencia con la que se 
agregan nuevas características. 
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La arquitectura de n capas es una opción habitual para migrar aplicaciones existentes que 
ya usan una arquitectura en capas. Por ese motivo, este modelo de arquitectura es la que 
se encuentra más frecuentemente en soluciones de infraestructura como servicio (IAAS) 
o en aplicaciones que usan una combinación de IAAS y servicios administrados. A 
continuación, se detalla una implementación de esta arquitectura en un escenario en 
Azure. 




1.3.2.2 Web Cola Trabajo  
La aplicación tiene un front-end web que controla las solicitudes HTTP y un trabajo de 
back-end que realiza tareas de uso intensivo de la CPU u operaciones de larga duración. 
El front-end se comunica con el trabajo a través de una cola de mensajes asincrónicos. 
Para una solución puramente PAAS, la arquitectura Web-Cola-Trabajo es una buena 
alternativa. 
 
La arquitectura Web-Cola-Trabajo es adecuada para dominios relativamente sencillos con 
algunas tareas que consumen muchos recursos. El uso de servicios administrados 
simplifica la implementación y las operaciones. Pero con un dominio complejo, puede que 
sea difícil administrar las dependencias. El front-end y el trabajo se pueden convertir 
fácilmente en componentes grandes y monolíticos que son difíciles de mantener y 
actualizar. Al igual que sucede con la de n niveles, esto puede reducir la frecuencia de las 
actualizaciones y limitar la innovación. 
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1.3.2.3 Microservicios  
Si la aplicación tiene un dominio más complejo, es mejor tomar la opción de una arquitectura 
de Microservicios. Una aplicación de microservicios se compone de muchos servicios 
pequeños e independientes. Cada servicio implementa una sola función empresarial. Los 
servicios están acoplados de forma flexible y se comunican a través de contratos de API. 
 
Un pequeño equipo de desarrollo con dedicación puede compilar cada servicio. Los 
servicios individuales se pueden implementar sin necesidad de mucha coordinación entre 
los equipos, lo cual fomenta unas actualizaciones frecuentes. Una arquitectura de 
microservicios es más compleja a la hora de compilar y administrar que la de n niveles o la 
de web-cola-trabajo. Requiere un desarrollo perfeccionado y una cultura de DevOps. Pero 
si se hace correctamente, este estilo puede dar lugar una velocidad de lanzamiento mayor, 
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1.3.2.4 CQRS  
CQRS (Segregación de responsabilidades de consultas y 
comandos), separa las operaciones de lectura y escritura 
en modelos independientes. Esto permite aislar las partes 
del sistema que actualizan los datos de las partes que leen 
los datos. Además, las operaciones de lectura se pueden 
ejecutar en una vista materializada que esté físicamente 
separada de la base de datos de escritura. Eso le permite 
escalar las cargas de trabajo de lectura y escritura independientemente, y optimizar la vista 
materializada para las consultas. 
 
El estilo CQRS resulta idóneo cuando se aplica a un subsistema de una arquitectura mayor. 
Recomendada en dominios colaborativos en los que muchos usuarios acceden a los 
mismos datos. 
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1.3.2.5 Arquitectura basada en eventos  
Las arquitecturas basadas en eventos usan un modelo de publicación-suscripción (pub-
sub), en el que los productores publican eventos y los consumidores de suscriben a ellos. 
Los productores son independientes de los consumidores y estos, a su vez, son 
independientes entre sí. 
 
Para las aplicaciones que ingieren y procesan un gran volumen de datos con una latencia 
muy baja como en el caso de las soluciones de IoT. Útil cuando diferentes subsistemas 
deben realizar distintos tipos de procesamiento en los mismos datos de evento. 
 
 
1.3.2.6 Arquitectura para caso de estudio 
En los escenarios típicos de montaje de máquinas virtuales, Azure permite la creación y 
configuración de diversos componentes tanto de hardware como de software. Interfaz de 
red, discos, dirección IP, firewall, etc. Para ello Azure configura un escenario básico de 
arquitectura para que las máquinas virtuales queden disponibles y accesibles. 
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 Grupo de recursos: es un contenedor lógico que incluye recursos de Azure 
relacionados. Los grupos de recursos se basan en su duración y quién los administra. 
 
 Máquina Virtual: Puede aprovisionar una máquina virtual desde una lista de imágenes 
publicadas, desde una imagen administrada personalizada o desde un archivo de 
disco duro virtual (VHD) cargado en Azure Blob Storage. 
 
 Discos administrados: simplifica la administración de discos y controla el 
almacenamiento automáticamente. El disco del sistema operativo es un disco duro 
virtual almacenado en Azure Storage, por lo que se conserva incluso cuando la 
máquina host está inactiva.  
 
 Disco Temporal: La VM se crea con un disco temporal (la unidad D: de Windows). 
Este disco se almacena en una unidad física del equipo host. No se guarda en Azure 
Storage y es posible que se elimine durante los reinicios y otros eventos del ciclo de 
vida de la máquina virtual. Use este disco solo para datos temporales, como archivos 
de paginación o de intercambio. 
 
 Red virtual (VNet): Cada máquina virtual de Azure se implementa en una red virtual 
que se puede dividir en varias subredes. 
 
 Interfaz de red (NIC): Permite que la VM se comunique con la red virtual. 
 
 Dirección IP pública: Es necesaria una dirección IP pública para comunicarse con la 
máquina virtual, por ejemplo, a través de Escritorio remoto (RDP). 
 
 Azure DNS: Es un servicio de hospedaje para dominios DNS que permite resolver 
nombres mediante la infraestructura de Microsoft Azure. 
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 Grupo de seguridad de red (NSG): Los grupos de seguridad de red se utilizan para 
permitir o denegar el tráfico de red a las máquinas virtuales. Los grupos de seguridad 
de red se pueden asociar con subredes o con instancias de máquina virtual individuales. 
 
 Diagnóstico. El registro de diagnóstico se usa para administrar y solucionar problemas 
de la VM, se almacena en Azure Storage. 
 
 
1.3.3 Modelo de negocio 
 
El modelo de negocios de Azure, al igual que los demás proveedores de servicios en la 
nube se basa en un cobro por demanda (Pay-as-you-go), donde el cliente solo paga los 
costos asociados a los recursos y uso que le dé a estos. La siguiente tabla presenta una 
comparación de máquinas virtuales según su uso y características entre Amazon Web 
Services, Azure y Google Cloud Plattorm. 
 
Tabla 1.6: Comparativa Costos MV Azure-AWS-Google 
 
Fuente: parkmycloud.com  
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Así mismo existen portales especializados en realizar este tipo de comparaciones, estos 
portales toman como referencias especialistas en el mercado, firmas de consultoría, costos 
de página web, entre otros, a continuación, se presenta un diagrama realizado por el portal 
whizlabs donde se comparan cifras básicas entre AWC, Azure y Google como proveedores 
cloud.  
Figura 1.22: Comparativo de AWS, Azure y Google en características generales 
 
Tomado de: https://www.whizlabs.com/blog/aws-vs-azure-vs-google/ 
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1.3.4 Posición en el mercado 
 
Para todos estos estudios, siempre es recomendable utilizar como punto de referencia la 
voz de los expertos, a continuación, se presentará el cuadrante mágico de Gartner IAAS en 
el año 2018. Este cuadrante mágico es el primer paso para entender la posición de los 
proveedores en el mercado y su proyección, cada cuadrante tiene sus ventajas y 
desventajas. Dividido en 4 sectores ayudan a localizar cada uno de los proveedores de una 
forma fácil de interpretar. 
  
 Líderes (Leaders): son los proveedores que mayor calificación han obtenido como 
resultado de combinar si visión del mercado con la ejecución. Estas empresas ofrecen 
una amplia gama de soluciones al mercado, que además evolucionan según la 
demanda de este. 
 Retadores o aspirantes (Challengers): son los proveedores que ofrecen 
funcionalidades, pero sin mayor variedad, ya que solo se centran en un solo aspecto 
según la demanda del mercado. 
 Visionarios (Visionaries): son aquellos proveedores que se asemejan a los líderes del 
mercado en su capacidad de anticiparse a la demanda y necesidades del mercado, pero 
no disponen de los medios o recursos necesarios para ejecutar implementaciones a una 
mayor escala. 
 Jugadores de nicho (Nice Players): son los proveedores que no alcanzan a puntear 
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Figura 1.23: Cuadrante Mágico de Gartner para IAAS 
 
Tomado de: https://www.gartner.com/doc/reprints?id=1-50WJ5DV&ct=180525&st=sb 
 
Este cuadrante fue publicado por Gartner en mayo de 2018, según el cuadrante, Amazon 
lidera el mercado y la posición según Gartner con Azure siguiéndolo de cerca, algunas de 
las fortalezas que se resaltan de Azure son:  
 
 Integración con otros productos y servicios de Microsoft. 
 
 Capacidad de incrementar servicios e integraciones con ambientes Open como Linux y 
aplicaciones open source. 
 
 Rápida adopción, dando como ejemplo el caso de Office 365, esta suite de 
productividad y colaboración empresarial da la opción de adoptar Azure para ambientes 
y arquitecturas de TI más complejos. 
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Así mismo Gartner en su informe también da algunas precauciones con este proveedor. 
 
 Reportes de clientes en donde implementaciones a larga escala tienen bastantes retos 
para la adopción de la plataforma, básicamente porque los equipos de venta, soporte, 
arquitectos y profesionales no tienen el entendimiento adecuado de la plataforma. 
 
 Aunque la experiencia de usuario con el uso de los servicios se ha ido mejorando con 
el tiempo, siguen existiendo configuraciones que pueden ser complejas y esto hace que 
llegue a ser frustrante para implementar. 
 
 Problemas de confiabilidad, algunos clientes han indicado problemas de este tipo en el 
servicio de redes virtuales, aunque no afecta en todos los casos, y el impacto es poco, 
el hecho de que se reporten este ropo de problemas genera la desconfianza. 
 
1.3.5 Caso de éxito, Sector Gobierno  
 
Azure lleva en el mercado desde el año 2011, por lo que casos de éxito a nivel nacional se 
pueden encontrar fácilmente, para el caso se busca un caso de éxito de implementación de 
servicios de Azure a nivel gubernamental u ONG, a continuación, se resume un caso de 
estos. 
 
1.3.5.1 Defensoría del Pueblo – agosto 2016 
La defensoría del pueblo como ente del estado encargada de ”velar por la promoción, el 
ejercicio y la divulgación de los derechos humanos”, cuenta con aproximadamente 4000 
colaboradores que día a día manean información de carácter sensible, por tal motivo se 
buscó un esquema de identidad y autenticación para los colaboradores, esto a partir de la 
gestión de contraseñas y métodos de recuperación como SMS, llamadas o enlaces de 
restauración de cuentas de acceso. Para ello Azure Active Directory fue la solución 
seleccionada para este caso, permite la accesibilidad desde cualquier lugar del mundo y 
permite una reducción de tareas administrativas para la gestión de claves de usuarios. 
También, Azure Active Directory permite que cada usuario pueda acceder con una única 
cuenta y contraseña a todas las aplicaciones y sistemas que tiene la Defensoría.  
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Esto permite agilizar procesos internos para la gestión de información y ofrecer una mejor 
atención al público y garantizar los derechos de todos los ciudadanos sin importar dónde 
estén. “Hoy ya estamos en el proceso de guardar todo el conocimiento de los más de 4.000 
defensores públicos -que unidos como institución- nos permita tener una gran base de 
información y experiencias para dar una mejor respuesta al ciudadano de manera más 
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2 Metodología – Caso de Estudio 
  
  
El presente trabajo de maestría se desarrolló usando la multimetodología de Mingers (2006), 
consiste en la identificación del problema, luego la realización de un análisis y diagnóstico 
dividido en etapas. Se decide trabajar en esta situación debido a que analiza una necesidad de 
la organización del caso de estudio, identificar la situación deseada a llegar y las acciones a 
ejecutar. 
 
 Apreciación: el concepto en esta etapa es identificar que está pasando en la situación 
indicada. Identificar el ¿Qué pasa? 
 
 Análisis: viene el análisis de la información recolectada en la primera etapa, el objetivo es 
entender cómo se está generando, así mismo entender limitaciones y relaciones que puedan 
tener estas con elementos externos. Se presenta una descripción de por qué está pasando 
la situación. Encontrar y definir el ¿Por qué está pasando? 
 
 Evaluación: se evalúan las descripciones con el objetivo de realizar predicciones de 
alternativas posibles surgiendo la pregunta ¿Cómo podría ser diferente la situación? 
 
 Acción: ejecutar los cambios deseados para obtener los resultados esperados. Se busca 
llegar al ¿Cómo hacer para cambiar la situación?  
 
2.1 Identificación del problema 
 
Para la Unidad para las Victimas, el problema de crecimiento de numero de sistemas de 
información, el aumento de costos y tareas y recursos administrativos en la Oficina de 
tecnologías de la Información crecen. 
 
Se realizó un análisis del contexto de la Unidad, al identificar el problema se identificaron también 
sus causas, consecuencias, impacto y afectación. Se revisaron los inventarios de aplicaciones, 
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capacidad y utilización de los servidores del centro de cómputo, esto para determinar lo posibles 
problemas a futuro con nuevas versiones de los sistemas actuales o nuevos sistemas que están 
en desarrollo o en planeación.  
 
Durante la revisión de inventario de sistemas de información, se identificaron los sistemas 
misionales como críticos y prioritarios para la oficina, para ello se determinó la cantidad de 
usuarios, impacto en misionalidad y su función general. Para identificar el sistema a utilizar en 
el caso de estudio, de los sistemas críticos se evaluó el de menor impacto a la misionalidad de 
la Unidad, así mismo se analizó la arquitectura de estos y cuál es el más viable para migar a la 
nube sin requerir modificación en su diseño inicial.  
 
Si bien, no se presentan problemas de rendimiento, el consumo del servidor de aplicaciones está 
por encima del 90% en memoria como se evidencia en la siguiente imagen. 
 
Figura 2.1: Consumo de recursos en servidor en hora pico (Task Manager). 
 
Tomado de: Administrador de tareas de Windows  
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Figura 2.2: Consumo de recursos en servidor en hora pico (Eventos). 
 
Tomado de: Monitor de rendimiento de Windows, % de uso de CPU. 
 
Como resultado de la evaluación se diseñó el plan de migración y retroceso de la aplicación 
seleccionada y la definición de etapa piloto e indicadores a seguir durante la ejecución de este.  
 
2.2 Plan de Migración  
 
Se busca diseñar un plan de migración de la plataforma del Centro de Operaciones y Monitoreo 
de Riesgos (COMR) a la plataforma en la nube Microsoft Azure. Esto con el objetivo de realizar 
un piloto del comportamiento y esfuerzo de esta aplicación en la nube, y así determinar una 
posible ruta de migración de aplicaciones no críticas de la unidad a la nube. (Anexo Plan 
Migración COMR-Azure). 
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2.2.1 Servicios a utilizar de Azure 
 
Después del análisis con los encargados de la Oficina de Tecnologías de la Información, se 
decidió llegar a un esquema 100% cloud, ya que se presentaron problemas de latencia en pilotos 
anteriores, entre el servidor de base de datos local y la aplicación hospedada en una máquina 
virtual de Azure. Los servicios para utilizar de Azure serán: 
 
Almacenamiento – Azure Storage 
 
Azure Storage es el servicio encargado de almacenamiento de los discos de a máquinas 
virtuales, dentro de sus características ofrece la posibilidad de escoger los tipos de discos, 
replicación, entre otras características enfocadas a rendimiento. 
Para el caso, se recomienda crear un Storage de tipo HDD Premium. 
 
Figura 2.3: Características de discos en Azure. 
 
Tomado de: Azure.com 
  
Procesamiento – Máquinas Virtuales 
Según las características de máquinas locales y en la documentación del proveedor, se tomará 
una máquina virtual con las siguientes características. 
 
Figura 2.4: Características de maquina seleccionada para caso. 
 
 
Tomado de: Azure.com 
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Procesamiento – Base de Datos 
 
Una ventaja de esta migración es que el desarrollo de la plataforma seleccionada es compatible 
con los servicios de Azure, para la base de datos se ofrece el servicio SQL Database. Así mismo 
Azure da la opción de utilizar SQL Server instalado en una máquina virtual. 
Se recomienda usar una instancia administrada. La opción Instancia administrada de SQL 
Database ofrece la mayor compatibilidad con el motor de SQL Server y con redes virtuales 
nativas, de modo que puede migrar sus bases de datos de SQL Server a Instancia administrada 
de SQL Database sin necesidad de cambiar las aplicaciones.  
 
Figura 2.5: Características de servicio de base de datos. 
 
Tomado de: Azure.com 
 
Escenario Hibrido – Azure Stack 
Aunque se propuso un escenario hibrido, esto con el fin de aprovechar los recursos locales, y 
Azure stack permite a las organizaciones generar este tipo de escenarios. Por experiencia previa 
de la unidad, se encontraron problemas en tiempos de respuesta entre los servicios alojados en 
Azure y los ubicados de forma local, haciendo que esta opción se descarte temporalmente. 
 
2.2.2 Plan de Migración 
 
Para un correcto proceso de migración, se ha dividido en 3 fases y 3 etapas, llegando a una 
arquitectura por capas dentro de la infraestructura de TI de Azure. 
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Siguiendo los modelos de arquitectura para sitios web expuesto anteriormente, se implementó 
el sistema en Azure siguiendo el siguiente esquema. 
 
Figura 2.6: Arquitectura con servicios y recursos a implementar en Azure. 
 
Fase 1: Colocar página de mantenimiento en sitio actual 
En el archivo de configuración del sitio web, habilitar el valor de la llave de mantenimiento a 1. 
Esto colocara el sitio en modo de mantenimiento y os usuarios no podrán realizar transacciones 
hasta que se cambie el valor de la llave a 0. 
 
<add key="mantenimiento" value="1" /> 
 
Fase 2: Copias de seguridad 
Tomar una copia de respaldo (Backups) de la base de datos, sitio y configuraciones de este en 
un lugar seguro, preferiblemente en el servidor \\totoro. Estas copias deben ser marcados con 
fecha y hora en que se tomaron.  
Ejemplo: 
01-09-2018-12-00-COMR-SitioWeb.zip y 01-09-2018-12-00-COMR-BaseDeDatos.bak 
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Fase 3: Migración 
 
Etapa 1: Adecuación de servicios 
 
 Creación de máquina virtual 
Para la creación de la máquina virtual, se va a seguir la documentación oficial del proveedor, 
este proceso no debe tardar mucho y se debe realizar directamente mediante el portal de 
administración de Azure. En este procedimiento se indican características como 
almacenamiento, tipo y ubicación de discos, tamaño de máquina virtual, reglas de firewall y 
creación de red virtual para acceso de forma interna en Azure de recursos alojados en la misma 




 Creación de servidor de SQL Database 
Para el servicio de SQL Database, es necesario crear un servidor de SQL Server alojado en 
Azure, en este proceso se definirán características como grupo de recursos, ubicación y cuenta 
de administrador. A continuación, se indica la guía del fabricante para los procedimientos 
mencionados. 
https://docs.microsoft.com/en-us/azure/sql-database/sql-database-single-database-get-started 
Hecho esto se procederá a definir las reglas de acceso por firewall a este servidor.  
https://docs.microsoft.com/en-us/azure/sql-database/sql-database-server-level-firewall-rule 
 
 Asociación de DNS 
Como la aplicación actual cuenta con un dominio asignado (comr.unidadvictimas.gov.co), es 
necesario configurar este dominio para el direccionamiento a la máquina virtual que contiene la 
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Etapa 2 migración de base de datos 
 
Debido a que la base de datos está montada sobre un servidor SQL Server 2016, sabiendo de 
antemano que SQL Database soporta las bases de datos SQL Server locales, se recomienda 




Etapa 3: Conectividad entre base de datos y máquina virtual 
En el diseño de la aplicación, para cambiar el servidor o algún dato de conexión con la base de 
datos, es necesario modifica el archivo de configuración de la aplicación, en la línea 20 en la 
sección connectionStrings cambiar los valores {SERVIDOR}, {BASE_DE_DATOS}, {USUARIO} 
Y {CONTRASENA} por los correspondientes que Azure asigne al momento de la creación de la 
base de datos.  
<connectionStrings> 
    <add name="test_uarivConnectionString" connectionString="Data Source={SERVIDOR};Initial 
Catalog={BASE_DE_DATOS};User ID={USUARIO};Password={CONTRASENA};Integrated 
Security=True;Connection Timeout=3000" providerName="System.Data.SqlClient" /> 
</connectionStrings> 
 
2.2.3 Verificación de Funcionalidades  
Para los usuarios con rol de Operador y Administrador y se ha solicitado la realización detallada 
de cada uno de los módulos asociados y dar un porcentaje de funcionalidad, así mismo la 
detección de anomalías o comportamientos incorrectos de funcionalidad o datos. Esta 
verificación se va a realizar el primer día en la puesta en producción y después de realizar 
ajustes, se recomienda volver a realizar pruebas completas sobre el sistema.  
 
2.2.4 Alta Disponibilidad (High Availability - HA) 
En términos de alta disponibilidad, Azure ofrece 2 alternativas mencionadas a continuación. 
 
Grupo de Disponibilidad 
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El 
fabricante permite la creación de grupos de disponibilidad para construir un grupo de HA en las 
máquinas virtuales asociadas. 
Un conjunto de disponibilidad es una agrupación lógica diseñada para el aislamiento de los 
recursos de una máquina virtual entre sí cuando se implementa. Azure garantiza que las 
máquinas virtuales colocadas en un conjunto de disponibilidad estén ejecutadas en varios 
servidores físicos, procesamiento, almacenamiento y conmutadores de red independientes. 
  
Figura 2.7: Configuración general de grupo de disponibilidad en Azure.  
 
Tomado de: https://docs.microsoft.com/en-us/azure/virtual-machines/windows/manage-
availability   
 
En caso de que se produzca un error de software o de, solo un subconjunto de las máquinas 
virtuales se ve afectado y la solución general permanece activa.  
Así mismo, se recomienda un ambiente en clúster y balanceador de carga, replicando la 
aplicación del COMR en los servidores creados para garantizar mayor disponibilidad y 
performance. 
 
Clúster y Balanceador de carga 
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Para esta opción, se permite la configuración 
manual de todos los elementos involucrados, 
máquinas virtuales, discos, interfaces de red y 
balanceador de carga, este último componente 
permite al usuario la configuración del modo de 
balanceo, ya sea por Hash o por afinidad de IP. 
El Modo Hash se utiliza para asignar el tráfico a los servidores disponibles y el algoritmo 
proporciona adherencia solo dentro de una sesión de transporte. 
El modo de afinidad de IP de origen, se encarga de la asignación de tráfico a servidores 
disponibles. Las conexiones que se han iniciado desde el mismo equipo cliente van al mismo 
punto de conexión. 
 
HA en caso de estudio. 
Para el caso de estudio seleccionado, el 
sistema tiene una limitación, en su diseño no 
se contempló para ambientes en clúster, 
básicamente porque el manejo de sesiones de 
usuario se hace en el proceso de servidor de 
aplicaciones (memoria). 
ASP.Net que es la tecnología con la que se 
construyó el sistema del caso de estudio, permite cambiar el modelo de procesamiento a base 
de datos SQL Server, Cliente o memora en otro componente externo, por ejemplo, unidades de 
almacenamiento en la nube. 
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Si bien se puede modificar la aplicación en el 
manejo de procesamiento a algo distribuido 
para un ambiente de alta disponibilidad, este 
implica las modificaciones en la capa de 
negocio (BLL) donde se encuentran los 
objetos de almacenamiento de sesiones y 
demás información temporal que usa este 
modelo en el sistema. Dependiendo del nuevo 
modelo de procesamiento se pueden llevar 
modificaciones adicionales en la capa de presentación (Web) o de acceso a datos (DAL). 
 
Por motivos de tiempo en la ejecución del piloto (3 semanas) y de recursos (solo 1 ingeniero de 
desarrollo) se decide no hacer este ajuste, en el momento, estimando que dicho ajuste 
contemplando pruebas y estabilización puede tardar aproximadamente entre 1 y 2 semanas. 
Para ello se analiza los SLA (Acuerdos de Niveles de Servicio) que Azure ofrece para los 
servicios adquiridos. 
Máquinas Virtuales: “En el caso de cualquier Virtual Machine de Instancia Única con 
almacenamiento premium para todos los Discos del Sistema Operativo y Discos de Datos, 
garantizamos que dispondrá de Conectividad de Virtual Machine durante el 99,9 % del tiempo, 
como mínimo.”5  
Discos: “Garantizamos que, como mínimo, durante el 99,9 % (99 % para Nivel de Acceso 
Esporádico) del tiempo procesaremos correctamente las solicitudes de escritura de datos en 
Cuentas de Almacenamiento con Redundancia Local (LRS), Almacenamiento con Redundancia 
de Zona (ZRS) y Almacenamiento con Redundancia Geográfica con Acceso de Lectura (RA-
GRS).” 6 
 
Estos SLA sirven como punto de referencia y “garantía” de Azure hacia la disponibilidad de los 
servicios adquiridos. 
 
                                               
5  Contrato de nivel de servicio para Máquinas virtuales. https://azure.microsoft.com/es-
es/support/legal/sla/virtual-machines/v1_8/  
6 Contrato de nivel de servicio para Cuentas de almacenamiento. https://azure.microsoft.com/es-
es/support/legal/sla/storage/v1_4/  
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2.2.5 Seguridad 
A nivel de seguridad Azure ofrece varias opciones desentendiendo de la necesidad. 
 
Antimalware 
Azure da la opción de instalar en las máquinas virtuales software 
antimalware con las características de cada uno de estos, lo más llamativo 
de esta opción es que se ofrece de forma gratuita y en tiempo real, lo que 
hace que sea fácilmente adoptada.  
 
 
Software de monitoreo en caso de estudio 
Para el caso de estudio se adoptó el componente de Trend Micro Deep Security, el cual permite 
el monitoreo de amenazas tipo malware, análisis de firewall, entre otros. 
También se implementó AppCheck Endopoint que permite monitorear aplicaciones instaladas en 
el sistema operativo. 
  
 
Ataques de denegación de servicios – (Distributed Denial-of-Service Attack DDOS) 
En la Unidad para las Victimas se ha tenido antecedentes de este tipo de ataques a 
infraestructura, para ello y para el caso de estudio, Azure ofrece un servicio DDoS protection 
Plan, el cual permite la supervisión del tráfico de entrada a las máquinas virtuales e interfaces de 
red configuradas en una región especifica. 
Por defecto Azure ofrece máquinas virtuales un servicio para prevención de este tipo de ataques, 
se encarga de la supervisión continua del tráfico y la reducción en tiempo real de los ataques a 
nivel de red más comunes. Puede usarse la escala completa de una red global de Azure para 
distribuir y reducir el tráfico de ataques en las distintas regiones. Proporcionando protección para 
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Tabla 2.1: Características de DDoS Protection en Azure 
 
  
Fuente: https://docs.microsoft.com/es-es/azure/virtual-network/ddos-protection-overview  
 
2.3 Ejecución de Plan y establecimiento de línea base 
 
Al finalizar la migración de la aplicación y la base de datos en un esquema 100% cloud, las 
especificaciones de las máquinas y servicios se encuentran en el Anexo (Características VMS 
Azure). 
Para el caso se va a generar una línea base de comparación con respecto a los resultados 
obtenidos, se van a comprar los resultados de rendimiento respecto a la última actualización del 
sistema en un periodo también de 1 semana. En este entonces los tiempos de respuesta fueron 
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Grafico 2.1: Muestra de datos en periodo alto de tiempos de respuesta desde el usuario. 
 
 
Tabla 2.2: Línea base para tiempos de respuesta desde el usuario final. 
 
 
Nota: Vale aclarar que es una etapa piloto de 3 semanas, donde se buscara medir 
comportamiento y rendimiento respecto al periodo anterior. Para ello se usó la herramienta 
Google Analytics para verificar tiempos de respuesta de las páginas del sistema. 
 
2.3.1 Recolección de datos - Etapa piloto 
 
Para la ejecución de la etapa piloto se aprovechó el comportamiento y conjunto de usuarios que 
utilizan el sistema dividiéndolos en 3 grupos de acuerdo con los roles asignados en este. 
 
 Operadores: usuarios que están en constante interacción con el sistema, su tiempo de uso 
son entre 8-12 horas al día usando el sistema. 3 personas 
 Usuario regular: Son los demás usuarios de la Unidad que se encargan de alimentar el 
sistema, su principal tiempo de uso es en horario de oficina 8-5. 2100 usuarios Aprox. 
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 Administrativo: Son usuarios con privilegios especiales, consultan el sistema de forma 
aleatoria, es decir pueden hacer argos periodos donde no registran información. Usuarios 
20. 
 
Semana 1 (septiembre 16 – septiembre 22 de 2018): 
 
Durante este periodo de tiempo se solicitaron pruebas generales de rendimiento al grupo de 
operadores ya que son los que tienen un mayor tiempo de interacción con el sistema, haciendo 
un promedio general, los tiempos de respuesta del servidor fueron en promedio de 0.67Seg en 
su momento más alto. 
 
Grafico 2.2: Muestra de datos semana 1. 
 
 
Así mismo se midieron los tiempos de respuesta de cada una de las páginas, haciendo énfasis 
en las de más tráfico. 
 
Tabla 2.3: Tiempos de respuesta semana 1. 
 
 
Aunque el rendimiento mejoro respecto a la línea base, se encontró un comportamiento en la 
base de datos, el servicio de SQL Database, por recomendaciones de Azure, el servicio se alojó 
en el centro de datos ubicado en el Este de estados Unidos tal como todos los demás servicios. 
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Rápidamente, durante el funcionamiento normal, se empezaron a notar inconsistencias con las 
fechas de registro y consulta de los datos. 
 
Muestra 1: Resultados de pruebas por parte de usuarios. 
Esta etapa se probaron todos los módulos del sistema encontrando problemas con el registro de 
información, que, si bien no interrumpía el servicio, si permitía que la información no fuera 
consistente. A continuación, se detallan los módulos, el porcentaje de funcionamiento correcto y 
detalle en caso de problema. 
 
Tabla 2.4: Set de pruebas y resultados semana 1. 
Modulo % OK Observación 
Inicio de sesión 80%  
Los logs de sistema indican que hay un desfase en las horas que el usuario 
interactúa con el sistema 
Cierre de sesión 100%  
 
Funcionario   
 
    Registro de plan de seguimiento 50%  
Cuando el usuario registra un plan con horario de salida igual o superior a las 
7pm, se registraba como salida del día siguiente 
    Cancelación de plan de seguimiento  100%  
 
    Actualización de datos personales 100%  
 
    Consulta de Planes 100%  
 
    Encuesta 100%  
 
Operativo   
 
    Monitoreo 25%  
Los ordenamientos de los reportes previos de comisiones del día, a partir de 
las 7pm se visualizan los planes de seguimiento del día siguiente.  
    Bitácora de monitoreo del día 80%  
Todos los monitoreos salen con desfase de hora, por ejemplo, cuando se hace 
un reporte a las 9pm, sale que fue a las 2am del día siguiente. 
    Consulta de comisiones (Histórico) 100%   
    Reporte de Incidentes   
 
Administrativo   
 
    Dependencias 100%  
 
    Direcciones territoriales 100%  
 
    Funcionarios   
 
        Consulta 100%  
 
        Registro 100%  
 
        Actualización de cursos y datos 100%  
 
        Anuncios 100%  
 
Consultas   
 
    Por Nro. de Plan 100%  
 
    Por Documento 100%  
 
    Encuestas 100%  
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    Comisiones por ubicación 100%  
 
    Monitoreo del día actual 80%  Si bien sale el monitoreo del día, no sale las horas correctas. 
    Estadísticas por mes 100%  
 
     Cursos 100%  
 
 
Al analizar en detalle la traza de los datos, se evidencio que este servicio de base de datos tiene 
configuración de zona horaria en UCT +00:00, hecho que hizo que las transacciones se 
registraran con 5 horas de diferencia hacia delante de la hora en Colombia (UTC -05:00). 
Esta comprobación se realizó haciendo una consulta sobre la base de datos solicitando la fecha 
de sistema, mediante la consulta select convert(time,getdate()) que se encarga de obtener la 
hora del servidor. 
Figura 2.8: Verificación en SQL Database de inconsistencia en zona horaria. 
 
 
En la imagen se evidencia que, al hacer la consulta con la sentencia indicada, este devuelve una 
hora 5 horas de diferencia (hacia adelante 19:15) que la hora colombiana (14:15). 
 
Computación en la nube – Análisis de proveedor Microsoft Azure para migración de aplicaciones y 
servicios, caso de estudio, Unidad para las Victimas (UARIV).     73 
  
Consultando en la página del fabricante, no hay forma de cambiar la zona horaria del servidor 
de SQL Database, para lo cual recomiendan escribir funciones en lenguaje TSQL y modificar las 
funciones actuales de la base de datos para tomar la zona horaria deseada. 
 
Tema que no es viable debido a la modificación de lógica dentro de los procedimientos, 
almacenados, triggers, constrians, y demás objetos de base de datos que haya que modificar. 
Lo cual implica un análisis de que objetos son, modificarlos y realizar pruebas 
 
Para ello se decide utilizar la segunda opción de hospedaje de bases de datos SQL Server que 
ofrece Azure, el cual consiste en instalar SQL Server dentro de una máquina virtual y habilitar 
los puertos necesarios para generar conectividad externa. 
 
Se crea una máquina virtual con las siguientes características. 
 
Figura 2.9: Detalle de máquina virtual para base de datos. 
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Figura 2.10: Versión de cliente de SQL Server instalado en servidor. 
 
Hecho esto, Azure si permite cambiar la zona horaria de la máquina virtual se reconecta la 
aplicación a este servidor y entra de nuevo en funcionamiento. Se verifican consultas fechas y 
registros y se evidencia que ha quedado solucionado el problema. Este proceso tardo 
aproximadamente 2 horas. 
 
Semana 2 (septiembre 23- septiembre 29 de 2018):  
 
En la semana 2 continua el uso regular del sistema y se toman de nuevo métricas de rendimiento 
para compararlo contra la línea base. Se toma ms mismas métricas de rendimiento promedio y 
de páginas de más tráfico. 
Grafico 2.3: Promedio de tiempos de respuesta semana 2. 
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Tabla 2.5: Promedios de tiempos de respuesta por página, semana 2. 
 
 
Semana 3 (septiembre 30 – octubre 6 de 2018): 
 
Durante este periodo, si bien no se reportaron problemas de rendimiento o conectividad, se 
encontró que las peticiones de Google Analytics durante los primeros 3 días al parecer fueron 
bloqueadas por el firewall del servidor de aplicaciones.  
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Tabla 2.6: Promedios de tiempos de respuesta por página, semana 3.  
 
Lo cual hizo que la muestra de datos de esta ultima semana no fuera consistente con las 
anteriores para compararla con la linea base. 
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3 Resultados y Conclusiones  
  
Finalizada la etapa piloto a continuación se analizan los resultados y se sacan las conclusiones 
de la implementación, del proveedor y del plan de migración diseñado. 
 
3.1 Resultados 
En la información capturada durante la ejecución de la prueba piloto se analizan los 
resultados desde 2 frentes. 
 
3.1.1 Rendimiento 
Como se evidencio en las pruebas semanales, hubo una mejora en tiempos de respuesta 
de servidor. 
Grafica 3.1: Promedio de tiempo de respuesta de servidor (segundo) 
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3.1.2 Funcionalidad 
 
Los resultados de funcionalidad emitidos por los operadores se evidencian en el anexo 
(Anexo I. Informe resultados pruebas COMR – Migración), es este proceso se solicitó 
pruebas a los operadores autorizados para uso del sistema y evaluar los criterios de % de 
funcionamiento y observaciones en caso de alguna inconsistencia. 
 
3.1.3 Resultados a abril 2019 
 
Después de más de 6 meses de uso, se relacionan los consumos en servidor y tiempos de 
respuesta desde el punto de vista del usuario en el Anexo N. Estadísticas de uso a 04/2019. 
 
3.2 Lecciones Aprendidas - verificaciones 
Si bien la implementación de la etapa piloto termino de forma exitosa sin mayo traumatismo, 
se pueden sacar las siguientes lecciones para futuras implantaciones respecto a la 
metodología usada y definida en el presente documento. 
 
 Verificación de zonas horarias: desde el primer día se encontró un problema 
relacionado con la zona horaria, aunque se tomó una alternativa inmediata y rápida para 
dar solución a esta, vale la pena investigar más a detalle con el proveedor si la practica 
hecha fue la mejor o efectivamente hay solución al problema encontrado. 
 
 Verificación de formatos: si bien no hubo inconvenientes en este caso, es bueno 
verificar formatos que puedan generar inconvenientes a futuro. Por ejemplo, formato de 
fecha, decimal, documentos (si aplica), etc. 
 
 Acompañamiento: aunque el proveedor ha dictado capacitación de la herramienta al 
equipo de tecnología de la Unidad, es recomendable solicitar un acompañamiento más 
cercano durante el proceso descrito en este documento. 
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3.3 Uso 
Durante la ejecución del piloto la plataforma permite hacer un seguimiento detallado de los 
consumos en cantidad de recursos y en costo, esto permitió a la Unidad hacer un pronóstico 
del consumo de los recursos a un periodo más largo de tiempo. 
Al finalizar la semana 3 se evidencio el costo asociado por la plataforma. 
 
A continuación, se detalla el uso de los servicios. 
o Compute - comr_staging: Corresponde a la máquina virtual que aloja la aplicación 
web esta entro en funcionamiento en el transcurso de la mañana del primer día, solo 
se interrumpió el servicio para una serie de reinicios durante su puesta en marcha y 
actualizaciones programadas. 
o Compute - comr_db: esta máquina corresponde a la base de datos montada como 
contingencia al servicio de SQL Database cuando se presentó el inconveniente. 
o Virtual Network – internal – westUSLocal: este servicio es la VPN creada entre los 
servicios en Azure, se mide a nivel de GB de transferencia, una ventaja de este es 
que cuando los recursos están dentro de un mismo centro de datos no tiene costo 
asociado. 
o Storage – comr_data: servicio donde se almacenan los discos duros de las 
maquinas. Así mismo, se configuro este servicio para alojar de manera automática 
copias de seguridad de la base de datos de forma diaria. 
o SQL Database – comr: servicio de base de datos, inicialmente se adquirió una base 
de datos de 5GB, pero posterior al problema y solución, se decide eliminar 
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Grafica 3.2: Consumo en dólares de servicios de computo al final del piloto.  
 
 
Así mismo, la cantidad de horas utilizados durante el piloto se relacionan a continuación. 
 
Tabla 3.1: Consumos por recursos en etapa piloto.  
 
Date Service Quantity 
Sept 16 - Sept 22 Compute - comr_staging 162.4 Hrs 
 Compute - comr_db 156 Hrs 
 Virtual Network – internal - 
westUSLocal 
0.248 GB 
 Storage – comr_data 1128 GB 
 SQL Database - comr 5GB 
Sept 23 – Sept 29 Compute - comr_staging 168 Hrs 
 Compute - comr_db 168 Hrs 
 Virtual Network – internal - 
westUSLocal 
0.375 GB 
 Storage – comr_data 1128 GB 
 SQL Database - comr 0GB 
Sept 30 – Oct 06 Compute - comr_staging -  167.3 Hrs 
 Compute - comr_db 168 Hrs 
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 Virtual Network – internal - 
westUSLocal 
0.411 GB 
 Storage – comr_data 1128 GB 
 SQL Database - comr 0GB 
 
 
3.4 Relación Costo/Beneficio 
Algo que existe en el estado es la reducción de costos, un tema que siempre se busca 
garantizar la ejecución de tareas y actividades con un presupuesto reducido, a nivel de 
tecnología, el Departamento Nacional de Planeación – DNP – compromete recursos que 
año tras año disminuyen, a continuación, se describen los rubros asignados por periodo a 
la Unidad para temas de servicios de computo. 
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Tabla 3.2: Presupuesto DNP Tecnología 
 
Tomado de  
https://www.unidadvictimas.gov.co/sites/default/files/documentosbiblioteca/tecnologia_2.pdf 
 
Anexo se encontrará el detalle de los costos por página web de estos servicios en el anexo 
(Anexo J. Costos-Azure). 
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Este estudio permitió en primera medida aclarar dudas respecto al modelo de computación 
en la nube si bien en un primer alcance se deseaba un ambiente hibrido, por restricciones y 
experiencia de la Oficina de tecnologías de la información no se recomendó este escenario 
por problemas de conectividad. 
 
Uno de los puntos clave demostrados en la ejecución del caso de estudio fue la rápida 
implementación de una infraestructura para resolver un problema puntual. Aunque es claro 
que el error presentado y la falta de documentación para resolverlo fue un punto negativo 
para el proveedor. 
 
Es claro que adoptar un modelo de computación en la nube es bastante positivo, ayudando 
a reducir el tiempo de adecuación de infraestructura, así como tareas de soporte, esto da 
pie a planes de recuperación de desastres de rápida ejecución. 
 
Es importante tener un contacto cercano con el proveedor, generar un plan de capacitación 
para los miembros que interactúan con la plataforma, esto ayudara a ganar más experiencia 
y pensar en escañaras más complejos con servicios nuevos que permitan aprovechar mejor 
la plataforma 
 
Si bien Azure tiene una posición en el mercado privilegiada según Gartner, la gama de 
servicios puede en ocasiones verse algo abrumadora y compleja de entender. 
 
Sistemas como SGD que hacen uso de almacenamiento para la gestión de documentos, 
pueden verse beneficiados al momento de migrar a la nube gracias a los esquemas de 
replicación de información. 
 
Los proveedores de servicios en la nube manejan un modelo de negocio por demanda, su 
obro se basa en uso de unidades de procesamiento, almacenamiento, red, etc., si bien de 
entrada puede que estos cobros por “todo” resulten abrumadores, lo cierto es que la 
    84  
reducción de costos respecto a tener un centro de datos loca, más los costos que este 
conlleva, vale la pena contemplarlos.  
 
Así mismo es importante que la Unidad fortalezca sus canales de acceso a internet, ya que 
estos se vuelven críticos al momento de trabajar con una aplicación en la nube.  
 
Para el estado colombiano, los costos relacionados con la plataforma, no se manejan igual 
que un usuario o comprador regular, estos consisten en una “recarga” anual cercana a los 
30000 USD donde la Unidad pude disponer este crédito a su disposición, y según se pudo 
evidenciar en el presente trabajo, este crédito es más que suficiente para alojar servicios 
similares a los utilizados en el caso de estudio. 
 
Así mismo se adjunta carta de certificación del trabajo realizado. (Anexo L. Certificación 
Gerardo Ramos) y Certificación Laboral de la Unidad (Anexo M. Certificación UARIV). 
 
Planes de crecimiento y expansión 
 
Debido al alto volumen de aplicaciones (130) y al crecimiento de estas, se proyecta que 
para el 2019 iniciar la migración de varias de estas, estimado dentro del plan estratégico de 
la oficina de tecnologías de la información para el 2019. 
 
Es por eso por lo que el presente trabajo sirve como apoyo y experiencia para la Unidad 
para migrar aplicaciones, conocer servicios entre otros. 
 
 
Anexo A. Informe de Gestión 2017  
Anexo B. Proceso - Gestión de la Información 
Anexo C. Plan Estratégico Oficina de Tecnologías 2018 
Anexo D. Sistema Integrado de Gestión 
Anexo E. Características VMS Azure 
Anexo F. Evaluación aplicaciones 
Anexo G. Ficha Técnica COMR 
Anexo H. Plan Migración COMR-Azure 
Anexo I. Informe resultados pruebas COMR – Migración 
Anexo J. Costos-Azure 
Anexo K. Resolución 05546 - Azure UARIV 
Anexo L Certificación Gerardo Ramos 
Anexo M. Certificación UARIV  
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