Two illustrative examples to show the potential of thermography for process monitoring and control in hot rolling", in Proceedings of the 4th IFAC Workshop on Mining, Mineral and Metal Processing (MMM), vol. 48, Oulu, Finland, 2015, pp. 48-53. doi: 10.1016/j.ifacol.2015 Abstract: This paper deals with the systematic analysis of thermographic images recorded during the hot rolling process of steel plates. In the first part, local disturbances are detected and different approaches for disturbance rejection are proposed. From the processed images, reliable mean temperature profiles in longitudinal and lateral direction are calculated. In the second part of the paper, an optimization problem is formulated and solved to calculate the plate velocity from the thermographic images. The approach proves to be a robust estimation method for the plate velocity. As the thermographic camera is already installed for temperature measurements, no additional measurement devices are needed so that investment and maintenance costs are saved.
INTRODUCTION
Thermographic cameras are widely used in very different fields ranging from medicine to building inspection, process monitoring, and non-destructive testing. Numerous application examples can be found in literature, which is reviewed for instance by Usamentiaga et al. (2014) . There also a general introduction to infrared thermography is given.
Thermography has two major advantages in comparison with other temperature measurement methods: First, it is a non-contact and non-invasive technique, i.e., it can be used to measure the temperature of very hot or moving objects from a safe distance, which also simplifies maintenance. Second, the provided temperature measurements are two-dimensional and contain far more information than, e.g., single-point pyrometer or thermocouple measurements. These advantages render thermography also a promising measurement technique in the steel industry. There, it is used in laboratory experiments but also on-line during the production. For example, Vidoni et al. (2014) use thermocameras in their experimental strip caster in addition to pyrometers because they provide information about the temperature distribution across the width. The two-dimensional character of the measurement is also exploited by He et al. (2011) , who employ thermography to experimentally characterize the scale formed on steel surfaces. In a work presented by Koch and Schroeder (2012) , hot spots are detected in real-time thermographic images of hot-rolled steel billets for quality assessment. Their time evolution is analyzed to identify material flaws and to prevent false indications. Viale et al. (2007) also use infrared cameras for on-line detection of hot spots on ladles. Furthermore, the slag is automatically detected during tapping operation.
Summarizing, most of those applications use thermographic cameras for one single measurement purpose and thus exploit only a small part of the information contained in the two-dimensional images. However, different applications of thermography are simultaneously possible using the same image. This includes, e.g., the estimation of the velocity of moving objects or tracking of hot plates during their production. If images captured by several cameras, which cover the whole production line, are utilized, even more possibilities are opened up. This paper aims at extending the scope of thermography in hot rolling. Since the large number of possible applications cannot be discussed in a single paper, this paper focuses on two different possible applications of thermographic imaging in hot rolling of heavy plates. Section 2 deals with the most obvious possibility, namely the temperature measurement. Using standard image processing techniques, local disturbances are removed from the image so that reliable mean lateral and longitudinal surface temperature profiles can be calculated. Furthermore, characteristic striped patterns can be extracted. Section 3 presents a fast and robust optimization-based estimation strategy for the plate velocity. The proposed method utilizes the non-uniformities of the plate surface temperature in the longitudinal direction. Note that both applications rate the same information, i.e., temperature inhomogeneities, in a different way: While they are removed prior to the calculation of representative temperature profiles, they are vital for the estimation of the plate velocity.
CHARACTERIZATION OF THE PLATE SURFACE TEMPERATURE
In steel industry, the temperature evolution of the steel product during its production significantly influences its final quality. Therefore, it is crucial that the temperature is monitored and controlled. To this end, temperature sensors are installed at many different positions in the production process, cf. Peacock (1999) . In hot rolling, pyrometers are used in most cases, see, e.g., Zheng and Li (2011), Speicher et al. (2014) , and the references given therein. However, pyrometers normally measure only on the centerline of the product and do not provide information about the lateral temperature profile, which, for instance, is an important quantity for the adjustment of the water distribution in the cooling section. This drawback can be overcome by using thermographic cameras instead of pyrometers. From the two-dimensional temperature measurements, a mean lateral temperature profile can be calculated. Additionally, the mean longitudinal temperature profile is more reliable than the pyrometer recordings, which are obtained while the product moves through the measuring ray of a pyrometer, because it is less affected by local disturbances, e.g., scale spots.
Identification of local disturbances
Before averaging the rows and columns of the thermographic image, local disturbances, which may arise from production inhomogeneities, reflection, or obstacles in the field of view of the camera, should be eliminated first. Since all production steps affect the plate temperature either in lateral or in longitudinal direction, it can be assumed that the disturbances are the only part in the measured temperature distribution, which depends on both coordinates. Hence, the measured surface temperature T (x, z) is assumed to be composed of four parts, i.e.,
(1) Thus, the local disturbances T d (x, z) are separated from the mean temperature T m , and the longitudinal and lateral striped pattern T z and T x , which depend only on the lateral coordinate z or the longitudinal coordinate x, respectively. Images with raster size M × N contain only temperature values at x j = jδ, j = 1, . . . , M, and z i = iδ, i = 1, . . . , N with the pixel size δ. The spatially discretized temperature field T (x j , z i ) can be expressed by the inverse two-dimensional cosine transform (cf. Jain (1989) )
which is a standard tool in image processing and compression. The amplitude of the individual cosine functions depends on the coefficients C nm and the parameters
Hence, the size of the image determines the frequency resolution of (2) as well as the values (3).
The double sum in (2) is rearranged in the form
By comparison with (1), it can be seen that the information about the local disturbances is contained in the coefficients C nm , n = 2, . . . , N, m = 2, . . . , M . Using this assumption, reliable mean temperature profiles are calculated in the next section. Furthermore, striped lateral and longitudinal patterns can be calculated by evaluating only the second or the third term in (4).
Calculation of a mean lateral temperature profile
In the following, the thermographic image shown in Fig. 1 is considered to demonstrate the proposed algorithms. In this figure as well as in the following ones, the plate temperature is normalized to the maximum temperature T max . Since the cosine transform (4) requires a rectangular section of the plate, the edges of the plate are first detected by an extension of the Canny algorithm (cf. Canny (1986) ) and the largest rectangular section inside the identified edges is then selected for the presented analyses. The selected section is shown in Fig. 2 (a) and contains two disturbances: two colder spots at the head end of the plate and a pyrometer in the upper left corner. The cold spots may result from water pools on the non-flat surface. In contrast to the cold spots, the pyrometer is a systematic disturbance and is always inside the field of view of the camera. Both disturbances can be extracted by calculating only the last term of (4). However, the resulting image of disturbances also contains artifacts due to the limited frequency resolution, cf. the yellow stripes in Fig. 2(b) . Therefore, subtracting Fig. 2 (b) from Fig. 2 (a) removes the two major disturbances in the selected section, but it also causes some artificial non-uniformities, see Fig. 2 (c). To avoid some of these artificial disturbances, a threshold T d,min may be imposed on the disturbance image ( Fig. 2(b) ) so that only disturbances larger than the threshold are subtracted from the original section in Fig. 2(a) . However, the definition of a general threshold is challenging because the disturbances vary from image to image. Finally, the processed image Fig. 2(c) is reinserted in the dashed section in Fig. 1 before the mean lateral temperature profile is calculated. Since this kind of disturbance rejection, which is referred to as first approach in the following, may be unsatisfactory, a second approach is adopted. In the disturbance image of Fig. 2(b) , columns with large standard deviation are identified; then, the corresponding columns in Fig. 1 are deleted, see Fig. 3 , and not considered in the calculation of the mean lateral temperature profile. (Fig. 1, black) , the original image reduced by the disturbance (Fig. 2(c), red) , and the original image with deleted columns (Fig. 3, green) . direction so that the standard deviation barely depends on the lateral coordinate z, see Fig. 6 . Note that the regions close to the edges remain unaffected by the first approach because they are not contained in Fig. 2(c better image without disturbances at first sight but it does not improve the reliability of the calculated lateral profile. By contrast, the standard deviation is significantly reduced by the second approach although only a few columns were deleted from the original image. Consequently, deleting some parts of the image, which are selected based on the disturbance image, leads to a more reliable mean lateral temperature profile.
Of course, the proposed approach can be also be used to calculate a mean longitudinal temperature profile. Then, rows are deleted from the original image prior to averaging.
ESTIMATION OF THE PLATE VELOCITY
During rolling, the thickness of steel slabs is reduced in consecutive roll passes to a desired final plate thickness. In this process, the entry and exit speed of the plate are important quantities. They may be used, e.g., to calculate the relative change of the plate thickness during the roll pass based on the mass balance. Furthermore, the exit speed of the plate may be used to calculate the already rolled part of the plate in the current pass. Its precise knowledge is required when applying disturbance feedforward control strategies as proposed in Heeg et al. (2007) . Consequently, the plate velocity has to be measured or estimated.
Existing velocity estimation methods
Measurement methods for the velocity may be divided into indirect and direct measurement principles, see, e.g., Ginzburg and Ballas (2000):
• Indirect methods determine the velocity of the plate by using measurements of the angular velocity of the work rolls.
• Direct methods aim at directly measuring the velocity of the plate.
Indirect methods are prone to errors due to the generally inexact knowledge of the slip between the plate and the rolls. However, this slip can be accurately calculated by using tailored mathematical models, see, e.g., Kiefer and Kugi (2008) .
Direct measurement methods typically achieve a higher accuracy. However, additional sensors are needed. A common measurement principle is based on a laser sensor utilizing the Doppler effect. The laser beam is optically split into two beams which are projected on the same point of the plate. This measurement setup yields a non-perpendicular alignment between the beams and the surface of the plate in the rolling direction. Due to the moving plate, the frequency of the scattered beams is shifted by a small amount depending on the velocity of the plate. The velocity is determined by measuring this so called Doppler frequency (cf. Isei et al. (2006) ; Engman et al. (2012) ).
A velocity sensor should be located as near as possible to the roll gap because the velocity of short plates should also be measured. However, such an assembly is affected by steam, dust, and heat and requires costly robust sensors.
As already discussed before, thermographic cameras are often used to measure the surface temperature of rolled products. This measurement device may also be exploited to determine the velocity of the plate. In this work, the thermographic camera mounted above the plate behind the finishing mill of the heavy plate mill at the AG der Dillinger Hüttenwerke will be utilized for this purpose. The infrared CCD camera captures images (cf. Fig. 1 ) of the plate with a fixed sampling time T s = 1/30 s and an image resolution of M × N = 659 × 494 pixels. The use of a two-dimensional temperature distribution instead of a spot-like laser scanner is beneficial in terms of robustness against disturbances, e.g., caused by steam.
Optimization-based detection of the plate velocity
As shown in Fig. 1 , the surface temperature distribution T (x, z) is generally non-uniform in the longitudinal direction x of the plate. These inhomogeneities may be caused by non-uniform heating in the slab furnace or inhomogenous conditions during the rolling process. Contrary to Section 2, these imperfections are advantageous and even necessary to determine the velocity of the plate by the proposed method.
To this end, the mean surface temperature in lateral directionT
of the image captured at time t = t k is calculated. The averaging in (5) utilizes a rectangular section of the image with L + 1 rows symmetric to the row i 0 . Note that spatially fixed systematic disturbances, e.g., the pyrometer, must not be contained in this section of the image. Instead of the mean temperature distribution, it would also be possible to use the temperature values from a single row of the image. However, the larger number of measurements improves the robustness of the estimation against noise and local disturbances. As an example, the resulting longitudinal temperature distribution for three consecutive images with L = 20 is shown in Fig. 7 . Since the images are captured with a high frame rate, the temperature of the plate of consecutive images is almost the same. The figure suggests that there is only a spatial shift of a more or less constant temperature distribution. In this case, the shift ∆x between the distributions can be determined, e.g., by using the cross correlation function (see, e.g., Orfanidis (1996) ). Assuming a constant velocity within a sampling time T s , the velocity of the plate v P L results in
However, the temperature distribution is subject to disturbances. Possible reasons are heat conduction processes or image distortions caused by the optical lens of the camera. Such disturbances entail additional deviations between the shifted temperature profiles and therefore deteriorate the velocity estimation, unless they are systematically considered in the estimation approach. From experience it is known that these distortions depend on the spatial coordinate x of the image. Therefore, the empirical approacĥ
with a scaling function (polynomial)
with degree N p and so far unknown coefficients a n , is employed to compute an undistorted temperature distributionT (x, t k ). As the temperature distribution (5) is only defined at the grid points x j , j = 1, . . . , M , a linear interpolation is performed in (7) between the pixels to achieve sub-pixel resolution.
A convenient method of determining the velocity of the plate and the unknown polynomial coefficients a n in (8) is to minimize the difference e(x, t k ; ∆x, p) between consecutive temperature distributions. At time t k , this error is defined as
T and the length of the camera's field of view l F OV .
The first coefficient is chosen as a 0 = 1 because it would only scale the temperature distributionT by a constant factor. Hence, a static optimization problem can be formulated as
using M nodes of K images. Note that only the spatially overlapping parts of the temperature difference in (9) are used in (10). Clearly, an implicit assumption made here is that the velocity is constant during the time interval t 0 ≤ t ≤ t K−1 . Therefore, the time interval should not be too large. On the other hand, increasing the number K of consecutive images reduces noise in the estimation result, which is why a compromise has to be found. Once the optimization problem (10) is solved, the velocity of the plate follows from (6).
Numerical solution of the optimization problem
The Gauß-Newton method, see, e.g., Nocedal and Wright (2006) , is used for solving the optimization problem (10). This method was chosen because of its superlinear convergence rate and the fact that it only requires the evaluation of the Jacobian J in every iteration. Let the Jacobian J of e with respect to w be denoted as J(w) = (∇e) T with the vector of optimization variables w = ∆x p T T and e = [e(x 1 , t 1 ; ∆x, p) . . . e(x M , t K−1 ; ∆x, p)] T .
The Gauß-Newton method is based on the iterative update law
The method terminates if the maximum number of iterations is exceeded or the convergence criterion ∆w ∞ < γ with a properly chosen constant γ > 0 is fulfilled.
The derivative of e(x j , t k ; ∆x, p), j = 1, . . . , M and k = 1, . . . , K −1 with respect to w is required in ∇e and can be calculated using a Savitzky-Golay filter, see, e.g., Orfanidis (1996) , with degree 2 and window length 11.
Measurement results
In the following, results from a plate rolled in the heavy plate mill of the AG der Dillinger Hüttenwerke are presented. As an initial guess w 0 for the optimization, the result from the previous run is used. In the first optimization, ∆x 0 = v P L,0 T s with v P L,0 = 2 m/s and p 0 = 0 are chosen as initial values. The parameters used for the computations are listed in Tab. 1. 
l F OV 6.3475 m
In Fig. 8 , the estimated plate velocity is shown with (N p = 5) and without (N p = 0) compensation of the disturbances. Furthermore, the number of iterations needed until the convergence criterion was satisfied is depicted in the lower picture. It is known that the angular velocity of the work rolls was kept constant during the roll pass, which is in accordance with the results using the compensation. Without compensation of the disturbances, an inaccurate estimation result is obtained. At the end of the roll pass (t ≥ 10 s), the plate is decelerated. Since there is no other velocity measurement device installed at the considered rolling mill, the estimated velocity is validated by means of the plate length. The estimated plate length l est follows in the form The content of this post-print version is identical to the published paper but without the publisher's final layout or copy editing.
entry of the tail end of the plate in the camera's field of view, respectively.
Measurement data from a downstream contour measurement device is used to determine the actual plate length l = 42.4551 m. The good agreement of l and l est (relative error ≈ 1%) indicates that the average velocity was accurately estimated. Although only the rolling speed of one representative plate is shown in this paper, similar results have been observed for other randomly chosen plates. With the presented parameters, it takes less than 3 ms (Standard PC with i7-2600 @ 3.4 GHz processor and 16 GB RAM) to solve the optimization problem (10) in Matlab at a time t k .
CONCLUSIONS
In this paper, thermographic images of hot plates were analyzed to extract important information for process control. All images were recorded during standard production by an industrial thermographic camera mounted above the production line.
In the first part, the cosine transform was applied to extract systematic as well as non-systematic local disturbances from the image. After disturbance rejection, mean temperature profiles in lateral direction were calculated. These average profiles are more reliable compared to the usual single point pyrometer measurements.
In the second part, an optimization-based approach to estimate the plate velocity is presented. To this end, inhomogeneities of the measured plate temperature in longitudinal direction are utilized. As the measured temperature is subject to disturbances, an empirical correction using a polynomial scaling function is performed. The optimization problem is solved by means of the Gauß-Newton method within a few iterations.
The discussed temperature measurements and velocity estimations are not the only possible applications of the thermographic images: They may also be advantageously used for control and process monitoring tasks. If, for example, a deviation between the desired and the actual plate contour is detected in an image, the contour information can be fed back to the mill stand to adjust the roll gap of the next pass so that the deviation is eliminated, see, e.g., Schausberger et al. (2015) . In view of process monitoring and maintenance, the cosine transform also proves to be useful. Recurrent longitudinal stripes can be detected and ascribed to deficient descaling caused by failure of descaling nozzles. Finally, it should be emphasized that the use of an existing measurement device for several measurement tasks saves investment and maintenance costs.
