We describe our work in collecting, analyzing and visualizing online information (e.g., Web documents, images, tweets), which are to be maintained by the Crisis, Tragedy and Recovery Network (CTRnet) digital library. We have been collecting resources about disaster events, as well as campus and other major shooting events, in collaboration with the Internet Archive (IA). Social media data (e.g., tweets, Facebook data) also have been collected and analyzed. Analyzed results are visualized using graphs and tag clouds. Exploratory content-based image retrieval has been applied in one of our image collections. We explain our CTR ontology development methodology and collaboration with Arlington County, VA and IBM, in a Center for Community Security and Resilience funded project.
INTRODUCTION
The inception of the CTRnet DL began as an extension of our prior work, The 4/16 Digital Library, which collected data and provided services relating to the 4/16/2007 campus shooting at Virginia Tech [3] . A goal of CTRnet is to develop integrative approaches to collect, analyze, and visualize (present), under a DL environment, so that the DL system can archive resources and provide services to its stakeholders efficiently and effectively. Our proposed CTRnet system architecture includes multiple modules to collect, analyze and visualize. We have been exploring each of them using our developed modules (e.g., Facebook app, scripts for tweets, CBIR module, Brainstorming tool, etc.) as well as existing online software tools (e.g., Heritrix crawler, The Desktop Archivist, 140kit.com) for various types of content as shown in Table 1 .
An overview of the work procedures in Table 1 is explained in the following sections. In addition, we present our current work on developing the CTR ontology development. 
COLLECTIONS
The CTRnet Web resource collections include content from natural disasters, shooting events, and their anniversary/ remembrance observations (as a way of coping with the tragic event). We collaborated with the Internet Archive (IA), a nonprofit organization devoted to preserving Internet resources, so that those resources could be archived forever. The Heritrix crawler developed by IA has been used to gather materials online. Table 2 summarizes our developed collections as well as other related ones.
It is necessary to develop a list of seed URLs for Heritrix to crawl. To reduce manual effort/time for this task, we are devising methods to generate seeds in an automated fashion so that bigger collections can be built more quickly, supported by our ontology.
Microblogging (e.g., Twitter) data has been collected (Table 3) . We used online tools such as The Archivist 1 and 140kit.com. To collect from specific Twitter IDs, we developed PHP scripts with database tables and a Twitter API. 
ANALYSIS EXAMPLES
The Natural Language Tool Kit 3 has been used to find word collocations and frequencies of tweets. We will apply its entity extraction in our further analysis of tweets. SQL queries were useful for finding the tweeting patterns per day (and per hour) during and after events [4] . Content-based image retrieval (CBIR) in digital libraries is important for retrieving multimedia information. A CBIR module takes a CTR image as input and attempts to find similar images from the image collection. An independent study [1] explored CBIR concepts along with the Eva [2] tool. The dataset included a list of 111 pictures, representing different areas affected by the earthquake in Haiti in January 2010.
VISUALIZATIONS
We applied CBIR technology to organize and visualize images based on their feature similarities (Figure 1 ). Tag clouds were useful in showing multiple popular terms extracted from tweet content. Figure 2 shows a tag cloud of member profiles from ArlingtonUW (i.e., Arlington Unwired). It is useful in showing a snapshot of popular words from tweets.
CTR ONTOLOGY
One capability common to many ontology development efforts is to describe data from diverse sources. Thus, we began our ontology development process by identifying several existing databases currently tracking disasters and derived the "ontology in situ" of their database (Figure 3) . The resulting ontology consists of 185 elements and has the potential to support data sharing/aggregation across the databases considered. We are expanding this ontology to include other aspects of disasters such as recovery, preparedness, and mitigation. 
