Background {#Sec1}
==========

Epidemiologists use logistic regression to identify risk factors (or protective factors) based on binary outcomes from diagnostic tests. As a consequence, this statistical model is used ubiquitously in studies conducted around the world, encompassing a wide range of diseases. One issue with this tool, however, is that it fails to account for imperfect diagnostic test results (i.e., misclassification errors). In other words, depending on the diagnostic method employed, a negative test might be incorrectly interpreted as lack of infection (i.e., false-negative) \[[@CR1]--[@CR3]\] and/or a positive test result might be incorrectly interpreted as infection presence (i.e., false-positive) \[[@CR3]--[@CR8]\]. This is particularly relevant for malaria given the numerous diagnostic techniques that are commonly employed \[e.g., rapid diagnostic tests (RDTs), fever, anaemia, microscopy, and polymerase chain reaction (PCR)\].

Imperfect detection has important implications. For instance, the determination of infection prevalence (i.e., the proportion of infected individuals) will be biased if detection errors are ignored \[[@CR9]--[@CR11]\]. However, it is typically under-appreciated that errors in detection may also influence the identification of risk factors and estimates of their effect. An important study by Neuhaus \[[@CR12]\] demonstrated that as long as covariates do not influence sensitivity and/or specificity (e.g., non-differential outcome misclassification), then imperfect detection is expected to result in adjusted odds ratios that are artificially closer to zero and underestimation of uncertainty in parameter estimates (see also \[[@CR13]\]). However, when sensitivity and specificity are influenced by covariates, the direction of the bias in parameter estimates is difficult to predict \[[@CR12], [@CR14]\].

Several methods have been proposed in the literature to adjust for misclassification of outcomes, including an expectation--maximization (EM) algorithm \[[@CR15]\], the explicit acknowledgement of misclassification in the specification of the likelihood, enabling users to fit the model using SAS code \[[@CR16]\], probabilistic sensitivity analysis \[[@CR17]\] and Bayesian approaches \[[@CR18]\]. Unfortunately, these methods have not been widely adopted by the malaria epidemiology community, likely because these problems are rarely acknowledged outside biostatistics and statistically inclined epidemiologists. Lack of awareness is particularly problematic because several of the proposed modelling approaches that address this problem work best if an 'internal validation sample' is collected alongside the main data.

This article begins with a brief literature review to demonstrate how malaria epidemiologists are generally unaware of the problem associated with, and the proposed methods to deal with, misclassification error. Then, different types of auxiliary data and the associated statistical models that can be used to appropriately address this problem are described and straightforward code is provided to readily implement these models. Finally, performance of these models is illustrated using simulations and a case study on malaria in a rural settlement of the western Brazilian Amazon.

Methods {#Sec2}
=======

Systematic literature review {#Sec3}
----------------------------

To provide support for the claim that malaria epidemiologists generally do not modify their logistic regressions to account for imperfect diagnostic test outcomes, a targeted literature review was conducted. PubMed was searched using different combinations of the search terms 'malaria', 'logistic', 'models', 'regression', 'diagnosis', and 'diagnostic'. The search was restricted to studies published between January 2005 and April 2015. Of the 209 search results, 173 articles were excluded because they included authors from this article, were unrelated to malaria, malarial status was either unreported or not the outcome variable in the logistic regression, and/or they relied solely on microscopy. Studies that relied only on microscopy were excluded because this diagnostic method is considered the gold standard in much of the world, with the important exception of locations with relatively low transmission (e.g., Latin America), where PCR is typically considered to be the gold standard method. Detailed information regarding the literature review (e.g., list of articles with the associated reasons for exclusion) is available upon request.

Statistical models and auxiliary data to address misclassification error {#Sec4}
------------------------------------------------------------------------

To avoid the problem associated with imperfect detection when using logistic regression, one obvious solution is to use a highly sensitive and specific diagnostic test (e.g., the gold standard method) to determine disease status for all individuals. Unfortunately, this is often unfeasible and/or not scalable because of cost or other method requirements (e.g., electricity, laboratory equipment, expertise availability, or time required). Alternatively, statistical methods that specifically address the problem of imperfect detection (i.e., misclassification) can be adopted. Unfortunately, these statistical models contain parameters that cannot be estimated from data collected in regular cross-sectional surveys or cohort studies based on a single diagnostic test. Therefore, these statistical methods are described in detail along with the additional data that are required to fit them.

For all models, JAGS code is provided for readers interested in implementing and potentially modifying these models (see Additional Files [1](#MOESM1){ref-type="media"}, [2](#MOESM2){ref-type="media"}, [3](#MOESM3){ref-type="media"}, and [4](#MOESM4){ref-type="media"} for details). Readers should have no problem adapting the same code to WinBUGS/OpenBUGS, if desired. The benefit of using Bayesian models is that they can be readily extended to account for additional complexities (e.g., random effects to account for sampling design). As a result, the code provided here is useful not only for users interested in this paper's Bayesian models but also as a stepping stone for more advanced models.

Bayesian model 1 {#Sec5}
----------------

One option is to use results from an external study on the sensitivity and specificity of the diagnostic method employed. Say that this external study employed the same diagnostic method, together with the gold standard method, and reported the estimated sensitivity $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{SP}$$\end{document}$. This information can be used to properly account for imperfect detection. More specifically, Bayesian model 1 assumes that$$\documentclass[12pt]{minimal}
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                \begin{document}$$I_{i}$$\end{document}$ is the infection status of the ith individual, $\documentclass[12pt]{minimal}
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                \begin{document}$$\beta_{0} ,\beta_{1} ,\beta_{2} , \ldots$$\end{document}$ are regression parameters, and $\documentclass[12pt]{minimal}
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                \begin{document}$$D_{i} \sim Bernoulli\left( {1 - \widehat{SP}} \right) \quad {\text{if}}\;I_{i} = 0$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$D_{i}$$\end{document}$ is the regular diagnostic test result for the ith individual. Finally, different priors can be assigned for the disease regression parameters. A fairly standard uninformative prior is adopted for these parameters, given by:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\beta_{j} \sim N(0,10).$$\end{document}$$

One problem with this approach, however, is that it assumes that these diagnostic test parameters are exactly equal to their estimates $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{SP}$$\end{document}$. A better approach would account for uncertainty around these estimates of sensitivity and specificity, as described in Bayesian model 2.

Bayesian model 2 {#Sec6}
----------------

This model is very similar to Bayesian model 1, except that it employs informative priors for sensitivity SN and specificity SP. One way to create these priors is to use the following information from the external study:$\documentclass[12pt]{minimal}
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                \begin{document}$$N_{ + }$$\end{document}$ number of infected individuals, as assessed using the gold standard method;$\documentclass[12pt]{minimal}
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                \begin{document}$$N_{ - }$$\end{document}$ number of healthy individuals, as assessed using the gold standard method; and$\documentclass[12pt]{minimal}
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                \begin{document}$$N_{ - }$$\end{document}$ individuals.

Following the ideas in \[[@CR19], [@CR20]\], these 'data' can be used to devise informative priors of the form:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$SN\sim Beta\left( {T_{ + } + 1,N_{ + } - T_{ + } + 1} \right)$$\end{document}$$$$\documentclass[12pt]{minimal}
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                \begin{document}$$SP\sim Beta\left( {T_{ - } + 1,N_{ - } - T_{ - } + 1} \right).$$\end{document}$$

There are other ways of creating informative priors for *SN* and *SP* that do not rely on these four numbers (i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$T_{ - } ,T_{ + } ,N_{ - } ,N_{ + }$$\end{document}$) (e.g., based on estimates of *SN* and *SP* with confidence intervals from a meta-analysis) but the method proposed above is likely to be broadly applicable given the abundance of studies that report these four numbers.

Two potential problems arise when using external data to estimate *SN* and *SP*. First, results from the external study are assumed to aptly apply to the study in question (i.e., 'transportability' assumption), which may not necessarily be the case if diagnostic procedures and storage conditions of diagnostic tests are substantially different. Second, the performance of the diagnostic test may depend on covariates (i.e., differential misclassification) \[[@CR16]\]. For instance, microscopy performance for malaria strongly depends on parasite density \[[@CR21]\]. If age is an important determinant of parasite density in malaria (i.e., older individuals are more likely to display lower parasitaemia), then microscopy sensitivity might be higher for younger children than for older children or adults. Another example refers to diagnostic methods that rely on the detection of antibodies. For these methods, sensitivity might be lower for people with compromised immune systems (e.g., malnourished children). In these cases, adopting a single value of *SN* and *SP* in Bayesian model 1 or 2 might be overly simplistic and may lead to even greater biases in parameter estimates. Bayesian model 3 solves these two problems associated with using external data.

Bayesian model 3 {#Sec7}
----------------

Instead of relying on external sources of information, another alternative is to collect additional information on the study participants themselves (also known as an internal validation sample \[[@CR16]\]). More specifically, due to its higher cost, one might choose to diagnose only a small sub-set of individuals using the gold standard method. This sample enables the estimation of *SN* and *SP* of the regular diagnostic test (and potentially reveals how these test performance characteristics are impacted by covariates) without requiring the 'transportability' assumption associated with using external data.

In Bayesian model 3, the gold standard method is assumed to be employed concurrently with the regular diagnostic method for a randomly chosen sub-set of individuals. Its structure closely follows that of Bayesian models 1 and 2, except that now sensitivity and specificity are allowed to vary according to covariates:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\omega_{0} ,\omega_{1} ,\omega_{2} , \ldots$$\end{document}$) determine how sensitivity and specificity, respectively, vary from individual to individual as a function of the observed covariates. Notice that the covariates in these sensitivity and specificity sub-models do not need to be the same as those used to model infection status $\documentclass[12pt]{minimal}
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                \begin{document}$$I_{i}$$\end{document}$. Also notice that it is only feasible to estimate all these regression parameters because of the assumption that infection status $\documentclass[12pt]{minimal}
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                \begin{document}$$I_{i}$$\end{document}$ is known for a sub-set of individuals tested with the gold standard method. More specifically, it is assumed that $\documentclass[12pt]{minimal}
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                \begin{document}$$I_{i} = G_{i}$$\end{document}$ for these individuals, where $\documentclass[12pt]{minimal}
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                \begin{document}$$G_{i}$$\end{document}$ is the result from the gold standard method. A summary of the different types of data discussed above and the corresponding statistical models is provided in Table [1](#Tab1){ref-type="table"}.Table 1Summary of the proposed statistical models, their assumptions regarding the diagnostic method, and the additional data required to fit these modelsModelAdditional data requirementAssumptions related to detectionStandard logistic regressionNonePerfect detection (i.e., sensitivity and specificity equal to 100 %)Bayesian model 1Estimate of sensitivity $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{SP}$$\end{document}$ based on external studySensitivity and specificity are perfectly known constants, equal to the estimates from external studyBayesian model 2Data on sensitivity and specificity (i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{ + } ,T_{ + } ,N_{ - } ,T_{ - }$$\end{document}$) from external studySensitivity and specificity are constants and external study provides reasonable prior information on sensitivity and specificity for the target studyBayesian model 3Subset of individuals diagnosed with the regular and the gold standard methodSensitivity and specificity can vary as a function of covariates. This model does not rely on data from external study (i.e., does not rely on transportability assumption)

Simulations {#Sec8}
-----------

The effectiveness of the proposed Bayesian models in estimating the regression parameters was assessed using simulations. One hundred datasets were created for each combination of sensitivity (*SN* = 0.6 or *SN* = 0.9) and specificity (*SP* = 0.9 or *SP* = 0.98). Sensitivity and specificity values were chosen to encompass a wide spectrum of performance characteristics of diagnostic methods. Furthermore, it is assumed that sensitivity and specificity do not change as a function of covariates. Each dataset consisted of diagnostic test results for 2000 individuals, with four covariates standardized to have mean zero and standard deviation of one. In these simulations, infection prevalence when covariates were zero (i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\exp \left( {\beta_{0} } \right)}}{{1 + \exp \left( {\beta_{0} } \right)}}$$\end{document}$) was randomly chosen to vary between 0.2 and 0.6 and slope parameters were randomly drawn from a uniform distribution between −2 and 2.

For each simulated dataset, the true slope parameters were estimated by fitting a standard logistic regression ('Std.Log.') and the Bayesian models described above. For the methods that relied on external study results, it was assumed that $\documentclass[12pt]{minimal}
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                \begin{document}$$T_{ - } \sim Binomial\left( {N_{ - } ,SP} \right)$$\end{document}$. Therefore, the assumption for Bayesian model 1 ('Bayes 1') was that sensitivity and specificity were equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{SP} = \frac{{T_{ - } }}{{N_{ - } }}$$\end{document}$. For Bayesian model 2 ('Bayes 2'), the set of numbers $\documentclass[12pt]{minimal}
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                \begin{document}$$\left\{ {T_{ + } ,T_{ - } ,N_{ + } ,N_{ - } } \right\}$$\end{document}$ was used to create informative priors for sensitivity and specificity. Finally, Bayesian model 3 ('Bayes 3'), assumed that results from the gold standard diagnostic method were available for an internal validation sample consisting of a randomly chosen sample of 200 individuals (10 % of the total number of individuals).

Two criteria were used to compare the performance of these methods. The first criterion assessed how often these methods captured the true parameter values within their 95 % confidence intervals (CI). Thus, this criterion consisted of the 95 % CI coverage for dataset d and method m, given by $\documentclass[12pt]{minimal}
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                \begin{document}$$\beta_{j,d}$$\end{document}$ is the jth true parameter value for simulated data d, and $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{\beta }_{{{\text{j}},{\text{d}},{\text{m}}}}^{\text{hi}}$$\end{document}$ are the jth estimated lower and upper bounds of the 95 % CI. The function I() is the indicator function, which takes on the value of one if the condition inside the parentheses is true and zero otherwise. Given that statistical significance of parameters is typically judged based on these CIs, it is critical that these intervals retain their nominal coverage. Thus, $\documentclass[12pt]{minimal}
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                \begin{document}$$C_{d,m}$$\end{document}$ values close to 0.95 indicate better models.

One problem with the 95 % CI coverage criterion, however, is that a model might have good coverage as a result of exceedingly wide intervals, a result that is undesirable. Thus, the second criterion consisted in a summary measure that combines both bias and variance, given by the mean-squared errors (MSE). This statistic was calculated for dataset d and method m as $\documentclass[12pt]{minimal}
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                \begin{document}$$MSE_{d,m}$$\end{document}$ indicate better model performance.

Case study {#Sec9}
----------

Case study data came from a rural settlement area in the western Brazilian Amazon state of Acre, in a location called Ramal Granada. These data were collected in four cross-sectional surveys between 2004 and 2006, encompassing 465 individuals. Individuals were tested for malaria using both microscopy and PCR, regardless of symptoms. Additional details regarding this dataset can be found in \[[@CR22], [@CR23]\].

Microscopy test results were analyzed first using a standard logistic regression model, where the potential risk factors were age, time living in the study region ('Time'), gender, participation on forest extractivism ('Extract'), and hunting or fishing ('Hunt/Fish'). Taking advantage of the concurrent microscopy and PCR results, the outcomes from this standard logistic regression model were then contrasted with that of Bayesian model 3.

Microscopy sensitivity is known to be strongly influenced by parasitaemia. Furthermore, it has been suggested that people in the Amazon region can develop partial clinical immunity (probably associated with lower parasitaemia) based on past cumulative exposure to low intensity malaria transmission \[[@CR23]--[@CR25]\]. Because rural settlers often come from non-malarious regions, time living in the region might be a better proxy for past exposure than age \[[@CR23]\]. For these reasons, microscopy sensitivity was modelled as a function of age and time living in the region.

Results {#Sec10}
=======

Systematic literature review {#Sec11}
----------------------------

Of the 36 studies that satisfied the criteria, 70 % did not acknowledge imperfect detection in malaria outcome. The only articles that accounted for imperfect detection were those exclusively focused on the performance of diagnostic tests \[[@CR26]--[@CR28]\]. No instances were found where imperfect detection was specifically incorporated into a logistic regression framework, despite the existence of methods to correct this problem within this modelling framework. These results suggest that malaria epidemiologists are generally unaware of the strong impact that imperfect detection can have on parameter estimates from logistic regression.

Simulations {#Sec12}
-----------

Differences between the standard logistic regression and the proposed Bayesian models were striking regarding their 95 % credible interval (CI) coverage. The standard logistic regression had consistently lower than expected 95 % CI coverage, frequently missing the true parameter estimates (Fig. [1](#Fig1){ref-type="fig"}). For example, in the most optimistic scenario regarding the performance of the diagnostic method (scenario in which sensitivity and specificity were set to 0.9 and 0.98, respectively) only 6 % of the standard logistic regressions returned CIs that always contained the true parameter. On the other hand, the Bayesian models performed much better, frequently producing CIs that always contained the true parameters.Fig. 1The proposed Bayesian models have a much better 95 % CI coverage than the standard logistic regression model. 95 % confidence/credible interval (CI) coverage for four different methods are shown for different scenarios of sensitivity (*SN*) and specificity (*SP*) \[*SN* = 0.6 and *SP* = 0.9 (*upper left panel*); *SN* = 0.9 and *SP* = 0.9 (*upper right panel*); *SN* = 0.6 and *SP* = 0.98 (*lower left panel*); *SN* = 0.9 and *SP* = 0.98 (*lower right panel*)\]. These results are based on 100 simulated datasets, with 2000 individuals in each dataset. Results closer to 0.95 (*blue horizontal dashed lines*) indicate better performance

Results also suggest that the improved 95 % CI coverage from the Bayesian models did not come at the expense of overly wide intervals. Indeed, these models greatly improved estimation of the true regression parameters under the MSE criterion compared to the standard logistic regression model (Fig. [2](#Fig2){ref-type="fig"}). The Bayesian models outperformed (i.e., had a smaller MSE) the standard logistic regression model in \>78 % of the simulations. Finally, simulation results also revealed that diagnostic methods with low sensitivity and/or low specificity generally resulted in much higher MSE (notice the y-axis scale in Fig. [2](#Fig2){ref-type="fig"}), highlighting how imperfect detection can substantially hinder the ability to estimate the true regression parameters, regardless of the method employed to estimate parameters.Fig. 2The Bayesian models outperformed the standard logistic regression model based on the MSE criterion. Mean squared error (MSE) for four different methods are shown for different scenarios of sensitivity (*SN*) and specificity (*SP*) \[*SN* = 0.6 and *SP* = 0.9 (*upper left panel*); *SN* = 0.9 and *SP* = 0.9 (*upper right panel*); *SN* = 0.6 and *SP* = 0.98 (*lower left panel*); *SN* = 0.9 and *SP* = 0.98 (*lower right panel*)\]. These results are based on 100 simulated datasets, with 2000 individuals in each dataset. *Smaller values* indicate better performance

Case study {#Sec13}
----------

Findings reveal that the standard logistic regression results might fail to detect important risk factors (e.g., participation in forest extractivism 'Extract'), might over-estimate some effect sizes (e.g., participation in hunting/fishing 'Hunt/Fish'), or might incorrectly detect a significant quadratic relationship (e.g., 'Time^2^') (left panel in Fig. [3](#Fig3){ref-type="fig"}). The Bayesian model also suggests that settlers living for a longer period of time in the region tended to have lower parasitaemia, leading to a statistically significant lower microscopy sensitivity, as well as statistically significant lower probability of infection (right panels in Fig. [3](#Fig3){ref-type="fig"}). On the other hand, age was neither a significant covariate for sensitivity nor for probability of infection.Fig. 3Results from the standard logistic regression (*black*) and Bayesian model 3 (*blue*). *Left panel* shows that inference regarding disease risk factors can be substantially different when using the standard logistic regression and Bayesian model 3. *Stars* indicate 95 % confidence/credible intervals that did not include zero. The 'Time' covariate refers to time of residence in the region. *Right panels* show that both microscopy sensitivity and infection probability decrease as a function of time living in this region

Discussion {#Sec14}
==========

A review of the literature shows that malaria epidemiologists seldom modify their logistic regression to accommodate for imperfect diagnostic test results. Yet, the simulations and case study illustrate the pitfalls of this approach. To address this problem, three Bayesian models are proposed that, under different assumptions regarding data availability, appropriately accounted for sensitivity and specificity of the diagnostic method and demonstrated how these methods significantly improve inference on disease risk factors. Given the widespread use of logistic regression in epidemiological studies across different geographical regions and diseases and the fact that imperfect detection methods are not restricted to malaria, this article can help improve current data collection and data analysis practice in epidemiology. For instance, awareness of how imperfect detection can bias modelling results is critical during the planning phase of data collection to ensure that the appropriate internal validation dataset is collected if one intends to use Bayesian model 3.

Two of the proposed Bayesian models ('Bayes 1' and 'Bayes 2') rely heavily on external information regarding the diagnostic method (i.e., external validation data). As a result, if this information is unreliable, then these methods might perform worse than the simulations suggest. Furthermore, a key assumption in both of these models is that sensitivity and specificity do not depend on covariates (i.e., non-differential classification). This assumption may or may not be justifiable. Thus, a third model ('Bayes 3') was created which relaxes this assumption and relies on a sub-sample of the individuals being tested with both the regular diagnostic and gold standard methods (i.e., internal validation sample). For this latter model, one has to be careful regarding how the sub-sample is selected; if this sample is not broadly comparable to the overall set of individuals in the study (e.g., not a random sub-sample), biases might be introduced in parameter estimates \[e.g., [@CR29]\]. These three models are likely to be particularly useful for researchers interested in combining abundant data from cheaper diagnostic methods (e.g., data from routine epidemiological surveillance) with limited research data collected using the gold standard method \[[@CR22], [@CR30]\].

An important question refers to how to determine the size of the internal validation sample. To address this, it is important to realize that Bayesian model 3 encompasses three regressions: one for the probability of being diseased, another to model sensitivity and the third to model specificity. The sensitivity regression relies on those individuals diagnosed to be positive by the gold standard method while the specificity regression relies on those with a negative diagnosis using the gold standard method. As a result, if prevalence is low, then the sensitivity regression will have very few observations and therefore trying to determine the role of several covariates on sensitivity is likely to result in an overfitted model. Similarly, if prevalence is high, the specificity regression will have very few observations and care should be taken not to overfit the model. Ultimately, the necessary size of the internal validation sample will depend on overall disease prevalence (as assessed by the gold standard method) and the number of covariates that one wants to evaluate when modelling sensitivity and specificity. Finally, an important limitation of Bayesian model 3 is the assumption that the gold standard method performs perfectly (i.e., sensitivity and specificity equal to 1), which is clearly overly optimistic \[[@CR31], [@CR32]\]. Developing straightforward models that avoid the assumption of a perfect gold standard method represents an important area of future research.

Possible extensions of the model include allowing for correlated sensitivity and specificity or allowing for misclassification in response *and* exposure variables, as in \[[@CR33], [@CR34]\]. Furthermore, although this paper focused on the standard logistic regression, imperfect detection impacts other types of models as well, such as survival models \[[@CR35]\] and Poisson regression models \[[@CR20]\]. Finally, the benefits of using these models apply specifically to cross-sectional and cohort studies but not to case--control studies. In case--control studies, disease status is no longer random (i.e., it is fixed by design) and thus additional assumptions might be needed for the methods presented here to be applicable \[[@CR16]\].

Conclusions {#Sec15}
===========

The standard logistic regression model has been an invaluable tool for epidemiologists for decades. Unfortunately, imperfect diagnostic test results are ubiquitous in the field and may lead to considerable bias in regression parameter estimates. Given the numerous diagnostic methods employed by malaria researchers and the ubiquitous use of logistic regression to model the results of these diagnostic methods, this paper provides critical guidelines to improve data analysis practice in the presence of misclassification error. Easy-to-use code is provided that can be readily adapted to WinBUGS and enables straightforward implementation of the proposed Bayesian models. The time is ripe to improve upon the standard logistic regression and better address the challenge of modelling imperfect diagnostic test results.
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10.1186/s12936-015-0966-y Code for the Bayesian models used in the main manuscript.10.1186/s12936-015-0966-y Simulated data used to illustrate Bayesian model 1.10.1186/s12936-015-0966-y Simulated data used to illustrate Bayesian model 2.10.1186/s12936-015-0966-y Simulated data used to illustrate Bayesian model 3.
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