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ABSTRACT 
Let x be a fixed non-principal character of the additive group F+ of a finite field F. Any 
character w of F+ can be found by the rule w(x) = x(ax) for a well-chosen a E F. In this paper we 
investigate for which finite rings an analogous property holds. 
1. INTRODUCTION 
The need for a property of rings as it is described in the abstract arose during 
our investigation of cyclotomic schemes over finite rings; these are association 
schemes “induced” by a group of units of a finite ring. We call such rings 
“admissible rings”. (For cyclotomic schemes the reader is referred to [l, 31.) 
As the notion of admissibility seems to be an interesting one on its own we 
investigate at first the notion in detail, whereas in the second part of this paper 
we consider consecutively the following classes of rings with identity: rings with 
a few minimal one-sided ideals, semi-simple rings, local rings, commutative 
rings. 
2. PRELIMINARIES 
In this paper R denotes a finite ring with o elements. Most of the time we 
suppose that R has an identity 1 #O; only on the first few pages, unless other- 
wise stated, R need not necessarily have an identity. y(R) denotes the charac- 
teristic of R. For most of the ring theory used in this paper we refer to [5]. 
If XE R then (x) denotes the (two-sided) ideal generated by x, Rx denotes the 
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left ideal generated by x and XR denotes the right ideal generated by x. The 
ideals R and (0) are called trivial, the other ones proper. 
The (Jacobson) radical of the ring R, denoted by Rad(R) or by Rad, is the 
intersection of all maximal right (left) ideals of R. 
R is called simple if it does not contain any proper two-sided ideals, semi- 
simple if Rad(R) = (0) and focal if R/Rad(R) is a (finite) field. 
R+ is the additive group of the ring R. U or U(R) will denote the 
(multiplicative) group of all units in R. 
By N we denote the set of the natural numbers, by Z the ring of the integers, 
by Z, the ring of integers modulo o and by C the field of the complex 
numbers. 
In this paper we shall give several examples, most of the time using finite 
rings of the form, say, Zu[xI,xz, . . . . xml/(fi, . . . . f,-) and f,, . . . . fk are 
polynomials in the unknowns x1, x2, . . . , x,,, which are supposed to be non- 
commuting. 
For any subset B of R the sets 
Ann’(B)= {xeR 1 xb=O for all DEB} 
and 
Ann’(B)= {xeR 1 bx=O for all DEB) 
are called the left and the right annihilators of B in R, respectively. 
The notion of the “socle” of a ring (due to Dieudonne [2]) is important in 
this paper. 
DEFINITION 2.1. The sum of all minimal right (left) ideals in a ring R is called 
the right (left) socle of R and will be denoted by S(R) or S’ (S’(R) or S’). 
If R is commutative then we call S’(R) the socle of R and denote it by S(R) 
or by S. 
We note that several statements for, say, the left socle can also be formulated 
for the right socle of the ring. 
It is well-known (see for instance [2,4]) that the left socle of a ring is an ideal. 
If a: R -+ R is an anti-automorphism (that is a(x+y)=a(x)+ a(y) and 
a(xu) = a(y then clearly a(#) = S’. 
For later use we prove the following lemmas. 
LEMMA 2.2. For any finite ring R with identity we have S’s Rad = (0). 
PROOF. Let XR be a minimal right ideal and let ZE Rad(R). Then xzRCxR 
and if xz # 0 then xzR = xR. So there is a z0 E R such that xzzo =x, implying 
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x(zzO - 1) = 0. Because zzO E Rad(R) we have zze - 1 E U(R) and we find x= 0, a 
contradiction. So xz = 0. 
Because every element of S’ is the direct sum of generators of minimal right 
ideals of R the assertion of the lemma follows readily. 0 
LEMMA 2.3. For any finite ring R with identity we have 
(Rad fl S’) + S’= (0). 
PROOF. In this proof ZE R has the property that zR is a minimal nilpotent 
right ideal, which implies zR c Rad fl S’ and so z E Rad fl S’. 
First let x E R have the property that XR is a minimal nilpotent right ideal. 
XR is nilpotent implies x E Rad. Hence by lemma 2.2 we have zx = 0. 
Now let XE R have the property that XR is a minimal idempotent right ideal. 
If zx#O then ZXR is a minimal right nilpotent ideal isomorphic, in the sense of 
Dieudonne 121, to xR. Therefore .zxR. XR is an idempotent right ideal, but 
z(xRxR) C zR c Rad, 
a contradiction. So zx = 0 in this case, too. 0 
REMARK 2.4. We note the following. 
1. A ring R with identity is semi-simple if and only if R = S’ (cf. theorem 
VIII.1 in [S] and lemma 2.2). 
2. If the ring R with identity is not semi-simple then S’, as a ring, has no 
identity (cf. lemma 2.3). 
3. In general S' # S’. GF(q)[x, y]/(xy, x2 - yx, y2 - yx) is a non-commutative 
ring for which S’=S’ holds, however. 
4. The ring R, of the upper triangular (2x2)-matrices over GF(q) is an 
example of a non-commutative ring for which S’#S’. Clearly 
whereas 
Notice that 
a((: c”))=(f, :> 
is an anti-automorphism of R,. Obviously a(S’) = S’. C 
3. ADMISSIBILITY 
Let G be an abelian group of finite order. A character of G is a function 
x:G--+C such that 
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1. x(g + h) = X(g)X(h) for all g, h E G, 
2. x(g)#O for some geG. 
The character x of G such that x(g) = 1 for all g E G is called the principal 
character. 
By Ker(x) we denote the set {x 1 x(x) = l}: the kernel of x. 
For any character x of the additive (abelian) group R+ of the ring R (that is 
for an additive character of R) we define for UER the following characters: 
(‘)x by @)X(X) = x(ax) for all x E R+ and x (‘) by x(“‘(x) = x(xa) for all XE R+. 
Of course, (O)x = x(O) is the principal character and if R has an identity 
(Ux = xU) = x* 
DEFINITION 3.1. Let x be any character of R+. Let SLi be the subgroup of the 
character group 52 of R+ defined by QL= {@)x 1 cze R}. 
We say x is left admissible if Qk= 52; the notion of right admissible character 
is defined analogously. A character which is both left admissible and right ad- 
missible will be called admissible. 
A ring R which has at least one left admissible character will be called a left 
admissible ring; in the same way a right admissible ring is defined. 
A ring R that is both left and right admissible will be called an admissible 
ring. 
To avoid unnecessarily complicated formulations, we shall state, where ap- 
propriate, our results only for left admissible rings. 
Finite fields are admissible rings, but the next example shows that not all 
rings are admissible, 
EXAMPLE 3.2. Let R, = GF(2)[x, y]/(x2, y*, xy, xy - yx). R, is a commutative, 
local, non-principal ideal ring with 4 non-trivial ideals. The minimal ideals are 
{0,x}, (4~1 and {O,x+_v), whereas the maximal ideal is equal to the socle 
S={O,x,_Y,x+_Y]. 
R:, considered as a GF(2)-vectorspace, has a basis (1,x, y). The values of 
any character of R: are completely determined by the values on this basis. 
Investigating the characters it is easy to show that RT has no admissible 
characters, and so Rr is not admissible. For example, if x(1) = -x(x)=x(y) = 1 
then (l)x =“+y)x =x, which shows that x is not admissible, etc. 0 
We start our investigation of admissibility by developing several other 
characterizations of this notion. 
Notice that if one uses theorem 3.3 to study left admissibility one has to con- 
sider principal right ideals 
THEOREM 3.3. Let R be a ring such that Ann’(R) = (0) then R is left ad- 
missible if and only if there is a subgroup K of R+ such that 
1. the quotient group R+/K is cyclic and 
2. the only principal right ideal contained in K is the ideal (0). 
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If R is a left admissible ring then for the group K one can take the kernel of 
a left admissible character. d 
PROOF. Suppose that R is a left admissible ring, then take for x a left ad- 
missible character and let K = Ker(X). Then, clearly, the quotient group R+/K 
is cyclic. 
Suppose there is a proper right ideal I contained in K. Let a be a non-zero 
element of I, then ax E I for all XE R and because IC K we find ‘“‘x(x) = 
x(ax) = 1 for all XE R. Hence @) - (‘) x x. But this implies that lQ$ < IR+ 1, 
which is obviously a contradiction, since 52 is isomorphic to R+. 
Assume, now the other way around, that K is a subgroup of R+ having the 
properties 1. and 2. mentioned in the theorem. 
Under these conditions K is the kernel of a character x of R+. Suppose for 
different elements a and b of R+ we have @)x = @)x. Then ‘“‘x(x) = @)X(X) for 
all XER+, implying x((a - b)x) = 1 for all x E R+. Hence the (principal) right 
ideal (a- b)R# (0) belongs to K, which yields (according to 2.) a contradic- 
tion. 0 
LEMMA 3.4. If R is a ring without identity and Ann’(R) = (0) then for every 
a E R there is an element b E R \ (01 such that ab = 0. 
PROOF. Let Ro=R\{O} =(x1,x2 ,...,x~_~}. Suppose there is an aeR which 
is not a left zero divisor then a& = &. So there is a permutation rr of the in- 
dices such that ax; =xn(;). Let rrk = 1 (k>O) then akxj =xj for all i, implying 
that ak is a left identity of R. 
Suppose there is a c such that ca = 0 then also cak = 0 and cakx = cx= 0 for 
all XER. Hence c=O. 
Because we have shown now that a is not a right zero divisor, either, there 
is an I> 0 such that a’ is a right identity. But then ak = a’ is the unique, two- 
sided identity of R, a contradiction. q 
THEOREM 3.5. Any left admissible ring R has an identity. 
PROOF. Let R have no identity. Then we consider two cases. 
First suppose that Ann’(R) # (0). Let x be any character of R+ and 
a E Ann’(R) \ { 0} . 
Then ‘“‘x(x) =x(ax) =x(O) = 1 for all XER. Hence (‘)x =(‘)x, which con- 
tradicts the left admissibility of R. 
Secondly, if Ann’(R)= (0) we can apply theorem 3.3. Let x be a left ad- 
missible character of R+. Consider for an a E R \ { 0} the character (‘)x. By 
lemma 3.4 there is an element b E R \ (0) such that ab = 0. So Ker((“)X) con- 
tains the non-zero right ideal bR and so (‘)x is not admissible. But this implies 
x $ Qi, a contradiction. 
Hence R has to have an identity. 0 
1.5 
CONVENTION. From now on in this paper R, with or without indices, denotes 
a finite ring with identity. 
Theorem 3.3 implies that a ring R is admissible if R does not have any proper 
(left, right or two-sided) ideals or if R+ is cyclic. In the former case R must be 
a field and in the latter RE Z,. 
As a consequence of theorem 3.3 we have the following. 
COROLLARY 3.6 A character x of Rf is left admissible if and only if Ker(x) 
does not contain minimal right ideals. 
It follows from the next theorem that left admissibility of R is completely 
determined by the internal structure of its right socle. 
THEOREM 3.7. Suppose that the ring R has exactly s minimal right ideals 
I,, 12, a**, I,, and define 
I 
1 
(1) 
9’(R)= l- 7 IIiJ + z, ,Ii:I,, 
1 1 
-;<;k II;+Ij+I,I +...+(-l)“II,+...+I,l 
then 
1. R is left admissible if and only if Y(R) > 0; 
2. R is not left admissible if and only if Y”(R) = 0. 
The number of left admissible characters in R is Y”(R) . IR/ and if R is left 
admissible then g’(R). IRI = /U(R)I. 
PROOF. We count all the characters of R’ which are not left admissible. All 
those characters q have the property IiCKer(p) for some i. There are exactly 
(R(/(Ii, + ... + Ii, / characters v, for which Ii,CKer(~) for all k such that 1 I k< t. 
By the principle of inclusion and exclusion the number of not left admissible 
characters of R+ is (1 - Y(R))lRl . This implies 1. and 2. 
There remains to prove that the number of left admissible characters is 
/U(R)1 in the case that R is left admissible. This can be done as follows. 
Let (o be a left admissible character of R+. If a E U then it is easily established 
that Ker(@)o) = a-’ Ker(w). Plainly this yields the fact that @)a is admissible if 
aEU. 
Let a be a non-unit. Then there exists an element b E R \ (0) such that a. b = 0. 
Hence the proper right ideal bRCKer(@)o). So (‘)a is not left admissible. •! 
In the same way as Y(R) is defined in formula (1) we define 9’(R) by just 
summing over the minimal left ideals of R. 
The next lemma addresses the question which characters of a left admissible 
ring are left admissible. Its proof can be found in the proof of theorem 3.7. 
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LEMMA 3.8. Let R be a left admissible ring. Suppose that o is a left ad- 
missible character. Then @) w is left admissible if and only if a E U. 
THEOREM 3.9. Let R be an admissible ring then every left or right admissible 
character is admissible. 
PROOF. R has by definition left and right admissible characters. Let x be a 
left admissible and let o be a right admissible one. 
Then w = (‘)x for some a E R and x = I#) for some b E R. Hence X(X) = 
x(axb) for all XER implying 
(2) x-axbEKer(x) for all XER. 
If cc) were not left admissible then a E R \U. Therefore there is an a, E R \ (0) 
such that aao = 0. If r E aoR then by (2), r - arb = r E Ker(x) and so the proper 
right ideal aoR belongs to Ker(x). But this contradicts the fact that x is left ad- 
missible. 
Therefore w must also be left admissible. Along the same lines the proof of 
the theorem can be completed. 0 
LEMMA 3.10. If R = Ri @ R2 then B’(R) = B’(R,) - B’(R,). 
PROOF. The general term of Y(R) is sign(I)/III, where sign(I) = + 1 if I is the 
sum of an even number of minimal right ideals, and -1 otherwise. Because 
S(R) = S’(R,) @ S’(R,) 
sign(I) sign(1,) sign(&) 
111 =-* IIll lb 
if I = Ii @I2 with 1;~ Ri. But this implies the lemma. 0 
THEOREM 3.11. Suppose the finite ring R is the direct sum of the rings 
R,,R,, . . . . Rk. Then R is left admissible if and only if every Ri is left ad- 
missible. 
PROOF. The theorem is an easy consequence of lemma 3.10 and theorem 
3.7. 0 
Theorem 3.11 can also be proved directly, without the use of the W- 
function; for this we refer to the proof of theorem 3.2.13 in [l]. 
The results of this section show that the study of admissibility of rings is in 
fact the study of the socles of indecomposable rings. Before we study (semi)- 
simple rings and local rings we give in the next section first a few illustrations 
of the way how one can use the characterization of left admissibility given by 
theorem 3.7. 
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4. RINGS WITH A FEW MINIMAL RIGHT IDEALS 
As a preliminary result we prove the following. 
THEOREM 4.1. If the right socle of the ring R is the direct sum of all minimal 
right ideals of R, then R is left admissible. 
PROOF. Suppose R is not left admissible, then P’(R) = 0. So if 11; ) = tj for the 
minimal right ideals I,, . . . , I, we get: 
1 
l- T ;+ c i-...+(-l)“p =o. 
I l<j titj t,t,*..t, 
But this is equivalent o (tl - l)(t2 - 1) .*. (t, - 1) = 0, a contradiction since t,r 2 
for all i. 0 
THEOREM 4.2. The following holds. 
1. A ring with exactly one minimal right ideal is left admissible. 
2. A ring with exactly two minimal right ideals is left admissible. 
PROOF. This is an immediate consequence of the preceding theorem. 0 
THEOREM 4.3. A ring with exactly three minimal right ideals is not left ad- 
missible if and only if the minimal right ideals are { 0, x} , { 0, y} and { 0, x + y} 
for some well-chosen x, PER, and in that case 2 1 y(R). 
PROOF. Let I,, I, and I, be the minimal right ideals of R. First suppose 
that I, n (12@13) = (0), then S’(R) = I, @I,@I,, and R is left admissible by 
theorem 4.1. 
Secondly suppose that I, CI,@I,. It follows directly that IiCIj@ I,, where 
(i,j,k) is any permutation of (1,2,3). But this yields 
S’(R) = I, @I,= I, @I, = I,@ I,. 
and so, with ) Ii) = ti, we find t, t2 = t, t3 = t2 t3, implying tl = tz = t3 = t. 
R is not left admissible if and only if B’(R)=0 which is in this case 
equivalent o (t - l)(t - 2) = 0. So t = 2, from which the first statement follows. 
Evidently 2 is a zero divisor in R and so 2 1 y(R). 0 
THEOREM 4.4. A ring with exactly four minimal right ideals is not left ad- 
missible if and only if 
1. either 
(a) 2 1 Y(R) and 
(b) three of the four minimal right ideals of R have, for suitably chosen 
x, y E R, the form {0,x}, (0, y} and (0,x+ y}; in that case the fourth 
minimal right ideal I has the property 
S’(R) = { 0, x} @ (09 Y> @ 1 
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2. or 
(a) 3 1 Y(R) and 
(b) the minimal right ideals of R are, for suitably chosen x and y in R, 
{0,x,-x}, {O,Y, -Y>, {O,X+Y, -X-Y} and {0,x-y, -x+Y}. 
PROOF. Let I,, I,, I, and I, denote the minimal right ideals of R and let 
11; /=si. If the right socle S’(R) is the direct sum of the four minimal right 
ideals then R is left admissible by theorem 4.1. Hence without loss of generality 
we may restrict ourselves to the following three cases. 
a. S’(R)=I,@I,@13 and 14n(Ii@Ij)=(0) for all lli<j53. 
b. S’(R) = I, @ I, @ I, and I4 C I, @ 12. 
c. S’(R)=I,@I, and 13,14C11@12. 
In case a. it follows that I, 0 I20 I, = Ii @ I20 I, etc., from which we get 
s, =sZ=s3 =s, =s. Y’(R)=0 is now equivalent to s3 -4s2+ 6s- 3 =O. For 
s E N \ (0, l> this is not possible and so R, if existent, must be left admissible 
in this case. 
In case b. also I,cI~@I, and 12c11@14, hence s,=s,=s,=s22. Let s3= 
t r 2. If we suppose that R is not left admissible then g”(R) = 0 is equivalent to 
(s- l)(s - 2)(t - 1) = 0. Hence the results of 1. follow directly. 
In case c. clearly sr = s2 = s3 = s4 = s 5: 2 holds. The criterion for being not left 
admissible now implies (s- l)(s- 3) =O, from which 2. follows. q 
EXAMPLE 4.5. Consider the following three rings. 
1. RI = GFGW, yW2, y2, XY, XY -Y-X), 
2. R2 = GW)[x, ul/(x2, y2, XY -YX), 
3. R3 = GF(2) [x, y] /(x2, y2, xy) . 
As noticed in example 3.2 the ring R, has 3 minimal ideals, viz. (0,x}, (0, y} 
and (0,x-t y>, and therefore according to theorem 4.3 the ring is not ad- 
missible. 
By theorem 4.2 the ring R, is admissible because R, has the unique minimal 
ideal R,xy= {O,xy}. There are 8 characters x such that x(xy) = -1 and these 
are the admissible ones. Notice that IIl( =8, which is in accordance with 
theorem 3.7. 
The ring R, is neither left nor right admissible. We can think of at least 
three ways to prove this. 
First one can prove the non-admissibility directly. Suppose ~1 were a left ad- 
missible character then 
l v(x) = - 1, because (0,x) is a right minimal ideal and also 
l p( yx) = - 1, because (0, yx} is a (two-sided) minimal ideal. 
However, then 9(x+ yx) = 1 and this would imply that Ker(p) contained the 
right minimal ideal (O,x+yx) and we had a contradiction. Because (0, y} is a 
left minimal ideal we can prove in the same way that R cannot be right 
admissible either. 
Secondly theorem 4.3 can be used, because of the structure of the left and 
the right socle of R. 
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Finally one can prove that R is not admissible by using theorem 8.3. 0 
5. SEMI-SIMPLE RINGS 
REMARK 5.1. At first we introduce some notations. 
1. M,,(q) is the set of all (sx Q-matrices over the field GF(q); the all-zero 
matrix is denoted by 0. It is well-known that a finite ring is a simple ring 
if and only if that ring is isomorphic to a full matrix ring M,,,(q). 
2. If m E N \ (0) and q is a prime power then if A E M,,,(q) we let 
JA={X.A I-Wn,,(dl. 
3. If mEN\{O) then 
(a) &EM,,,(q) is the matrix with the (ij) entry 1 and all other 
entries 0; 
(b) 6~ M,,,(q) is the matrix with the i-th entry 1 and all other 
entries 0. 0 
As a preparation of the main theorem of this section we prove first the 
following lemma. 
LEMMA 5.2. If R is the simple ring M ,,,m (q), where q is the prime power pr, 
then 
1. 
2. 
3. 
the following holds. 
A left ideal J of R is minimal if and only if there is an A E M,,,(q) \ (0) 
such that J = JA. 
Zf A E Mr, ,,, (q) \ (01 and R is arbitrarily chosen in M,, i (q) \ { 0} we have 
(a) JA = R(R . A); 
(b) the matrices 4. A E M,, m (q) (i = 1,2, . . . , m) form a basis for JA ; 
(c) if GF(q)=GF(p)(B), and A=A,+eA,+...+B’~‘A,_, with Aie 
MI,,(P) and if Ai=(a;,,,a;,2,...,ai,,) then 
m 
&.A= C (ao,k+al,k 9+...+a,_l,kdr-‘)Eik. 
k=l 
There are (4”’ - l)/(q - 1) minimal left ideals in R. 
PROOF. At first remark that JA is a left ideal since if St, S2 EM,, i(q) 
S,.A-Sz.A=(S,-SZ).A~JA 
and if MER and SEMm,i(q) then M=(S.A)=(M.S).AEJ~. 
Plainly if R, SE M,, 1 (q), and R #O, then there is an ME R such that 
A4. R =S. This implies that JA is a principal left ideal generated by R. A, 
where R is any element of M,, , (q) \ (0). 
Now, the fact that the matrices 4. A (i = 1,2, . . . , m) form a basis for J, is 
evident, whereas 2(c) is just another way of representing the matrices Fi. A. 
If c E GF(q) \ (0) then JA = JCA , since cX* A =X. (CA) for any XE M,, 1(q) 
and because JA fl JB = (0) if A and B are independent over GF(q) there are 
(qm - l)/(q - 1) left ideals of the form JA in R. 
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Let I be any non-zero left ideal of R. Clearly if YE R\ (0) and l$ is the j-th 
row of Y then Eti. Y = Fj. Yj. Hence if YE I \ { 0} and A is, a non-zero row of 
Y then because I is a left ideal JA c I. This implies 1. and the proof of the 
lemma is complete. 0 
THEOREM 5.3. Any finite semi-simple ring R is admissible. 
PROOF. By theorem VIII.4 in [5] R is the direct sum of simple rings. So by 
theorem 3.11 we only have to consider a simple ring R. 
Let R=M,,,(q), and q =pr while GF(q) = GF(p)(B) with 
8’=c,~,8’-‘+...+c,8+c,, 
ci E GF(p). Note co # 0, necessarily. 
As is easily checked the elements BkEjj of R with 1 li,j<m and Osk<r- 1 
form a basis for R over GF(p) and so if x is any character of R+, then x is 
completely determined by the numbers X(BkEij), 1 li,jsrn and Ork<r- 1 
and it is immediate that these numbers are p-th roots of unity. 
Let [ be a p-th root of unity fl then we define the character w of R+ as 
follows: 
o(skE,)= 
[ 
1 
if (i,j, k) = (i, i, 0), 
1 otherwise. 
We shall show that o is a right admissible character of R+. 
Suppose there is an A EM,,,(~) such that JA E Ker(o) then in the setting of 
lemma 5.2, item 2(c) we have 1 = w(F;;. A) = [ao.i for i = 1,2, . . . , m, and this 
yields A,=O. So A=A,0+...+A,_,61rP1. Now 
0A=coA,_,+c,A,_,8+(A,+c,A,_,)82 
+...+(A,_2+cl._lA,_,)B’-‘. 
Hence, because a(&. A) = F,. (BA) we have now 1 = o(B(fi. A)) = [coarm I,’ for 
i= 1,2, . . . . m, and because c,#O, we find A,- i =0 and A reduces to 
A=A,B++A,_,fT2. 
Successively considering Bj(F; - A) we find A,_j = 0 for j = 2,3, . . . , r - 1 and so 
in the end we have proved that A =0 if J,CKer(w). So no left minimal ideal 
of R is contained in Ker(w) and we may conclude that w is right admissible. 
Because the map B-+ BT of R on R is an anti-automorphism of R theorem 
8.1 implies that R is admissible. 0 
As one easily checkes the ring M,,,,, (q) provides an example of a ring that 
is left admissible, but its right socle (which is the ring itself) is not the direct 
sum of all minimal right ideals; compare this with theorem 7.1. 
6. LOCAL RINGS 
We need some preparatory results. 
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THEOREM 6.1. Let R be a local ring then the following holds. 
1. S”(R) = Ann’(Rad(R)). 
2. S(R) can be made into a vectorspace over R/Rad(R), such that the 
l-dimensional subspaces are just the minimal right ideals of R. 
PROOF. Let A = Ann’(Rad(R)). By lemma 2.2, SC A. 
Conversely if x E A then xzR = (0) if z E Rad and xzR =xR if z E R \ Rad. So 
XR is minimal right ideal. As a result AC S'. This proves 1. 
If x E S’ and z E R then we have x(z + Rad) = xz. But this implies the second 
assertion. 0 
LEMMA 6.2. Let V be a t-dimensional vectorspace over a finite field F. Let x 
be a non-principal character of V+, the additive group of V. Then Ker( x) 
contains one and only one (t - I)-dimensional subspace of V. 
PROOF. Suppose F = GF(p’) and let 0 be a primitive element of F. Then F = 
K(B), where K denotes the prime field of F. 
V is also an rt-dimensional vectorspace over K. Because x is a non-principal 
character of V’, Ker(x) is an (rt - I)-dimensional K-subspace of V. This can 
be seen as follows. 
The group V+ is an elementary p-group, and so there is a primitive p-th root 
of unity [ such that for all XE V+ there is an a E K with x(x) = c”. Connected 
with x there is a linear functional L, of V into K such that if x(x)=[” then 
L,(x) = a. Plainly Ker( x) is the subspace of V over K characterized by L,(x) = 0. 
The dimension of such a space is rt - 1. 
Since x+ 19x is a linear map on V (V considered as a vectorspace over K) it 
follows that 13’. Ker(x) is for every i also an (rt - 1)-dimensional K-subspace of 
V. Now let Y = Ker( x) fl0. Ker( x) n a.. fl or-‘. Ker(x) then the dimension d 
of Y satisfies rt - r-5 d5 rt - 1. But this and 8. Y = Y implies that Y is a (t - l)- 
dimensional F-subspace contained in Ker(x). Because V # Ker(x) the unique- 
ness of Y follows directly. 0 
EXAMPLE 6.3. Let V be a 2-dimensional vectorspace over GF(4). We rep- 
resent GF(4) as GF(4) = (0, 1, t9,l + S} with 1 + 8 = 0’. 
Let (x, y) be a basis of V over GF(4). Let x be the character of V+ such that 
x(x) = x(ex) = x(y) = x(ey) = - 1. Clearly 
Ker(x)ne-(Ker(X))={o,x+y,ex+ey,(l+e)x+(1+e)y) 
is l-dimensional over GF(4), as it should. 0 
LEMMA 6.4. Let R be a local ring. Then R is left admissible if and only if R 
has exactly one minimal right ideal. 
PROOF. If R has exactly one minimal right ideal then plainly R is left ad- 
missible. 
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Suppose R has more than one minimal right ideal then, according to theorem 
6.1, the socle S(R) of R can be considered as a /r-dimensional vectorspace over 
the field R/Rad for certain k22. 
Let x be any non-principal character of R then the restriction x’ of x to 
S’(R) is a character of S’(R)+. By lemma 6.2 there is a (k- 1)-dimensional 
subspace Y in !T(R) contained in Ker(x’). Y itself contains l-dimensional 
subspaces, because kr2. These l-dimensional subspaces are minimal right 
ideals in R, according to theorem 6.1, and therefore there are ideals contained 
in Ker(x). This implies that R is not left admissible, because x was arbitrarily 
chosen. This proves the lemma. 0 
The result of lemma 6.4 elucidates once more why the ring R, considered in 
example 4.5 is not admissible: the local ring R, has more than one minimal 
ideal. 
THEOREM 6.5. Let R be a local ring then R is admissible if and only if R has 
only one minimal right and only one minimal left ideal. 
In that case the two one-sided minimal ideals coincide, S’= S’ and S’ is the 
only minimal (two-sided) ideal. 
PROOF. The first part of the theorem follows from lemma 6.4. 
If R is admissible then obviously S’ is the only minimal right ideal and S’ is 
the only minimal left ideal. So IS”/ = IS’\ = lR/Radl by theorem 6.1. But S is 
a two-sided ideal and S’=S’ easily follows. 0 
Rings as described in theorem 6.5 exist. The ring R, in example 4.5 is a com- 
mutative one and the local ring GF(q)[x, y]/(xy,x* -yx, y*-yx) is an instance 
of a non-commutative ring with only one minimal two-sided ideal, viz. (yx). 
In view of lemma 6.4 the next question is of importance in connection with 
the question posed at the beginning of section 8. 
QUESTION: Does there exist local rings with one minimal right ideal but with 
more than one minimal left ideal? 
THEOREM 6.6. Let R be a ring which is the direct sum of local rings. Then the 
following statements ape equivalent. 
1. R is Ieft admissible. 
2. S’(R) is the direct sum of all minimal right ideals. 
3. Every local direct summand of R has exactly one minimal right ideal. 
PROOF. In view of lemma 6.4 and theorem 3.11 the assertions 1. and 3. are 
equivalent. 
2. implies 1. by theorem 4.1. 1. implies 3. and this implies 2. This completes 
the proof of the theorem. 0 
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EXAMPLE 6.7. We give now a class of local rings which are neither left nor 
right admissible. 
Let m 13 and let R be the ring of the upper triangular (m x m)-matrices with 
entries from the field GF(q), such that the entries on the main diagonal all are 
equal. Under these conditions R is a local ring. The radical of R consists of all 
upper triangular matrices whose entries on the main diagonal are 0. R is non- 
commutative, since m 2 3. We shall show that R is neither left admissible nor 
right admissible. We shall use the matrices Eij introduced in remark 5.1. 
It is trivial to show that 
If={AEii (AeGF(q)} for i=2,3,...,m 
are different, minimal, left ideals in R and that 
Ij’={~Ejm InEGF(q)} forj=l,2,...,m-1 
are different, minimal, right ideals in R. 
Hence by lemma 6.4 the ring R is neither left nor right admissible. 0 
7. COMMUTATIVE RINGS 
THEOREM 7.1. Let R be a commutative ring. Then the following statements 
are equivalent. 
1. R is admissible. 
2. The socle S(R) is the direct sum of al/ minimal ideals. 
3. Every local direct summand of R has exactly one minimal ideal. 
PROOF. The structure theorem for finite commutative rings with identity 
[5, Theorem VI.21 states that such a commutative ring decomposes uniquely (up 
to the order of the summands) as a direct sum of local rings. So the theorem 
is a direct consequence of theorem 6.6. 0 
COROLLARY 7.2. Any commutative principal ideal ring R is admissible. 
PROOF. Obviously the local direct summands of R are chain rings. By 
theorem 7.1 this implies the admissibility of R. 0 
Consider the commutative ring R = Z,[x, y]/(x2, y’,xy - yx). R is the direct 
sum of two local rings Z, [x, y]/(x2, y2, xy - yx) and Z, [x, y] /(x2, y2, xy - yx) 
both containing one minimal ideal. Also S(R) = (xy) = (2xy) @ (3xy). 
According to theorem 7.1 the ring R is admissible. In view of corollary 7.2 
note that R is not a principal ideal ring, which is admissible nevertheless. 
8. FINAL REMARKS 
The question whether there exist rings which are left but not right admissible 
is still open. In this respect we have the following result. 
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THEOREM 8.1. If a ring R has an anti-automorphism 
equivalent. 
1. R is admissible. 
2. R is left admissible. 
3. R is right admissible. 
then the following are 
PROOF. If (Y is an anti-automorphism of R then a(S) = S’ implying Y”(R) = 
Y’(R). 0 
We end this paper with some remarks on the number of orbits of a group 
of units in a non-commutative ring. We consider the following situation. 
Let R be a non-commutative ring with identity. Let M be a fixed subgroup 
of U. The elements m E M will be regarded as inducing automorphisms of R+ 
in two ways, either by considering them as left multiplications defining 
m’(r) = mr or as right multiplications defining m’(r) =rm with rE R; the 
resulting groups of automorphisms of R+ will be denoted by M’ and M’, 
respectively. 
Let r, E R then { mr,, 1 m E M} is called an orbit of M’. In the same way an 
orbit of M’ is defined. Denote the number of orbits of M’ (acting on R’) by 
n’ and the number of orbits of M’ (acting on R+) by n’. 
EXAMPLE 8.2. Consider the ring R3 = Z,[x, y]/(x*, y*,xy) given in example 
4.5. We shall show that this ring is an example of a ring with a subgroup M 
of U such that n’in’. 
R, is a local ring of characteristic 2. 
RN&)= {Qx,y,x+y,yx,x+yx,y+yx,x+y+~x}, 
whereas U = 1 + Rad(R,). 
We take M = { 1,l +x}. M’ and M’ both have 4 orbits in U. It is easily seen 
that (1 +x)r= r for all rE Rad(R,). This implies that .‘= 12. On the other 
hand the orbits of M’ in Rad(R,) are 
(01, {x>, {Y,Y+Yx), {x+Y,x+Y+Yx), (YX1, {x+y-+, 
implying nr= 10. 
Remark that for the group U the number of left orbits and the number of 
right orbits are both equal to 7. 0 
Using the theory of association schemes the following theorem can be 
proved; cf. [l, Theorem 3.3. l] and [3]. 
THEOREM 8.3. Let R be a left admissible ring and let M be any subgroup of 
U(R), then n’zn’ holds. 
Let R be an admissible ring and let M be any subgroup of U(R), then n’= ni 
holds. 
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According to theorem 8.3 the ring R3 used in the examples 4.5 and 8.2 can- 
not be left admissible, because for the group M used in example 8.2 n’<n’. In 
the same way, using the group { 1,l +y}, one easily shows that R3 cannot be 
right admissible either. 
There are rings which are not admissible for which the condition n’= n’ still 
holds for all subgroups of U. The ring R, considered in example 2.4 is such a 
ring, as one easily checks. The background for the fact that n’=n’ holds for 
the groups of units in R, is provided by the following evident lemma. 
LEMMA 8.4. Let R be a ring and M a subgroup of U(R). If R has an anti- 
automorphism (Y such that a(M) = M then n’= nr holds for M. 
REFERENCES 
1. Claasen, H.L. and R.W. Goldbach - Cyclotomy and association schemes. Report 89-73, Delft 
University of Technology, Delft, 1989. 
2. Dieudonne, J. - Sur le socle d’un anneau et les anneaux simples infinis. Bull. Sot. Math. 
France 70, 46-75 (1942). 
3. Goldbach, R.W. and H.L. Claasen - Cyclotomic schemes over finite rings. In preparation. 
4. Jacobson, N. - Structure of rings. A.M.S., Colloquium Publications, vol. 37, Providence, 
1956. 
5. McDonald, B.R. - Finite rings with identity. Marcel Dekker, Inc., New York, 1974. 
26 
