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MODELING DYNAMIC DUCTILITY: AN EQUATION OF STATE FOR 
POROUS METALS
Jeffrey D. Colvin1
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Abstract. Enhanced heating from shock compression of a porous material can potentially suppress or 
delay cracking of the material on subsequent expansion.  In this paper we quantify the expected 
enhanced heating in an experiment in which a sector of a thin cylindrical shell is driven from the inside 
surface by SEMTEX high explosive (~1 ms FWHM pressure pulse with peak pressure ~21.5 GPa).  We 
first derive an analytical equation of state (EOS) for porous metals, then discuss the coupling of this 
EOS with material elastic-plastic response in a 2D hydrocode, and then discuss the modeling of the HE 
experiment with both fully dense and 10% porous Ta and a Bi/Ta composite.  Finally, we compare our 
modeling with some recent experimental data.
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INTRODUCTION
Enhanced heating from shock compression of 
a porous material can potentially suppress or delay 
cracking of the material on subsequent expansion. 
The objective of this work is to quantify the 
expected enhanced heating from shock 
compression of a porous material. We do this by 
deriving an analytical equation of state (EOS) for 
porous metals and then coupling it to material 
elastic-plastic response in a hydrodynamics code.  
This approach obviates the need for expensive and 
time-consuming direct numerical simulation (DNS) 
of pore collapse. DNS is impractical for material 
design, but can be used to determine the effects of 
pore collapse on material constitutive properties, as 
can atomistic simulations [1].   
EQUATION OF STATE DERIVATION
We start with a Gruneisen EOS, and modify it 
by a pressure multiplier as a function of porosity, 
as given by Zel’dovich and Raizer [2]. We 
integrate the pressure over the total volume change 
to obtain the specific energy as a function of 
compression. The resulting pressure and specific 
energy are the sum of three components: lattice 
compression, lattice thermal, and electron thermal, 
as follows.
Lattice compression -
Pc = r0c0m[1+ (1- g 0 /2)m - bm
2 /2]/
{[1- (S -1)m]2(K - k - km)}
E c = Pc[k(1+ m) -1]/[2r0(1+ m)].
(1)                 
Lattice thermal –
Pt = (g 0 + bm)(1+ m)r0c pT





E e = b0T
2 /[2(m +1)].
(3)
Here, we have used a form of the Gruneisen EOS –  
for which the ratio of the thermal pressure to the 
thermal energy is a constant – neglecting nonlinear 
terms in the Hugoniot, where (values in 
parentheses are the values for Ta): m=r/r0 – 1 = 
fractional compression; r0 = initial solid density 
(16.69 g cm-3); r00 = initial porous density; k = 
r0/r00 = porosity coefficient; c0 = bulk sound speed 
(3.41 km/s); g0 = initial Gruneisen gamma (1.67); b 
= coefficient of volume dependence of gamma 
(0.42); S = slope of Hugoniot (1.2); K ~ 2 for 
metals; cp = material specific heat (0.135 J/g-K); 
NA = Avogadro’s number; Z = material average 
ionization (0); A = material atomic weight (180.95 
g mole-1); b0 = electronic heat capacity (370 
ergs/g-K2).
For modest temperatures and compressions, the 
electron thermal component is small compared to 
the lattice component, less than 2%, and can be 
neglected (although we include it in our 
simulations).
It is clear from the first of equations 1 that it 
takes more pressure to compress a material to a 
particular compression (m>1) than to compress the 
full-density material to the same compression. This 
is because of the compressional energy gained in 
collapsing the pores.  Thus, the lattice 
compressional energy Ec is the sum of two 
components: energy from collapsing the pores and 
energy from compressing the lattice. The energy 
gained in collapsing the pores is just the difference 
between the total PdV compressional energy Ec
(integrated along the Rayleigh line), which is the 
second of equations 1 above, and the lattice 
compressional energy Ecp (integrated along the 
Hugoniot):
E cp = [Pcm00
mò /{r0(1+ m)2}]dm. (4)
We substituted the first of equations 1 above into 
equation 4 and performed the integration 
analytically by rewriting the integrand as a sum of 
partial fractions, each of which could be separately 
integrated analytically. 
Note that this model is applicable only for 
modest compressions and porosities, and we 
assume that the pores close completely.  Since we 
apply the model only in regimes where the pressure 
is well above the material strength, the assumption 
of complete pore closure is probably a good one, 
although there may be some dependence on pore 
size [1]. Thus, we do not model the low-pressure 
phase of pore collapse, so our model is different 
than the various so-called P-a (pressure-distension) 
[3] and e-a (strain-distension) [4] EOS models for 
porous materials.  Our basic approach is somewhat 
similar to that of Wu and Jing [5, 6], but we 
basically scale the solid-density EOS along an 
isochoric path rather than an isobaric path as they 
do. Our derivation is similar to that of Grady [7], 
but the new feature in our work is that we do the 
integration of equation 4 to get the component of 
the total lattice energy resulting from the pore 
collapse.
Figure 1. Specific energy as a function of density for 
10% porous Ta and for full-density Ta, from evaluating 
equations 1 and 4.
Inserting the values for Ta for the various 
parameters in the EOS equations, we find that a 
300-kbar shock compresses 10% porous Ta to only 
slightly lower density than it does solid-density Ta.  
The added compressional heating of 10% porous 
Ta, however, approximately doubles the specific 
energy of the material at ~10% compression, as 
shown in Fig. 1.  Will there be the same heating, 
though, when accounting for the material’s elastic-
plastic response?  This question was addressed by 
implementing this analytical EOS model in a 
hydrodynamics code with material strength, and 
comparing simulations with experimental data, as 
discussed in the next section.
SIMULATION OF THE EXPERIMENT AND 
COMPARISON TO DATA
In the as-designed experiment, SEMTEX high 
explosive (HE) is used to drive a pressure pulse 
into a sector of a 1.5-mm-thick cylindrical metal 
shell from the inside surface.  The 70.6-mm-square 
Ta sheet was shaped into a cylindrical sector of 
radius 75 mm and chord length 68 mm. The thicker 
HE was formed into a cylindrical sector so that its 
outer surface was in contact with  the inner surface 
of the metal.  The HE was lit at one end of the 
cylindrical axis.  The pressure history at the 
HE/metal interface was computed separately by a 
3D arbitrary Lagrange-Eulerian code.  The pressure 
rises in ~0.3 ms to a peak of ~21.5 GPa, has a 
FWHM of ~1 ms, and is followed by a long tail-off 
to zero pressure at ~5 ms.
This pressure drive was used in separate 
calculations using the 2D radiation-hydrodynamics 
code Lasnex [8] to compare the elastic-plastic 
response of a Ta shell with and without porosity.  
In both simulations we used the Steinberg-Guinan 
constitutive model [9] with initial yield strength 
0.77 GPa and with work hardening. We do not 
account for the local change in constitutive 
properties that results from the pore collapse.
Accounting for the elastic-plastic response of 
the material, we find that the peak pressure in the 
initially porous Ta is only slightly higher than in 
the initially full-density Ta.  The pressure pulse 
transits the shell in ~0.75 ms, after which the wave 
reverberates as the shell expands and 
decompresses. At the time of release the entire 
initially porous shell is at ~900 K, compared to the 
initially full-density shell at ~400 K. The wave 
rings out in about three shell transit times, after 
which the shell temperature is approximately 
constant as the shell expands outward and goes into 
tension. Fig. 2 shows the simulated mass-averaged 
temperature history of the shell for the two cases. 
As seen in Fig. 2, the temperature of the 
initially porous Ta during the long expansion  
Figure 2. Simulated mass-averaged temperature history 
of initially 10% porous Ta shell (upper curve) and 
initially full-density Ta shell (lower curve) driven by 
SEMTEX HE.
Figure 3. Simulated mass-averaged temperature history 
of (solid curves, top to bottom) 10% porous, 3% porous, 
and full-density Bi shell driven by SEMTEX HE, 
compared to Bi melt temperature (dashed curve).
phase, ~700 K (compared to ~400 K for the 
initially full-density shell), is still much lower than 
the Ta melt temperature, ~4340 K. We do not 
know if this enhanced heating is enough to change 
the ductility of the material by a measurable 
amount. Accordingly, to get closer to or above melt 
for our first experimental test of this concept of 
dynamic ductility enhancement we chose to use Bi 
(actually, a Bi-Ta composite [10]) since it has a 
much lower melt temperature.
Figure 4. Radiograph of (top) full-density stainless steel 
shell at 35 ms, strain 0.57; (bottom) 3% porous Bi/Ta 
shell at 41 ms, strain 0.57  
As seen in Fig. 3, which shows the simulated mass-
averaged temperature history of the Bi shell  for an 
initial 10% porosity, an initial 3% porosity, and 
initially full density compared to the Bi melt 
temperature, we see that an initially porous Bi shell 
melts on compression under these HE drive 
conditions, unlike an initially full-density Bi shell, 
which melts only on release. Note that since the 
wave speed in the Bi is slower than in the Ta, the 
wave takes longer to ring out, and there is less of a 
difference between the temperatures in the 
expansion phase after about 6 ms. 
The experimental radiographs (Fig. 4) ---
looking face-on to the outside surface of the 
outwardly expanding shell --- show that full-
density metal cracks on HE-driven expansion while 
the porous Bi shell does not. The two radiographs 
were taken on different shots at different times, but 
at the same strain. The mottling shown in the Bi 
image is actually much lower contrast than the 
contrast in the stainless steel image. A Fast Fourier 
Transform analysis on the images shows no 
dominant spatial scales in the Bi mottling. We 
suggest that this structure may be a signature of 
inhomogeneous melt.
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