Determining the number of chemical species is the first step in analyses of a chemical or biological system. A novel method is proposed to address this issue by taking advantage of frequency differences between chemical information and noise. Two interlaced submatrices were obtained by downsampling an original data spectra matrix in an interlacing manner. The two interlaced submatrices contained similar chemical information but different noise levels. The number of relevant chemical species was determined through pairwise comparisons of principal components obtained by principal component analysis of the two interlaced submatrices. The proposed method, referred to as SRISM, uses two self-referencing interlaced submatrices to make the determination. SRISM was able to selectively distinguish relevant chemical species from various types of interference factors such as signal overlapping, minor components and noise in simulated datasets. Its performance was further validated using experimental datasets that contained high-levels of instrument aberrations, signal overlapping and collinearity. SRISM was also applied to infrared spectral data obtained from atmospheric monitoring. It has great potential for overcoming various types of interference factor. This method is mathematically rigorous, computationally efficient, and readily automated.
I. INTRODUCTION
In mainstream analytical chemistry, experimental data formats have gradually changed from one-way vectors to two-way matrices. This change is due to, for the most part, advances in analytical instrumentation [1] [2] [3] [4] [5] . Two-way data matrices contain a large amount of chemical information and, as such, pose a challenge to qualitative and quantitative analyses. Analyzing twoway experimental data matrices initially involves determining the number of chemical species in a chemical or biological system [6, 7] . Knowing the number of chemical species, one can then examine the intermediate species involved in chemical kinetics or identify impurities [8, 9] . For example, determining the number of chemical species permitted a more complete understanding of lithium battery dynamic following structural modification [10] . In addition, knowing the correct number of chemical species enables self-modeling curve resolution to extract pure components from twoway data matrices without a prior knowledge of the mixture. For example, knowing the number of chemical species is necessary to determine the distribution of non-target chemical species in plant tissues [11] . Determination of chemical species number makes possible the identification of interfacial phases of unknown polymeric materials [12] . By comparison, complete resolutions using other analytical methods may largely depend on exhaustive iterations and expert interaction [13] [14] [15] [16] .
A variety of methods have been developed for determining the number of chemical species, and many of them are based on PCA [17] . These methods can be classified into three categories: mathematical, empirical, and statistical [18] . The first category includes such methods as orthogonal projection approach and least squares (OPALS) [19] , ratio of eigenvalues calculated by smoothed principal component analysis and those calculated by ordinary principal component analysis (RESO) [20] , and noise perturbation in functional principal component analysis (NPFPCA) [21] . The second category includes such methods as factor indicator function (IND) [22] , frequency analysis of eigenvectors (REFAE) [23] , and morphological score (MS) [24] . The third category includes such methods as Fisher variance ratio tests (F-test) [25, 26] , median absolute deviation (DRMAD) [27] , and augmentation (DRAUG) [28] .
These methods are effective in some cases, but are rarely satisfactory for all data types. The application of multiple methods will likely yield a consensus of results. Many methods are more or less data-typespecific, which means satisfactory results are limited to a few types of data. Some methods include crucial parameters which require significant user intervention. As a result, such methods often yield ambiguous results. Mathematical methods are more robust when dealing with complex data matrices. Empirical indices assume an unsubstantiated noise distribution and statistical techniques are often limited by matrix size or normal noise distribution [29] . For REFAE and MS methods, frequency analysis is employed to differentiate chemical information from noise. Frequency analysis reveals that chemical information is relatively low-frequency while noise frequency is high [24] . With the attention to low-frequency chemical signals, RESO and NPFPCA can overcome, to some extent, the unwieldy problems of identifying minor components and heteroscedastic noise.
In this work, we propose a novel method, referred to as SRISM, in which two self-referencing interlaced submatrices play a key role. In SRISM, two submatrices are constructed respectively with odd and even column vectors chosen from the original data matrix in an interlacing manner. These are downsampled matrices that are obtained from the original one. The odd and even interlaced submatrices are similar with respect to low-frequency chemical information but are different in terms of high-frequency noise. These two interlaced submatrices are decomposed into two sets of PCs using PCA. A pairwise comparison of the two sets of PCs readily yields the number of chemical species. SRISM was evaluated using both simulated and experimental datasets. The experimental data matrices were produced with up to six chemical species. Compared to other commonly used methods, SRISM was more robust when dealing with such interferences as signal overlapping, minor components, homoscedastic and heteroscedastic noise, instrument aberrations and collinearity. When applied to monitoring ammonia in infrared atmospheric spectra, it was able to detect ammonia in concentration of 0.1 ppm. Moreover, SRISM was shown to be mathematically rigorous, computationally efficient, and readily automated.
II. THEORY
Throughout this work, boldface lower-and uppercase letters denote vectors and matrices, respectively. All vectors are column vectors. The subscript is the matrix size.
D m×n denotes a bilinear two-way data matrix measured at fixed time intervals (m rows) and several different wavenumbers (n columns). It contains chemical information and noise. According to sampling theory [28] , low-frequency chemical information can be completely sampled when the Nyquist frequency is higher than the highest frequency of chemical information. Highfrequency noise is undersampled within various available sampling frequencies even when using the most advanced equipment. PCA is broadly used to reduce the dimension of a data matrix by linearly combining the original variables that best account for the variance of the data matrix. When valid measurements are concerned, it seems reasonable that true data signals will be stronger than noise and thus contribute more to variance than the noise does. So it is possible to divide the primary from the secondary PCs. This is the premise of most methods based on PCA including ours. It is noted that SRISM might yield overestimations if the data matrix contains large amount of low-frequency interferences, e.g. sloping baselines and strong fluorescent backgrounds in Raman spectra. In such cases, the original data should be preprocessed with baseline removal or background correction. 
III. EXPERIMENTAL METHODS
The proposed SRISM method was extensively evaluated using simulated gas chromatography coupled with infrared spectroscopy (GC-IR), experimental highperformance liquid chromatography coupled with diode array detector (HPLC-DAD), experimental pulsed field gradient nuclear magnetic resonance (NMR) datasets, and open-path Fourier transform infrared (OP/FT-IR) spectra obtained from atmospheric monitoring. All programs were written in MATLAB 2017a (The MathWorks, Inc., Natick, MA).
A. Simulated datasets
Based on Beer's law, three-component GC-IR datasets of diethyl ether, ammonia, and beta propiolactone were emulated with IR spectra and chromatograms. The IR spectra were within wavenumber range of 750−1250 cm −1 (FIG. 2(a) ). The chromatograms were generated using a Gaussian function spanning a 10 min period (FIG. 2(b) ). The size of all simulated data matrices is 50-by-2075. o C using a Bruker Avance 600 MHz spectrometer. The Bruker pulse sequence "ledbpgppr2s" was used with 0.20 s (mixture 4) and 0.18 s (mixture 5) diffusion delays and a net diffusion-encoding pulse width (δ) of 2 ms. Water signal was suppressed by presaturation. A spectral width of 20 ppm was used to produce 16000 complex data points with 8 scans for each gradient strength along with 8 (mixture 4) and 4 (mixture 5) dummy scans. An acquisition time of 1.36 s was used with a relaxation delay of 1.00 s. 64000 (mixture 4) and 32000 (mixture 5) complex data points were Fourier transformed using an exponential window with a line broadening value of 1.0 Hz (mixture 4) and 0. 
B. Experimental datasets

HPLC-DAD datasets
OP/FT-IR datasets
OP/FT-IR spectra were measured around animal farms using two types of spectrometers (System A: AirSentry, Cerex Monitoring Solutions, Atlanta, GA and System B: MDA Corp., Atlanta, GA). A Global source was coupled with an interferometer (Bomem Michelson 100, Canada), a splitter and a 25 cm expanding telescope. The expanded beam was reflected at a 100−200 m distance. The reflected beam was measured by a mercury-cadmium-teluride detector. Interferograms, with a resolution of 1 cm −1 , were recorded continuously at an interval of several seconds. The interferograms were transformed to absorption spectra using 8 zero-filling factors and medium Norton-Beer function for apodization. The absorption spectra were then corrected through wavelet transformation to reduce the effect of baseline shift. Absorption spectra with a wavenumber ranging from 750 cm −1 to 1250 cm −1 were used in our calculations. The spectra contained information that included both water and ammonia. Four datasets were collected over years as Datasets 9−12 (see Table S1 in supplementary materials).
IV. RESULTS AND DISCUSSION
A. Three-component simulated datasets
All the GC-IR datasets were simulated with various levels of interference, such as signal overlapping, minor component, and noise.
Use of SRISM to determine the number of chemical species
Four GC-IR data matrices were simulated with 0.1% of homoscedastic noise added in four different runs. The data matrices were analyzed by SRISM (FIG. 3) . In each case, the correlation coefficients were close to 1 for the first three PCs. SRISM analysis showed that the number of chemical species was 3 for each data matrix, which was the correct estimation of the chemical species number in the simulated dataset.
Effects of chromatographic overlap, strength, and noise
Chromatographic overlap was simulated by moving the chromatographic peak of ammonia toward that of diethyl ether. Variations of chromatographic strength were simulated by decreasing the chromatographic peak height of ammonia. Homoscedastic or heteroscedastic noise was added to all data matrices. Corresponding data matrices were analyzed by SRISM and other commonly used methods. SRISM alone dealt well with the four types of interference of high levels and gave the correct number of chemical species (see Table I ).
In Tables S2 and S3 ( OPALS, and DRAUG were able to detect the most overlapped or minor components. Empirical and statistical methods performed well when interference levels were low but they tended to underestimate numbers when interference levels were high. The results shown in Tables S4 and S5 (see supplementary materials) indicate that SRISM has a strong tolerance for the two types of noise present at each level and is able to correctly determine the number of chemical species. Most of other analytical methods were adversely affected by high noise levels and tended to over-or under-estimate the number of chemical species. OPALS and MS were capable of successfully dealing with homoscedastic noise, but had more difficulty producing the correct number of chemical species in presence of heteroscedastic noise. This was also true with IND, DRMAD, and DRAUG. These methods were unable to deal with added levels of heteroscedastic noise because empirical IND and statistical DRMAD and DRAUG are based on the assumption that noise is specifically or normally distributed [17] . By contrast, SRISM analysis depends upon frequency differences between chemical information and noise and, therefore, is free of such assumptions. Thus, it performs much better regardless of the noise type. Based on frequency differences, NPFPCA also estimated the correct number of chemical species in the presence of high-level noise. . Therefore, the resulting chemical species number accounting for the five NMR Datasets 4, 5, 6, 7, and 8 were 3, 1, 2, 2, and 3, respectively.
Use of SRISM to determine the number of chemical species
The SRISM results for the experimental data matrices are shown in FIG. 4 . Eight plots demonstrate that the correlation coefficients of the first few paired PCs were close to 1 and higher than the 0.9 threshold. Correlation coefficients for the remaining PCs were all below threshold. The numbers of chemical species were determined to be 3, 6, 6, 3, 1, 2, 2, and 2, which are consistent with the actual numbers of chemical species except for Dataset 8. The SRISM results exhibit clear separation between the primary and secondary PCs. The remarkable difference between the two sets of PCs stems from their inherent frequency differences. SRISM was able to distinguish such differences to successfully separate the two types of PCs. In summary, this method pro- 3  3  2  2  2  2  2  2  2  3  Minor component   c   3  3  2  3  2  3  3  2  2  3  Homoscedastic noise   d   3  3  2  3  2  2  3  2  2  3  Heteroscedastic noise   e   3  5  3  3  33  2  4  3 36 36 a The default values of chromatographic peak position were 3rd min (diethyl ether), 4.283th min (ammonia), and 7th min (beta propiolactone). The default values of relative chromatographic peak height were 1. The default level of homoscedastic noise was 0.1% as a percentage of the maximum signal strength. The default level of heteroscedastic noise was 0 as a percentage of the square root of respective signal strengths. b The chromatographic peak position of ammonia was set as 3.005th min. c The relative chromatographic peak height of ammonia was set as 0.003. d The level of homoscedastic noise was set as 5%. e The level of heteroscedastic noise was set as 1.5%. duced accurate numbers of chemical species in presence of high-level instrument aberrations, signal overlapping and collinearity.
3D plots of the NMR experimental Datasets 4 and 8 are shown in FIG. S2 (see supplementary materials) . The high-level collinearity for the decay-profile made it more difficult to determine the number of chemical species especially for pulsed field gradient NMR spectra. The proposed SRISM method was able to successfully process multiple-component NMR datasets producing clear determination (FIG. 4 (d)−(g) ) with a high level of collinearity . FIG. 4(h) illustrates that SRISM analysis showed a chemical species number of 2 for the threecomponent Dataset 8. Extremely similar decay-profiles for sorbitol and lysine account for this incorrect estimation.
Comparison among three categories of methods
The eight experimental data matrices were also analyzed by several other commonly used methods to determine the number of relevant chemical species.
The results (Table II) show that SRISM determined the correct number of chemical species for 7 out of 8 cases, achieving the highest accuracy for any of the analytical methods tested. SRISM appeared to perform well in the presence of high interference levels of low-frequency pump oscillation and signal overlapping in Datasets 1−3. These types of high-level interference were not adequately handled by other methods. SRSIM, NPFPCA and REFAE were able to deal with the high-level collinearity in the threecomponent Dataset 4, and the others cannot yield reliable results ( see FIG. S3 in supplementary materials) . Based on frequency differences, RESO, REFAE and MS performed well with some datasets, but tended to yield underestimations when dealing with complicated multiple-component datasets like those seen in Datasets 2 and 3. IND, F-test, DRMAD and DRAUG were reported to offer surprisingly good results when noise levels have an assumed or normal distribution in other studies [17] . However, they tended to overestimate the number of chemical species in the presence of instrument aberrations, signal overlapping and collinearity in the eight actual datasets. All methods failed for Dataset 8 in the presence of severe collinearity.
These methods were further evaluated in terms of calculation time. The results are listed in Table III . The size of data matrices varies from 932-by-20 (Dataset 1) to 5570-by-32 (Dataset 6). SRISM completed the calculation in a few milliseconds even for the largest Dataset 6. The calculation time of SRISM did not increase significantly with the size of dataset. SRISM was always one of the fastest methods based on the length of computational time listed in Table III . The other mathematical methods of analysis were more time-consuming for complex procedures.
Application of SRISM to infrared spectra of atmospheric monitoring
OP/FT-IR spectra were continuously measured in four sessions of atmospheric monitoring. The spectra within a wavenumber ranging 750−1250 cm −1 feature information of water and ammonia. Water is always a significant component in air and produces strong infrared absorption [31] . In order to detect ammonia during the monitoring session, 10 groups of consecutive spectra were prepared and a matrix was constructed from each group to determine the chemical species number. We also used partial least square (PLS) to calculate the ammonia concentration of each spectrum. In FIG. 5 , the number of chemical species was determined by SRISM as 1 when the concentration of ammonia was lower than 0.1 ppm. When the ammonia levels exceeded 0.1 ppm, the number of chemical species determined by SRISM was considered to be 2. Taking water into consideration for both cases, the other chemical species detected was ammonia. In most cases, SRISM was sensitive to the presence of ammonia when concentrations were over 0.1 ppm. PLS provided reliable results when the concentration of ammonia was higher than 0.1 ppm, but had larger quantitative errors when dealing with spectra containing less ammonia [32] . Therefore, SRISM is a useful tool for qualitatively atmospheric monitoring that provides a rapid response to the presence of ammonia without time-consuming calibration and is independent of established models.
The OP/FT-IR Datasets 9−12 were also analyzed in 10 groups of spectra by other methods (see Tables S6−S9 in supplementary materials) . In real atmospheric monitoring data sets, there inevitably exist wind, dust and rain which consequently produce un- stable OP/FT-IR results and flawed data [33, 34] . In spite of the fact that Datasets 9−12 were measured under different conditions and with different instruments, SRISM yielded a correct number of chemical species in most cases. F-test showed similar efficacy for atmospheric monitoring and determined the chemical species number to be 3 for Dataset 9 containing high ammonia concentrations. By contrast, REFAE and MS underestimated the number of chemical species. Other methods tended to yield inconsistent chemical species numbers when the concentration of ammonia varied. Therefore, SRISM is a fast and powerful tool for atmospheric monitoring.
V. CONCLUSION
In this report, the SRISM method is proposed as a mathematically rigorous, computationally efficient, and readily automated technique for determining the number of chemical species in a mixture. Its performance was evaluated using both simulated and experimental datasets. The results show that it tolerated various types of interferences such as signal overlapping, minor components, homoscedastic and heteroscedastic noise, instrument aberrations and collinearity to yield accurate results. SRISM utilizes frequency differences to differentiate between chemical information and noise. It has a large number of potential of application for various datasets, because chemical information is always completely sampled and noise is not. This method requires no user intervention to determine the number of chemical species, which makes it both objective and efficient. Its reliable results are useful for qualitative and quantitative analyses of mixtures.
Supplementary materials: 3D plots of experimental datasets, experimental chromatograms, and results of three categories of methods are available in FIGs. S1−S3 and Tables S1−S5. 
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