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FENCHEL-NIELSEN COORDINATES FOR MAXIMAL
REPRESENTATIONS
TOBIAS STRUBEL
Abstract. We develop Fenchel-Nielsen coordinates for representations of sur-
face groups into Sp(2n,R) with maximal Toledo invariant. Analogous to clas-
sical Fenchel-Nielsen coordinates on the Teichmu¨ller space they consist of a
parametrization of representations of the fundamental group of a pair of pants
and a careful investigation of the gluing.
As applications we obtain results for non-closed surfaces, which have been
known only for closed surfaces before: we count the number of connected
components of their representation space and prove continuity for the limit
curve for a certain type of representations.
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1. Introduction
1.1. Representations of Surface Groups and Coordinates. Representations
of surface groups into Lie groups have received considerable interest during the last
years. One starting point for their study has been the fact that the Teichmu¨ller
space T (Σg) of a closed oriented surface Σg can be realized as a connected com-
ponent of the representation space Rep(π1(Σg),PSL(2,R)) via the holonomy rep-
resentation. Some of the properties of holonomy representations have been proven
for representations into other Lie groups: Hitchin representations and maximal rep-
resentations (defined below) are discrete and faithful and the mapping class group
acts properly on the respective representations. Although there exist many ap-
proaches for coordinates for the classical Teichmu¨ller space, so far no coordinates
where known for maximal representations. (For Hitchin representations there exist
coordinates generalizing Penner coordinates.)
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In this paper we introduce and study Fenchel-Nielsen coordinates on the space
of maximal representations into Sp(2n,R). Our two main results are an explicit
description of the character variety of maximal representations of a pair of pants
(Theorem 1.1.2), and the determination for general surfaces with boundary of the
number of connected components of the space of maximal representations (Theorem
1.1.4).
Being concerned with representation of surfaces with boundary we need a definition
for this case of the Toledo invariant having the right additivity properties.
We begin with the classical definition. Let G be a Hermitian Lie group of non-
compact type and Γg be the fundamental group of a closed oriented surface Σg
of genus g ≥ 2. Using the identification H2(π1(Σ),R) ≃ H2(Σg,R) the Toledo
invariant of a representation ̺ : Γg → G is defined as follows:
T̺ := 〈̺
∗(κG), [Σg]〉,
where κG ∈ H
2
c(G,R) is the Ka¨hler class (defined Section 3.1 below) of G and
[Σg] ∈ H2(Σg,R) is the orientation class.
Let now Σ be a surface of finite type with boundary. Then H2c(Σ,R) = 0, hence
the definition above fails. But one can use bounded cohomology to circumvent this
problem. We have
H2b(π1(Σ),R) ≃ H
2
b(Σ,R) ≃ H
2
b(Σ, ∂Σ,R),
which is an infinite dimensional vector space.
Then the pullback ̺∗κbG of the bounded Ka¨hler class κ
∗
G can be seen as an element
of H2b(Σ, ∂Σ,R) and again we define
T̺ := 〈̺
∗κbG, [Σ, ∂Σ]〉.
We refer the reader to [9] for all details. The Toledo invariant can not take arbitrary
values. In fact
|T̺| ≤ |χ(Σ)| rkD,
where D is the bounded symmetric associated with G. This inequality is sharp and
we can define:
Definition 1.1.1. A representation ̺ : π1(Σ) → G into a Hermitian Lie group is
maximal, if its Toledo invariant is maximal, i.e.
T̺ = |χ(Σ)| rkD.
The Toledo invariant is conjugation invariant, hence it descends to
Repmax(π1(Σ), G) := Hommax(π1(Σ), G)/G,
where Hommax(π1(Σ), G) is the space of maximal representations on which G acts
by conjugation on it.
Furthermore the Toledo invariant is its additivity. Let Σ = Σ1 ∪ Σ2 be a surface
cut into Σ1 resp. Σ2 along a simple closed curve. A representation ̺ : π1(Σ) → G
is said to be glued from ̺1 : π1(Σ1)→ G and ̺2 : π1(Σ2)→ G if ̺|π1(Σi) = ̺i. If ̺
is glued from ̺1 and ̺2, then
T̺ = T̺1 + T̺2 .
In particular a representation is maximal if and only if it is glued from maximal
representations. For more details see Section 5.1 and Theorem 3.1.6.
A strong motivation for the study of maximal representations is Goldman’s the-
orem, which says that maximality of representations into PSL(2,R) characterizes
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holonomy representations of marked hyperbolic structures on the underlying surface
([18]).
Maximal representations have been studied using quite different techniques, such as
bounded cohomology [9, 5, 30, 7, 23, 21, 22] and Higgs bundle techniques [17, 20, 4].
For an introduction and an overview we refer the reader to [8].
Before we turn to our main results, we briefly recall classical Fenchel-Nielsen co-
ordinates on Teichmu¨ller space. They are enabled to the fact that each orientable
surface of negative Euler characteristic can be decomposed into pairs of pants (see
Figure 1 and Figure 2) and that marked hyperbolic structures are easy to describe
on a pair of pants.
Figure 1. Σ0,3 or Pair of Pants
Figure 2. Decomposition of Σ2 into two pairs of pants.
Namely they are determined uniquely by the length of their boundaries (length
parameter). Gluing of two surfaces along geodesic boundaries is unique up to a
rotation along the boundary, which yield another parameter (twist parameter).
It turns out that length and twist parameter determine the hyperbolic structure
uniquely. For details on Fenchel-Nielsen coordinates see e.g. [1] or [26].
To obtain similar coordinates for (maximal) representations we have to understand
the representations of the fundamental group of the pair of pants on one hand and
the gluing construction for representations on the other hand.
In the sequel we restrict ourselves to representations into the symplectic group
Sp(2n,R).
To state the main theorem for generalized length parameters, denote by B the set
of matrices in GL(n,R) whose eigenvalues have absolute value strictly less than 1.
Its closure B¯ is the set of matrices whose eigenvalues have absolute value less or
equal to 1. We define
R := {(X1, X2, X3) ∈ B¯
3|X3(X
⊤
2 )
−1X1 is symmetric
and positive definite}.
Note that O(n) acts diagonally by conjugation on R. We denote the fundamental
group of a pair of pants by
Γ0,3 = 〈C3, C2, C1|C3C2C1〉
(see the general notation in Section 2.1).
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Here and in the sequel we write elements of Sp(2n,R) as
g =
(
A B
C D
)
,
where A, B, C and D are real n× n-matrices satisfying the following relations:
(1) A⊤D − C⊤B = I, A⊤C = C⊤A, D⊤B = B⊤D.
The following theorem was inspired by [28, Ch. 10], where results of [16] are
presented. Compare also with [19]. We will prove it in Section 4.
Theorem 1.1.2. There exists a homeomorphism
f : R/O(n)→ Repmax(Γ0,3, Sp(2n,R)).
It is induced by the map f¯ : R→ Rep(Γ0,3, Sp(2n,R)) which assigns to (X1, X2, X3) ∈
R the representation ̺ = f¯(X1, X2, X3) of Γ0,3 into Sp(2n,R) defined by
̺(C1) := c1 =
(
X1 0
X1 +X
−1
2 X
⊤
3 (X
⊤
1 )
−1
)
̺(C2) := c2 =
(
−X−13 X
⊤
1 −X2 − (X
⊤
2 )
−1 X2 +X
−1
3 X
⊤
1
−X−13 X
⊤
1 − (X
⊤
2 )
−1 X−13 X
⊤
1
)
̺(C3) := c3 =
(
(X⊤3 )
−1 −(X⊤3 )
−1 −X−11 X
⊤
2
0 X3
)
.
This result can be generalized for maximal representations into any Hermitian Lie
group of tube type, see [29, Prop. 3.4.4].
The Xi can be seen as generalized length parameters. We discuss properties of these
parameters in Section 1.2 below.
Above we introduced the gluing for representations. The following theorem distin-
guishes the cases in which we can glue representations and introduces the corre-
sponding twist parameter.
Theorem 1.1.3. Let ̺ : π1(Σ) → Sp(2n,R) and ¯̺ : π1(Σ¯) → Sp(2n,R) be
(non-necessarily distinct) maximal representation with distinct boundary compo-
nents C ⊂ Σ and C¯ ⊂ Σ¯.
(i) We can conjugate ̺ and ¯̺ such that
(2) c := ̺(C) =
(
X 0
X + (X⊤)−1S (X⊤)−1
)
and
(3) c¯ := ¯̺(C¯) =
(
(X¯⊤)−1 −(X¯⊤)−1 − S¯X¯
0 X¯
)
with X and X¯ invertible and S and S¯ symmetric positive definite.
(ii) The representation classes [̺] and [ ¯̺] can be glued along C and C¯ if and
only if ̺(C)−1 and ¯̺(C¯) are conjugate in Sp(2n,R).
(iii) Suppose X and X¯ contracting, i.e. their eigenvalues have absolute value
strictly less than 1. Then c¯ and c−1 are conjugate in Sp(2n,R) if and only
there exists G ∈ GL(n,R) such that X⊤ = GX¯G−1.
(iv) It X or X¯ has an eigenvalue of absolute value 1, then c¯ and c−1 are not
conjugate in Sp(2n,R).
If c−1 = gc¯g−1 then G is the generalized twist parameter. Theorem 1.1.3 follows
from Theorem 5.1.1, where we also make g explicit.
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Using Theorems 1.1.2 and 1.1.3 one can obtain coordinates for spaces of all max-
imal representation. We present some examples and a general description of the
coordinates in Section 6.
From these coordinates we can deduce some applications. We can count connected
components of spaces of maximal representations of fundamental groups of surfaces
with at least one boundary component:
Theorem 1.1.4. If m ≥ 1 then Repmax(Γg,m, Sp(2n,R)) has 2
2g+m−1 connected
components.
So far connected components have been counted only for representations of fun-
damental groups of closed surfaces [17, 20, 4]. In contrast to the results there, we
have no special connected components for Sp(4,R).
We will prove Theorem 1.1.4 in Section 7. There we also present a class of repre-
sentations which are Anosov and for which the limit curve is continuous.
An important ingredient for the proof of Theorem 1.1.2, which might also be of
independent interest, is:
Theorem 1.1.5. Let G be a Hermitian Lie group of tube type. Let ̺ : Γ0,3 → G
be a representation and denote ci := ̺(Ci). Assume that each ci has a fixed point
yi in the Shilov boundary Sˇ. Then we can express the Toledo invariant as follows:
(4) T̺ =
1
2
(
β(y1, y2, y3) + β(y1, c1 · y3, y2)
)
,
where β denotes the Maslov index.
We introduce the Shilov boundary and the Maslov index in Section 2.2 and prove
this formula in Section 3 below.
1.2. More on Coordinates. The generalized length parametersXi from Theorem
1.1.2 are related to the length parameters for the Teichmu¨ller space introduced
above as follows: consider a hyperbolic structure on a pair of pants and denote by
h a hyperbolization (i.e. a monodromy representation h : π1(Σ) → PSL(2,R)) for
it. Then the length of each boundary component Ci is equal to the translation
length of h(Ci), where for a metric space X and an isometry g of X the translation
length is defined as
τX(g) := inf
x∈X
d(x, gx).
For a hyperbolic element g of PSL(2,R) with eigenvalues λ and λ−1, the translation
length is
τD(g) = 2
∣∣ log |λ|∣∣.
For G = PSL(2,R), the matrices Xi are real numbers and eigenvalues of the ci.
Therefore they determine the boundary length of Ci.
The generalized length parameters Xi had to satisfy X3(X
⊤
2 )
−1X1 symmetric and
positive definite. A direct calculation shows that c3c2c1 = I if and only ifX3(X
⊤
2 )
−1X1
is symmetric. Its signature 1 determines the Toledo invariant. Indeed with Formula
(4) we get
T̺ =
1
2
(n+ sgnX3(X
⊤
2 )
−1X1).
We will use this to write down also a certain type of non-maximal representations
explicitly, see Proposition 4.0.6 below.
1The signature sgn of a symmetric matrix is the number of positive eigenvalues minus the
number of negative eigenvalues.
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With the formulas from Theorem 1.1.2 any triple (X1, X2, X3) ∈ GL(n,R)3 with
X3(X
⊤
2 )
−1X1 symmetric positive definite yields a maximal representation. The Xi
are required to be in B¯ ⊂ GL(n,R) to give unique parameters (c.f. Remark 4.0.7).
Theorem 1.1.3 also has a geometric interpretation for G = Sp(2,R) = SL(2,R). It
corresponds to the fact, that one can glue hyperbolic surfaces along two geodesic
boundaries if and only if they have the same length. Indeed, let Σ1 and Σ2 be
surfaces with boundary components C1 resp. C2 and ̺1 and ̺2 hyperbolizations.
Define c := ̺1(C1) and c¯ := ̺2(C2) and assume that they are in the form of
Theorem 1.1.3. Then the lengths of the corresponding boundaries are equal to the
translation length of c resp. c¯. The translation length is uniquely determined by
the eigenvalues of c and c¯. Then one can glue along these boundary components
if and only if X and X¯ are equal and their absolute values is different from 1, i.e.
c and c¯ are hyperbolic and have the same translation length. But this is precisely
the statement of Theorem 1.1.3.
1.3. Guide for the reader. This article is structured as follows:
Section 2 contains all necessary notions and definitions. Since it contains no new
results, the reader may skip it and come back to it if necessary.
In Section 3 we introduce the Ka¨hler class which we used to define the Toledo
invariant as well as the Souriau index and prove Formula 4.
Theorem 1.1.2 will be proven in Section 4.
In Section 5 we prove Theorem 1.1.3.
The most general statement on the parameters as well as a more detailed discussion
on some examples of representations can be found in Section 6.
Finally we prove the Applications in Section 7.
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2. Preliminaries
In this section we introduce the terminology used throughout this paper.
2.1. Notations. We denote by Σg,m an oriented surface of genus g with m bound-
ary components and by Γg,m its fundamental group. A surface of genus g without
boundary is denoted by Σg, its fundamental group by Γg.
We fix the following standard presentation for Γg,m
Γg,m = 〈A1, B1, . . . , Ag, Bg, C1, . . . , Cm|
[Ag, Bg] . . . [A1, B1]Cm . . . C1 = e〉.
The Cj correspond to loops around boundary components. We call the Ai, Bi and
Cj the standard generators.
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LetG be a topological group. We denote by Hom(Γg,m, G) the set of homomorphism
from Γg,m into G. The group G acts by pointwise conjugation on Hom(Γg,m, G).
The quotient space with respect to this action is
Rep(Γg,m, G) = Hom(Γg,m, G)/G,
the representation variety. We equip Hom and Rep with a topology. If m 6= 0,
then Γg,m is a free group of degree 2g+m− 1 and Hom(Γg,m, G) can be identified
with G2g+m−1 and we can carry over its topology. If m = 0, then we have only one
relation in Γg, hence Hom(Γg, G) is a quotient with respect to this relation and we
can use the quotient topology. If G is algebraic, then so is Hom(Γg,m, G). We also
equip Rep(Γg,m, G) with the quotient topology.
2.2. Hermitian Symmetric Spaces of Tube Type and Jordan Algebras.
The main references for this section are [15] and [24].
Definition 2.2.1. A Lie group G is Hermitian if the associated symmetric space
X has an invariant complex structure. The symmetric space X is called Hermitian
symmetric space. The group G and its symmetric space are of tube type, if X is
biholomorphic to a tube domain
TΩ = V ⊕ iΩ ⊂ V
C,
where V is a finite dimensional real vector space and Ω ⊂ V a convex open cone.
Every symmetric space can be decomposed into an euclidian factor, simple compact
factors and simple non-compact factors [24, Prop. 4.2].
Definition 2.2.2. A symmetric space is of non-compact type if it has no compact
factors.
Example 2.2.3. The group Sp(2n,R) is a Hermitian Lie group of tube type.
Indeed, let V = Symn(R) be the vector space of real symmetric matrices and
Ω ⊂ V be the cone of symmetric positive definite matrices. Define
D := {X ∈ V C| ‖X‖ < 1},
where ‖ · ‖ is the spectral norm on V C = Symn(C). Equipped with its Bergman
metric D is a bounded symmetric domain [15, Ch.X].
Note that D is centered, i.e. it is invariant under multiplication with elements of
S1 ⊂ C. It is possible to realize each bounded symmetric domain as a centered
domain.
The domain D is biholomorphically equivalent to
TΩ := V ⊕ iΩ = {X ∈ Symn(C)| imX positive definite },
where explicit maps are given by the Cayley transform and its inverse:
c :
{
D → TΩ
Z 7→ i(I + Z)(I − Z)−1
and
p :
{
TΩ → D
z 7→ (Z − iI)(Z + iI)−1.
.
The group Sp(2n,R) acts on TΩ via(
A B
C D
)
X = (AX +B)(CX +D)−1.
8 TOBIAS STRUBEL
Therefore Sp(2n,R) is of tube type.
Recall that
(5)
(
A B
C D
)−1
=
(
D⊤ −B⊤
−C⊤ A⊤
)
The bounded symmetric domain D associated with a Hermitian Lie group G is
a bounded subset of a complex vector space, hence we can define the topological
compactification D¯. Its boundary decomposes into G-orbits and there is a unique
closed one. This is the Shilov boundary Sˇ. For more details on the topological
compactification and the Shiov boundary we refer to [31] and [11].
Example 2.2.4. For G = Sp(2n,R) the Shilov boundary is:
Sˇ = {X ∈ Symn(C)| |λ| = 1 for all eigenvalues λ of X}.
Remark 2.2.5. From this expression and the definition of the Cayley transform c it
is immediately clear that c is not defined on whole Sˇ, but only on the set of X ∈ Sˇ
such that X − I is invertible. In the view of Definition 2.2.7 below this the case
if and only if X ⋔ I. The Cayley transform maps this set surjectivly to V . In
particular
p(V ) = {X ∈ Sˇ|X ⋔ I}
is an open and dense subset of Sˇ.
Example 2.2.6. The Shilov boundary for Sp(2n,R) can be identified with the
the space of Lagrangians L(R2n) of a symplectic vector space R2n. Indeed the La-
grangian subspace spanned by the standard basis vectors en+1, . . . , e2n is stabilized
by the subgroup {(
A 0
C D
)
∈ Sp(2n,R)
}
and this is also the stabilizer of the point 0 ∈ V . In both cases Sp(2n,R) acts tran-
sitively, hence one can identify Sˇ and L(R2n) as homogeneous Sp(2n,R)-spaces.
The relation between all the objects introduced so far becomes more conceptual
if one introduces Jordan algebras. A Jordan algebra is a commutative algebra V
which satisfies
x2(xy) = x(x2y), ∀x, y ∈ V.
We refer the reader to [15] for an introduction to Jordan algebras as well as to [2]
for the relation between bounded symmetric domains and Jordan algebras.
A Jordan frame for the Jordan algebra Symn(R) is a set of idempotents {ci} such
that
• cicj = 0 for all i 6= j,
•
∑
ci = I,
• no ci can be written as the sum of two idempotents.
The easiest Jordan frame for V = Symn(R) is the set of matrices with one 1 on the
diagonal and zero elsewhere. All other Jordan frames are conjugate under O(n) to
this one. Every element Z ∈ Symn(R) can be written as
Z = λ1c1 + · · ·+ λncn,
where the λi are real numbers and {ci} a Jordan frame. The Jordan algebra deter-
minant is defined as
detV (Z) =
∏
λi.
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Definition 2.2.7. Two elements X,Y of V C = Symn(C) are transverse (denoted
by X ⋔ Y ) if det(X − Y ) 6= 0.
For various characterizations of transversality in the Shilov boundary see [23, Propo-
sition 14]. The Cayley transform preserves transversality ([15, p.200 ff]).
Definition 2.2.8. Fix a Jordan frame {ci} and define for k ∈ {0, . . . , n}
Ik :=
k∑
j=1
cj −
n∑
j=k+1
cj .
Let (Y1, Y2, Y3) be a triple of pairwise transverse points in the Shilov boundary Sˇ.
Following [13] we define the Maslov index
β(Y1, Y2, Y3) = 2k − n
if there exists g ∈ G such that g(Y1, Y2, Y3) = (−e,−iIk, e).
For the Jordan frame for V = Symn(R) defined above we have
Ik =
(
1k
−1n−k
)
,
where 1k is the k×k unit matrix. The Maslov index is skew-symmetric, G-invariant
and it classifies G-orbits of triples of pairwise transverse points in the Shilov bound-
ary. It can be defined for arbitrary triples in the Shilov boundary (see [12] and [10]
and the references therein).
It takes values in {−n, . . . , n} and a triple (Y1, Y2, Y3) is maximal if β(Y1, Y2, Y3) =
n.
Example 2.2.9. We will now express the Maslov index of a pairwise transverse
triple (Y1, Y2, Y3) in the boundary V = Symn(R) ⊂ T¯Ω.
Assume that there exists g ∈ Sp(2n,R) such that g(Y1, Y2, Y3) = (−e,−iεk, e). The
Cayley transform c maps this −e to 0 ∈ V and −iIk to Ik. As mentioned above c(I)
is not defined. However we can add a point ∞ to V whose stabilizer in Sp(2n,R)
is the stabilizer of I ∈ Sˇ.
Let Y1 = 0 and Y3 =∞ and Y2 be transverse to them. Since Y2 is symmetric, there
exists M ∈ GL(n,R) and k such that Y2 =MIkM⊤. Observe that for
g =
(
M−1
M⊤
)
∈ Sp(2n,R),
we have g(Y1, Y2, Y3) = (0, Ik,∞) and
β(Y1, Y2, Y3) = β(0, Ik,∞) = 2k − n = sgn Ik.
Definition 2.2.10. Let V be a Jordan algebra and τ(x, y) := trL(xy¯). Then V is
semi-simple, if τ is non-degenerate. The structure group Str(V ) of a semi-simple
Jordan algebra V is:
Str(V ) := {g ∈ GL(V )|P (gx) = gP (x)g∗},
where g∗ is the adjoint of g w.r.t. τ .
Finally we introduce the character χ (cf. [12, p.99]):
Definition 2.2.11. Let V be a real or complex Jordan algebra and Str(V ) be the
structure group of V . Then we define the character χ on Str(V ) via:
detV (gx) = χ(g)detV (x),
where g ∈ Str(V ), x ∈ V and detV is the Jordan algebra determinant.
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Lemma 2.2.12. Let D ⊂ V C be a circled bounded symmetric domain of tube type.
Then K, the stabilizer of 0 in the isometry group, is contained in the Str(V C)
Proof. From Lemma A.2 [23] follows that every k ∈ K acts linearly on V C. Fur-
thermore k is an isometry, hence it preserves the Shilov boundary. Therefore, by
Proposition X.3.1 in [15], it is contained in Str(V C). 
3. A Formula for the Toledo Invariant
In this section we prove Theorem 1.1.5. The proof is based on the expression of the
Toledo invariant (as defined in the introduction) as the sum of generalized rotation
numbers in [9, Theorem 13]. We will write the rotation number in terms of the
Souriau index, which provides a link between this rotation number and the Maslov
index. Throughout this section we denote by G a Hermitian Lie group of tube type
and by G˜ its universal cover.
3.1. The Toledo Invariant. Let g be the metric of D scaled such that the minimal
sectional curvature is −1 and J an invariant complex structure on D, then
ω(X,Y ) := g(JX, Y )
is a Ka¨hler form on D ([5, Lemma 2.1]). For z1, z2, z3 ∈ D we denote by T (z1, z2, z3)
the geodesic triangle with vertices z1, z2 and z3. Then
c(z1, z2, z3) :=
∫
T (z1,z2,z3)
ω.
Now choose a base point o ∈ D and define for g1, g2, g3 ∈ Sp(2n,R)
cG(g1, g2, g3) :=
1
2π
c(g1o, g2o, g3o).
This is a G-invariant homogeneous cocycle which is bounded ([14]).
Definition 3.1.1. The cocycle cG defines cohomology classes κG ∈ H
2
c(G,R) resp.
κbG ∈ H
2
cb(G,R), the Ka¨hler class resp. the bounded Ka¨hler class.
Another cocycle for G can be defined using the Maslov index. Let b ∈ Sˇ be an
arbitrary base point. Then
cβ,b(g1, g2, g3) := β(g1b, g2b, g3b).
Note that cβ,b and cβ,b′ are maybe not equal, but they are cohomologous ([6, Prop
4.3]).
Again we have:
Definition 3.1.2. The cocycle cβ,b defines cohomology classes κβ ∈ H
2
c(G,Z) resp.
κbβ ∈ H
2
cb(G,Z).
Proposition 3.1.3. ([6, Prop.4.3])
κβ = 2κG and κ
b
β = 2κ
b
G
Both classes can be used to define the Toledo invariant as in the introduction.
For the proof of Formula 4 the following theorem is crucial. Burger, Iozzi and
Wienhard define in [9, Ch.7] a generalized rotation number Rotκ : G → R/Z for
every cohomology class κ ∈ H2(G,Z). It admits a unique lift R˜otκ : G˜ → R with
R˜otκ(e) = 0.
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Theorem 3.1.4. [9, Thm. 8.2] Let m ≥ 1 and ̺ : Γg,m → G be a maximal
representation. Then
(6) T̺ := −
m∑
i=1
R˜otκb
G
(˜̺(Ci)),
where ˜̺ is some lift of ̺ to G˜.
For the sake of completeness we state the analogous theorem for closed surfaces.
The commutator map G×G→ G˜ is defined as
[g, h]∼ := [g˜, h˜],
where g˜ and h˜ are arbitrary lifts.
Theorem 3.1.5. Let κ ∈ H2c (G,Z) and ̺ : Γg → G be a representation. Then
T̺ = −R˜otκbG
 g∏
j=1
[̺(Ai), ̺(Bi)]
∼
 .
This is Theorem 8.3 in [9].
In the following Theorem we collect some properties of the Toledo invariant used
later in the text. For more details see [9].
Theorem 3.1.6. ([9, Thm 1, Prop. 3.2])
(i) |T̺| ≤ |χ(Σ)| rkD (Milnor-Wood inequality)
(ii) T• is continuous
(iii) If ∂Σ = ∅, then the image of T• is finite
(iv) If ∂Σ 6= ∅, then T• is surjective on the interval[
− |χ(Σ)|D, |χ(Σ)| rkD
]
(v) Let Σ be a surface divided by a separating loop l into two subsurfaces Σ1
and Σ2. Denote by ̺1 and ̺2 the restrictions of ̺ to Σ1 resp. Σ2. Then
T̺ = T̺1 + T̺2
(vi) Let Σ′ be a surface obtained by cutting a surface Σ along a non-separating
loop. Let i : Σ′ → Σ be the canonical map. Then
Ti∗̺ = T̺.
In the introduction we defined maximal representations using the Toledo invariant.
An equivalent characterization of maximal representations is [9, Thm. 8]:
Theorem 3.1.7. Fix h a hyperbolization for Σ. A representation ̺ : Γ → G is
maximal if and only if there exists a limit curve ϕ : S1 → Sˇ which is left continuous,
̺-equivariant and which maps maximal triples in S1 to maximal triples in Sˇ.
We end this section with a remark on the relation between homogeneous and inho-
mogeneous cocycles, because both types will appear in the following sections:
Remark 3.1.8. Group cohomology can be defined via homogeneous cocycles with
boundary operator
(δnf)(g0, . . . , gn) :=
n∑
i=0
(−1)if(g0, . . . , gˆi, . . . , gn).
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or inhomogeneous cocycles with boundary operator
(dnf)(g1, . . . , gn+1) =
n∑
i=1
(−1)if(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1f(g1, . . . , gn) + f(g2, . . . , gn+1).
They are intertwined as follows: let f be an inhomogeneous n-cocycle, i.e. δf = 0,
then
f˜(g0, g1, . . . , gn) := f(g
−1
0 g1, g
−1
1 g2, . . . , g
−1
n−1gn)
is an homogeneous cocycle. Its inverse is provided by
h¯(g1, . . . , gn) := h(e, g1, g1g2, g1g2g3, . . . , g1g2g3 . . . gn),
where h is a homogeneous cocycle.
3.2. The Souriau Index. In this section we define the Souriou index which is
an essential building block in the proof of Theorem 1.1.5. It is based on [12].
Throughout this section G is a Hermitian Lie group of tube type, D its centered
bounded symmetric domain and we denote by K the stabilizer of 0 ∈ D. It is a
maximal compact subgroup of G.
The universal covering of the Shilov boundary Sˇ, denoted by Rˇ, is given by
Rˇ = {(σ, θ)|σ ∈ Sˇ, θ ∈ R, detV σ = eirθ},
where r = rkG ([12, Thm 3.5]) and detV the Jordan algebra determinant. Denote
by G˜ the universal cover of G.
Definition 3.2.1. Let σ˜1 = (σ1, θ1), σ˜2 = (σ2, θ2) ∈ Rˇ. They are transversal
(σ˜1 ⋔ σ˜2) if σ1 and σ2 are transversal. If σ˜1 ⋔ σ˜2, then there exists g˜ ∈ G˜ such that
g˜σ˜1 =
(∑
eiθjcj , θ
)
, g˜σ˜2 =
(∑
eiϕjcj , ϕ
)
for some Jordan frame {ci}.
Define the Souriau index for transversal points:
m(σ˜1, σ˜2) =
1
π
[∑
{θj − ϕj + π} − r(θ − ϕ)
]
,
where {x} is the unique representative of [x] mod 2π in (−π, π). Note that transver-
sality is equivalent to ϕi 6= θi for all i, whence m is well-defined.
If σ˜1 and σ˜2 are not transversal then define
m(σ˜1, σ˜2) := β(σ1, σ2, σ3) +m(σ˜1, σ˜3) +m(σ˜3, σ˜2),
where σ˜3 := (σ3, θ3) ∈ Rˇ is transversal to σ˜1 and σ˜2 and β is the Maslov index.
The following proposition collects properties of the Souriau index ([12, Prop. 5.3
and 5.4]):
Proposition 3.2.2. The Souriau index is skew-symmetric, i.e. m(σ˜1, σ˜2) = −m(σ˜2, σ˜1)
and G˜-invariant.
Remark 3.2.3. By [12, Thm. 6.1] we have the following relation between the
Souriau-index and the Maslov index on the Shilov boundary: let a, b, c ∈ Sˇ and
a˜, b˜, c˜ ∈ Rˇ be arbitrary lifts. Then
(7) β(a, b, c) = m(a˜, b˜) +m(b˜, c˜) +m(c˜, a˜).
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Proposition 3.2.4. Let x˜1, x˜2 ∈ Rˇ two lifts of x ∈ Sˇ and y˜ ∈ Rˇ arbitrary. Then
m(x˜1, x˜2) = m(x˜1, y˜) +m(y˜, x˜2).
Proof. We use Formula 7. We have:
0 = β(x, x, y) = m(x˜1, x˜2) +m(x˜2, y˜) +m(y˜, x˜1)
and the statement follows from the skew-symmetry of m. 
Immediate consequences from Proposition 3.2.4 and the G-invariance are:
Lemma 3.2.5. Let g ∈ G and x ∈ Sˇ fixed by g. Let g˜ ∈ G˜ and x˜ ∈ Rˇ be lifts.
Then m(g˜nx˜, x˜) = n ·m(g˜x˜, x˜).
Lemma 3.2.6. Let x ∈ Sˇ and x˜ ∈ Rˇ a lift. Let H < G˜ be the lift of the stabilizer
of x in G. Then
m( · x˜, x˜) : H → R
is a homogeneous quasimorphism.
Lemma 3.2.7. Let g ∈ G, y ∈ Sˇ a fixed point of g and x ∈ Sˇ an arbitrary point.
Let x˜ and y˜ be arbitrary lifts of x and y and g˜ a lift of g which fixes y˜ ∈ Rˇ.
Then
β(y, gx, x) = m(g˜x˜, x˜).
Proof. By Formula (7) and the assumptions we have
β(y, gx, x) = m(y˜, g˜ · x˜) +m(g˜ · x˜, x˜) +m(x˜, y˜).
By G˜-invariance and skew-symmetry we have m(y˜, g˜x˜) +m(x˜, y˜) = 0. 
Remark 3.2.8. Let σ1, σ2 ∈ Sˇ transversal. Let k ∈ K such that
kσ1 =
∑
eiθjcj , kσ2 =
∑
eiϕjcj ,
for some Jordan frame {cj}. As in [12, Ch.5] we define
Ψ(σ1, σ2) :=
∑
{θj − ϕj + π}.
If σ1 and σ2 are not transversal, there exists σ3 ∈ Sˇ transversal to both of them
and we define
Ψ(σ1, σ2) := πβ(σ1, σ2, σ3) + Ψ(σ3, σ2) + Ψ(σ1, σ3).
In particular
(8) β(σ1, σ2, σ3) =
1
π
[
Ψ(σ1, σ2) + Ψ(σ2, σ3) + Ψ(σ3, σ2)
]
.
Ψ is invariant under K and skew-symmetric ([12, Prop.5.4]).
An important property of Ψ is [12, Formula (16)]:
e2iΨ(σ,τ) = (detV σ)
2(detV τ)
−2,
where, again, detV is the Jordan algebra determinant.
Proposition 3.2.9. Fix b ∈ Sˇ. Then the map
f :
{
K → R/Z
k 7→
[
1
πΨ(b, kb)
]
is a homomorphism. It does not depend on b.
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Proof. Let k1, k2 ∈ K. Then
e2iΨ(b,k1k2b) = (detV b)
2(detV k1k2b)
−2 = χ(k1k2)
−2(detV b)
2(detV b)
−2
=χ(k1)
−2(detV b)
2(detV b)
−2χ(k2)
−2(detV b)
2(detV b)
−2 = e2i
(
Ψ(b,k1b)+Ψ(b,k2b)
)
,
where χ is the character on Str(V C) introduced in Definition 2.2.11. Therefore f is
a homomorphism.
Now we show independence of b: let b, b′ ∈ Sˇ. Then there exists l ∈ K such that
b′ = lb. Then Ψ(b′, kb′) = Ψ(b, l−1klb) for all k ∈ K. Since f is a homomorphism
into the abelian group R/Z, Ψ(b, l−1klb) = Ψ(b, kb), for all k. Hence f does not
depend on b. 
3.3. The Rotation Number and the Souriau Index. Recall κβ ∈ H
2(G,Z),
defined in Section 3.1. We will express the rotation number Rotκβ in terms of the
map Ψ defined in Section 3.2.
Proposition 3.3.1. Fix b ∈ Sˇ. Given g ∈ G, let g = geghgu its refined Jordan
decomposition. Let k ∈ C(ge) ∩K, where C(ge) is the conjugacy class of ge. Then
Rotκβ (g) =
[
1
π
Ψ(b, kb)
]
∈ R/Z.
For the refined Jordan decomposition see [27] or [3].
Proof. Recall that 1πΨ(b, kb) defines a homomorphism K → R/Z (Proposition
3.2.9). Define B := 〈g〉. Given h, h′ ∈ B the refined Jordan decompositions are
compatible, i.e. h′e, h
′
u, h
′
h, hu, he, hh commute pairwise. Since Rot is conjugation
invariant ([9, Lem.7.2]), we can assume that the elliptical part k of g in the refined
Jordan decomposition is in K. Under this assumptions this holds for all elements
in B, because the Jordan decompositions are compatible.
We are searching for fB : B → R which defines a homomorphism B → R/Z and
such that ∂fb is a representative of κβ . Let g = gughk be the refined Jordan de-
composition of g. Choose b ∈ Sˇ such that gugh fixes b. Then for any h ∈ B, huhh
fixes b, since h is the limit of powers of g and their refined Jordan decompositions
are compatible. Now we define
fB :
{
B → R
h 7→ 1πΨ(b, hb).
Note that Ψ(b, kb) = Ψ(b, heb) and therefore by Proposition 3.2.9 it defines a ho-
momorphism B → R/Z.
It remains to show δfB = κβ|B . Let g1, g2 ∈ B and denote by k1, k2 ∈ K the
respective elliptic parts of the refined Jordan decomposition:
δfB(g1, g2) =fB(g1)− fB(g1g2) + fB(g1)
=
1
π
[Ψ(b, k1b)−Ψ(b, k1k2b) + Ψ(b, k2b)]
=
1
π
[Ψ(b, k1b) + Ψ(k1b, k1k2b) + Ψ(k1k2b, b)]
=β(b, k1b, k1k2b) = β(b, g1b, g1g2b),
where we used K-invariance of Ψ and Formula (8). This finishes the proof, because
β(b, g1b, g1g2b) is an inhomogeneous cocycle defining κβ (c.f. Remark 3.1.8). 
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Definition 3.3.2. Let G be a group and f : G → R be a map. Then f is a
quasimorphism, if there exists C ∈ R such that
|f(gh)− f(g)− f(h)| ≤ C, ∀g, h ∈ G.
A quasimorphism is homogeneous, if f(gn) = nf(g) for all g ∈ G and n ∈ Z.
Proposition 3.3.3. Let
τ(g˜) := lim
n→∞
m(b˜, g˜nb˜)
n
.
be the homogenization of g˜ 7→ m(b˜, g˜b˜). Then τ is a quasimorphism of G˜ and
τ = −R˜otκβ
Proof. From [12, Ch.10] we get that τ does not depend on b˜ and it is a homogeneous
quasimorphism. Since τ(e) = R˜otκβ (e) = 0 it is enough to show that
τ(g˜) = −Rotκβ (g) mod Z
for g ∈ G and g˜ any lift, because the lifts of both sides are unique. First note
that both sides are conjugation invariant and only depend on the elliptic part of
the refined Jordan decomposition of g. Hence it is enough to show this equality for
g = k ∈ K.
By Proposition 10.4 in [12] and Proposition 3.3.1 we have
e2iπτ(k˜) = χ(k)2 = e−2iπΨ(b,kb)/π = e−2iπRotκβ
for all k ∈ K and all lifts k˜ of k. 
Corollary 3.3.4. Let g ∈ G and x ∈ Sˇ a fixed point of g. Let g˜ ∈ G˜ and x˜ ∈ Rˇ be
lifts. Then
R˜otκβ (g˜) = m(g˜x˜, x˜)
and R˜otκβ (g˜) = 0 if g˜ has a fixed point in Rˇ.
Proof. We calculate
τ(g˜) = lim
n→∞
m(g˜nx˜, x˜)
n
= lim
n→∞
n ·m(g˜x˜, x˜)
n
= m(g˜x˜, x˜),
where we have used Lemma 3.2.5. 
Recall the classical translation number T on ˜PSL(2,R). Let g ∈ PSL(2,R) and
g˜ ∈ ˜PSL(2,R) a lift and x˜ ∈ R. Then:
T (g˜) = lim
n→∞
g˜nx˜− x˜
n
.
Remark 3.3.5. The number T (g˜) is independent of x˜. If g ∈ PSL(2,R) has a fixed
point x ∈ S1 and g˜ and x˜ are lifts, then T (g˜) = g˜x˜− x˜.
Proposition 3.3.6. Let g ∈ PSL(2,R) and g˜ ∈ ˜PSL(2,R) a lift.
R˜otκβ (g˜) = −T (g˜).
Proof. The map T satisfies T (e) = 0 and
−T (g˜) = Rotκβ mod Z
(see Proposition 3.3.1 and Remark 3.2.8). Hence −T (g˜) = R˜otκβ (g˜). 
We finish this subsection with a short lemma, which we will need later.
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Lemma 3.3.7. Let f be a homogeneous quasimorphism. Then f(g) = −f(g−1).
Proof. Since f(e) = f(en) = nf(e) for all n ∈ N, f(e) = 0. By the definition of
quasimorphism we have:
n|f(g) + f(g−1)| = |f(gn) + f(g−n)− f(e)| ≤ r
for all n ∈ N, hence f(g) + f(g−1) = 0. 
3.4. Proof of Theorem 1.1.5.
Proof of Theorem 1.1.5. For the calculation of the Toledo invariant according to
Theorem 3.1.4 we have to choose a lift ˜̺. Define ci := ̺(Ci). We choose c˜1 := ˜̺(C1)
and c˜2 := ˜̺(C2) such that both have fixed points in Rˇ, which is possible since c1
and c2 have fixed points in Sˇ. Then c˜3 := (c˜2c˜1)
−1 is a lift of c3 and by definition
c˜1, c˜2 and c˜3 define a representation of Γ0,3 into G˜.
Since c˜1 and c˜2 have fixed points in Rˇ, we have R˜otκβ (c˜1) = R˜otκβ (c˜2) = 0 (Corol-
lary 3.3.4). Therefore it suffices to calculate R˜otκβ (c˜3). Since R˜ot is a homogeneous
quasimorphism ([9, Thm.11]), we have R˜otκβ (c˜) = −R˜otκβ (c˜
−1) (see [9] and Prop
3.3.7), hence
R˜otκβ (c˜3) = R˜otκβ ((c˜2c˜1)
−1) = −R˜otκβ (c˜2c˜1).
By Corollary 3.3.4, R˜otκβ (c˜2c˜1) = m(y˜3, c˜2c˜1y˜3), since y˜3 is the lift of a fixed point
of c2c1. Furthermore (Lemma 3.2.4)
m(c˜2c˜1y˜3, y˜3) = m(c˜1y˜3, y˜3) +m(c˜2c˜1y˜3, c˜1y˜3)
We can summarize the discussion above to
T̺ =− R˜otκβ (c˜1)− R˜otκβ (c˜2)− R˜otκβ (c˜3) = −R˜otκβ (c˜3)
=R˜otκβ (c˜2c˜1) = m(c˜2c˜1y˜3, y˜3) = m(c˜1y˜3, y˜3) +m(c˜2(c˜1)y˜3, c˜1y˜3)
Now we will express the right hand side in terms of the Maslov index. By Lemma
3.2.7 we get
m(c˜1y˜3, y˜3) +m(c˜2(c˜1y˜3), c˜1y˜3) = β(y1, c1 · y3, y3) + β(y2, c2(c1y3), c1y3)
and
β(y2, c2(c1y3), c1y3) + β(y1, c1 · y3, y3)
=β(c1 · y3, y2, y3) + β(y1, c1 · y3, y3)
=β(y1, c1 · y3, y2) + β(y1, y2, y3).
In the first step we used G-invariance, the fact that c2c1 = c
−1
3 and the anti-
symmetry and in the second step the cocycle property. This finishes the proof. 
Remark 3.4.1. The proof of Theorem 1.1.5 relies on the fact that m(x˜, g˜x˜) behaves
like a homogeneous quasimorphism if x˜ is the lift of a fixed point of g. Therefore we
cannot expect a similar formula for representations where one or more generators
do not have a fixed point. In particular the right hand side of the formula only takes
a finite number of values, but since Γ0,3 is free, the Toledo invariant is surjective
on the interval [−r, r], where r is the rank of G ([9, Thm.1]).
Corollary 3.4.2. Let ̺ be a maximal representation of Γ0,3 into a Hermitian Lie
group G of tube type. Then
(i) each ci := ̺(Ci) has a fixed point yi ∈ Sˇ,
(ii) β(y1, y2, y3) = r,
(iii) β(y1, c1 · y3, y2) = r.
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Conversely if ̺ satisfies (i)-(iii), then ̺ is maximal.
Proof. Let ̺ : Γ0,3 → G be a maximal representation. Then (i) follows from [9,
Lemma 8.8]. Properties (ii) and (iii) as well as the converse follow immediately
from Formula (4). 
Remark 3.4.3. An important consequence of Proposition 3.4.2 (ii) is the fact that
given a fixed point yi of ci, all fixed points of cj with j 6= i are transverse to yi.
In particular, if we calculate in TΩ as in Section 2.2, we can assume that yi = ∞.
Then every fixed point of cj , i 6= j is contained in V .
Remark 3.4.4. Note that there there are other possibilities to state the formula:
The Maslov index is antisymmetric and G-invariant, hence
(9) β(y1, c1 · y3, y2) = β(y2, c2 · y1, y3) = β(y3, c3 · y2, y1),
i.e. we can also express the Toledo invariant in terms of c2y1 or c3y2 and the fixed
points y1, y2 and y3.
4. Representations of Γ0,3 into Sp(2n,R)
The purpose of this section is the proof of Theorem 1.1.2 using Proposition 4.0.6
and Proposition 4.0.8 below. In the following remark we will fix the model for the
symmetric space and its boundary on which we perform all calculations.
Remark 4.0.5. Let ̺ be a maximal representation into Sp(2n,R). Then the image of
its limit curve in Sˇ is a ̺(Γ)-invariant subset of Sˇ such that any two different points
are transversal. Recall from Remark 2.2.5 that the image of V = Symn(R) ⊂ T¯Ω
under the Cayley transform consists of all elements which are transversal to the
point I ∈ Sˇ. Hence we can assume that ϕ(S1) − {pt} ⊂ p(Symn(R)) ⊂ Sˇ. So if
we add a point ∞ to T¯Ω whose stabilizer in Sp(2n,R) is the same as the one of
I ∈ Sˇ, then Symn(R) ∪ {∞} contains a ̺(Γ)-invariant subset. Moreover if ∞ is a
fixed point of, say, ̺(C3) then all fixed points of ̺(C1) and ̺(C2) are contained in
Symn(R), even the ones that are not on the limit curve (c.f. Remark 3.4.3). So
we add ∞ to T¯Ω. This point “equals p(I)” and it can be seen as the limit point of
all sequences of diagonal matrices in T¯Ω where all eigenvalues go to infinity. Using
this description we get the following action of Sp(2n,R) on ∞:(
A B
C D
)
∞ = AC−1
and (
A B
C D
)
X =∞
if and only if CX +D = 0.
Recall that for k ∈ {0, . . . , n}, we defined
Ik :=
(
1k
−1n−k
)
,
where 1k denotes the k × k identity matrix.
Proposition 4.0.6. Let ̺ : Γ0,3 → Sp(2n,R) such that c1 := ̺(C1) fixes 0, c2 :=
̺(C2) fixes Ii, ̺(C3) fixes ∞ and such that ̺(C1)∞, 0, e and ∞ are pairwise
transversal. Then there exists X1, X2, X3 ∈ GL(n,R) with X3(X⊤2 )
−1X1 symmetric
such that
c1 =
(
X1 0
X−12 X
⊤
3 + IiX1 (X
⊤
1 )
−1
)
,
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c2 =
(
−Ii(X⊤2 )
−1 − IiX
−1
3 X
⊤
1 Ii −X2Ii IiX
−1
3 X
⊤
1 +X2
−(X⊤2 )
−1 −X−13 X
⊤
1 Ii X
−1
3 X
⊤
1
)
c3 =
(
(X⊤3 )
−1 −(X⊤3 )
−1Ii −X
−1
1 X
⊤
2
0 X3
)
and
(10) T̺ = i+ j − n,
where j = 12 (β(0, ̺(C1)∞, Ii) + n).
This proposition will be proven in Section 4.1 below.
Remark 4.0.7. Proposition 4.0.6 is not enough to prove Theorem 1.1.2, because we
want to parametrize conjugacy classes of representations and there are conjugate
representations which both have the form as in Proposition 4.0.6 but for noncon-
jugate (X1, X2, X3). Indeed, let ̺ be a maximal representation with ̺(Ci) = ci
as in Proposition 4.0.6 such that some ci has more than one fixed point in the
Shilov boundary. Such ̺ exists,as, for example, hyperbolic elements in SL(2,R)
have two fixed points in the Shilov boundary S1. Take any triple (Y1, Y2, Y3) of
fixed points for the ci. By Corollary 3.4.2 we have: β(Y1, Y2, Y3) = n, hence there
exists g ∈ Sp(2n,R) such that g(0, e,∞) = (Y1, Y2, Y3). Then ̺ as well as g̺g−1
are in the form as in Proposition 4.0.6 and hence they give different parameters
Xi for the same conjugacy class. To circumvent this problem we need canonical
representatives for each conjugacy class. Proposition 4.0.8 below yields a dynamical
criterion to obtain a canonical fixed points for any ̺(Ci), map them to (0, e,∞)
and apply Proposition 4.0.6 and obtain coordinates (X1, X2, X3) which are unique
up simultaneously conjugation with the stabilizer of the triple (0, e,∞).
Denote by σ(A) the spectrum of A ∈ GL(n,R).
Proposition 4.0.8. Let
(11) c =
(
A 0
A+ (A⊤)−1S (A⊤)−1
)
∈ Sp(2n,R),
where A is invertible and S symmetric and positive definite.
(i) If σ(A) ⊂ S1 , then 0 is the unique fixed point of c in V .
(ii) If σ(A) * S1, then c has a unique fixed point Y in which the action is
non-expanding. There exists g ∈ Sp(2n,R) which maps 0 to Y such that
gcg−1 =
(
A′ 0
C′ (A′⊤)−1
)
where A′ has no eigenvalue of absolute strictly
value bigger that 1 and C′ is some n× n-matrix.
In case (i) we call 0, in case (ii) we call Y the canonical fixed point of c.
We prove Proposition 4.0.8 in Section 4.2.
Proof of Theorem 1.1.2. First we show that the map f is well-defined. A direct
calculation shows that for c1, c2 and c3 the product c3c2c1 is equal to the identity
if and only if X3(X
⊤
2 )
−1X1 is symmetric. It remains to show that f¯(X1, X2, X3)
does not depend on the representative of the equivalence class in R/O(n). Let
(X1, X2, X3) ∈ R and k ∈ O(n) and c1, c2 and c3 be the generators of f¯(X1, X2, X3).
Then the generators of f¯(kX1k
−1, kX2k
−1, kX3k
−1) are lc1l
−1, lc2l
−1 and lc3l
−1
where
l =
(
k 0
0 k
)
,
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hence f¯(X1, X2, X3) and f¯(kX1k
−1, kX2k
−1, kX3k
−1) are in the same conjugacy
class in Rep(Γ0,3, Sp(2n,R)) and f is well-defined. Furthermore f¯(X1, X2, X3) is
maximal by Formula (10) in Proposition 4.0.6.
To show that f is bijective, we construct an inverse map. The main ingredients are
Proposition 4.0.6 and Proposition 4.0.8. Let ̺′ be a maximal representation and
define c′i := ̺
′(Ci).
Every c′i is conjugate to some c as in Theorem 1.1.3 (i). Therefore we can apply
Proposition 4.0.8 and each c′i has a canonical fixed point X
+
i (in which it acts
non-expandingly). Since the triple (X+1 , X
+
2 , X
+
3 ) is maximal (Cor. 3.4.2), there
exists h ∈ Sp(2n,R) which maps this triple to (0, e,∞). Therefore the images
of C1, C2 resp. C3 under the representation ̺ := h̺
′h−1 fix 0, e resp. ∞. We
can apply Proposition 4.0.6 and get (X1, X2, X3) with X3(X
⊤
2 )
−1X1 symmetric
positive definite, such that ̺ = f¯(X1, X2, X3). By construction the ̺(Ci) are non-
expanding in 0, e and ∞, respectively, hence (X1, X2, X3) ∈ R. Since h is unique
up to left-multiplication with k ∈ stabG((0, e,∞)) = O(n), the triple (X1, X2, X3)
is unique up to conjugation by an element in O(n). This provides a map inverse to
f¯ . 
4.1. Parameters for Representations of Γ0,3. In this section we proof Propo-
sition 4.0.6.
Proof of Proposition 4.0.6. The proof relies on the information for the position of
the points c1 · ∞, c2 · 0 and c3 · Ii in V expressed in terms of the Maslov index in
Corollary 3.4.2.
Define Z1, Z2 and Z3 in Sˇ by
Z1 := c3 · Ii(= c
−1
1 · Ii), Z2 := c1 · ∞(= c
−1
2 · ∞), Z3 := c2 · 0(= c
−1
3 · 0),
where the second equalities hold because c3c2c1 = id.
We can summarize that to the following conditions for the ci:
(12) c1 :

0 7→ 0
Z1 7→ Ii
∞ 7→ Z2
c2 :

Ii 7→ Ii
Z2 7→ ∞
0 7→ Z3
c3 :

∞ 7→ ∞
Z3 7→ 0
Ii 7→ Z1
These conditions give a system of three equations for c1, c2 and c3 which determine
each of them up to an element of the stabilizer of a certain triple in Sˇ. We will
determine all solutions of these equations.
By (9) we have
(13) β(0, Z2, Ii) = β(Z1, 0,∞) = β(Ii, Z3,∞) = 2j − n
for some j ∈ {0, . . . , n} and by Example 2.2.9 this is the case if and only if the
symmetric matrices −Z1, Z
−1
2 − Ii and Z3 − Ii have the same signature. If Z is
a symmetric matrix of signature 2j − n, then there exists an invertible matrix M ,
such that Z =MIjM
⊤.
For such a Z, the equation Z = MIjM
⊤ determines M uniquely up to a right
multiple k ∈ O(j, n − j). Note that k ∈ O(j, n − j) if and only if kIlk⊤ = Il or
equivalently IlkIl = (k
⊤)−1. So for the rest of the proof we fix M1, M2 and M3 s.t.
(14) − Z1 = M1IjM
⊤
1 , Z
−1
2 − Ii =M2IjM
⊤
2 , Z3 − Ii = M3IjM
⊤
3 ,
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For any k1 ∈ O(j, n− j) we define:
c1 :=
(
(M⊤2 )
−1k1M
−1
1 0
M2Ijk1M
−1
1 + Ii(M
⊤
2 )
−1k1M
−1
1 M2(k
⊤
1 )
−1M⊤1
)
,
It is easy to check that it maps (0, Z1,∞) to (0, Ii, Z2). Let c ∈ Sp(2n,R) be
another map which also maps the triple (0, Z1,∞) to (0, Ii, Z2). We show now that
c = c1 for some k1 ∈ O(j, n− j). Decompose c1 as follows:
c1 =
(
(M⊤2 )
−1 0
M2Ij + Ii(M
⊤
2 )
−1 M2
)
︸ ︷︷ ︸
=:c′
(
k1 0
0 (k⊤1 )
−1
)
︸ ︷︷ ︸
=:l
(
M−11 0
0 M⊤1
)
︸ ︷︷ ︸
=:c′′
.
Then c′′ : (0, Z1,∞) 7→ (0,−Ij ,∞) and c′ : (0,−Ij ,∞) 7→ (0, Ii, Z2). Hence
(c′′)−1c(c′)−1 is an element of the stabilizer of (0,−Ij ,∞) which is{(
k 0
0 (k⊤)−1
)∣∣∣∣ k ∈ O(j, n− j)} .
Analogously we define for k2, k3 ∈ O(p, q):
c2 =
(
A B
C D
)
with
A =−M3Ijk2M
−1
2 Ii − Ii(M
⊤
3 )
−1k2IjM
⊤
2 − Ii(M
⊤
3 )
−1k2M
−1
2 Ii
B =M3Ijk2M
−1
2 + Ii(M
⊤
3 )
−1k2M
−1
2
C =− (M⊤3 )
−1k2IjM
⊤
2 − (M
⊤
3 )
−1k2M
−1
2 Ii
D =(M⊤3 )
−1k2M
−1
2
and
c3 =
(
M1k3M
−1
3 −M1k3IjM
⊤
3 −M1k3M
−1
3 Ii
0 (M⊤1 )
−1(k⊤3 )
−1M⊤3
)
A direct calculation (e.g. by calculating c1c3 and comparing the product with c
−1
2
using Formula (5)) shows that the product c3c2c1 is the identity if and only if
k3(k
⊤
2 )
−1k1 = 1.
Note that the sixtuples (M1,M2,M3, k1, k2, k3) as above define precisely the same
representation as (M1k
−1
1 ,M2,M3(k
⊤
2 )
−1, e, e, e). Hence the ki do not give new
parameters. We choose k1 = k3 = Ij and k2 = id and get:
c1 =
(
(M⊤2 )
−1IjM
−1
1 0
M2M
−1
1 + Ii(M
⊤
2 )
−1IjM
−1
1 M2IjM
⊤
1
)
c2 =
(
A B
C D
)
c3 =
(
M1IjM
−1
3 −M1IjM
−1
3 Ii −M1M
⊤
3
0 (M⊤1 )
−1IjM
⊤
3
)
with
A =−M3IjM
−1
2 − Ii(M
⊤
3 )
−1IjM
⊤
2 − Ii(M
⊤
3 )
−1M−12 Ii
B =M3IjM
−1
2 + Ii(M
⊤
3 )
−1M−12
C =− (M⊤3 )
−1IjM
⊤
2 − (M
⊤
3 )
−1M−12 Ii
D =(M⊤3 )
−1M−12
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Now define
X1 :=(M
⊤
2 )
−1IjM
−1
1
X2 :=M3IjM
−1
2
X3 :=(M
⊤
1 )
−1IjM
⊤
3 .
Observe X3(X
⊤
2 )
−1X1 = (M
−1
1 )
⊤IjM
−1
1 is a symmetric matrix of signature j.
We use Formula (4) to calculate the Toledo invariant. By construction the genera-
tors have y1 = 0, y2 = Ii and y3 =∞ as fixed points, hence β(y1, y2, y3) = 2i− n.
For the second term in Formula (4) we calculate
(15) β(y3, c3 · y2, y1) = β(c3 · y2, y1, y3) = β(c3 · Ii, 0,∞).
By Example 2.2.9, −β(c3 · Ii, 0,∞) is the signature of the symmetric matrix c3 · Ii
and we calculate
c3 · Ii = (X
⊤
3 )
−1IiX
−1
3 − (X
⊤
3 )
−1IiX
−1
3 −X
−1
1 X
⊤
2 X
−1
3 = −X
−1
1 X
⊤
2 X
−1
3 .
Hence β(c3 · e, 0,∞) = sgnX
−1
1 X
⊤
2 X
−1
3 = sgnX3(X
⊤
2 )
−1X1. This finishes the
proof. 
4.2. Fixed Points of Generators of Maximal Representations. From Propo-
sition 4.0.6 we know that image of a standard generator, ̺(Ci), under a maximal
representation ̺ : Γ0,3 → Sp(2n,R) is conjugate to
(16) c =
(
A 0
A+ (A⊤)−1S (A⊤)−1
)
∈ Sp(2n,R),
with A invertible and S symmetric definite. Throughout this section we will assume
that c has this form. It has at least one fixed point in Sˇ, but maybe more. We will
show that c has a unique fixed point in Sˇ, in which it acts non-expandingly, i.e dc|Y
has no eigenvalue of absolute value bigger than 1. The same proof can be used to
show that c has a unique fixed point in which it acts non-contractingly. The fixed
non-attracting fixed point and the non-repellent fixed point are transversal if and
only if A has no eigenvalue of absolute value 1. We use the unique non-expanding
fixed point as the canonical fixed point.
Remark 4.2.1. Recall that all fixed points of c are in V . Indeed, according to
Proposition 4.0.6 c can appear as the image of a standard generator under a maximal
representation ̺ of Γ0,3, say c = ̺(C1). We can assume that a fixed point of, say,
̺(C3) is equal to ∞. By Formula (4) every fixed point of c is transverse to ∞,
hence is contained in V .
Remark 4.2.2. In the sequel we sometimes write C for A+ (A⊤)−1S.
In Section 4.2.1 and 4.2.2 we introduce and discuss S-hyperbolic respectively S-
parabolic isometries and we prove Proposition 4.0.8 for these two cases before we
conclude the general case in Section 4.2.3.
Now we recall briefly some facts used later, fix some terminology and show how to
construct fixed points for c.
The equation for a fixed point Y ∈ Symn(R) of c is
(17) Y (A+ (A⊤)−1S)Y + Y (A⊤)−1 −AY = 0.
Remark 4.2.3. Later we will sometimes assume that certain matrices Y ∈ Sym(n,R)
have the special form
(
Y1 0
0 0
)
with Y1 ∈ Sym(k,R) diagonal and invertible.
This is allowed since every element of V is a symmetric matrix. Hence there exists
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k ∈ O(n) such that kY k−1 has this form. Furthermore l :=
(
k 0
0 k
)
∈ Sp(2n,R)
and if Y is a fixed point for g =
(
A 0
C D
)
, then kY k−1 is a fixed point for
lgl−1 =
(
kAk−1 0
kCk kDk−1
)
.
Clearly the spectrum of A is equal to the spectrum of kAk−1.
We can use a block structure of A to construct fixed points of c =
(
A 0
C D
)
in
Sˇ.
Lemma 4.2.4. (i) Let A =
(
A1 A2
0 A4
)
∈ GL(n,R), such that A1 is a
k× k-matrix. Write S =
(
S1 S2
S3 S4
)
, where S1 has the same size as A1.
Define
d =
(
A1 0
A1 + (A
⊤
1 )
−1S1 (A
⊤
1 )
−1
)
∈ Sp(2k,R).
Let Y1 ∈ Symk(R) be a fixed point for d. Then Y =
(
Y1 0
0 0
)
is a fixed
point for c.
(ii) Conversely if
(
Y1 0
0 0
)
is a fixed point for d with Y1 invertible, then
A =
(
A1 A2
0 A4
)
, where A1 has the same size as Y1 and Y1 is a fixed
point for c1 defined as in (i).
(iii) Let Y be a fixed point of c. Then the differential of c in Y is
dc|Y (v) : v 7→ (−Y C +A)v(CY +D)
−1.
Corollary 4.2.5. Using the notation from Theorem 1.1.2 we have:
dc1|0(v) = X1vX
⊤
1 , dc2|e(v) = X2vX
⊤
2 , dc3|∞(v) = X3vX
⊤
3 .
Remark 4.2.6. The matrix d can appear as an image of a standard generators of a
maximal representations into Sp(2k,R) (see Proposition 4.0.6).
Proof of Lemma 4.2.4. (i) For statement (i) note that S1 is positive definite
symmetric because S is. The verification that Y is a fixed point point
of c is straight forward. Indeed, inserting
(
Y1 0
0 0
)
in the fixed point
equation (17) for c gives(
Y1A1Y1 0
0 0
)
+
(
Y1((A
⊤)−1S)1Y1 0
0 0
)
+
(
Y1(A
⊤)−11 Y1((A
⊤)−1)2
0 0
)
−
(
A1Y1 0
0 0
)
.
This is equal to 0, since Y1 is a fixed point for c1 and the lower left block
of A is 0.
(ii) follows from the same equation. The matrix A3 is equal to 0 since Y1 is
invertible.
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(iii) We calculate the differential of c at some point Y ∈ V . We know:
c : Y 7→ AY (CY +D)−1.
First we calculate a power series for the map v 7→ (C(Y + v) +D)−1 for
small v ∈ V . We abbreviate M := CY +D.
(C(Y + v) +D)−1 =(M + Cv)−1 = (1 +M−1Cv)−1M−1
=
∞∑
i=0
(−M−1Cv)iM−1,
where we where allowed to use the geometric series for matrices since we
asked v to be small.
Therefore we get
A(Y + v)(C(Y + v) +D)−1
=AY (C(Y + v) +D)−1 +Av(C(Y + v) +D)−1
=
∞∑
i=0
AY (−M−1Cv)iM−1 +
∞∑
i=0
Av(−M−1Cv)iM−1
and the differential in the point Y is:
dc|Y (v) = (−AY (CY +D)
−1C +A)v(CY +D)−1.
If Y is a fixed point of c this is:
dc|Y (v) = (−Y C +A)v(CY +D)
−1.

4.2.1. Proof of Proposition 4.0.8 for S-hyperbolic Isometries. We define
Definition 4.2.7. Let G be a Hermitian Lie group and g ∈ G. Then g is Shilov-
hyperbolic (or S-hyperbolic) if it has a pair (g+, g−) of transversal fixed points in
Sˇ, such that g contracts an open and dense subset of Sˇ to g+ and g−1 contracts an
open and dense subset to g−. Note that the fixed points c+ and c− are uniquely
determined.
Proposition 4.2.8. Let c be as in (16). Assume σ(A) ∩ S1 = ∅. Then c is
S-hyperbolic.
Before we give the general proof, we prove two special cases:
Lemma 4.2.9. Let c be as in (16).
(i) Assume that A only has eigenvalues of absolute value strictly smaller than
1. Then c has a unique fixed Y point transversal to 0. It satisfies β(Y, 0,∞) =
n. The action of c in Y is expanding and the differential dc|Y acts as on
TY V as
dc|Y : v 7→ (Y (A
⊤)−1Y −1)c(Y (A⊤)−1Y −1)⊤.
(ii) If A only has eigenvalues of absolute value strictly bigger that 1, then c has
a unique fixed point Y transversal to 0. It satisfies β(0, Y,∞) = n. The
action of c in Y is contracting and the differential dc|Y acts as on TY V as
dc|Y : v 7→ (Y (A
⊤)−1Y −1)v(Y (A⊤)−1Y −1)⊤.
Furthermore in both cases Y is invertible and depends continuously on c.
24 TOBIAS STRUBEL
Proof. (i) We are searching for a fixed point Y transversal to 0, hence we
search for an invertible one. We can reformulate the fixed point equation
(17) to A⊤Y −1A − Y −1 = S¯, where S¯ := A⊤A + S is positive definite
symmetric.
One verifies easily that
Y −1 = −
∞∑
i=0
(A⊤)iS¯Ai,
is a solution, which is clearly negative definite. The sum converges since
A is contracting. Furthermore it is unique because the equation for Y −1
is a linear matrix equation [25, Ch.4.3] which has a unique solution if and
only if for any eigenvalues λ and µ of A, λµ 6= 1. Here this is clearly true
by assumption. Furthermore Y depends continuously on c.
From Lemma 4.2.4 we know that if Y is a fixed point of c, then:
dc|Y (v) = (−Y C +A)v(CY +D)
−1.
For Y = 0 we have dc|0(v) = AvA
⊤ and for general Y we get, using the
fixed point formula,
(18) A− Y C = Y (A⊤)−1Y −1 and (CY +D)−1 = Y −1A−1Y,
hence
dc|Y (v) = (Y (A
⊤)−1Y −1)v(Y (A⊤)−1Y −1)⊤.
Therefore c is expanding in Y .
(ii) Analogously.

Proof of Proposition 4.2.8. We can assume that
A =
(
A1 0
0 A4
)
,
such that the eigenvalues of the k× k-matrix A1 have absolute value strictly bigger
than 1 and the eigenvalues of A4 have absolute value strictly less than 1. We use
Lemma 4.2.9 and Lemma 4.2.4 to construct the desired fixed points X+ and X−.
By Lemma 4.2.9 (
A1 0
A1 + (A
⊤
1 )
−1S1 (A
⊤
1 )
−1
)
∈ Sp(2k,R)
and (
A4 0
A4 + (A
⊤
4 )
−1S4 (A
⊤
4 )
−1
)
∈ Sp(2(n− k),R)
have fixed points Y1 resp. Y4 transversal to 0 in their respective Shilov boundaries.
By Lemma 4.2.4
y1 :=
(
Y1 0
0 0
)
, y4 :=
(
0 0
0 Y4
)
are fixed points for c, and since Y1 ∈ Symk(R) (with k as above) and Y4 ∈
Symn−k(R) are invertible, y1 − y4 is invertible, hence y1 and y4 are transversal.
By Lemma 4.2.4 (iii) we know that
dc|y1 : v 7→ (−y1C +A)v(Cy1 +D)
−1.
A straight forward calculation shows that
−y1C +A =
(
A1 − Y1C1 Y1C2
0 A4.
)
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Since Y1 is invertible and a fixed point for c1 we get from the fixed point equation
(17):
A1 − Y1C1 = Y
−1
1 (A
⊤
1 )
−1Y1,
hence
−y1C +A =
(
Y −11 (A
⊤
1 )
−1Y1 Y1C2
0 A4.
)
The eigenvalues are the eigenvalues of (A⊤1 )
−1 and A4, hence it is contracting
The same calculation shows
(Cy1 +D)
−1 = (−y1C +A)
⊤.
Hence c acts contracting in y1 Along the same lines one can show that y4 is a
repellent fixed point for c.
Let g be an isometry which maps (0,∞) to (y4, y1). Then gcg−1 =
(
A¯ 0
0 (A¯⊤)−1
)
where A¯ is a conjugate to −y1C+A, hence contracting. Therefore gcg−1 contracts
V to 0 and since V can be seen as an open and dense subset of the Shilov boundary
Sˇ of the bounded symmetric space associated with Sp(2n,R), this finishes the proof
(c.f. Remark 2.2.5). 
4.2.2. Proof of Proposition 4.0.8 for S-parabolic Isometries.
Definition 4.2.10. Let G be a Hermitian Lie group. Then g ∈ G is Shilov-parabolic
or S-parabolic if g has a unique fixed point in Sˇ.
Proposition 4.2.11. Let c be as in (16). Assume σ(A) ⊂ S1. Then c is S-
parabolic.
Proof. First note that by Remark 4.2.1 all fixed points of c are in V . So let Y ∈ V
be a fixed point. Since Y is a symmetric matrix we can assume without loss of
generality that
Y =
(
Y1 0
0 0
)
such that Y1 is a square matrix and diagonal invertible. Now we can apply Lemma
4.2.4 (ii). Therefore A decomposes into a block form and the eigenvalues of A1 also
have absolute value 1. Multiplying both sides of the fixed point equation (17) for
Y1 from the left with A
⊤
1 Y
−1
1 and from the right with Y
−1
1 (which we are allowed
to, since Y1 was chosen to be invertible), we get
(19) A⊤1 Y
−1
1 A1 − Y
−1
1 = A
⊤
1 A1 + S1.
Choose an eigenvector v 6= 0 for a (possibly complex) eigenvalue λ of A1 with
|λ| = 1. Since A1 is a real matrix, we have A⊤1 = A
∗ and hence
v∗A⊤1 Y
−1
1 A1v − v
∗Y −11 v =v
∗A∗1Y
−1
1 A1v − v
∗Y −11 v
= λ¯λ︸︷︷︸
=1
v∗Y −11 v − v
∗Y −11 v = 0,
which shows that the left hand side of (19) is indefinite. But the right hand side is
positive definite so we get a contradiction. Hence 0 is the only fixed point of c. 
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4.2.3. Proof of Proposition 4.0.8. We have proven the Proposition 4.0.8 for S-
hyperbolic c in Section 4.2.1 and for S-parabolic c in Section 4.2.2 and use this
to write down the desired fixed point explicitly. Note that we use here that there
are Sp(2n,R) contains copies of Sp(2k,R) for k ≤ n. This statement does not hold
in an analogous form for other Hermitian Lie groups (e.g. the exceptional one),
whence this proof can not be generalized one-to-one.
Proof of Proposition 4.0.8. (i) follows immediately from Proposition 4.2.11.
For (ii) we have to combine methods from the last two subsections. As in the proof
of Proposition 4.2.8 we can assume that A is of block form
(
A1 0
0 A4
)
where the
eigenvalues of A2 all have absolute value 1 and the absolute values of the eigenvalues
of A1 are different from 1. If A1 is a k × k matrix, we denote by C1 the upper left
k × k block in the n× n-matrix A+ (A⊤)−1S. Then C1 = A1 + (A
⊤
1 )
−1S1, where
S1 is the upper left k× k block of the right size of S; it is automatically symmetric
positive definite. Then
c1 =
(
A1 0
C1 (A
⊤
1 )
−1
)
∈ Sp(2k,R)
is by construction hyperbolic. Hence it has a unique fixed point Y1 in Vk =
Sym(k,R) in which the action of c1 is contracting. By Lemma 4.2.4 Y =
(
Y1 0
0 0
)
∈
V is a fixed point of c and c acts non-expandingly in X .
Now it remains to show that this is the unique fixed point with this property. After
conjugating c with g =
(
1 −Y
0 1
)
, we can assume that 0 is a non-repellent fixed
point. Let Y¯ be another fixed point. Again, after eventual conjugation with an
isometry h ∈ O(n) (which stabilizes 0) we can assume that Y¯ =
(
Y¯1 0
0 0
)
, with
Y¯1 invertible. By Lemma 4.2.4 (ii)
hgc1(hg)
−1 =
(
A¯ 0
C¯ (A¯⊤)−1
)
,
with
A¯ =
(
A¯1 A¯2
0 A¯4
)
and C¯ =
(
C¯1 C¯2
C¯3 C¯4
)
and Y¯1 is a fixed point of c¯1 =
(
A¯1 0
C¯1 (A¯
⊤
1 )
−1
)
. Since Y¯1 is invertible we can
calculate dc¯1|Y¯1 as in the proof of Lemma 4.2.9 and we get
dc¯1|Y¯1 : v 7→ (Y¯1(A
⊤
1 )
−1Y¯ −11 )c(Y¯1(A
⊤)−1Y¯ −11 )
⊤
and the action of c¯1 in Y¯1 is expanding. Hence c has at least one expanding direction
in any fixed point different from 0 and 0 is the only non-repellent fixed point. This
finishes the proof. 
5. Gluing
5.1. Gluing in Sp(2n,R). In this section we give more details on the gluing con-
struction and prove Theorem 5.1.1 below, which is an extension of Theorem 1.1.3.
There are two gluing constructions: gluing two surfaces and closing handles.
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Figure 3. Gluing two surfaces.
Figure 4. Closing a handle.
To obtain an oriented surface whose orientation is compatible with the building
blocks the gluing homeomorphism has to be orientation reverting (see Figures 3
and 4) along the boundary curves, which we denote by C and C¯.
Let Σ and Σ¯ be surfaces and C ⊂ Σ resp. C¯ ⊂ Σ¯ boundary components. Let
̺ : π1(Σ) → G and ¯̺ : π1(Σ¯) → G representations into some group G. Let Σ′ be
the surface obtained by gluing Σ and Σ¯ along C and C¯. Recall that a representation
̺′ : π1(Σ
′) → G is said to be glued from ̺ and ¯̺ if ̺′|π1(Σ) = ̺ and ̺
′|π1(Σ¯) = ¯̺.
Since we glue orientation preservingly we identify C with the inverse of C¯ (seen as
elements of π1(Σ
′)). Therefore ̺ and ¯̺ can be glued along C and C¯ if and only
̺(C) = ¯̺(C¯)−1. The fundamental group of Σ′ is an amalgam of the ones of Σ and
Σ¯.
Conjugacy classes [̺] and [¯̺] of representations can be glued if and only ̺(C) and
¯̺(C¯)−1 are conjugate.
Analogously one can show that closing a handle for a surface Σ¯ along C1 and C2
with a resulting surface Σ corresponds to an HNN extension:
π1(Σ) = 〈π1(Σ¯), t|C
−1
2 = tC1t
−1〉.
Again this shows that we can close a handle if and only if ̺(C1)
−1 = g̺(C2)g
−1.
Theorem 5.1.1. Let ̺ : π1(Σ) → Sp(2n,R) and ¯̺ : π1(Σ¯) → Sp(2n,R) be
(non-necessarily distinct) maximal representation with distinct boundary compo-
nents C ⊂ Σ and C¯ ⊂ Σ¯.
(i) We can conjugate ̺ and ¯̺ such that
(20) c := ̺(C) =
(
X 0
X + (X⊤)−1S (X⊤)−1
)
and
(21) c¯ := ¯̺(C¯) =
(
(X¯⊤)−1 −(X¯⊤)−1 − S¯X¯
0 X¯
)
with X and X¯ invertible and S and S¯ symmetric positive definite.
(ii) The representations ̺ and ¯̺ can be glued along C and C¯ if and only if
̺(C) and ¯̺(C¯)−1 are conjugate in Sp(2n,R).
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(iii) Suppose X and X¯ contracting. Then c¯ and c−1 are conjugate in Sp(2n,R)
if and only X⊤ and X¯ are conjugate in GL(n,R). If X¯ = GX⊤G−1, then
c¯ = gc−1g−1 with
g =
(
Y¯ GY −1 − (G⊤)−1 −Y¯ G
GY −1 −G
)
,
where
Y = −
(
∞∑
i=0
(X⊤)i(X⊤ ·X + S)X i1
)−1
and
Y¯ =
∞∑
i=0
(X¯⊤)i(I + X¯⊤S¯X¯)X¯ i.
(iv) It X or X¯ has an eigenvalue of absolute value 1, then c¯ and c−1 are not
conjugate in Sp(2n,R).
Proof of Theorem 5.1.1. (i) Follows from Theorem 1.1.2.
(ii) Follows from the discussion in the beginning of Section 5.1.
(iii) First note that since c and c¯ are S-hyperbolic, they have fixed points Y
resp. Y¯ which are transversal to 0 resp. ∞ (Lemma 4.2.9. We are searching
for g with c¯ = gc−1g−1. We want to write g = g1g2g3, where the gi have
the following properties: g3 maps the transverse pair (0, Y ) to (0,∞), g2
fixes (0,∞) and g1 maps the transverse pair (0,∞) to (∞, Y¯ ). We choose
g1 :=
(
Y¯ −1
1 0
)
and
g3 :=
(
Y −1 −1
1 0
)
.
Then
g−11 c¯g1 =
(
X¯
(X¯⊤)−1
)
and
g3c
−1g−13 =
(
X⊤
X−1
)
By assumption X¯ as well as X⊤ are contracting. Hence, if there exists
g2 such that g
−1
1 c¯g1 = g2g3c
−1g−13 g
−1
2 , then g2 has to stabilize the pair
(0,∞), i.e.
g2 =
(
G
(G⊤)−1
)
In particular there has to be a G ∈ GL(n,R) such that X¯ = GX⊤G−1.
Then g = g1g2g3.
(iv) From Theorem 1.1.3 (i) we know that we can assume
c =
(
X 0
M (X⊤)−1
)
, c¯ =
(
X¯ 0
M¯ (X¯⊤)−1
)
,
As explained in the second part of the proof of Theorem 1.1.2 we can
assume that X−1 and X¯ are non-expanding. Then 0 is the unique fixed
point for c−1 and c¯ where the differential is non-expanding. Hence if there
exists g ∈ Sp(2n,R) with gc¯g−1 = c−1, then g has to fix 0. Assume
g =
(
A 0
X (A⊤)−1
)
.
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Assume that gc¯g−1 = c−1. Then AX¯A−1 = X−1. This is a first condition
for c−1 and c¯ to be conjugate. If X¯ and X−1 are not conjugate, we are
done.
Now assume that AX¯A−1 = X−1. Then we can write
g =
(
A 0
C (A⊤)−1
)
=
(
1 0
CA−1 1
)(
A 0
0 (A⊤)−1
)
.
Define C¯ := CA−1 and M ′ := (A⊤)−1M¯A−1. Recall AX¯A−1 = X−1 and
(X⊤)−1M ′ is symmetric and positive definite.
We can summarize that to the equation
gc¯g−1 =
(
1 0
C¯ 1
)(
X−1 0
M ′ X⊤
)(
1 0
−M ′ 1
)
=
(
X−1 0
C¯X−1 +M ′ −X⊤C¯ X¯⊤
)
!
= c−1 =
(
X−1 0
−M⊤ X⊤
)
.
In particular: C¯X−1 +M ′ −X⊤C¯ = −M⊤, which is equivalent to
(X⊤)−1C¯X−1 − C¯ + (X⊤)−1M ′ = −(X⊤)−1M⊤.
Note that by construction (X⊤)−1M¯ is positive definite, hence−(X⊤)−1M⊤
is negative definite. Let λ be an eigenvalue of X−1 with |λ| = 1 and let v
be a non-zero eigenvector for λ. Such an eigenvalue exists by assumption.
Then
v∗
(
(X∗)−1C′X−1 − C′ + (X∗)−1M ′
)
v =v∗(X∗)−1M ′v
=− v∗(X∗)−1M∗v,
which is a contradiction since the left hand side is strictly positive and
the right hand side is strictly negative. Therefore c−1 and c¯ cannot be
conjugate.

5.2. The Gluing Graph. To be able to state coordinates for more general surfaces
with need to encode the gluing involving several pairs of pants and handles in a
clear way.
Let Σg,m be the topological surface with genus g and m ≥ 1 boundary components
and χ(Σg,m) < 0. It can be build using 2g − 2 +m pairs of pants.
This gluing can be visualized in a gluing graph. Given Σg,m with a decomposition
into pairs of pants. We construct the gluing graph for this decomposition as follows:
we represent any pair of pants and any boundary component by a vertex. We add
an edge between two pairs of pants with a common boundary component for each
common boundary component. Furthermore we join every pair of pants with the
vertices associated with its boundary components. Note that these graphs are
connected.
Here are some examples:
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Clearly the graph depends on the decomposition into pairs of pants.
To parametrize maximal representations of Γg,m we will label the gluing graph with
the length and twist parameters.
Figure 5. Standard graph
Definition 5.2.1. Let Σg,m be a surface with negative Euler characteristic. Then
we call the decomposition into pairs of pant as in Figure 5 standard decomposition.
This graph is the standard graph.
6. Coordinates for Maximal Representations
We use the gluing graph introduced in the previous section to state general param-
eters for Repmax(Γg,m, Sp(2n,R)). In Section 6.1 we parametrize maximal repre-
sentations of Γ0,3, Γ1,1, Γ0,4, Γ1,2 and Γ2,0. In Section 6.2 we define the coordinates
for the most general case Γg,m.
Remark 6.0.2. The length parameters from Theorem 1.1.2 are only unique up to
conjugation with an element of O(n). For the gluing of two representations we
have to choose representatives from these equivalence classes and glue them. The
conjugation class of the resulting representation does not depend on this choice.
Indeed, replace X and S by kXk−1 and kSk−1 resp. X¯ and S¯ by k¯X¯k¯−1 and
k¯S¯k¯−1 and the G is replaced by k¯Gk−1, and the resulting representation from both
sets of parameters are conjugate.
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Recall
B = {X ∈ GL(n,R)|X contracting}.
and
R := {(X1, X2, X3) ∈ B¯
3|X3(X
⊤
2 )
−1X1 is symmetric
and positive definite}.
6.1. Surfaces obtained from one or two Pairs of Pants. In Theorem 1.1.2
we identified Repmax(Γg,m, Sp(2n,R)) and R/O(n).
Recall Γ1,1 = 〈A,B,C|[A,B]C〉.
Proposition 6.1.1. There exists a bijection between{
(X1, X2, G) ∈ GL(n,R)3|X1 ∈ B, (X1, X2, GX⊤1 G
−1) ∈ R
}
/O(n),
and Repmax(Γ1,1, Sp(2n,R)) induced by the map which assigns to (X1, X2, G) the
representation ̺ defined by:
̺(A) =
(
X1 0
X1 + (X
⊤
1 )
−1S (X⊤1 )
−1
)
,
̺(B) =
(
Y¯ GY −1 − (G⊤)−1 −Y¯ G
GY −1 −G
)
,
̺(C) =
(
C1 C2
C3 C4
)
with
C1 = − (X
⊤
2 )
−1X1(S
⊤)−1X⊤1 −X2 − (X
⊤
2 )
−1
C2 =X2 + (X
⊤
2 )
−1X1(S
⊤)−1X⊤1
C3 = − (X
⊤
2 )
−1X1(S
⊤)−1X⊤1 − (X
⊤
2 )
−1
C4 =(X
⊤
2 )
−1X1(S
⊤)−1X⊤1
S =X⊤1 X
−1
2 (G
⊤)−1X1G
⊤
Y = −
(
∞∑
i=0
(X⊤1 )
i(X⊤1 ·X1 + S)X
i
1
)−1
Y¯ =(G⊤)−1
(
∞∑
i=0
(X1)
i(G⊤ ·G+X1G
⊤S−1GX⊤)(X⊤1 )
i
)
G−1.
Proof of Proposition 6.1.1. Let ̺ : Γ1,1 → Sp(2n,R) be a maximal representation.
Then we can define ̺′ : Γ0,3 → Sp(2n,R) by
̺′(C1) := ̺(A), ̺
′(C2) := ̺(C), ̺
′(C3) := ̺(BA
−1B−1).
By Theorem 3.1.6 ̺′ is a maximal representation of Γ0,3.
We can assume that the ̺′(Ci) are as in Theorem 1.1.2 for some triple (X1, X2, X3) ∈
R. Then ̺′(C1) has the form of c and ̺
′(C3) has the form of c¯ in Proposition 1.1.3
and by construction ̺′(C1)
−1 and ̺′(C3) are conjugate and by the same propo-
sition they are both hyperbolic. Since ̺′(C1)
−1 and ̺′(C3) are conjugate, there
exists G ∈ GL(n,R) with X3 = GX⊤1 G
−1 and
̺(B) =
(
Y3GY
−1
1 − (G
⊤)−1 Y3G
GY −11 −G
)
,
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where Y1 is the fixed point of ̺
′(C1) transversal to 0 and Y3 is the fixed point of
̺′(C3) transversal to ∞. By Remark 6.0.2 this triple (X1, X2, G) is unique up to
conjugation with an element from O(n).
We can construct a maximal representation of Γ0,3 for any triple X1, X2 and G
with X1 contracting and (X1, X2, (GX1G
−1)⊤) ∈ R and close the handle according
to Proposition 1.1.3. This provides an inverse map to the construction given above.

Proposition 6.1.2. There exists a bijection between{
(X1, X2, X3, X¯1, X¯2, G) ∈ GL(n,R)6|(X1, X2, X3) ∈ R,
(X¯1, X¯2, GX
⊤
1 G
−1) ∈ R,X1 contracting
}
/ ∼
and Repmax(Γ0,4, Sp(2n,R)), where for k, l ∈ O(n),
(X1, X2, X3, X¯1, X¯2, G)
and
(kX1k
−1, kX2k
−1, kX3k
−1, lX¯1l
−1, lX¯2l
−1, lGk−1)
are equivalent.
Proposition 6.1.3. There exists a bijection between{
(X1, X2, G, Y, X¯,H) ∈ GL(n,R)6|(X1, X2, GX¯⊤G−1) ∈ R,
(Y, X¯,HY ⊤H−1) ∈ R, Y, X¯ contracting
}
/ ∼
and Repmax(Γ1,2, Sp(2n,R)), where for k, l ∈ O(n)
(X1, X2, G, Y, X¯,H)
and
(kX1k
−1, kX2k
−1, kGl−1, lY l−1, lX¯l−1, lHl−1)
are equivalent.
Proposition 6.1.4. There exists a bijection between{
(X1, X2, X3, G3, G2, G1) ∈ GL(n,R)6|(X1, X2, X3) ∈ R,
(G1X
⊤
3 G
−1
1 , G2X
⊤
2 G
−1
2 , G3X
⊤
1 G
−1
3 ) ∈ R,
Xi contracting
}
/ ∼
and Repmax(Γ2,0, Sp(2n,R)), where for l, k ∈ O(n),
(X1, X2, X3, G3, G2, G1)
and
(kX1k
−1, kX2k
−1, kX3k
−1, lG3k
−1, lG2k
−1, lG1k
−1)
are equivalent.
Remark 6.1.5. Note that the triple (X1, X2, GX1⊤G−1) is an element of R˜ if and
only if
(X⊤1 )
−1GX⊤1 G
−1(X⊤2 )
−1 = [(X⊤1 )
−1, G](X⊤2 )
−1
is symmetric positive definite.
Remark 6.1.6. As a preparation of the most general statement of the coordinates
in Theorem 6.2.1, we label the gluing graphs with the parameters as follows:
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X2
X1, G
Figure 6. Gluing graph for Γ1,1
X1 X3
X2
X¯1 G
X¯2
Figure 7. Gluing graph for Γ0,4
X1 G
X2
X¯
H, Y
Figure 8. Gluing graph for Γ2,1
One goal to construct explicit coordinates is to find concrete examples for repre-
sentations.
The propositions from Section 6 can be used to draw path’ in the representations
varieties. Indeed, to draw a path in Repmax(Γ0,3, Sp(2n,R)), it suffices to draw a
path in R. To do that we can choose two arbitrary path’ for X1(t) and X2(t) in B¯.
Choose in addition a path S(t) ⊂ Sym(n,R)+ such that
X3(t) := S(t)X1(t)
−1X2(t)
⊤
is in B¯. Then the (X1(t), X2(t), X3(t)) defines a path in R. It is clear that the
choice of a path S(t) in Sym(n,R)+ is always possible and since scaling with positive
numbers does not chance the property symmetric positive definite, we can scale this
path such that S(t)X1(t)
−1X2(t)
⊤ ⊂ B¯.
Remark 6.1.7. Unfortunately we are not able to control the eigenvalues of X3(t) in
the construction presented above. While we can choose the conjugacy class of X1
and X2 arbitrarily, we have no control over the one of X3.
We want to remark that GL(n,R) acts on R via
g.(X1, X2, X3) := (gX1g
⊤, gX2g
⊤, gX3g
⊤).
Let X3(X
⊤
2 )
−1X1 =: S be symmetric and positive definite. Then S = g
−1(g⊤)−1
for some g ∈ GL(n,R) (which can be chosen canonically!). This means that every
representation of Γ0,3 into GL(n,R) gives rise to a family of maximal representation
of Γ0,3 into Sp(2n,R).
For n = 2 we can write down more representations explicitly:
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Example 6.1.8. For maximal representations h from Γ0,3 into SL(2,R) we can
choose the eigenvalues of all h(Ci) independently. So defining
X1 := h(C1), X2 := (h(C2)
⊤)−1, X3 := h(C3)
gives parameters of a maximal representation into Sp(2n,R) whose eigenvalues we
can control. In particular, we can multiply each Xi with a positive number and
still obtain a maximal representation.
Corollary 6.1.9. There exists a surjective map from B × GL(n,R) × Ω onto
Repmax(Γ1,1, Sp(2n,R)).
Corollary 6.1.10. There exists a surjective map from B × GL(n,R)3 × Ω2 onto
Rep
max
(Γ0,4, Sp(2n,R)).
Corollary 6.1.11. There exists a surjective map from B2 ×GL(n,R)2 × Ω2 onto
Repmax(Γ1,2, Sp(2n,R)).
6.2. General parameters. In this section we state the most general theorem for
Fenchel-Nielsen coordinates for maximal representations of Γg,m into Sp(2n,R).
The strategy to obtain these coordinates is the same as for the examples above.
(i) Choose a decomposition of the underlying surface into pairs of pants and
handles and write down the corresponding gluing graph,
(ii) Theorem 1.1.2 gives us coordinates for representations of Γ0,3 and Propo-
sition 6.1.1 gives coordinates for representations of Γ1,1,
(iii) From Proposition 1.1.3 and Remark 6.0.2 we know in which cases we can
glue representations and how we get twist parameters.
Theorem 6.2.1. Let ̺ : Γg,m → Sp(2n,R) be a maximal representation. Then
there exist length and twist parameters as in the following gluing graph:
X1
X2
G1 W1
X3
G2 Wm+g−3 Gg+m−2
Jg−1
Zg−1
Yg−1, Hg−1
Jg
Yg, Hg
Figure 9. General gluing graph
where the W•, X•, Y•, Z• are length parameter and the G•, H•, J• are twist param-
eters subject to the usual relations and identifications.
Conversely any representations defined with these parameters is maximal.
Remark 6.2.2. Theorem 6.2.1 will be used in Section 7.2 to define paths in Repmax(Γg,m, Sp(2n,R)).
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7. Applications
7.1. Limit Curves.
Theorem 7.1.1. Let h : Γg,m → PSL(2,R) be a hyperbolization for a surface with
geodesic boundaries. Denote by L its limit set in S1. Let ̺ : Γg,m → Sp(2n,R) be a
maximal representation s.t. ̺(Ci) is S-hyperbolic for all i. Then ̺ is Anosov and
there exists a monotone, ̺-equivariant, continuous map
ϕ : L → Sˇ.
For maximal representations of Γg into Sp(2n,R) the theorem is proved in [5].
Here we give a proof for Theorem 7.1.1 different from the one in [29]. In [29] we
modified the proof for the continuity in [5] and parts of [9] which where used there.
Here we argue as follows:
Proof. Let ̺ be representation of Σg,m with m ≥ 1 such that the ̺(Ci) are all
S-hyperbolic. Since each real matrix is conjugate to its inverse, by Theorem 1.1.3
̺(Ci) is conjugate to its inverse. Therefore we can take a second copy of the same
representation and glue the two copies to obtain a maximal representation ¯̺ of
Σ2g+m−1. We can consider Γg,m as a subgroup of Γ2g+m−1 with the property
that ¯̺|Γg,m = ̺. The representation ¯̺ is a maximal representations of a closed
surface group, hence it is Anosov and it has a continuous, equivariant limit curve
ϕ¯ : S1 → Sˇ, where the action on S1 is given by a some hyperbolization h¯ ([5]). The
hyperbolization h¯ restricts to a hyperbolization h of Σg,m with geodesic boundaries
and limit set L. The limit curve ϕ of ̺ is the restriction of ¯̺ to L. Since ϕ¯ is
continuous so is its restriction ϕ. This also shows that ̺ is Anosov. 
7.2. Connected Components. Connected components of spaces of maximal rep-
resentations of fundamental groups of closed surfaces have been counted using Higgs
bundle techniques, see [17, 20, 4] and the references therein. Olivier Guichard and
Anna Wienhard gave in [21] one example for a representation in each connected
component of Repmax(Γg, Sp(2n,R)).
The parameters from Theorem 1.1.2 allow us to count the connected components
of Repmax(Γg,m, Sp(2n,R)) for surfaces with boundary Σg,m with m ≥ 1. First
we show that #π0(Repmax(Γg,m, Sp(2n,R))) ≥ 2
2g+m−1 (Proposition 7.2.5). Then
we show, that one can deform every representation of Γg,m with m ≥ 1 into some
standard representation (Proposition 7.2.6). This gives an upper bound and shows
that #π0(Repmax(Γg,m, Sp(2n,R))) = 2
2g+m−1.
Before we start, we collect some fact needed later in this section.
Lemma 7.2.1. The set
B = {X ∈ GL(n,R)|X contracting}
has two connected components distinguished by the sign of the determinant.
Recall
R˜n ={(X1, X2, X3) ∈ GL(n,R)3|X3(X⊤2 )
−1X1 symmetric
and positive definite},
R ={(X1, X2, X3) ∈ B¯
3|X3(X
⊤
2 )
−1X1 symmetric and positive definite}
R∗ ={(X1, X2, X3) ∈ B
3|X3(X
⊤
2 )
−1X1 symmetric and positive definite}
and
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Lemma 7.2.2. Note that (X1, X2, X3) ∈ R˜n if and only if
(λ1X1, λ2X2, λ3X3) ∈ R˜n
for (λ1, λ2, λ3) ∈ R˜1.
Proposition 7.2.3. The sets R˜n, R and R
∗ have four connected components dis-
tinguished by signdetXi, the signs of the determinants of the Xi.
Proof. We begin with R˜. It can be identified with GL(n,R)2 × Ω, where Ω is the
set of symmetric and positive definite matrices in GL(n,R). Indeed, the map from
R˜ to GL(n,R)2 × Ω
(X1, X2, X3) 7→ (X1, X2, X3(X
⊤
2 )
−1X1)
is a homoeomorphism between these spaces. Since GL(n,R) has two connected
components distinguished by the signs of the determinants of X1 and X2, R˜ has
four connected components (Ω is connected). Now we proof the proposition for R.
The main ingredient for the proof is Lemma 7.2.2.
In any connected component of R˜ there is at least one connected component of R.
Indeed, let (X1, X2, X3) ∈ R˜ arbitrary, then there exists λ1, λ2 and λ3 in (0, 1] such
that (λ1X1, λ2X2, λ3X3) ∈ R. Hence |π0(R)| ≥ |π0(R˜)|.
Now we show equality. Let (X1, X2, X3) and (Y1, Y2, Y3) be triples in R, such that
there is a path s = (s1, s2, s3) joining them in R˜. By Lemma 7.2.2 there exists for
any t a triple (λ1(t), λ2(t), λ3(t)) ∈ (0, 1]
3 such that (λ1(t)s1(t), λ2(t)s2(t), λ3(t)s3(t)) ∈
R for all t. Since the image of s is compact, there exists λ1, λ2 and λ3 such that
the path s˜(t) := (λ1s1(t), λ2s2(t), λ3s3(t)) is in R. It joins (λ1X1, λ2X2, λ3X3)
and (λ1Y1, λ2Y2, λ3Y3) in R. Furthermore by construction there is a path joining
(X1, X2, X3) and (λ1X1, λ2X2, λ3X3) as well as a path joining (λ1Y1, λ2Y2, λ3Y3)
and (X1, X2, X3). Hence (X1, X2, X3) and (Y1, Y2, Y3) are in the same connected
component of R and |π0(R)| = |π0(R˜)|.
The proof for R∗ goes along the same lines. 
We use the notions from Theorem 6.2.1 resp. Figure 9.
Proposition 7.2.4. The signs of the determinants of length parameters Xi and Yj
and twist parameters Hk distinguish connected components.
Proof. By Theorem 7.1.1 representations ̺ with ̺(Ci) S-hyperbolic for all i are
Anosov. Since they are dense in the representation variety Rep(Γg,m, Sp(2n,R), it
is enough to prove the proposition for this case. For Anosov representations we
can apply Lemma 4.11 in [21], which expresses the first Stiefel-Whitney class of
a certain bundle in terms of the representation ̺. We use the notation from [21].
For this lemma we need the interpretation of the Shilov boundary as the space of
Lagrangian subspaces (c.f. Example 2.2.6). We can assume ξ(tsγ) = 〈en+1, . . . , e2n〉
and
̺(γ) =
(
X 0
Y (X⊤)−1
)
.
The matrix ̺(γ) acts on the last n components of the vectors in ξ(tsγ) by multipli-
cation with (X⊤)−1. Therefore we get by [21, Lemma 4.11]
sw1(̺)([γ]) = sign(det ̺(γ)|ξ(tsγ)) = sign(det(X
⊤)−1) = sign(detX)
For the twist parameter, we also have to consider elements of Sp(2n,R) of the form
̺(γ¯) =
(
Y3GY
−1
1 − (G
⊤)−1 Y3G
GY −11 −G
)
.
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We want to calculate sw1(̺)(γ¯) as above. Hence we investigate the differential of
̺(γ¯) in a fixed point. We know that ̺(γ¯) is S-hyperbolic and that it has a pair of
transversal fixed points Y and Y ′ with
β(Y1, Y, 0) = β(e, Y
′,∞) = n.
In particular Y − Y1 is positive definite. By construction Y1 is negative definite,
hence the sign of its determinant only depends on n. To obtain the derivative of d
in Y we calculate(
1 −Y
0 1
)(
Y3GY
−1
1 − (G
⊤)−1 Y3G
GY −11 −G
)(
1 Y
0 1
)
=
(
(Y3GY
−1
1 − (G
⊤)−1)− Y GY −11 0
GY −11 GY
−1
1 Y −G
)
Hence the same argument as above applies.
It is enough to consider the length parameters Xi and Yj and twist parameters Hk
because they already determine the Stiefel-Whitney classes. Indeed, sw1(̺)(Ai),
sw1(̺)(Bi) and sw1(̺)(Cj) are uniquely determined by them. 
Define:
X± :=

± 12
1
2
. . .
1
2
 and G± :=

±1
1
. . .
1
 .
Proposition 7.2.5. Repmax(Γg,m, Sp(2n,R)) has at least 2
2g+m−1 connected com-
ponents if m ≥ 1.
Proof. We can explicitly write down parameters for 22g+m−1 representations which
are by Proposition 7.2.4 in different connected components. The length parameters
of all of these representations are either X+ or X−. The twist parameter are either
G+ or G−.
We have a complete freedom of choice for the twist parameters Hk between G+
or G− as well as for all length parameter Xi and Yj betweeen X+ or X−, except
X1. This leaves only one choice for all other length parameter if we want them
to be either X+ or X−. By Proposition 7.2.4 they all lie in different connected
compontens. 
The representations associated with these parameters are twisted diagonal repre-
sentations as defined in [21].
Proposition 7.2.6. Let ̺ : Γg,m → Sp(2n,R) be a maximal representation and we
label its parameters as in Figure 9. It can be deformed into a representation ¯̺ with
length parameters
L¯i := Xsign det(Li)
where Li ∈ {Wi, Xi, Yi, Zi} is a length parameter from Figure 9 and
T¯j := Gsign det(Tj),
where Tj ∈ {Gj , Hj , Jj} is a twist parameter and sign det ∈ {+,−}
Together with Proposition 7.2.5 we get:
Theorem 7.2.7. Repmax(Γg,m, Sp(2n,R)) has 2
2g+m−1 connected components if
m ≥ 1.
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Before we can prove Proposition 7.2.6 we need two lemmas, which are special cases.
Lemma 7.2.8. Let ̺ : Γ0,3 → Sp(2n,R) be a maximal representation with three
contracting parameters X1, X2 and X3. Let X3(t) : [0, 1]→ B and X2(t) : [0, 1]→
B be two path starting in X1 resp. X2. Then there exists a path X1(t) : [0, 1]→ B
such that X3(t)
(
X2(t)
⊤
)−1
X1(t) is symmetric and positive definite for any t, i.e.
the path (X1(t), X2(t), X3(t)) gives parameters for maximal representations of Γ0,3
into Sp(2n,R) for any t, such that all Xi(t) are contracting. Hence it defines a
path in Repmax(Γ0,3, Sp(2n,R)).
Proof. Since X1, X2 and X3 are parameters for a representation, we know that S :=
X3(X
⊤
2 )
−1X1 is symmetric and positive definite. Defining X˜1(t) := (X3(t)(X2(t)
⊤)−1)−1S,
we get a path with X˜1(0) = X1 such that X˜1(t), X2(t) and X3(t) are parameters
for a maximal representation for any t ∈ [0, 1]. To fix the issue that X˜1(t) might be
non-contracting for some t, we choose a curve λ : [0, 1] → R>0 such that λ(0) = 1
and 1/λ(t) is bigger than the absolute value of the biggest eigenvalue of X˜1(t) for
all t. Now putting X1(t) := λ(t)X˜1(t) finishes the proof. 
Corollary 7.2.9. Every maximal representation of Γ0,3 into Sp(2n,R) with pa-
rameters (X1, X2, X3) can be deformed into the representation with parameters
(Xsign detX1 , Xsign detX2 , Xsign detX3).
Lemma 7.2.10. Let ̺ : Γ1,1 → Sp(2n,R) be a maximal representation with param-
eters (X1, X2, G) as in Proposition 6.1.1. Then ̺ can be deformed into a maximal
representation ¯̺ with parameters
X¯1 = Xsign detX1 , X¯2 = Xsign detX2 , G = Gsign detG.
Proof. Let X1(t) and G(t) be paths in GL(n,R) joining X1 and X± resp. G
and G±. Choose a path S(t) in the symmetric positive definite matrices joining
GX⊤2 G
−1(X⊤2 )
−1X1 and
1
2I such thatX1(t) := (G(t)X(t)
⊤
2 G(t)
−1(X(t)⊤2 )−1)
−1S(t)
is contracting for all t. This is possible since one can scale S(t) as in the proof of
Proposition 7.2.8 such that the eigenvalues of X1(t) are small enough. These paths
defines a path in Repmax(Γ1,1, Sp(2n,R)) joining ̺ with the desired representa-
tion. 
Proof of Proposition 7.2.6. We prove Proposition 7.2.6 by recurrence. By Lemma
7.2.8 and Lemma 7.2.10 it is true for representations of Γ0,3 and Γ1,1. So we assume
now that it is true for Γg,m with m ≥ 1.
(i) The case Γg,m+1
Let ̺ : Γg,m+1 → Sp(2n,R) be a maximal representation. First note that
we obtain Σg,m+1 by gluing Σg,m and Σ0,3. Let (X1, X2, X3) be parameters
of the restriction of ̺ to π1(Σ0,3).
By recurrence assumption we can deform the parameters of ̺|Γg,m as
requested. This produces a path X(t) for the boundary component of Σg,m
along which we can glue Σg,m and Σ0,3. Joining the twist parameter for
this boundary component with G+ resp. G− defines a path from X3 to X+
resp. X−. By Lemma 7.2.8 this path, together with a path X2(t) joining
X2 and X+ resp. X− produces a path which joins ̺ with the desired
representation.
(ii) The case Γg+1,m
This case works analogously by gluing a surface Σ1,2 to Σg,m.

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