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We investigate Brownian motion with diffusivity alternately fluctuating between fast and slow
states. We assume that sojourn-time distributions of these two states are given by exponential or
power-law distributions. We develop a theory of alternating renewal processes to study a relaxation
function which is expressed with an integral of the diffusivity over time. This relaxation function
can be related to a position correlation function if the particle is in a harmonic potential, and to
the self-intermediate scattering function if the potential force is absent. It is theoretically shown
that, at short times, the exponential relaxation or the stretched-exponential relaxation are observed
depending on the power law index of the sojourn-time distributions. In contrast, at long times, a
power law decay with an exponential cutoff is observed. The dependencies on the initial ensembles
(i.e., equilibrium or non-equilibrium initial ensembles) are also elucidated. These theoretical results
are consistent with numerical simulations.
I. INTRODUCTION
The Brownian motion, which is random motion of mi-
croscopic particles suspended in fluids, is observed in var-
ious systems. The examples are colloid dynamics in sus-
pensions [1], beads and center-of-mass motion of polymer
chains [2], and macromolecular diffusion in intracellular
environments [3]. The Brownian motion is usually char-
acterized by mean square displacements (MSDs). In fact,
the MSD for a simple Brownian particle increases linearly
with time, and the proportionality factor is the diffusion
coefficient multiplied by 2d with d being the spatial di-
mension of the system in which the Brownian particle
is immersed. The diffusion coefficient of a rigid particle
depends on its shape and the viscosity of the surround-
ing fluid [4, 5]. For example, the diffusion coefficient
of a spherical particle with a small Reynolds number is
given by the Stokes law, D = kBT/6piηa, with kB the
Boltzmann constant, T the absolute temperature, η the
viscosity of the fluids, and a the radius of the particle.
The diffusion coefficient is usually considered as con-
stant and is independent of time. However, this is not
always true; in crowded systems such as supercooled liq-
uids [6, 7] and intracellular environments [8], the diffu-
sion coefficient is not a constant, and often behaves like
a random variable. For such systems, the diffusion co-
efficient should be interpreted as a time-dependent and
fluctuating quantity. The center-of-mass motion of poly-
mer chains actually exhibits time-dependent and fluc-
tuating diffusivity [9–11]. A prominent feature of such
Brownian motion with fluctuating diffusivity is that its
displacement distribution becomes non-Gaussian, though
the MSD shows normal diffusion (i.e., the linear time de-
pendence of the MSD mentioned above) [10, 12].
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Recently, Brownian motion with fluctuating diffusiv-
ity has been intensively studied in the absence of the
external force [10–15], but it would be also important to
investigate the Brownian dynamics with some external
forces, such as the forces by some confinements and ex-
ternal potentials. For example, the diffusion coefficient
observed in single-particle-tracking experiments in bacte-
rial cytoplasms is typically of the order of 10−2 [µm2/sec]
[8, 16], whereas the size of the bacterial cell is of the or-
der of 1µm. Thus, the time for diffusion across a cell is of
the order of 10 sec [17]. On the other hand, the measure-
ment times of single-particle-tracking experiments are of-
ten longer than 10 sec [8, 16], and thus effects of confine-
ment inside the cells cannot be ignored.
In Ref. [18], the authors analyzed the Brownian parti-
cle with fluctuating diffusivity confined in a harmonic po-
tential, that is, the Ornstein-Uhlenbeck process with fluc-
tuating diffusivity (OUFD). In particular, a relaxation
function Φ(t) of the position coordinates [See Eq. (5) be-
low] was studied instead of the MSD [the MSD is eas-
ily derived from Φ(t), if the system is in equilibrium].
In Ref. [18], the diffusion coefficient D(t) is assumed to
be Markovian stochastic processes, and an eigenmode
expansion for the relaxation function Φ(t) is obtained
through the eigenmode analysis of a transfer operator.
Formally, these results can be applicable to any systems
with the Markovian diffusivity D(t). But it is also im-
portant to study systems with non-Markovian diffusivity
D(t), because some properties (such as a large scatter of
a time-averaged MSD and weak ergodicity breaking) ob-
served in single-particle-tracking experiments [16, 19–24]
are believed to originate from non-Markovian properties
of the system [21–23, 25–27].
In this paper, we study the Brownian motion with D(t)
being a non-Markovian stochastic process. Because gen-
eral analysis for the non-Markovian diffusivity D(t) is
extremely difficult, we assume that D(t) takes only two
2valuesD+ andD−, and randomly switches between these
two states (the fast and slow states). It would be worth
noting that such two-state diffusion dynamics is actually
a good approximation to describe protein diffusion along
DNA strands [28], large colloidal diffusion in bacterial
cytoplasm [8], and movement patterns of several kinds of
bacteria [29]. To theoretically analyze such two-state dy-
namics, we use the alternating renewal theory [30–33], in
which the system is assumed to switch randomly between
the two states. Similar theoretical framework for the two-
state dynamics is developed by utilizing non-commutable
operator calculus in Ref. [29].
Furthermore, sojourn-time distributions for the two
states are assumed to be a power law in this paper, which
is a typical non-Markovian stochastic process. As dis-
cussed in Ref. [33], such power-law sojourn-time distri-
butions can originate from the cage effects in crowded
systems [34–36] or spatial heterogeneity. Due to the
power-law sojourn-time distribution, the relaxation func-
tion Φ(t) shows exponential or stretched-exponential de-
cay at short times, whereas power-law decay with an ex-
ponential cutoff at long times.
This paper is organized as follows. In Sec. II, the
OUFD and the Langevin equation with fluctuating dif-
fusivity (LEFD) are defined. In Sec. II, the sojourn-time
distribution and the initial ensembles are also introduced.
In Sec. III, by utilizing an alternating renewal theory, the
relaxation function is represented with the sojourn-time
distributions. In Sec. IV, the relaxation function is de-
rived for the exponential and the power-law sojourn-time
distributions. Finally, Sec. V is devoted to a discussion.
In Appendices, we summarize some technical matters,
including simulation details.
II. DEFINITION OF THE MODELS
In this section, we define the OUFD, and introduce
a position correlation function Φ(t). In addition, the
LEFD is also introduced, and it is shown that the self-
intermediate scattering function is given by a formula
similar to Φ(t).
A. Ornstein-Uhlenbeck process with fluctuating
diffusivity
The Ornstein-Uhlenbeck process with fluctuating dif-
fusivity is defined by the following equation [10, 18]:
dr(t)
dt
= −
u˜r(t)
γ(t)
+
√
2D(t)ξ(t), (1)
where r(t) is the d-dimensional position vector of the
Brownian particle at time t, γ(t) is a friction coefficient,
and u˜ is a constant which characterizes the strength of
the restoring force [u˜ can be related to the spring constant
of a harmonic potential U(r), as U(r) = u˜r2/2].
The diffusion coefficient D(t) is time dependent and
fluctuating, i.e., D(t) is a stochastic process. Moreover,
ξ(t) is a white Gaussian noise which satisfies
〈ξ(t)〉ξ = 0, 〈ξ(t)ξ(t
′)〉ξ = Iδ(t − t
′), (2)
where I is the identity matrix, and we use the notation
〈. . . 〉ξ to represent an ensemble average over the noise
history ξ(t). It is also assumed that ξ(t) and D(t) are
mutually independent.
Because of Eq. (2), the thermal noise is delta-
correlated as〈√
D(t)ξ(t)
√
D(t′)ξ(t′)
〉
ξ
= D(t)Iδ(t − t′). (3)
We require that the system can reach the equilibrium
state if the process D(t) can reach the equilibrium state.
This is equivalent to require that the detailed-balance
condition (or the local equilibrium condition) is satisfied
for the friction and noise coefficients [37].
kBT
γ(t)
= D(t). (4)
Multiplying both sides of Eq. (1) by r(0), and averag-
ing over a noise history ξ(t), we have an ordinary differen-
tial equation d 〈r(t) · r(0)〉ξ /dt = −uD(t) 〈r(t) · r(0)〉ξ,
where we define u as u := u˜/kBT and used
〈ξ(t) · r(0)〉ξ = 0. Integrating this equation and averag-
ing over realizations ofD(t) as well as initial distributions
of r(0), we have a relaxation function
Φ(t) :=
〈r(t) · r(0)〉ξ,I,D
〈r2(0)〉I
=
〈
exp
[
−u
∫ t
0
dt′D(t′)
]〉
D
,
(5)
where the subscripts D and I represent the ensemble av-
erages over D(t) and r(0), respectively.
It follows from Eq. (5) that the relaxation function
Φ(t) is independent of the initial distributions of r(0);
namely, Φ(t) is characterized only by the stochastic pro-
cess D(t). In numerical simulations, we use the local
equilibrium distribution (u/2pi)d/2 exp
[
−ur2(0)/2
]
as an
initial distribution of r(0), but the results are indepen-
dent of the choice of the initial distribution. Therefore,
whether r(0) follows the local equilibrium distribution
or not is unimportant concerning the relaxation function
Φ(t). From Eq. (5), on the other hand, the relaxation
function clearly depends on D(t) and thus the statistical
properties of the stochastic process D(t) is important. In
this work, we consider rather general stochastic processes
forD(t) including the one that may not reach the equilib-
rium state (See Sec. IVC). We use the words equilibrium
and non-equilibrium to specify the initial ensembles of
the stochastic process D(t). We will explain these initial
ensembles in Sec. II C and Appendix A.
Moreover, if the system is in a stationary state—i.e., if
r(0) follows the local equilibrium distribution and D(t)
is a stationary stochastic process—the MSD is given by
[18] 〈
|r(t)− r(0)|2
〉
ξ,I,D
= 2
〈
r2(0)
〉
I
[1− Φ(t)] . (6)
3Thus, the MSD is easily obtained from the relaxation
function Φ(t), if the system is stationary.
B. Langevin equation with fluctuating diffusivity
In this subsection, we show that the relaxation function
Φ(t) given by Eq. (5) is related to the self-intermediate
scattering function for the LEFD
dr(t)
dt
=
√
2D(t)ξ(t), (7)
where the potential term is absent, and thus it is trans-
lationally invariant in space. To study dynamical be-
havior of such a system, a density correlation function
〈δ(r′′ − r(t′′))δ(r′ − r(t′))〉ξ,D is convenient. Due to the
translational symmetry, this correlation function depends
on the position coordinates r′′ and r′ only through the
displacement r := r′′ − r′. By also using a lag time
t := t′′ − t′, the correlation function is rewritten as
〈δ(r + r′ − r(t+ t′))δ(r′ − r(t′))〉ξ,D. Integrating with
r′, we obtain [38]
Gs(r, t) := 〈δ (r − [r(t)− r(0)])〉ξ,I,D , (8)
where we set t′ = 0 and take the average over r(0).
Note that D(t) is not stationary in general, thus Gs(r, t)
depends on the choice of the origin of time. This dis-
tribution function for the particle displacement Gs(r, t)
is called the van Hove self-correlation function and it is
widely utilized to study the dynamical behavior of glass
formers [From the spherical symmetry, the angular inte-
gration of Gs(r, t) gives 4pir
2Gs(r, t) with r = |r|, and
this latter function is usually utilized [39]].
Here, let us consider the same quantity with a given
D(t).
Gs[r, t|D] := 〈δ (r − [r(t)− r(0)])〉ξ,I , (9)
where the ensemble average for D(t) is not taken.
Note that this correlation function is a functional of
D(t) and is related to Gs(r, t) by
Gs(r, t) = 〈Gs[r, t|D]〉D =
∫
DDGs[r, t|D] P [D] , (10)
where
∫
DD represents the path integral (functional in-
tegral) over the diffusivity D(t) and P [D] is a path prob-
ability of D(t).
The functional Gs[r, t|D] is equivalent to a propagator
of the Brownian particle for a given D(t), and thus it
follows the Fokker-Planck equation [40]
∂Gs[r, t|D]
∂t
= D(t)∇2Gs[r, t|D], (11)
with an initial condition Gs[r, 0|D] = δ(r). Here, ∇
2 is
the Laplacian operator. This Fokker-Planck equation is
solved by using a Fourier transform
Fs[k, t|D] :=
∫
dre−ik·rGs[r, t|D]. (12)
This functional is related to the self-intermediate scat-
tering function as shown below. The Fourier transform
of Eq. (11) is given by
∂Fs[k, t|D]
∂t
= −D(t)k2Fs[k, t|D], (13)
with an initial condition Fs[k, 0|D] = 1 and k = |k|. This
differential equation is easily solved, and we obtain
Fs[k, t|D] = exp
[
−k2
∫ t
0
D(t′)dt′
]
. (14)
The Fourier transform Fs(k, t) of the correlation func-
tion Gs(r, t) is usually referred to as the self-intermediate
scattering function and widely utilized to study dynam-
ical behavior of glass formers. By using Eq. (14), the
function Fs(k, t) is given by
Fs(k, t) =
〈
exp
[
−k2
∫ t
0
D(t′)dt′
]〉
D
. (15)
Note that this function Fs(k, t) has the same form as Φ(t)
in Eq. (5). A similar result was also derived in Ref. [15]
in a slightly different way.
C. Definition of initial ensemble
In this subsection, the stochastic process D(t) is de-
fined as a two-state process, and sojourn-time distribu-
tions for these states are introduced. If the stochastic
processD(t) is a Markovian process, the system can reach
the equilibrium state if the detailed blance is satisfied (for
the Markovian processes, whether the detailed blance is
satisfied or not can be checked rather straightforwardly).
On the other hand, in this work, we consider more general
processes for D(t) which can be non-Markovian. Thus
the situation is (at least apparently) not intuitive. Here
we briefly explain the defintions of equilibrium and non-
equilibrium initial states. The detailed derivations for
them are presented in Appendix A.
In this paper, the diffusion coefficient D(t) is assumed
to be a dichotomous process as illustrated in Fig. 1.
Namely, at each time t, the value of D(t) is either of
the two values D+ or D−:
D(t) :=
{
D+ (+ state; fast state),
D− (− state; slow sate).
(16)
In addition, we assume that 0 ≤ D− < D+. The con-
dition D− ≥ 0 is used for calculating double unilateral
Laplace transforms in Eq. (25) below. Contrastingly, in
Ref. [41], a similar calculation is carried out by using a bi-
lateral Laplace transform, thereby obtaining an equation
corresponding to Eq. (25). This difference in computa-
tion originates from the fact that, in Ref. [41], a value
corresponding to D− is set as −1 (In Ref. [41], this cor-
responding variable is not the diffusion coefficient, but it
4t
D(t)
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(a) equilibrium ensemble weq
τ1
τ2
τ3
τ4
ρ−,eq
ρ+
ρ−
ρ+
t
D(t)
t0 = 0 t1 t2 t3 t4
D+
D−
(b) non-equilibrium ensemble wneq
τ1
τ2
τ3
τ4
ρ−
ρ+
ρ−
ρ+
FIG. 1. (Color online) Schematic illustration of the switch-
ing process of diffusivity D(t). (a) For the equilibrium en-
semble weq(τ1), the process starts at t = −∞, and thus
there is no transition at t = t0 in general. As an ex-
ample, a realization with D(0) = D− is shown; For this
trajectory, τ2n (n = 1, 2, . . . ) follow the sojourn-time PDF
ρ+(τ ), whereas τ2n+1 (n = 1, 2, . . . ) follow ρ
−(τ ). The
first sojourn time τ1, however, follows the equilibrium PDF
ρ−,eq(τ ). (b) For the non-equilibrium ensemble wneq(τ1), it
is assumed that a transition occurs at t = t0. As an exam-
ple, a realization with D(0) = D− is shown; For this trajec-
tory, τ2n (n = 1, 2, . . . ) follow the sojourn-time PDF ρ
+(τ ),
whereas τ2n+1 (n = 0, 1, . . . ) follow ρ
−(τ ).
is related to the position of a diffusing particle. Thus,
the negative value is physically relevant).
We define the dichotomous process D(t) by using the
times at which the transitions between the two states
occur, tn (n = 1, 2, . . . ); these times are referred to as
renewal times [we also set t0 = 0 for convenience, though
t0 is not a renewal time in general. See Fig. 1(a)]. The
renewal time tn (n = 1, 2, . . . ) can be written by a sum
of successive sojourn times in the two states, τk (k =
1, 2, . . . ), as tn ≡
∑n
k=1 τk. A switching rule between the
two states can then be given by sojourn-time probability
density functions (PDFs) of these states. Namely, the
sojourn times τk (k = 2, 3, . . . ) for + and − states are
random variables that follow sojourn-time PDFs, ρ+(τ)
and ρ−(τ), respectively. To fully specify the processD(t),
we also need to define the PDF for the first sojourn time
τ1 (See Fig. 1). We mainly study two kinds of the first
sojourn-time PDFs: the equilibrium and non-equilibrium
ensembles.
1. Equilibrium ensemble
For the equilibrium ensemble, the process starts at t =
−∞, and thus the system is in equilibrium at t = 0.
The diffusivity D(0) is therefore at + or − state with
equilibrium fractions peq+ and p
eq
− . These fractions p
eq
±
are simply given by
peq± =
µ±
µ+ + µ−
, (17)
where µ± are mean sojourn times for ρ
±(τ). From this
expression, it is clear that the equilibrium ensemble exists
only when the mean sojourn times µ± are finite; if µ±
diverges, the system cannot reach the equilibrium state
[42].
Moreover, the first sojourn time τ1 follows an equilib-
rium sojourn-time PDF ρ±,eq(τ1), not ρ
±(τ1). This is
because, in the equilibrium ensemble, t = 0 is not a re-
newal time as illustrated in Fig. 1(a). Thus, the PDF of
τ1 in the equilibrium ensemble is given by
weq+ (τ1) + w
eq
− (τ1) = p
eq
+ ρ
+,eq(τ1) + p
eq
− ρ
−,eq(τ1), (18)
where weq± (τ1) is defined by w
eq
± (τ1) := p
eq
± ρ
±,eq(τ1).
Namely, ρ±,eq(τ1) is a conditional PDF of the first so-
journ time τ1 given that the process starts at t = −∞
and the state is ± at t = 0. For a derivation and an
explicit expression of ρ±,eq(τ), see Appendix A.
2. Non-equilibrium ensemble
We also study a non-equilibrium ensemble. Here, we
limit ourselves that a transition occurs exactly at the
inital time t = 0 [See Fig. 1(b)], and call such an en-
semble as non-equilibrium. Note that this is a typical
non-equilibrium ensemble employed in the renewal the-
ory [41] and CTRW theory [42]. In this ensemble, the
diffusivity D(0) is at + or − state with some inital frac-
tions p0+ and p
0
−; one of these fractions is arbitrary, and
the other is given by the normalization p0+ + p
0
− = 1.
Moreover, if D(0) = D±, the first sojourn time τ1 fol-
lows the sojourn-time PDF ρ±(τ1); i.e., the first sojourn-
time PDF is the same as those for the following sojourn
times τn (n = 3, 5, . . . ). This is because we assume that
t = 0 is a renewal time for the non-equilibrium ensemble.
It follows that, the first sojourn-time PDF is given by
wneq+ (τ1) + w
neq
− (τ1) = p
0
+ρ
+(τ1) + p
0
−ρ
−(τ1), (19)
where wneq± (τ1) is defined by w
neq
± (τ1) := p
0
±ρ
±(τ1).
3. General ensemble
In the next section, we present a theory for a more
general inital ensemble rather than the specific ensembles
5defined above. Let us denote this general inital ensemble
as
w0+(τ1) + w
0
−(τ1) = p
0
+ρ
+,0(τ1) + p
0
−ρ
−,0(τ1), (20)
where w0±(τ1) := p
0
±ρ
±,0(τ1), and ρ
±,0(τ) is the first
sojourn-time PDF given that the initial state is ±.
Therefore, if we replace p0± and ρ
±,0(τ1) in Eq. (20) with
peq± and ρ
±,eq(τ1), we obtain the equilibrium ensemble
defined in Eq. (18); similarly, if we replace ρ±,0(τ1) in
Eq. (20) with ρ±(τ1), we obtain the non-equilibrium en-
semble defined in Eq. (19). These replacement rules are
used in the following sections to obtain results for the
equilibrium and non-equilibrium ensembles.
We also use notations such as w0(τ1) := w
0
+(τ1) +
w0−(τ1), w
eq(τ1) := w
eq
+ (τ1) + w
eq
− (τ1) and w
neq(τ1) :=
wneq+ (τ1)+w
neq
− (τ1), with which we can completely spec-
ify the initial ensemble for D(t). Moreover, instead of the
notation 〈. . . 〉D used in the previous subsections, here-
after we employ the following notations for the ensemble
average over D(t). We denote the average in terms of
the equilibrium ensembles weq(τ1) as 〈. . . 〉eq, and the av-
erage in terms of the genelal initial ensemble w0(τ1) as
〈. . . 〉 (the bracket without a subscript).
III. ALTERNATING RENEWAL THEORY:
GENERAL ANALYSIS
In this section, we derive a general formula for the
relaxation function Φ(t) by using the alternating renewal
theory [30, 33], in which the system has two states with
different sojourn-time PDFs in general. In fact, we show
that Φ(t) is closely related to a quantity which is called
occupation times in the renewal theory [41].
A. Definition of occupation time
To explicitly represent the variables and initial con-
ditions, let us denote the relaxation function Φ(t) as
fˆD(u; t|w0); namely [see Eq. (5)]
fˆD(u; t|w0) :=
〈
exp
[
−u
∫ t
0
dt′D(t′)
]〉
. (21)
Also, we define an integral quantity D¯(t) as
D¯(t) :=
∫ t
0
D(t′)dt′ = D+T+(t) +D−T−(t)
= (D+ −D−)T+(t) +D−t, (22)
where the occupation times T+(t) and T−(t) are the total
times spent by the system in the + and − states up to
time t, respectively. Then, fˆD(u; t|w0) =
〈
exp(−uD¯(t))
〉
is the Laplace transform of the PDF fD(d¯; t|w0) with the
initial ensemble w0(τ1). Note that if D+ = 1 and D− =
−1, D¯(t) is often referred to as a mean magnetization by
analogy between the two-state trajectory D(t) = ±1 and
a spin configuration [41].
Let us denote the PDF of T±(t) with an initial en-
semble w0(τ1) as f
T±(t±; t|w
0). Here, we focus on the
PDF fT+(t+; t|w0), because f
T−(t−; t|w
0) can be readily
obtained from fT+(t+; t|w0) by
fT−(t−; t|w
0) = fT+(t− t−; t|w
0). (23)
Similarly, from Eq. (22), the PDF fD(d¯; t|w0) is also
given by fT+(t+; t|w
0) as
fD(d¯; t|w0) =
1
D+ −D−
fT+
(
d¯−D−t
D+ −D−
; t
∣∣∣∣w0
)
(24)
Carrying out double Laplace transforms of Eq. (24) in
terms of d¯↔ u and then t↔ s, we have
f˘D(u; s|w0) = f˘T+
(
(D+ −D−)u; s+D−u|w
0
)
, (25)
where we used the assumption D− ≥ 0 in the Laplace
transform with respect to d¯.
B. PDF of occupation time
To derive an explicit form of f˘T+
(
u; s|w0
)
, we define
f
T+
±,n(t+; t|w
0) as a conditional joint PDF that (i) the
state is ± at time t = 0, (ii) the number of the renewals
up to time t is n, and (iii) the occupation time of the
+ state up to time t is t+ under the condition that the
initial ensemble is w0. The function f˘
T+(u; s|w0) can be
expressed by using f˘
T+
±,n(u; s|w
0) as
f˘T+(u; s|w0) =
∞∑
n=0
[
f˘
T+
+,2n(u; s|w
0) + f˘
T+
+,2n+1(u; s|w
0)
+f˘
T+
−,2n(u; s|w
0) + f˘
T+
−,2n+1(u; s|w
0)
]
.
(26)
Now, we derive each term in the right-hand side of
Eq. (26). The joint PDF f
T+
±,n(t+; t|w
0) can be written as
[41]
f
T+
±,n(t+; t|w
0) = 〈δ±δ (t+ − T+(t)) I(tn ≤ t < tn+1)〉 ,
(27)
where I(. . . ) and δ± are quantities that take 1 or 0.
I(. . . ) becomes 1 if the inside of the bracket is satisfied,
and otherwise becomes 0. Moreover, δ± := δD(0),D± is a
random variable indicating the initial state, i.e.,
δ± =
{
1, if the state is ± at t = 0,
0, if the state is ∓ at t = 0.
(28)
By taking the Laplace transforms of Eq. (27) in terms of
t+ ↔ u and t↔ s, we have
f˘
T+
±,n(u; s|w
0) = 〈δ±〉
〈∫ tn+1
tn
dte−uT+(t)e−st
〉
±
= p0±
〈∫ tn+1
tn
dte−uT+(t)e−st
〉
±
, (29)
6where 〈. . . 〉± is a conditional average under the condition
that the initial state is ±.
The ensemble average in Eq. (29) can be calculated as
follows. If the initial state is the + state [i.e., D(0) =
D+], the occupation time T+(t) can be expressed as
T+(t) = τ1 + τ3 + · · ·+ τ2n−1 + (t− t2n), (30)
when 2n transitions occur up to time t, or
T+(t) = τ1 + τ3 + · · ·+ τ2n−1, (31)
when 2n− 1 transitions occur up to time t. Thus, from
Eq. (29), for n = 0 we have
f˘
T+
+,0(u; s|w
0) =
p0+ − wˆ
0
+(u + s)
u+ s
, (32)
where we used p0+
〈
e−(u+s)τ1
〉
= p0+ρˆ
+,0(u+ s) = wˆ0+(u+
s). For n = 1, 2, . . . , we can obtain f˘
T+
+,n(u; s|w
0) with
a calculation similar to Eq. (A4) in Appendix A. From
Eq. (29), we have
f˘
T+
+,2n(u; s|w
0) = wˆ0+(u + s)ρˆ
n−1(u, s)ρˆ−(s)
1− ρˆ+(u+ s)
u+ s
,
(33)
f˘
T+
+,2n−1(u; s|w
0) = wˆ0+(u + s)ρˆ
n−1(u, s)
1− ρˆ−(s)
s
, (34)
for n = 1, 2, . . . . Here, the function ρˆ(u, s) is defined as
ρˆ(u, s) := ρˆ+(u+ s)ρˆ−(s).
Similarly, if the initial state is the − state [i.e., D(0) =
D−], we have
T+(t) = τ2 + τ4 + · · ·+ τ2n, (35)
when 2n transitions occur up to time t, or
T+(t) = τ2 + τ4 + · · ·+ τ2n−2 + (t− t2n−1), (36)
when 2n− 1 transitions occur up to time t. Thus, from
Eq. (29), we have
f˘
T+
−,0(u; s|w
0) =
p0− − wˆ
0
−(s)
s
, (37)
f˘
T+
−,2n(u; s|w
0) = wˆ0−(s)ρˆ
n−1(u, s)ρˆ+(u + s)
1− ρˆ−(s)
s
,
(38)
f˘
T+
−,2n−1(u; s|w
0) = wˆ0−(s)ρˆ
n−1(u, s)
1− ρˆ+(u+ s)
u+ s
,
(39)
for n = 1, 2, . . . .
Substituting Eqs. (32)–(34) and Eqs. (37)–(39) into
(26), we have
f˘T+(u; s|w0) =
p0+
u+ s
+
(
1
s −
1
u+s
)
wˆ0+(u+ s) [1− ρˆ
−(s)]
1− ρˆ+(u + s)ρˆ−(s)
+
p0−
s
+
(
1
u+s −
1
s
)
wˆ0−(s) [1− ρˆ
+(u + s)]
1− ρˆ+(u+ s)ρˆ−(s)
.
(40)
Now we can express the PDF of the occupation time
T+(t) by using the initial fractions p0±, and the first and
subsequent sojourn-time PDFs, wˆ0±(s) and ρˆ
±(s).
C. Explicit form of relaxation function
Finally, we derive explicit forms of the relaxation func-
tion. From Eqs. (25) and (40), we have
f˘D(u; s|w0) =
p0+
z+
+
(
1
z−
− 1z+
)
wˆ0+(z+) [1− ρˆ
−(z−)]
1− ρˆ+(z+)ρˆ−(z−)
+
p0−
z−
+
(
1
z+
− 1z−
)
wˆ0−(z−) [1− ρˆ
+(z+)]
1− ρˆ+(z+)ρˆ−(z−)
,
(41)
where z± is defined by z± := D±u+s. Here, let us define
functions ρ˜±(s) as
ρ˜±(s) := 1− ρˆ±(s). (42)
By using these auxiliary functions, Eq. (41) can be
rewritten as
f˘D(u; s|w0) =
p0+
z+
+
p0+
(
1
z−
− 1z+
)
ρˆ+,0(z+)ρ˜
−(z−)
ρ˜+(z+) + ρ˜−(z−)− ρ˜+(z+)ρ˜−(z−)
+
p0−
z−
+
p0−
(
1
z+
− 1z−
)
ρˆ−,0(z−)ρ˜
+(z+)
ρ˜+(z+) + ρ˜−(z−)− ρ˜+(z+)ρ˜−(z−)
,
(43)
where we used wˆ0±(s) = p
0
±ρˆ
0,±(s). If the two diffusion
coefficients are the same D+ = D− =: D, we have z+ =
z−; and thus the second and fourth of terms in Eq. (43)
vanish. The first and third terms give f˘D(u; s|w0) =
1/(s + Du), and thus we obtain an exponential decay:
fˆD(u; t|w0) = e−Dut. This result can be also obtained
more directly from Eq. (21).
The double Laplace transform f˘D(u; s|weq) for the
equilibrium ensemble weq can be obtained simply by re-
placing ρˆ±,0 and p0± with ρˆ
±,eq and peq± in Eq. (43),
respectively. Similarly, f˘D(u; s|wneq) for the non-
equilibrium ensemble is obtained by replacing ρˆ±,0 with
ρˆ±.
IV. CASE STUDIES
In this section, we study the relaxation function
fˆD(u; t|w0) for the cases in which the sojourn-time PDFs
are given by the exponential distributions or the power-
law distributions. For the case where the mean sojourn
times exist (i.e., µ± <∞), we assume that the switching
between the two states is fast compared with the diffu-
sive time scale—i.e., µ± ≪ 1/D+u. Moreover, we focus
7on the time regime t & 1/D+u; in the Laplace domain,
this corresponds to s . D+u. These fast switching as-
sumptions can be rewritten as
µ± ≪
1
D+u
∼
1
D+u+ s
=
1
z+
<
1
z−
.
Thus, we obtain µ± ≪ 1/z± or equivalently z± ≪ k±,
where k± is the transition rate and given by k± = 1/µ±.
A. Exponential distribution
If both sojourn-time PDFs, ρ±(τ), are given by the
exponential distributions, the first sojourn-time PDF is
given by
w0(τ1) = p
0
+ρ
+,0(τ1)+p
0
−ρ
−,0(τ1) = p
0
+ρ
+(τ1)+p
0
−ρ
−(τ1),
(44)
Therefore, in this case, the general initial ensemble
w0(τ1) is equivalent to the typical non-equilibrium en-
semble wneq(τ1). This equivalence is due to the fact that
the exponential distributions are Markovian; a direct
proof is possible as follows. Generally, ρ±,0(τ1) should
be given by a forward-recurrence-time PDF with respect
to ρ±(τ), but this forward-recurrence-time PDF can be
shown to be equivalent to ρ±(τ) if ρ±(τ) is an expo-
nential distribution due to its Markovian property [See
Eq. (A16) in Appendix A]. By using Eqs. (44), (A13),
and (A14), f˘D(u; s|w0) in Eq. (41) can be rewritten as
f˘D(u; s|w0) =
p0+(k+ + k− + z−) + p
0
−(k+ + k− + z+)
(k+ + z+)(k− + z−)− k+k−
.
(45)
This function is equivalent to that for the typical non-
equilibrium ensemble f˘D(u; s|wneq).
For the case of the equilibrium ensemble, we have
weq(τ1) = p
eq
+ ρ
+(τ1) + p
eq
− ρ
−(τ1), and Eq. (45) can be
further simplified by replacing p0± with p
eq
± as
f˘D(u; s|weq) =
k+z+ + k−z− + (k+ + k−)
2
(k+ + k−) [(k+ + z+)(k− + z−)− k+k−]
.
(46)
This equation is consistent with the result obtained in
Ref. [18], in which a transfer operator method is utilized.
In fact, the relaxation function f˘D(u; s|weq) has two sim-
ple poles in terms of s, which correspond to two different
relaxation modes [18].
If we assume that the switching between the two-state
is fast, i.e., z± ≪ k±, we have
f˘D(u; s|weq) ≃
k+ + k−
k+z− + k−z+
=
1
〈D〉eq u+ s
−→
L−1
(s→t)
e−〈D〉equt, (47)
where 〈D〉eq is defined by 〈D〉eq := D+p
eq
+ + D−p
eq
− .
Therefore, in this limit, we obtain a single mode relax-
ation, as if the particle diffuses with the diffusion coeffi-
cient 〈D〉eq.
The same result is obtained from the relaxation func-
tion with the non-equilibrium initial ensemble [Eq. (45)].
This is because, under the assumption of the fast switch-
ing 〈D〉eq u≪ k± = 1/µ±, the relaxation of the fractions
[Eq. (A17)] is much faster than that given in Eq. (47).
B. Power-law distribution: 1 < α− < 2
Let us study the case where the sojourn-time PDFs are
given by the power-law distributions ρ±(τ) ∼ 1/τα± with
1 < α± ≤ 2. In this case, the mean sojourn times exist,
and thus the equilibrium ensemble can be defined. In this
and the next subsections, we assume that D− ≪ D+.
1. Equilibrium ensemble
If the sojourn-time distributions ρ±(τ) follow the
power-law distributions with finite means µ±, their
Laplace transforms (τ ↔ σ) can be expressed as
ρˆ±(σ) ≃
σ→0
1− µ±σ + a±σ
α± + o(σα± ), (48)
where 1 < α− < α+ ≤ 2, and o(σ
α±) is Landau’s no-
tation. When α+ = 2, ρ
+(τ) is the exponential distri-
bution. Note also that the fast switching assumption
between the two states, z± ≪ k± = 1/µ±, is necessary
to use the expansion in Eq. (48) with σ = z±. In addi-
tion to this condition, we assume that µ±z± ≫ a±z
α±
± .
The auxiliary function ρ˜±(σ) [Eq. (42)] is then given by
ρ˜±(σ) ≃
σ→0
µ±σ − a±σ
α± + o(σα±). (49)
The function f˘D(u; s|weq) can be given in a form sim-
ilar to Eq. (43). In fact, f˘D(u; s|weq) can be obtained
just by replacing ρˆ±,0 and p0± in Eq. (43) with ρˆ
±,eq
and peq± , respectively. Furthermore, by using ρˆ
±,eq(z±) =
ρ˜±(z±)/(µ±z±) [see Eq. (A11)] and Eq. (17), we rewrite
Eq. (43) as
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FIG. 2. (Color online) Relaxation function Φ(t) as a function of time t in (a) semi-log form and (b) log-log form. Time is
measured in units of τ0, a cutoff time for short trap times (See Appendix B for details). The values of Φ(t) are obtained by
numerical simulations of Eq. (1) with the spatial dimension d = 1. The initial ensemble for D(t) is assumed to be in equilibrium,
and the initial distribution for r(t) is given by the local equilibrium ensemble. Results for four different values of the slow
diffusion coefficient D− are displayed: D−/D+ = 10
0 (square), 10−1 (circle), 10−2 (triangle up), and 10−3 (triangle down). The
damping coefficient u is set as u = 0.01/D+τ0. The scaling exponents α− of the power law distribution ρ
−(τ ) is set as α− = 1.25.
In contrast, ρ+(τ ) is assumed to be the exponential distribution with µ+ = µ−. The dashed and solid lines are the theoretical
predictions for the short and long time regimes, respectively [Eq. (53) and Eq. (55)]. There are no fitting parameters.
f˘D(u; s|weq) =
µ+ + µ−
µ+z+ + µ−z−
+
(
1
z+
− 1z−
)2
µ+ + µ−
[
µ+µ−z+z−
µ+z+ + µ−z−
−
ρ˜+(z+)ρ˜
−(z−)
ρ˜+(z+) + ρ˜−(z−)− ρ˜+(z+)ρ˜−(z−)
]
. (50)
This expression for the equilibrium ensemble is valid for
any sojourn-time PDFs ρ±(τ) with finite means µ±.
Now, substituting ρ˜±(z±) ≃ µ±z± − a±z
α±
± into
Eq. (50), we have a formula for the power-law sojourn-
time PDFs as
f˘D(u; s|weq) ≃
1
s+ 〈D〉eq u
+
(∆Du)2
(
a−µ
2
+z
α−−2
− + a+µ
2
−z
α+−2
+
)
µ3(s+ 〈D〉eq u)
2
, (51)
where µ and ∆D are defined by µ := µ+ + µ−, and
∆D := D+ −D−, respectively.
For s ∼ D+u, the first term in Eq. (51) is dominant
over the second, and thus the latter can be neglected.
Therefore, we have
f˘D(u; s|weq) ≃
1
s+ 〈D〉eq u
, (52)
or, by the Laplace inversion, we obtain
fˆD(u; t|weq) ≃ e−〈D〉equt. (53)
Thus, at the short time scale t ∼ 1/D+u, the exponential
relaxation is observed.
However, for s≪ D+u, we have s+〈D〉eq ∼ 〈D〉eq and
z+ ∼ D+u. The constant terms must be exponentially
small after the Laplace inversion, and thus, we have from
Eq. (51)
f˘D(u; s|weq) ≃
a−
µ
(
µ+∆D
µ 〈D〉eq
)2
z
α−−2
− . (54)
By the Laplace inversion, we have the following expres-
sion in the time domain t≫ 1/D+u
fˆD(u; t|weq) ≃
a−
µ
(
µ+∆D
µ 〈D〉eq
)2
e−D−utt1−α−
|Γ(2− α−)|
. (55)
Thus, in the case 1 < α− < 2, the relaxation function
exhibits the exponential decay at the short time scale
[Eq. (53)], whereas it exhibits the power-law decay with
an exponential cutoff at the long time scale [Eq. (55)]. As
shown in Fig. 2, these theoretical results are consistent
with numerical simulations. It is possible to show that
Eqs. (52)– (55) are valid also for α± > 2 (it should be
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FIG. 3. (Color online) Relaxation function Φ(t) as a function of time t in (a) semi-log form and (b) log-log form. The initial
ensemble for D(t) is assumed to be the typical non-equilibrium ensemble wneq with the initial fractions p0± = p
eq
± . The other
parameter values and the initial ensemble for r(t) are exactly the same as those in Fig. 2. The dashed and solid lines are the
theoretical predictions for the short and long time regimes, respectively [Eq. (59) and Eq. (61)]. There are no fitting parameters.
assumed that α− < α+ and that α− is not an integer).
Thus, the power-law dacay 1/t1−α− with any values of
α− > 1 is possible in principle. However, for α− > 2, the
decay is relatively fast, and therefore it might be difficult
to observe the predicted power-law decay behavior even
in numerical simulations.
2. Non-equilibrium ensemble
The relaxation function for the typical non-equilibrium
ensemble wneq(τ1) = p
0
+ρ
+(τ1) + p
0
−ρ
−(τ1) with p
0
+ +
p0− = 1 can be derived in the same way as the case of the
equilibrium ensemble. By replacing ρˆ±,0(z±) in Eq. (43)
with ρˆ±(z±), and substituting Eqs. (48) and (49) into the
resulting equation, we obtain
f˘D(u; s|wneq) =
µ+ + µ−
µ+z+ + µ−z−
+
z+ − z−
z+z−
[
p0−µ+z+ − p
0
+µ−z−
µ+z+ + µ−z−
+
p0+ρ˜
−(z−)− p
0
−ρ˜
+(z+) + (p
0
− − p
0
+)ρ˜
+(z+)ρ˜
−(z−)
ρ˜+(z+) + ρ˜−(z−)− ρ˜+(z+)ρ˜−(z−)
]
. (56)
Note that this expression for the typical non-equilibrium
ensemble wneq is valid for any sojourn-time PDF ρ±(τ)
with finite means µ±.
Now, substituting ρ˜±(z±) ≃ µ±z± − a±z
α±
± , we have
a formula for the power-law sojourn-time PDFs as
f˘D(u; s|wneq) ≃
1
s+ 〈D〉eq u
+
∆Du
(
µ−a+z
α+−1
+ − µ+a−z
α−−1
−
)
µ2
(
s+ 〈D〉eq u
)2 . (57)
For s ∼ D+u, the first term in Eq. (57) is dominant
over the second, and thus the latter can be neglected.
Therefore, we have
f˘D(u; s|wneq) ≃
1
s+ 〈D〉eq u
(58)
or, by the Laplace inversion, we obtain
fˆD(u; t|wneq) ≃ e−〈D〉equt. (59)
Thus, at the short time scale t ∼ 1/D+u, the exponen-
tial relaxation, which is exactly the same as that in the
equilibrium ensemble [Eq. (53)], is observed.
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FIG. 4. (Color online) Relaxation function Φ(t) as a function of time t in (a) semi-log form and (b) log-log form. The initial
ensemble for D(t) is assumed to be the non-equilibrium ensemble wneq with the initial fractions p0± = 0.5. The scaling exponent
α− of the power law distribution ρ
−(τ ) is set as α− = 0.75. In contrast, ρ
+(τ ) is assumed to be the exponential distribution
with µ+ = 2τ0. The other parameter values and the initial ensemble for r(t) are exactly the same as those in Fig. 2. The
dashed and solid lines are the theoretical predictions for the short and long time regimes, respectively [Eqs. (63) and (65)].
There is no fitting parameters.
However, for s ≪ D+u, the constant terms can be
neglected because they are exponentially small after the
Laplace inversion, and thus we have
f˘D(u; s|wneq) ≃ −
a−µ+∆D
µ2 〈D〉
2
eq u
z
α−−1
− , (60)
or by the Laplace inversion, we obtain a power-law decay
again for the long time regime t≫ 1/D+u as
fˆD(u; t|wneq) ≃
a−µ+∆D
µ2 〈D〉
2
eq u
e−D−utt−α−
|Γ(1 − α−)|
. (61)
As shown in Fig. 3, these theoretical results are consis-
tent with numerical simulation. These results [Eqs. (58)–
(61)] are valid also for α± > 2 (it should be assumed that
α− < α+ and that α− is not an integer).
As in the case of the equilibrium ensemble, the relax-
ation for the non-equilibrium ensemble is given by the ex-
ponential decay at the short time scale [Eq. (59)], whereas
power-law decay with an exponential cutoff at the long
time scale [Eq. (61)]. Thus, the behavior of both en-
sembles are qualitatively similar except that the power-
law decay is slower for the equilibrium ensemble than
for the non-equilibrium ensemble. In fact, the power-law
index for equilibrium ensemble is greater by one than
that for the non-equilibrium ensemble [See Eqs. (55) and
(61)]. This difference is due to the fact that the power-
law index of the initial sojourn-time PDF for the equilib-
rium ensemble is smaller by one than that for the non-
equilibrium ensemble [See Eq. (A22)]. This difference of
power-law exponents in the initial sojourn-time PDFs of-
ten provides a remarkable initial-ensemble dependence of
physical observables such as the correlation function and
the diffusion coefficient [43, 44].
C. Power-law distribution: 0 < α− < 1
Finally, let us study the case in which 0 < α− < 1. In
this case, the equilibrium distribution ρ−,eq(τ) no longer
exists, because the mean value of ρ−(τ) diverges. Hence,
we consider only the non-equilibrium ensemble wneq. On
the other hand, α+ is assumed to be 1 < α+ ≤ 2 (For
0 < α+ < 1, we can have similar results with different
scaling exponents. But the behavior for these two cases
are qualitatively the same, and thus here we focus only
on the case 1 < α+ ≤ 2). In addition to the assumptions
for ρˆ+(z+) used in the previous subsection, we further
assume that a−z
α−
− ≪ 1; this condition is necessary for
the expansion given in Eq. (A20).
The double Laplace transform f˘D(u; s|wneq) is ob-
tained by replacing ρˆ±,0(z±) in Eq. (43) with ρˆ
±(z±).
Substituting ρˆ±(z±) ≃ 1, ρ˜
+(z+) ≃ µ+z+ and ρ˜
−(z−) ≃
a−z
α−
− into this equation, we have for s ∼ D+u
f˘D(u; s|wneq) ≃
1
z−
−
µ+
a−
∆Du
z
1+α−
−
. (62)
Strictly speaking, higher order terms should have been
taken into account in this calculation, but the final result
is unchanged because the higher order terms are canceled
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out. The Laplace inversion of Eq. (62) gives
fˆD(u; t|wneq) ≃ e−D−ut
[
1−
µ+
a−
∆Du
Γ(1 + α−)
tα−
]
≃ e
−D−ut−
µ+
a−
∆Du
Γ(1+α−)
tα−
. (63)
Thus, the relaxation function is given in a stretched-
exponential form.
However, for s ≪ D+u, we have the following for-
mula from the equation obtained by replacing ρˆ±,0(z±)
in Eq. (43) with ρˆ±(z±)
f˘D(u; s|wneq) ≃
∆D
D+
a−
µ+
z
α−−1
−
D+u
, (64)
where we also assumed that z
α−
− ≪ D+u (if this condi-
tion is not satisfied, the power-law regime vanishes). The
Laplace inversion gives
fˆD(u; t|wneq) ≃
∆D
D2+u
a−
µ+
e−D−ut
Γ(1− α−)tα−
. (65)
Thus, in the case 0 < α− < 1, the relaxation function ex-
hibits the stretched-exponential decay at the short time
scale, whereas the power-law decay with an exponential
cutoff at the long time scale. As shown in Fig. 4, these
theoretical results are consistent with numerical simula-
tion.
V. DISCUSSION
Recently, Brownian motion with fluctuating diffusivity
has been investigated intensively. To characterize such
processes, various kinds of correlation functions are used.
One of the most frequently used functions might be an
ergodicity breaking parameter, which is a fourth order
correlation function in terms of the position vector [9–
11, 18, 33, 45–47]. For the case of the LEFD, it is shown
that the fluctuating diffusivity cannot be detected with
the second order correlation including the MSD [11].
In this work, we have studied the relaxation function
fˆR(u; t|w0). This quantity can be interpreted as a sec-
ond order position correlation function [Eq. (5)] for the
OUFD, and as the self-intermediate scattering function
[Eq. (15)] for the LEFD. This correlation function char-
acterizes the fluctuating diffusivity in the sense that it
is a Laplace transformation of the integral diffusivity∫ t
0
dt′D(t′).
Under the assumption that the system has two diffu-
sive states, we have derived a general formula [Eq. (43)]
for the relaxation function fˆR(u; t|w0) in terms of the
sojourn-time PDFs ρ±(τ). In particular, if the sojourn-
time PDF of the slow state is given by a power-law dis-
tribution with the index α−, the relaxation function at
the short time scales shows the exponential relaxation
for 1 < α− < 2, or the stretched-exponential relaxation
for 0 < α− < 1. In contrast, at the long time scales,
the relaxation function shows a power law decay with an
exponential cutoff.
The fact that our model can reproduce the stretched-
exponential relaxation function is quite interesting. The
stretched-exponential type relaxation behavior has been
widely observed in various systems, and generally inter-
preted as the signature of a heterogeneity. Various mod-
els have been proposed to interpret the microscopic ori-
gin of the stretched-exponential relaxation [34, 48–51].
In most of such models, power-law type distributions for
some physical quantities such as the waiting time are as-
sumed.
Our model also assumes the power-law distribution for
the sojourn time, and thus, in this aspect, it is similar
to the conventional models. In particular, it would be
worth mentioning a relation of the present model with
the quenched-trap model studied in Ref. [34]. Statistical
properties of the quenched-trap model with the spatial
dimension d > 2 is asymptotically the same as those
of the continuous-time random walks [52]. On the other
hand, the LEFD also reduces to the continuous-time ran-
dom walk in the limit µ+ → 0 with D+µ+ = const and
D− = 0 [10]. Thus, the generation mechanism of the
stretched-exponential relaxation (as well as the anoma-
lous diffusion [33]) in the present model may be similar
to that in the quenched-trap model [34].
In spite of these similarities between our model and
previously studied systems, however, our model might
have some advantages in that its dynamics is described by
simple equations [Eqs. (1) and (7)]. This is in contrast to
some conventional models, where the dynamic equation
and the time evolution rule are not expressed in clear and
simple equations. We expect that the combination of our
model and experimental relaxation data can be employed
to interpret molecular-level dynamics of heterogeneous
systems. In fact, a model similar to ours was utilized
to reproduce results of numerical simulations for glassy
systems and supercooled liquids [53, 54].
Moreover, the stretched-exponential relaxation is ob-
tained in our model when the equilibrium distribution
ρ−,eq(τ) does not exist. This means that, the system
is not in equilibrium, if it shows the stretched exponen-
tial type relaxation. This seems to be consistent with
a naive expectation that the dynamic heterogeneity is a
precursor of a glass transition which is clearly in non-
equilibrium.
As we mentioned, the stretched-exponential relaxation
is observed ubiquitously in complex and highly con-
centrated systems , but its origin is still unclear [50].
The stretched-exponential relaxation is often expressed
as e−(t/τ¯)
β
where τ¯ and β are constants; β is typically
around 0.5 (experimental values are about 0.4 . β .
0.6). In our model, this exponent is simply given as
β = α−, and therefore it reflects the tail of the sojourn-
time PDF of the slow state at the long time region. This
result implies that the power-law sojourn-time PDF for
the slow state plays a fundamental role in emergence
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of the stretched-exponential relaxation. The power-law
sojourn-time PDF, which is assumed in our model, is also
generally observed in crowded systems [35, 36]. Thus,
our model might bridge a gap between these commonly
observed phenomena: the power-law sojourn times and
stretched-exponential relaxation.
Although it seems that the fast state plays a minor role,
its property affects the characteristic relaxation time; in
our model, the characteristic relaxation time τ¯ is given as
τ¯ = [µ+∆Du/a−Γ(1+α+)]
1/α− . Thus, the characteristic
time scale depends on various parameters such as the
sojourn-time PDF of the fast state and the two diffusion
coefficients.
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Appendix A: Equilibrium ensemble
As explained in Sec. II, the initial ensemble is fully
specified by the PDF of the first sojourn time τ1 [Re-
call that the initial distribution of the position r(0)
is unimportant in investigating the relaxation function
Φ(t)]. We derive an explicit expression for the Laplace
transform of the equilibrium ensemble ρˆ±,eq(σ) :=∫∞
0 dτe
−τσρ±,eq(τ).
The equilibrium ensemble can be derived from a
forward-recurrence-time PDF. A forward-recurrence time
is a sojourn time until the next transition from some
elapsed time t′ > 0 [41]. Here, we study the forward-
recurrence-time PDF w±(τ ; t
′|w0), from which we obtain
the equilibrium ensemble by taking a limit t′ →∞.
1. PDF for forward-recurrence time
The forward-recurrence-time PDF w±(τ ; t
′|w0)dτ is a
joint probability that (i) the state is ± at time t′, and
(ii) the sojourn time from t′ until the next transition is
in an interval [τ, τ+dτ ], given that the process starts with
w0(τ1) at t = 0. Here, τ is called the forward-recurrence
time, and it is illustrated in Fig. 5.
To obtain the forward-recurrence-time PDF, we fur-
ther define the following PDFs for n = 0, 1, . . . :
w±,n(τ ; t
′|w0) := 〈δ (τ − (tn+1 − t
′)) I (tn < t
′ < tn+1) δ±〉 ,
(A1)
where w±,n(τ ; t
′|w0)dτ is a joint probability that (i) the
state is ± at t = 0, (ii) there are n transitions until time
≈
≈
t
D(t)
t0 = 0 t1 t2 t
′
D+
D−
w0(τ1)
w(τ ; t′|w0)
τ1
τ
FIG. 5. (Color online)Schematic illustration of the forward-
recurrence time τ . A realization started from the initial en-
semble w0(τ1) is displayed as an example. The first sojourn
time τ1 follows w
0(τ1) = w
0
+(τ1) + w
0
−(τ1) [See Eq. (20)].
Then, the sojourn time τ at time t′ until the next transition
follows w(τ ; t′|w0) := w+(τ ; t
′|w0) + w−(τ ; t
′|w0).
t′, and (iii) the sojourn time at time t′ is in an interval
[τ, τ + dτ ], given that the process starts with w0(τ1) at
t = 0.
The double Laplace transforms w˘±,n(σ; s|w
0) :=∫∞
0
dt′e−t
′s
∫∞
0
dτe−τσw±,n(τ ; t
′|w0) with respect to τ
and then t′ result in (τ ↔ σ and t′ ↔ s)
w˘±,n(σ; s|w
0) =
〈
δ±e
−tns
s− σ
(
e−στn+1 − e−sτn+1
)〉
=


〈δ±e
−στ1〉 − 〈δ±e
−sτ1〉
s− σ
(n = 0),
〈
δ±e
−stn
〉 〈e−στn+1〉± − 〈e−sτn+1〉±
s− σ
(n = 1, 2, . . . ),
(A2)
where 〈. . . 〉± is a conditional average for a given initial
state ±. The ensemble averages in the above equation
can be expressed with the Laplace transforms of the ini-
tial ensemble wˆ0±(s) and the sojourn-time PDFs ρˆ
±(s).
In fact, we have〈
δ±e
−st2n
〉
= 〈δ±〉
〈
e−sτ1
〉
±
〈
e−sτ2
〉
±
× · · · ×
〈
e−sτ2n
〉
±
= wˆ0±(s)ρˆ
n−1(s)ρˆ∓(s), (A3)
〈
δ±e
−sτ2n−1
〉
= 〈δ±〉
〈
e−sτ1
〉
±
〈
e−sτ2
〉
±
× · · · ×
〈
e−sτ2n−1
〉
±
= wˆ0±(s)ρˆ
n−1(s), (A4)
for n = 1, 2, · · · , where ρˆ(s) := ρˆ+(s)ρˆ−(s) and 〈. . . 〉± is
a conditional average under the condition that the initial
state is ±. Then, using Eqs. (A3) and (A4) in Eq. (A2),
we have
w˘±,0(σ; s|w
0) =
wˆ0±(σ)− wˆ
0
±(s)
s− σ
, (A5)
w˘±,2n(σ; s|w
0) = wˆ0±(s)ρˆ
n−1(s)ρˆ∓(s)
ρˆ±(σ) − ρˆ±(s)
s− σ
,
(A6)
w˘±,2n−1(σ; s|w
0) = wˆ0±(s)ρˆ
n−1(s)
ρˆ∓(σ)− ρˆ∓(s)
s− σ
, (A7)
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for n = 1, 2, . . . .
Because the Laplace transform of the forward-
recurrence-time PDF, w±(τ ; t
′|w0), is given by
w˘±(σ; s|w
0) =
∑∞
n=0[w˘±,2n(σ; s|w
0)+ w˘∓,2n+1(σ; s|w
0)],
we have
w˘±(σ; s|w
0) =
wˆ0±(σ)− wˆ
0
±(s)
s− σ
+
wˆ0±(s)ρˆ
∓(s) + wˆ0∓(s)
1− ρˆ(s)
ρˆ±(σ)− ρˆ±(s)
s− σ
. (A8)
Equation (A8) is a general expression of the forward-
recurrence-time PDF for the alternating renewal pro-
cesses.
2. Equilibrium ensemble
If both µ+ and µ− exist, it follows from Eq. (A8) that
lim
t′→∞
wˆ±(σ; t
′|w0) = lim
s→0
sw˘±(σ; s|w
0) = peq±
1− ρˆ±(σ)
µ±σ
.
(A9)
Since the above limit t′ →∞ is equivalent to putting the
start time of the process to −∞, the limitting function
should be equivalent to the equilibrium ensemble wˆeq± (σ):
wˆeq± (σ) := p
eq
± ρˆ
±,eq(σ) (A10)
where ρˆ±,eq(σ) is defined as
ρˆ±,eq(σ) =
1− ρˆ±(σ)
µ±σ
, (A11)
Hence, the equilibrium PDF exists only if µ± is finite as
explained in the main text. Note also that the equilib-
rium ensemble [Eq. (A9)] does not depend on the initial
ensemble w0, as expected.
a. Exponential distribution
If the sojourn-time PDFs are given by the exponential
distributions
ρ±(τ) =
1
µ±
exp
(
−
τ
µ±
)
= k± exp (−k±τ) , (A12)
we have its Laplace transforms (τ ↔ σ) as
ρˆ±(σ) =
1
1 + µ±σ
=
k±
k± + σ
. (A13)
In this case, the equilibrium PDF [Eq. (A11)] is equiva-
lent to ρ±(τ), i.e., it is easy to check
ρˆ±,eq(σ) =
1− ρˆ±(σ)
µ±σ
= ρˆ±(σ). (A14)
Thus, the equilibrium ensemble is given by peq+ ρ+(τ1) +
peq− ρ−(τ1).
More generally, the forward-recurrence-time PDF for
the exponential sojourn times is calculated as follows.
Here, let us assume that the initial ensemble is the typical
non-equilibrium ensemble, i.e., wneq± (τ1) = p
0
+ρ+(τ1) +
p0−ρ−(τ1), where p
0
± are the initial fractions with the con-
straint p0+ + p
0
− = 1. Then, after some straightforward
calculations, the forward-recurrence-time PDF [Eq. (A8)]
is given as
w˘±(σ; s|w
neq) =
1
1 + µ±σ
[
peq±
s
+
p0± − p
eq
±
s+ µ++µ−µ+µ−
]
. (A15)
The double Laplace inversions give
w±(τ ; t
′|wneq) = p±(t
′)
e−τ/µ±
µ±
, (A16)
where p±(t
′) are the fractions at time t′, and are given
as
p±(t
′) := peq± +
(
p0± − p
eq
±
)
e
−
µ++µ−
µ+µ−
t
. (A17)
From Eqs. (A16) and (A17), the forward-recurrence-time
PDF at t′ is also represented as
p+(t
′)ρ+(τ) + p−(t
′)ρ−(τ), (A18)
Thus, the forward-recurrence-time PDF with respect to
the exponential distributions are also given by the expo-
nential distributions, and only the fractions change with
time. This is an outcome of the fact that the exponen-
tial distribution is Markovian. In addition, the fractions
converge to the equilibrium fractions peq± exponentially.
b. Power law distribution
The power law distribution is given by
ρ±(τ) ≃
τ→∞
a±
|Γ(−α±)|τ1+α±
, (A19)
where a± is a scale factor and Γ(−α±) is the gamma
function. Asymptotic forms of the Laplace transforms
ρˆ±(σ) :=
∫∞
0 dτ e
−τσρ±(τ) at small σ are given by
ρˆ±(σ) ≃
σ→0
1− a±σ
α± + o(σα±), (0 < α± < 1)
(A20)
ρˆ±(σ) ≃
σ→0
1− µ±σ + a±σ
α± + o(σα±), (1 < α± < 2)
(A21)
where µ± is the mean sojourn time of the state ±.
Now, let us assume that the sojourn-time PDF is given
by a power law distribution. For 0 < α± < 1, the mean
sojourn time µ± diverges, and therefore the equilibrium
ensemble [Eq. (A10)] does not exist. In contrast, for 1 <
α± ≤ 2, the equilibrium ensemble exists and is given by
ρˆ±,eq(σ) =
1− ρˆ±(σ)
µ±σ
≃
σ→0
1−
a±
µ±
σα±−1, (A22)
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where we used Eq. (A21). The important point is that
the power exponent of σ in Eq. (A22) is smaller by one
than that in the sojourn-time PDF [Eq. (A21)]. This
means that the mean initial sojourn time of the equilib-
rium ensemble with 1 < α± < 2 diverges.
Appendix B: Simulation setup
In numerical simulations, we used a simple sojourn-
time PDF defined as
ρ±(τ) =
α±τ
α±
0
τ1+α±
, (τ0 ≤ τ <∞) (B1)
where τ0 is a cutoff time for short trap times; we assume
the same cutoff time for both ρ+(τ) and ρ−(τ). Then, by
comparing Eq. (B1) with Eq. (A19), it is found that a±
in Eq. (48) is given by a± = τ
α±
0 |Γ(1−α±)|. For α± > 1,
the mean sojourn times µ± are given as
µ± =
α±τ0
α± − 1
. (B2)
To simulate equilibrium processes, we have to gener-
ate initial ensembles which follow the first sojourn-time
PDFs ρeq± (t) [Eq. (A11)]. This can be achieved with a
method presented in Ref. [42]. First, let Θ be a random
variable following a PDF
ρ′±(τ) =
τ
µ±
ρ±(τ) =
(α± − 1)τ
α±−1
0
τα±
, (τ0 ≤ τ <∞)
(B3)
where Eq. (B2) is used. Moreover, let X be a random
variable, which follows the uniform PDF on the interval
(0, 1). Then, a random variable XΘ follows the PDF
ρ±,eq(τ) (See Ref. [42] for a derivation).
The Langevin equation in Eq. (1), or its discretized
form,
dr(t) = −uD(t)r(t)dt+
√
2D(t)dt ξ(t), (B4)
can be transformed into a dimensionless form with
r˜(t) =
r(t)√
D+τ0
, t˜ =
t
τ0
, u˜ = uD+τ0 (B5)
The remaining system parameters are α±, u˜ and the ratio
D−/D+. In simulations, we set D+ = 1.0 and τ0 = 1.
For the numerical integration of the Langevin equation,
the Euler method is employed [55].
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