We use a Hamiltonian normal form approach to study the dynamics of the water wave problem in the small amplitude long wave regime (KdV regime). If µ is the small parameter corresponding to the inverse of the wave length, we show that the normal form at order µ 5 consists of two decoupled equation, one describing right going waves and the other describing left going waves. Each of these equations is a perturbation of order µ 5 of a KdV equation which in turn constitutes the normal form of order µ 3 . At order µ 7 we find nontrivial terms coupling the two counter-propagating waves.
Introduction
In this paper we study the dynamics of the free surface of a fluid which evolves under the influence of gravitation. The aim is to find the effective equation governing the dynamics in the regime of small amplitude and long wave. It is well known that, at the first nontrivial order, the effective equation is the Kortweg de Vries equation; more precisely, the dynamics is described by two KdV equations [SW00] , one describing right going waves and the other describing left going waves, moreover the two counter-propagating waves do not interact, at least at the order of approximation controlled by KdV.
Here starting from the so called Zakharov-Craig-Sulem Hamiltonian approach to the water wave dynamics [Zak68, CG94, CS93] we use Birkhoff Normal form theory in order to attack the problem. As a first result we get that the two decoupled KdV mentioned above are just the Hamilton equations of the first order Birkhoff Normal Form of the system. More generally, it turns out that at any order, the normal form of the system consists just of two decoupled equations, one describing right going waves and the other describing left going waves. The problem is that, in order to put the system in normal form, one has to construct a canonical transformation conjugating the original Hamiltonian to its normal form, and the existence of such a transformation is not ensured by any known general argument. So, we investigate the existence of the normalizing transformation; we prove that the transformation putting the system in second order normal form exists, while we find an obstruction to the existence of the transformation putting the system in third order normal form. To be slightly more precise, let µ be a small parameter, and consider an initial datum of size of order µ 2 and wave length of order µ −1 , then KdV is the normal form at order µ 3 ; we show that the system can bu put in normal form at order µ 5 and that there is an obstruction to put the system in normal form at order µ 7 .
We emphasize that the idea of using the Hamiltonian approach to show the appearance of KdV in water wave theory appeared in [CG94] , where Craig and Groves made an expansion of the Hamiltonian in powers of the parameter µ (the one we just introduced) and then studied the first terms of the so obtained Hamiltonian in order to find the effective equations. A fundamental step in their procedure (a step which plays a crucial role also in the present paper) consists in parametrizing the surface of the fluid using suitable functions r(y, t), s(y, t), where t is a rescaled time variable and y is a rescaled space variable. Then the equations of motion of the unperturbed system turn out to be given simply by ∂r ∂t = − ∂r ∂y , ∂s ∂t = ∂s ∂y , (1.1) whose solution is of course a right going wave non interacting with a left going wave. For this reason we will call such functions characteristic variables. Then the main remark of [CG94] (concerning KdV) is that, if one restricts the Hamiltonian to the submanifold s = 0, then the Hamiltonian turns out to coincide with the Hamiltonian of the KdV equation. The same is true for the Poisson tensor so that, in this submanifold, the equation of motion coincide with the KdV equation. However, with this procedure one does not see the appearance of the second KdV equation, and furthermore one has the problem that the manifold s = 0 is not invariant under the dynamics.
Here normal form theory comes into play: indeed, using the characteristic variables, it is very easy to compute the first order normal form and to get that it consists just of a couple of decoupled KdV equations. This method was already used in the context of the FPU problem in [BP06] and a similar point of view was also used in [BCP02] in order to deduce the NLS equation as a normal form for the Klein Gordon equation. Now, once one has computed the first term of the normal form, it is very natural to try to iterate the procedure. That's the way we get our result. We recall that the corrections of order µ 5 to the modulation equation were already studied in [Wri05] , where the author obtained that the first correction to the KdV equation contains terms which fulfill a linear time dependent equation plus terms in which an interaction of the counter-propagating waves is actually present. We emphasize that this description is compatible with the description that we get here. In particular the interaction between the counter-propagating waves is a product of the coordinate transformation that we use to put the system in normal form. A remarkable fact that our description yields concerning the interaction of counter-propagating waves is that the interaction between the two waves disappears after the interaction, so that, if two spatially localized waves interact then after the interaction they should return to the original shape, at least at the considered order of approximation.
We also recall that different models allow to study water waves in regimes of higher energy (for a review see [Lan19] ); here we did not try to describe such regimes.
A final consideration pertains the dynamics of the waves in the complete model: here we just prove that a solution of the normal form equation fulfills the equations of the water wave problem up to an error of order µ 7 . We do not prove that the solution of the water wave problem remains close to the solution of the normal form equation for some times. We expect that it should be possible to prove that the two solutions remain close each other within a time of order µ −3 using techniques of the kind of those of [SW00] or techniques from paradifferential calculus (see [Lan13, AD15, ABZ14, BD18]), but this requires a serious amount of additional work which is beyond the scope of the present paper.
From a technical point of view, the proof of our result requires some nontrivial steps. First one has to develop a normal technique in the case where the unperturbed system is essentially a transport equation on R. Actually some averaging techniques adapted to this situation were already developed in [BCP02] . Here, due to the particular structure of the water wave problem, we find that such techniques are particularly effective, and in particular we find a general algorithm to solve the so called homological equation.
The main difficulty is related to the fact that, in Hamiltonian perturbation theory, the transformation conjugating the system to its normal form is typically generated as the flow of some auxiliary Hamiltonian system. However, it turns out that the auxiliary Hamiltonian system one finds does not generate a flow (it is very similar an inverse heat equation). In Sect.4 we develop a technique allowing to put the system in normal form in the case of vector fields not generating a flow. The idea is to approximate the flow through its truncated expansion in the small parameter involved in the construction. The nontrivial point is that the so obtained transformation is not canonical, but only approximately canonical, thus one has to show that it can actually be used to normalize the system at the wanted order of approximation. We mention that an alternative technique that could be used in order to normalize systems in this case is that introduced in [Bam05] (also used in [BP06] ), which is based on the use of the vector field obtained by Galerkin truncation. This would work also here, but such a method is not suitable for explicit computations, since Galerkin truncation do not preserve neither the local nature of the vector fields, nor the fact that the functionals can be written in a very simple way using the characteristic variables.
The paper is organized as follows In Sect. 2 we give our main result; in Sect. 3 we prepare the Hamiltonian of the water wave problem for the application of the normal form procedure. In particular this section reproduces the procedure by Craig and Groves in order to deduce KdV. In Sect. 4 we develop an abstract framework for Hamiltonian normal form in the case of vector fields that do not generate a flow. Finally in Sect. 5 we develop the tools needed to solve the so called homological equation in the case of the water wave problem and we prove our main result. We also show the obstruction that one finds when trying to put the system in normal form at order µ 7 . This paper is dedicated to the memory of Walter Craig, he was a good friend and from a scientific point of view he had a great influence on my work. It was always a great pleasure to meet Walter and to spend time with him discussing about science or doing sport and tourism. I miss his great humanity and his enthusiasm. relevant feedback on higher order corrections to KdV and on some technical issues.
Main result
Consider an ideal fluid occupying, at rest, the domain
we study the evolution of the free surface under the action of gravity, in the irrotational regime. Thus, given a function η(x), we define the domain
(2.1) and introduce the velocity potential φ, which is related to the velocity of the fluid by u = ∇φ. It is well known that the problem admits a Hamiltonian formulation [Zak68, CG94, CS93], the conjugated canonical variables being the wave profile η and the trace of the velocity potential at the free surface, namely ψ(x) := φ(x, η(x)) .
(2.2)
We will study the system in the scale of Banach spaces B s := W s,1 ×W s+1,1 ∋ (η, ψ) ≡ z where W s.1 is the Sobolev space of the L 1 functions which have weak derivatives of order s of class L 1 . We consider the case s ≫ 1. We endow the phase space by the L 2 scalar product, namely
and by the Poisson tensor
so that, given a Hamiltonian function H = H(z), and defining its L 2 gradient (which is defined by dH(z)h = ∇H(z); h ) the Hamilton equations are given byż
The Hamiltonian of the water wave problem is given by
and G is the Dirichlet Neumann operator (see Definition 3.3 for a precise definition).
We will look for solutions of the form
where the factors depending on g and h have been inserted for future convenience. Expanding the Hamiltonian in powers of µ and passing to the scaled timẽ
the Hamiltonian takes the form (see Sect. 3)
and the expressions of the higher order terms are not relevant for the moment.
Here we also omitted the tildes. Then, following [CG94] , it is convenient to introduce the characteristic variables 
In particular one has that H 0 takes the form
whose equations of motion are given by (1.1). We remark that, (2.10) is just a change of variables, so that, if a solution is written in terms of the variables r = r(y, t) and s = s(y, t), then one can go back to the original variables, getting that, in terms of the original NON SCALED physical variables, one has η(x, t) := µ 2 h 3 r µx, µt gh + s µx, µt gh , (2.13) ψ x (x, t) := µ 2 h 2 gh r µx, µt gh − s µx, µt gh .
(2.14)
We remark that the integration constant allowing to pass from ψ x to ψ is invariant with respect to the dynamics, so it is irrelevant in the following.
Definition 2.1. In the following, given a couple of function r(y, t), s(y, t), we say that
with η, ψ given by (2.13) and (2.14) is called the corresponding function in physical variables.
As anticipated in the introduction, our goal is to put the system in normal form at second order. We state now a first result concerning the normal form of the system. Then we will state a second result concerning the solutions of the normalized system. This is needed, in particular since the normalizing transformation T µ is not a canonical transformation.
In order to precisely specify the properties of the transformation T µ used to conjugate to the normal form, we need to define the operator ∂ −1 by
We also denote by B s 1 ⊂ (W s,1 × W s,1 ) the ball of radius 1 centered at the origin.
Theorem 2.2. For any s ′ there exists µ * > 0 and s, s.t., if 0 < µ < µ * , then there exists a map T µ : B s 1 → W s ′ ,1 × W s ′ ,1 , with the following properties
(iii) Given the Hamiltonian (2.8) of the water wave problem in the rescaled variables (r, s), one has
If one neglects the terms of order µ 6 , then the equation for r and the equation of s are decoupled and are transformed one into the other simply by inverting time.
Furthermore, since the normal form is invariant under the flow of H 0 , one gets a solution of the system (2.17) by solving the Hamilton equations of the normal form and then composing with the flow of H 0 . Precisely, define (as a function of an abstract variable ρ(y, τ ))
(2.20)
and consider the corresponding Hamilton equations, namely
Consider also the equation obtained by time reversal, namely fulfill the Hamilton equations of (2.17) (neglecting the terms of order µ 6 ). Our main result is the following theorem.
Theorem 2.3. Fix s ′ then there exists s with the following property: assume that ρ(y, τ ) and σ(y, τ ), with (ρ, σ) ∈ C 1 (I, B s 1 ) are solutions of the equations (2.21), (2.23), define r and s by (2.24) and define (r a , s a ) := T µ (r, s) .
(2.25)
Let z a := (η a , ψ a ) be the corresponding function in physical variables, then there exists
where H is the Hamiltonian (2.5) of the water wave problem.
3 Preliminaries: scaling, expansions and characteristic variables
In this section we make some preliminary operations. Essentially we repeat here with minor changes the procedure developed in [CG94] in order to show the appearance of KdV in the water wave problem.
Hamiltonian scaling
The modulation equations are deduced under some scaling Ansatz for the shape of the solution. The main tool in order to perform the scaling at a Hamiltonian level is the following remark which is also needed in order to compute how the Poisson tensor changes when introducing the characteristic variables. In the particular case of the linear change of coordinates given by
One has the following Lemma 
Proof. We just compute B −1 , B − * and B −1 JB − * . First, one has that B −1 is given by
from which one can compute its adjoint. Of course it enough to consider one of the components of the vector z. We have
It follows that
Expansion of the Hamiltonian
For the sake of completeness, we start by recalling the definition of the Dirichlet-Neumann operator, then we will recall its expansion, which was computed in [CS93] . It can be found also in [Lan13] , where the remainders of the expansions are also estimated (see Sect. 3.6).
Definition 3.3. Given a function ψ(x), consider the boundary value problem
and let φ be its solution. Then the linear operator G(η) defined by
is called the Dirichlet Neumann operator. Here and below ∂ n is the derivative in the direction normal to z = η(x).
A detailed study of the analytic properties of G can be found in [Lan13] . Formally, it is well known [CS93] that the Dirichlet Neumann operator has a Taylor expansion of the form G(η) ≃ j≥0 G (j) (η) with G (j) (η) homo-geneous of degree j in η. One has
(3.10)
where we used the standard notation D := −i∂ x . Substituting (3.1) in (3.10), denoting by y := µx, and ∂ y the corresponding partial derivative and D y := −i∂ y , one gets
Inserting in the Hamiltonian the scaling (3.1), and the expansions (3.13) and (3.14), one gets where we omitted the tildes (remark that, as a difference with the notation of Sect. 2, the small parameters are here included in H j . We will come back to the original notation at the end of this subsection). The choice
makes the two terms of H 0 of equal order of magnitude, and gives it the form
The choice ǫ 2 = µh 2 √ 2gh, which implies ǫ 1 = √ 2µ 2 h 3 , also implies that the two terms of H 1 have the same order of magnitude ( √ 2 has been inserted for future convenience). Remark in particular that the relationship (3.1) turn out to take the form (2.6).
Inserting in the Hamiltonian one gets
(3.20)
Finally passing to the scaled timet (cf (2.7)) and separating the small parameter from H j , the Hamiltonian takes the form
with ǫ := (hµ) 2 and
Characteristic variables
We introduce the characteristic variables (2.10). Applying Remark 3.1 it is easy to see that the Hamilton equations take the form (2.11). Inserting in the various part of the Hamiltonian, one gets In this subsection we recall the algorithm of Birkhoff normal form in the finite dimensional case. We will also present some explicit formulae that will play a role in the water wave problem.
On a 2n-dimensional linear phase space P, consider a family of analytic Hamiltonian systems
smooth in a neighborhood of the origin. In the following we will not be interested in the size of the neighborhood, so we will not specify the domain of functions, giving for understood that they are smooth in a suitable neighborhood of the origin. We denote by J the Poisson tensor, so that the Hamiltonian vector field of a Hamiltonian G is given by J∇G. Furthermore, we denote by L G the Lie derivative with respect the vector field J∇G and by
the Poisson Brackets of the two functions H and G.
We are interested in the situation in which H 0 is a quadratic form in z, whose Hamiltonian vector field generate a periodic flow. Then it is well known that one can put the system in normal form at any order. In particular the following version of Birkhoff normal form theorem holds.
Theorem 4.1. Fix an arbitrary positive integer r ≥ 1, then there exists a canonical transformation T (defined in a neighborhood of the origin) which puts the system (4.1) in Normal Form at order r, namely such that
The idea of the proof is to construct iteratively a canonical transformation putting the system in normal form. This means to first construct a canonical transformation pushing the non normalized part of the Hamiltonian to order ǫ 2 , then a transformation pushing it to order ǫ 3 and so on. Each of the transformations is constructed as the flow of a suitable auxiliary Hamiltonian system (Lie transform method).
We now perform explicitly the construction at order three which is the one relevant for the water wave problem.
Let G be a smooth function, and consider the corresponding Hamilton equations, namelyż = J∇G(z) , denote by Φ t G the corresponding flow. Definition 4.2. The map Φ ǫ G will be called Lie transform generated by G. It is well known that Φ ǫ G is a canonical transformation. We are now going to study the way a Hamiltonian changes under when the coordinate are subjected to a Lie transformation. Thus, let F be a smooth function and let Φ ǫ G be the Lie transform generated by a function G. To compute the expansion of F • Φ ǫ G , first remark that
so that, defining the sequence
We come to the normalization procedure. We look for an auxiliary Hamiltonian G 1 whose flow normalizes the Hamiltonian (4.1) at first order. For a generic G 1 , one has
In order to determine G 1 in such a way that the terms of order ǫ are in normal form, we recall the following well known Lemma [BG93] .
10)
and
solves the homological equation
Proof. Just compute
Using such a G 1 , exploiting also (4.12) in order to compute
where we denoted by H 2,1 , resp. H 3,1 the brackets in (4.13) resp. (4.14). Let G 2 be a further auxiliary Hamiltonian. One has
Decomposing H 2,1 as in Lemma 4.3, namely
and determining G 2 as the solution of
where, explicitly
(4.17) To iterate a third time one has to decompose H 3,2 = Z 3 + W 3 , to solve the homological equation
and to transform using Φ ǫ 3 G 3 . Of course one can iterate as many times as one wants. Here we described the procedure at order 3, since in the case of the water wave problem we do not have an abstract argument ensuring that G l belongs to a good class of objects and we need to compute it explicitly. In particular, as we anticipated, at order 3 we find the first obstruction (see sect. ??).
Lie transform with no flow
We are now going to generalize the above construction to the case where the vector field of the function G to be used to put the system in normal form does not generate a flow. The idea is to approximate all the objects we meet by their truncated expansion in ǫ.
We will work in a scale of Banach spaces B ≡ {B s }. In the case of the water wave problem we will use the space B s := W s,1 × W s,1 (since we will work with the variables (r, s)). However it will be clear that everything works in a much more general context. We will assume that for s large enough the space B s is embedded in a Hilbert space, whose scalar product .; . will be used to define the gradient of a function by
In the case of the water wave problem the Hilbert space is L 2 × L 2 , so that the gradient will be with respect to the standard L 2 × L 2 metric. Furthermore we denote by J a skewsymmetric operator s.t. J 2 = −1 that we will use as the Poisson tensor. In the case of the water wave problem it will be given by (2.3).
In order to perform the proofs we will approximate the vector fields by smooth objects. To this end we assume that there exists a sequence of linear truncation operators {Π N } N ≥0 which, for any s, s ′ are bounded as operators from B s to B s ′ and which converge to the identity as N → ∞. Furthermore we assume that Π N is self adjoint and commutes with J.
In the case of the water wave problem they are the standard truncation in Fourier space.
Following [Bam13] , we will consider functions which have a weak smoothness property.
Let B ≡ {B s } andB ≡ B s ′ be two scales of Banach spaces, then we give the following definition. 
(4.19)
We will use the same notation also when one of the two scales, or both are composed by a single space.
Furthermore, we will also deal with maps which also depend on a small parameter ǫ. We will say that they are almost smooth if they fulfill the above definition with the scale B replaced by the scale {B s × R}, where R has been added as the domain of ǫ. In this case we will assume that the domain U rss ′ of (4.19) has the form U rss ′ = V rss ′ × I rss ′ with V rss ′ ⊂ B s and I rss ′ an interval. The important point is that the size of the open set V rss ′ does not depend on ǫ.
In the following the width of open sets does not play any role so we will avoid to specify it. In particular we will often consider maps from a Banach space to some other space, by this we always mean a map defined in an open neighborhood of the origin.
We remark that, according to the above definition, if F is an almost smooth map, then its differential has the property that
(4.20)
In the following we will have to consider also the adjoint dF (z) * of dF (z) with respect to the scalar product of the Hilbert space we use for the computation of gradients. With a small abuse of notation we will say that dF * is almost smooth if it has the property (4.20). Consider now an almost smooth vector field X and define the sequence of almost smooth vector fields
Remark 4.5. If X is smooth as a map from B s to itself, for some s, then denoting by Φ ǫ the flow it generates, for any r one has
22)
This follows from the formula
which is easily proven by induction.
Before discussing the almost smooth case, we give the following definition.
Definition 4.6. In the rest of the paper we will write
Having fixed X and r ≥ 1, we define
(4.24)
We remark that both T and T are almost smooth maps Therefore also T • T and T • T are almost smooth.
Lemma 4.7. One has
Proof. The proof is based on a regularization procedure. Using the truncation operator Π N we define the truncated vector field by
(4.26)
The flow it generates will be denoted by Φ t N . We consider T • T , the other case being equal. Remark first that such a quantity is smooth in ǫ so that it can be expanded in Taylor series at any order. Thus the statement is equivalent to the fact that the coefficient of order zero in the expansion of T • T is the identity, while the coefficients of order from 1 to r vanish. To prove this consider the sequence X (k) N generated by the vector field X N according to (4.21). Since X N is smooth (in the standard sense), (4.22) holds for it. Define the maps T N and T N according to (4.23) and (4.24) with X N in place of X, then one has
It follows that 
which is the thesis. An immediate corollary of the above result is the following one.
Corollary 4.8. Let Y and X be almost smooth vector fields; fix s ′ , then there exists s and U ss ′ ⊂ B s with the following property:
This is immediately seen by remarking thaṫ
We come to the Hamiltonian case. Let The rest of the section is devoted to the proof of this theorem. We will proceed step by step.
First we remark that, given a Hamiltonian H, one has where (d∇G(z)) * is the adjoint with respect to the L 2 scalar product. Indeed, for k ∈ B s , consider the differential of the map z → k; ∇G(z) applied to a vector h. We have
which is the thesis. Furthermore, since J * = −J is bounded, it follows that if X = J∇G is almost smooth, then also (dX(z)) * = −d(∇G)J is almost smooth.
Lemma 4.10. Let X := J∇G be an almost smooth vector field, then (dT (z)) * is also almost smooth.
Proof. We prove the result by induction on the vector fields X (k) . By the above remark the result is true for X (0) . By (4.21) one has
the adjoint of the second addendum is dX * [dX (k−1) ] * , so, by the induction assumption it is almost smooth. Consider now the first addendum. The adjoint L(z) of the linear operator d 2 X (k−1) (X, .) is defined by
Therefore one has to show that ∀l ∃k 1 k 2 s.t., if z ∈ B k 1 , then L(z) ∈ B(B k 1 , B k 2 ) and furthermore the dependence on z is smooth. We start by fixing z, so that the statement is equivalent to the existence of a constant C s.t.
Actually, it is convenient to fix the argument of X and to define the operator L 1 (z) by L 1 (z)h 1 ; h 2 = d 2 X (k−1) (z)(X(z 1 ), h 2 ); h 1 (4.37) with fixed z 1 in a sufficiently smooth space. It is clear that, due to the smooth dependence on z 1 it is sufficient to study the operator L 1 . Furthermore we denote simply X(z 1 ) = X Now (4.37) is equal to
but, by the inductive assumption one has [dX (k−1) (.)] * ∈ C r (B k 1 , B(B k 2 , B l ) ), therefore, if X ∈ B k 1 , which can be ensured by taking z 1 smooth enough, the above quantity is estimated by
which is the estimate that we had to prove. Smooth dependence on z follows from the smooth dependence of [dX (k−1) (z)] * on z. where we used eq. (4.34). 
It follows that, for all N and for 1 ≤ l ≤ r, one has
but all these objects converge as almost smooth operators when N → ∞, and thus the thesis follows. We are now ready for the proof of Theorem 4.9. The main point is that, from Corollary 4.13, in terms of the variables ζ, the system is Hamiltonian (up to a remainder of order ǫ r+1 ) with Hamiltonian H • T . We now have have the following Lemma Lemma 4.14. One has
(4.46)
Finally, by the almost smoothness of ∇(H • T ), which follows from eq. (4.34) and Lemma 4.10, one has that ǫ r+1 ∇R is the remainder of a Taylor series of a smooth function and thus the thesis follows. Proof of Theorem 4.9.By Lemma 4.14 one has H = H • T − ǫ r+1 R 1 with R 1 having an almost smooth vector field, thus ζ(t) fulfillṡ
therefore, using (4.39), we havė
where we used Lemma 4.12. But such an equation is the thesis.
5 Normal form for the water wave problem.
In order to be able to apply the normal form procedure to the water wave problem, we must be able to solve the Homological equation. This is done with the help of a few lemmas. The first one is an abstract lemma, the other two are really adapted to water wave problem. Consider the the homological equation 
if the following function G is well defined, then it solves the homological equation (5.1)
Actually one can get an explicit formula for the solution of the Homological equation. Before giving the result, we study a few properties of the operator ∂ −1 defined in (2.16). First we remark that one also has (∂ −1 u)(y) = R sgn(y − y 1 )u(y 1 )dy 1 , (5.9) and that ∂ −1 : L 1 → L ∞ continuously. Then one has ∂(∂ −1 u) = u. Furthermore, if u is such that lim τ →+∞ (u(τ ) + u(−τ )) = 0 then one also has ∂ −1 u y = u. We also remark that the property is automatic for the functions of class W 2,1 . By the very definition of ∂ −1 , its adjoint is −∂ −1 . Finally we introduce a notation which is very useful in order to shorten the computations:
In the following we denote r k := ∂ k r , s k := ∂ k s , k ≥ −1 .
(5.10)
We will consider functionals W of the form W (r, s) = R P 1 (r −1 (y), r(y), r 1 (y), ..., r n 1 (y))P 2 (s −1 (y), s(y), s 1 (y), ..., s n 2 (y))dy , (5.11) where P 1 : R n 1 +2 → R and P 2 : R n 2 +2 → R are polynomials. For brevity we will simply denote P 1 (r) := P 1 (r −1 (y), r(y), r 1 (y), ..., r n 1 (y)) .
Sometimes we will denote P 1 (r(y)) := P 1 (r −1 (y), r(y), r 1 (y), ..., r n 1 (y)) .
We have the following Lemma Lemma 5.2. Assume that, P 1 (r) ∈ L 2 (R) whenever r ∈ W s,1 , for s ≫ 1, and similarly for P 2 (s). Then the solution of the homological equation (5.1) with W given by (5.11) is given by G(r, s) := − 1 2 R ∂ −1 P 1 (r) P 2 (s)dy (5.12) Proof. We start by verifying that W fulfills the assumption (5.2). Fix some K, one has W (Φ t H 0 (r, s)) = R P 1 (r(y − t))P 2 (s(y + t))dy = R P 1 (r(y − 2t))P 2 (s(y))dy = K −∞ P 1 (r(y − 2t))P 2 (s(y))dy + +∞ K P 1 (r(y − 2t))P 2 (s(y))dy . , but the last factor tends to zero when t → +∞, due to the fact that P 1 (r) is square integrable. Treating the second integral in (5.13) in a similar way we get that lim t→+∞ W (Φ t H 0 (r, s)) = 0. In a similar way one gets lim t→−∞ W (Φ t H 0 (r, s)) = 0. We now use the formula (5.3) to compute G. Making the change of variables y 1 = y − τ , y 2 = y + τ , one has G = − 1 2 R dτ sgn(τ ) R dyP 1 (r(y − τ ))P 2 (s(y + τ )) (5.14) = 1 2 (−) 1 2 R 2 sgn(y 2 − y 1 )P 1 (r(y 1 ))P 2 (s(y 2 ))dy 1 dy 2 (5.15) = − 1 2 R dy 2 [(∂ −1 P 1 (r))(y 2 )]P 2 (s(y 2 )) .
(5.16) Actually we do not have an abstract theorem ensuring that the Hamiltonian vector field of G is an almost smooth map. We now compute explicitly the second order normal form and compute the structure of the first two generating functions in order to show that their vector field is almost smooth. Furthermore we compute some terms of G 3 in order to show that the corresponding vector field is not well defined, so that we cannot perform (at least with this algorithm) a third step completely eliminating the interaction between right going waves and left going waves.
In order to simplify the notation and the computation, given a functional which is of the form W (r, s) = R w(r(y), s(y))dy , (5.17)
with w(r, s) = P 1 (r)P 2 (s), we will always denote by lower case letter the density which is integrated to get the functional denoted with the corresponding capital letter.
Remark 5.3. Given a functional W as in (5.17), the corresponding gradient is given by
and similarly for the gradient with respect to the s variable.
Lemma 5.4. Assume that W is of the form (5.11) with P 1 and P 2 fulfilling the assumptions of Lemma 5.2. Assume also that P 1 and P 2 are monomyals that do not depend on r −1 and s −1 respectively. Then the solution G of the homological equation (5.1) has an almost smooth vector field.
Proof. Up to the factor 1/2 and exploiting the skew symmetry of ∂ −1 , one has g = P 1 (r)∂ −1 P 2 (s), from which −∂∇ r G = −∂ n 1 k≥0 (−∂) k ∂P 1 ∂r k ∂ −1 P 2 = (∂ −1 P 2 (s)) n 1 k≥0 (−∂) k+1 ∂P 1 ∂r k + local terms where, by local terms, we mean terms not involving ∂ −1 .
We prove now that ∀k ≥ 0, (−∂) k+1 ∂P 1 ∂r k ∈ W s,1 . Indeed, if ∂ k+1 ∂P 1 ∂r k is not a constant, then the result follows from the algebra property of W s,1 , while, if it is a constant, then ∂ k+1 annihilates it. Thus, since the product of a function of class L 1 and a function of class L ∞ is still of class L 1 the result follows for the r component. Similarly one gets the result for the s component.
