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Abstract
In this thesis, algorithms in lattice quantum chromodynamics will be pre-
sented by developing and using stochastic methods for fermion determinant
ratios. For that an integral representation will be proved which can be used
also for non hermitian matrices. The stochastic estimation or the Monte Carlo
integration of this integral representation introduces stochastic fluctuations
which are controlled by using Domain Decomposition of the Dirac operator
and introducing interpolation techniques.
Determinant ratios of the lattice fermion operator, here the Wilson Dirac op-
erator, are needed for corrections of the Boltzmann weight. These corrections
have interesting applications e.g. in the mass by using mass reweighting. It
will be shown that mass reweighting can be used e.g. to improve extrapolation
in the light quark mass towards the chiral or physical point or to introduce an
isospin breaking by splitting up the mass of the light quark. Furthermore the
extraction of the light quark masses will be shown by using dynamical 2 flavor
CLS ensembles.
Stochastic estimation of determinant ratios can be used in Monte Carlo al-
gorithms, e.g. in the Partial Stochastic Multi Step algorithm which can sam-
ple two mass–degenerate quarks. The idea is to propose a new configura-
tion weighted by the pure gauge weight and including afterwards the fermion
weight by using Metropolis accept–reject steps. It will be shown by using
an adequate interpolation with relative gauge fixing and a hierarchical filter
structure that it is possible to simulate moderate lattices up to (2.1 fm)4. Fur-
thermore the iteration of the pure gauge update can be increased which can
decouple long autocorrelation times from the weighting with the fermions.
Moreover a novel Hybrid Monte Carlo algorithm based on Domain Decom-
position and combined with mass reweighting will be presented. By using
Domain Decomposition it is possible to split up the mass term in the Schur
complement and the block operators. By introducing a higher mass in the
Schur complement an effective cut–off parameter is introduced and sampling
of smaller quarkmasses is possible. By using mass reweighting the weight can
be corrected towards 1+1 ensembles.
In summary it will be shown how stochastic estimation of fermion deter-




In dieser Arbeit werden Algorithmen, die die stochastische Schätzung von
Determinanten-Verhältnissen verwenden, im Bereich der Gittereichtheorie be-
schrieben und eingeführt. Dafür wurde für die Schätzung eine Integraldarstel-
lung einer komplexen Matrix bewiesen und verwendet. Die Schätzung kann
dabei durch Methoden, wie die Gebietszerlegung des Dirac Operators oder
Interpolationstechniken verbessert und kontrolliert werden.
Im Boltzmannfaktor der Gittereichtheorie müssen genau dann Determinan-
ten-Verhältnisse betrachtet werden, wenn die Wirkung der Fermionen geän-
dert wird, hier die Wilson-Dirac Wirkung. Dies ist der Fall bei Massenkor-
rekturen der Quarks, auch als “Mass Reweighting” bekannt. Hier wird Mass
Reweighting benutzt, um die Extrapolation in der Masse der leichten Quarks
zum chiralen oder physikalischen Punkt zu verbessern und um die Brechung
der Isospin–Symmetrie in den leichten Quarks herbeizuführen. Des Weiteren
werden die Massen der leichten Quarks auf CLS Ensembles für einen finiten
Gitterabstand bestimmt.
Die stochastische Schätzung kann auch inMonte Carlo Algorithmen benutzt
werden, wie dem Partial Stochastic Multi Step Algorithmus, der Ensembles
gewichtet mit zwei Quarks der gleichen Masse. Es wird gezeigt, dass es mit
einer adäquaten Interpolationstechnik mit relativer Eichfixierung und einer
hierarchischen Filterstruktur möglich ist, moderat große Gitter bis zu einer
Größe von (2.1 fm)4 zu simulieren. Die Idee des Algorithmus ist, die neue
Konfiguration durch ein reines Eich-Update vorzuschlagen und im Nachhi-
nein unter Einbeziehung des Fermionengewichts durch Metropolis Akzep-
tanzschritte zu berichtigen. Dies hat den Vorteil, dass die Iteration des Eichup-
dates unabhängig von der Fermionengewichtung erhöht werden kann, so dass
die Autokorrelationszeit dabei reduziert wird.
Des Weiteren wird ein neuer Hybrid Monte Carlo Algorithmus kombiniert
mit Mass Reweighting vorgestellt. Bei Benutzung von Gebietszerlegung ist es
möglich, denMassenparameter im Schur-Komplement und in den BlockOper-
atoren aufzuspalten. Eine größereMasse im Schur Komplement fungiert dabei
als effektiver Cut-Off Parameter, wodurch kleinere Quark Massen simuliert
werden können. Durch Benutzung von Mass Reweighting kann das Boltz-
mann Gewicht eines Ensembles zu einem 1+1 Ensemble verändert werden.
Zusammenfassend wird in dieser Arbeit gezeigt, wie stochastische Schät-
zungen von Determinanten-Verhältnissen dazu genutzt werden können, Re-
sultate vom Gitter zu verbessern bei gleichzeitig geringerem rechnerischen
Aufwand.
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The content of my thesis are developments to handle the fermion determinant
in the framework of Lattice Quantum Chromodynamics (LQCD). To increase the
precision of physical quantities by using LQCD further improvements and devel-
opments of numerical techniques are necessary. In this thesis methods are pre-
sented to improve the stochastic estimation of determinant ratios and to provide
an alternative sampling of the fermion determinant than is done by the Hybrid
Monte Carlo (HMC) algorithm. These novel and improved methods will be illus-
trated in chapter five (reweighting in the quark mass), chapter six (a Monte Carlo
algorithmwith stochastic accept–reject steps) and chapter seven (amodification of
the HMC algorithm by including mass reweighting). In previous chapters, chap-
ter two, three and four, the framework will be clarified and necessary numerical
methods to improve techniques and to measure observables will be introduced.
In chapter two the framework of LQCD, introduced 1974 by Wilson [1], will be
shortly discussed. LQCD is a regularized theory which is able to predict physics
described by Quantum Chromodynamics (QCD) in the low energy regime of the
Standard Model in particle physics [2]. The chapter will start with a short intro-
duction of the physics of QCD. This will be followed by the illustration of the
theoretical environment which is needed in order to map QCD to the lattice. The
content will be the presentation of the path integral, the lattice Lagrangian with
the pure gauge action [1] and the Wilson Dirac operator [3]. At the end of this
chapter the method Monte Carlo simulation will be discussed. Monte Carlo algo-
rithms are used to sample the lattice path integral which enables LQCD to predict
physics.
In the third chapter the main relation of this thesis will be introduced, an inte-
gral representation of a determinant. In LQCD the fermion part of the Boltzmann
weight is given by a product over the determinants of the Dirac operators describ-
ing the quark flavors. The fermion degrees of freedom can be rewritten by an
integral representation, originally introduced 1980 by Weingarten, Petcher [4] and
Fucito et. al. [5] for positive definite hermitian matrices. Since then this integral
representation is widely used to handle the fermion weight in Monte Carlo sim-
ulations or in different weighting methods. However it is restricted to positive
definite hermitian matrices which makes a direct treating of non-hermitian ratios
of lattice Dirac operators impossible. In this work an integral representation is
used and firstly proved which can handle also non–hermitian matrices A with the
condition that A+ A† is positive definite. The integral can be estimated stochas-
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tically in cases where the direct computation is not possible. The understanding
of the introduced fluctuations, by the estimation and by the determinant itself, is
the key issue in order to develop numerical techniques. An analytic expression for
the variance of the stochastic estimation of the hermitian integral representation is
given in [6] which implies that the variance is not defined if an eigenvalue of the
hermitian matrix is smaller or equal to 0.5. Moreover the variance gets small if the
eigenvalues tend to one. However the fluctuations depend on the specific cases
and in the case of non-hermitian matrices an understanding via the eigenvalues
is not straightforward. Here, the fluctuations will be approximated by traces of
matrices. This helps to understand their behavior as a function of a suitable pa-
rameter, to improve the effectiveness and to introduce methods which can keep
them under control.
In the fourth chapter several methods will be presented for improving stochas-
tic techniques and for measuring physical observables. The improvement meth-
ods are Domain Decomposition (DD) [7] and a parametrization of correlations.
These methods can be used to tame the fluctuations introduced by the fermion
determinants. The second part of this chapter will introduce observables which
are used to extract physical predictions and information from the lattice. In detail
these observables are the mass of the pseudoscalar particles, which corresponds
to the pion and the kaon, the PCAC mass, which can be used to calculate the
physical quark masses, (see e.g. [8]) gluonic observables like t0 [9], which can be
used to fix the scale, and the topological charge, an observable used to analyze the
performance of the different algorithms.
In the fifth chaptermass reweighting will be presented [10]. Reweighting was
original introduced 1988 by Ferrenberg and Swendsen [11] and applied to the
quark mass of two mass–degenerate fermions 2008 by Hasenfratz, Hoffmann and
Schaefer [12]. The idea is to reuse an ensemble to compute observables corre-
sponding to an ensemble at a different parameter set. This is applicable and
cheaper for small corrections than a new generation of an ensemble. Since 2008 the
method mass reweighting was used for several applications like in [13] [14] [15]
but a detailed analysis of the behavior of mass reweighting, like the scaling of the
fluctuations or a consistent error analysis, was not done. Here, by introducing the
integral representation of a non-hermitian matrix the fluctuations (stochastic and
ensemble) will be analyzed and used to estimate their scaling behavior with the
volume and the quark mass. This is important in order to predict the numerical
effort of the method. Moreover an approximation for the introduced error will be
derived. Applications of mass reweighting will be presented, e.g. it can be used
to tune the quark masses for different cases. Here, it is shown an extrapolation
in the pion mass towards the chiral or the physical point is improved or it is also
possible by using only one ensemble. The extrapolation will be used to determine
the critical mass parameter. Furthermore mass reweighting can be used for tuning
the strange quark mass or the isospin splitting in the up– and down quarks. By
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matching to the physical kaon K∗ − K0 mass splitting the up– and down–quark
masses will be extracted and isospin sea quark effects will be estimated. In sum-
mary it will be shown that mass reweighting is an efficient method also on large
lattices with light quark masses close to the physical point with moderate costs
compared to an additional generation of ensembles.
The sixth chapter will describe the Partial Stochastic Multi Step (PSMS) algo-
rithm [16] which uses Metropolis accept–rejects steps for the weighting of the
fermion action. The PSMS algorithm is motivated by a study in the Schwinger
model [17]. In general similar algorithmic concepts are used for fermion actions
where force computations are not feasible like hypercubic (HYP)–link smeared
staggered fermion actions [18] [6] [19] or for fix point actions like in [20]. Com-
pared to the Hybrid Monte Carlo (HMC) algorithm the PSMS algorithm has the
advantage that it does not need force computations. Force computations can be
complicated or even impossible if HYP-smearing is used [21]. Although solu-
tion exists to simulate smeared fermion actions with the HMC like stout [22],
nHYP [23], HEX [24] [25] smeared links or a differentiable approximation to SU(3)
for smeared links [26], one motivation to establish the PSMS algorithm is as an
alternative to the HMC algorithm which can handle also complicated fermion ac-
tions. MoreoverMonte Carlo algorithms get inefficient if the autocorrelation times
increase. This happens in LQCD for decreasing lattice spacing a. In [27] is found
that the low modes of the autocorrelation times scale at least with a−5 on periodic
lattices. The reason is that the topological charge gets stuck [9]. A possible solu-
tion is to use open boundary condition where it was found that the autocorrelation
times scale with a−2 [28]. Here in the case of the PSMS algorithm, the idea is to
decouple the fermion weight during the proposal from the update of the gauge
links with the purpose of changing the topological charge by iterating the gauge
updates. Afterwards the fermion weight is taken into account by a hierarchy of
Metropolis accept–reject steps [29]. The acceptance rates suffer from fluctuations
which are introduced by the proposal and by the estimation technique. Meth-
ods which can handle these fluctuations will be introduced in the first part of this
chapter. These are interpolation techniques combined with relative gauge fixing
and DD to control the stochastic fluctuations and a hierarchical filter system [30]
with parametrization of the correlations to control the ensemble fluctuations. Nu-
merical results of the algorithm will be shown which are a scaling analysis of the
acceptance and of the autocorrelation time of the topological charge in the lat-
tice spacing a. Furthermore a comparison is done with standard Hybrid Monte
Carlo algorithms, like DD-HMC [31] and the openQCD-HMC [32] on lattices with
moderate sizes. The chapter will be closed by a presentation of simulations with
a partially smeared fermion action which would not be possible with the HMC
algorithm. Smearing has several interesting features, e.g. it improves the chiral
properties of lattice fermions [33] and it can tame the fluctuations of the small
eigenvalues of the Wilson Dirac operator [25].
3
1. Introduction
In the seventh chapter the Mass Split Domain Decomposition HMC algorithm
(MDD-HMC)will be introduced, a novel Monte Carlo algorithm based on the DD-
HMC algorithm [31] and mass reweighting. The MDD-HMC uses advantages of
mass reweighting in order to suppress disadvantages of the HMC. By using DD
the idea is to split up the mass term in the Schur complement and the blocks. A
higher mass term of the Schur complement can be used as an effective cut–off
parameter which stabilizes the HMC–trajectory. By using mass reweighting the
ensemble can be reweighted towards a 1+1 ensemble. Several runs are performed
and properties like the effectiveness of the higher mass parameter of the Schur
complement or the scaling in the lattice volume of the introduced fluctuations will
be presented. The chapter will be closed by a comparison to standard techniques,
e.g. the DD-HMC algorithm.




One part of the Standard Model of elementary particle physics is Quantum Chro-
modynamics (QCD) [2]. It couples quarks [34] [35] to gluons by demanding a
local gauge symmetry of the Lagrangian density. The symmetry group is the non-
abelian special unitary group SU(3) and correspondingly there are three different
charges for quarks, called colors. Hadrons are “colorless“ particles made up of
valence quarks and anti–quarks confined by colored glue bosons, the gluons. The
six flavors of the quarks differ only in the mass term in QCD. By introducing other
interactions this changes. For example by considering Quantum Electrodynamics
(QED) the quarks have an electric charge,+2/3 for the up-, charm- and top-quark
and −1/3 for the down-, strange- and bottom-quark (see tab. 2.1).
The Lagrangian density of QCD with n f flavors of anticommuting Dirac fields
ψj with different masses mj, which corresponds to the different quark fields, and












where the covariant derivative is given by Dµ = ∂µ − igAbµtb and the field tensor
Fµν is defined by [Dµ,Dν] = Fµν = −igFbµνtb. Note repeated indices are summed.
The N × N hermitian matrices tb are the generators of SU(N) and fulfill the com-
mutation relations
[tb, tc] = i f bcdtd (2.2)
where the structure constants f bcd are totally antisymmetric and tr(tatb) = 12δ
ab.
The γ-matrices fulfill the Dirac algebra {γµ, γν} = 2γµν × 1 with the metric of
the Minkowski space γµν = diag{+1,−1,−1,−1} (see e.g. modern textbooks like
[37]).
QCD can describe the complex hierarchy and relations among hadrons with a
small amount of parameters, but the validation of all phenomena and the calcu-
lation of many physical quantities is still a major research subject, i.e. methods to
solve the underlying theory analytically are not known. The physics of the strong
interaction has two significant properties, asymptotic freedom and confinement.
5
2. Theory
name label charge mass [36]
up u 2/3 2.3(7) MeV
down d -1/3 4.8(7) MeV
charm c 2/3 1.28(3) GeV
strange s -1/3 95(5) MeV
top t 2/3 160(5) GeV
bottom b -1/3 4.18(3) GeV
Table 2.1.: The table shows some properties of the six different quark flavors. The
quarks are fermions and the spins are given by S = 1/2. The charge
is the electrical charge and the mass is given in the MS renormalization
scheme at the scale µ = 2 GeV for u, d and s and at µ = m for c, b and t.
The former property was observed in experimental collision experiments which
could be described by a perturbative approach. The validation by theory [38] [39]
was made by showing perturbatively that the coupling strength for a non abelian
SU(N) gauge theory with n f quarks which fulfills 11N > 2n f becomes weaker
and weaker for larger energies or smaller distances. This follows from the renor-
























+ . . . (2.4)
with the momentum scale µ and the renormalization group invariant scale ΛQCD.
The µ dependence of the renormalizedmass is given by the renormalization group










The masses depend on the momentum scale µ and the renormalization scheme
(see tab. 2.1). ΛQCD depends on the specific renormalization scheme, here the
modified minimal–subtraction scheme (MS–scheme) is used.
In the low energy regime of QCD, that is for energies < 2 GeV, the coupling
becomes strong and perturbation theory breaks down. The quarks are confined
in colorless hadrons and can not be observed in isolation. Wilson [1] introduced
6
2.1. Strong Interaction
a discretization of fermions and gauge fields on an Euclidean lattice called Lattice
Quantum Chromodynamic (LQCD) which can be simulated on computers to ob-
serve confinement [40]. Using developments in computers and numerical meth-
ods LQCD makes the computation of properties of QCD at low energies possible,
e.g. calculation of hadron masses [41]. Today’s target of theoretical elementary
particle physics is to increase the precision of predictions for a further validation
of the Standard Model or to find physics beyond the Standard Model.
2.1.1. Chiral Symmetry
An effective way to understand the phenomena of the mass hierarchy of hadrons
in the low energy regime of QCD is chiral symmetry. Due to the Noether theorem
[42] symmetries of the Lagrangian density are directly connected to conserved
currents and are an essential tool to understand the underlying physics. The QCD
Lagrangian is invariant under rotations in the massless limit of the up- and down-
quark. By defining a flavor doublet
ψ = (u, d) and ψ = (u, d) (2.6)
with u and d anticommuting fermion fields and by projecting to the fermion fields
with
ψL = (PLu, PLd) and ψR = (PRu, PRd) (2.7)
with the chiral projectors PL = 1/2(1 − γ5) and PR = 1/2(1 + γ5) it follows
ψ = ψL + ψR. In the fermion part of the Lagrangian density for the lightest quarks
the left handed part ψL decouple exactly from the right handed part for m = 0




The singlet axial transformation is given by
ψ(x)→ eiαγ5Iψ(x) and ψ(x) → ψ(x)eiαγ5I (2.9)
with α ∈ R, γ5 ≡ iγ0γ1γ2γ3 and I the unit matrix in the flavor space, here 2× 2. It
is a symmetry of Lud in eq. (2.8). Due to quantum effects the singlet axial symmetry
U(1)A is explicitly broken, e.g. by the non-invariance of the fermion measure [43]
[44] [45] (see also [46]), and the Lagrangian density is invariant under symmetry
transformation of the group
SU(2)L× SU(2)R ×U(1)V . (2.10)
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where the left handed fermion fields ψL and the right handed fermion fields ψR are
separately invariant under SU(2)L and SU(2)R respectively. The transformation
can be expressed by
ψ′ = eiαIeiβ
bσbeiǫ
cσcγ5ψ and ψ′ = ψeiǫ
cσcγ5e−iβ
bσbe−iαI (2.11)
with eiα ∈ U(1)V the singlet vector rotation, eiβbσb ∈ SU(2)V the vector rotation
and eiǫ
cσcγ5 the chiral or axial vector rotation with eiǫ
cσc ∈ SU(2). For the coeffi-
cients follows α, βb, ǫc ∈ R and σb, σc are the generators of SU(2), the Pauli ma-
trices, and I the unit matrix. Note that the rotations act on the flavor space of the
light quarks, explicitly on the doublet defined in eq. (2.6).
However the symmetries of the QCD Lagrangian density of the light quarks
are explicitly broken by the mass terms down to U(1)up ×U(1)down, which is con-
nected to the conservation of the baryon number. In the limit of mass–degenerate
light quarks this symmetry is extended to the isospin vector symmetry which is
given by SU(2)×U(1)V . Compared to the typical mass scale of QCD–baryons the
symmetry group is a good approximation and can describe well several phenom-
ena which are measured in experiments, e.g. the isospin symmetry in the pions.
For vanishing quark masses chiral symmetry of the Lagrangian density is re-
stored. Due to the small masses of the light quarks chiral symmetry would also be
a good approximation to the physics of QCD. However the restored chiral sym-
metry can not explain the large gap between the lightest mesons, the pions, and
the lightest baryons, the proton and neutron (see tab. 2.2). The explanation is
that in the confined phase of QCD chiral symmetry is broken spontaneously. This
leads to massless mesons in the zero quark mass limit [47], the Goldstone par-
ticles [48] [49]. In QCD these mesons are the three pseudoscalar particles also
known as pions. Using these properties, the remaining symmetries and the mass-
less pions, it is possible to construct an effective theory, chiral perturbation theory,
by using the non-linear sigma model and reintroducing quark masses as pertur-
bation terms. This enables a connection of QCD observables with non-physical
finite quark masses to physical or even to massless quarks by using a controlled
extrapolation.
2.2. Feynman’s Path Integral
Feynman’s path integral is a mathematical tool for applications of quantum field
theory [52] [53]. The Feynman’s path integral expresses the quantum mechanical
probability amplitude 〈xb|eiHt|xa〉 for a particle under the Hamiltonian H to move
from xa to xb in the time interval t into a multidimensional integral. Feynman’s
8
2.2. Feynman’s Path Integral
Name content JP exper. mass [36] effective QCD mass [50]
Pion π− du 0− 139.5702(4)MeV 134.8(3) MeV
Pion π0 uu+ dd 0− 134.9766(6)MeV 134.6(3) MeV
Kaon K− su 0− 493.677(16)MeV 491.2(5) MeV
Kaon K0 sd+ ds 0− 497.617(24)MeV 497.2(4) MeV
· · ·
Proton p uud 12
+
938.27204(4)MeV –




Table 2.2.: The table shows some properties of some light hadrons. In detail these
are the mesons, the pions and the kaons and the lightest baryons, the
proton and the neutron. The second column illustrates the flavors of
the valence quarks which build up the hadrons while they are confined
by the gluons. The presented mesons are pseudoscalar particles with
spin 1 and parity−1. The lightest baryons obey the Fermi statistics and
are spin 1/2 particles with parity +1. The experimental mass is taken
from [36]. Electromagnetic effects are removed in the effective QCD
mass [50]. The effective QCD mass for the baryons is not shown here,
however the difference can be found for example in [51].




where the action S =
∫ L(x) d4x depends on the Lagrange density L(x) and the
normalized measure Dx. The normalized measure integrates over every possible
path in the three dimensional space which fulfills x(0) = xa and x(t) = xb. Note
the exponential in the integral is complex and highly oscillating which makes ap-
plications of stochastical methods unfeasible in practice. By rotating the real time
t by e−iπ/2 the Minkowski space transforms into the Euclidean space, where the
time t behaves like a fourth spatial dimension. By applying this so-called Wick-






with the Euclidean action SE. Now the path integral is given as a partition function
of a four dimensional statistical system with a positive weight factor e−SE , the so-
called Boltzmann factor. Note the Wick-rotation enables application of stochastic
methods to a Lagrangian density. Although several physical quantities are diffi-
cult to recover back into the Minkowski world from now on the Euclidean formu-
lation of the quantum field theory will be used and the index E will be dropped.
For many applications the integral weight becomes positive under aWick rotation
which enables Monte Carlo methods also in the case of LQCD.
2.2.1. Path Integral with Fermions
The expectation value for a physical quantity O in the Euclidean path integral




O e−S(A,ψ,ψ) DADψDψ (2.14)
where Z is the partition function defined such that the vacuum expectation value













and the integration over every possible field configuration. The fermion variables
are anticommuting Grassmann variables. A function of Grassmann n-variables
can be presented exactly by a Taylor-serie with




cijψiψj + . . .+ zψ1 . . .ψn. (2.16)
with constants a, bi, cij, . . . , z ∈ C. By using the anticommuting properties the









ψiψj = δikψj − δjkψi. (2.17)
The integration rules for Grassmann variables are quite similar to the derivative




adψj = 0 and
∫
ψiψjdψk = −δikψj + δjkψi. (2.18)
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Note an important property of eq. (2.14) is that the fermion field ψi is independent
of ψi. Using the integration rules eq. (2.18) the fermion degrees of freedom can be
















µν/4 the pure gauge action.
These expressions are formal and a finite and computable expression can be given
on the lattice.
2.3. Gluons on the Lattice
The discretization of the continuous world introduces an Ultraviolet(UV) cut-off.
The limitation to a box introduces an Infrared(IR) cut-off for appropriate boundary




∣∣∣∣∣x0 = 0, . . . , T− a, xk = 0, . . . , L− a
}
(2.20)
with x0 the time coordinate, xk with k = 1, 2, 3 the spatial coordinates. The main
parameters of the isotropic lattice are the lattice spacing a, the number of lattice
points in the Euclidean time direction T and the Euclidean spatial directions L.
Continuum physics is recovered by performing the limit a −→ 0 by keeping the
physical volume Vphys = T × L3.
The discretization of the Lagrangian density eq. (2.15) has to recover the physi-
cal Lagrangian density in the continuum limit. The lattice breaks the spatial con-
tinuum symmetries down to lattice symmetries. In general a good lattice action
preserves a maximal amount of symmetries and simultaneously moderate numer-
ical efforts in the computation. For the Lagrangian density of LQCD local gauge









will be discretized. For that a gauge link is defined between the nearest neighbour
lattice points x and x+ µˆ in µ-direction by
Uµ(x) ∈ SU(3) (2.22)
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which transforms under the local lattice gauge transformation with
Uµ(x) −→ g(x)Uµ(x)g(x+ µˆ)† (2.23)
with arbitrary SU(3)-matrices g(x) at all lattice points. Now, traces of closed loops
on the lattice are invariant under this local gauge symmetry, e.g. the Wilson pla-
quette [1]







is the complex conjugate transpose matrixU. Wilson constructed,












with x ∈ Λ, µ, ν ∈ {0, 1, 2, 3} ∀x and a 3 × 3 unit matrix I. By performing the





and the Baker-Campbell-Hausdorff-formula eAeB = eA+B+[A,B] with the commu-
tator [A, B] = AB − BA the Wilson pure gauge action recovers the Yang-Mills
action [56]
Sg = − β
12 ∑x






where β = 6
g2
and Fµν = −igFbµνtb. Furthermore the continuum scaling behavior
can be improved by adding higher loop terms, e.g. six link terms, to the lattice
pure gauge action (e.g. see [57] [58]).
2.4. Wilson Fermions











with δx,yψ(y) := ψ(x) (see e.g. in textbooks like [54] [59] [46]). The backward










However, the discretization in the case of the fermion action is not straightfor-
ward due to the doubling problem. In the naive discretization, the so called naive
fermion operator is given by








where a is the lattice spacing, m is the bare mass parameter and γµ are the γ-
matrices of the Euclidean space which fulfill the relation {γµ, γν} = δµν × I. The
γ-matrices act on the spinor space with 4 degrees of freedom, the links U(x) act
on the color space with 3 degrees of freedom and the Dirac operator can be repre-





. The naive fermion operator is
normal, which means it fulfills the relation A†A = AA†. For massless quarks, the
naive fermion operator is anti-hermitian and invariant under the chiral or axial
transformations with {Dnaive, γ5} = 0.








with corresponding momenta pµ ∈ {−πa , πa }. The naive Dirac operator has 16
poles. This follows by inverting eq. (2.31), which corresponds to the free propaga-










These 16 mass–degenerate fermions remain in the continuum and the continuous
Dirac operator is not recovered.
Nielsen andNinomiya [60] express this doubling problem in a theoremwhich is
given here as a simple form for the free Dirac operator following [45]. By using the
freeDirac operator D˜(p) inmomentum space the theorem states that the following
properties can not coexist:




(b) the continuum limit for D˜(p) is given by D˜(p) = iγµpµ +O(ap2),
(c) D˜(p) is invertible for all non-zero momenta and
(d) Dγ5 = −γ5D.
The condition (a) states that D is a local operator, the conditions (b) and (c) ensure
that D has the correct continuum limit and condition (d) is the continuous chiral
symmetry of the Dirac operator. A consequence is that an action which fulfills (b)
violates at least one of the requirements (a), (c) or (d).
Wilson’s approach is to shift 15 of these fermions towards the UV-cut-off while
performing the continuum limit. The idea is to add an irrelevant O(a5) operator





















−iγµ sin(pµa) +ma− r ∑µ(cos(pµa)− 1)
∑µ sin
2(pµa) + [ma− r ∑µ cos(pµa)− 1)2]
. (2.34)
This gives a mass term proportional to r/a to the non-physical fermions which
decouple in the continuum limit due to the divergence. TheWilson Dirac operator
[3]
D(m, r) = Dnaive(m)− ∆W(r) (2.35)
does not fulfill the condition (d) and breaks chiral symmetry explicitly. The pa-
rameter r is conventionally set to unity. For a finite coupling the physical fermion
gets an additional mass shift which is perturbativelly known [61] and is given to
the first order in the coupling constant by








The critical mass mc can be defined by requiring that the partially conserved ax-
ial current (PCAC) mass vanishes. At zero quark masses chiral symmetry is re-
stored in the continuum limit [62]. However the smallest eigenvalue of
√
D†D
is unbounded and fluctuates with σ ∼ √V−1 [8]. The eigenvalues of
√
D†D are
directly connected to the singular values of the Wilson Dirac operator. This lim-
its the Monte Carlo simulation where the inversion of D is required and physical
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quark masses can be achieved only for large lattice volumes.
TheWilson termbreaks the anti-hermiticity of the naive operator and theWilson
Dirac operator is non-normal, even for zero PCAC quark mass. However due to
the γ5-hermiticity, which is given by D = γ5D
†γ5, the determinant remains real
and the eigenvalues come in complex conjugate pairs or are real. It is possible to
improve the continuum extrapolation by adding an additional irrelevant O(a5)
term, the so called clover-term [63]
Dsw = a · σµν Fˆµνδx,y (2.37)
with the matrices σµν = −i/2[γµ, γν] which act on the spinor space and the matri-
ces Fˆµν = i/8(Qµν(x)− Q†µν(x))with the clover plaquette term
Qµν = Pµ,ν(x) + P−ν,µ(x) + P−µ,−ν(x) + Pν,−µ(x) (2.38)
which act on the color space. The clover plaquette terms are given exactly with
Pµ,ν(x) = Pµν(x) (eq. (2.24)) and
P−ν,µ(x) = U†ν (x− νˆ)Uµ(x− νˆ)Uν(x− νˆ+ µˆ)U†µ(x+ µˆ) ,
P−µ,ν(x) = U†µ(x− µˆ)U†ν(x− µˆ− νˆ)Uµ(x− µˆ− νˆ)Uν(x− νˆ) and
Pν,−µ(x) = Uν(x)U†µ(x+ νˆ− µˆ)U†ν(x− µˆ)Uµ(x− µˆ) .
The O(a)-improved Wilson Dirac operator is then given by




with a properly chosen parameter cSW [64]. Note the clover term acts also on the
critical mass term and the coefficient of eq. (2.36) changes to−0.27008 for csw = 1.0





and rescaling the fermion fields by
a3/2
√
am+ 4ψ(x)→ ψ(x) and a3/2√am+ 4ψ(x) → ψ(x) (2.41)
the Wilson Dirac operator in the matrix representation has the form
D(m) = I + κK(U). (2.42)
where the csw-term dependence is implicit and I is the unit matrix in C12V×12V.
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In general many fermion discretizations exist which have pros and cons. An in-
teresting approach is the Neuberger overlap operator [65] which fulfills amodified
lattice version of the chiral symmetry, the Ginsberg-Wilson relation [66]. However
operators which fulfill (approximately) this symmetry need a larger numerical
effort compared to Wilson type fermions and are in principle difficult to simu-
late (e.g. have difficulties with ergodicity [67]). Here, Wilson fermions are used,
a common lattice version due to the fact that a relatively low effort is needed in
computations compared to other fermion discretizations on the lattice.
Remarks
• Boundaries: It is common to close the lattice periodically up to a phase,
which is called periodic boundary conditions. In general in this thesis anti-
periodic boundary conditions are used. For anti-periodic boundary conditions the
quark fields are multiplied with eiπ at the temporal boundary, while at the
spatial boundaries the quark fields remain periodic. For an algorithm com-
parison open boundary conditions are used in this work. In this case the gauge
links are set to zero in time direction at the boundaries, while the gauge
links at the spatial boundaries remain periodic. For Dirichlet boundary condi-
tions the gauge links in the boundaries are set to zero for all directions. For
the free case follows that the fermion modes have a lowest momentum with
pµ = π/L. This is different in the case of periodic boundary condition where
pµ = 0 is possible.
• Finite volume effects: Measurements on the lattice are influenced by the
finite size and discretization. Both effects have to be taken into account if
physical quantities are determined by LQCD. The finite volume effects can
be understood on a periodic lattice by the self-interaction of particles. In the
case of pions this increases the mass mπ. In general these finite size effects
are small for lattices which fulfill Lmπ ≥ 4. This makes lattice simulations
expensive for decreasing lattice spacing and small pion masses. Note that fi-
nite size effects can be also effectively corrected by using chiral perturbation
theory (see e.g. [68] [69]).
• Discretization: The finite discretization effects can be suppressed by im-
proving the lattice action and operators. This can be done by removing the
O(a)-effects by adding additional irrelevant operators, like the clover term
in the case of the Wilson Dirac operator or in the case of the axial vector cur-
rent Aµ (see subsec. 4.3.1). In general simulations are done for several lattice
spacings in order to guarantee a proper continuum extrapolation.
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2.5. Monte Carlo Methods
Using a proper lattice action, expectation values of observables can be evaluated
on the discretized space by calculating the appropriate path integral depending






where, for LQCD, the integration measure is given as a product over every link
variable by DU = ∏x,µ dH(Uµ(x))with the Haar measure dH of the group SU(3)
(see e.g. [46]). The fermionic degrees of freedom are integrated out using the







A common method used to evaluate high dimensional integrals like eq. (2.43) is
Monte Carlo integration. In the case of the path integral, the idea is to generate
an ensemble, which is a set of representative field configurations, weighted by the








and for eq. (2.43), it follows that





This is only true if the generated configuration belongs to the equilibrium distri-
bution which is reached for a sufficient long Markov Chain generated by a Monte
Carlo algorithm.
A well-defined Monte Carlo algorithm has to fulfill several conditions in order
that convergence to the equilibrium distribution is satisfied ( see e.g. [70] [71] [72]
[73] [74] [75]). The general idea is to use importance sampling to sample the integral
eq. (2.43). This is done byweighting the configurations with the Boltzmannweight
Pa(U) = e−Sa(U)/Za. A Markov Chain is defined by using the previous configu-
ration U to propose a new configuration U′ which is obtained with the transition
probability T(U → U′). The transition probability is a stochastic process and has
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to fulfill the requirements
T(U → U′) ≥ 0 and
∫
T(U → Uj) DUj = 1. (2.47)
Additionally the probability distribution Pa(U) for the configuration has to fulfill
Pa(U) > 0 and
∫
Pa(Uj) DUj = 1, (2.48)
since the Boltzmann weight has to be real and positive. This can be achieved in
LQCD by working in Euclidean space (see sec. 2.2). Systems which do not fulfill
these requirements suffer under the so-called sign-problem.
It is possible to show that if the Markov chain can reach, for a finite Monte Carlo





Pa(Ui)T(Ui → U′) DUi (2.49)
that the Monte Carlo algorithm converges to the equilibrium probability distribu-
tion and eq. (2.46) is true. In practice a sufficient condition is used to satisfy the
stability condition eq. (2.49). The sufficient condition is given by
Pa(U)T(U→ U′) = Pa(U′)T(U′ → U) ∀U,U′. (2.50)
In general this condition, called detailed balance, is used to prove the correctness of
the Monte Carlo algorithms in lattice QCD.
There exist several approaches for a transition probability and in LQCD combi-
nations of several transition probabilities are used to generate a properlyweighted
ensemble, like in the case of the HybridMonte Carlo or the Partial Stochastic Multi
Step algorithm.
The most common definitions are
• Metropolis algorithm: The transition probability of the Metropolis algo-
rithm [29] is given by






P(U → U′) + (1− A)δU,U′ (2.51)
where P(U → U′) is the probability of the proposal U → U′ and A =∫
P(U → U′′)min{1, P(U)/P(U′′)}DU′′. The probability of the proposal
has to be symmetric, P(U → U′) = P(U′ → U). The Metropolis algorithm
was originally introduced 1953 by Metropolis et al. [29] and the Metropo-
lis accept-reject step is used to correct the proposal U′ towards the weight
Pa(U′). In practice, a random number r selected from the interval [0, 1) is
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used to accept or reject the configuration U. The new configuration will be
accepted if r < min{1, Pa(U′)/Pa(U)}. Otherwise the configuration will be
rejected and a new configuration has to be proposed based on U.
• Heat bath algorithm: A transition probability is straightforwardly given by
T(U → U′) = Pa(U′). (2.52)
However a proposal of a properly distributed configuration U′ under the
distribution function Pa(U′) is limited to simple distribution functions, e.g. if
P(x) = exp{−x2}/√π, it is possible to propose randomly an exponential
distributed x. This is independent sampling. This can not be realized in
practice because the configuration space is huge. In the case of a pure gauge
action, an efficient algorithm exists [76] [77] for updating one link at a time,
which is called a heat bath. It is a combination of a independent sampled
trial distribution and a correction step to get the proper weight.
The expectation value eq. (2.46) can be evaluated by using an ensemble aver-
age over the sampled configurations. This ensemble is finite and it is necessary
to estimate the error of the approximation. Following eq. (2.46) the error of a
Monte Carlo sampled ensemble is reduced proportional to the square root of the
number of configurations
√
1/Ncn f g. In appendix D, a detailed discussion of the
errors is presented based on [78]. In general, the error of an observableO is given
by δO =
√
2τintσ2(O)/Ncn f g with the integrated autocorrelation time τint ≥ 0.5
which takes into account that the configurations are correlated with each other.
The variance σ2(O) is defined by
σ2(O) = 〈O2〉 − 〈O〉2. (2.53)
In LQCD, the autocorrelation times increase with decreasing lattice spacing a and
are a property of the specific Monte Carlo algorithm. This can spoil simulations,
i.e. for very fine lattices in the case of the Hybrid Monte Carlo algorithm [27].
2.5.1. Hybrid Monte Carlo Algorithm
The Hybrid Monte Carlo (HMC) algorithm [79] [80] can sample configurations
weighted with a lattice fermion action. A direct weighting with the fermion de-
terminant is not feasible. The computational cost would increase with the third
power of the size of the matrix O(n3). The general idea is to use an integral iden-













where η†(DD†)−1η > 0 for all η ∈ C12V \ 0 with a normalized integral measure
D[η] = ∏12Vj=1 dxjdyj/π. Now the so–called pseudofermion fields η can be treated
as new field variables, and the lattice action is given by







Note that in a Monte Carlo algorithm, the integral eq. (2.54) has to be positive and
real. In general, lattice QCD simulations are performed in the isospin symmet-
ric case by setting the lightest quarks to the same value mud. For Wilson Dirac
fermions the positive definiteness of the operator which enters the integrand,
eq. (2.54), can be imposed in the light quark sector by using the γ5 hermiticity






The idea of the HMC algorithm is to use the Hybrid Molecular Dynamics tech-
niques to update the configuration by an integration of the corresponding Hamil-
tonian in the microcanonical ensemble (see e.g. [81]). This can be performed by
numerical integration schemes which have to be time reversible and area preserv-
ing in order to satisfy the condition of detailed balance. In the case of LQCD the





a πa(x) ∈ R (2.57)
with the generators ta of SU(3). In general these variables can be added to the














an observable O(U) which depends on the gauge field U and a normalized in-
tegral measure Dπ. Note by adding so called auxiliary variables or conjugate
momenta π to the action, the results remain unchanged. Now, the system can be
integrated via Hamiltons equations [82] which change in the su(3)–case to
U˙µ(x) = πµ(x)Uµ(x) and π˙µ(x) = −Fµ(x) (2.60)
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The integration is called Hybrid Molecular Dynamics. For a more mathemati-
cal formal introduction see [83]. The time differential in the Hamilton equation
eq. (2.60) is done with respect to a fictitious time, the “Molecular dynamic time”.
An integration unit of τ = 1 is calledMolecular Dynamic Unit (MDU). By integrat-
ing the equations in this time the variables Uµ(x) and πµ(x) perform trajectories
in field space.
For a two flavor mass–degenerate fermion action, the simple Hybrid Monte
Carlo algorithm is given by
1. Generating of conjugated momenta: The momenta are generated by a heat
bath via the gaussian distribution P(x) = 1/
√
2π exp{−x2/2}.
2. Generating of pseudofermion fields: The pseudofermion field can be gen-
erated by a heat bath at the beginning of the trajectory. The pseudofermion
field η ∈ C12V has to be distributed by






The approach is to generate a complex field χ = x + i · y ∈ C12V with
P(xj) = 1/
√
π exp{−x2j } and P(yj) = 1/
√
π exp{−y2j }. By substituting
η = D(U,m) · χ it follows that the pseudofermion field is distributed via
P(η) eq. (2.62).
3. Integration of Hamiltons equations: The Hamilton equations eq. (2.60) are
integrated via a numerical integration scheme. Detailed balance requires
that the integrator is time reversible and area preserving. In general the
integration scheme can be constructed by the operations (see e.g. [81])
I0(ǫ) : π,U → π− ǫF,U and IU(ǫ) : π,U → π, eǫπU. (2.63)













with ǫ = τ/N. The discretization errors increase as δH ∝ Nǫ3 = ǫ2τ by
using a leap frog integration scheme. Note the pseudofermion field is kept
constant during the integration. The integration is time reversible if the mo-
menta at the endpoint are changed to π(t = τ) → −π(t = τ).
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4. Metropolis accept–reject step: The usage of a numerical integration scheme
introduces discretization errors and the energy conservation is violated. For
a proper sampling the weight of the new configuration has to be corrected.
The correction is done by aMetropolis accept–reject step with the acceptance
probability





with the difference of the Hamiltonians
δH = H(U(t = τ),π(t = τ), η)− H(U(t = 0),π(t = 0), η). (2.66)
The procedure 1. – 4. is iterated. The cost of the HMC is given by the integration
and the Metropolis accept–reject step. During the integration the force has to be
evaluated. This requires two inversions per integration step for the introduced
fermion action. In general the inversion of the Wilson Dirac operator scales with
the lattice size V see e.g. [84]. The fluctuations of δH determine the acceptance
rate. In general the integration step size has to be decreased by 4
√
V to keep the
acceptance rate constant (see e.g. [54]). Moreover in Monte Carlo simulations,
the autocorrelation time increases the cost. In case of the HMC the autocorrelation
time scales with a−5 in the lattice spacing on a lattice without boundary conditions
[27, 85].
To summarize the cost for generating a new decorrelated configuration by the
HMC algorithm on a lattice with anti–periodic boundary condition is proportional
to
costHMC(U → U′) ∝ V5/4physa−10 (2.67)
with the physical volume Vphys = Va
4 [27] by neclecting the quark mass depen-
dence. Since 1987 several improvements of the HMC are introduced which en-
able the HMC algorithm to become a method to simulate dynamical fermions at
physical quark masses. One improvement is given by the Hasenbusch mass pre-
conditioning [86]. The idea is to introduce additional pseudofermion fields in the
Hybrid Molecular Dynamics. This can be done by splitting up the fermion weight
like
detD(U,m1) = detM(U,m1,m2) · detD(U,m2) (2.68)
with the ratio matrix M = D−1(U,m2)D(U,m1). By choosing m1 < m2 the ab-
solute values of the forces decrease which makes it possible to simulate smaller
quark masses. A similar idea is given by Domain Decomposition [31], which will
be discussed in detail in sec. 4.1. Note that in principle the cost of the algorithm
increases by lowering the quark mass, i.e. the solver costs increase and the inte-
gration step size has to be decreased because the force increases.
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3. Numerical Computation of
Determinants








detD(U,mi, . . .) (3.1)
of LQCD is given by a product of determinants of the lattice Dirac operator as a
function of the bare mass parametersmi of all flavors. The determinants make the
Boltzmann weight non-local in the gauge field and dominates the computational
costs of today’s lattice calculations.
In this chapter a technique to deal with determinants as a weight factor will be
introduced. The three main methods of this thesis are based on this technique.
The pseudofermion integral, which rewrites the determinant into an integral is
reintroduced and modified. The idea is to use stochastic estimation to evaluate
this integral which introduces stochastic fluctuations. The stochastic fluctuations
can be understood by rewriting the determinant into a trace power series by us-
ing a perturbative series of the specific matrix. The chapter will be closed by an
introduction of an interpolation technique to improve and control the stochastic
estimation.
3.1. Definition of the Pseudofermion Integral
Since the early days of LQCD it was clear that a direct calculation of the determi-
nants in numerical computations is quite difficult. The cost to calculate a determi-
nant increases to the third power with the size of the matrix. This is practical only
on small lattices up to around 64.
The idea is to rewrite the determinant as a complex integral [5] [4]. Here a more
general identity is introduced which holds also for non-normal complex matrices






†Aη D[η] if Re(η†Aη) > 0 ∀η ∈ Cn \ 0 (3.2)
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with a complex pseudofermion field η ∈ Cn and a normalized integral measure
by D[η] = ∏nj=1 dxjdyj/π with ηj = xj + iyj. This integral representation of
the determinant of a non–hermitian matrix has some advantages to the standard
approach (see e.g. [4] [5]), for example it can deal with complex determinants.
The condition Re(η†Aη) > 0 of eq. (3.2) is equivalent to λ(A + A†) > 0, with
λ(B) = {λi|Bψi = λiψi, λi ∈ C,ψ ∈ Cn} the eigenvalue spectrum of the matrix
B ∈ Cn×n.
3.2. Stochastic Estimation
In order to evaluate a high dimensional integral like in eq. (3.2), a commonmethod
used in numerical mathematics is Monte Carlo integration. By selecting Nη ran-
dom complex valued fields η distributed via the normalized distribution function
∝ e−η†η , an unbiased stochastic estimation of the integral eq. (3.2) is given by
∫




















of the stochastic estimation which is labeled as stochastic fluctuations.



















where 〈 f 〉η =
∫
e−η†η f (η) D[η] is the average over the field η distributed by
exp(−η†η). Note this quantity is the sum of the variance of the real part and the









†(A+A†−I)η D[η] = 1
det(A+ A† − I) (3.5)
if and only if the condition
λ(A+ A†) > 1 (3.6)
is fulfilled. With the second term of eq. (3.4) the variance reduces to
σ2st =
1




If the matrix A is hermitian it is obvious that an eigenvalue λ = 1 of A does not
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contribute to the variance. In general methods, which act such on a spectrum of a
matrix that the eigenvalues get closer to one, decrease the variance.
Remarks
• Variance of stochastic estimation: The variance of the stochastic estimation
is an appropriate tool to control the correctness and to enhance the effective-
ness of the method. The necessary condition for the existence of the vari-
ance λ(A+ A†) > 1 is a sufficient condition for the existence of the identity
eq. (3.2) and is easy to detect in practice.
• Usage of the pseudofermion integral: There are two different contexts in
which the so called “pseudofermion” integral eq. (3.2) appears. Firstly by
redefining the Boltzmann weight P(U)→ P(U, η) and introducing the com-
plex field η as new degrees of freedom and secondly by a direct stochastic
estimation. The former case is used in the algorithm framework, i.e for the
Hybrid Monte Carlo algorithm (see subsec. 2.5.1). For this case the com-
plex field η is called “pseudofermion field” [4] [5] and it is only possible to
draw one field to represent eq. (3.2) in order to satisfying detailed balance
(see e.g. app. E). This is different in the latter case, which is used in mass
reweighting. Here it is possible to draw Nη complex fields η to estimate
eq. (3.2).
3.3. Fluctuations
Monte Carlo integration of the path integral generates a representative ensemble
of field configurations which introduces ensemble fluctuations due to the finite
sample size (see sec. 2.5). By using a stochastic estimator to evaluate an observ-
able additional stochastic fluctuations are introduced on top of these ensemble
fluctuations. In principle these stochastic fluctuations can always be reduced by
increasing the numerical effort.
Here the behavior of the fluctuations for the estimation of the integral eq. (3.3)
is derived by using an expansion in a parameter ǫ. The matrix A is rewritten as
A = 1+ ǫH+O(ǫ2) (see app. B for a general discussion and [6] for the hermitian
case). By drawing Nη pseudofermion fields the fluctuations of the determinant
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where 〈〉 is the ensemble average over the gauge fields U and
〈 f 〉η =
∫





−η†j ηj D[ηj]). (3.9)


























































and σ2 = σ2st + σ
2
ens. Using det A = exp{Tr ln A} and expanding in ǫ (see app. B)










For the ensemble fluctuations it follows that
σ2ens = ǫ
2
var (Tr (H)) +O(ǫ3) (3.14)
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by assuming H = γ5H
†γ5 and using trace properties. If H is not γ5–hermitian the
ensemble fluctuations eq. (3.14) are given by the covariance of TrH and TrH† (see
app. B). By increasing Nη it is possible to control the precision of the stochastic
estimation and the fluctuations are dominated by the ensemble fluctuations for
sufficiently large Nη. However this is only true if the variance eq. (3.6) is defined.
Note increasing Nη has no effect on the eigenvalues of the matrix A. If the stochas-
tic variance is not defined or a larger number of Nη > 1 is not allowed (e.g. due
to detailed balance in the PSMS algorithm see app. E) another method has to be
introduced to control the stochastic fluctuations.
3.4. Fluctuations of Ratio Matrices controlled by
Interpolation
The stochastic estimation of a determinant is constrained to matrices A which ful-
fill λ(A + A†) > 1. In practice, a small variance is needed implying that the
eigenvalues have to cluster around one. It is possible to show that this is the case
for ratio matrices A = B′/B if the matrices are not singular as it is shown below.
This is always the case if the matrix is hermitian and positive definite. By using






By writing A = 1+ ǫH the nth root of A is given by











If for sufficiently large n the spectral norm of || ǫnH|| fulfills || ǫnH|| < 1, the eigen-
values of A1/n cluster around one. For large enough n it can be inferred that the
condition for the integral representation eq. (3.2) is fulfilled. However, the same
principle also works for applications without root matrix functions. The idea is to




= 1+ ǫH (3.17)
with B′ = B + (B′ − B) and ǫH = (B′ − B)/B. The ratio can be factorized by
introducing intermediate matrices like B′′ = (B + B′)/2 which is the simplest


































B′ = B+ i
E
N
with i = 0, 1, . . .N − 1,N , (3.21)
B0 = B and BN = B









If and only if the intermediate matrices are non-singular the spectral norm ful-
fills || ENHi|| < 1 ∀i with Hi = 1/Bi−1 for sufficiently large N. Note, if A is a
non-normal matrix the spectral norm is given by ||A|| = max√(λ(AA†)) which
corresponds to the maximal singular value of A. The interpolation method acts
on the eigenspace of the ratio matrix A and can control the stochastic estimation
by using sufficient many interpolation steps N.
Up to first order increasing the number of interpolation steps N has the same
































with Ai = B
−1
i Bi−1 the stochastic estimation is unbiased. The stochastic fluctua-

















At second order the interpolation differs from increasing Nη, which can be also ob-
served via the eigenvalues in the hermitian case (see app. B.4). The interpolation
technique is comparable to drawing more pseudofermion fields for one specific
ratio if higher order corrections in eq. (3.24) are negligible. In general the inter-
polation techniques depend on the ratio and a detailed analysis is necessary to
introduce additional improvements for the particular case.
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In the first part of this chapter methods to improve the stochastic estimation of
a determinant and to suppress fluctuations will be described. The first method
is Domain Decomposition of the lattice. It can be used to factorize the determi-
nant of the Dirac operator into a part which couples mainly to the IR–modes and
a part which couples to the UV–modes. Domain Decomposition is essential for
the three main methods, the mass reweighting method, the PSMS–algorithm and
the MDD–HMC algorithm. The second method can suppress the ensemble fluc-
tuations by using correlations between different parts of the lattice actions. These
correlations can be used to cancel parts of the fluctuations by introducing and
tuning additional parameters.
In the second part of this chapter techniques to measure observables will be
introduced, which are used to analyze the performance of the algorithm and to
derive physical quantities. These are measurements of the PCAC (partial conser-
vation of axial current) mass and the lightest pseudoscalar mass. Furthermore the
Wilson flow will be introduced which can be used to measure the gluonic observ-
able t0. This observable can fix the scale. The chapter will end with the definition
of the topological charge on the lattice. The topological charge couples to slow
modes of the autocorrelation time in Monte Carlo simulations and can be used to
analyze the scaling behavior of algorithms.
4.1. Domain Decomposition
DomainDecomposition (DD) methods are known from several mathematical and
physical frameworks. The idea [7] is to decompose a problem into decoupled
local components and into a component which couples the local components by
incorporating the boundary parts. In principle this speeds up the calculations and
through the localization it is ideal for parallelization.
4.1.1. Schur Complement
Let A be a square matrix, then it is straightforward to impose a substructure on A
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with square matrix elements Aij. By demanding that A11 and A22 are invertible
the Schur complement is defined by
S˜ = 1− A−122 A21A−111 A12. (4.2)
The Schur complement is invertible if the inverse matrix A−1 exists. The inverse
is given by
S˜−1 = 6A22A22 = 1− 6A21A12 (4.3)






by using the same substructure as for the matrix A. The proof for eq. (4.3) follows
by using 6A21A11+ 6A22A21 = 0 and 6A21A12+ 6A22A22 = I. The crucial observation
is that the determinant of the matrix factorizes exactly into
det A = det A11 det A22 · det S˜. (4.5)
However it is not obvious how the eigenvalues of the matrix A are connected to
the Schur complement. A direct relation is only possible for a matrix with unit
matrices A11 and A22. It follows that the eigenvalues of the Schur complement S˜
are given by
λS˜ = λA(2− λA) (4.6)







The eigenvalue relation follows from Aψ = λψ and inserting ψ1 + A12ψ2 = λψ1
into A21ψ1 + ψ2 = λψ2 by eliminating ψ1. If A is a positive definite hermitian
matrix it follows by rescaling the eigenvalues to the interval (µ, 1]with 0 < µ≪ 1
that the eigenvalues of S˜ belong to the interval (µ(2− µ), 1]. It follows for µ ≪ 1
that the condition number of the Schur complement is decreased by roughly 1/2.
4.1.2. DD in LQCD
In LQCD it is possible to decompose directly the lattice into sub-domains [89] [90]
[31]. The dimension of these sub-domains depends on the problem, e.g. for the
usage in Monte-Carlo algorithm it is useful that links which will be updated de-
couple from neighboring sub-domains, the so called active links. Here, 4 dimen-
sional domains will be used by dividing the lattice into non–overlapping blocks
(see fig. 4.1). For the following discussion a Dirac operator with nearest neighbor
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Figure 4.1.: The picture, taken from [31], shows a decomposition of a 2-dimensional lattice
in non-overlapping black and white blocks.
coupling will be used, like theO(a)–improvedWilson Dirac operator (see sec. 2.4).
By decomposing the lattice into similar blocks the blocks can be ordered into
two groups, i.e. the blocks can be chessboard colored (see fig. 4.1). Blocks which
belong to the same group do not have a shared boundary part and have only
boundaries with blocks which belong to the other group. Now it is possible to
label the lattice sites such that the sites which belong to the first black block come
first, then the second black block and so on. After the last black block comes the







The operator Dbb and Dww contains the block operators, which are Dirac operator
Db of the size of the blocks with Dirichlet boundaries while the operators Dbw and
Dwb contain the coupling terms between the white and black blocks. The oper-
ator Dbb and Dww are block diagonal if the Dirac operator contains only nearest
neighbor coupling and have the same square size. Using eq. (4.5) the determinant
factorizes into
detD = det Dˆ ·∏
k
detDk (4.9)
with the (projected) Schur complement
Dˆ = 1− PbwD−1wwDwbD−1bb Dbw. (4.10)
The origin of the projector Pbw is due to the spin structure of the Dirac operator
which imposes projectors in the spin space of the coupling terms between lattice
points by 1 ± γµ. The projector Pbw satisfies the properties DbwPbw = Dbw and
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is restricted to the space of Dbw with rank(Pbw) = rank(Dbw). By using these
properties it follows the relation
det D˜ = det(1− D−1wwDwbD−1bb DbwPbw) (4.11)
= det(1− PbwD−1wwDwbD−1bb DbwPbw) = det Dˆ, (4.12)
by using Sylvester’s determinant theorem [91] with
det(1+ AB) = det(1+ BA). (4.13)
Now it is possible to project directly on the space of Pbw which reduces the dimen-
sion of the corresponding Schur complement. By using an elementary 4 dimen-
sional geometry, the dimension of the projector is given by



















where lµ is the block length and Lµ the lattice length in direction µ. If the volume
V = T × L3 is increased while keeping the ratio Lµ/lµ fixed it follows that the
dimension of Pbw only scales with V
3/4.
The factorization of the determinant into determinants of the blocks and the
determinant of the Schur complement leads to the separation of UV– and IR–
fluctuations. In the free theory modes of the blocks are bounded from below by
aπ/L due to the Dirichlet boundaries. The IR–modes are captured by the Schur
complement. In LQCD domain decomposition can effectively decouple the UV-
and the IR-modes. This makes DD efficient for many applications in LQCD like in
the case of solvers [90], [84] or [92].
Remarks
• Even-odd Wilson Dirac operator: A special case is the so–called even–odd
preconditioned Wilson Dirac operator. It is given by reordering the label of
the lattice sites such that first comes every even point with (x0 + x1 + x2 +
x3) mod 2 = 0. This is equivalent to decomposing the lattice in blocks of
length l = 1. It follows that the Schur complement in this case is equal to the
even-odd preconditioned Wilson Dirac operator. For the unimproved Wil-
son Dirac operator the eigenvalue relation eq. (4.6) is true and the condition
number of the Schur complement is roughly a factor 2 smaller than for the
non-decomposed operator.
• Determinant factorization in practice: In order to calculate the determi-
nant by using eq. (4.9), it is efficient to use different techniques for different
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sizes of matrices. For large matrices, a stochastic estimation is favored if
the stochastic fluctuations can be controlled efficiently. For sparse matri-
ces up to a size of 12 · 64, an exact calculation of the determinant via LU–
decomposition has a relative moderate numerical effort and is possible. An
appropriated algorithm is implemented and available in the Software pack-
age UMFPACK [93–95]. For example the LU-decomposition of the Wilson-
Dirac operator of size 12 · 64 takes roughly about 1 min on a single CPU (an
AMD Opteron Processor 6172 with 2100 MHz). Note in this case there is
no effect by using the even-odd preconditioned Wilson-Dirac matrix. The
reason is that the LU-decomposition of the package profits from the sparse
structure of the operator.
• Recursive DD: For some application larger blocks are favored, e.g. to have
enough links which are decoupled from the neighboring blocks. It is pos-
sible to iterate the factorization further by using recursive DD and factorize
the determinant of a block by
detDk = det Dˆk ·∏
k′
detDk′ (4.15)
with a Schur complement Dˆk which obeys Dirichlet boundaries. Recursive
DD is, in this work, implemented in the framework of the DD-HMC algo-
rithm [96] (see for further information see app. C).
• Active links: To benefit from DD in an algorithmic framework it is useful
to restrict the update only to the active links inside the blocks which do not
couple to neighboring blocks. The active links will be defined by
lact = (l− 2d) (4.16)
with l the block length and d the minimal distance to the boundary of a point
where an active link starts or ends. For the pure gauge action or the Wilson
Dirac operator it follows that d ≥ 0. For d = 0, links have at least one end-
point which is not in the boundaries of the block (see left fig. 4.2).
For an improved gauge action, such as the Lüscher–Weisz action [58] or for
using smeared fermion actions, it is necessary to restrict the active links to
the core of the blocks, e.g. by using an improved gauge action with a rectan-
gular term which is given by







the parameter d has to fulfill d ≥ 1 (see right fig. 4.2). Moreover for some
applications it is useful to have d ≥ 1, e.g. this is used in the PSMS algorithm
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to achieve a better acceptance rate for larger blocks with l ≥ 6.
The number of active links in a cube block is given by
Nact.links(lact) = 4 · (lact− 2)3(lact − 1). (4.18)
For a block length of l = 8 with lact = 8 the total amount of active links is
given by Ract = 36.9%. This reduces to Ract = 7.8% for lact = 6. In order
to update all links the lattice has to be shifted. Note this has to be done in a
way that detailed balance and ergodicity is preserved, e.g. by a randomized
shift (see app. C of [31]).
• DD-HMC: Domain Decomposition can be used to improve the HMC algo-
rithm (see subsec. 2.5.1). The idea [31] is to use the exact factorization of the
determinant of the Dirac operator eq. (4.9). It is possible to introduce for each
part an independent pseudofermion field. This factorizes the force terms
and the blocks and the Schur complement can be treated independently in
the HMC trajectory. By only updating the active links inside the blocks the
blocks capture the fluctuations of UV-modes and the Schur complement the
fluctuations of IR-modes. This tames the fluctuations in the force terms of
the Schur complement [89]. Furthermore the first step of the algorithm has
to be changed. Before the generation of the conjugate momenta is done the
lattice has to be shifted so that all links of the lattice are updated iteratively.
Due to the factorization of the force terms the Domain Decomposition-HMC
(DD-HMC) algorithm can simulate smaller quark mass than the usual HMC
algorithm.
4.2. Correlations
In a statistical framework it is important to control the variance of the finite data–
sample, the ensemble fluctuations. A technique to minimize the total variance is
given by using correlations with other quantities.
In LQCD, parts of the action are correlated, e.g. due to symmetries of the Dirac
operator the UV-modes are correlated with the IR-modes. A quite obvious origin
of correlations between parts of the lattice action is the dependence on the same
gauge links. Due to this the UV-modes of the Dirac operator are strongly corre-
lated with the plaquette action. This is easy to see by an expansion of the deter-
minant in powers of the hopping parameter κ. The so called hopping parameter
expansion is given by (see e.g. [54])















Figure 4.2.: The left figure, taken from [89], illustrates the active links in a two-dimensional
block with length l = 6 and d = 0. The right figure shows the active links for
l = 6 and d = 1.
For the unimproved Wilson Dirac operator the first term which depends on the














with Pµν the plaquette (see eq. (2.24)). It is possible to rewrite the determinant as a
sum over a series of Wilson loops, closed loops of links. This was used to sample
configurations with approximated lattice actions [97].
In this work the correlations are used to reduce the ensemble fluctuations, which
enhance the acceptance in a Metropolis accept-reject step or for controlling the
statistical error. In order to minimize the variance σ2(A) (see eq. (2.53)) let us take
a look to a combined variance by adding a quantity B which is parametrized by b
σ2(A+ b · B) = σ2(A) + b2σ2(B) + 2b · cov(A, B) (4.21)
with cov(A, B) = 〈A · B〉 − 〈A〉〈B〉 the covariance of the quantities A and B. By
setting the parameter b to
b = −cov(A, B)
σ2(B)
(4.22)
the overall variance is minimized. In the framework of the PSMS algorithm it
is possible to introduce such parameters explicitly. An example is the correla-
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tion between the determinant of the Wilson Dirac operator and the plaquette. It
is straightforward to introduce a beta-shift, a shift in the pure gauge coupling
β, which can be determined by the covariance of both terms. If the observable
is a more complicated function of the parameter the determination of the shift
eq. (4.22) does not hold anymore and the determination has to be done by an ap-
proximation. In this work the usage of correlations between different parts of the
lattice action are an essential tool to improve methods and their scaling behavior.
4.3. Observables
In this section some observables will be defined which are used to analyze the
different introduced numerical methods. These are the PCAC and pseudoscalar
(PS) masses (subsec. 4.3.1), the Wilson flow observable t0 (subsec. 4.3.2) and the
topological charge Q (subsec. 4.3.3).
4.3.1. Correlation Functions on the Lattice
In this subsection the calculation of correlation functions on the lattice will be de-
scribed by following [8] and [98]. Note that the techniques which will be described
here are also used in the work [99]. Correlation functions are suitable to extract
masses from lattice data. For example, masses of hadrons can be measured by
calculating the propagation of the particle from a creation time t = 0 to an an-
nihilation time t = t1. The correlation function for the pseudoscalar meson is
described by the two-point function
f aPP(x0) = −a3 ∑
~x
〈Pa(x)Pa†(0)〉 (4.23)
with x = (x0,~x) and x0 = t1 − 0 the time difference. The pseudoscalar density is
given by
Pa(x) = ψ(x)taγ5ψ(x) = ∑
c, f , f ′,α,α
ψ
c,α, f




′, f ′(x) (4.24)
with a generator of the unitary subgroup ta (compare subsec. 2.1.1) which acts on
the flavor space f , f ′ and γ5 which acts on the spin space α, α′. The summation
contracts the color, spin and the flavor indices. The index a will be dropped from
now on and ta is set to σ1 = [0, 1; 1, 0] with a = 1 for different flavors f = r
and f ′ = s with r 6= s and ta = I for one flavor r = s. The indices r and s
are flavor indices, e.g. if r corresponds to the up-quark and s to the down quark
the pseudoscalar meson corresponds to the charged pion (compare tab. 2.2). The
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pseudoscalar density is now given by Prs = ψrγ5ψs. The two–point function can
be rewritten in the representation of Feynman’s path integral and is given with












































P(U,m1, . . .) DU (4.25)
with the lattice Boltzmann factor P(U,m1, . . .) andD
−1
x0,0
the matrix element of time
slice x0 to time slice 0. The trace sums over the three dimensional space~x and over
the spin and color indices. The generalization to different two–point functions is
straightforward, e.g. the two-point function of the time component of the axial
vector current is given by
f rsAP(x0) = −a3 ∑
~x
〈Ars0 (x)Psr(0)〉 (4.26)
with the axial vector density Ars0 = ψrγ0γ5ψs (see e.g. [8] [98]).
The evaluation of the two-point function eq. (4.25) requires the explicit know-
ledge of the matrix elements of the inverse matrix of the Dirac operator D(mr) and
D†(ms) of the parts which connect the time slices x0 and 0. An explicit calculation
scales with V3 and the numerical effort is impractical for larger lattices. An effi-
cient method is to introduce a stochastic method to estimate the trace [100]. This
can be done by using U(1)–random–noise which is given by u = eir where r is
randomly chosen from the interval [0, 2π). The U(1) noise fulfills the condition
〈u†i uj〉u = δij with i = (x, c, α) and j = (y, c′, α′) (4.27)
with 〈〉u the average over the noise numbers u = (u1, u2, . . . , un) with ui ∈ U(1).
Using the condition eq. (4.27), it is straightforward to show
Tr A = 〈u†Au〉u (4.28)
with a complex square matrix A ∈ Cn×n. Now the U(1) noise source can be
defined on a time slice with ηc,αt (y) = δt,y0u
c,α(~y) with the dimension n = 12L3
and can be used to estimate the trace in eq. (4.25). The two-point functions from
37
4. Techniques for Lattice QCD

































Figure 4.3.: The figure shows the plateaus of the mass states plotted versus the time dif-
ference x0. The pseudoscalar two point and the axial two point functions are
measured on the D5 ensemble (two flavor O(a)-improved Wilson fermions
with a = 0.066 fm (see tab. 5.1)). The left figure shows the effective masses
of PS correlators which correspond to the pion (lower plateau) and the kaon
(upper plateau) mass. The right figure shows the ratio of correlators eq. (4.32).
x0 + ti to ti is estimated by using Ns random sources by




































is the matrix element of the inverse Operator
Dγ5 at time slice ti and x0 + ti. Note here is D(m) given by the Wilson Dirac
operator eq. (2.42). In this work the number of U(1)-random sources is given by
Ns = 10 on randomly chosen time slices. This reduces the computational effort
by keeping at the same time the stochastic fluctuations under control. For small
quark masses this number is increased to Ns = 30 to have a better noise to signal




Due to the explicit breaking of the chiral symmetry of the Wilson term the bare
massm gets an additionalmass shift. This additionalmass shift can be determined
by using the partial conservation of axial current (PCAC) relation. The PCAC
relation is given by a Ward identity (see e.g. [54]). By using the derivation given
in [101] the PCAC relation on the lattice is given by
〈∂µArsµ (x)Oext〉 = 2mPCAC〈Prs(x)Oext〉+O(a) (4.31)
for an operator Oext which is located with a finite distance from x. The critical
mass can now be defined non perturbatively by mPCAC = 0 (compare eq. (2.36)).
By using the PCAC relation eq. (4.31) and as an external source the pseudoscalar






AP(x0) + 2 · cAa∂∗0∂0 f rsPP(x0)
4 f rsPP(x0)
(4.32)
by using the correlation functions eq. (4.23) and eq. (4.26). The Ward identity is
an exact relation. However, for short distances to the external source the iden-
tity is forged. These cut–off effects are suppressed for larger time distances x0
and the PCAC mass can be calculated by an average over these larger time dis-
tances. The additional term with the improvement coefficient cA is introduced
for O(a)–improved Wilson fermions to cancel cut-off effects which scale with the
lattice spacing a (see eq. (4.31)). The improvement parameter is given by the non-
perturbative interpolation formula [102]
cA = −0.00756 · 6/β (1− 0.4485 · 6/β)(1− 0.8098 · 6/β) . (4.33)
Pseudoscalar mass
The extraction of the PCAC mass is straightforward (see fig. 4.3 and eq. (4.32)).
This is different in the case of the pseudoscalar mass. Here, a non-linear equation
has to be solved and excited modes have to be suppressed. The extraction of the
pseudoscalar mass is technical and will be discussed in this subsection.
The pseudoscalar correlator fPP(x0) can be written in energy eigenstates by in-









cijh(x0, Ei, Ej) (4.34)
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with
h(x0, E, E
′) = 2 exp{−(E+ E′)T/2} · cosh{(E− E′)(x0 − T/2)} (4.35)
where Ei with 0 = E0 < Ei < Ei+1 are the energy states and cij ≥ 0 are the spectral
weights. Because of the vacuum property 〈0|P|0〉 = 0 it follows c00 = 0. Note
from now on the flavor indices r, s are dropped.
Now the approach is that the correlator fPP is for large time distances domi-
nated by the first eigenstate. This first eigenstate corresponds to the pseudoscalar
mass E1 = MPS. In order to calculate MPS an effective mass Me f f is defined by
solving the equation
h(x0 − a, 0,Me f f (x0))





For x0, T → ∞ the effective mass Me f f (x0) converges to the pseudoscalar mass
MPS. Because of the large T extent of the ensembles the effective mass Me f f (x0)
approaches a plateau for large x0. By determining the plateau x0 ∈ [t0; T/2− k]
the mass MPS is extracted by averaging Me f f (x0) over x0 ∈ [t0; T/2− k].
Technical details to extract the plateau average of MPS
The plateau is estimated by using the behavior of the fPP correlator eq. (4.34) and
taking for time slices t & 5 the first two eigenstates E1 and E2 into account. The
pseudoscalar correlator is fitted with
y(x0) = −c1 cosh{E1(x0 − T/2)} − c2 cosh{E2(x0 − T/2)} (4.37)
with 4 fit constants c1, c2, E1, E2. Now M
′
e f f (x0) is estimated by solving eq. (4.36)
where the real data is replaced by f ′PP(x0) = y(x0). The starting point of the
plateau is defined such that for the smallest x0 the condition |E1 − M′e f f (x0)| ≤
0.25 · δMe f f (x0) holds with δMe f f (x0) the statistical error ofMe f f (x0). The plateau
is stopped as soon as the condition 2δMe f f (t0) < δMe f f (T/2− k) or the condition
|M′e f f (T/2 − k) − Me f f (T/2 − k)| ≥ 2.5δMe f f (T/2 − k) is fulfilled. The pseu-
doscalar mass value is now given by the plateau average value (see fig. 4.3).
Remarks
• PCAC mass: The PCAC mass is measured by using an average over the
plateau x0 ∈ [t0 − 2; T − t0 + 2] (see fig. 4.3) with t0 the starting point of the
plateau derived for the pseudoscalarmass. The direct measured PCACmass
is a non-renormalized quantity and can be renormalized by the coefficient
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ZA(β)/ZP(β, µ). Here, ZA and ZP quoted in app. E of [98] is used to match
the value with the physical quarkmass. Note the renormalization coefficient
ZP(β, µ) depends also on the momentum scale of the renormalization group
(compare eq. (2.4)) while ZA(β) only on the gauge coupling β.
• Quenched strange quark: Note by adding a quenched strange quark to a
dynamical two flavor ensemble the corresponding pseudoscalar scalar me-
son built up by a strange quark and a light quark corresponds to the kaon.
By using eq. (4.29) the kaon masses can be extracted by using a proper tuned
quenched strange quark (see e.g. [98]). In a quenched approximation the
Boltzmann weight of the corresponding quark is set to a constant. This
means that the corresponding sea quark mass is set to infinity while the va-
lence quark is tuned to the right physical value.








with the quark mass mPCAC, the pseudoscalar mass MPS and the vacuum–
to–meson matrix element GPS. The pseudoscalar correlation function (see




e−MPSx0 + . . . (4.39)
and the vacuum–to–meson matrix element can be calculated by an average
over the plateau of
Ge f f (x0) =
[
−Me f f (x0) fPP(x0)h(x0, 0,Me f f(x0)
]1/2
. (4.40)
For this a similar technique is used like in the case of the pseudoscalar mass
MPS. Note the pseudoscalar decay constant has to be renormalized by mul-
tiplying with ZA (see e.g. [98]).
4.3.2. Gluonic Observable t0
Recently, the Wilson flow has become an interesting tool for several applications
in LQCD, like the relative scale setting, proposed in [9, 103]. The Wilson flow
smooths the gauge links for positive flow time by moving in the field space (see
[104]). It is given by a partial differential equation which can be solved by using
numerical integration schemes forward and backward in the flow time t′.
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The gluonic observable t0 is defined by the Wilson flow time if the discretized





The discretization of the gauge action density E is arbitrary as long as the action
density converges to the continuum one. In general the symmetric discretized
Yang Mills action density E, see eq. (2.27), shows smaller O(a2) cut-off-effects
and has a better continuum scaling than the Wilson plaquette action density (see
e.g. [9]). The observable can be used combined with mass reweighting to set rela-
tive the scale which is done in subsec. 5.5.2 and sec. 6.5.
4.3.3. Topological Charge










with Fµν the field strength tensor and the dual tensor F˜µν(x) = ǫµνσρFσρ(x). The
topological charge is an integer number and is linked via the Atiyah-Singer theo-
rem to the index of the Dirac operator [105]
Qcon = n+ − n− (4.43)
where n+/− are the number of the zero modes with positive (negative) chirality.









Due to ultraviolet fluctuation of the gauge links in general Q is not an integer
number on the lattice. However by smearing out such fluctuations it is possible
to measure Q on the lattice such that a proper continuum limit can be performed.
This smearing method can be hypercubic (HYP)-smearing [21], like it was used
in [107] or by using the Wilson flow for positive flow times. In general in this
work the former method is used, which has roughly the same behavior as the
latter method.
The topological charge can be used for several observations. It has a large over-
lap with the slow modes in a Monte Carlo algorithm and is an indicator for crit-
ical slowing down of the used algorithm. This is important for decreasing lattice
spacing due to the increase of the autocorrelation time of roughly a−5 by using
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up-to-date algorithms with periodic boundary conditions [27]. Another indicator
for a proper sampling is the ensemble average
〈Q〉 = 0. (4.45)






In this work the topological charge is used to study the autocorrelation times for




The most general way to evaluate the path integral is to weight configurations
with the desired Boltzmann weight by using a Monte Carlo algorithm. This can
be quite expensive, e.g. for mass–degenerate dynamical fermions, or even more
expensive, e.g. for one flavor simulations, or even impossible, e.g. for non-zero
chemical potential if determinants of non-hermitian matrices enter the game. For
many applications it is convenient to use a different weight factor for the sampling
of the configurations. Afterwards the discrepancy can be corrected by the so called
reweighting factor, which is the ratio of the target over the simulated weight. This
introduces new statistical fluctuations which limit the reweighting range, the so
called overlap problem.
Reweighting has many applications in LQCD. For example it can be used to
incooperate effects like isospin breaking by splitting up the up- and down-quark
mass and to introducing electromagnetic interactions [15] or to introduce a finite
chemical potential [108]. Other applications are correction of approximated ac-
tions, e.g. reweighting twisted mass fermions towards un-twisted mass fermions
[109] or the correction of the polynomial square root approximation in the case of
the strange quark (e.g. [32]).
This chapter will start with an overview of reweighting in the case where de-
terminants enter the reweighting factor and followed by a discussion of how the
overlap problem manifests itself as fluctuations. This will be followed by a de-
tailed discussion about mass reweighting [12]. Mass reweighting is a special and
interesting case of reweighting which shifts the mass of the sea quarks. The mass
parameter enters the fermion determinant which is treated by using stochastic
estimation. Stochastic estimation of the determinant introduces stochastic fluctu-
ations (see sec. 5.3). Additionally reweighting introduces ensemble fluctuations
(see sec. 5.4). By using the mass shift it is possible to analyze the mass dependence
of observables. This has many interesting applications (see sec. 5.5), e.g. to deduce
the critical mass or to perform the chiral limit for observables. Other applications
are corrections of the strange quark mass or a split–up of the up- and down-quark




The unnormalized Boltzmann factor V(U) for the gauge configurations U corre-
sponding to a gauge coupling β and the masses mi for n f different fermions is
defined by




detD(U,mi, . . .) (5.1)
at a specific parameter set a = {β,m1,m2, . . .}. Additional possible parameters of
the fermion action are for example the twisted mass parameter iµi, the chemical
potential µi or the electrical charge eQi if QED effects are included. If an ensemble





with the partition function Za, it is possible to calculate an observable O at a dif-




by introducing the reweighting factor




exp{−β′Sg(U)} ·∏n fi=1 detD(U,m′i, . . .)
exp{−βSg(U)} ·∏n fi=1 detD(U,mi, . . .)
. (5.4)
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The Dirac operator is a sparse matrix where the size scales with the lattice volume.
Here the stochastic estimation technique of determinants, discussed in chap. 3,
will be used for the evaluation. To conclude the technique of reweighting in com-
bination with stochastic estimation of the determinant ratios can be applied in the









Note that at the level of the determinant the ordering of the matrices is arbitrary.
This is also true for inserting γ5-matrices. The origin of the stochastic fluctuations
is the stochastic noise of the estimation of the determinant. Let us write the ratio
matrix as M = I + ǫH+O(ǫ2) and follow the discussion of app. B. The stochastic










by using the estimation of app. B and eq. (3.13). The origin of the ensemble fluc-
tuations is the increase of the statistical noise, originally introduced by the Monte
Carlo integration of the path integral, due to the reweighting factor. An approxi-










The understanding of the dependence on physical or lattice parameters of the
terms Tr(HH†) and cov(TrH, TrH†) is the key for the usage of a specific reweight-
ing method. Obviously the nature of the stochastic fluctuations is different in
comparison to the ensemble fluctuations. This difference can be a source of a non-
proper usage of the evaluation technique, i.e. it makes the stochastic estimation
inefficient. The crucial point is if the magnitude of stochastic fluctuations is not
of the same order as the ensemble fluctuations reweighting techniques get expen-
sive and inefficient. For example if the first order in ǫ2 cancels in the ensemble
fluctuations eq. (5.9) in many cases a proper combination and ordering of the ra-
tio matrix M can be done to cancel the first order term O(ǫ2) in the stochastic
fluctuations eq. (5.8), i.e. determinants of matrices are commutative but the matri-
ces which enter the ratio matrix M do not commute in general (see for example
isospin reweighting in sec. 5.2).
5.1.2. Statistical Errors of Reweighting
By using reweighting the statistical error of observables increases (see app. D for a
general discussion of the error terms). The increase of the statistical error depends
primarily on the correlation of the observable with the reweighting factor. Here
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the error is shown by an expansion of the reweighting factor in the parameter ǫ
similar like in the last subsection for the ratio matrix M with W(U) = 1− ǫH +
O(ǫ2). Now, terms which scale with the order ǫ3 or even higher are neglected and














where the observable Oi and the reweighting factor Wi depend on the configu-
ration i of the ensemble. The term CO,W is given by CO,W = 1/N ∑i,j[(Oi −
〈O〉)(Wj − 〈W〉)] which is equal to the covariance cov(O,W) if the autocorrela-
tion time is neglected.
The fluctuations of reweighting are directly connected to the “overlap problem”.
The overlap problem is given due to the finite ensemble size by using reweight-
ing for the Monte Carlo sampled ensemble. Obviously reweighting fails for cases
where reweighting crosses a phase transition. For a continuously connected con-
figuration space the overlap problem enters the ensemble average as fluctuations
and increases the statistical error. Using interpolation techniques it is possible
to observe this continuous increase and the overlap problem is tamed. However
reweighting introduces additional bias which has to be analyzed if the ensemble
size is to small (see eq. (D.18)). To conclude, for reweighting to work a proper
ensemble size is necessary to reduce the bias.
5.2. Mass Reweighting
The most general mass reweighting factor is given in the two flavor case by shift-















Dm2 and setting the mass parameter of the
Wilson Dirac operator (see sec. 2.4) as D(m) = Dm. By using ∆m = m1 −m′1 and
∆m2 = m2 −m′2 = −γ∆m the ratio matrix is given by













and for the expansion parameter defined through M = I + ǫH + O(ǫ2) follows
ǫ = ∆m. By using the two flavor mass reweighting factor several mass reweight-
ing cases can be defined. In general the strange quark reweighting factor is given
by setting 0 < γ < 1. Here the quark masses are m1 6= m2 and the factor eq. (5.12)
can be rewritten to
M−12 f = I − ∆m
(γ− 1)Dm+ + (γ+ 1)m− + γ∆m
D2m+ −m2−
(5.13)
withm± = 0.5(m2±m1). A special case is given for the so called isospin reweight-
ing defined by γ = 1 and m1 = mud = m2, i.e. to include an isospin splitting in
the up– and down-quark mass. In this case the expansion parameter is given by
ǫ = ∆m2 and the isospin reweighting factor is given by











Dmud the first order in ǫ do not
vanish in the stochastic fluctuations and mass reweighting gets ineffective (com-
pare subsec. 5.1.1).
Another case is the one flavor mass reweighting factor (obtained by setting
m2 = m
′
2 in eq. (5.11)) given by γ = 0 in eq. (5.12)







with the ratio matrix




= I − ∆m 1
Dm1
. (5.16)
The expansion parameter in the one flavor case is given by ǫ = ∆m = m1 − m′1.
The one flavor reweighting can be extended to the two-flavor mass–degenerate
reweighting factor by W2 f l,de = W
†
1 f lW1 f l. In this case the ratio matrix can be
defined by M2 f ,de = M
†
1 fM1 f which can be evaluated without an additional in-
version in contrary to the case with γ = −1 and m1 = m2.
The mass reweighting factor is given by a determinant of a ratio matrix. The
size of the ratio matrix increases with the lattice size and an exact calculation of the
determinant is not feasible for volumes larger than V > 64 of the Dirac operator.
Therefore the determinant evaluation will be done by using stochastic estimation,
introduced in chap. 3 with several improvements like interpolation techniques
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Table 5.1.: The table lists the analyzed CLS ensembles used for mass reweighting
[98]. The used action is a two flavor mass–degenerate O(a)-improved
Wilson Dirac fermion action with a Wilson plaquette action. The pa-
rameter of the clover term is tuned by using [64]. The lattice spacing is
fixed by using the kaon decay constant FK [98]. Further details of the
G8 ensemble can also be found in [113]. The ensembles are generated
by using a Hasenbusch mass-preconditioned HMC for the ensembles
D5, G8 and O7 while for the other ensembles the DD-HMC is used.
Note the D5 ensemble is specially generated for the analysis of mass
reweighting.
ID V β cSW a [fm] κ Mπ [MeV]
A5 64× 323 5.2 2.01715 0.0755(11) 0.135940 330
E4 64× 323 5.3 1.90952 0.0658(10) 0.136100 580
D5 48× 243 0.136250 440
E5 64× 323 0.136250 440
F7 96× 483 0.136380 270
G8 128× 643 0.136417 192
O7 128× 643 5.5 1.75150 0.0486(6) 0.136710 270
and DD. In detail the cases one flavor reweighting and isospin reweighting will
be discussed in the next subsection.
The implementations which were done for this work is based on the package
DD-HMC [96] and recently on the package open-QCD [110]. The reweighting
package based on the open-QCD-package is publicly available [111]. The anal-
ysis of reweighting is done by using several two flavor mass–degenerate O(a)-
improved Wilson Dirac fermion ensembles of the CLS consortium [98]. The spe-
cific parameters are shown in table 5.1. In general isospin reweighting is applied
to all ensembles with the maximal mass shift quoted in tab. 5.2. Note this means
that the down quark mass too is symmetrically increasedwhile the up-quarkmass
is decreased. For the analysis presented in [112] one flavor mass reweighting is ap-
plied for a large mass shift. For this analysis only the up–quark mass is lowered.
Specific details of the statistics are shown in table 5.3.
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Table 5.2.: The table shows parameters of the applied mass reweighting method
to the CLS ensembles listed in tab. 5.1. The reweighting techniques are
given by isospin reweighting by using an even-odd Schur complement
(even-odd Iso.-Rew.) or by using the full operator without DD (Iso.-
Rew. (w. full op.)). The one flavor reweighting method is applied to
the CLS ensemble E5 and the ensemble D5. For the E5 ensemble DD
is used with 84 blocks and for the D5 ensemble with 64 blocks. The
quark masses m are determined by using the PCAC mass and properly
chosen renormalization constants (see [98]) in the MS-scheme. The cor-
responding bare mass parameter for the largest shift in the case of the
up-quark mass is given by κu ′. The mass shift ∆m [Mev] is given by
∆m = mud −mu ′.
ID Reweighting technique κu ′ mu ′ [MeV] ∆m [MeV]
A5 even-odd Iso.-Rew. 0.1359620 14.91(42) 4.43(60)
E4 even-odd Iso.-Rew. 0.1361300 53.6(11) 7.1(17)
D5 DD–one flavor Rew. 0.1363500 16.12(66) 16.24(97)
Iso.-Rew. (w. full op.) 0.1362750 29.41(66) 5.9(10)
E5 DD one flavor Rew. 0.1363500 −− −−
even-odd Iso.-Rew. 0.1362750 29.47(63) 6.01(96)
F7 Iso.-Rew. (w. full op.) 0.1364000 9.67(22) 5.01(38)
G8 even-odd Iso.-Rew. 0.1364363 2.80(56) 5.86(56)




Stochastic estimation of the mass reweighting factor introduces stochastic fluctua-
tions. The stochastic fluctuations eq. (5.8) for the two flavor reweighting factor are
given by













Note the first order vanishes in the case of isospin-reweighting with m1 = mud =









For the stochastic fluctuations eq. (5.8) of the one flavor reweighting factor follows









The square of the error is given by the fluctuations divided by the number Nη of














with the ratio matrix M (see for the isospin reweighting case eq. (5.12) and for
the one flavor case eq. (5.16)). Note eq. (5.20) is only correct if λ(M + M†) > 1.
Further improvements can be used to increase the efficiency of the estimation and
the correctness of eq. (5.20). These are shown in the next subsections. The section
will be closed by a discussion of the scaling of the stochastic fluctuations with the
lattice volume V, the quark mass m and the lattice spacing a.
5.3.1. Mass Interpolation
Mass interpolation, based on the interpolation technique introduced in subsec. 3.4,
factorizes the determinant ratio in several ratios by introducing determinants of
operators depending on intermediate masses. This reduces the mass shift ∆m →
∆m/N and the eigenvalues of the ratio matrix are shifted closer to one (for a de-
tailed discussion see subsec. 3.4). This can be used to ensure that the condition
λ(M+ M†) > 1 is fulfilled for ratio matrices. By setting Nη = 1 and introducing
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with Mi depending on mi the ith mass parameter and mi−1 the (i − 1)th mass
parameter for the one flavor case given by
M−11 f ,i = D
−1
mi






and additionally on γ for the 2 flavor case. The parametrization of the interpola-
tion is arbitrary and the optimal choice depends on the different mass reweight-
ing cases and the environment, e.g. the stochastic fluctuations for reweighting to-
wards small quark masses can depend on the smallest eigenvalue of Dm. For large









with i = 0, . . . ,N (5.23)
is sufficient for the one flavor reweighting case. By following app. B.4 or sub-



















Increasing the mass interpolation steps is more effective to reduce the stochastic
fluctuations then to increase the number of estimations for one ratio Nη. However
increasing N compared to Nη makes no difference if the first order in ∆m
2 domi-
nates. In [112] it was found on the D5 ensemble that for a mass shift of ∆m = m/2
an amount of N = 8 mass interpolation steps are large enough so that theO(∆m3)
do not contribute to the error.
The situation for the two flavor case is different. If γ > 0 the mass distance
between both quarks increases and this dominates also the stochastic fluctuations
if linear interpolation is used. By demanding that the stochastic fluctuations are
constant during the interpolation the interpolation technique has to be corrected.


















Figure 5.1.: Comparison of different mass interpolations by plotting the stochastic fluctu-
ations σ2i,st/W
2 of each interpolation step against the interpolation steps i on a
configuration of the D5 ensemble by using isospin reweighting.
Reordering
Reordering is motivated by the dependence of the stochastic fluctuations on the
total mass distance m−. By setting γ = 1 the ratio matrix eq. (5.14) is given by




with m± = 0.5(m2±m1). By introducing a mass interpolation the mass difference
m− increases step by step for m− > 0 and thereby the stochastic fluctuations. The
idea is to fix the total mass difference by reordering the combinations of reweight-
ing factors. This means that the first mass step of m1 is combined with the Nth
of m2, the second mass step of m1 is combined with second last step of m2 and
so on. Numerically it is found for moderate quark masses that by using reorder-
ing the stochastic fluctuations are roughly constant during the interpolation (see
fig. 5.1 (green, circle)). However reordering is only useful if the target masses of
the two-flavor mass reweighting are known. Notice also if the one flavor reweight-
ing factors are known, a recombination of these factors to intermediated masses
would lead to large stochastic fluctuations. The reason is the different scaling of
the stochastic fluctuations for one flavor and two flavor reweighting.
Polynomial Interpolation
Another method is to modify the sizes of the steps during the interpolation (see
documentation of [111]). Note the ratio of the stochastic fluctuations over the en-
semble fluctuations is not constant during an interpolation, it decreases because
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the number of inversions increases. The interpolation is generalized by demand-
ing that for N → ∞ the step size δmi = mi −mi−1 → 0. This condition is fulfilled
for














and the mass shift in the ith step is given by mi − mi−1 = ip(m′ − m)/SpN . For
p = 0 the linear interpolation is recovered. Numerically it is found that in the
case of isospin reweighting p ∈ [0.25 , 0.5] minimizes the stochastic fluctuations.
By choosing an appropriated p a similar magnitude of the order of the stochastic
fluctuations compared to the reordered case is found. This is shown in figure
5.1. Using p ∈ [0.25 , 0.5] and isospin reweighting the relative stochastic error is
roughly given by σst/
√
Nint|W| ∼ 9 · 10−4 with Nint = NNη for N = 24 and
Nη = 6 on one configuration of the D5 ensemble (compare tab. 5.2). The relative
error is comparable with the reordering (circle, green, dash-dot) but is improved
compared to the ordinary case with p = 0 with σst/
√
Nint|W| ∼ 12 · 10−4.
5.3.2. Domain Decomposition
By using DD (see section 4.1) the determinant exactly factorizes into determinants
of the Schur complement and the block operators eq. (4.10) with detD = det Dˆ ·
∏k detDk. For small enough block length LU–decomposition is used to calculate























detDk,m1 detDk,m2 . The determinants can be
calculated exactly for blocks with l ≤ 6. For larger block recursive DD is used
such that the block length is given by l ≤ 6. A stochastic estimation can also be
used for the Dirichlet Schur complements with mass interpolation. In general the





Dˆm − I − DwbD−2bb Dbw
)
(5.28)
and the operators depend on m. Now the ratio matrix Mˆi for the one flavor case is
given by
Mˆ−1i,1 f = I − ∆mDˆ−1mi Xmi +O(∆m2) (5.29)
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and for the stochastic fluctuations follows


















However because X does not commute with X† the ordering of the matrices is
important in the two flavor case. By ordering
Mˆ−1i,2 f = I − ∆m(Dˆ−1m1Xm1 − γDˆ−1m′2Xm′2) +O(∆m
2) (5.31)
the stochastic fluctuations of the two flavor case are given by













Note that in this case the fluctuations of the isospin reweighting scale with ∆m4.
The dimension of the operator which captures the IRmodes is reduced by using
DD. This reduction depends on the block size and can scale with V3/4 by choos-
ing a block length which scales with L/2 (see subsec. 4.1.2). Numerically it was
found that the stochastic fluctuations of the Schur complement do not scale linear
with the dimension and depend on the used reweighting technique. This analy-
sis is done on the CLS ensembles D5 and E5 (compare tab. 5.2). For one flavor
mass reweighting DD helps and can reduce the stochastic fluctuations by at least
a factor 2 [112]. However the effect depends marginally on the block size. An
explanation is that the number of the IR-modes dominates the fluctuations which
increase with the volume V. This behavior persists also if the volume of the blocks
is increased. To conclude it is sufficient to use the even-odd Schur complement
with block length l = 1 in the case of one flavor reweighting.
The effect of DD in the two flavor reweighting case with γ ≈ 1 differs. A dif-
ferent magnitude of the stochastic fluctuations is not found by using DD or the
non decomposed full operator. This behavior does not change by using different
interpolation strategies. Also in this case an explanation is given by the IR-modes.
If already the stochastic fluctuations for the full operator are dominated by the IR-



















fit ∝ |l − k|−p
µ-detour














Figure 5.2.: The left figure shows the variance during a linearmass interpolation for amass
shift of ∆m = m/2 of the D5 ensemble (dot). During this mass interpolation
a real eigenvalue crosses the zero and the variance diverges roughly with a
power of p = −1.8 (fit,line). To satisfy a right estimation a µ-interpolation is
performed (square). After the µ-detour the estimation is negativewhich can be
understood by a sign flip of one eigenvalue. The right figure shows the history
of the logarithm of the reweighting factor |W/〈W〉| of the D5 ensemble in the
case of one flavor reweighting towards a quark mass of mud = 16.12(66) MeV
(compare tab. 5.2). For the configuration with the zero crossing a µ-detour is
used.
5.3.3. Twisted–mass Detour
In practice HMC-like algorithms get unstable for small quark masses and a pos-
sible method to perform an unquenched analysis of observables for small quark
masses is to use mass reweighting. By shifting the mass towards smaller values
the smallest real eigenvalue of the Wilson Dirac operator tends to zero and it is
possible that it crosses the zero and changes the sign. In such cases stochastic es-
timation with mass interpolation fails because the integral representation eq. (3.2)
is undefined at least for the ratio where the sign flip happens. Such illness can be
detected by a dramatic increasing of the variance (see fig. 5.2). By introducing a
twisted mass term iγ5µ and performing a µ-detour, it is possible to estimate the
reweighting factor if a real eigenvalue changes the sign. The twisted mass oper-
ator Dm(µ) = Dm + iγ5µ breaks γ5-hermiticity of the Wilson Dirac operator and
shifts the real eigenvalue into the complex plane [114]. The effect is a cut–off for




like a shift with µ2.
A µ-detour is arbitrary. A requirement is that the variance is small and defined.
Following eq. (3.6) this is true if the smallest eigenvalue fulfills 1/2λ(M† + M) >
1/2. By assuming a similar condition for the largest eigenvalue with 1/2λ(M† +
M) < 2 a rough condition in the one flavor case is given for the step sizes ∆m and
∆µ for a crossing real eigenvalue. Note the stochastic variance is defined for the
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second condition, but if the largest eigenvalue increases rapidly the variance does
the same. Let us write




By using the spectral norm of the matrix and the approximation to the smallest









i γ5vi is the chirality of the normalized eigenvector to the smallest eigen-
value of D+mi and ǫ
2 = (m−m0)2 with m0 the mass parameter where the eigen-
value is zero (see app. B and C of [16]). Now it is straightforward to derive condi-
tions for the step-size in ∆m with ∆µ = 0
µ > ∆m (5.35)





To conclude the distance to the zero eigenvalue has to be larger in the µ-direction
than in the step size ∆m. Additional if the smallest eigenvalue is almost zero
several steps have to be done in ∆µ to exit the µ-plane.
In general by keeping ∆m2 + ∆µ2 constant also the stochastic fluctuations are
constant. This is used in practice for the µ-detour (for more details see app. B and
C of [16]).
Practice
In the numerical studies shown in fig. 5.2 it is demanded that the relative stochastic
error of the reweighting factors should have the same order for all configurations.
By assuming this a µ-detour has to be performed only for configurations where a
real eigenvalue flips the sign. This is done for the reweighting of the configura-
tions shown in fig. 5.2. Here a mass interpolation with N = 512 steps is performed
and the variance increases for values around i = 314, . . . , 330. To avoid an ill-
defined method a circular µ-detour with a maximal value of aµ = 0.00003 and 48
steps is performed. Due to the breaking of the γ5 hermiticity the reweighting fac-
tor is complex during the µ-detour. Due to that the sign flip happens continuously
during the detour depending on the maximal µ and the shape of the trajectory.
In order to guarantee the interchangeability of the integral over the gaugelinks
and the pseudofermion fields to estimate the reweighting factor a rectangular µ-
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Figure 5.3.: The figures show the scaling of the relative stochastic fluctuations in the renor-
malized mass m in units of r0. The stochastic fluctuations are normalized by
the physical volume Vphys = Va
4. The left figure shows the fluctuations in the
case of one flavor reweighting. The right figure shows the fluctuations in the
case of two flavor reweighting.
detour has to be used for every configuration1. This can be done by performing
a µ-detour with the corners {(m1, 0), (m1, µ), (m′1, µ), (m′1, 0)}. This introduces ad-
ditional cost due to the additional noise for every configuration. However by a
combination of the reweighting steps of the start and the end of the rectangular
trajectory it is possible to reduce the stochastic errors in proportional to µ2∆m2.
The second approach is available in the package [111].
Remarks
In general the expectation is that the fluctuations would increase dramatically if
too many configurations have a zero crossing eigenvalue or have very small eigen-
values in the smallest mass. Due to that the µ-detour is only practical for special
cases. This can be seen in the right figure 5.2 where the configuration with a zero
crossing eigenvalue has a small reweighting factor. Note the very small reweight-
ing factor O(10−16) of the right figure 5.2 corresponds to an exceptional config-
uration [115] [33]. For the smallest mass this leads to a pole in the pseudoscalar
correlator which is regularized by the reweighting factor.
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5.3.4. Scaling of Stochastic Fluctuations
In this subsection the scaling of the stochastic fluctuations will be discussed based
on numerical results and dependences of the traces Tr(D†D)−1 eq. (5.19) and
Tr(D†D)−2 eq. (5.18). By using DD it is possible to connect these behaviors to
the IR- and UV-modes.
Chiral perturbation theory gives some insights into the quark mass dependence
of the traces eq. (5.19) and eq. (5.17) of the stochastic fluctuations. It follows from













with the physical volume Vphys = Va
4, the chiral condensate Σ and the renormal-
ized quark mass m.
For the one flavor case p = 1 is set to one and for the isospin reweighting case





















st is a dimensionless quantity which depends on the used operators,
Vphys is the physical volume, ∆m is the mass-shift in the renormalized mass, the
scale r0 [117] is used to form dimensionless quantities and the number of inver-
sions of the Dirac operator is given by p · NNη. The scaling is shown by the nu-
merical results in fig. 5.3 by using the results of the isospin reweighting shown in
tab. 5.2. Note that two points are shown which correspond to the half mass shift
∆m/2 and to the full mass shift ∆m. The relative stochastic fluctuations σ2st,p,rel are
used for the analysis of the scaling. For the one flavor reweighting case the direct
estimation of 〈σ2st,1 f 〉 has large errors. In the case of isospin reweighting for the
relative stochastic fluctuations numerically follows 〈σ2st,Iso/W2Iso〉 ≈ 〈σ2st,Iso〉.
The quark mass dependence of the full operator is extremely weak for the one
flavor reweighting case in the analyzed mass range (see left fig. 5.3 where D5 (red,
diamond), F7 (blue, square)). This slightly changes for the even-odd precondi-
tioned operator (E4 (cyan, star), E5(black, triangle), A5 (cyan, triangle), O7 (ma-
genta, circle) and G8 (green, star)). Here, the fit is done (red line) in left fig. 5.3
with the expectation of the quark mass dependence from chiral perturbation the-
ory 1/mq applied to the data of the G8, O7 and A5 ensemble. The fit shows that
for larger quark masses the mass dependence gets weaker and does not follow the
expectation of the chiral perturbation theory.
1Thanks to M. Lüscher and S. Schaefer for pointing this out.
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The behavior of the full operator is complementary to the observation that the
stochastic fluctuations depend also strongly on the UV-modes. However the ex-
pectation for decreasing quark mass is that the IR-mode dependence will increase.
If this is the case the expected quark mass behavior will dominate also for the fluc-
tuations of the full operator.
For the case of isospin reweighting with p = 2 the behavior is roughly given by
q ∼ 3 (see right fig. 5.3). The global fit to the quark mass behavior (black line) is
performed for all ensembles and is given by mq with q = 2.63(5). For the different
fit (red, dotted line) the quark mass behavior is fixed to 1/mq with q = 3 which is
the expectation of chiral perturbation theory by only including the G8, F7, O7, and
A5 ensembles. This shows that for smaller quark masses the data behaves like it
is expected from chiral perturbation theory. Note there is no improvement in the
isospin reweighting case by using the Schur complement (compare tab. 5.2). The
IR-modes dominate already the full operator.
Practice
Like in [10] some practical issues of mass reweighting will be summarized in this
subsection.
• By using Nη ≥ 6 the variance of the estimation can be monitored to detect
eigenvalues which approaching the zero or even crosses. Another hint can
be obtained bymonitoring the total value of the estimation, which decreases
drastically if an eigenvalue tends to zero. Here, the stochastic fluctuations
are estimated for each mass interpolation step and afterwards propagated




• The number of inversions is given by p′ · NNη, where p′ = 1 for the one
flavor case and p′ = 2 for the two flavor reweighting case. Note if two
flavor reweighting is used also the reweighting factor for the one flavor
cases can be easily computed without any further inversion. Furthermore
the one flavor reweighting factor can easily be extended to the two flavor
mass–degenerate case also without an additional inversion. The trick is to
estimate 1/ detM†M instead of 1/ detM by calculating the scalar product
χ†χ instead of η†χ with χ = Mη in the stochastic estimation procedure.
• If the reweighting factor is real an improved estimator is the real part of the
reweighting factor. This improves the estimation during the mass interpola-
tion, although the effect is very small. Furthermore this trick it necessary to
demand that a real weight is real also by using reweighting.
• If the reweighting factor is not dominated by the small eigenvalues DD im-
proves the estimation. This is only the case for one flavor mass reweighting
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and QED-reweighting (see sec. 5.6.4). Due to the fact that the case of one
flavor reweighting can be achieved by using two flavor reweighting with
0 < γ ≤ 1 it is wise to use also DD in this case. In general it is sufficient
to use the even-odd Schur complement. For larger block sizes the computa-
tional cost increases by only a negligibly small improvement of the stochastic
estimation.
• For the isospin reweighting case a mass interpolation with p ∈ [0.25 , 0.5]
minimizes the stochastic fluctuations. Note for the analysis in this thesis the
conservative interpolation is used with p = 0.
• For the used mass shifts, listed in tab. 5.2, zero crossing eigenvalues are
not found for most of the ensembles except the mass shift of the one fla-
vor reweighting case for the D5 ensemble. However one configuration of
the G8 ensemble has a small eigenvalue which is close to zero for the largest
mass shift in the up-quark mass. In this case more interpolation steps are
done close to this point which keep the stochastic fluctuations under con-
trol. Note this enters only the largest mass shift in G8.
5.4. Ensemble Fluctuations
In this section the ensemble fluctuations in the case of mass reweighting will be
discussed. From eq. (5.9) it follows that the fluctuations are given for the two
flavor mass reweighting case by












by using the γ5-hermiticity of the Wilson Dirac operator and the trace properties
Tr(D†) = Tr(γ5Dγ5) = Tr(D). The fluctuations for the isospin reweighting follow










In the case of one flavor reweighting the ensemble fluctuations eq. (3.14) reduce to









In the following subsections the behavior of the ensemble fluctuations will be
discussed. The ensemble fluctuations do not depend on the estimation method,
i.e. the fluctuations can not be reduced by using improvement methods like DD.
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Figure 5.4.: The figures show the scaling of the ensemble fluctuations in the quark mass m
in units of r0. The left figure shows the fluctuations in the case of one flavor
reweighting normalized by the physical volume. The right figure shows the
fluctuations in the case of isospin reweighting. The global fit (black line) is
done for all ensembles, the red dashed line for G8, F7, O7 and A5.
However DD can be used to study the dependency of fluctuations on the IR-
modes (Schur complement) and on the “UV”-modes.
Furthermore the increase of the statistical error in measurement of the observ-
ables will be discussed. Moreover mass reweighting introduces bias which be-
comes important for large fluctuations. In general the ensemble fluctuations can
be tamed by using correlation with parts of the lattice action, for example with the
plaquette action.
5.4.1. Scaling of Ensemble Fluctuations
A similar formula to eq. (5.38) is used to fit the numerical data of the ensemble













with the dimensionless parameter k
(p)
en which depends on the mass reweighting
case and r0 = 0.503 fm [117] given in the chiral limit. The value of p is 1 for
one-flavor and 2 for isospin reweighting. The analysis is done by using isospin
reweighting for the CLS ensembles (see tab. 5.2). In figure 5.4 the quark mass
behavior of the fluctuations is shown. Similarly to the stochastic fluctuations the
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ensemble fluctuations in the one flavor case depend only slightly on the quark
mass. Furthermore a linear volume dependence is observed and for the one flavor
reweighting case follows q′ = 0 and r = 1.
For the isospin reweighting case a milder volume dependence is found with
r ≈ 0.25 . . . 0.75. The large range of the parameter r is due to the interplay with
the quark mass behavior. For a volume dependence of r = 0.25 follows q′ ≈ 4
while for r = 0.75 a mass dependence of q′ ≈ 3 follows (compare fig. 5.4). It is
difficult to deduce the absolute scaling dependence from the numerical results.
Furthermore there are some contrary hints:
• Scaling by fixed volume behavior: The ensembles D5 and E5 can be used to
study the scaling in the volume without a dependence of the quark masses.
The ratio of the ensemble fluctuations in the case of isospin reweighting
gives σ2(E5)/σ2(D5) = 1.66 for a change in the volume of ∼ 3.16. An-
other hint of a weak volume behavior is the χ2 of the mass fits by neglecting
the E4 ensemble. The minimum is given for r = 0.15 with χ2 = 15.7. By
neglecting also the D5 ensemble the minimum of χ2 is reached for negative
r. For r = 0.01 the χ2 is given by χ2 = 14.5.
• Scaling by fixing the quark mass behavior: The expectation of the quark
mass behavior from chiral perturbation theory for the term Tr(DD†)−2 is
given by m−3 (see eq. (5.37)). In the case of isospin reweighting the ensem-
ble fluctuations are based on the terms [Tr(D−2)]2. By assuming a similar
scaling in the quark mass with m−3 like in the stochastic fluctuations the
data suggests a volume scaling of r = 0.75. This behavior is shown in the
right figure of fig. 5.4 where the volume is fixed to r = 0.75. In general
by setting q′ = 3 and varying the volume behavior the best χ2 is given by
r ∼ 0.61 if all ensembles values except E4 are included. By only including
E5, F7 and G8 the parameter is given by r ∼ 0.82. Furthermore the analysis
of the volume scaling of the MDD-HMC algorithm suggests a scaling with
r ≈ 0.75 (see chap. 7).
In the whole another pair of volumes at the same mass is needed to determine
the scaling more precisely.
Volume scaling
The behavior of the ensemble fluctuations can be understood by using DD. DD
allows to separate the fluctuations of the Schur complement and the blocks, which
can be interpreted as IR-dominated and UV-dominated. If the IR- and the UV-
modes can be separated the fluctuations split up into
σ2 ∼ V∆m2p[var(λIR) + var(λUV) + 2cov(λUV , λIR)] (5.43)
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by assuming that the number of IR- and UV-modes scales with the volume V. By
using this approximation the volume behavior of the different reweighting cases
can be described.





V in contrast to a linear volume dependence of the





with Nblk ∝ V the number of the
blocks [112]. Furthermore the fluctuations of the full operator scale linear with
the volume. However for the used lattice sizes the magnitude of the block fluctua-
tions is around 20% of the Schur complement for block sizes l ≥ 4. Due to that the
block fluctuations can not explain the linear volume dependence of the full oper-
ator. The explanation is the covariance of the blocks with the Schur complement
which scales with the volume. The mild volume behavior of the Schur comple-
ment in the one flavor case can be understood by the domination of the IR-modes
with σ2
Sˆ
∼ V∆m2var(λIR) . For the fluctuations of the smallest eigenvalues of√
D†D is found that it scales with 1/V while the small eigenvalues with 1/V2 [8].
Obviously if the small eigenvalues were completely decoupled from each other
it would follow σ2
Sˆ
∝ 1. This is not the case but the small eigenvalues are corre-
lated between each other and DD can only approximately separate the IR- from
the UV-modes.
The numerical analysis of fluctuations in the isospin reweighting case suggests,
following the previous argumentation based on eq. (5.43), that it is dominated
by the IR-modes in the analyzed mass range. Again this analysis can be done
by using DD, here by using the even-odd decomposition. The ensemble fluctu-
ations of the Schur complement have again a mild volume behavior of roughly
r ∼ 0.5. However this behavior is also found for the full operator. An expla-
nation is that the UV-fluctuations are sub-dominant. The ratio of fluctuations of





5 · 104 for the E5 ensemble. This is roughly the square of the ratio of the correla-




∼ 50. It follows that the fluctuations are dominated by the small
eigenvalues because the covariance with the blocks and the variance of the blocks
is negligible and it follows
σ2 ∼ V∆m4[var(λIR) + var(λUV) + 2cov(λUV , λIR)] ∼ V∆m4var(λIR). (5.44)
A similar behavior is found also for the ensemble fluctuations in the case of µ-
reweighting [109]. In general the analysis suggest that DD is sufficient to separate
the UV- and the IR-modes of the Dirac operator.
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Table 5.3.: The table shows the statistics used for the applications of the reweight-
ing method to the CLS ensembles. The distance between the used con-
figurations are given in MDU (Molecular Dynamic Units) multiplied
by the ratio of the active links Ract (compare eq. (4.18)). For D5, 2012
configurations were used to analyze the reweighting in the one fla-
vor reweighting case. For the isospin reweighting 503 configurations











are calculated at the maximal shift.
The relative stochastic fluctuations are given by σ2st,rel = 〈σ2st/W2〉 and
depend explicitly on N and Nη. The ratios of the fluctuations for the
one flavor case are given for decreasing the up-quark mass.








A5 202 20 · 1 6 8 0.17(6) 0.060(1)
E4 100 16 · 0.37 6 8 0.26(1) 0.112(3)
D5 2012 2 · 1 6 8 – 0.150(2)
503 8 · 1 6 8 0.09(28) –
E5 99 160 · 0.37 6 8 0.21(2) 0.056(2)
F7 350 16 · 0.37 6 8 0.20(3) 0.150(2)
G8 90 8 · 1 12 8 0.12(2) 0.086(9)




The stochastic estimation introduces additional noise to the ensemble noise. To
have a significant signal of the reweighting factor the ensemble noise should dom-
inate over the stochastic noise. The ratios of the fluctuations are given in table 5.3
for the used ensembles for the maximal shift in the case of the isospin reweight-
ing. By demanding that the ratio of σ2st,rel/σ
2
en ∼ 0.1 with σ2st,rel = 〈σ2st/W2〉 it is
possible to estimate the cost of mass reweighting.
A possible way is to extract the costs from the fits of σ2f l and σ
2
ens with the fit






∼ 2.5 . . . 7.5 (5.45)
(lower bound given by using DD). In general 48 estimations with Nη = 6 and
N = 8 for each ensemble seem to be sufficient to have a good noise to signal ratio.












by using r ≈ 1/4 . . . 3/4 and q′ ≈ 4 . . . 3 Assuming that the solver cost scales




Ensemble fluctuations for strange quark reweighting
Similar to the case of the one flavor or the two flavor isospin reweighting eq. (5.38)
and eq. (5.42) the scaling in the lattice volume is analyzed for the fluctuations of
strange quark reweighting. By setting γ = 1 and a quenched strange quark to
the mass ms = 4mr (with mr the light quark mass on the D5/E5 ensemble) the
ensemble fluctuations are given by










The scaling in the mass shift ∆m follows from eq. (5.17), is observed in the nu-
merical analysis and is given by p′ = 1. The volume scaling is deduced from
the ensembles D5 and E5 and is roughly given by the square root of the volume
r ∼ 0.5. It is found that the stochastic fluctuations scale with the volume and thus
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where the quark mass behavior is kept constant and not analyzed here. How-
ever DD suggests that the ensemble fluctuations are dominated by the IR-modes,
i.e. DD has no effect on the stochastic fluctuations as in the case of isospin re-
weighting.
5.4.2. Errors
Using mass reweighting the statistical error of the observables increases. In this
subsection the behavior of the error is discussed by using eq. (5.10) (eq. (D.31))
derived in app. D. The increase of the error can be understood by a decreasing
of the effective ensemble size with Ne f f = N · δ2O/δ2OW with δO the error without
the reweighting factor. By expanding the reweighting factor in ∆mp the error can
be approximated by terms which scale less or proportional to ∆m2p with p = 1
for the one flavor and p = 2 for the isospin reweighting case. Numerical analysis
shows that the first term of the approximated error eq. (5.10) dominates the error.
This can be understood due to the fact that the correlation between Oi and OjW
2
j







(Oi − 〈O〉)Wi(Oj − 〈O〉)Wj
]
(5.49)
describes the error well for primary fermionic observables like for the correlators
fAP and fPP. For example on the D5 ensemble in the case of one flavor reweight-
ing the error is very well approximated up to large shifts with ∆m < 12 MeV .
For larger shifts the error is overestimated. Here at a shift of ∆m = 16 MeV, the
effective ensemble size is reduced by roughly a factor 6 which corresponds to an
increase of the error by a factor
√
6. Moreover it is found that the effective ensem-
ble size reduces proportional to ∆m2. In the case of isospin reweighting the error
is dominated by the observable error and an effect is not observed also in the case
of the G8 ensemble.
In the case of gluonic observables the formula eq. (5.49) also gives a rough es-
timate of the error. Numerically a tendency to larger errors is found in case of
one flavor reweighting. The effective ensemble size is reduced roughly by a fac-
tor 3.5 on the D5 ensemble for the largest mass shift. Like in the case for fermion




Reweighted observables have a bias in contrast to the stochastic estimation of the
reweighting factor. The bias is given in eq. (D.18) of the app. D where an approxi-
mation is given by eq. (D.30)
〈




(OiWi − 〈OW〉)(Wj − 〈W〉)
]
(5.50)
where Oi and Wi depend on the configuration i. The formula eq. (5.50) is de-
rived by expanding the reweighting factor and neglecting higher order terms with
O(∆m3p). It is found that for the analyzed observables andmass range the approx-
imation formula eq. (5.50) of the bias works well.
The bias becomes important for small sample sizes, where the 1/N reduction
of the bias has an impact compared to the statistical error reduction of 1/
√
N.
Due to the fact that many observables in LQCD are secondary and have a bias a
proper sample size has to be chosen such that the statistical error is dominating.
The same has to be done in the case of mass reweighting to suppress the bias.
However for large reweighting ranges the effective number of configurations is
reduced substantially. In this case the bias becomes important and the result is
affected. This can be seen for the largest mass shift of the F7 and G8 ensembles in
the case of the t0 reweighting (see right fig. 5.6). On the G8 ensemble in the case
of two flavor mass–degenerate reweighting the error has the same size as the bias
with ∼ 10−3 for the largest mass shift.
5.4.4. β-Shift
The reweighting factor is correlated with the plaquette and it is possible by an
additional shift in the Boltzmann factor to minimize the ensemble fluctuations
(see sec. 4.2). Note here the analysis is restricted to the one flavor reweighting
case with γ = 0. The best reweighting strategy leads to changing the pure gauge
coupling β→ β′. Following eq. (4.22) a β-shift can be introduced via
∆β = −cov(Sg, lnW)
var(Sg)
. (5.51)
This minimizes the ensemble fluctuations and the Boltzmann factor takes the form
Vβ′ = VβW with the reweighting factor
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Figure 5.5.: The figure shows the lattice spacing-dependence a of the β-shift. The lattice
space variation during a minimization of the ensemble fluctuations is plot-
ted versus the pseudoscalar mass scaled by t0 for the one flavor (square) and
the two flavor mass–degenerate reweighting case (circle) measured on the D5
ensemble.
with ∆β = β′ − β. The β-shift ∆β grows linear proportional to the number of the
flavors n f , the mass shift ∆m and it has the opposite sign of ∆m. This property can
be understood by the hopping parameter expansion (see sec. 4.2). Numerically for
a mass-shift of ∆m = m/2 on the D5 ensemble a β-shift of ∆β/n f ≃ 3× 10−4 is
found. This gives a reduction of the ensemble fluctuations by a factor ∼ 0.4.
Using the pure gauge coupling β to fix the lattice spacing a the β-shift shifts
also the lattice spacing. In order to estimate the order of the shift the gluonic
observable t0 is measured and compared with its mass behavior to the pure mass
reweighting case. The change is shown in fig. 5.5 where the ratio of a(β′)/a(β) =√
t0(β)/t0(β′) is plotted versus the non-singlet pseudoscalar mass m2PSt0 in units
of t0 for the one flavor and the two flavor mass–degenerate case. The total change
of the lattice spacing for ∆m = m/2 is roughly around 1%− 2% and lies in the
accuracy of the lattice spacing a [98]. Note for non-perturbatively O(a)-improved
lattice operators a shift in β shifts also the improvement parameters, e.g. the cSW
parameter. However in the presented case the β-shift is quite small and the shift in
the improvement parameter cSW is negligible because the error-bounds are larger.
In general the β-shift by reweighting towards smaller quark masses increases the
lattice spacing which in turn diminishes the physical mass shift.
Also other lattice parts which are correlated with the reweighting factor can be












































Figure 5.6.: The figures show the application of the two flavor mass–degenerate reweight-
ing to the observables mPCAC and t0 for the CLS ensembles with β = 5.3. The
left figure shows the extrapolation of the mPCAC corrected by the first order
in lattice perturbation theory with the function given in eq. 5.53 towards the
critical mass. The right figure shows the extrapolation of t0 towards the chiral
limit. By using the data of the E5, F7 and G8. The extrapolation corresponds
to the chiral limit of [118]. The extrapolation by using only data of the D5 en-
semble deviates from the expectation due to large finite volume effects in the
pion mass.
Another concept is to use mass shifts of other quarks to reduce the fluctuations.
This is nothing else than to use two flavor mass reweighting with a properly tuned
γ (see for example subsec. 5.6.2 and subsec. 5.6.3).
5.5. Applications
The knowledge of the mass behavior of observables is one of the key points in
LQCD to derive physical observables. It is used to connect the observables to
the chiral limit, where the quark masses vanish, and to the physical point, where
the pion mass corresponds to the physical mass. By using an effective theory
the so called chiral perturbation theory, it is possible to perform controlled fits by
using data of the observables depending on different quark masses. By using two
flavor mass–degenerate reweighting it is possible to measure these observables
for different mass values by using only one ensemble. In this section the potential
and the limit of mass reweighting is shown.
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Table 5.4.: The table shows the critical κ and chiral t0/a
2 determined by using two
flavor mass–degenerate reweighting compared to the results of [98] for
the critical hopping mass parameter κ and to the results of [118] for the
chiral values of t0/a
2. Note the error is underestimated, e.g. systematic
uncertainties are coming from linear extrapolation of t0(mPS) and τexp
is not used in the error estimation.
β κcrit [98] κcrit using 2 fl t0/a
2 [118] t0/a
2 using 2 fl
5.2 0.1360546(128) 0.1360694(131) 3.451(18) 3.518( 17)
5.3 0.1364572(47) 0.1364582( 5) 4.937(22) 4.936( 4)
5.5 0.1367749(13) 0.1367759( 39) 9.544(48) 9.416(129)
5.5.1. Critical Mass
If the lattice discretization of the fermion operator breaks exact chiral symmetry
the critical mass parameter, the bare mass parameter at which the quark masses
vanish gets an additional mass shift which depends on the lattice spacing a. An
extrapolation towards zero quark masses has to be performed to deduce the crit-
ical mass parameter. The PCAC mass can be connected to the bare quark mass
mq = m−mc following app. E of [98] via
mrsPCAC(1+ b˜ram
rs
PCAC) = Zrmmq. (5.53)
with a renormalization constant Zrm. The improvement coefficient b˜r is given to




β [119, 120]. The extrapolation
can be done by using two flavor mass–degenerate reweighting. The deduction of
the critical mass parameter is shown in the left figure 5.6 by using eq. (5.53). The
results are shown in table 5.4 and compared to the results of [98]. Note the error
could be in principle underestimated, i.e. τint is estimated by UWerr.m [78] and a
more conservative analysis with a proper chosen τexp [27] is only done by using
the F7 ensemble. The extrapolation gives for the F7 ensemble a critical hopping
mass parameter of κcrit = 0.1364581(106) compared to an error 37 · 10−7 if τexp
is set to zero. Note that for the ensembles with the gauge coupling β = 5.2 and
β = 5.5 only one ensemble is used to determine the critical mass parameter. In
general the results show that it is possible to deduce the critical mass parameter
by using only one ensemble. Moreover mass reweighting can improve the extrap-
olation result. Although two flavormass–degenerate reweighting introduces large
fluctuations the data show that it is applicable for lattice volumes up to 128× 643
with moderate mass shifts of ∆m ≈ m/3.
72
5.6. Tuning of bare Mass Parameters
5.5.2. Scale setting with t0
The mass behavior of gluonic observables like t0 (see subsec.4.3.2) can be derived
by using two flavor mass–degenerate reweighting. In general t0 can be used to fix
the lattice spacing a to a physical dimension relative to another ensemble in the
chiral limit [118].
The results are shown in table 5.4 and in the right fig. 5.6. The chiral extrap-
olation is done by assuming a linear dependence of t0/a
2 in the quantity m2PSt0.
The results are compared to the extrapolation done in [118]. For the β = 5.2 and
β = 5.5 only one ensemble is used while in the case of β = 5.3 the ensembles E5,
F7 and G8 are used to determine the chiral value. The error analysis is done by
using UWerr.m [78] while by a more conservative assumption the error increases
in the case of the β = 5.3 lattices with a proper τexp/MDU′s ∼ 200 (see [98], [27])
by roughly by a factor 2 to 0.007. This shows that two flavor mass–degenerate
reweighting can enhance the extrapolation properties and thus increases the pre-
cision of the deduced results (see tab. 5.4). Only the values of the E4 ensemble and
A5 show deviations from the expected behavior (see fig. 5.6 and tab. 5.4). An ex-
planation could be a larger quark mass. Note that the pseudoscalar mass of the D5
ensemble has large finite size effects which explain the different scaling behavior.
Furthermore the extrapolation is quite robust, i.e. by neglecting the largest shifts
in both mass directions of the F7 and G8 ensembles due to the expectation of bias
the chiral value changes only slightly to 4.935(4).
5.6. Tuning of bare Mass Parameters
5.6.1. Tuning of κu, κd and κs
Dimensionless ratios of physical quantities can be used to fix the bare mass pa-
rameters. This is discussed in [98] for the bare mass parameters of the strange








R′1 can be used to tune κs such that R
′
1 ≡ R′1,phys. Now, a mass extrapolation can be
performed towards the physical point by using chiral perturbation theory (χpt) in
R′3 such that R′3 ≡ R′3,phys with R′1,phys = 494.22/1552 and R′3,phys = 134.82/1552
[50].
Here, a splitting of the up- and down quark is introduced. The ratios have to be
modified and the mass–degenerate pseudoscalar particles K and π split up into
K0,K± and π0,π±. A third tuning condition R2 is added and by demanding that
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the conditions eq. (5.54) change only at next to leading order in chiral perturbation
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and R3 = 4
m2
π±
( fK0 + fK±)
2
. (5.55)
The decay constants can be approximated by 0.5( fK0 + fK±) ≈ 155 MeV. In lead-















with the constants B, C and F. By using the electric neutral corrected pseudoscalar
masses mπ±,phys = 134.8MeV, mK±,phys = 491.2MeV and mK0,phys = 497.2MeV
[50] the dimensionless tuning conditions are straightforward to derive. However
these numbers are derived by using Dashens theorem [122] to subtract the quan-
tum electrodynamics (QED) effects.
The approach is to fix first ms such that R1 ≡ R1,phys and ∆mud = md −mu such
that R2 ≡ R2,phys and then to perform the extrapolation in R3 to R3,phys in order
to fix 2mud = md + mu. Two flavor mass reweighting is appropriated to fix the
sea quark contributions for every of these three different conditions. This is more
feasible for R1 and R2 by a combined approach with an optimal γ, see for optimal
tuning of R1 next subsec. 5.6.2 and for R2 subsec. 5.6.3. For the case R3 if R2 is not
tuned two-flavor mass–degenerate reweighting can be used which is only feasible
for relatively small shifts in the quark mass (see previous sec. 5.5).
5.6.2. Strange Quark Reweighting
Tuning of γ
Two flavor reweighting is appropriated to correct the strange quark mass. The
idea is to minimize the fluctuations by using the correlation with the reweighting
factors of the light quarks and to reduce these fluctuations further by deriving an
optimal γ. Using a similar approach as in sec. 4.2 the two flavor reweighting factor
can be rewritten from eq. 5.12 as
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with m± = 0.5(m2±m1). The determinant is expanded
W2 f l = exp(w), w = −∆m[(γ− 1)Tr b+ (γ+ 1)Tr c] +O(∆m2) (5.58)
with b = Dm+/(D
2
m+ − m2−) and c = m−/(D2m+ − m2−). By minimizing the vari-
ance of the exponent with respect to γ it follows
γ∗ ≈ var(Tr b)− var(Tr c)
var(Tr b+ Tr c)
. (5.59)
By assuming that m− is small it follows var(Tr b) ∼ var(TrD−1m+) ∼ k1 fV and
var(Tr c) ∼ m2−var(TrD−2m+) ∼ m2−k±
√
V (see subsec. 5.6.3) and by neglecting the
covariance cov(Tr b, Tr c) eq. (5.59) takes the form






It follows for the D5 ensemble γ∗ ≈ 0.86 by inserting m− = 50MeV and the value
k±/k1 f , which is derived in subsec. 5.4.1 for m+ ≈ m/3 for the D5 ensemble.
Note the volume dependence of γ is proportional to ∆γ∗ ≈ −1/√V By a direct
minimization of the fluctuations the coefficient γ∗ is given by γ∗ = 0.82(1) for the
D5 ensemble.
Practice
A sufficient condition to minimize the ensemble fluctuations by varying the bare





in the first approximation by an optimal tuning of γ > 0. Now the strange quark
mass ms can be varied such that tuning condition R1 is fulfilled with R1(m
′
s) ≡
R1,phys. Note that this is a strategy for 2+1 simulations. Here κs is taken from [98].
By using two flavor mass reweighting the idea is to reweight the light quark sep-
arately by first (md,ms) → (ms + δm/2,md − γδm/2) with δm = m′s − ms and
second (mu,ms + δm/2) → (m′s,mu − γδm/2). This process can be optimized by
alternating the reweighting steps in the light quarks. Furthermore an improved
interpolation can be introduced by using the reordering approach or the polyno-
mial approach (see subsec. 5.3.1). Note for the former case the endpoint has to be
known.
In principle if the strange quark mass is set to a lighter mass in the simulation a
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Figure 5.7.: The figure shows the tuning of ∆mud = md − mu by using R2 for the F7 en-
semble. R2 is plotted versus the renormalized quark mass difference ∆mud =
md −mu in the MS-scheme with m = mR.
tuning of R1 would lower the light quark masses. This is an interesting approach
due to the fact that simulation gets instable and expensive if the light quarkmasses
are lowered.
5.6.3. Isospin Reweighting
To avoid partially quenched chiral perturbation theory inmeasurements of broken
isospin effectsmass reweighting can be used to incooperate these sea quark effects.
However for large quark masses the sea quark effects are suppressed compared to
the valence quark effects and the correction effect is quite small. This can change
if the physical point is approached which can be observed in partially quenched
chiral perturbation theory. Partially quenched chiral perturbation theory has an
IR divergence term and breaks down if the mass of a partially quenched quark
becomes too small (see e.g. [123] and the quoted condition on page 50 |m2sea −
m2val| < min(m2sea,m2val)).
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Table 5.5.: Isospin tuning of κu and κd.
ID κu κd mud ∆mud
A5 0.1359501(1) 0.1359298(1) 17.2(3) 2.57(11)
E4 0.1361152(1) 0.1360848(1) 57.2(4) 2.92( 4)
D5 0.1362633(1) 0.1362367(1) 32.4(4) 2.60( 6)
E5 0.1362632(1) 0.1362368(1) 32.5(3) 2.73( 7)
F7 0.1363908(1) 0.1363692(1) 12.3(1) 2.55( 6)
G8 0.1364174(1) 0.1364166(1) 6.2(1) 2.62(14)
O7 0.1367182(2) 0.1367018(2) 13.2(1) 2.55(13)
Tuning of R2
The idea is to use isospin mass reweighting to tune the second condition R2 by
introducing a mass shift in the light quarks. By fulfilling the condition
const = mu +md (5.62)
which follows from eq. (5.61) the tuning for the ensemble F7 is shown in fig. 5.7.
The tuned bare quark mass parameters κu and κu are shown in table 5.5. Numer-
ically it is found that the tuning procedure R2 has a tiny shift to the condition R1
which is negligible due to larger statistical error.
For unphysical quark masses the sea quark effects are dominated by the sum of
the light quarks and the ensemble fluctuations are given by σ2ens,Iso ≈ 0.4 · 10−3 for
the F7 ensemble at the physical isospin broken point. For smaller quarkmasses the
fluctuations become larger and can be significant at the physical point. By using
eq. (5.42) the fluctuations are roughly given by σ2ens,Iso
∣∣∣
mphys
≈ 0.03 at a lattice
volume of 128× 643.
Quark masses
The light quark masses can be extracted by using the tuning conditions R2 and
extrapolating in R3. By measuring the PCAC mass eq. (4.32) the light quark mass
difference ∆mud = md−mu and the average mass mud = 0.5(mu+md) is deduced
in the MS-scheme for finite lattice spacings a. The chiral extrapolation towards the
physical point is done by using the first order in chiral perturbation theory for the
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Figure 5.8.: The figure shows the light quark masses extrapolation in the quantity R3. The
left figure shows the renormalized light average quark mass mud for all ana-
lyzed ensembles except E4. The extrapolation (red line) towards the physical
point (black dotted line) is done by using the ensembles F7 and G8. The right
figure shows the renormalized light quark mass difference ∆mud by showing
the values of every analyzed configuration. The extrapolation (red line) to-
wards the physical point (black dotted line) is done by using the ensembles
E5, F7 and G8.
difference (see eq. (5.56))
∆mud(R3) = ∆mud|chiral + b · R3 +O(∆mudR3) (5.63)
and for the average
mud(R3) = c · R3 +O(∆m2ud, R23) (5.64)
with constants b and c. The result is shown in figure 5.8. The average quark mass
for β = 5.3 is given by mud = 3.19(11) MeV where the extrapolation is done by
using F7 and G8. By using the ensembles E5, F7 and G8 the mass difference at
the physical point is given by ∆mud = 2.49(10) MeV. For a continuum’s limit the
lattice spacing dependence a has to be deduced for which additional ensembles at
β = 5.5 and β = 5.2 are necessary. However the condition ∆mud shows a small
dependency on R3. A tendency to larger quark masses for finer lattice spacing is
found in the case of the average quark mass (see fig. 5.8) which agree with the
expectation of the literature for 2 flavor ensembles (see [50]).
Isospin effects
In general isospin breaking effects originating from the sea quarks are small and
scale with the mass split ∆m2ud. Note the corrections are given directly by the
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isospin mass reweighting factor. In general the statistical error has to be small so
that the effects can be deduced.
In the pseudoscalar mass isospin breaking effects of sea quarks shift the mass
with
M′ = M+ ∆M. (5.65)
The mass shift can be extracted from the correlators. The correlator is given by
eq. (4.34) and by neglecting the higher energy levels than E0 it follows
fPP(x0) = a01cosh(M
′(x0 − T/2)) + . . .
= a01cosh(My0) (cosh(∆My0) + tanh(My0)sinh(∆My0)) + . . .
= h(x0, 0,M(x0)) f (∆M(x0), A(x0,M(x0))) (5.66)
with y0 = (x0 − T/2) and the function




(1+ A)em + (1− A)e−m) (5.67)
with the coefficient
A(x0,M(x0)) = tanh(M(x0)(x0 − T/2)). (5.68)
The isospin effects enter the correlator with the covariance between the unshifted
case and the isospin reweighting factor with
〈 f bPP(x0)〉b = 〈 f bPP(x0)〉a
(
1+
cov( f bPP(x0),W(a, b))
〈W(a, b)〉a〈 f bPP(x0)〉a
)
= 〈 f bPP(x0)〉a · δ f bPP,W(x0) (5.69)
with the parameter sets b = {β,mu,md, · · · } determined by fixing R2 ≡ R2,phy in
the light quarks mu 6= md and a = {β,mud,mud, · · · } with mass–degenerate light
quarks mu = mud = md.
Now it is possible to define an effectivemass shift ∆Me f f (x0) similar to eq. (4.36)
by comparing eq. (5.66) and eq. (5.69)
f (∆Me f f (x0 − a), A(Me f f (x0)x0 − a))
f (∆Me f f x0, A(Me f f (x0), x0))
=
δ f bPP,W(x0 − a)
δ f bPP,W(x0)
(5.70)
with Me f f (x0) deduced from the equation eq. (4.36) without isospin sea quark
effects by using the propagator 〈 f bPP(x0)〉a. In general the effective mass shift is
quite noisy and a start and an end point of the plateau is difficult to deduce (see
left fig. 5.9). Here, the start and end point which are used for the effective mass
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Figure 5.9.: The figures show the sea quark effects to the pion mass. The left figures shows
the effective plateaus of a∆MPS measured on the F7 ensemble at ∆m/2 (red)
and ∆m (blue). The right figure shows the mass shift in MeV normalized by
the mass shift scaled with r0 of the ensembles E5, A5, F7 and G8. The fit is
done by using the normalized mass shifts of F7 and G8.
are applied. The signal to noise ratio in the case of the kaon mass is too large that
a deviation from zero could be found for all analyzed ensembles. In the case of
the pion this is different. Also if the error is quite large a significant signal for the
mass shift could be calculated on A5, F7 and G8. This is shown in figure (5.9).
Note that for the O7 a negative value of ∆M is found with large errors in contrast
to the positive values of the other ensembles. However a scaling analysis is done





with k = 2.0(18) and q′ = 2.29(57). Note by extrapolating towards the physi-
cal point the mass shift is given by ∆Mphys ∼= 0.50 MeV. To deduce the isospin
in the continuum ensembles of smaller quark masses on finer lattices have to be
analyzed.
5.6.4. Electromagnetic Reweighting
One possibility to include electromagnetic effects into the weight factor is to gen-
erate a quenched QED ensemble and to incooperate unquenching effects by the
reweighting factor. Following [124] a U(1)-action can be used to generate a QED-
ensemble ofU(1)-links. The QED-effects are coupled to a QCD-ensemble by mod-
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ifying the SU(3) link Uµ(x) by
Uµ(x) −→ Uµ,Q = exp{−ieQAµ(x)} ·Uµ(x). (5.72)
with eQ the physical electrical charge of the involved quark and Aµ(x) ∈ [0, 2π).
The SU(3) links are changed to elements of the U(3) group.
By using a combination of QED-reweighting for a quark with positive charge
and for a quark with a negative charge the ratio matrix gets the form
M−1 = D+m
′ + ieQ · U
D+m′
D+m− ieQ · U
D+m
+O(eQ2) (5.73)
by expanding theU(1) link with e−ieQAµ(x) = 1− ieQAµ(x) +O(eQ2Aµ(x)2). The
matrix U contains every element of the Dirac operator which depends on eQ and
is multiplied by Aµ(x). In general this is the next-neighbor coupling terms and the
clover term. Note the matrix U does not commute with D and a correct ordering
is given with M−1 = Dm′(Q)D−1m′ (0)Dm(−Q)D−1m (0). This enables stochastic es-
timation to be an efficient method and can be used for small correction (compare
subsec. 5.1.1). Here, an estimation of the expectation of the fluctuations in the case
of QED reweighting is given. TheU(1)-links are generated randomly and coupled
by the coupling constant e to the gauge links
Uµ,Q(x) = e
−ieQrµ(x)Uµ(x) (5.74)
with Q the charge of the quark and r ∈ [0, 2π). By using the D5 ensemble with
Q1 = −Q2 and e ∼ 0.014 the stochastic fluctuations are improved by using DD
also for the two flavor reweighting. This suggests that the fluctuations scale lin-
ear with the volume. Compared to the mass reweighting case the electric charge
acts on the eigenspace of the Dirac operator. Due to that the ratio is given by
kst/ken ∼ 184 by using the even-odd Schur complement for the D5 ensemble. The
cost increases by a factor 20 compared to the isospin reweighting and if the en-
semble fluctuations scale linear with the volume the cost of QED-reweighting is
of the order O(V).
5.7. Conclusion
5.7.1. Summary
The introduced reweighting technique can be used to fix the baremass parameters
κs, κd and κu. The results are:
• Two flavormass-degenerate reweighting: Using two flavormass-degenerate
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reweighting it is possible to perform the mass extrapolation towards the
physical and chiral point if R2 is not tuned. The numerical effort scales with
O(V) and ∼ 48 inversions are adequate to suppress the stochastical fluctu-
ations. However two flavor degenerate mass reweighting introduces large
ensemble fluctuations which limit the reweighting range for larger volumes.
However in sec. 5.5.1 and sec. 5.5.2 was shown that it is possible to deduce
the critical mass value and to perform a chiral extrapolation in observables
like t0 by only using one ensemble. Furthermore reweighting can be used to
reduce the statistical error of the extrapolation.
• R2 : Using isospin mass reweighting it is possible to introduce isospin split-
ting in the down and up quark. The numerical effort scales roughly with
O(V3/2) and for an ensemble with bare parameters which correspond to the
F7 ensemble ∼ 96 inversions are adequate to suppress the stochastical fluc-
tuations. The sea quark effects by using isospin reweighting are quite tiny
and they become only sizable for very small quark masses. By using R2 it
is possible to introduce a mass shift in the light quark. The extrapolation
towards the physical mass gives ∆mud = 2.49(10) MeV for the mass splitt
and mud = 3.19(11) MeV for the average quark mass deduced on the CLS-
ensembles with a gauge coupling of β = 5.3.
• R1 : Using two flavor mass reweighting it is possible to correct the strange
quark mass in a sufficient way by introducing moderate ensemble fluctu-
ations by a proper tuning of γ. In particular towards the physical point
strange quark reweighting becomes interesting due to the fact that it can
lower the light quark masses.
The presented techniques are available in a public version mrw [111] which is
based on this work and which can be used in the openQCD package [110].
5.7.2. Prospects
The introduced combined reweighting technique can be used to reweight 2+1
QCD ensembles towards a 1+1+1 QCD+QED ensemble by introducing moder-
ate increasing ensemble fluctuations. The estimate, done here, shows that QED–
reweighting is an order of magnitude more expensive than mass reweighting,
which is also found in [15]. Moreover other improvement effects like properly
generated QED configurations and relative gauge fixing can shrink the cost fur-
ther. 1+1+1 QCD+QED ensembles are necessary to understand isospin breaking
effects which are accessible by using the introduced reweighting techniques by
using QCD ensembles.
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Algorithm
The Partial Stochastic Multi Step algorithm (PSMS) [16], [125] is a Monte Carlo
algorithm to sample gauge configurations with the Boltzmann weight of lattice
QCD with two mass–degenerate Wilson type fermions. The motivation is to in-
troduce an alternative to the HMC algorithm, i.e. to avoid force computation.
The idea is to split up the Boltzmann weight by proposing a new gauge config-
uration weighted by the pure gauge weight followed by cost ordered Metropolis
accept-reject steps to correct the weight according to the Boltzmann weight of the
system.
There are two major points to take into account to establish such an algorithm.
The first point is the effectiveness. The acceptance rate of the Metropolis accept–
reject steps suffers from fluctuations caused by the correction of the weight. These
fluctuations split up into stochastic (see sec. 6.2) and ensemble fluctuations (see
sec. 6.3). The second point is the correctness of the algorithm. Due to techniques
to estimate the correction terms in theMetropolis accept–reject steps and to control
the fluctuations it is not obvious that detailed balance is fulfilled, but can be shown
(see app. E).
The chapter will end with an analysis of scaling features in the lattice spacing
a and the volume V and some prospects of this kind of algorithms will be illus-
trated, e.g. with the PSMS it is possible to simulate partial HYP-smeared actions
(see sec. 6.5).
6.1. Fluctuation and Acceptance
The idea is to decouple the pure gauge weighting from the fermion weighting by
spliting up the mass–degenerate two–flavor Boltzmann factor
Va(U) = exp{−βSg(U)} · detD2(U,m) = Vpg(U, β) ·V2 f l(U,m). (6.1)
with D2(U,m) the Wilson Dirac operator eq. (2.42) and Sg(U) the Wilson plaque-
tte action eq. (2.25). The simplest algorithm is a two–step algorithm, where the
first step is done by a pure gauge update weighted by the pure gauge weight
Vpg(U, β) = exp{−βSg(U)} followed by an accept-reject step with the fermion
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weight V2 f l(U,m) = detD
2(U,m). The mass of the mass–degenerate light quarks
in the argument will be dropped from now on. For the pure gauge a combination
of heat bath and overrelaxation steps is used (see sec. 2.5, [126], [127], [128]) which
updates the configuration U to U′. The accept-reject step is done by a Metropo-
lis accept-reject step [29] which corrects the weight to the mass–degenerate two–
flavor Boltzmann factor by



















= exp{−∆(U,U′)}. The crucial point is the acceptance rate of
the Metropolis acceptance steps. Assuming a Gaussian distribution of ∆(U,U′) it







with the variance σ2(∆(U,U′)). The action ratio which enters the Metropolis











with the ratio matrix M = D(U′)−1D(U) and detD = detD† which follows di-
rectly from the property D = γ5D
†γ5. The ratio matrix can be rewritten by
M =
1+ κK(U)
1+ κK(U′) = 1+ κ
K(U)−K(U′)
1+ κK(U′) = 1+ κ∆K+O(κ
2) (6.5)
by using the Wilson Dirac operator D(U) = 1 + κK(U) eq. (2.42), the hopping
parameter κ and ∆K = [K(U)−K(U′)]. The matrix size increases with the lattice
size and to handle this the stochastic estimation method introduced in chap. 3 is
used for the calculation of the determinant ratio eq. (6.4). One inversion is required
to estimate the determinant of the hermitian ratio matrix M†M. Note that in an
algorithm framework detailed balance requires that only one random field η can
be drawn for each ratio (see app. E). Now it follows that an estimation of eq. (6.4)
is given by
w(U,U′, η) = exp{−χ(U,U′, η)†χ(U,U′, η) + η†η} (6.6)
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with χ(U,U′, η) = D(U′)−1D(U)η and η ∈ C12V with the lattice volume V =
T × L3. In the average over η follows V2 f l(U
′)
V2 f l(U)
= 〈w(U,U′, η)〉η. By introducing
stochastic estimation the fluctuations are given by (see sec. 3.3)

















This shows that the two–step algorithm is not feasible due to the volume scaling
of the fluctuations. The acceptance rate scales with exp{−V} which is less than a
percent for volumes larger than∼ (0.2 fm)4 on a pure gauge ensemble with gauge
parameter β = 6.0. However by understanding and minimizing the fluctuations it
is possible to establish a Patial StochasticMulti Step (PSMS) algorithmwhich has
a good acceptance rate up to (2.1 fm)4. The key issues are techniques to minimize
the stochastic and ensemble fluctuations.
6.2. Stochastic Fluctuations









In general to minimize the variance σ2st techniques have to be used which reduce
the difference ∆K = K(U)−K(U′). Note that the properties of ∆K show the gen-
eral difference of the stochastic fluctuations to the mass reweighting case chap. 5.
In the mass reweighting case the parameter ∆m can be used to control the fluctu-
ations. Here, the matrix difference ∆K has to be used. Furthermore the difference
is not diagonal and the new configuration changes the eigenspace of the Dirac op-
erator. The consequence is that techniques to control ∆K are not straightforward.
However the next subsections will describe an approach that can also handle the
stochastic fluctuations by interpolation techniques.
6.2.1. Gauge Field Interpolation
An approach to keep the stochastic fluctuations under control is to use an interpo-
lation method to perform the transition
K(U) −→ K(U′). (6.9)
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The simplest way is a linear trajectory in the gauge field by introducing interme-















†(x+ µ) with g(x) ∈ SU(3). In general it is possible to
choose a local gauge transformation such that the distance ∆K is minimized (see
sec. 6.2.2). By introducing intermediate gauge fields it is possible to factorize the






with the intermediate ratio matrix Mj = D(Uj+1)
−1D(Uj).
This factorization holds also for stochastic estimation. The only restriction is
that detailed balance only holds if and only if the trajectory of the introduced
intermediate gauge fields are invariant under an exchange ofU byU′ (see app. E).
This is the case if the number of interpolation steps N is fixed. Furthermore each
ratio has to be estimated independently. This requires one new inversion of the
operator D(Uj+1) for each step and the number of inversions of the Dirac operator
increases with N.
Factorizing the determinant with N gauge field interpolation steps and using
the unimproved Wilson Dirac operator with cSW = 0 the variance eq. (6.8) is re-















with ∆Kj = K(Uj) − K(Uj+1) = ∆K/N. The error O(κ3/N2) is dominated by
the expansion of 1/D(Uj) in κ. The numerical data shows that the higher order
terms in the expansion like 1/D(Uj) can dominate the fluctuations and a precise
numerical analysis is necessary to establish a working interpolation. However the
approximation eq. (6.12) shows the scaling in the parameter and for N → ∞ the
stochastic estimation becomes exact. Another important issue is that the gauge
field interpolation acts on the eigenspace of the ratio matrix. Using a perturbation












and for large N the eigenvalues λi tend to one. This is important because only if
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every eigenvalue of the hermitian ratio matrix is larger than 0.5 the variance of the
stochastic estimation is defined. Note that for hermitian matrices A = M†M the
condition λ(A + A†) > 1 (eq. (3.6)), which implies that the variance is defined,
requires that λ(M†M) > 0.5. If this is not the case it is not possible to assure ergod-
icity and thus the convergence of the Markov Chain to the equilibrium probability
distribution.
6.2.2. Relative Gauge Fixing
A technique which reduces the difference of ∆K is to fix the gauge degrees of
freedomwhich are related to a local gauge transformation g(x). The idea is to use
relative gauge fixing before doing the interpolation eq. (6.10) by fixing the gauge
of the configuration U relative to the new gauge fieldU′. In general LQCD actions
are invariant under a local gauge transformation U(x, µ) −→ g(x)U(x, µ)g(x+
µˆ)−1 with g(x) ∈ SU(3), e.g. the local gauge transformation enters the fermion
part of the action as
detD(U) = detGD(U)G† = detD(Ug) (6.14)
with Gx,y = g(x)δx,y where x and y label the sites and G is diagonal in the spin–











with a sum over all lattice points x and a 3× 3 unit matrix I. Now it is possible to
minimize the distance ∆K by minimizing the scalar product eq. (6.15)










Re Tr{I − g1(x+ µˆ)Uµ(x)†g1(x)−1g2(x)U′µ(x)g2(x+ µˆ)−1}
by introducing gauge transformations g1 for U and g2 for U
′. Note because of the
trace the condition is invariant under the transformation g1 → g1h and g2 → g2h




2 = g. (6.17)
Theminimization condition eq. (6.17) changes to R(Ug,U′g
−1
) by introducing only
one gauge transformation g for U and U′. Now, the relative gauge fixing enters
1Thanks to U. Wolff for suggesting this.
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the ratio matrix with
M = D(U′g
−1
)−1D(Ug) = G−1D(U′)−1G2D(U)G. (6.18)
Detailed balance is fulfilled if the minimization by using eq. (6.15) leads to the
same g and M transforms into M−1 by interchanging the gauge field U and U′.
The first property is ensured because the minimization condition is invariant by





,Ug). The second property follows by using
eq. (6.18) and interchanging U with U′
M −→ M′ = G−1D(U)−1G2D(U′)G = M−1. (6.19)
Minimizing
A numerical algorithm to find a suitable gauge transformation gwhich minimizes
the condition eq. (6.17) is given by a steepest descent method introduced in [129]











Re Tr{I − g(x+ µˆ)Uµ(x)†g(x)−1I}. (6.20)
was used to fix the gauge of U [130]. The relative gaugefix condition is a general-
ization of the Landau gauge condition with L((U′g−1)†Ug) = R(U′g
−1
,Ug). It is
straightforward to generalize the steepest descent method of the Landau case to
the relative gauge fixing case. The idea is to find a gauge transformation g by an









∆(x) = W f (x) +Wb(x) (6.22)
where






U′†µ(x− µˆ)g(x− µˆ)2Uµ(x− µˆ). (6.24)
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The gauge transformation field is given iteratively for each point by the steepest
descent equation (see [130] or e.g. [75]) given by
U (t+ 1) = ei fata · U (t) (6.25)
with the force term






ta the generators of SU(3) and a minimization parameter α. Note that the force
term is formally given by ∂L(eωU )/∂U (x) with U = (U′g−1)†Ug (see e.g. [81] [54]



















vanishes. Θ(x) can be computed during the iteration in order to control the con-
vergence. In the numerical tests done in this thesis the parameter α is set to α = 1.4
and is reduced automatically if the minimization condition eq. (6.28) does not con-
verge.
Practice
It is sufficient to run the iterative minimization until the quantity Θ(x) reaches a
precision of Θ(x) < 10−3. This stabilizes the gauge field interpolation and a fixing
to a higher precision does not yield additional improvements.
6.2.3. Domain Decomposition
Domain Decomposition (DD) can reduce the stochastic fluctuations eq. (6.8) by
a reduction of the dimension of the operator D by using the exact factorization
eq. (4.9)
detD = det Dˆ ·∏
k
detDk. (6.29)
Using such factorization the ratio matrixM is replaced by a ratio matrix consisting
of the ratio of the Schur complements and stochastic estimation can be used as in
the case of the full operator. Using the projected Schur complement Dˆ (eq. (4.10))
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the dimension of the operator is given by the rank of the projector Pbw to the
boundaries of the even sub-domains eq. (4.14). Following eq. (4.14) the dimen-
sion reduction scales with V3/4 by using sub-domains with block length l = L/2.
However the analysis of the stochastic fluctuations in the case of mass reweighting
(see subsec. 5.3.2) shows that the fluctuations do not scale linearly with the dimen-
sion of Pbw. The magnitude of the stochastic fluctuations are reduced at least by a
factor 2 compared to the full operator D. Note another advantage of DD is that it
can also be used to handle the ensemble fluctuations which is be described in the
next section.
In the DD framework the gauge update will be restricted to the active links
(see subsec. 4.1.2). This has some implication for the relative gauge fixing proce-
dure. The iteration can be also restricted to points inside the blocks and thus the
gauge fixing is restricted to links inside the blocks. This has several advantages.
The gauge fixing is localized, which speeds up the minimization and can be per-
formed easily in parallel without communication. Furthermore active links are
still decoupled from the neighboring blocks after the minimization.
Note that the Schur complement is invariant under a gauge transformation
which is restricted to the active links inside the blocks and would have no effect
on the estimation procedure. However this does not hold for the gauge interpola-
tion. In the next section it will be shown that relative gauge fixing is also necessary
when DD is used.
6.2.4. Numerical Results
The trajectory during the interpolation of the gauge field is non physical and only
a tool to minimize the stochastic fluctuations. Many possibilities exist to trans-
form U into U′. Here, the linear interpolation eq. (6.10) is used but other trajec-
tories are possible, e.g. a trajectory over SU(3) elements [75]. The effect of the
gauge field is non-trivial and advantages of the linear interpolation technique are
deduced by numerical tests. The intermediate gauge field with relative gauge fix-
ing is given by eq. (6.10) and the links U
g
µ,j(x) during the trajectory are complex
matrices C3×3. The result of the numerical analysis is that a linear interpolation
with relative gauge fixing is suitable to control the stochastic estimation.
The interpolation betweenU andU′ acts on the eigenspace of the Dirac operator
D. For m = 0 the real part of the spectrum of the free Wilson Dirac operator is dis-
tributed in the interval [0 , 8/a]. This interval shrinks for finite gauge couplings to
[mc(β) , 8/a] with the critical mass mc(β) eq. (2.36). Note for cSW = 0 the interval
is given [mc(β) , 8/a−mc(β)]which is used in this part of the discussion. In gen-
eral the mass term in theWilson Dirac operatorm = −mc(β) +m0 depends on the
gauge coupling β and shifts the spectrum to the interval [m0 , 8/a− 2mc +m0].
However if a linear interpolation is used for the transition U to U′, the links do
90
6.2. Stochastic Fluctuations

















not rel. gauge fixed
Figure 6.1.: The figure shows the plaquette term ofUi during the gauge field interpolation
by N = 24 steps. The used starting and end configurations are generated
by a simulation of a plain Wilson fermions run of a 84 lattice with the bare
parameters β = 5.6 and κ = 0.15825. Only the active links in 44 blocks are
changed. The effect of the relative gauge fixing (red, circles) is compared to
the unfixed case (black, pluses).
not belong to the special unitary group SU(3) during the interpolation. Due to that
also the critical mass mc(β) can change during the trajectory. To ensure a stable
algorithm it is necessary to analyze the behavior of the eigenvalues of the Dirac
operator during the trajectory. This is done by using quenched 44 configurations
for several different lattice spacings.
If the links are not fixed by using relative gauge fixing the eigenvalues behave
as if the gauge coupling parameter β is lowered with β|i 6=0,N < β|i=0,N during the
trajectory and reaches a minimal value for the middle point of the trajectory. In
contrast to that if relative gauge fixing is used the eigenvalues behave as if β is
fixed (see fig. 6.1 in case of the plaquette).
If the spectrum of the Dirac operators changes it has also an effect on the ratio
matrix. The spectrum spreads out for smaller β and the stochastic fluctuations
increase. In contrary the additional mass–shift in the Dirac operator gets smaller
for increasing β (this is true in perturbation theory see eq. (2.36). and also non
perturbatively for small lattice spacings). Note that if the interpolation technique
would increase the β an additional mass–shift during the trajectory would have
to be introduced in order to avoid zero and/or negative eigenvalues in the Wil-
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son Dirac operator. This is numerically found if the intermediate gaugelinks are
normalized such that they belong to SL(3,C).
The numerical analysis shows that an additional mass shift is not necessary
(see fig. 6.1 in case of the plaquette) and the setup with the Schur complement
with relative gauge fixing and an unnormalized linear gauge field interpolation
eq. (6.10) is used in practice and is suitable to control the stochastic fluctuations in
a stable way.
6.3. Ensemble Fluctuations
The ensemble fluctuations of an acceptance step with the Wilson Dirac operator









To increase the acceptance rate the fluctuations σ2ens have to be minimized. Until
now the simple two step algorithm has been discussed where the full Dirac op-
erator enters in the second step. From now on the fermion action will be split
up so that hierarchical accept–rejects steps can be introduced. This splits up also
the fluctuations so that the acceptance rate of each step can be improved. Further-
more it is possible to use correlations between different terms. A hierarchy of these
accept–reject steps can be inserted to increase the effectiveness of the algorithm,
e.g. by using a cost–ordering.
6.3.1. Hierarchical Steps
The idea is to exactly factorize the Boltzmann factor into a product of weight fac-
tors
P(U) = P0(U)P1(U) · · · Pn(U). (6.31)
Now, additional accept–reject steps can be introduced for the different action parts




0) Propose U′ according to T0(U → U′)
1) P
(1)



























The first step is given by a pure gauge proposal with the corresponding transition
probability T0(U → U′). Note that due to detailed balance the transition proba-
bility T0(U → U′) has to be symmetrized by T0(U → U′) = T0(U′ → U) [30]. The
other steps are corrections given by Metropolis accept–reject steps with the prob-
ability P
(i)
acc(U → U′). Note the acceptance rate of each accept-reject step is given
by eq. (6.3). Now the ensemble fluctuations of the Boltzmann factor are factorized
and separated in these different accept–reject steps.
The hierarchy of the accept–reject levels can be given by the numerical cost re-
spectively by the parallelization. In practice it is possible to perform localMarkov–
steps in parallel if the updated action parts do not contribute to each other. The
steps of the algorithm PSMS (Partial StochasticMulti Step – algorithm) are given
by the pure gauge proposal, the different filter levels and the global step to correct
the weight.
Now, it is possible to iterate the lower levels in order to propose an adequate
amount of updated gauge–links for the global accept–reject step. Detailed bal-
ance demands that the iteration steps have to be constant in every proposal step.
Furthermore the ordering and the factorization is arbitrary and can be optimized
for the given set of parameters, e.g. the gauge coupling, the lattice volume or
the fermion masses, and the specific action, e.g. Wilson fermions with or with-
out O(a)–improvement or with or without smeared gauge links. In this thesis
several examples are presented and it will be shown how such an algorithm can
be ordered to establish an efficient algorithm for different kinds of actions and
parameters.
Domain Decomposition
DD (see sec. 4.1) is a method which can split up the fermion part of the Boltz-
mann factor in an exact way. The determinant can be exactly factorized into
detD = det Dˆ ·∏k detDk, which can be recursively iterated by decomposing the
blocks and so on. Now, a hierarchy of accept-reject steps ordered by the numerical
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cost which implies an ordering in the size of the operators can be introduced. In
principle local parts of the action do not need communication to neighboring do-
mains due to the locality, need only moderate numerical effort for the evaluation
and thus can be treated in parallel.
The idea is to update only the active links (see subsec. 4.1.2), which are de-
coupled from each other in the lower accept–reject levels. For example by using
the Wilson plaquette action and the Wilson Dirac operator, links which lie in the
boundary or connect blocks do not decouple in the lower level of the accept–reject
steps and are not updated in the gauge proposal. For larger blocks it can be suit-
able to update only the core of the block (compare subsec. 4.1.2). In practice this
refers to active links in a 64 core in a 84 block.
Another advantage is that DD can separate the IR-modes from the UV-modes.
The expectation is that the UV-modes introduce large fluctuations which scale
with the volume. If only such links inside the blocks are updated which do not
have a contribution to the neighboring blocks an accept-reject step can be per-
formed separately for each block. This reduces the fluctuations of the UV-modes
which now scale only with the dimension of one block and it increases the accep-
tance rate.
6.3.2. Correlations
By introducing a cost ordered hierarchy of accept–reject steps a hierarchy of filters
is established. If the different parts of the action are correlated it is possible to
use these correlations to enhance additionally the acceptance rate by introducing
a parametrization (see sec. 4.2).
Let us take as an example the 3 step algorithm, with a pure gauge update of
the active links in blocks as the first level step, with accept–reject steps of each
block determinant separately at the second level and a global step with the Schur
complement as the last step. The Boltzmann factor is split up exactly into three
parts. These three parts have finite correlations between each other. By choosing
parameters for the different actions in different accept–reject steps it is possible to








(j)(U), i = 1, 2, . . . , n (6.33)
where the accept–reject steps have a probability






Demanding a cost–ordered hierarchy means higher level (higher costs) actions do
not contribute at lower level (lower costs), e.g. the Schur complement does not
enter the low level accept–reject steps. This is achieved for β
(j)
i = 0 for i < j.






(j), e.g. the parameter of the gauge action has to sum up to the target
β, the parameter of the block determinant has to sum up to 1 and so on.
The acceptance rates of the different accept–reject steps can be enhanced bymin-
imizing the variance of the differences in each step (see e.g. sec. 4.2). The mini-
mization leads to coupled linear equation systems for the introduced parameters.
These linear equations can be exactly solved by starting with the highest order of
the accept–reject steps which fixed β
(i)
n with j = 0, · · · , n− 1 and proceeding after-
wards to the lower ones. The exactly solvable system of linear equations is given












i , j = 0, · · · , i− 1 (6.36)
where Cjk = 〈∆(j)∆(k)〉 − 〈∆(j)〉〈∆(k)〉 the covariance of the difference ∆(j) =
S(j)(U′) − S(j)(U). By using the constraint β(i)i = β(i) − ∑nj=i+1 β
(i)
j the linear
equation system eq. (6.36) can be solved uniquely to determine the parameters
β
(0)
i , . . . , β
i−1
i .
In practice it is essential to use correlations in order to have a reasonable accep-
tance rate at each level, e.g. the block acceptance rate for block sizes larger than 44
with a > 0.05 fm decreases quite fast and is small without a parametrization. The
behavior of the parameter of the simple 3–step algorithm depends on the kind of
action and on the factorization. In general the expectation is for the pure gauge
update a β–shift towards a larger pure gauge coupling β. The block determinants
are correlated with the determinant of the Schur complement. Due to that the cor-
responding parameter in the global accept-reject step is negative, e.g. see tab. 6.4,
tab. 6.5 or tab. F.2 in app. F for some representative parameter sets of the PSMS al-
gorithm. For larger blocks it is useful to introduce different kinds of actions, which
do not necessarily contribute to the final Boltzmann factor. This is practical if they
are correlated with parts of the final Boltzmann weight. For such action terms the
corresponding parameters have to sum up to 0. The 1–level HYP-smeared plaque-
tte action can be such a different action [21]. In simulations with smeared links in
the fermion action it might be necessary to use such a smeared plaquette action
in order to improve the acceptance rate in the lower levels. To summarize: a pos-
sible low level structure of the PSMS n–step algorithm is presented in table 6.1.
To conclude: the parametrization enhances the acceptance of the gauge proposal
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Table 6.1.: Structure of a possible PSMS n–step algorithm.
i action which enters the ith level
0 pure gauge action
1 HYP plaquette action
2 block determinant 44 in 84
3 Schur complement 84 with 44 blocks
...
...
n− 1 global Schur complement
which does not know about the fermions and increases the effectiveness of the
PSMS algorithm also for larger lattice sizes.
Remarks
• Parameter setting: The parameters are fixed by first simulating and measur-
ing the accept–reject steps i = 1, . . . , n− 1 by neglecting the global step i = n
and by starting in a pure gauge environment. After fixing the low level pa-
rameters the global step is included in order to fix all parameters. After this
step the parameters are almost converged to their optimal value.
• Parameter for a stochastically estimated variable: In a stochastic estimation
procedure the parameter enters as the power of the ratio matrix, i.e. if β′ is a
proper chosen parameter the estimate is given by
w(η) = exp{−η((M†M)β′ − I)η} (6.37)
with −β · log detM†M = log (〈w(η)〉η). For an unbiased estimation matrix
functions for roots have to be used to estimate this factor. Furthermore these
action terms have to be recalculated in every new step. Due to that parts of
the action which are stochastically estimated are not parameterized in the
PSMS-framework.
6.4. Numerical Tests
For a practical usage of the PSMS algorithm it is important to estimate the numer-




cost(U → Unew) = cgl. step · P−1acc(U,U′) · τint(U → Unew) · Ract. (6.38)
The different parts of this formula will be discussed in the next subsections, the
scaling of the cost for the global accept–reject steps cgl. step in the next subsec. 6.4.1,
the acceptance rate for the global accept–reject step Pacc(U,U′) for a specific action
set in subsec. 6.4.2 and the scaling of the autocorrelation time τint(U → Unew) in




with Nact. links follows from eq. (4.18). The section will be concluded
by a summary of these results in subsec. 6.4.4.
6.4.1. Master Theorem
The main cost of the PSMS algorithm is given by the evaluation of the fermion
determinant. By using a recursive DD an iterative method is introduced with a
recurrence of the form




+ f (n) (6.39)
with constants a ≥ 1, b > 1, a positive function f (n) and a function T(n) which
describes the running time of an algorithm depending on the problem size n (here
n = V). The recurrence is given by dividing the problem of size n with corre-
sponding cost function T(n) into a problems of size n/b with running time func-
tions T(n/b) and an additional problem depending on n. In the case of DD in
the first recurrence step the time function T(n) corresponds to a problem which
contains the Dirac operator, the function T(n/b) corresponds to the block oper-
ators and the function f (n) corresponds to the Schur complement. A recurrence
relation is given by using recursive DD.
From the so called “Master theorem” (see e.g. [131]) follows the cost for the
global accept–reject step of the PSMS algorithm. The cost to evaluate the posi-
tive function f (n) is given by O(nc) with a positive constant c. By dividing the
problem of size n into a problems of size n/b it follows
if logb(a) < c, T(n) scales in general with f (n) = O(nc),
if logb(a) = c, T(n) scales with O(n · ln n) and
if logb(a) > c, the running time T(n) scales with n
logb(a).
The general setup for the PSMS algorithm in this work is given by a division of
the lattice in each recursive step into blocks where the block length is divided by 2.
For the parameters follows b = 16 and a = 16 · nit with nit the number of iteration
in the next lower level stage. This implies logb(a) = 1+ log16(nit). The timing
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cles) for different volume sizes from 84 to 164 from simulations of the A3 pa-
rameter set. The simulations are done with the 4-step PSMS algorithm by
using active links of the 44 blocks. A fit is performed which shows the linear
volume behavior (red line) in the lattice volume V. Additionally the blue di-
amond corresponds to a simulation with a 5-step PSMS algorithm. The right
figure shows the volume dependence of the slope s(V) = σ2st of eq. (6.43). In
this case also a linear fit in the volume is performed.
function f (n) of the global step is dominated by the solver costO(V)which scales
with the volume V and the number of gauge field interpolation steps N(V). It
follows
f (V) ∝ N(V) · O(V). (6.40)
By demanding that the ratios of the ensemble and stochastic fluctuations are con-
stant at a constant lattice spacing a the number of interpolation steps N(V) =
const are also constant (see next subsec. 6.4.2) and it follows f (V) = O(Vc) with
c = 1. Using the master theorem the cost of global acceptance step scales with
cgl. step =
{
V · ln(V) if nit = 1




Table 6.2.: The table lists the used parameters for the PSMS runs with mass–
degenerate plainWilson fermions. In general plainWilson fermions are
unimproved Wilson fermions with cSW = 0.0. The pion mass and the
lattice spacing of the finer lattices (A3, B4) are taken from [8, 132]. For
the coarse lattice (Z4) the values are extrapolated from ensembles with
larger masses (see app. F). Note that in this chapter the A ensemble
corresponds to a plain Wilson ensemble (the A ensemble in chap. 5 and
chap. 7 is O(a)-improved, e.g. see tab. 5.1). Note additionally that the
Z ensemble has large systematic errors in the pion mass and the lattice
spacing (see app. F).
Ensembels β a [fm] κ Mπ [MeV]
Z4 5.5 0.0900(20) 0.16097 370
A3 5.6 0.0717(14) 0.15825 404
B4 5.8 0.0521( 7) 0.15462 381
6.4.2. Acceptance Rate





eq. (6.3) with the difference














where the parameters β
(i)
n are given by β
(i)
n = 0 for all stochastic estimated action












for an optimal set of parameters β
(i)
n which minimizes σ
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n ) = Σ
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n
and s(V) = σ2st). By performing the limit N → ∞ it is possible to extrapolate to the
acceptance rate without stochastic noise. The limit corresponds to the acceptance
rate by using the exact action.
In order to analyze the scaling behavior of the acceptance rate in the lattice vol-
ume V and the lattice spacing a three different ensembles with different lattice
spacings are used. The scaling in the quark mass will not be analyzed and it is
assumed that the pion mass differences of the three ensembles can be neglected.
The lattice action is given by two flavor mass–degenerate plain Wilson fermions
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(cSW = 0.0) combined with the Wilson plaquette action. The properties and pa-
rameters are listed in tab. 6.2.
The volume behavior of the exact acceptance rate is analyzed by varying the
lattice volume from 84 to 164 and using the parameterswhich correspond to the A3
lattice. The setup of the PSMS algorithm for the β = 5.6 ensemble is given by a 4–
step algorithm (for the used parameters see tab. 1 of [16]). The block volume is set
to 44 by using 44 active links. 9.8% of all links are updated per global acceptance
step. The 1–levelHYP–plaquette is used as the first filter step (i=1) and the 44 block
determinants as a second filter step (n=2). By using this filter structure the global
accept–reject step (i=3) is performed for different numbers of interpolation steps
N. Respectively for each volume an extrapolation with N → ∞ is performed. The










n ) = C(a) · V and σ2st = B(a) · V (see fig. 6.2 and compare eq. (6.43)).
By knowing the coefficient C(a) and B(a) an optimal N can be found by max-
imizing 1 − (1 − Pacc(N))ngl with the condition min(ngl · N). This can be done
numerically, e.g. by using MATLAB functions like fmincon. Note that the tuning
equation can be generalized and extended to the lower filter steps to minimize the
total cost for updating the lattice.
However the linear volume behavior implies that the Schur complement does
not capture only the IR-modes. It is found [109] [133] that the small (smallest)
modes of the Wilson Dirac operator have a variance proportional to 1/V2 (1/V).
This behavior should result in a weaker volume scaling of the ensemble fluctu-
ations which are dominated by IR-modes. Here, such behavior is not found on
lattices up to a volume of 32× 163. A possible reason could be that such behavior
is only observable for larger block sizes with block length l, i.e. if the blocks are
large enough the blocks could sufficiently capture the UV-modes with energies
larger then π/(a · l) and that the Schur complement contains only the modes with
< π/(a · l). For example for the simulations with a lattice spacing of a = 0.0521 fm
a block with length l = 8 seems to be too small, i.e. the block captures modes ap-
proximately down to 500 MeV.
The exact acceptance rate decreases up to volumes of 163 × 8 approximately
linear in the volumes and decreases asymptotically proportional to exp{−V} for
larger volumes (see fig. 6.3). This makes the algorithm inefficient. However by
introducing a better filter-structure it is possible to additionally reduce the en-
semble fluctuations, i.e. by using a recursive filter structure the scaling reduces to
σ2ens ∝ V
0.9 (w /recursion point in the left picture of fig. 6.3). This can be easily
done by using recursive domain decomposition and a 5–step algorithm. For this
lattice of size 164 the recursive decomposition is given by a decomposition into 84
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global fit of σ24(V,N)
Figure 6.3.: The left figure shows the acceptance rate by varying the lattice volume
from 84 to 164. It shows the acceptance rate of the 4-step PSMS algo-
rithm for a pure gauge coupling β = 5.6 (black, circles) respectively
5-step PSMS algorithm (blue, diamond). The right figure shows the
acceptance in the global step for simulations of plain Wilson fermions
which corresponds to the B4 ensemble by using 64 active links. The
fluctuations σ2n(∆) for V = 16
4 (circles) and V = 32× 163 (diamonds)
can be very well fitted by a function which scales with 1/N by using a
global linear fit (red lines). The fit and the data are then mapped to the





and plotted versus the number of
interpolation steps N.
and a further decomposition into 44 blocks. However the improvement is small
and the acceptance rate tends for larger volume to the exp{−V} behavior. To
increase the acceptance rate further a possibility is to introduce further improve-
ments of the IR–filter structure or to change the lower level update.
The lower level filter can be improved by only updating links which have a
certain distance from the block boundary. For example this can be 64 active links
inside of 84 blocks. This choice increases the global acceptance rate so that for
the lattice with a gauge coupling of β = 5.8 the exp{−V}-region starts at lattices
with lattice volumes of 324 with an assumed acceptance rate Pacc ∼ 16%. This
is deduced from runs with volumes 164 and 32× 163 shown in the right figure
6.3. Note that the runs will be discussed in the next subsection 6.4.3 (for the used
parameter set see tab. 2 of [16]).
To analyze the scaling behavior in the lattice spacing the coefficient B(a) and
C(a) are deduced by using a 4–step PSMS algorithm for the B4 and the A3 ensem-
bles and a 5–step algorithm for the Z4 ensemble. For all three different parameter
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Figure 6.4.: The figure shows the scaling of the fluctuations of the global step of the 4–
step PSMS algorithm with the lattice spacing at fixed physical volume. The
stochastic fluctuations are rescaled by 10−2 and scales roughly with a−2 (blue,
square) while the ensemble fluctuations scale with a−2.5 (red, diamond). Two
different fits are performed, one for all ensembles (solid line) and one for the
ensembles A3 and B4 (dotted line).
sets shown in tab. 6.2 64 active links and a lattice volume of 164 are used. The
result for the scaling is shown in fig. 6.4.
The coefficients are analyzed by fixed physical volume with Vphys = V · a4 and
plotted by B(a) = σ2stVphysa





found for the stochastic fluctuations, with an exponent c = −1.95(28) by using
all three lattice spacings (solid line) and c = −1.78(34) by only using the finer
ones (A3,B4) (dotted line). For the ensemble fluctuations the scaling is given by
roughly a−2.5. The fit gives d = −2.48(20) for all three ensembles (solid line) and
d = −2.60(24) by using only A3 and B4 (dotted line).





ens = const and using C(a) = VphysC
′/a2.5 and B(a) = VphysB′/a2 it







with constants C′/B′ = 244(241) and d − c ∼ 0.5. The volume is canceled but
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the number of steps depends slightly on the lattice spacing. It follows that for
smaller lattice spacings the number of steps decreases. However the acceptance
rate decreases for fixed physical volume by decreasing the lattice spacing. Note
that the ratio C′/B′ is dimensionful.
6.4.3. Autocorrelation
The efficiency of Monte Carlo algorithms in LQCD can suffer from large autocor-
relation times, like the HMC or the combination of a heat bath–/ overrelaxation
algorithm in the pure gauge case. In [27] it was found that the autocorrelation
time increases dramatically for finer lattices by roughly proportional to a−5 in
the case of anti-periodic boundaries. For the PSMS algorithm the autocorrela-
tion is analyzed. This is done by measuring and comparing the topological charge
(see subsec. 4.3.3) for different setups of the PSMS algorithm, for the DD-HMC
algorithm [31] with anti-periodic boundaries and for the openQCD-HMC algo-
rithm [32] with open boundary conditions (see tab. 6.3).
In general by using dynamical fermions in the simulation the a−5-scaling of the
slow modes is coupled to the high computation costs of the fermions, which scale
roughly with V5/4 in the case of the HMC algorithm. The idea of the PSMS algo-
rithm is to solve this problem by decoupling the fermion weight from the proposal
of the new gauge links. Than it is possible to iterate the pure gauge updates in-
tensively before the accept–reject steps are performed. However by using DD the
PSMS algorithm can only update gauge links inside the sub-domains. It is not
obvious if the slow modes decouple sufficiently if the sub-domains are too small.
By using the fine lattice B4 it was numerically found that a pure gauge update of
sub-domains which update 64–active links inside 84 blocks is sufficient to sample
the topological charge properly in contrast to 44 blocks.
The runs of the PSMS algorithm are performed for all three different parameter
sets shown in tab. 6.2 with a lattice volume of 164. A 4-step algorithm is used by
generating 4 replica for the finer lattice spacings (B4, A3) and a 5-step algorithm
is used to sample one ensemble for the coarser lattice (Z4). The gauge proposals
are performed on 64-active links inside of 84 blocks with n0 = 75 iterations for all
three lattice spacings and additional with n0 = 300 for the finest lattice with gauge
parameter β = 5.8 in order to analyze the effect of the pure gauge update.
In the case of the 4–step algorithm the first filter step (i=1) is given by a product
over determinants of 44 blocks inside of the 84 sub-domain. The second filter step
(i=2) is given by the Dirichlet Schur complement of the 84 blocks with these 44
blocks. This is done be using stochastic estimation combined with a linear gauge
field interpolation. The final step (i=3) is the global acceptance step with the 164
Schur complement with 84 blocks. Note that details for the setup of the 5-step
PSMS algorithm in the case of the Z4 ensemble can be found in app. F.
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Table 6.3.: Topologies and autocorrelation times of the plain Wilson runs are listed
in the table. In most of the PSMS runs the number of pure gauge it-
erations is set to n0 = 75. Only for the ensemble (PSMS*) the number
of pure gauge iterations is set to n0 = 300. The trajectory length for
the simulations with HMC algorithms is set to τ = 2 for the DD-HMC
algorithm and for the openQCD HMC algorithm respectively (oQCD-
HMC). For all simulated ensembles the ensemble averages for the topo-
logical charge 〈Q〉 and the square of the 〈Q2〉 are shown. The autocor-
relation time of the topological charge is measured in units of global
acceptance steps. Furthermore the acceptance rate of the global steps
is given by Pacc and the number of inversions per step by Ninv. For the
openQCD run Hasenbusch preconditioning is used and 18 inversions
are done for the smallest mass and 54 inversions for all masses during
a HMC trajectory. The number of global acceptance steps is given by
Nacc, which corresponds to the number of Metropolis accept-rejects for
the global Schur complement in case of the PSMS algorithm and to the
number of Metropolis accept-rejects at the end of every trajectory of the
HMC algorithm.
Ensembels 〈Q〉 〈Q2〉 τint(Q) Pacc Ninv Nacc
Z4 (PSMS) −0.09(42) 1.23(57) 33(16) 0.32 96 511
A3 (PSMS) 0.02(18) 3.37(49) 40(10) 0.53 96 8220
A3 (DD-HMC) 0.64(27) 4.00(86) 21( 7) 0.91 42 2000
B4 (PSMS) 0.01( 9) 0.37(15) 148(50) 0.62 96 13306
B4 (PSMS*) −0.07( 4) 0.18( 6) 83(22) 0.61 96 16000
B4 (DD-HMC) 0.05( 6) 0.28( 8) 47(13) 0.96 42 16000
B4 (oQCD-HMC) 0.03(14) 0.34(14) 96(43) 0.97 18(54) 3512
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Figure 6.5.: The figure shows histories of the topological charge Q for four kinds of Monte
Carlo algorithms (left-upper fig. [4-step PSMS with n0 = 75], right-upper
fig. [DD-HMC], left-lower fig. [4-step PSMS with n0 = 300] and right-lower
fig. [OpenQCD]) on a fine lattice with V = 164. The horizontal lines are given
by the maximal values of a double Gaussian distributionwhich is fitted to pos-
itive folded values of the PSMS replica runs with n0 = 75 with Q(0) = 0 and
Q(±1) ∼ ±1.6.
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For the simulation with the DD-HMC algorithm 84 sub-domain are used with
84 active links. The lattice volume is set to 164 and parameters correspond to the
A3 and B4 ensembles. For the simulation of the openQCD-HMC run an ensemble
which corresponds to the B4 ensemble is simulated. The boundary conditions
are open in time direction and the time extent is increased by a factor 2.5 to T =
40. The algorithm is stabilized by using Hasenbusch mass preconditioning by
introducing two additional operators with twisted masses of µ1 = 0.02 and µ2 =
0.3.
On most of the generated ensembles the topological charge is measured by
using 3-level HYP–smearing. Only for the open boundary run the Wilson flow
is used to measure the topological charge at the integration time of t0 (see sub-
sec. 4.3.2).
The results for the B4 lattices with a gauge coupling of β = 5.8 are shown in
figure 6.5. The topological charge is plotted against the number of a total updates
of the lattice which means that the number of global acceptance steps is scaled by
the total amount of updated links in one step Racc together with the acceptance
rate Pacc. A long HMC run has been performed (see the upper-right fig. 6.5) and
no tunneling of the topological charge to values larger than |Q| > 2 could be
found. Due to that two additional HMC-runs are started from configurations with
a finite topological charge generated by the PSMS algorithmwith n0 = 75 in order
to observe tunneling back to zero charge. This does indeed happen (compare to
the history of the upper-left fig. 6.5).
By increasing the number of pure gauge steps to n0 = 300 (see lower-left fig. 6.5)
the Monte Carlo time of the PSMS algorithm to stay at a finite topological charge
decreases and the topological susceptibility is given by Q2 = 0.18(6) instead of
Q2 = 0.37(15) for n0 = 75 (compare tab. 6.3). The expectation from chiral pertur-
bation theory in leading order is given by Q2 ≈ 0.19. However the large variation
shows that a proper sampling of the topological charge is difficult for a lattice
spacing corresponding to β = 5.8 and the error of these measurements could in
principle be underestimated. In the case of the open boundary condition the topo-
logical charge is not quantized and it is measured on the 164 core of the 40× 163
lattice (see lower-right fig. 6.5). The ensemble average of the topological charge
agrees with zero for the four algorithms, only the replica average of the PSMS
algorithm with n0 = 300 update steps deviates by one σ from zero.
The measurement of the integrated autocorrelation time is determined by us-
ing UWerr [78] and shown in tab. 6.3. The scaling with the lattice spacing a of
the autocorrelation times in the case of the PSMS algorithm is shown in figure
6.6. and plotted in units of a complete update of the lattice. In the case of the
PSMS algorithm by constant pure gauge updates n0 = 75 the scaling is given by
τint,Q3(a) ∼ exp{−11(4)} · a−4.6(13) (blue solid line). The other fit was performed
by only using the ensembles A3 and B4 (blue dotted line). The behavior changes
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PSMS alg. (n0 = 75)
 α = −4.6(13)
PSMS alg. (n0 scaled)
 α = −2.8(12)
Figure 6.6.: The figure shows the scaling of the autocorrelation times τint of the topological
charge with the lattice spacing a, τint ∝ a
α. The properties of the ensembles
with the three different parameter sets are listed in tab. 6.2 and are generated
with a lattice volume of 164. The scaling of the PSMS algorithm is analyzed by
using a constant pure gauge update iteration with n0 = 75 (blue, triangle) for
the Z4, A3 and Z4 ensembles. Another run of a PSMS algorithm for the finer
lattice is done by increasing the numbers of pure gauge update by a factor 4
(black, diamond).
if n0 is scaled with the lattice spacing. The scaling reduces to a
−2.8(11) (black solid
line) by using the data of the ensembles with n0 = 300 pure gauge update at
β = 5.8 and n0 = 75 at β = 5.6.
There are implications that the DD-HMC runs at β = 5.8 have sampling prob-
lems. This can be observed by a replica analysis of the runs (see fig. 6.5 and [16]).
The goodness of the replica distribution gives a value of 0.05 for the DD-HMC
replica which is unlikely (for further details see [16] and [78]). For the PSMS algo-
rithm with n0 = 75(n0 = 300) a value of 0.7(0.5) is found. The bad quality of the
DD-HMC replica distribution is due to the fact that the first run does not tunnel to
other topological charges than 0. Due to that the autocorrelation time is underes-
timated and a scaling analysis would give a weaker scaling in the lattice spacing
than expected. To conclude their are implications that by scaling the iterations of
the pure gauge update proportional to the expected lattice spacing behavior of the
autocorrelation times with a−5 the fermion weighting in the PSMS algorithm can
be decoupled from the a−5 scaling.
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6.4.4. Conclusion
By using the cost formula eq. (6.38) the results of the previous subsections are
summarized to illustrate the pros and cons of the PSMS algorithm by using non-
smeared fermion actions. If nit = 2 the master theorem gives a cost functionwhich







a. This term is multiplied by
√
a because it
scales with the number of interpolation steps N (see eq. (6.40)).
The global acceptance rate eq. (6.3) is given by the error function depending on
the fluctuations of the global difference. For small fluctuations the function can be
expanded by erfc(x) ≈ 1− 2x/√π and the inverse of the global acceptance rate is





if the stochastic fluctuations can be
neglected. For the scaling in the lattice spacing of the autocorrelation time follows
∼ a−3 if the iteration number of pure gauge update is increased. By inserting these
scaling behaviors into eq. (6.38) a cost formula depending on the lattice spacing a
and the physical volume Vphys is given by













However this behavior turns into c(U → Unew) ∝ V3/4physa−3.25 exp{a−2.5VphysC′} if
the fluctuations of the acceptance steps are too large. Note that for the HMC with
anti-periodic boundaries the behavior eq. (2.67) in the lattice spacing a is expected
with cost(U → Unew) ∝ V5/4physa−10.
Moreover it is possible to compare the cost of the runs of the different algo-
rithms by using the measured autocorrelation times in units of the total number
of inversions (see tab. 6.3). To update the whole lattice in the case of the DD-HMC
algorithm the numbers of inversion per step are multiplied by the autocorrelation
time which gives Ntot = τint · Ninv = 47 · 42 = 1974 (Ninv = 21 · 42 = 882) for
the B4 (A3) lattice. Note that the autocorrelation time determination of the B4 en-
semble could be forged due to the bad sampling of the topological sectors. If for
the autocorrelation time of the DD-HMC algorithm is an a−5 scaling assumed by
using the autocorrelation time of the A3 ensemble it follows that the DD-HMC
algorithm need Ntot ∼ 9500 at β = 5.8.
In the case of the PSMS algorithm the number of inversions to sample a new
configuration is given by Ntot = 7968 (Ntot = 1920) by using the pure gauge
update with iteration numbers n0 = 300 (n0 = 75) for the B4 (A3) ensemble. For
these runs N = 96 mass interpolation steps are used and the lattice is updated
after ∼ 23 global acceptance steps. This number can be optimized, e.g. by using
N = 24 interpolation steps the acceptance rate is given by 42% and the lattice is
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i ni actions Pacc




0 = 5.5874 - - -
1 8 β
(0)
1 = −0.1122 β
(1)
1 = 0.128 - 40%
2 3 β
(0)
2 = 0.0011 β
(1)
2 = 0.036 β
(2)
2 = 0.975 35%
3 4 β
(0)
3 = 0.0198 β
(1)
3 = −0.143 β(2)3 = 0.076 79%
4 1 β
(0)
4 = 0.0039 β
(1)
4 = −0.021 β(2)4 = −0.051 27%
Table 6.4.: The table shows optimal parameters for the 5-step PSMS algorithm
(representative set) for partially smeared HYP Wilson fermions at β =
5.5 and κ = 0.13. The parameters for S(3) = Sˆb are neglected because
stochastic estimation is used to evaluate the exact number. Due to that
every parameter except β
(3)
3 = 1 is zero.
updated after 45 steps. By rescaling the number of inversions by 45 · 24/23 · 96 ∼
0.5 it follows for Ntot ∼ 4000 (Ntot = 1000)). To conclude: the PSMS algorithm is
competitive to the DD-HMC at a gauge coupling of β = 5.8 and a lattice size of
164.
In case of the open boundary run the lattice volume is increased by a factor 2.5.
By using 2 additional force terms the number of inversions is given by Ntot = 5185
for an update of the lattice which is roughly ∼ 1700 for the smallest mass. In gen-
eral a better scaling of the autocorrelation times is expected for open boundary
by τint ≈ a−2 (see for a review [134]) but due to the enlarged time extent it re-
mains expensive. To be competitive tomodernHMC versions the PSMS algorithm
needs further improvements, however the results show that the PSMS algorithm
becomes better for smaller lattice spacings.
6.5. Partially smeared HYP-runs
In this section it will be shown that the PSMS algorithm can sample configurations
by using a partially smeared fermion action. The scale of the generated ensemble
will be set by using the mass reweighting technique.
The PSMS algorithm does not need to compute a force term which is needed
during the computation of the trajectory of the HMC algorithm. Due to that it
is straightforward to simulate with the PSMS algorithm smeared link actions if
they enter only the fermion correction step. Thus the PSMS algorithm can profit
from several advantages of the smeared links. The smearing of the links smears
out the UV-fluctuations, which do not contribute to the continuum physics, and
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i ni actions Pacc




0 = 5.6690 - - -
1 8 β
(0)
1 = −0.0823 β
(1)
1 = 0.0638 - 54%
2 3 β
(0)
2 = −0.0062 β(1)2 = 0.0778 β(2)2 = 0.993 31%
3 2 β
(0)
3 = 0.0172 β
(1)
3 = −0.1256 β(2)3 = 0.027 82%
4 1 β
(0)
4 = 0.0022 β
(1)
4 = −0.0160 β(2)4 = −0.020 54%
Table 6.5.: The table shows optimal parameters for the 5-step PSMS algorithm
(representative set) for partially smeared HYP Wilson fermions at β =
5.6 and κ = 0.128.
thus reduces the statistical fluctuations (see e.g. [135] [18]). The action setup will
be a two-flavor mass-degenerate O(a)–improved partially smeared Wilson Dirac
fermions with a Wilson plaquette action. Only the links in the fermion action will
be smeared so that the pure gauge update remains the same. In order to use an
efficient hierarchical filter system with DD the action parts and so the blocks have
to decouple at lower levels. However smearing uses neighbor links to smooths
the gauge links. Due to that smeared links close to the block boundary contain
information of links in the neighboring blocks. To update a large enough amount
of gaugelinks active links with d = 1 are used, e.g. this corresponds to 64 active
links in a 84 block (see sec.4.1 and fig. 4.2). In this setup it is possible to smear the
active links which coupled the next neighbor points in the Wilson Dirac operator
by one level of hyper-cubic (HYP) smearing [21]. The links for the clover term
have to remain unsmeared. The target probability distribution of the partially
smeared fermion action is given by








with UHYP the 1–level HYP–smeared links, KN the next neighbor coupling term
and Kcsw the clover term of theWilson Dirac operator. The parameters for the HYP
smearing are chosen as in [21].
A 5–step PSMS algorithmwith a 4 level–hierarchical filter system is used to gen-
erate the HYP-smeared ensembles (see also tab. 6.4 and tab. 6.5). The five different
action parts are given by the unsmeared Wilson plaquette gauge action (i=0), by
a 1–level HYP–smeared plaquette action (i=1) and by a global Schur complement
(i=4), 84 Schur complements with Dirichlet boundaries (i=3) and 44 block opera-
tors by using recursive DD (i=2).
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Figure 6.7.: The plaquette values are plotted versus the global acceptance steps. The left
figure shows the plaquette value of the β = 5.5 ensemble while the right figure
shows the data of the β = 5.6 ensemble. In the left figure the thermalization
of the plaquette is shown while the measuring of the observables are started
after 6000 global acceptance steps for the β = 5.5 ensemble, after 2000 global
acceptance steps for the β = 5.6 ensemble respectively. The small figure shows
a histogram of the plaquette.
The first step (i=0) consists of a pure gauge update of the active links in the 64
sub-cube of the 84 blocks. At the first filter level (i=1) the 1–level HYP–smeared
plaquette action enters. The 1–level HYP–smeared plaquette action has a large
correlation with the smeared fermion action, needs only a relatively small numer-
ical effort to be computed and pushes the acceptance rates of the second and third
filter level to a reasonable level. At the second level (i=2) the determinants of the
44–block operators enter the accept–reject step while at the last filter step (i=3) the
determinant of the 84 Schur complement enters. These steps are iterated in order
to have a reasonably large amount of proposed links for the global acceptance step
(i=4).
6.5.1. Runs
Two ensembles are generatedwith two different pure gauge couplings β = 5.5 and
β = 5.6. For both ensembles a clover parameter of csw = 1.0 is used and a lattice
size of 32× 163 with anti–periodic boundary condition is chosen. The quark mass
is guessed by setting the bare mass parameter to κ = 0.13 for the coarser lattice,
and κ = 0.128 for the finer one respectively. The parameters used for the different
filter steps are shown in table 6.4 for the β = 5.5 run and in table 6.5 for the β = 5.6
run.
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Figure 6.8.: The quantity
√
t0mPCAC is plotted against the bare mass value of the Wilson
Dirac operator and extrapolated to the critical bare mass value. The left figure
shows the values of the β = 5.5 ensemble and the right one the values of the
β = 5.6 ensemble.
The corresponding plaquettes of both runs are shown in figure 6.7 with an auto-
correlation time of τint = 81(31) in units of global acceptance steps for the coarser
lattice and τint = 148(65) for the finer lattice (β = 5.6) respectively. The global
acceptance rate is given by 27% respectively 54%, and by updating at every ac-
ceptance step 7.8% of the links a “new” configuration is generated after 50 respec-
tively 24 steps. The observables are measured for both ensembles after each group
of 20 global acceptance steps.
6.5.2. Results
Using two flavor mass–degenerate reweighting it is possible to deduce the critical
mass value of both ensembles (see fig. 6.8 and subsec. 5.5.1). The mPCAC mass is
multiplied by
√
t0 in order to minimize O(a)–effects.
By using the Wilson flow the observable t0 is calculated (see subsec. 5.5.2). The
scale is determined by using the continuum result of t0 = 2.369(36) · 10−2 [fm2]
in the chiral limit for the N f = 2 case [118]. The mass dependence of t0 is de-
duced with two flavor mass–degenerate reweighting and t0/a
2 is extrapolated to
the chiral limit (see fig. 6.9). The lattice spacing is given by a = 0.112(1) fm for the
β = 5.5 ensemble and a = 0.090(1) fm for the β = 5.6 ensemble. The mass range
of the pseudoscalar mass for the extrapolation towards the chiral limit is between
300 MeV and 520 MeV for the β = 5.5 ensemble and between 460 MeV and 740
MeV for β = 5.6 while the pseudoscalar ensemble mass of the β = 5.5 ensemble
corresponds to MPS = 417(6)MeV and MPS = 596(15) for the β = 5.6 ensemble
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  ensemble mass





















  using 2 fl. mass−deg. rew.
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Figure 6.9.: The observable t0/a2 is plotted versus the quantity t0 ·M2PS in order to perform
the chiral limit for t0/a
2. The left figure shows the values of the β = 5.5
ensemble and the right one the values of the β = 5.6 ensemble.
respectively.
The autocorrelation times of the effective masses are below τint < 4, 2 and
below τint < 8, 6 for the Wilson flow observable t0 in units of the measurements
(every 20th global acceptance step). In summary 30 decorrelated configurations
are generated for the β = 5.5 and 25 for the β = 5.6 ensemble respectively.
To conclude the PSMS algorithm is able to simulate smeared-fermion actions up
to lattices of sizes of (2.1 fm)4 and further improvements in the pure gauge up-
date are possible to increase the low-level acceptance (see next sec.6.6.2). However
the generation of ensembles with a smeared fermion action suffers from relatively
large autocorrelation times. But by using the mass reweighting techniques the
scale is set and the critical mass is estimated in the case of the two generated en-
sembles.
6.6. Prospects
There are indications that the PSMS algorithm can decouple slow autocorrelation
modes from the correction step with the fermion weight. However the PSMS al-
gorithm is only efficient if a proper hierarchical filter system with parametrization
of correlations is used. This ties the proposal to the fermion weight. This filter
system has to be further optimized for larger lattices or different lattice actions.
For example to update more active links or when using smeared fermion action it
is necessary to improve the UV-filter system, for larger volumes it is necessary to
improve the IR-filter system. In this section some ideas for improvements will be
pointed out.
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without 6-links with 6-links
i ni Pacc ni Pacc
0 250 - 100 -
1 8 40% 4 50%
2 3 35% 3 54%
3 4 79% 3 73%
4 1 27% 1 26%
Table 6.6.: The table compares the acceptance rates of the 5-step PSMS algorithm
with a partially smeared HYP action at β = 5.5 and κ = 0.13 by using a
gauge action with/without six-link loops for the proposal.
6.6.1. UV - Improvements
The dependence of the UV-fluctuations on the fermion determinant can be de-
scribed in terms of the hopping parameter expansion of the Wilson Dirac operator
(see sec. 4.2). The largest contribution to the fluctuations has the plaquette term,
which can be used by introducing a β-shift which increases the acceptance of the
low level filter steps to an adequate level (e.g. see tab. 1-2 of [16]). The next higher
contributions are the six link loop terms.
In addition to the plaquette term all three types of the six-terms were imple-
mented (e.g. see [57] [58]) based on the package DD-HMC [96] for this work.
The β = 5.5 ensemble of the sec. 6.5 with a partially smeared Wilson fermion
action is simulated by a pure gauge update by using the plaquette action together
with the 6–link action. The parameters of the 6–link action are summed up to
zero by including all acceptance levels. The effect is shown in table 6.6 by using
all three kinds of six–loops, which are 12 rectangle terms, 48 chair terms and 16
twisted chair terms. The computational operations increase by roughly a factor
14 compared to the plaquette action. Furthermore the active links are limited to
the core of the sub-domains, e.g. by using the rectangle term and by using 84
blocks 64-active links have to be used to decouple the block-determinants from
each other.
The six link loop pure gauge action is efficient to reduce UV-fluctuations in case
of smeared fermion action (see tab. 6.6) and it is interesting as it can be used for
the simulation with an improved gauge action, e.g. the Lüscher-Weisz [58] or the
Iwasaki pure gauge action [57].
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6.6.2. IR - Improvements
One of the challenges of the PSMS algorithm is to push the global acceptance rate
to the linear dependence of the error-function erfc(
√
σ2/8). To reach larger vol-
umes it is necessary to introduce an efficient IR-filter, which has to capture effec-
tively IR-fluctuations with simultaneously moderate cost. In the literature several
techniques exist which could in principle be efficient to capture the IR fluctua-
tions. In general such filter steps can be introduced before the global acceptance
step. If the step rejects the new configuration the global acceptance can be ne-
glected. An example is mass preconditioning as in the HMCwith the Hasenbusch
approach [86]. Here, the global acceptance step can be splitting up by factorizing
detD(U,m1) = detM(U,m1,m2) · detD(U,m2) (6.48)
with the ratio matrix M = D−1(U,m2)D(U,m1). In the case of the PSMS algo-
rithm the weight of the ratio matrices M(U,m1,m2) and M(U
′,m1,m2) would en-
ter the first step with U′ the proposed configuration. The gauge interpolation are
then performed at the larger mass m2 where the numerical cost of the solver are
reduced compare to the light mass m1. In general this approach would be ef-
ficient if the first step captures efficiently the IR–fluctuations. Other filter steps
could be block link actions or coarse grids, which are used to optimize solvers
like [92] [136].
6.6.3. Conclusion
The PSMS algorithm is competitive to modern HMC algorithms on moderate lat-
tices up to lattice volumes of 32× 163 at a lattice spacing of a = 0.052 fm. The
main results of the analysis are
• Autocorrelation: The slow modes of the autocorrelation time can be decou-
pled from the fermion weighting by increasing the frequency of the pure
gauge update steps (see fig. 6.6).
• Smeared action: The PSMS algorithm is able to generate dynamical ensem-
bles by using a smeared fermion action.
• Alternative for the HMC algorithm: The PSMS algorithm belongs to another
class of LQCD algorithms than the HMC algorithm. It avoids force compu-




7. Mass–Split Domain Decomposition
HMC Algorithm
Monte Carlo simulations of LQCD have to face several difficult aspects when ap-
proaching physical quark masses. A first aspect is that the small eigenvalues of
the lattice Dirac operator tend to zero which increases the costs of the solver, in-
creases the fluctuations of the force term in the HMC and thus leads to instabilities
of the algorithms of the simulations. A second aspect is that with the increasing
precision of LQCD simulations, effects of the isospin breaking by different up- and
down–quark masses have to be included (also electromagnetic effects should be
taken into account). However lattice methods exist to solve these aspects sepa-
rately, e.g. for the former case by introducing a finite twisted mass term [32] com-
bined with twisted mass reweighting [109] and for the latter case by using mass
reweighting techniques (see chapter 5.2). In this chapter a method is presented
to address both at the same time by using DD (see sec.4.1 or [31]). DD sepa-
rates UV- and IR-fluctuating modes by decomposing the lattice into sub-domains
(see sec. 4.1). This factorizes the determinant of the Wilson Dirac operator into
detD = det Dˆ · ∏k detDk, with Dk the block operators which correspond to the
sub-domain k. Using DD in the HMC the force–term of the Schur complement
Dˆ is the one that destabilizes the molecular dynamics due to large fluctuations,
originally introduced by the small eigenvalues of the Dirac operator. The idea
is to introduce a cut-off parameter in the Schur complement in order to shift the
small eigenvalues to larger values. An effective cut-off parameter can be a larger
mass value (see section 7.1). Using this weight factor to generate an ensemble the
weight has to be corrected towards the desired one, i.e. by using one flavor mass
reweighting (see section 7.2). The cost of this combined method, Mass–split DD-
HMC (MDD-HMC), benefits from the largermass but suffers from the fluctuations
introduced by reweighting. However the fluctuations of the Schur complement
have a weaker volume dependence than the full Dirac operator [112] and by us-
ing anti–correlations with the determinants of the block operators the expectation
is that fluctuations can be significantly reduced.
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Figure 7.1.: The figure shows a comparison of the energy violation δH plotted
against the molecular dynamic units (MDU) for the DD-HMC algo-
rithm with two different quark masses. The left plot corresponds to
the run A4 while the right plot corresponds to the run A5.
7.1. Properties of the Algorithm
The Boltzmann weight of the MDD-HMC algorithm is given by
P1,2(U) = exp{−βSg(U)} · det Dˆ2(m1,U) ·∏
k
detD2k(m2,U). (7.1)
by choosing for the Schur complement m1 a mass different from the block oper-
ators with m2. Note by choosing m1 > m2 the numerical cost for each trajectory
decreases compared to a trajectory at mass m1 = m2 for constant m2.
TheMDD-HMC algorithm can be understood as amodification of the DD-HMC
algorithm (see subsec. 4.1.2 and 2.5.1). A crucial point is that step one of the DD-
HMC has to be modified. The weight eq. (7.1) is not invariant under a shift of
the lattice. A Metropolis accept–reject can be introduced to correct the Boltzmann
weight after a shift (see subsec. 7.1.3).
7.1.1. Motivation
The smallest eigenvalue of the Dirac operator D(m1) is shifted by m1 − m2 com-
pared to the Dirac operator atm2 if a mass shift m2 → m1 is performed . In general
a similar effect is expected for the smallest eigenvalue of the Schur complement.
This increase of the smallest eigenvalue stabilizes the energy violation of the dis-
cretized trajectory and suppresses large condition numbers of the operator.
The stabilization effect is shown in fig. 7.1 for the DD-HMC runs A4 and A5 of
the CLS consortium (see e.g. [98] and tab. 7.1). The energy violation δH for the A5
(m1 = m2 = m(A5)) ensemble increases compared to the A4 (m1 = m2 = m(A4))
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Table 7.1.: The table shows the parameters of the MDD- HMC runs by using a
block size of 84 and the Wilson plaquette action and theO(a)-improved
Wilson Dirac operator (for further information of the properties of the
A- and E-lattices see [98]).
A-lattices E-lattices
a 0.076 fm 0.066 fm
cSW 2.017147 1.90952
mPS(m1) 380 MeV (A4) 440 MeV (E5)
mPS(m2) 330 MeV (A5) 310 MeV (E6)
V (MDD-HMC) 32× 163, 164 64× 323, 32× 163, 164
V (DD-HMC) 64× 323 64× 323
ensemble. Furthermore the algorithm gets stuck at 3200 MDU due to large energy
violation during the HMC trajectory in A5 run. In the case of the MDD-HMC
algorithm a similar effect as for the A4 run is expected if the mass of the Schur
complement is set to the mass parameter of the A4 ensemble and the mass of the
blocks is set to the A5 mass.
7.1.2. MDD-HMC Simulations
Several runs are performed to analyze and to compare the properties of the MDD-
HMC algorithm (see tab. 7.1). The runs of the MDD-HMC algorithm are done for
two different lattice spacings. For the E lattice with a = 0.066 fm lattice volumes
up to 64× 323 are simulated while for the A lattices with a = 0.075 fm the largest
is given by 32 × 163. For all runs the block length is set to l = 8. Properties
of the MDD-HMC are compared to the CLS ensembles A4, A5, E5 and E6 (see
e.g. [98]). The MDD-HMC ensembles are labeled by A4spA5 for the large A-lattice
and E5spE6 for the large E-lattice.
The energy violation in the case of the E5spE6 run behave as for the E5 run. By
using a leap frog integration scheme the energy violation behaves proportional to
δH ∝ ǫ2τ with trajectory length τ and the step size ǫ. In the case of the E5 run by
using τ = 4 and ǫ = 0.0227with a statistic of 4045 trajectories 1.9% of δH are larger
then 10. This is comparable to the E5spE6 run with τ = 2 and ǫ = 0.0233 where
1.2% of the δH are larger then 10. Note this is measured on a smaller ensemble
size with 256 trajectories. Moreover the DD-HMC is not able to simulate an E6
ensemble because the algorithm gets stuck due to large δH. This shows that in
principle smaller quark masses can be reached by the MDD-HMC algorithm.
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Figure 7.2.: The variance σ2(lnW) of the reweighting factor due to the shift (see eq. (7.3))
is plotted against the inverse numbers of mass interpolation steps N. The
variance of the E5spE6 lattice with lattice size 164 (black,triangle) and 32 ×
163 (blue,triangle) can be fitted linearly with χ2/do f = 3.9/3 (degrees of
freedom). The latter one is divided by 2 because the number of blocks in-
creases linear with the volume.
7.1.3. Shift of the Blocks
Only the active links inside the blocks with d = 0 are updated (see subsec. 4.1.2).
To update all links a shift of the blocks has to be performed at the beginning of a
trajectory. If m1 = m2 the shift does not change the Boltzmann weight eq. (7.1). If
the shift is random as in the case of the DD-HMC algorithm detailed balance is ful-
filled (see app. C of [31] for a detailed discussion). Moreover the acceptance step
of the shift and the HMC step are a combination of two update algorithms. Each
update algorithm fulfills detailed balance and due to that also the combination. In
the case of the MDD-HMC algorithm, wherem1 6= m2, the shift changes the Boltz-
mann weight eq. (7.1). This can be corrected by using a Metropolis accept–reject
step before performing the HMC trajectory. The transition probability T(U → U′)
for the shift is given by









7.1. Properties of the Algorithm
The shift of the blocks is implemented by changing the gauge links Uµ(x) →
U′µ(x) = Uµ(x + s) with a shift vector s. The ratio of eq. (7.2) can be rewritten












by using the identities detD(m,U′) = detD(m,U) and Sg(U) = Sg(U′). In gen-
eral if the block length is given by l ≤ 6 the determinants can be exactly calculated.
For larger block sizes recursive DD can be used to factorize the block determinants
further. The Dirichlet Schur complements can be treated stochastically while the
smaller blocks can be evaluated exactly. The accept–reject step is accomplished by
replacing eq. (7.2) by a stochastic estimator (like it is done in the PSMS algorithm
see chap. 6).
The stochastic estimation is done by using similarly to the two flavor mass–




′,m2) → D2k(U′,m1). To ensure detailed balance by using
stochastic estimation only one pseudofermion field has to be drawn during the
mass interpolation for each ratio (see app. E).
The crucial quantity of the accept-reject step is the acceptance rate. The accep-







with the variance of the logarithm of the weight eq. (7.3). Similar to the analysis of
the PSMS algorithm in subsec. 6.4.2 the effects of the stochastic and the ensemble
fluctuations can be separated by plotting ln(σ2W) = C+ B/N against the inverse
number of mass interpolation steps N with the constant C and B. This is done for
the E5spE6 lattice with a lattice volume of 164 with 84 blocks (see fig. 7.2).
The exact acceptance rate is derived by performing a linear fit in 1/N. The
extrapolation gives C = 1.05(7) · 10−2 for the ensemble fluctuations of the 164
lattice which corresponds to an acceptance rate of Pacc = 0.988%. In general the
evaluation of the weight factorW needs 2N block inversions for each block.
Although the variance of the ratio eq. (7.3) scales linear with the volume V it
is tamed by the mass shift ∆m2. In principle the acceptance is large for lattices
up to 128× 643 with Pacc = 20% for the E5spE6 lattice if the block size is 84. The
numerical cost of the accept–reject step is moderate because the ratio eq. (7.3) can
be calculated in parallel without any communication during the computation.
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Figure 7.3.: The figure shows the volume scaling of the reweighting factors for the
four different cases with a mass shift ∆m ∼ 16.2 MeV and a lattice
spacing a = 0.066 fm . Note that the four different cases are listed in
the text.
7.2. Properties of the Reweighting
In order to obtain a proper theory of n f = 1+ 1-quarks the sampled ensemble has
to be weighted by
Pu,d = exp{−βSg} · detD(mu) · detD(md) (7.5)
with mu the mass parameter which corresponds to the up–quark mass and md to
the down–quark mass. Sampled ensembles by eq. (7.1) have to be corrected to
eq. (7.5). This is possible by using mass reweighting with the reweighting factor
W =
det Dˆ(mu) ·∏k detDk(mu) det Dˆ(md) ·∏k detDk(md)
det Dˆ2(m1) ·∏k detD2k(m2)
(7.6)
such that Pu,d = W · P1,2.
To calculate the reweighting factor the one flavor reweighting technique with
mass–interpolation is used (see sec. 5.2). Additional reweighting introduces en-
semble fluctuations which increase the statistical error of the observables and scale
with the mass shift ∆m2 = (md −mu)2 (compare sec. 5.4).
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If the blocks are reweighted in the reverse mass direction as the Schur com-
plement a large anti–correlation is expected. This anti–correlation given by the
covariance of the form cov[det Dˆ(m2)/det Dˆ(m1),∏k detDk(m1)/detDk(m2)] is
of the size of the fluctuations of the Schur complement var[det Dˆ(m2)/det Dˆ(m1)]
for blocks with block length l = 8. Note that the ensemble fluctuations are defined
by σ2 = 〈ln2W〉 − 〈lnW〉2.
The specific volume behavior of the fluctuations is analyzed for a constant block
size with l = 8 at four representative points of the corrected Boltzmann weight.
These points correspond to Boltzmann weights with 1+ 1 fermions and 2 mass–
degenerate fermions. The volume behavior of the fluctuations of the different
reweighting factors towards the points are deduced on the 164, 32× 163 and 64×
323 lattice with a lattice spacing a = 0.066 fm (see fig. 7.3). The properties of these
points are given by
• 1+ 1 point with mu = m2 and md = m1: the volume dependence is given
by ≈ Vα with α = 0.76(4) and the points are labeled by (red, diamond) and
connected by the curve (red, dashed).
• 2 flavor mass–degenerate point with m = 0.5(m1 +m2): the volume depen-
dence is given like in the 1+ 1-case by α = 0.75(5). The points are labeled
by (green, square) and connected by a green solid curve.
• 2 flavor mass–degenerate point with m = m2: the volume dependence is
given by the 2 flavor reweighting factor of the Schur complement with α =
0.73(9). The points are labeled by (black, triangle) and connected by a black
solid curve.
• 2 flavor mass–degenerate point with m = m1: the volume dependence is
given by the 2 flavor reweighting factor of the blocks with α = 0.86(8).
The points are labeled by (blue, circle) and connected by a blue dash-dotted
curve.
The scaling behavior is shown in figure 7.3. For the plotted curves the parameter
α is set to α = 0.75 for the first three different cases and α = 1.0 for the last case.
Note this is due to the fact that the number of the blocks scales linear with the
volume. However this behavior is not found. A possible explanation could be
that the statistic with 512 MDU’s is not large enough for the largest volume.
7.3. Costs
The MDD-HMC algorithm can handle several difficult aspects which become im-
portant for physical quark masses. In this section the cost of the MDD-HMC al-
gorithm will be compared for different cases to standard methods. In general the
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cost of the MDD-HMC algorithm is dominated by the molecular dynamics and
the effective number of configurations which are reduced by the covariance of
the reweighting factor with a specific observable. In general the effectiveness of
the algorithm is increased because the trajectory for the IR-part is done for larger
masses. The reweighting decreases the effectiveness. How this acts on the com-
petitiveness of the MDD-HMC algorithm will be discussed in this section.
Comparison to DD-HMC: The two flavor mass–degenerate case withmud = m2
can be compared to the DD-HMC. For this comparison the CLS ensembles are
used to estimate the cost of the trajectory during the ensemble generation. The
cost of the DD-HMC is given in units of inversions of the Dirac operator by a
rough estimate with cost(m) = 2Ntr/cn f gNiter(m)N0(m) where Ntr/cn f g the num-
ber of trajectories per configuration, Niter(m) the number of iteration of the solver
to invert the Dirac operator and N0(m) the number of discretization steps per
molecular dynamics trajectory. The cost for the reweighting is roughly given by
costmrew = NrewNiter(m12)with Nrew ∼ 60 the numbers of inversions per reweight-
ing factor and the average mass 2m12 = m1 +m2.
The reweighting increases the statistical error of an observable which depend
on the covariance of the observable with the reweighting factor. In general the
increase is moderate for the E5spE6 ensemble at the two flavor point with the E6
mass, e.g. in the case of gluonic observables the error increases only slightly by at
least a factor ∼ 1.22 which correspond to a reduction of the effective number of
the ensemble by∼ 0.66. This analysis is more complicated for fermion observable
due to the fact that the observable depends directly on the quark mass. The error
increases in the case of the fPP correlator by a factor ∼
√
3 at the E6 point with
the 2 flavor mass–degenerate reweighting factor compared to the quenched E5
point without reweighting factor. In general this shows that the error in observ-
ables increases not dramatically also for a mass split of ∼ 16 MeV on the E5spE6
ensemble.
The comparison between the MDD-HMC and DD-HMC is shown in table 7.2.
The numbers show that also for larger lattice sizes the numerical effort of the
MDD-HMC is competitive to the DD-HMC algorithm. Moreover the MDD-HMC
algorithm can simulate smaller quark masses than the DD-HMC due to the higher
mass term in the Schur complement. For example the DD-HMC algorithm is un-
stable at a quark mass which corresponds to the A5 ensemble (compare fig. 7.1).
Comparison to 1+1 sampling: It is possible to sample directly a 1+1 ensemble
(e.g. [51]). For the direct approach the rational HMC (RHMC) algorithm can be
used [137] [138]. In order to sample a 1+1 ensemble an additional force–termhas to
be introduced. This increases the cost by at least a factor two compared to the DD-
HMC. The variance of the reweighting factor for the 1+1 case with md = m1 and
mu = m2 of the MDD-HMC is less than in the two flavor mass–degenerate case
with m = m2 (see fig. 7.3) which improves the numbers of table 7.2. Moreover the
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Table 7.2.: The table shwos a comparison of the cost of the DD-HMC and the
MDD-HMC algorithm for the two flavor mass-degenerate case at the
smallest mass m2. However this is only a rough estimate, i.e. the DD-
HMC algorithm is not able to simulate the ensemble A5 because of in-
stabilities in δH. The effective number of configurations decreases due
to the fluctuations of the reweighting factor. Here, the relative increase
of the square of the error δ2OW normalized by square of the error δ
2
O with-
out the reweighting factor is used to approximate the reduction of the
effective number of configurations.









A5 1 0.76+ 0.06 –
E6 1 0.41+ 0.10 3 · 0.51 ∼ 1.5
mass split of the isospin broken point ∆m ∼ 2.5 MeV is much smaller then for the
analyzed E5spE6 ensemble. Here the shift is given by ∆m ∼= 16 MeV (see tab. 5.2)
and compared to the physical shift the fluctuations would decrease by roughly a
factor 40. The conclusion is that the MDD-HMC algorithm is competitive with the
RHMC or even more efficient.
7.4. Conclusion
A splitting-of of the mass parameter by using DD stabilizes the simulation by
using the mass parameter of the Schur complement as a cut-off parameter. By
using one flavor mass reweighting it is possible to get a 1+1 ensemble with a
moderate increase of the statistical error. The statistical error introduced by the
fluctuations of the reweighting factor can be tamed by the anti–correlation of the
block operators with the Schur complement determinants. Moreover the fluctua-
tions of the Schur complement has a mild volume scaling with roughly V3/4. In
general a study with improved statistics is necessary before further improvement
steps are taken like the usage of recursive DD [16] by setting the Dirichlet Schur
complement to the average quark mass m3 = (m1 +m2)/2 or the usage of mass–
preconditioning [86] for the Schur complement which reduces large spikes in δH.
To conclude there are indications that the MDD-HMC algorithm can be competi-




The basis of the introduced methods is the stochastic estimation of determinant
ratios of the fermion weight. Thereby stochastic and ensemble fluctuations are
introduced which have to be understood and controlled. The results of chap. 3
are:
Introduction of an integral representation for complex determinants: An
integral representation for a determinant of a square complex matrix A is
introduced eq. (3.2) which exists if the condition λ(A+ A†) > 0 is fulfilled.
Fluctuations of stochastic estimation: The origin of the fluctuations of a
stochastic estimation of ratio matrices can be understood by a perturbative
approach. For that the ensemble and stochastic fluctuations are given by
traces of the square of the first order term of the perturbation, which is a
good approximation if the eigenvalues of the matrix are close to one (see
app. B).
Interpolation technique to control stochastic fluctuations: Determinant ra-
tios can be further factorized by introducing an interpolation in the differ-
ence of the operators. In principle such an interpolation scheme can reduce
the stochastic fluctuations by 1N with N the number of interpolation steps.
These techniques are used for the three main methods.
Mass Reweighting
Mass reweighting can be used to shift the sea quark masses of a generated ensem-
ble, i.e. by introducing the one flavor and two flavor mass reweighting factor. The
main results are:
Techniques to control the stochastic fluctuations: The stochastic fluctua-
tions can be controlled by using DD and mass interpolation. The improve-
ments depend on the reweighting method. For one flavor reweighting the
even-odd Schur complement and mass interpolation are necessary. For two
flavor reweighting, in the isospin reweighting case or the strange quark
reweighting case, only mass interpolation improves the estimation (see for
details subsec. 5.3.4). Note for a zero crossing eigenvalue of the Dirac oper-




Techniques to control the ensemble fluctuations: The ensemble fluctua-
tions can be understood by using DD and analyzing the different behav-
ior of the fluctuations of the different parts, the block parts which capture
the UV-fluctuations and the Schur complement part which captures the IR-
fluctuations. Furthermore correlations with different action can be used to
tame the ensemble fluctuations, e.g. the correlations with the plaquette by a
shift in the gauge coupling β or the correlations with other mass reweight-
ing factors, in the case of strange quark mass correction by simultaneously
shifting the light quark masses.
Scaling behavior of mass reweighting factors: In this work for the stochas-















For the one flavor case p = 1 only a weak quark mass dependence is found
by using DD. The quark mass dependence is roughly given by q ∼ 0 by
using the full operator. For the isospin reweighting case p = 2 it follows
from the analysis q ∼ 2.6(1). For the ensemble fluctuations it is found









where for the one flavor case (p = 1) r = 1 and q′ ∼ 0 and for the isospin
reweighting case (p = 2) r ≈ 0.25 . . . 0.75 and q′ ≈ 4 . . . 3.
Cost of mass reweighting: The cost to evaluate the reweighting factor is
given by fixing the noise to signal ratio (stochastic over ensemble fluctua-






∼ 2.5 . . . 7.5 (8.3)
with the relative stochastic fluctuations σ2st,rel = 〈σ2st/W2〉. In the case of












with r ≈ 1/4 . . . 3/4 and q′ ≈ 4 . . . 3
Error: The statistical error of observables increases by using mass reweight-
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ing. This increase depends mainly on the covariance of the observable with






(Oi − 〈O〉)Wi(Oj − 〈O〉)Wj
]
. (8.5)
Note reweighting introduces bias which can become important for larger
mass shifts or large ensemble fluctuations.
Applications of mass reweighting are interesting to determine mass dependen-
cies of observables. In general the bare parameters have to be tuned properly so
that the continuum physics can be extracted. For that dimensionless ratios are
introduced. In detail these ratios are R1 to tune the strange quark mass κs, here
a quenched strange quark, R2 to tune the mass splitting ∆mud in the down– and
up–quark and R3 to tune the light average quark mass mud. Mass reweighting can
be used to tune the three ratios. To tune R1 and R2 the ensemble fluctuations are





with a properly tuned γ. The results are:
Isospin Reweighting: The isospin splitting in the light quark masses ∆mud
can be tuned by using isospin reweighting. The numerical effort for isospin
reweighting scales roughly with O(V3/2) and for the F7 ensemble ∼ 96 in-
versions are adequate to suppress the stochastic fluctuations. Moreover the
additionally introduced ensemble fluctuations are small and become only
visible for very small quark masses, e.g. the sea quark effects in the pion
mass are around ∼ 0.5 Mev at the physical mass at finite lattice spacing a =
0.066 fm. Furthermore by using R2 and R3 it is possible to extract the light
quark masses where the mass splitting is given by ∆mud = 2.49(10) MeV
and the average quark mass given by mud = 3.19(11)MeV for a finite lattice
spacing at a = 0.066 fm.
Two flavor mass–degenerate reweighting: Two flavor mass–degenerate re-
weighting can be used to perform the extrapolation towards the physical
and chiral point by extrapolating in R3 if the isospin splitting is not tuned.
The numerical effort is given by ∼ 48 inversions for a reasonable noise over
signal ratio and depends on the solver cost O(V). However the ensemble
fluctuations of two flavor mass–degenerate reweighting are large and limit
the reweighting range for larger volumes. Nevertheless two flavor mass–
degenerate reweighting can be used to improve the extrapolation and thus to
increase the precision of lattice results (see sec. 5.5.2 and sec. 5.5.1). Moreover
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it is possible to determine the critical mass and to set the lattice spacing a by
using only one ensemble (see e.g. sec. 6.5).
In general mass reweighting has many interesting features which can be used to
extract high precision results from the lattice.
PSMS algorithm
The PSMS algorithm is a Monte Carlo algorithm to generate dynamical fermion
ensembles for different kinds of fermion action. The idea is to split up the weight-
ing into a pure gauge proposal and into Metropolis accept–reject steps where the
fermion weight enters. The fermion weight can be evaluated stochastically. Sev-
eral techniques have to be developed that such an algorithm has a proper accep-
tance rate in the different accept–reject steps.
Controlling the stochastic fluctuations: By using DD it is possible to split
up the determinant exactly into local parts, the block determinants, and a
global part the determinant of the Schur complement. For block sizes l ≤
6 the determinant can be calculated exactly. The determinant of ratios of
Schur complements can be evaluated stochastically. Thereby the stochastic
fluctuations can be controlled by using gauge interpolation combined with
relative gauge fixing.
Controlling the ensemble fluctuations: The ensemble fluctuations can be
controlled by factorizing the Boltzmann weight, e.g. by using recursive DD,
and thus by introducing hierarchical accept–reject steps. The effectiveness
of these hierarchies can be tuned by introducing a parametrization of cor-
relations between different parts of the action which enter the specific filter
step.
The numerical results by using these techniques are given by:
Scaling of the acceptance rate: The fluctuations are directly connected to
the acceptance rate and scale with the lattice volume. An analysis in the
lattice spacing shows that the stochastic fluctuations scale roughly with a−2
and the ensemble fluctuations with a−2.5. This means that the number of
interpolation steps, if the ratio of ensemble to stochastic fluctuations is fixed,







with constants C′/B′ = 244(241) and d− c ∼ 0.5. However by fixed physical
volume the acceptance rate decreases for decreasing lattice spacing.
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Autocorrelation time of the topological charge: For the analysis of the auto-
correlation times several ensembles of different lattice spacing and different
setups are generatedwith the PSMS-, the DD-HMC and the openQCD-HMC
algorithm. The analysis shows that by scaling the iteration numbers of the
pure gauge proposal with the lattice spacing in the PSMS algorithm the auto-
correlation times can be tamed. In this case the scaling in the lattice spacing
is roughly proportional to a−2.8 (see subsec. 6.4.3).
Cost comparison: The cost of the PSMS algorithm to generate a new decou-
pled configuration scales for moderate lattice sizes with (eq. (6.46))
cost(U → Unew) ∝ V5/4physa−7.5. (8.8)
For larger volumes further improvements have to be introduced in the fil-
ter structure that the acceptance rate does not decrease with ∝ exp{−V}.
A direct cost comparison by using the autocorrelation time of the topolog-
ical charge shows that the PSMS algorithm is competitive for small lattice
spacing a < 0.07 fm with the DD-HMC for moderate lattice sizes of V ∼
(1.2 fm)4.
Furthermore the PSMS algorithm can sample smeared fermion action, e.g. a par-
tially HYP-smeared Wilson fermion action is simulated. It is shown that by using
mass reweighting the scale and the critical mass parameter can be determined by
using only one ensemble.
MDD algorithm
The introduced MDD-HMC algorithm is a novel algorithm which combines the
DD-HMC algorithm with the technique mass reweighting by using advantages to
suppress disadvantages of both methods. In general the features are given by
Algorithm: The idea is to split up the mass parameter of the Schur com-
plement and of the blocks operators. By setting a higher mass to the Schur
complement an effective cut-off parameter is introduced and the simulation
can be stabilized that it is possible to simulate smaller quark masses. How-
ever a Metropolis accept–reject step has to be introduced in order to update
every link of the lattice if the update is restricted to the active links. The
computation for this accept–reject step can be performed locally and the ac-
ceptance is also reasonable for large lattices up to 128× 643 at a = 0.066 fm
with Pacc = 20% at a mass shift of ∆m ∼= 16 MeV.
Mass reweighting: By using mass reweighting the ensemble weight can
be corrected to 1+1 ensembles or two flavor mass–degenerate ensembles.
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Thereby the introduced fluctuations are tamed by anti–correlations between
the terms of the blocks and the Schur complement which enter the reweight-
ing factor. In general the introduced ensemble fluctuations have a mild vol-
ume scaling with V3/4 if an isospin splitting is introduced or/and if the
reweighting factor of the Schur complement enters the game.
There are indications that the MDD-HMC algorithm is competitive to modern al-
gorithms. However more statistics is needed to confirm this. To conclude the
MDD-HMC algorithm is able to generate 1+1 ensembles.
Remarks
Most numerical calculations of this thesis are done by implementing routines in
the DD-HMC package [96]. Moreover methods like recursive DD or a 6–link pure
gauge action are additionally implemented in the framework of the DD-HMC
code. All numerical simulations are performed by using the local cluster Strom-
boli/Vulcano at the university of Wuppertal. For the analysis of mass reweighting





A. Proof of the Integral Representation
In this appendix the validity of the integral eq. (3.2) will be shown by using the
Gauß elimination method of a matrix (e.g. see [139]). However a more simple
proof is already presented in app. A of [10] and in [140] for the two dimensional





exp{−η†Aη} D[η] if Re(η†Aη) > 0 ∀η ∈ Cn \ 0 (A.1)
with a complex pseudofermion field η ∈ Cn, a complex matrix A ∈ Cn×n and a
normalized integral measure by D[η] = ∏nj=1 dxjdyj/π with ηj = xj + iyj. Note
that the condition for the validity of the integral eq. (A.1) is equivalent to λ{A+






exp{−xTATAx} D[x] if Re(xTATAx) > 0 ∀x ∈ Rn \ 0 (A.2)
with a real pseudofermion field x ∈ Rn, a symmetric matrix ATA ∈ Cn×n and a




































with constant a, b, c ∈ C with Re(a) > 0, Re(b) > 0 and Re(b− c2/a) > 0. The
































































A. Proof of the Integral Representation
Furthermore the prove will only show the steps with an imaginary transforma-
tion. The generalization to arbitrary complex numbers is then straightforward.
Note for the definition of the integral eq. (A.3) it is necessary that the real term of













> 0 for all v ∈ R2 \ 0. (A.7)
(A): The step (A) is proven by simplifying the integral eq. (A.4). By setting
































The proof can be done by using Cauchy’s Integral Theorem (see e.g. [141])
∫
γR
f (z)dz = 0 (A.10)
by integrating over a compact contour γR. A finite rectangular contour with cor-
ners R, R+ iξy, −R+ iξy and −R is defined. The path integral over −R to R in




































with a constant C and with (B) of integral eq. (A.3) the integral I(R) converges to
0 for R→ ∞.










by neglecting the integration over y and setting ||a|| = 1. By applying a parameter
transformation
√













Again Cauchy’s theorem can be used by defining a contour with corners −R, R,




















−ie−R2 cos u(cos[R2 sin(u) + u]− i sin[R2 sin(u) + u]) du√
π
.
An upper bound for the integral follows with
|I(R)| = Ce−R2 cos θ (A.18)
which converges to 0 for θ ∈ (−π/2 , π/2) by performing the limit R→ ∞. This
is fulfilled if Re(a) > 0.
By using step (A) and step (B) and generalizing the constant to complex num-
bers the integral equation eq. (A.3) is proven.
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A.2. Proof: Gauß Elimination without Gauß Elimination
The proof is done by transforming the integral by completing the square. The
essence of the proof reduces to a Gaußelimination of the matrix A or ATA.












with B = ATA and A ∈ Cn×n.
In the following part the notation will be simplified. For that the integral will be
hidden and the derived rules for the integral transformation will be used. Due to
that the symbol=will be substituted by the symbol⇒ if the equation is connected
by a variable transformation.





































































































































11 = b11. The coefficients b
(n)
kk are equal to the diagonal coefficient of the










det B = det A (A.23)
the proof of the eq. (A.2).
The proof for the unsymmetrical case with the complex valued field η = x+ i · y
is similar to the symmetric case for n > 2. For this reason the proof is simplified




2 + (y1 + e1)
2
)










(a12(y2 − i · x2) + a21(y2 + i · x2)). (A.25)









2 + (−a212 + 2a12a21 − a221)y22
+2i · x2y2(a212 − a221)
(A.26)
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2 + (−a221 + 2a21a12 − a212)x22












By comparing this result with the symmetric case, the term a12a21a11 has to be sub-
tracted from a22. This is the Gaußelimination for the unsymmetrical case. The
coefficients of the Gaußelimination for the unsymmetrical case are given by
a
(n)






















detA = detA. (A.30)
In general the coefficients a
(i)







condition is fulfilled if Re(η†Aη) > 0 ∀η ∈ Cn \ 0 is satisfied. By using the
Gaußelimination the matrix A can be decomposed into A = L ·U with L a lower
triangular matrix with unit diagonal elements andU an upper triangular with the
coefficients a
(i)
ii as diagonal elements. Note that L is invertible. Now, it follows
Re(η†Aη) > 0⇔ Re(χ†UL†−1χ) > 0 with χ = L†η. (A.31)
Note that the matrix R = UL†
−1
is an upper triangular matrix with corresponding
diagonal elements a
(i)
ii . Now, it is straightforward that eq. (A.31) only holds if the










In this appendix some facts about the variance of the stochastic estimation will
be discussed. These will be a description of variances of a complex estimate and
a definition of the used variance in this thesis and of [10]. At the end of this ap-
pendix a comparison of the root method to the interpolation method for the her-
mitian case will be presented.
B.1. Fluctuations of a complex Estimate
In general the variance of a real quantity is defined as the square deviation from














with 〈X〉 = limN→∞ 1/N ∑Ni=1 Xi the so called ensemble average of the quantity
X by dropping the index i. The variance σ2(X) is semi positive definite σ2(X) ≥ 0
and is real. Strictly speaking the variance is the measure of the fluctuations of
a one dimensional function. For a complex number X ∈ C this function can be
for example the real part Re(X) = 0.5(X + X†), the imaginary part Im(X) =
0.5i(X† − X) or the absolute value R(X) =
√
XX†. In detail these variances are






























The different terms are given by
σ2(1) = 〈XX†〉 − 〈X〉〈X†〉
σ2(2) = 〈X2〉 − 〈X〉2
σ2(3) = 〈X†
2〉 − 〈X†〉2





Throughout this thesis a variance term is used which is defined by






with cov(Y,Z) the covariance of two quantities Y,Z.
B.2. Fluctuations by using Stochastic Estimation
The average by using a stochastic estimation of a fermion determinant by using
the integral representation eq. (3.2) (or eq. (A.1)) is given by the ensemble average
and the average over the pseudofermion η. For example the variance for the real













































































By writing the matrix A = 1+ ǫH + ǫ2G+O(ǫ3) and using the expansion shown

















































































are the same up to the second order in ǫ.
The ensemble average is performed by a summation over the gauge configura-
tions and the pseudofermion fields. By separating these averages also the stochas-
tic and the ensemble fluctuations are separated. Here this will be discussed for
the term σ2
(1)
. The stochastic fluctuations on one configuration is obtained by only
averaging over the pseudofermion fields and are given by
σ2st(Nη = 1) = ǫ
2Tr(HH†) +O(ǫ3) (B.16)
for Nη = 1. For the stochastic error on one configuration follows δ =
√
σ2(1)st/Nη
(see sec. 3.3 for a deviation of the fluctuations with finite Nη). The ensemble fluc-
tuations are obtained by only averaging over the gauge configurations by using














The approximated fluctuations are given by traces of the matrix H which are
known for some applications, e.g. in the case of the stochastic fluctuations of the
mass reweighting in chiral perturbation theory (see e.g. [140], [116]). However the
ǫ2-order terms only dominate the fluctuations if ǫ is a proper expansion parame-
ter. In general this can be achieved by using interpolation techniques.
B.3. Expansion
If a matrix can be written as a matrix polynomial in terms of an expansion param-




det [1+ ǫX+ ǫ2Y +O(ǫ3)]
〉
. (B.18)
By using det A = exp{Tr ln A} and expanding ln(1+ ǫX+ ǫ2Y +O(ǫ3)) = ǫX+


















Expanding the exponential function it follows
























Eq. (B.20) is used in the expansion of eq. (B.8)–eq. (B.11) leading to eq. (B.12)–
eq. (B.12).
B.4. Comparing with nth Root
The nth root method [142] [87] is comparable to the linear interpolation method.
The hermitian case which corresponds to two flavormass–degenerate reweighting
with the ratio matrix M†M = D†(m)D†
−1
(m′)D−1(m′)D(m) is analyzed. In this
work the hermitian case is used in two flavor mass–degenerate reweighting and
the PSMS algorithm. The nth root method shifts the eigenvalues towards one by
taking the nth root















with M†M = 1 + ǫ(H† + H) + O(ǫ2). To calculate the nth root of a matrix a
matrix function has to be used. This increases the cost and by using Chebyshev
polynomials the spectrum has to be real and in the range [δ,C] with C > δ > 0





















































































Note that if the next order term contributes significantly to the fluctuations in-
creasing n is more efficient then to increase Nη.
The behavior of the nth root method is comparable to the behavior of the in-
terpolation techniques which are introduced to control the stochastic fluctuations
(see e.g. sec. 3.4, subsec. 5.3.1 and subsec. 6.2.1). The difference is that during the
interpolation the matrices of the corresponding ratios change and thus the eigen-
values. In general the eigenvalues behave quite similar if interpolation techniques
are used. The ith ratio matrix is given by
M†i Mi = 1+
1
N






Now, it is possible by using 1/N as an expansion parameter to derive a similar




















j . By using interpolation tech-
niques it is not obvious how the eigenvalues behave during the interpolation,
e.g. in the case of gauge field interpolation relative gauge fixing has to be used
so that the spectra of the ratio matrices are similar to each other. Note only if
the matrices are non singular during the interpolation, increasing N improves the
stochastic estimation. To conclude interpolation techniques can be understood as
approximations to the nth root methods.
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C. Recursive Domain Decomposition
In this appendix a description will be given how to implement recursive DD in
the DD-HMC package [96].
In many applications it is necessary to decompose the blocks further for blocks
with a block length of l > 6, e.g. to calculate the determinant more efficiently. In
a recursive DD scheme the remaining blocks are again decomposed into smaller
blocks and into Schur complements which couple the boundaries of the new small
blocks but not between each other. The new Schur complement has Dirichlet
boundaries due to the fact that it remains from the decomposition of the larger
block. The mathematical equation for the Dirichlet Schur complement is similar
to the Schur complement with periodic boundaries and is given by
Sˆ = 1− Pwb · D−1bb DbwD−1wwDwbPwb (C.1)
and the inverse
Sˆ−1 = 1− Pwb · (Dˆ−1)bwDwbPwb (C.2)
with the larger block Dˆ with block length l , the smaller blocks Dww,Dbb with
block-length l′ ≤ l and the boundary operators Dwb and Dbw. The boundary
operators project to zero at the boundaries of Dˆ. This modifies also the projector
Pwb.
In the following technical part it will be shown how to implement recursive
DD in the DD-HMC package. The following objects have to be implemented or
improved:
1. Definition of two different block architectures based on HMC-Blocks.
2. Definition of a new Projector P: the projector 1− P has to project also to the
boundaries of the larger blocks.
3. The block interaction terms Dbw and Dwb do not map from a larger block to
another larger block.
To realize point 1. two block structures are defined by using the HMC-Blocks. In
details these are PSD_LBLKS for the larger blocks and PSD_SBLKS for the smaller
blocks. Additionally corresponding block field structures are defined, psdflds_blk
for the larger and psdflds_sblk for the smaller blocks respectively. The requirement
of the DD-HMC package for the larger block size is, that at least two blocks have
to fit into the local lattice. To implement point 2. and point 3. some indices of the
smaller blocks have to be modified. This can be done in the case of the projector
(2.) by modifying the index ifc of the structure field psdflds_sblk. If a boundary
point matches with one of the larger blocks, the index ifc is set to the value 9 .
Now for i f c = 9 the point corresponds to a boundary point and is projected to
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zero. In the case of the block interaction terms (3.) the index ifc in the structure
psdflds_sblk can be modified. If a boundary point matches with one of the larger
blocks, the index is set to the value 8. Now the corresponding gauge links are set
to zero if the gauge field is copied to the smaller blocks. This is sufficient to define




In this appendix the origins of the error of observables which are evaluated on
finite ensembles generated by Monte Carlo integration are discussed. The first
part describes the general framework based on [78]. The last part is based on a
internal note [147] and illustrates the error of a primary observable by using mass
reweighting
D.1. Error and Bias
Monte Carlo simulations are based on a Markov chain, the proposed new config-
uration is based on the previous one. The new configuration is correlated with
the old one. This increases the absolute error and decreases the ensemble size.
Moreover the ensemble size is finite and observable F given by
F = f (Aα) (D.1)
with a function f which depends on the primary observables aα. The primary












α − Aα (D.3)
with the ensemble average Aα. For enough statistic follows 〈δα〉 = 0. The covari-
ance matrix is defined by






























with i− j the distance between the measurements of aα and aβ in the time of the
Markov chain. Note from now on the index i of ai is dropped. Now, the estimator








fαβδαδβ + · · · (D.7)








If the second derivatives of F do not vanish the estimator is biased and the total
shift is given by 〈
F− F〉 = 1
2N ∑
α,β
fα,βCα,β + . . . (D.9)
For the error δF follows
δ2F =
〈(
F− F)2〉 = 1
N ∑
α,β
fα fβCα,β + . . . (D.10)
















For no correlation between the different ensembles the autocorrelation time is
given by 2τint = 1. In general Γα,β(t) is a complicated function and τint is gen-
erally difficult to extract if the ensemble size is not large enough. For the case that
it decays exponentially like exp{−t/τ} it follows τint = τ + O(1/τ) and the ef-
fective ensemble size decreases with N/(2τ). Note the evaluation of the error and
the suppression of the bias can only be done based on the finite data sample and
for a sufficient evaluation the sample size has to be large enough. Throughout this
thesis the public program UWerr.m [148] [78] is used to propagate the statistical
error and to estimate τint. Moreover in LQCD for decreasing lattice spacing the
autocorrelation times of slow modes increases and τint can be underestimated. A
148
D. Error
more conservative strategy is to take these expected slow autocorrelation times
into account by introducing a τexp (see [27], [98]). In this work τexp is only used for
a comparison of results.
D.2. Error and Bias in the Case of Reweighting
In this part of the appendix the error and the biaswhich is introduced by reweight-
ing is discussed. The primary observableO at the parameter set b on an ensemble




withW the reweighting factor which corrects the weight from set a to set b. Equa-
tion eq. (D.13) can be rewritten to




by using A0 = 〈O〉, A2 = 〈W〉 and the covariance A02 = cov(O,W) as a new
primary observable and dropping the index i for the explicit dependence on the
configuration i.
Now an estimator can be assumed for the observable F given by
F = f (a0, a2, a02). (D.15)
and a02 = δ0δ2. Using eq. (D.14) the derivatives are given by














The second derivatives do not vanish and the estimator is biased
〈































Most of the terms of the error eq. (D.19) depend on the covariance of the observ-
able with the reweighting factor. The idea is to expand the reweighting factor in ǫ
with
a2 = 1+ ǫa3 + ǫ
2a4 +O(ǫ3) (D.20)
and
A2 = 1+ ǫA3 + ǫ
2A4 +O(ǫ3). (D.21)
For the primary observable A02 follows
A02 = ǫcov(O, A3) + ǫ
2
cov(O, A4) +O(ǫ3) = ǫA03 + ǫ2A04 +O(ǫ3) (D.22)
and a02 = ǫa03 + ǫ
2a04 +O(ǫ3). Now, the terms of eq. (D.18) and eq. (D.19) can be
rewritten by
C0,02 = ǫC0,03 + ǫ
2C0,04 +O(ǫ3) , (D.23)
C0,2 = ǫC0,3 + ǫ
2C0,4 +O(ǫ3) , (D.24)
C02,02 = ǫ
2C03,03 +O(ǫ3) , (D.25)
C02,2 = ǫ
2C03,3 +O(ǫ3) and (D.26)
C2,2 = ǫ
2C3,3 +O(ǫ3) . (D.27)
The bias is given by 〈
F− F〉 ≃ −ǫ2C03,3 +O(ǫ3) (D.28)





C0,0 + 2ǫC0,03 + ǫ
2
[






For the numerical analysis of the error the expansion in ǫ is not feasible. However
the analysis shows that the order up to ǫ2 dominants the error and the bias. The
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bias eq. (D.18) can be approximated by
〈
F− F〉 ∼ − 1
A2
C02,2 (D.30)
















Note this includes also autocorrelation terms between these observables. In the
case of mass reweighting the numerical analysis of the error terms shows that
the term −2A02C0,2/A22 is small compared to the other terms for gluonic and
fermionic observables. Note a possible reason is that the correlation of A0 with
A02 is larger due to the fact that A02 depends on a0. By neglecting the term












Note that the error is proportional to
√
1/N. Moreover eq. (D.32) is exact if and
only if the denominator of eq. (D.13) and so A2 do not fluctuate. The analysis
shows that the term eq. (D.32) can describe the error also for larger mass shifts, in
the case of the D5 ensemble up to ∆mq ∼ 12 MeV, very well for primary fermionic
observables, like the correlation functions fAP or fPP. Note in this case the auto-
correlation is important. In the case of gluonic observables, like t0 or the plaquette
term, the approximated error term eq. (D.32) overestimate the error for largermass




In this appendix the condition detailed balance eq. (2.50)
Pa(U)T(U→ U′) = Pa(U′)T(U′ → U) ∀U,U′. (E.1)
with respect to the PSMS algorithm is discussed and shown. If the transition prob-
ability of a Markov chain fulfills detailed balance according to the global weight
it follows that the algorithm converges towards the equilibrium distribution for
large enough Monte Carlo time (see sec. 2.5).
Note in this appendix only the two–level PSMS algorithm is illustrated but it is
straightforward to generalize the following arguments to the general case. This
appendix follows closely the argumentation of the app. A of [16] as well as the
app. A of [89].
E.1. Accept–reject Steps with exact Weight
The two–level PSMS algorithm consists of a pure gauge proposal of a new config-
uration followed by an accept–reject step with the fermion weight. The transition
probability of the pure gauge proposal is given by T0(U → U′) and it satisfies





where Z0 is the partition function for the gauge action Sg. The global weight is










The transition probability for this algorithm is given by





T0(U → U′′)Pacc(U,U′′) D[U′′]
)
. (E.4)
The transition probability satisfies detailed balance for the probability P if the pure




The pure gauge update is a sequence of link updates. By using hierarchical accep-
tance steps the updates have to be symmetrized or randomized in order to satisfy
detailed balance [30]. Here the symmetrized iteration is used. This means a sym-
metrized ordering of the chosen SU(2)–subgroups in the heat bath and overrelax-
ation steps and symmetrized combination of heat bath [126] and overrelaxation
steps [127] [128] are chosen. The symmetrized iteration is given by forward steps
by updating all active links by using a constant ordering of the SU(2)–subgroups.
This is directly followed by reflected backward steps which use the reverse order-
ing of the SU(2)–subgroups. Also the combination of the heat bath and overre-
laxation steps are symmetrized by choosing first l/2 overrelaxation steps, second
one heat bath step which is again followed by l/2 overrelaxation steps with l the
block length of the sub-domains. To summarize, all iterations in the pure gauge
update are symmetrized which fulfills the condition detailed balance.
E.2. Accept–reject Steps with partial stochastic Weight
By introducing stochastic estimation the system is enlarged by auxiliary stochastic
variables. The so called pseudofermion field appears only in the stochastic accept–
reject step. By introducing the pseudofermion field η the enlarged equilibrium





with the scalar product
|η|2 = (η, η) = ∑
x,α
η∗x,αηx,α (E.6)
of the complex valued field ηwhile the index α contains the spin and color degrees



















The enlarged system consists of two Markov steps. The first step is a global heat
bath step which updates the pseudofermion field η according to Pˆ(η|U) by
η = D(U)ξ . (E.10)
The field ξ is a complex-valued random field distributed with the Gaussian prob-
ability p(ξ) = π−12V exp(−|ξ|2). The second step is the stochastic accept–reject
step for the proposed gauge fieldwith updated pseudofermion field. Now the par-
tial stochastic two–step algorithm consists of a proposal of a new gauge configura-
tion done with the pure gauge transition probability T0 followed by the stochastic















Because the heat bath– and the Metropolis accept–reject step fulfill detailed bal-
ance according to the distribution Pˆ(η,U) of eq. (E.5) the composition of both
steps fulfills also detailed balance (see [149], [30]).
With this approach the pseudofermion field is used as an additional variable
for the updating process, as it is done in the HMC (see discussion in subsec. 3.1).
However another point of view can be assumed by considering that only the sec-
ond step is a correction of the weight by neglecting the first step. Then the accep-






















with the ratio matrix M. For the associated transition probability follows detailed
balance according to the equilibrium probability because of the property [17]
Pacc(U,U′)
Pacc(U′,U)
= |det(M)|−2 . (E.13)




E.3. Accept–reject Steps with Gauge field Interpolation
Gauge field interpolation split up the ratio in several parts sec. 6.2.1. The idea
is that the product of the estimate of each ratio can be used as the weight in the
Metropolis accept–reject step. From the analysis in subsec. 6.2.4 follows that the
stochastic fluctuations can be suppressed for a large enough amount of interpo-
lation steps N. For an unbiased estimate for each ratio operator a new pseud-
ofermion field ηi has to be introduced with i = 0, 1, · · · ,N − 1. The equilibrium










which depends also on the proposed configuration U′ due to the gauge field in-


















In order to show detailed balance the reverse transition U′ → U is considered. In
general for the reverse transition is assumed that the trajectory of the intermedi-
ate configuration is the same as the reverse forward direction. Now the pseud-
ofermion field is associated with the transition Ui+1 → Ui. The probability distri-













































j=0 −|Mjξ j|2+|ξ j|2
}
D[ξi] , (E.19)
with the ratio matrix Mi = D(Ui+1)
−1D(Ui). It follows that Pacc(U,U′) fulfills
detailed balance because the condition
Pacc(U,U′)
Pacc(U′,U)
= |det(M)|−2 , M = D(U′)−1D(U) . (E.20)
is satisfied. Also here eq. (E.20) is only satisfied if only one pseudofermion field
for each ratio is drawn.
E.4. Remarks
In this appendix is shown that detailed balance is fulfilled for the two–step algo-
rithm. It is straightforward to show that it is also satisfied for an arbitrary number
of steps. In this case detailed balance is always satisfied if the order and the itera-
tion of the accept–reject steps respectively the pure–gauge updating steps do not
depend on the gauge field and are constant during the Markov process.
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Table F.1.: The table shows the data of the measurements of the plain Wilson en-
sembles Z0, Z1 and Z2. The observables are the pseudoscalar mass, the
PCACmass and the Wilson flow observables t0 and w
2
0 in lattice units a
Ensembles κ aMPS amPCAC t0/a
2 w20/a
2
Z0 0.15850 0.4962(19) 0.06581(22) 1.773(14) 1.858(31)
Z1 0.15950 0.3770(18) 0.04038(25) 2.090(33) 2.254(48)
Z2 0.16050 0.2644(29) 0.01598(28) 2.495(67) 2.730(83)
F. Plain Wilson Ensembles at β = 5.5
In this appendix the parameter tuning for a two flavor mass–degenerate plain
Wilson ensemble with a Wilson gauge action with a gauge parameter of β = 5.5
will be described. The idea is to sample a third ensemble for the analysis of the
PSMS algorithm in addition to the finer plain Wilson ensembles A3 with β = 5.6
and B4 with β = 5.8 [8,132] (see also tab. 6.2) . The critical mass parameter and the
lattice spacing will be determined by an extrapolation towards the chiral limit.
These are done by generating three ensembles of lattice size 32× 163 with dif-
ferent mass parameters (see tab. F.1). To determine the pseudoscalar mass and the
mPCAC mass the two point functions fPP and fAP are evaluated and the derived
masses are shown in tab. F.1. Note the improvement parameter cA = 0 is set to
zero. Furthermore the Wilson flow is used to determine t0/a
2. Note the value of a
similar Wilson flow observable w20/a
2 is also shown [150].
The critical mass parameter is determined by multiplying the PCAC mass with√
t0/a. The critical hopping mass parameter is given by κcrit = 0.16134(35). The
lattice spacing is determined by extrapolating t0 towards the chiral limit with
tchiral0 /a
2 = 2.949(13). By using the chiral value for t0 of [118] the lattice spac-
ing is given by a = 0.0901(7). Note if Z0 is neglected from the extrapolation the
lattice spacing is given by a = 0.0883(8). This shows that the determination has
a large systematic error δsysa ∼ 0.12 which has to be improved for a more precise
analysis.
The analysis in the PSMS algorithm is done by sampling the Z4 ensemble by
using a hopping mass parameter of κ = 0.160927. The pion mass of Z4 is given
by Mπ = 360 MeV by extrapolating the square of the pion masses of Z0, Z1 and
Z2 towards κ = 0.160927. Note this changes to Mπ = 430 MeV if only Z1 and Z2
are used for the extrapolation. To conclude the fixing of the hopping parameter
for the Z4 ensemble is a rough estimate and has a large systematic error with

































Figure F.1.: The figure shoes the chiral extrapolation of the observables mPCAC and t0 of
the Z ensembles.
Table F.2.: The table shows the parameter-set of the 5–step PSMS algorithm which
is used to simulate the Z4 ensemble.
i ni actions Pacc




0 = 5.7134 - - -
1 4 β
(0)
1 = −0.0952 β
(1)
1 = 0.238 - 48%
2 4 β
(0)
2 = −0.0800 β(1)2 = 0.009 β(2)2 = 0.983 68%
3 4 β
(0)
3 = −0.0382 β(1)3 = −0.247 β(2)3 = 0.017 28%
4 1 β
(0)
4 = 0.0000 β
(1)
4 = 0.000 β
(2)
4 = −0.000 29%
The parameter of the PSMS algorithmwhich is used to simulate the Z4 ensemble
is listed in tab. F.2. In general a 5-step algorithm is chosen with 64 links inside 84
blocks. For the gauge field interpolation of the global acceptance step it is found
that the trajectory is stable for N ≥ 96 interpolation steps. For larger step sizes
with N = 48 it happens once that the estimate is given by ∼ 10−15. This could be
a sign of a poorly conditioned ratio matrix. However large discretization errors
appear also in the DD-HMC in δH by simulating the Z4 ensemble. To conclude
the PSMS algorithm is able to sample the Z4 ensemble.
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