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Abstract
Text classification aims to classify a set of text documents into predefined cat-
egories through different classifiers learned from labelled or unlabelled training
samples. Binary text classification provides a way of relevance analysis, which
focuses on drawing a clear decision boundary between the relevant and irrelevant
text documents. However, the classic text classifiers are unable to unambiguously
describe the decision boundary because of uncertainty, which is probably pro-
duced by the limitation of different classic classification algorithms, deficiency
of the feature selection strategies, or problems that occur in the specific running
process of classic text classification. An innovative framework of binary text clas-
sification was proposed in this study by modelling the uncertain decision boundary
(UDB) based on rough set three-way decision techniques and the spatial relation
analysis (SRA), by means of centroid vectors. Compared with the usual direct
way that the classic binary classifiers take, an indirect approach was proposed and
realised to reach the target, which involves two successive conversions including
‘two-way to three-way’ and ‘three-way to two-way’. It understands the decision
boundary through partitioning the training samples into three regions (the positive,
boundary and negative regions) to ensure the certainty of the knowledge acquired
from the training process for describing relevant and irrelevant information by the
two centroid vectors created from the positive and negative regions. A series of ex-
ploration and study were carried out concerning how to define and further resolve
v
the uncertain boundary, including how to obtain two auxiliary centroid vectors
from the boundary region, the centroid training and optimization process to make
a pair of reasonable boundary values of the decision boundary, the generation of a
set of decision rules to help partition the documents into three regions and handle
the indeterminate objects in the boundary region, and the analysis and utilization
of various possible influential factors of the generated decision rule application
such as the training relevance ratio (TRR) with its key role in the scheduled usage
of decision rules.
A large number of experiments were conducted in this study on the two stan-
dard datasets RCV1 and Reuters-21578. The experiment results showed that the
proposed approach and model significantly improved the performance of classic
binary text classification in both F1 and Accuracy measures compared with seven
other popular state-of-art baseline models, and it made several innovative contri-
butions through the research; therefore, it was demonstrated to be effective and
promising for the relative issues in the text classification and similar areas. The
findings from the study revealed that text classification can be reached through an
indirect way that includes an intermediate step of three region partitioning, and
the structure and properties of the boundary region at training stage can be trans-
ferred or mapped onto the incoming documents through the two pairs of learned
centroid vectors including two main ones and two auxiliary ones.
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Article 399: Crime of favouritism
4. Violation of “Criminal Procedure Law":
In violation of the relevant provisions of Article 11, Article 14, Article 56,
Article 57, Article 58, Article 59 and Article 183 of the Criminal Procedure Law.
Libiao Zhang
October 6, 2016
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Chapter 1
Introduction
1.1 Background
With the explosive growth of electronic text documents, how to quickly help peo-
ple obtain useful and relevant information from a massive document set in the
web or a local machine is becoming a research focus. Text classification and rel-
evance predication, as the most crucial techniques in Information Filtering (IF)
and Information Retrieval (IR), Text Analysis (TA), have been attracting extensive
attention from field researchers in recent years. Text classification is the process of
classifying text documents into predefined multiple-categories (normally a multi-
class problem), and undertakes an important task of helping both organise and
seek for relevant information from huge text data resources. Relevance analysis
is another big research issue, which assesses the correlation of a document to a
topic, a query, a category or a user [43, 51]. As an effective method of relevance
analysis, the binary text classification can be utilised to assign the incoming doc-
uments to a topic or a category corresponding to one of the two predefined classes
(e.g., relevant or irrelevant categories) since relevance is actually a single class
problem [24].
1
2 Introduction
There are many practical applications of text classification such as classifica-
tion of news, e-mails, web pages, academic papers, medical records, and customer
reviews [82]. Many text classification techniques have been applied in recent
years, including k-Nearest Neighbors (k-NN) [19, 85], Support Vector Machines
(SVM) [18], Naive Bayes (NB) [14, 38], AdaBoostM1 [25], J48 [69], Random
Forest (RF) [9], Rocchio similarity [53, 72, 111] and rule-based methods (see Ta-
ble 5.1). From the mathematical perspective, text classification aims to assign a
Boolean value to each pair 〈dj, ci〉 ∈ D × C where D = {d1, . . . , dm} is a doc-
ument set, and C = {c1, . . . , cn} is a set of predefined categories. The task of
text classification is to realise the following true function Φ: D×C → {1, 0} via
different classification approaches or algorithms [26].
A text classification system usually includes the following components, such
as preprocessing, document representation, and classifier training and testing [82].
The preprocessing involves a series of basic operations on the related texts includ-
ing parsing, stemming, cleaning, and stop word removal in order to help the core
algorithm achieve a satisfactory performance. The document representation in-
volves feature weighting and selection, and data type transformation for the con-
venient operation of the documents, such as document vector computation. The
classifier training refers to the specific process during which a set of decision
rules are generated, or a group of model parameters calculated, for the classifiers.
The testing part is usually used for evaluating the effectiveness of the relative
classifiers once the trained model has been launched on a testing set. Different
classification approaches or algorithms have been utilised in different classifiers,
such as SVM concerning the support vectors operation, Rocchio based on the
centroids, naive Bayes related to probability calculation, and C4.5 integrating de-
cision trees [82]. The important problem related to text classification is how to
select suitable and relevant features and determine a clear decision boundary be-
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tween different categories.
The most common solution to the multi-class problem is to decompose it into
multiple independent binary classifiers. The text classification issues are usually
multi-class problems and can be solved by separating them into several binary-
class classification sub-problems [36]. A binary text classifier usually defines a
decision boundary to help group the documents into two different sets: the rel-
evant or irrelevant categories. However, the decision boundary contains much
uncertainty because of a number of issues in text classification, such as the lim-
itation of traditional machine learning algorithms, knowledge noise and feature
scalability [6, 51, 106], some of which have their own particularity caused by re-
spective different classification algorithms or models, while others are possibly
produced in the learning process of the specific classic classifiers.
Many researchers who work on binary text classification have attempted to
find a more effective way to accurately separate the related texts from a large data
set, that is, to draw a clear boundary between the relevant and irrelevant cate-
gorises of the text documents. However, it is not easy to draw a clear boundary
between the relevant and irrelevant documents using the classic text classifica-
tion methods. SVM and Rocchio are two of the most effective text classification
models [53, 82] and also the most popular classifiers for the binary classifica-
tion, which is theoretically more generic than multi-class or multi-label classifica-
tion [82]. SVM tries to represent the training data as vectors and then seek for the
linear separating hyperplane between two predefined categories, which is drawn
by a set of support vectors based on the training samples [10, 36]. However, it has
no suitable way to directly process the uncertain factors, therefore, even though
an optimization measure for the boundary has been provided, it is not easy to
reach because of too much computation complexity. The Rocchio classifier uses
centroids to define the boundary of classification. The centroid of a class c is
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computed as the averaged vector or the mass core of all the related objects of the
class[37, 53]. However, because the uncertain factors have not been considered
and there is a lack of centroid optimization strategies, it might not be able to im-
prove the performance further. Naive Bayes and other popular binary classifiers
have the similar problems. The text classification process can be conducted by the
scoring/ranking and decision boundary setting or threshold setting. However, it is
very hard to set an effective threshold value to make a clear decision boundary.
It is thus difficult for a classic binary classifier to draw a clear boundary between
the relevant and irrelevant objects in a big text dataset. This thesis focuses on the
binary text classification issue based on an innovative, rough set three-way deci-
sion approach [24, 108, 109] through spatial relation analysis and treatment with
the centroid vectors based on related theoretical derivation. It fully considers the
uncertainty factors of the boundary, feature updating and centroid optimization,
and puts forward effective ways to address these issues.
Text feature selection is the essential step to decrease computational complex-
ity by eliminating noises for building a satisfactory text classifier [6]. The process
of text feature selection contains much uncertainty because there are a number of
noisy features in text documents, therefore, how to find useful features for text
classification is a challenge. The effective method of feature selection for text
classification and relevance analysis is usually based on a feature weighting func-
tion which indicates the critical degree of information represented by the feature
occurrence in a document or reflects the relevance degree of the specific features.
It is crucial to select and improve the feature selection for text classification. Even
though over the years, much research has been done in feature weighting and
selection, and a variety of text feature selection methods have been proposed,
the selected features take effect only for a specific classification algorithm and
process. Therefore, all possible factors need to be considered to select the most
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suitable feature selection solution [51]. In addition to TF*IDF and Okapi BM25,
Pattern Taxonomy Model (PTM) and Relevance Feature Discovery (RFD), as two
successful text mining models, have had excellent performance for text feature se-
lection based on data mining techniques in recent years [51]. The Okapi BM25 is
a well-known probabilistic scoring function for feature selection. The PTM firstly
extracts the frequent sequential patterns from text documents, and then evolves
them into refined patterns by finding and pruning all meaningless patterns in a
recursive process of deriving all the closed sequential patterns, and then recal-
culates the term weight based on the term frequency in the relevant documents
in a pattern deploying way. The RFD is to find useful features available in both
relevant and irrelevant training documents, for describing what users want. It fo-
cuses on both solving the problem in the lack of negative weights in the Rocchio
algorithm, and improving the term weighting, based on their specificity and dis-
tributions in the higher-level features, including positive and negative patterns.
The RFD separates the key features into specific and general terms based on their
tendentious occurrence in the relevant or irrelevant training set. However, most
general terms are used by both relevant and irrelevant documents, which maybe
one of the reasons why an unclear decision boundary exists between relevant and
irrelevant documents. In addition, because the number of features used for docu-
ment representation is limited, the topics of the processed documents vary across
a large range, and the training and testing documents maybe very different; even
if both of them are on the same topics, this leads to many uncertain factors in the
text classification process.
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1.2 Motivation and Problems
Knowledge extraction, knowledge explanation and knowledge application have
become the focus of the researchers’ attention in Computational Intelligence (CI),
Information Filtering (IF) or information retrieval (IR) fields. Field experts and
researchers have done much research on improving the quality and efficiency of
knowledge discovery and pattern mining, especially in the text mining area. Many
popular text mining and classification methods have been developed, such as term-
based methods, pattern-based methods and pattern deploying methods that cre-
atively combine the two former ones. However, all of these methods suffer from
the problems of containing noise and uncertainty, thus the knowledge gained by
these methods needs to be further refined by other innovative approaches.
Relevance Feedback (RF) is one of the most crucial ways to apply to help
users accurately obtain what they want, which involves a user’s views on origi-
nal results in the Information Filtering (IF) or Information Retrieval (IR) process,
so as to improve the final result set [74]. Compared with RF, which requests
the user to manually select the relevant documents in the results of the previous
round, Pseudo Relevance Feedback (PRF) automatically processes the relevant
feedback. Instead of operating manually, PRF automatically analyses the result
list of the previous round so as to improve the IF/IR performance. PRF tries to
retrieve the most relevant documents as feedback based on an assumption that all
the top-ranked documents in the initial result list are relevant. PRF can improve
the precision of text mining by transferring feedback of new knowledge selected
from previous results as supplementary training seeds. However, the RF/PRF usu-
ally works effectively for around 50% of topics, because it suffers from the im-
pure feedback knowledge that needs to be further refined by innovative methods.
Through examining the information acquisition process, one of the most effective
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ways has been found to enhance the accurate IF/IR by gradually supplementing
the user’s personalised profile to help either filter the irrelevant content or recom-
mend more useful information for them, and maximising the approximation of the
user information need by more accurately, effectively and semantically expressing
what the user wants. By examining the composition of the result list obtained by
the PDS model [98] (a variant of the PTM model [99]) it was found that the top-k
of the result list contained many irrelevant elements because of the noisy uncertain
knowledge mined during the knowledge discovery process, such as pattern min-
ing. Therefore, firstly the top-ranked documents need to be further filtered and
refined, and then used to help increase the overall precision of the IF/IR system
through PRF feedback. The noise contained in the knowledge is originated from
the deficiency of knowledge mining methods, and improper use of the knowledge
will also hinder its effective work. It causes the uncertainty in the knowledge
mining and usage. Helping people obtain the relevant text information is related
to a binary text classification issue, and it is crucial to cope with the uncertainty
produced in the text mining process to improve the accuracy of text classification.
The research of the past years on text mining [98, 113] indicates that after a set
of features are selected and weighted, the documents are thus weighted and tend to
be grouped into three rather than two categories when a classic binary classifier is
applied. Even the training documents previously labelled as relevant or irrelevant
cannot be reclassified into their original categories by a usual classic binary clas-
sifier using the above process [113]. The common hypothesis that documents can
be directly classified into two groups is too strong in terms of the implementation
of a classic text classifier. Therefore, it is not possible for any classic classifier
to reach the binary classification at one stroke. There exist some ambiguous ob-
jects whose polarity cannot be clarified by current approach and are assumed to
cluster into a certain special group, named boundary region. The boundary defini-
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tion probability and the region division feasibility have been proved by the rough
set three-region theory [48, 110]. However, the binary classifier is required to
eventually reach the result with two opposite regions containing the relevant or
irrelevant objects separately. Therefore, how to process the boundary region so
as to confirm the polarity for all the documents of suspense in the boundary is a
challenging problem.
The rough set is a mathematical approach to describing imprecision, vague-
ness, and uncertainty in data analysis, by which the uncertainties that occur in the
learning process of text classification may be differentiated and reduced. In re-
cent years, there has been much development concerning the rough set techniques
and approaches. A concept or even the users’ information need can be approxi-
mated by the rough set, through three-region expression in the document space.
A three-way decision frame has been set up as the continuity and development of
the rough set three region theory based on rough set decision and Bayesian deci-
sion conditions. How to realise the three-way decision based on a more effective
and practical approach has become a research problem with which this research is
most concerned. There are broadly two ways to reach the purpose. The first is to
calculate a set of parameters through a machine learning process to satisfy the de-
cision rules deduced by the rough set decision and Bayesian decision; the second
is to directly build the decision rules based on the three-region structure, espe-
cially the composition and spatial properties of the boundary region containing
the indeterminate objects.
Therefore, this research is motivated to propose an idea to improve text classi-
fication performance by combining current text mining techniques and knowledge
refinement from a new perspective. It aims to construct a theoretical framework
by means of interdisciplinary techniques, so that a more accurate and effective
text classification will be achieved by integrating rough set decision making and
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machine learning techniques. In the proposed plan, the user information need is
described as an approximate concept in the document space according to rough
set theory and technology. Next, based on the formulas of losses and risks from
Bayesian decision theory, some rough set decision rules are deduced for the deci-
sion making of text categorization. As the first hypothetical model, the Learning
for Decision Making (LDM) model is built up based on the expected decision rules
and its key parameters, which are proposed to be trained through a multi-learning
process to obtain the optimal values. During the process, the noisy patterns are ex-
pected to be reduced and the quality of the extracted knowledge will be improved.
The LDM model can not only provide refined knowledge for the next round of
training on the training set by the way of Pseudo Relevance Feedback (PRF), but
also apply the decision rules to the testing set so as to improve the performance
of the entire information filtering or text classification system by reducing the
irrelevant elements in the result list.
This situation prompts this research to consider many more factors to improve
the first pilot LDM model, that requests the parameter calculation through the
probability estimation in the training process and the subsequent parameter as-
sembly, which may arouse some unimaginable problems because of too many
intermediate steps and synergies of various components. The centroid-based ap-
proach to text classification was considered in recent years [87]. However, so far
no successful examples and effective solutions have been found to integrate the
three-way decision with the centroid vectors, and the field researchers’ study of
the three-way decision was based on probabilistic inference. The proposed Three-
way Decision for Uncertain Boundary Model (TWDUB), the core model of this
research, aims to address the above problems.
The three-way decision combines the lower and upper approximations defined
by Pawlak and the Bayesian decision techniques based on the statistical loss and
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risk norm, and is expected to transform the text categorization issue into three
types of decision making actions using the statistical attributes [63, 64, 108, 109].
However, the usual approach of the three-way decision based on probability can-
not be reached because of insufficient training samples provided for text classifi-
cation issues. Some researchers have even tried to improve this difficult situation
by replacing probability with its variant, the Odds which is the ratio of the proba-
bility that the event will happen to the probability that the event will not happen,
but it is only theoretical analysis, no concrete demonstration has been presented.
Instead of the usual practice, considering the situation of document vector space,
in which the document similarity has a close relationship with the distance among
the related documents [79], the pair of region-division boundary values are pro-
posed to be replaced by the pair of centroid vectors separately learned from the
relevant and irrelevant training subsets. Based on the pair of centroids and the
specific conditions and euclidean relations of the document vectors, a set of deci-
sion rules are proposed to be generated to help partition the documents into three
regions and further clarify the indeterminate objects in the boundary region so
as to improve the overall performance of the classic binary classifiers. Based on
the decision rules, the incoming documents will go through the following steps
to be classified, including document representation, three-region division by cer-
tain decision rules, and the realization of the expected ultimate two regions by
applying other decision rules to the boundary region (see Chapter 4). Because
the following chapters involve many operations of vectors in multi-dimensions,
a 2-D description will be adopted in order to make it simpler, more intuitive and
understandable.
Based on the above discussion, the research problems for the thesis are gener-
ated and outlined as follows:
1. How can a model be developed to describe and understand the uncertain
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decision boundary so as to help create a more effective binary text classifier
compared with the existing classic text classification models?
2. How is the uncertainty issue of the text classification treated by rough set
three-way decision, data mining and machine learning techniques as an in-
novative and interdisciplinary way?
3. How are the proposed models and approaches evaluated and optimised through
an effective and reasonable way including specific datasets, evaluation met-
rics, optimization measures, skills or strategies?
To address the above questions, firstly, some preliminary experiments will be
conducted to explore the uncertainty situation adopting the classic classification
methods or existing text mining models, and to analyse the uncertainty issue in
the process. Then different ways will be attempted to delimit the decision bound-
ary, and their effectiveness and rationality will be tested. Furthermore, concerning
the rough set decision approach, the solution of the statistical parameter learning
and the centroid vector production and training are to be explored. Related to the
three-region division issue, a set of decision rules will be considered and proposed.
Some necessary optimisation approaches are proposed to be put forward and in-
vestigated to help improve the overall text classification performance. Due to the
unique framework of the proposed model, F1 and Accuracy have been chosen as
the key evaluation measures. The F1 measure is emphasized as it can better reflect
the overall performance improvement of the final classifier, than can Accuracy.
The proposed model aims to make substantial improvement on F1 with Accuracy
guaranteed not to be reduced.
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1.3 Significance of the Research
This study has constructed a novel framework for effective binary text classifica-
tion by using a distinctive, interdisciplinary approach. It has made the following
contributions: firstly, the final model which is based on the pilot model put for-
ward an innovative centroid based solution to rough set three-way decision ap-
proach to dealing with an uncertain decision boundary, and has significantly im-
proved the binary text classification performance. Secondly, this study has built
an interdisciplinary research model for solving the problem in text classification
and similar fields. It combined rough set decision from the field of mathemat-
ics, and Bayesian decision, data mining, and machine learning techniques from
the field of computer science. Thirdly, an indirect way to realise the binary text
classification has been proposed in this study. A transitional step has been added,
which constitutes a new perspective of studying text classification. Fourthly, the
proposed model and approach can be applied to the areas of information filter-
ing, information retrieval and relevance analysis. It can also be applied to other
data types including audio or video typed data for binary classification issue after
necessary modification.
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1.5 Thesis Outline
This thesis is composed of six chapters. Following this first chapter is the Lit-
erature Review (Chapter 2) that examines and synthesises relevant studies in the
related fields of text classification. It will comprehensively review the related re-
search works and techniques and applications on text classification that were used
in this research. This literature review will lay a solid foundation for this study,
and provide the necessary concepts and knowledge that contribute to description
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and understanding of this research framework.
Chapter 3, Conceptualization and Design, will introduce the overall concep-
tion and specific techniques closely related to this research, the realization process
of the proposed model and the main components of the proposed framework. It
will cover the theoretical foundation especially the rough set and three-way deci-
sion concepts and theoretical derivation process that demonstrates the feasibility
of the centroid-based solution to achieve the research objectives, and the general
plan to carry out the project.
Chapter 4, Modelling Uncertain Boundary, will describe in detail the proposed
complete core model, Three-way Decision for Uncertain Boundary (TWDUB),
which includes the model construction and related key definitions and theorems,
the overall structure and the algorithms of the TWDUM model based on centroid
solution, the decision rule generation and the influential factors of decision rule
application, and the model optimization means including the progressive skills,
the adjustment of experiment strategy, the centroid training and optimization, and
exploration of possible influential factors on the decision rule application.
Chapter 5, Experiment and Evaluation, will introduce the benchmark datasets
which the proposed model is working on, the performance assessment measures,
the baseline model selection and settings, the experiment strategy and condition,
the experiment results and analysis. A detailed discussion, analysis and com-
parison concerning the research issues, based on the experiment results, are also
presented.
Chapter 6, Conclusions, will conclude the thesis by summarising important
findings, reporting the contributions of the proposed research approach and model,
and indicating the possible limitations of the proposed approach and suggesting
the direction of future research work.
Chapter 2
Literature Review
In this chapter, past literature related to text classification will be reviewed and
discussed. This review will cover the necessary theories, technologies and their
applications in the relevant areas, including text classification, text representa-
tion, text mining models, rough set decision, Bayesian decision, pseudo relevant
feedback, feature selection and weighting and vector space and operations. The
description and discussion of these theories, methods and applications provide
comprehensive information about their current development and indicate their
strengths and weaknesses in order to contribute to description and understanding
of the research framework to be proposed in this study.
There are six parts to this literature review: (1) Text classification and classic
text classification algorithms. This part discusses the most popular text classifiers,
and their characteristics, techniques, and applications. (2) Text representation and
feature selection. This part introduces how to transform the unstructured or semi-
structured texts to be classified into suitable structured types that the classifiers
require, and feature types, feature weighting and selection methods. (3) Rough set
and three-way decision. This part mainly focuses on the Bayesian decision and
rough set decision which are the two key techniques for three-decision approach.
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(4)Relevance feedback issues. This part outlines the machine learning and pseudo
relevance feedback that concern the text classification implementation process and
iterative optimization. (5) The related text mining models. (6) Vector space of text
documents. Two text mining models will be described here which are not only
the basic carrier of the proposed pilot model, but also provide effective feature
selection approaches for the proposed core model.
2.1 Text Classification and Classic Algorithms
2.1.1 Classic Classification Models
Many popular text classifiers based on different techniques and algorithms have
been invented, and the best known ones are Support Vector Machine (SVM), k-
Nearest Neighbors (k-NN), Neural Networks (NN), Naive Bayes (NB) and Roc-
chio [82]. SVM is an outstanding text classification model because of its unique
capability to deal with high dimensional textual features (1000 or more), few irrel-
evant features, and sparse document vectors (most feature with zero weight) [36].
Due to its effectiveness and robustness, SVM was not exceeded for a long period
of time [68]. The investigation on SVM in [41] shows that its performance was
increased to and remained at level 0.8-0.9 in F measure, which is the weighted har-
monic mean of precision and recall. It is different from k-NN which had a peak
level of 0.7-0.8 in F measure and might reduce its performance with the increase
of the feature number. Even though the SVM and k-NN significantly outper-
form NN and NB for the low frequency situations (less than 10 documents), they
have a poorer performance than the other two models when the frequency gets
higher(300 documents or over) [104, 105]. Naive Bayes is a popular model for
the dispersion feature expressing word compactness of documents, especially for
the spam email filtering that needs high efficiency [76]. According to a report [82],
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the best text classifiers are boosting-based such as support vector machine (SVM)
and AdaBoostM1 [25], example-based models, and regression models, while neu-
ral networks (NN) and some linear classifiers are ranked the second, followed by
Rocchio as a nearest centroid classifier, and naive Bayes as a simple probabilistic
classifier [14, 38].
Next, several classification models will be outlined from technique angle. Sup-
port Vector Machine (SVM) tries to find a hyperplane to separate two classes and
express the decision boundary by a set of support vectors created from training
data; it works well for text data with high dimensions and has achieved very good
performance on the Reuters-21578 data collection for text classification [18, 36,
82]. J48, as decision-tree classifier, is an open source Java implementation of the
C4.5 algorithm [69], and a key model realised in the Weka1 data mining platform.
It is based on C4.5 which employs the entropy measure as its splitting function
and uses the attribute with the highest normalised information gain to make the
decision. Naive Bayes, a simple probabilistic classifier, is based on the applica-
tion of Bayes theorem in decision rules with independence assumptions between
the features. It works quite well in many complex real-world situations [14, 38],
and is also very popular in the binary classification problem such as anti-spam e-
mail filters [54]. Random forests combines a group of tree predictors, and decides
the most popular class by voting from a number of generated decision trees [9].
Instance-based learning (IBk) is a lazy learner with its efficiency and robustness
for noisy dataset, of which the k-NN algorithm (k-Nearest Neighbours) is a typical
example [19, 85].
1http://www.cs.waikato.ac.nz/ml/weka/
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2.1.2 Class Representation
In order to understand a classification model well, the class representation is nec-
essary. Similar to document representation, the class representation refers to the
class format expression in principle. Here, Rocchio is taken as an example of nu-
merous popular classifiers to mainly elaborate on its classification model [35].
The centroid is the centre or mass of all the documents in the corresponding
class. The Rocchio classifier is thus called a centroid-based or cluster-based clas-
sifier [29, 87, 88].
The Rocchio algorithm [72] has been widely adopted in the areas of text clas-
sification. It is usually used to build the profile for the concept representation of a
topic which consists of one relevant set and one irrelevant set of documents. The
centroid ~c of a topic can be generated by the following equation,
~c = α
1
|D+|
∑
~d∈D+
~d
||~d|| − β
1
|D−|
∑
~d∈D−
~d
||~d||
where α and β are empirical parameters, α + β = 1; and ~d is a document
vector.
In the Rocchio algorithm, the centroid ~c+ for relevant documents and ~c− for
irrelevant are generated and expressed by the following formulas,
~c+ =
1
|D+|
∑
~d∈D+
~d
||~d||
~c− =
1
|D−|
∑
~d∈D−
~d
||~d||
where D+ and D− refer to relevant subset and irrelevant subset respectively.
To predict the categorization of a new document, Rocchio calculates the cosine
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similarity, and the Euclidean distance of normalised document vector between
the new document and class centroids. The Rocchio classifier is very efficient
in the process, including the training and testing (class prediction). However,
Sebastiani [82] showed that the Rocchio classifier is less accurate for textual data.
According to [53, 103], Rocchio is inaccurate in a dataset with classes not in
approximate spheres with similar radii (or multiple clusters).
The cosine similarity need to be calculated between the document di and cen-
troid cj according to the following equation, so that di is expected to be predicted
as relevant or irrelevant based on their similarity to relevant centroid or irrelevant
centroid. Past research shows that Rocchio could be improved in different ways,
such as more common usage of the nearer relevant training documents [75], or the
improvement of the centroid calculation through normalised summation [86].
sim(cj, di) =
~ci · ~di
||~ci|| × ||~di||
If the pattern deploying way is considered, the class representation is based
on the situation of both terms and patterns. The number of terms in class repre-
sentation is relatively small, compared to the size of the vocabulary in the class.
For example, for the pattern-based model in [67], the average term number of a
class is 10. It can be much less than the number of terms in Rocchio. The term
weight in class representation is calculated by the occurrence of terms in the doc-
uments or patterns of the documents. In recent years, several ways were invented
to calculate the weight of term [49, 51, 97, 114]. However, it has been found that
different feature plans may be effective for different limited datasets, and besides
the distance or similarity between the document vectors and the centroids, other
factors that may influence the classifier performance are still not revealed, and the
centroids need to be optimised by more effective means.
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2.1.3 Binary Classification
Text classification, or categorization (TC), is to label a text document as one of the
predefined categories automatically based on a classifier model that has been built.
The model is constructed from a certain amount of labelled or unlabelled text
examples in a similar problem domain. More formally, text categorization is a task
of assigning a Boolean value to each pair 〈dj, ci〉 ∈ D × C where D is a domain
of documents and C = {c1, . . . , c|C|} is a set of predefined classes/categories [26,
82].
This thesis focuses on an innovative approach to binary classification, which
is a special case of single label classification. Through binary text classification,
each document dj ∈ D must be assigned to either the category ci or its comple-
ment c¯i. Multi-class and multi-label problems can be solved by binary classifica-
tions after they have been transformed into binary classification issue [82].
There are many ways to transform a multi-class problem into a binary prob-
lem. The following are the usual ways to take: each class is compared to the rest
(one vs rest), classes are compared to each other (one vs one) [31], or use error
correcting codes [22]. The result must be combined under the situation that the
multi-class problem is processed through binary classification. A comprehensive
discussion has been made in [1] concerning the ways of transformation.
The multi-label documents need to be transformed into single-label ones be-
cause most feature selection techniques are designed for single-label data, in
which each document has only one class label associated with it. The follow-
ing approaches are usually utilised for transformation from a multi-label dataset
into a single-label dataset: All Label Assignment (ALA), No Label Assignment
(NLA), Largest Label Assignment (LLA), and Smallest Label Assignment (SLA)
and Entropy-based Label Assignment (ELA) which is a modification of ALA [15].
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2.2 Text Representation and Feature Selection
There are many ways for text representation based on different types of features
and requirements. The two main tasks in the document representation are dimen-
sion reduction and feature weighting. It is usually known that the more infor-
mation is provided, the more accurate a learning system should be; however, in
the real world, some information can be useless (e.g. noise, uninformative, re-
dundant). In the text classification, high dimension (huge feature set) can hurt
the performance, reduce the effectiveness because of overfitting, and decrease the
efficiency because of complex computation. Therefore, feature selection is quite
necessary and feature weighting should also be completed prior to the text repre-
sentation.
2.2.1 Text Representation
The unstructured texts or semi-structured texts, such as XML pages, usually need
to be preprocessed prior to being used as the input of a learning process. A text
document has to be transformed into structured data, usually as a vector com-
posed of a set of independent feature values. To represent a document in a fea-
ture space, supposed that feature set F is extracted from a document d, d F−→
{f1, f2, . . . , f|F |}. Each document dj is represented as a vector composed of a
group of features, such as dj = (w1,j, w2,j, w3,j, .., wn,j) before being applied to a
learning algorithm, where wi,j is the weight of a feature. Feature weight reflects
the relative importance of the features.
The features can be simple structures (words or terms), complex linguistic
structures (e.g. phrases, lexical dependencies, part of speech (POS)), statistical
structures (e.g. n-gram, patterns (termsets)), supported information (e.g. word
compactness, word’s first position), named entities (e.g., people or organization
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names), or properties of document (e.g. document’s length). Even the feature set
may consist of one or more types; most systems use only one kind of feature (e.g.
term), however, many research works found that more than one type of feature
can increase classification performance [57, 60, 80]. A document representation
should cover as much information from the document as possible, and it must be
the suitable input type requested by a learning algorithm.
2.2.2 Feature Selection and Weighting
Feature selection is a key step of text classification, which aims to remove non-
informative and irrelevant features according to corpus statistics to reduce dimen-
sionality of the documents, as the feature number and feature quality affect the
performance of text classification. Suitable feature selection can increase the clas-
sification accuracy and decrease computational complexity by eliminating noise
features. Therefore, effective feature selection is essential for improving the scal-
ability, efficiency and accuracy of a text classifier [16]. For instance, in [106],
Yang and Pedersen have shown that depending on the different classifier, the ef-
fectiveness can be moderately increased by about (≤ 5%) using the term space
reduction technique. Feature selection has at least three tasks, including selection
of initial feature set, identification of related features that are not directly used,
and dimensionality reduction.
Feature selection is based on different feature weighting methods, and the fea-
ture weighting is usually based on the statistical information of different topics
in the textual datasets [106]. A feature weighting function indicates the corre-
lation degree of the features represented by the feature occurrences in a docu-
ment and reflects the importance of the features to the document. A number of
popular feature weighting methods have been developed and used, such as Term
Frequency and Inverse Document Frequency (TF ∗ IDF ) [73], Latent Semantic
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Analysis (LSA) [21], probabilistic LSA (pLSA) [33], Latent Dirichlet Allocation
(LDA) [7], Chi-Square [106], the statistics-based term weighting methods [20],
such as Information Gain [106], Mutual Information, Semantic Structure [78],
NGL coefficient, Belief Revision method [42], Relevance Frequency (RF) [41],
Pattern Deploying Method [51, 98, 114], a supervised inter-document method
which exploits the distribution of relevant documents in the collection, and the
distributional feature [101].
Some popular feature weighting methods are introduced as follows.
Let di ∈ D+ be a relevant document from the training set, and T = {t1, t2, . . . , tm}
be a set of terms/features extracted from D+. The probability of each term in the
relevant training documents based on the rough set concept is as follows [47].
pr(t) =
1
n
∑
di∈D+,t∈di
1
|di ∩ T |
For all the relevant documents:
∑
t∈d∩T
pr(t) ≥ min
di∈D+
{ ∑
t∈di∩T
pr(t)
}
Pattern Taxonomy Model (PTM) [51, 98, 114] uses the intra-document closed
sequential pattern in paragraphs as the transactional unit. A pattern is closed if
none of its immediate supersets have exactly the same support count. PTM de-
fines closed patterns as meaningful patterns, as most of the sub-sequence patterns
of closed patterns have the same frequency, which means they always occur to-
gether in a document. The weights of the terms can be calculated by deploying
patterns. Compared with term-based representation, in which the term weighting
is based on its occurrence frequency in the related documents, the term weight-
ing in the pattern-based approaches is based on its occurrence frequency in the
patterns discovered from the related documents.
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To improve the efficiency of the pattern taxonomy mining, an algorithm, SP-
Mining(D+,min_sup) [99], was proposed (also used in [50? ]) to find closed
sequential patterns for all documents ∈ D+, which used the well-known Apri-
ori property in order to reduce the searching space. For all relevant documents
di ∈ D+, the SPMining algorithm can discover all closed sequential patterns,
SPi, based on a given min_sup.
Let SP1, SP2, ..., SP|D+| be the sets of discovered, closed sequential patterns
for all documents di ∈ D+(i = 1, · · · , n), where n = |D+|. For a given term t,
its deploying support, called weight, the discovered patterns can be described as
follows [50, 98]):
weight1(t,D
+) =
n∑
i=1
supi(t) =
n∑
i=1
|{p|p ∈ SPi, t ∈ p}|∑
p∈SPi |p|
(2.1)
where |p| is the number of terms in p.
2.2.3 Types of Features
Different types of features can be applied to different classification algorithms
that tend to use a certain kind of features, because different features have different
characteristics and may bring different efficiencies for text classification. The
typical features that are usually used for text classification and similar fields are
summarised as follows.
Terms Term is the most common type of features in document representation.
A complex natural language document can be transformed into a set of simple, in-
dependent terms. Term-based features can make the classification efficient. How-
ever, the information about the relation among terms is lost [83]. Polysemy (one
word with multiple meanings), and synonymy (multiple words with the same
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meaning) can lead to semantic ambiguity and affect precision and recall. Word
sense is usually used to overcome synonymy, polysemy and homonymy (same
spelling or pronunciation with different meanings and origins). WordNet is a
popular lexical database which provides the senses of English words, but an ex-
periment using a training set with 182 documents shows that sense-based feature
has not improved effectiveness significantly [39, 55]. The works in [56] also con-
cluded that the word-sense feature is not sufficient to improve text categorization.
Another investigation, however, indicated that WordNet utilised the relationship
hierarchy usage through Synsets (sets of synonyms) to have improved categoriza-
tion performance [66].
A topic may have clues (good indicators) to represent the topic. The number
of clues can be few or many. For example in RCV1 corpus, topic “Economic
espionage” (e.g. “spy”, “espionage”, “industry”) has less good indicators than
the topic “Progress in treatment of schizophrenia” (a number of treatment-related
jargon). In topics with a lot of clues, the term-based expression may not be able to
catch the theme of the document, thus the effectiveness is relatively low [78]. The
term co-occurrence approach is an effective solution to the above problem, which
utilises latent semantic indexing [78].
Phrases A phrase is defined as "a group of words which is part rather than the
whole of a sentence" [96]. Even though phrases have been used as features in-
tensively in information retrieval, they are not a good feature because they do
not meet the following four good feature criteria [46]: small number of indexing
terms, flat distribution of values for indexing terms, lack of redundancy among
terms, and low noise in indexing term values. In lewis’s early works, phrases as a
feature was not effective [46], and [57, 81] gave short and descriptive explanation
about why the phrase feature failed for document representation in text classifica-
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tion. However, in [27], it was reported that syntactical phrases improved precision
by 10%, recall by 5%, and was very effective in generating high-precision classi-
fication in a big data collection [6].
N-grams A more complex statistical form is n-gram (of terms or characters).
Most of n-gram-based categorization methods are less efficient, while they are
not as effective as term-based methods [13, 82]. However, in a more recent ex-
periment in [34], a new method was proposed with arbitrary n-gram as input with
comparable efficiency and effectiveness.
Patterns A pattern is a type of theme of recurring events or objects, sometimes
referred to as elements of a set of objects. It can be one sort of term-set used
for document representation in text classification. The Pattern Taxonomy Model
(PTM) [51, 98, 114] defines pattern and closed sequential pattern as the basic
units for document representation, used to produce a set of weighted terms. A
pattern is closed if none of its immediate supersets have exactly the same support
count. Smaller patterns with high frequency are usually more general and larger
patterns with lower frequency are more specific [51]. Wu et al. [98] provided two
approaches based on the usage of Pattern Deploying Strategies (PDS). A more in-
novative technique was put forward by Li et al., in which both positive and nega-
tive patterns in text documents are discovered to significantly outperform both the
state-of-the-art term-based methods by Okapi BM25, Rocchio or Support Vector
Machine and pattern based methods on precision, recall and F measures [51].
Pattern-based feature selection has been developed as an effective scheme
in [50, 51, 98], which uses sequential closed patterns. For a given topic, the ob-
jective of relevance feature discovery in text documents is to find a set of useful
features, including patterns (termsets), terms and their weights. In a training set
D, which consists of D+, a set of relevant (positive) documents, and D−, a set of
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irrelevant (negative)documents, a document d has a set of paragraphs PS(d).
Let T1 = {t1, t2, . . . , tm} be a set of terms that are extracted from D+. Given
a termset X , a set of terms, in document d, coverset(X) is used to denote the
covering set of X for d, which includes all paragraphs dp ∈ PS(d) such that
X ⊆ dp, i.e., coverset(X) = {dp|dp ∈ PS(d), X ⊆ dp}. Its absolute support
is the number of occurrences of X in PS(d), that is supa(X) = |coverset(X)|.
Its relative support is the fraction of the paragraphs that contain the pattern, that
is, supr(X) =
|coverset(X)|
|PS(d)| . A termset X is called a frequent pattern if its supa (or
supr) ≥ min_sup, a minimum support.
Given a termset X , its covering set coverset(X) is a subset of paragraphs.
Similarly, given a set of paragraphs Y ⊆ PS(d), a termset can be defined for Y ,
which satisfies
termset(Y ) = {t|∀dp ∈ Y ⇒ t ∈ dp}.
The closure of X is defined as follows:
Cls(X) = termset(coverset(X)).
A pattern X (also a termset) is called closed if and only if X = Cls(X).
Let X be a closed pattern, thus
supa(X1) < supa(X) (2.2)
for all patterns X1 ⊃ X .
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2.3 Rough Set and Three-way Decision
2.3.1 Bayesian Decision
Bayesian Decision technique focuses on making decisions under uncertainty, based
on probability theory. It can be used to make a reasonable decision among multi-
ple actions to minimise expected risk [2]. Combined with rough set capability on
processing uncertainties, it is expected to help improve the performance of clas-
sic text classification through effective decision making on actions of document
categorization based on necessary statistical properties in the proposed three-way
decision model.
Loss and risk norm There is a common criterion that the potential gain and
loss are firstly considered when a bank-like organization makes a decision for a
loan customer, that is, it will accept low-risk applicant to increase profit and reject
a high-risk applicant to decrease the loss. How to accurately estimate the loss of
each action based on the extracted knowledge and information under current cir-
cumstance is the crucial task. Certainly the two actions are obviously asymmetric
and the knowledge used for the loss computation comes from the assessment on
customers’ credibility. The credibility of a customer is based on the observation
of the customer’s yearly income and savings, represented as two random variables
X1 and X2, and the other elements like his/her actual intention, morality ratings,
etc. The equation for the action loss estimation is as follows [2].
R(ai | x) =
n∑
k=1
λikP (Ck | x)
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Action ai will be chosen to be taken if R(ai | x) = minkR(ak | x), where
λik =
 0 if i = k∈ (0, 1] if i 6= k
and x refers to any document to be classified; action ai(i = 1, · · · , n) refers to
the decision to assign the input x to the class Ck ; λik refers to the loss incurred for
taking action ai when the input x indeed belongs to the class Ck (k = 1, · · · ,m);
P (Ci | x) refers to the probability that x belongs to Ci; it means that the higher
the probability that x belongs to Ci, the lower the loss of the action ai will be.
Bayesian decision technique for decision making under uncertainty can be
used to make reasonable decisions among multiple actions to minimise the ex-
pected risk of loss, and it involves the three actions for classifying the incoming
documents into three regions. The equations for the action loss estimation are as
follows [113].
Because the document set D can be divided into equivalence classes based on
an equivalent relation and specific vector equality criteria, the relevant document
set XR ⊆ D can be approximately defined as a rough set. Therefore, the for-
mulation of a classification algorithm for a document set can be transformed to
decision making on the actions taken for each object in the document set [48].
Estimation of probability The computation of the actions’ loss relates to some
key factors including probability formulas; therefore, it is necessary to describe
probability issues. For example, X is defined as a random variable to denote that
the outcome of tossing a coin event is heads or tails; specifically, X = 1 denotes
heads,and X = 0 denotes tails. If the parameter of the distribution p0 refers to the
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probability that the outcome is heads, then:
P (X = 1) = p0, P (X = 0) = 1− P (X = 1) = 1− p0
In order to estimate the P (X) from a sample X containing examples drawn
from the probability distribution of the observables xt denoted as p(x), then the
approximator to p(x) is established as pˆ(x). Thus, X can be used to estimate p0 in
the coin tossing example; xt is 1 if the outcome of toss t is heads and 0 otherwise.
Given a sample X = 1, 1, 1, 0, 1, 0, 0, 1, 1, the equation of pˆ0 is as follows.
pˆ0 =
|{tosses as heads}|
|{tosses}| =
∑N
t=1 x
t
N
=
6
9
However, in the case of customer credibility estimation, the random variableC
is conditioned on the observables, denoting as a vector, X = [X1, X2]T , and value
of C = 0 or 1 , determining that the customer is low or high risk respectively.
Thus the following is obtained: C = 1 if p(C = 1|x1, x2) > p(C = 0|x1, x2)C = 0 otherwise
where P (C|x) = P (C)p(x|C)|
p(x)
, in which P (C = 1) + P (C = 0) = 1, P (C = 1) is
called prior probability (high-risk customer); p(x|C) is the conditional probability
(class likelihood), C is associated with the observation value x, and p(x) is the
marginal probability (evidence) under observation x.
p(x) =
∑
C
p(x|C) = p(x|C = 1)P (C = 1) + p(x|C = 0)P (C = 0)
Based on the prior and Bayesian rules, the posterior probability P (C|x) is calcu-
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lated:
Posterior =
Priorlikelihood
evidence
which is satisfying P (C = 0|x)+P (C = 1|x) = 1 as normalised by the evidence.
The prior P (C) and likelihood p(x|C) can be estimated from a given training
sample. Consider a general case containing K number of mutually exclusive and
exhaustive classes, Ci, i = 1, , K, the posterior probability of class Ci can be
calculated based on the formula of P (C|x) as follows:
P (Ci|x) = p(x|CiP (Ci)
p(x)
=
p(x|CiP (Ci)∑K
k=1 p(x|Ck)P (Ck)
Thus the following formula which is the basis of Bayes’ classifier is obtained:
Decide to choose the class Ci if P (Ci|x) = max
k
P (Ck|x)
This operating rules of banks based on lowest risk standard provides a valuable
reference to the research of information filtering or text classification. The de-
signed Learning for Decision Making (LDM) model is to collect as many key
elements as possible to contribute to rational decision making on text relevancy
through a typical process of machine learning.
Decision support and decision making Decision making is regarded as a com-
prehensive decision process (psychologically and cognitively) resulting in the se-
lection of a course of action among several alternative scenarios [93]. The output
of each decision-making process can be an action or an opinion of choice as the
final result. There are many mathematical and intelligent theories and approaches
invented to assist the decision making, usually called decision support [3], such
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as rough set decision, Bayesian decision, evidence theory and expert system.
Rough set is a mathematical approach to describe imprecision, vagueness, and
uncertainty in data analysis [61]. Rough set can be used to express the user infor-
mation need, based on the document space defined by rough set so as to employ
rough set techniques for the purpose of Information Filtering (IF) and Informa-
tion Retrieval (IR) [48, 62]. Some machine learning techniques are suited for
data analysis; these focus on the derivation of symbolic rules, the use of back-
ground knowledge, the sensitivity and specificity of induced descriptions, and the
interpretability of data analysis results [89]. Others, including correlation analy-
sis, discriminant analysis, and neural networks supervised classification, are also
considered [44]. Some research in data mining aims to build up decision mak-
ing/support systems based on the extracted knowledge such as rules, patterns or
models; others help gain relevant documents satisfying user queries. Data min-
ing and decision making can be integrated to better solve the problems in data
analysis, decision support and information management.
A novel approach for autonomous decision-making was invented based on
the rough set theory and data mining techniques, and tested on a medical dataset
of patients with lung abnormalities (SPNs), with a result of an accurate diagno-
sis or no decision [40]. Another approach aiming to generate diagnostic rules
and its evaluation method was proposed using the medical databases via the fol-
lowing steps: extract the characterization of decision attributes (specified classes)
from databases and divide the classes into different generalised groups with corre-
sponding characterization; derive sub-rules including classification rules for each
generalised group and rules for each class within each group; combine the two
parts into one rule for each decision attribute [44, 90].
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2.3.2 Rough Set
Rough set is a mathematical approach to describe imprecision, vagueness, and un-
certainty in data analysis, and it was first invented by Pawlak in 1982 [61, 62, 65].
Both the uncertain concepts and the users’ information need can all be expressed
through an approximation way by rough set. It can thus help describe and resolve
the uncertainty issue in the process of text classification theoretically and practi-
cally based on rough set theory/techniques. According to Pawlak, some objects
of interest cannot be discerned as same or similar due to the granularity of knowl-
edge, as they are assumed to be represented by the limited available information
about them; therefore, a vague concept cannot be characterised by the relative
certain information of their elements, but can be replaced by a pair of precise con-
cepts, i.e., the lower and the upper approximation of the vague concepts. This
is the theoretical basis and the real reason why the three-region partitioning ap-
proach was proposed to address the uncertain decision boundary. Many of the
preliminary experiment results of this thesis also prove its necessity and feasibil-
ity.
2.3.3 Three-way Decision
In [107–109], Yao elaborated the theoretical derivation of the three-way decision
especially on the difference between the classical rough set model and proba-
bilistic models, and discussed in depth the semantics of decision rules rather than
syntactical properties of certainty and uncertainty. Some researchers found that
the production system of an expert system can be implemented based on rough
set theory, because certain rules and possible rules can be propagated separately
through the two parallel inference processes [28]. Herbert et al. proposed criteria
for selecting suitable rough set models to match their decision requirements and
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expectations to the models based on the available information and user needs [32].
The three-way decision techniques and the proposed approach for modelling the
uncertain boundary in classification will be discussed in Chapter 3 and 4.
2.4 Relevance Feedback Issues
2.4.1 Relevance feedback (RF)
Relevance Feedback (RF) is to involve a user’s views on original results in the
information retrieval process so as to improve the final result set [74]. The infor-
mation feedback is given by the user on the relevance of documents in the results
of the previous round. As an example of the usage of RF, the reformation query
process by RF is shown as follows.
1. User inputs a query
2. Application returns a set of documents
3. User decides and marks some documents as relevant or irrelevant
4. Application computes a better information need based on user’s feedback
5. Application searches and returns the updated result set according to the re-
vised information need (new query)
The applications can perform iterations of the above process to improve the re-
sults. It is probably based on such a premise that it is difficult to provide an exact
query at one time when the user does not know the results well, but it is rela-
tively easy to judge a particular document as most relevant or not, so as to iterate
the query refinement. A query represents a user’s information need. In [84], the
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authors believe that the best match queries may either be with a boolean-like struc-
ture, or natural language queries with different relations between the keywords. A
query contains multiple keywords referring to various aspects of a user’s infor-
mation need. Research in the past shows that, when the queries are reasonably
expanded, the retrieval performance can be improved [11, 12, 17, 91]. Many
attempts have been made for query expansion by Relevance Feedback (RF) tech-
niques to improve the performance of information retrieval. The main idea of RF
is that useful feedback information can be extracted from the relevant documents
returned from the initial query [17]. The authors of [102] invented a new technique
based on relevance feedback, in which the relevant files and irrelevant ones are
separately assigned positive or negative weights and the weights are propagated
to their respective close neighbours. Their technique harvested a greater effective-
ness and computational efficiency than previous similar techniques. In [77] there
was an attempt to take the important step from pure content-based to structural
feedback in the following two ways: re-rank the result list of a keyword-based
searching; expand a keyword query into content-and-structure based query by
weighting with structural features derived from relevant results [59]. This com-
pared a range of query expansion approaches (respectively named as automatic,
interactive, mixed) and found that the sophisticated approaches performed bet-
ter than the baseline, but not better than Pseudo Relevance Feedback (PRF) [58].
However, a user usually has no patience to spend too much time on deciding which
documents are what he really wants among the large number of returned messages.
In fact, the user cannot even tolerate a delay of several minutes or a much shorter
time. This requires an alternative way for selecting the relevant results, which was
completed by the user previously. These very needs gave rise to Pseudo Relevance
Feedback (PRF). Indeed, much research and different applications of PRF imple-
mented by different strategies and effective algorithms substantially improved the
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performance of information filtering/retrieval [4, 74].
2.4.2 Pseudo Relevance Feedback (PRF)
Pseudo relevance feedback, also known as blind relevance, provides a method for
automatic local analysis. It automatically replaces the manual part to do relevance
feedback, so that the user can get the retrieval performance improved without ex-
cessive human interference. The method involves conducting normal retrieval to
find an initial set of most relevant documents, then assuming that the top-ranked
documents are relevant, and finally doing relevance feedback as before, under
this assumption. Evidence suggests that it tends to work better than global anal-
ysis [74]. It has been found to improve the performance in the TREC specific
information retrieval tasks in [30, 74]. The feedback data includes positive and
negative objects, which need different strategies and methods to process from
different angles [92]. Much research has been completed on pseudo-relevance
feedback (PRF) in the past, not only helping expand query, but also directly trans-
ferring the useful knowledge to the training end to improve the performance of
text mining.
From the result and analysis of the preliminary experiments completed on the
basic text mining model PDS through positive feedback of the top-k ranked result
list, it is concluded that if the knowledge is purified, i.e., the positive components
in the feedback knowledge increased, the precision will be greatly improved, as
clearly demonstrated in Section 5.4.2 of Chapter 5, and Figure A.1 in Appendix A.
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2.5 Related Text Mining Models
2.5.1 Pattern Taxonomy Model (PTM)
The Pattern Taxonomy Model (PTM) is the earliest model for text mining and text
classification based on the pattern mining techniques. In this model, the frequent
sequential patterns are extracted from text documents, and then evolve into refined
patterns by finding and pruning all meaningless patterns in a recursive process
of deriving all the closed sequential patterns. This model aims to find useful
features such as patterns and terms from a training setD which is composed ofD+
containing relevant documents, and D− containing irrelevant documents. It then
computes the weight for the selected features and the weight of the documents in
the testing set based on the features’ weight. Patterns obtained using PTM from
the training set represent the user profiles (or topic), and a feature vector is used
to represente the context of the topic [99].
Definition of the sequential pattern:
Given a document d = {SP1, SP2, ..., SPn}, where SPi denote a term se-
quence of a paragraph in d. Let P be a sequence. P is called a sequential pattern
of d if there is a SPi ∈ d such that p ⊆ SPi . The absolute support of P, expresses
the number of occurrences of P in d, denoted as:
suppa = |{SP |SP ∈ d
∧
p ⊆ SP}|
The relative support of P is the fraction of paragraphs that contain P in document
d, denoted as:
suppr =
suppa(p)
|d|
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Table 2.1: Pattern based document representation
Doc Patterns
d1 〈carbon〉4, 〈carbon, emiss〉2, 〈air, pollut〉2
d2 〈greenhous, global〉3, 〈emiss, global〉2
d3 〈greenhous〉2, 〈global, emiss〉2
d4 〈carbon〉3, 〈air〉3, 〈air, antarct〉2
d5 〈emiss, global, pollut〉2
The PDS model [98] is an extension to the PTM model by using the pattern de-
ploying method. It aims to deploy the patterns into terms and calculate the terms’
weight accordingly. The preliminary experiments are proposed to be completed
based on the PDS and RFD models.
2.5.2 Relevance Feature Discovery (RFD) Model
The Relevance Feature Discovery (RFD) model [51] proposes a unique approach
to calculate the relevant features from relevant and irrelevant training documents,
and divides the features into three groups: positive specific terms, general terms
and negative specific terms based on their appearances in the relevant training
subset.
Table 2.1 illustrates the pattern-based document representation, which is sys-
tematically described in the RFD model [51] and PTM model [98]. In the table, d1
has three pattern features 〈carbon〉4 , 〈carbon, emiss〉3, and 〈air, pollut〉2. Sub-
scripted values are support values which represents weight. It means that in d1
there are four paragraphs containing pattern 〈carbon〉, three paragraphs contain-
ing pattern 〈carbon, emiss〉, and two paragraphs containing pattern 〈air, pollut〉.
A termsetX is called a frequent sequential pattern if its relative support suppr(X)
is greater than or equal to a predefined minimum support, that is, suppr(X) ≥
min_sup.
The RFD model can be applied as an effective information filtering system.
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Different from most other document representation as the input of the classifiers
based on machine learning techniques, RFD representation is then used to produce
a set of weighted terms. The set of weighted terms is used as class representation
in the proposed model, to improve the effectiveness and efficiency.
In pattern-based approach, the class representation is in the form of a set of
weighted terms. The number of the terms is relatively small compared to the
original vocabulary size in the class representation.
The term weight in class representation is calculated according to the occur-
rence of terms in the documents (patterns). There are several ways to calculate the
weight of term [51, 98]. The basic weight of term t in dataset D+tr is
weight(t,D+tr) =
|D+tr|∑
i=1
|{p|p ∈ SPi, t ∈ p}|∑
p∈SPi |p|
where SPi is pattern set of pattern p in document di, and |p| is the number of term
in pattern p. For example in Table 2.1,D+tr = {d1, d2, . . . , d5}, term global (which
appears in document d2, d3, . . .d5), has weight(global,D+tr) =
2
4
+ 1
3
+ 1
3
= 7
6
.
However, in order to score new documents, unlike Rocchio (which uses simi-
larity or distance measures to score new documents), the pattern-based approach
simply sums the term weights appearing in the documents [51].
Then the terms are arranged into three groups (positive specific terms, gen-
eral terms and negative specific terms) based on their occurrences in a training
set. Given a term t ∈ T , its coverage+ is the set of the relevant documents that
contain t, and its coverage− is the set of the irrelevant documents that contain t.
It is assumed that terms frequently occurring in both relevant and irrelevant doc-
uments with equal opportunities are general terms. Therefore, it is desirable to
classify terms that are more frequently used in the irrelevant documents into the
positive specific category; the terms that are more frequently used in the irrelevant
40 Literature Review
documents into the negative specific category.
Based on the above analysis, the specificity of a given term t in the training set
D = D+ ∪D− is defined as follows:
spe(t) =
|coverage+(t)| − |coverage−(t)|
n
where coverage+(t) = {d ∈ D+|t ∈ d}, coverage−(t) = {d ∈ D−|t ∈ d}, and
n = |D+|. spe(t) > 0 means that term t is used more frequently in the relevant
documents than in irrelevant documents.
The following classification rules are presented to determine the general terms
G, the positive specific terms T+, and the negative specific terms T−:
G = {t ∈ T |θ1 ≤ spe(t) ≤ θ2},
T+ = {t ∈ T |spe(t) > θ2}, and
T− = {t ∈ T |spe(t) < θ1}.
where θ2 is an experimental coefficient, the maximum bound of the specificity for
the general terms, and θ1 is also an experimental coefficient, the minimum bound
of the specificity for the general terms. It is assumed that θ2 > 0 and θ2 ≥ θ1.
The initial weights of terms are revised according to the following principles:
increment the weights of the positive specific terms, decline the weights of the
negative specific terms, and do not update the weights of the general terms. The
details are described as follows:
weight(t) =

w(t) + w(t)× spe(t), if t ∈ T+
w(t), if t ∈ G
w(t)− |w(t)× spe(t)|, if t ∈ T−
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where w is the initial weight.
Score value of a document di is
score(di) =
∑
tj∈T
weight(tj)
2.6 Vector Space of Text Documents
The document representation is one of the most important steps to realise a text
classifier, which is to transform the documents into the specified types of data that
are applicable for the classification algorithms. Different document representation
methods depend on different document operations requested by specific classifica-
tion algorithms. Usually, the document representation involves feature selection,
feature weighting and data type conversion such as vector computation. In this
thesis, it is proposed to be represented from full text version into a document
vector.
Feature selection is a key step of text classification as the feature number and
feature quality affect the performance of text classification. Thus, the aim of
feature selection is to improve the scalability, efficiency and accuracy of a text
classifier. Experiments show that more features do not necessarily mean better
performance because too many features may bring more confusion or noise, how-
ever, if too few features applied, it may also cause performance degradation due
to information loss of the represented documents. The features are selected based
on their weights and the feature weights are proportional to their relevancy to
the topic/category about which we are concerned [5]. Once the feature weighting
method has been determined, each feature will be assigned a score so that the key-
words can be selected by the specified algorithms based on their ranked weights to
help compute each document vector and build up the vector space for the related
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document set.
In the document representation process, different combinations of feature amount
and training algorithms were tried, and it was decided that the keyword number
(the extracted features) would be 150 based on the previous research results [98],
which can be further verified through the experimental results obtained from the
proposed model in Section 5.5.8 of Chapter 5. Different feature weighting algo-
rithms introduced by different models were also tried, including TF*IDF, BM25,
PDS (extended from PTM) and RFD. After repeated testing and comparative
study, it proves that, compared with other feature ways, BM25 has extremely
improved the performance of the proposed model and used as the feature, the
weighting method for the feature selection in the training and testing process of
text classification in the experiments. For ease of description and understanding,
in the discussion and illustrative description in the following sections, the two-
dimensional (2-D) form of expression is used. Next, the TF*IDF and BM25 are
introduced; the feature plans proposed by the PTM and RFD were introduced in
Section 2.5 of Chapter 2.
2.6.1 TF*IDF
The vector space model is an algebraic model for representing text documents
as vectors of identifiers. Under such a model, the documents are required to be
represented in vectors, for example:
dn = (t1n, t2n, . . . , tmn)
TF*IDF is the basic and most effective way to calculate the feature weights. TF
means term frequency in the document, and IDF means inverse document fre-
quency. This method is commonly applied to weight each term in the document,
which means it captures the relevancy among terms, documents and certain cate-
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gories [5]. The classic formula of TF*IDF used for term weighting is described
by the following equation:
wij = tfij × log(N
dfi
) (2.3)
where wij denotes the weight of term i in document j, N denotes the total number
of documents in the document set, tfij means the occurrence frequency of term i
in document j, and dfi means the document frequency of term i in the document
set, which represents the number of documents where a term occurs in the whole
document set. "It is the simplest criterion for term selection and easily scales to
a large dataset with linear computation complexity."[52] It has been proven that
the TF*IDF scheme is extraordinarily robust and difficult to be beaten by many
models that were carefully worked out based on different theories.[70]
2.6.2 Okapi BM25
The Okapi BM25 method is widely used by search engines to rank the relevancy
of the documents with a given search query. It weights the features based on the
ratio between the number of relevant training documents containing keyword t
and the number of irrelevant training documents with t, and the ratio between the
number of irrelevant documents without t and the number of relevant documents
without t. Okapi BM25 is modified from the Okapi method. The origin formula
by the Okapi method is represented as:
∑
w∈q⋂ d
(
ln
N − df(w) + 0.5
df(w) + 0.5
× (k1 + 1)× c(w, d)
k1((1− b) + b |d|avgdl) + c(w, d)
× (k3 + 1)× c(w, q)
k3 + c(w, q)
)
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In this formula, the value of k1 is between 1.0-2.0, b usually equals 0.75 and k3
is between 0-1000. The authors in [23] [95] conducted some experiments to test
the Okapi BM25 performance. They applied the BM25 proposed by [71], which
contains the term frequency dampening component, as a measurement of feature
weighting. The often used feature scoring equation modified from the original
Okapi method, which can be represented as:
Score(Q,Xi) =
∑
j∈Q
tfij(k1 + 1)
tfij + k1((1− b) + b( dliavgdl))
ln(
n
nj
) (2.4)
where dli is a count of the tokens in document Xi:
dli =
m∑
j=1
tfij (2.5)
In the project, the scoring function to estimate the weight of term t extracted
from the relevant documents has been further modified, shown as follows,
W (t) =
tf · (k1 + 1)
k1 · ((1− b) + b DLAVDL) + tf
· log
(r+0.5)
(n−r+0.5)
(R−r+0.5)
(N−n−R+r+0.5)
(2.6)
whereN is the total number of training documents;R is the number of relevant
documents; n is the number of documents which contain term t; r is the number
of relevant documents which contain term t; tf is the term frequency; DL and
AVDL are the document length and average document length, respectively; and k1
and b are the experimental parameters. I also use the BM25 with the parameters
tuned in [114] (i.e.,k1 = 1.2 and b = 0.75).
From the experiments completed on the proposed model in this thesis, it is
found that the BM25 performs better than tf*idf in the project, therefore, most of
the experiments of this thesis were based on the BM25 feature weighting. The
same feature plans were also applied to the baseline models to obtain the results
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for the comparative study.
2.6.3 Vector Operation and Euclidean Distance
Once the feature weighting method has been determined, each feature will be as-
signed a score as the weight so that the keywords can be selected by the specified
algorithms based on their weights, to help compute the vector for each related doc-
ument and build up the vector space of the corresponding dataset for subsequent
training and testing. In order to understand the proposed model and the related
approach, the necessary knowledge on vector operation and Euclidean distance
will be introduced in the section.
Figure 2.1 shows the spatial relations among one document vector ~d and two
centroid vectors ~CP and ~CN , in which the three coordinate axes X, Y, Z and
the three vectors gained through vector subtraction have also been demonstrated
including ~CP − ~CN , ~CN − ~d and ~d− ~CP . After the document vectors have been
computed, the vector operation rules and formulas can be applied to them.
Figure 2.1: The 3-D schematic diagram of a document vector ~d and two centroid
vectors ~CP , ~CN
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Vector definition A vector is a mathematical object/structure that has magni-
tude (also called norm or length) and direction, usually denoted by a letter with
a right-handed arrow placed over. Vectors are quite useful in simplifying the
problems from multi-dimensional geometry or mathematical operation of multi-
feature objects in reality. A vector of n dimensions is usually expressed as an
ordered collection of n elements, which are called components. Two vectors are
equal if their corresponding components are equal. In order to simplify the com-
plexity of a multi-dimensional problem, it is assumed that different vectors all
start at the coordinate origin, and the coordinates of their tips (end-point locations)
expressed as an ordered collection a1, a2, ..., an are regarded as the elements/com-
ponents of the vectors, as shown in Figure 2.2 indicating a specific example of the
vector ~OA, which clearly illustrates the magnitude, direction and all components
of a vector in the 3-D Cartesian coordinate plane. An n-dimensional vector ~A has
n elements denoted as a1, a2, ..., an. It can be symbolically written in multiple
ways as follows:
~A = 〈a1, a2, ..., an〉 or
~A = (a1, a2, ..., an)
The magnitude of a vector ~A of dimension n, denoted by || ~A||, is defined as:
|| ~A|| =
√
a21, a
2
2 + ...+ a
2
n
Vector operations There are usually several types of calculations on the docu-
ment vectors such as vector summation, vector subtraction, scalar multiplication,
dot product, cross product, angle between vectors, distance between vectors.
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It is assumed that we have two vectors:
~OA = (a1, a2, ..., an)and
~OB = (b1, b2, ..., bn).
The sum of the two vectors ~OA and ~OB is defined and shown as the vector ~OC
in Figure 2.2 as follows in which n = 3.
~OC = ~OA+ ~OB = (a1 + b1, a2 + b2, ..., an + bn)
Therefore, the magnitude of the vector ~OC is:
|| ~OC|| =
√
(a1 + b1)2, (a2 + b2)2 + ...+ (an + bn)2
The subtraction of the two vectors ~OA and ~OB is defined and shown as the vector
~BA in Figure 2.2 as follows, in which n = 3.
~BA = ~OA− ~OB = (a1 − b1, a2 − b2, ..., an − bn)
Therefore, the magnitude of the vector ~BA is:
|| ~BA|| =
√
(a1 − b1)2, (a2 − b2)2 + ...+ (an − bn)2
The scalar multiplication involves multiplying a scalar number k by a vector ~OA,
and it is defined as follows.
k · ~A = (ka1, ka2, ..., kan)
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The dot product involves two vectors with the same number of components, and
the result is a scalar (real number), not a vector. The dot product of the two vectors
~OA and ~OB is defined as follows:
~OA · ~OB = a1b1 + a2b2 + ...+ anbn
Vector distance: when arranged with their tips or tails at the same point, the dis-
tance between two vectors is defined as the following formula.
d( ~OA, ~OB) = || ~OA− ~OB|| = || ~BA||
Figure 2.2: The operation of two document vectors ~OA and ~OB in 3-D cartesian
coordinate plane
Euclidean distance Euclidean space encompasses the 2-D Euclidean plane, the
3-D space of Euclidean geometry; it also generalises to higher dimensions, but
usually has finite dimensions. The n-D Euclidean space is denoted by En or
Rn. Euclidean distance or Euclidean metric refers to the straight-line distance
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between two points in Euclidean space. For example, if there are two points
in n-D Euclidean space, which are expressed by Cartesian coordinates as A =
(a1, a2, ..., an) and B = (b1, b2, ..., bn), then the distance (d) from A to B, or B to
A is defined as follows.
d(A,B) = d(B,A) =
√
(b1 − a1)2 + (b2 − a2)2 + ...+ (bn − an)2
=
√√√√ n∑
i=1
(bi − ai)2
The position of a point in an n-D Euclidean space is a Euclidean vector. As shown
in Figure 2.2, the two points A and B in the 3-D Cartesian coordinate plane are
corresponding to two Euclidean vectors ~OA and ~OB, all starting from O, the
origin of the 3-D space, and the tips of the two vectors indicate the two points.
The vector ~BA = ~OA − ~OB, and the vector ~OC = ~OA + ~OB, so the distance
from A to B is just the magnitude of vector ~BA. Therefore, the distance between
two vectors is just the Euclidean distance of the tips/tails of these vectors if their
starting points were arranged at the same location.
2.7 Chapter Summary
In this chapter, six bodies of literature were examined to understand what were
done in the past and to identify the gap. The related key techniques in the field
and some relevant challenges concerning the research framework proposed for
this study were discussed. This chapter particularly focused on the following
techniques, namely text classification and classic classification models, text repre-
sentation and feature selection, rough set decision and Bayesian decision, pseudo
relevant feedback, related text mining models and vector space and the related
operations, in order to lay a foundation of this study. Next chapter will discuss
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how this study was conceptualised and designed.
Chapter 3
Conceptualization and Design
In this chapter, the conceptual framework, including the description and the es-
sential key theoretical basis of the proposed Three-way Decision for Uncertain
Boundary (TWDUB) model will be introduced. This will start from the prelimi-
nary experiments and related result analysis, and propose and set up the TWDUB
model, and then systematically introduce the origin and content of the three-way
decision approach, based on the rough set theory and the Bayesian decision tech-
nique, including an approximation concept and an actual example of rough set and
the theoretical derivation process, demonstrating the feasibility of the centroid-
based solution to achieve the proposed core model, TWDUB.
3.1 Rationale of the proposed model
During the development process of the proposed TWDUB model, different skills
and methods have been considered, and an overall progressive way has been
adopted to help improve the performance. Firstly, the proposed approach starts
from the strategy of partitioning the training document set into three regions. Sec-
ondly, the specific realization method has been invented for knowledge refinement
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and uncertainty reduction through the proposed Three-way Decision for Uncertain
Boundary (TWDUB) model, the pilot stage of which focuses on the parameter
estimation through machine learning and parameter assembly to help build the
decision rules for classification, which is demonstrated by the preliminary results
in Section 5.4 of Chapter 5. The second step of the TWDUB model takes a di-
rect realization strategy by modelling the uncertain boundary through a solution
of spatial calculation and analysis by means of two pairs of centroids.
Based on the implications from the result analysis of the preliminary experi-
ments, we have had some deeper considerations on the uncertainty of classifica-
tion and the usage of pseudo relevance feedback, we have obtained some insights
on how to effectively and substantively improve the performance of the classic
binary text classifiers as follows.
1. It is not easy to draw a clear decision boundary between relevant and irrel-
evant objects;
2. Even when a certain boundary has been drawn through different approaches,
the boundary contains much uncertainty, which is mainly produced by the
deficiency of knowledge acquisition and text classification algorithms, or
the feature scalability and various classification process;
3. More innovative approaches are needed to help make theoretical modifi-
cations or introduce practical implementation of current abstract theories
based on rough set techniques.
4. The used classic classification algorithms are not perfect, and the knowl-
edge obtained by the current machine learning and data mining techniques
contain much uncertainty.
5. Based on the preliminary results in the pilot stage, the solution based on
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parameter estimation and parameter assembly could arouse some unimag-
inable problems because many intermediate steps and integration of various
components are involved. Since the precision result of an IF or classifica-
tion system could be improved by refining the training seeds through Pseudo
Relevance Feedback (PRF), the preliminary experiments laid a basis for the
centroid optimization by an iteratively training approach in the proposed
core model TWDUB.
Rough set is a mathematical approach that is adept at the description of impreci-
sion, vagueness, and uncertainty of objects, thus can be used to help describe and
resolve the uncertainty problems in the process of text Classification theoretically
based on related techniques. According to Pawlak, some objects of interest cannot
be discerned as the same or similar, due to the granularity of knowledge as they
are assumed to be represented by the limited available information about them,
therefore, a vague concept cannot be characterised by the relative certain informa-
tion of their elements, but can be replaced by a pair of precise concepts, i.e., the
lower and the upper approximation of the vague concepts. This is the theoretical
basis and the real reason why we proposed the three-region partitioning strategy
for the training set to solve the problem of the uncertain decision boundary in
classification. Many of our preliminary experiment results also prove its necessity
and feasibility.
A classic text classifier, based on machine learning techniques, usually in-
cludes feature selection, feature weighting, document representation, classifier
training and evaluation. Due to the knowledge noise produced by machine learn-
ing and text mining techniques, it leads to much uncertainty of text classification
and has demonstrated the failure of the conventional assumption that the binary
text classification can be reached at one stroke through a classic text classifica-
tion approach. A partitioning approximation approach to text classification is thus
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proposed in the paper, in which an innovative model named Three-way Decision
for Uncertain Boundary (TWDUB) has been developed. The proposed approach
focuses on modelling the uncertain decision boundary so as to enhance the knowl-
edge refinement during the training period to improve the performance of binary
text classification. Through clustering the two training subsets labelled as two
opposite polarities, two centroid vectors are created, by which all the training
samples are further partitioned into three regions: the region denoted as POS con-
taining the objects with most probability of relevancy to the topic, the region de-
noted as NEG containing the ones with most probability of irrelevancy, and the
region denoted as BND containing all the uncertain objects. The subsequent iter-
ative multi-learning process continues to train and optimise two pairs of centroid
vectors including the aforementioned two main ones CP and CN , and the other
two auxiliary ones BP and BN formed from the BND region, which is called
the uncertain decision boundary, all of which are proposed to collaboratively help
predict the polarities of the incoming objects thereafter.
The conceptualization framework of the proposed text classifier has been demon-
strated by Figure 3.1, in which it stresses the three-region partitioning of training
set and the process of knowledge discovery and knowledge training for more ac-
curate separation of the relevant documents from irrelevant ones.
3.2 Rough Set Basis
3.2.1 Approximation Concept and Three Regions
A concept can be described approximately by rough set which is a mathemati-
cal approach to describe imprecision, vagueness, and uncertainty in data analysis,
and was earliest invented by Pawlak in 1982 [61, 62]. The information need can
also be represented as an approximation concept on the space of documents by
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Figure 3.1: The conceptual framework of the proposed classifier
rough set through three region expression in the document space. It has a set of
theoretical and operational methods to describe and resolve the uncertainties in
the process of text classification which is one of the key technologies in informa-
tion filtering (IF) and information retrieval (IR). The definition of rough set is as
follows.
Definition 1. Let D be a universe containing a finite set of objects, ∇ ⊆ D ×D
be an equivalence relation onD, A = (D,∇) denote an approximation space, the
classes that are equivalent within the relation ∇ are called the elementary sets in
A. Let X denote a subset of D. A(X) expresses the lower approximation, and
A¯(X) expresses the upper approximation of X in A. Then we get the following
formulas:
A(X) =
⋂
Ei⊆X Ei, A¯(X) =
⋂
Ei∩X 6=φEi, where Ei is an elementary set within
A. Thus the boundary of X in A is:
BNDA(X) = A¯(X)− A(X); POSA(X) = A(X); NEGA(X) = D − A¯(X)
From the above definition, it shows that if BNDA(X) 6= φ, then X is a
non-definable set, or defined as a rough set. A rough set X characterises the
approximation space A = (D,∇) into three distinct classification regions: the
positive region POSA(X), the boundary region BNDA(X), and the negative re-
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gion NEGA(X). Figure 3.2 shows an intuitive example of rough set, expressed
by random combinations of colourful balls with a core set of three primary colors,
where the core set is comprised of three colourful balls -red, blue and green- and
enclosed by the dashed circle in the centre. The core set is just the lower approxi-
mation of rough setX(A(X)), i.e. the positive region. The range of balls enclosed
by the dashed triangle is the upper approximation of rough set X(A¯(X)) while the
set of all the colourful balls between the dashed circle and dashed triangle is the
so called boundary region (A¯(X)−A(X)). The sets of all other colourful balls at
the outside of the dashed triangle, which have not any common elements with the
core set, refer to the negative region. The balls in the negative region have been
completely excluded from the range of X , however, to some extent, the ultimate
classification of the balls in the boundary region depends on the further trade-off
of their equivalence relation with some balls in the core set X , or the increasing
determination process of these uncertain elements.
Figure 3.2: The schematic diagram of Rough set
3.2.2 A Rough-Set Example in Document Space
The user information need can be expressed by rough set over the space of docu-
ments.
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The space of documents: A document in a collection is usually described by
a vector of all the terms that are called representative key words in the document,
which provide a logical view or representation of the document. Each term in the
vector is assigned a numerical weight for differentiating it with the other terms,
all of which are expected to express the semantic orientation of the corresponding
document. Out of such consideration, the weighted values of the key words of
each document in the corpus are calculated in different ways, such as TF/IDF,
BM25 and RFD. The relative calculations by TF/IDF are as follows:
w(t, d) = tf × idf(t, d,D) = tf(t, d)× idf(t,D)
tf(t, d) : Termfrequency
idf(t,D) = log( |D||d∈D:t∈d|)
|D| : Total number of documents in the corpus
|d ∈ D : t ∈ d| : Number of documents where the term t appears
The following is an example of rough set based on document space composed
of nine short documents in document setD, which are actually nine sentences con-
taining all or part of the features/keywords Java, program, and comput (represent
all the occurrence of the words with this stem) with different correlation degrees
to the topic/query showing the user’s information need. Here, we assume that
the user information need XR originally determined by the user, e.g., document
set =d1, d3, d4, d7 in this example, can also be approximately described using the
rough set method instead, therefore it is expected to utilise the decision making
mechanism based on the rough set theory to directly divide the target document
set so as to satisfy the user information need.
d1: "Java beans for real programmer."
d2: "Java for C C++ programmer."
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d3: "Java networking."
d4: "Java and computing programming."
d5: "Computing programming for computer science."
d6: "Java architecture Indonesia pictorial works."
d7: "Java programming and computing intelligence."
d8: "Programming language and programming practice"
d9: "The programming methods and the drawing programs for architecture"
Based on the above data, the relative elementary sets are obtained, which are
actually the equivalent classes:
E1 = {d1, d2}, E2 = {d3, d6}, E3 = {d4, d7}, E4 = {d5}, E5 = {d8, d9}
Then, the document space can be described by these elementary classes, which is
shown by Figure 3.3, demonstrating the relations among three different sets ex-
pressed in different gradients of shade in the graph. The document weight of each
document in D is assumed to be calculated based on the TF/IDF scheme, and the
component of IDF is not supposed to be considered at such a circumstance if we
ignore the impact of general purpose words. The vectors of these documents can
be obtained and expressed by the weight list of the specified features/keywords,
as shown in Table 3.1.
Figure 3.3: A rough set example in document space
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Table 3.1: An example of document space based on TF/IDF
D WJava Wprogram Wcomput
d1 1 1 0
d2 1 1 0
d3 1 0 0
d4 1 1 1
d5 0 1 2
d6 1 0 0
d7 1 1 1
d8 0 2 0
d9 0 2 0
In the above example of rough document space, the lower approximation LA
is E3, the upper approximation UA is E1
⋃
E2
⋃
E3. In Figure 3.3, X denotes a
subset of D, which is actually the rough set. The lower approximation of rough
set X ⊆ A(A(X)), and the upper approximation of rough set X ⊆ A(A¯(X))
are depicted with different shades in Figure 3.3, a diagram of a rough set example
in document space. From the example, you can clearly see that the whole docu-
ment space can be described as three relatively independent, but interrelated areas
corresponding with the three regions defined in the last subsection, including the
positive (denoted as POSe), negative (denoted as NEGe) and boundary (denoted
as BNDe) regions. In this specific example, the three regions can be expressed as
follows.
POSe = LA = {d | d ∈ E3} = {d4, d7}
NEGe = D − LA = {d | d ∈ E4 ∪ E5} = {d5, d8, d9}
BNDe = UA− LA = {d | d ∈ E1 ∪ E2} = {d1, d2, d3, d6}
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3.3 Three-way Decision Model
Unlike previous classic models by which the classification is completed through
a direct two-way categorization, the proposed model involves an indirect, two-
transformation learning process including the three-region partitioning denoted
as ‘two-way to three-way’ transformation, which is the first major step, and the
deeply processing of the uncertain boundary denoted as ‘three-way to two-way’
transformation, which is the second major step. The theoretical basis of the three-
way decision model will be discussed along the two transformations based on the
rough set techniques, which can prove the rationality and feasibility of the pro-
posed decision model. The proposed Three-way decision model is demonstrated
by Figure 3.4, which includes the training and testing processes.
Figure 3.4: Three-way decision model demonstration
The three-way decision combines the lower and upper approximations defined
by Pawlak and Bayesian decision techniques based on the statistical loss and risk
norm, and transforms the text categorization issue into three types of decision
making actions using the statistical attributes [63, 64, 108, 109]. However, what
the past researchers have contributed mainly focus on the theoretical derivation
and rule interpretation, and most of them try to make a breakthrough by the way
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of the probability. The estimation of the probability needs enough necessary sta-
tistical data that are not easily obtained from the limited labelled training samples
in the classification issue, and it is lack of specific implementation ways for the
three-way decision. Even some researchers try to improve the difficult situation
by replacing probability with its variant, the Odds, which is a simple function of
probability and can be expressed by the ratio of the number of favourable out-
comes of an event to the number of unfavourable outcomes, but it does not take
expected effect as it hasn’t brought about substantial changes.
3.3.1 Centroid Based Solution
From past research, it is known that a set of text documents can be easily grouped
into three rather than two categories by applying any usual binary classifier, even
including the training documents of the same learning process previously labelled
as relevant or irrelevant, because they cannot be recategorised into their origi-
nal training subsets when applying the same binary classifier back to the training
end [113].
According to the rough set three-way decision approach, the incoming docu-
ments are proposed to be divided into three regions including the positive region
(POS), boundary region (BND), and negative region (NEG) through different re-
gion division ways such as centroid vector based, a pair of threshold document
weights or spatial location threshold based ones. Then it needs more operations
on the boundary region to further differentiate the polarities for the indetermi-
nate documents in the boundary region. A centroid-based, three-region division
method is proposed in the thesis, by which two centroid vectors are proposed to
be obtained from the two training subsets and used to calculate the two boundary
values: BoundL and BoundH , for the Odds value comparison of each document.
The Odds value of each document is proposed to be estimated by its Euclidean
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distance to the two centroid vectors.
It starts from the two training subsets, respectively containing the relevant or
irrelevant training samples, from which two centroid vectors are produced ac-
cordingly, including the positive and negative centroids, and then all the training
samples will be reassessed for their relevance by their Euclidean distance to the
two centroid vectors so as to be partitioned into three regions. If the distance of
a training document labelled as positive to the positive centroid is smaller than its
distance to the negative centroid, it will be put into the positive region, or else it
will be sifted out and saved to the boundary region. Similarly, if the distance of a
training document labelled as negative to the negative centroid is smaller than its
distance to the positive centroid, it will be put into the negative region, or else it
will be sifted out and saved to the boundary region. Therefore, the certainty of all
the objects in the POS or NEG region is getting higher, but those collected in the
boundary region BND are still uncertain. Next, it will mainly focus on how to fur-
ther process the boundary region and have all the indeterminate objects clarified
for their categories, and finalised with their stable identity in POS or NEG re-
gions. The specific process of three-region distribution and four-centroid creation
is demonstrated in Section 4.2 of Chapter 4. The related algorithms of the centroid
based three-way decision approach are introduced and detailed in Section 4.3.2 of
Chapter 4.
The document set is proposed to be divided into three regions: positive, neg-
ative and boundary, and then progressive adjustment of the region partition is
needed. Therefore, the first task is proposed to generate the related centroid vec-
tors and use them to divide the training document set into three regions in the
training stage.
It is assumed that there is a general classifier CF for binary classification
based on two centroid vectors CP and CN which are respectively generated from
3.3 Three-way Decision Model 63
the two subsets D+ and D− of the training document set D. In order to compute
the two centroid vectors, two matrices are set up respectively corresponding with
the two subsets D+ and D−, which are formed by using documents as rows and
the keywords as columns. The matrix is filled by the feature value of all the key-
words in each document, and its lines refers to the vectors of the documents in the
related subset. The average of the component values at the same column number
of all the related documents make the component with the same column number
for the centroid vector.
The classifier CF can classify the document set D into relevant (R) and non-
relevant (NR) parts:
CF : D −→ {R,NR}
Then we extend the classifier CF =⇒ CF ′, where CF ′ is able to classify the
document D into positive (POS), negative (NEG) and boundary (BND) regions
by comparing the distance from each document vector in D to the two centroid
vectors CP and CN according to the decision making rules as follows:
CF ′: D −→{ POS, BND, NEG }
3.3.2 Two Ways to Three Ways Decision
This section mainly discusses the theoretical basis of the first major step, i.e.,
‘two-way to three-way’ transformation, by which two main centroid vectors are
created from the two labelled training subsets to help partition the training set into
three regions (positive, negative and boundary regions). It focuses on the ‘Two-
way to Three-way Decision’ issue as shown in Figure 3.4. The training and testing
processes are proposed to go through the similar steps accordingly. The second
major step denoted as ‘Three-way to Two-way Decision’ transformation will be
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introduced in Section 3.3.3. Bayesian decision technique for decision making un-
der uncertainty can be used to make reasonable decisions among multiple actions
to minimise the expected risk of loss, and it involves the three actions for classify-
ing the incoming documents into three regions. The equations for the action loss
estimation are as follows [2].
R(ai | x) =
n∑
k=1
λikP (Ck | x)
Action ai will be chosen to be taken if R(ai | x) = minkR(ak | x), where
λik =
 0 if i = k∈ (0, 1] if i 6= k
and x refers to any document to be classified; action ai(i = 1, · · · , n) refers to
the decision to assign the input x to the class Ck ; λik refers to the loss incurred for
taking action ai when the input x indeed belongs to the class Ck (k = 1, · · · ,m);
P (Ci | x) refers to the probability that x belongs toCi; it means that the higher the
probability that x belongs toCi, the lower the loss of the action ai will be. Because
the document set D can be divided into equivalence classes based on an equivalent
relation and specific vector equality criteria, the relevant document set XR ⊆ D
can be approximately defined as a rough set. Therefore, the formulation of a
classification algorithm for document set can be transformed to decision making
on the actions taken for each object in the document set. It is assumed that there
is a set of actions Ad = a1, a2, a3 representing the three possible actions followed
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by the corresponding three loss equations as defined as follows [110].
a1 = deciding d ∈ POS(XR)
a2 = deciding d ∈ BND(XR)
a3 = deciding d ∈ NEG(XR)
L(a1|d) = λ11P (XR, d) + λ12P (¬XR, d)
L(a2|d) = λ21P (XR, d) + λ22P (¬XR, d)
L(a3|d) = λ31P (XR, d) + λ32P (¬XR, d)
Where i = 1, 2, 3, λi1 denotes the loss incurred for taking action ai when docu-
ment d is relevant, i.e., d belongs to XR; λi2 denotes the loss incurred for taking
action ai when document d is irrelevant, i.e., d belongs to ¬XR; P (XR, d) is the
probability that d belongs to XR, P (¬XR, d) is the probability that d does not
belongs to XR. The above decision rules for region division are simplified after a
simple derivation as follows [48].
Odds(XR, d) > BoundH 7−→ a1
Odds(XR, d) < BoundL 7−→ a3
BoundL ≤ Odds(XR, d) ≤ BoundH 7−→ a2
Where BoundL =
λ22
1− λ21 BoundH =
1− λ22
λ21
Odds(XR, d) =
P (XR,d)
P (¬XR,d) =
P (XR,d)
1−P (XR,d)
∵ The above formula derivation is based on the assumption:
0 < λ21 < 1; 0 < λ22 < 1; λ21 + λ22 ≤ 1
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∴ BoundL 6 1, BoundH > 1
Based on the above three rules, if the two boundary values BoundL and
BoundH have been calculated and a document d has been assigned an Odds-
value (Odds(XR, d)), the document can be categorised into one of the three re-
gions by taking corresponding action from a1, a2 or a3. The document set is thus
divided into three regions including positive region (POS), negative region (NEG)
and boundary region (BND). The BoundL, BoundH and the Odds-value of d are
expected to be calculated by the probability (P (XR, d), P (¬XR, d)) or λ which
is also based on the probability. However, the probability is very hard to com-
pute, because it relates to some statistical attributes that are not easily gained from
the limited training samples, or there exist the adaptation or transition problems
between such parameters and other components in the training process of the pa-
rameters. It prompts us to seek an innovative and practical way for the calculation
of BoundL, BoundH and Odds(XR, d).
Odds is the ratio that compares the number of favourable outcomes of an event
to the number of unfavourable outcomes. The Odds-value can be approximated
from the ratio of the two different distances to relevance and irrelevance, which are
proposed to be expressed by the centroid vectors of the relevant training subsetD+
and the irrelevant training subset D−, finally determined by the relevance weight
of all the documents in the respective subsets. The document relevance weight is
proposed to be calculated with the Euclidean distance among the documents and
the centroid vectors. Assumed that there is a boundary line denoted as a "central
line" between the documents inD+ and those inD−, for any document that possi-
bly appears on the central line (denoted as dB ), its Odds-value Odds(XR, d) = 1;
for any document in the POS (denoted as dP ), Odds(XR, dP ) > 1; for any docu-
ment in NEG (denoted as dN ), Odds(XR, dP ) < 1.
Similarly, the pair of boundary values BoundL and BoundH can also be esti-
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mated from the relative spatial relationship of the training documents, which are
physically demonstrated through the centroid vectors. It is a practical alterna-
tive way of what is based on learning the necessary parameters from the machine
learning process. On the other hand, the action loss parameter λ displays the cor-
rectness level of the action decisions, which actually depends on the real knowl-
edge of document relevance that is just the unknown yet to be resolved. In order
to make a break through, we have to find the substitutes forBoundL andBoundH
to play the identical roles. In our research practice, the most effective expression
of BoundL and BoundH is the two main centroids CP and CN which are cre-
ated from the two training subsets respectively containing relevant and irrelevant
training samples, which will be described in details in Chapter 4. To assure the
discrimination of CP and CN for describing relevant and irrelevant information,
in addition to iterative improvement of the two main centroid vectors through a
centroid optimization process, we propose a three-way decision approach to deal
with the uncertain boundary and consider more influencing factors to improve the
overall classification performance.
3.3.3 Three Ways to Two Ways Decision
Based on the aforementioned derivation, it is not difficult to obtain the following
equations, which can prove the correctness of the second key step of the proposed
model, the ‘three-way to two-way’ transformation, by which two assistant cen-
troid vectors are computed and six decision rules are generated to help reclassify
the documents in the uncertain boundary to be combined with relevant (POS) and
irrelevant region (NEG) separately to reach the final two-way categorization. It
is proposed to go through the similar process of the two transformations for the
incoming documents when the centroids and decision rules are applied to them so
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that the performance of binary text classification is expected to be improved.
Odds(XR, d) =
P (XR, d)
1− P (XR, d) =
P (XR, d)
P (¬XR, d)
∵ P (XR, d) =
P (XR) · P (d|XR)
P (d)
=
P (XR)
P (d)
· P (d|XR)
P (¬XR, d) = P (¬XR) · P (d|¬XR)
P (d)
∴ Odds(XR, d) =
P (XR) · P (d|XR)
P (¬XR) · P (d|¬XR)
=
P (XR)
P (¬XR) ·
P (d|XR)
P (d|¬XR)
=
P (XR)
1− P (XR ·
P (~d|D+)
P (~d|D−)
∴ Odds(XR, d) ∝ ln( P (XR)
1− P (XR) ·
P (~d|D+)
P (~d|D−))
= ln(
P (XR)
1− P (XR)) + (ln(P (
~d|D+))− ln(P (~d|D−)))
= θ + [ln(P (~d|D+)− ln(P (~d|D−))]
The final result of Odds(XR, d) as shown in the derivation of above equations in-
cludes two parts: θ which is a constant gained based on a specific situation, and the
second part (ln(P (~d|D+)− ln(P (~d|D−))), which refers to the probability differ-
ence that the target document belongs to the relevant subset or irrelevant subset,
and can be expressed by the Euclidean distance relation between the document
vectors and the related centroid vectors, based on the centroid-based solution.
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3.4 Chapter Summary
This chapter introduced the conceptual framework and essential key theoretical
basis of the proposed model. It discussed the uncertainty of classification and
the effectiveness of the centroid based solution. The Three-way Decision for Un-
certain Boundary (TWDUB) model is the core model of this thesis, which aims
to realise the proposed centroid-based solution. The remaining part is presented
around the proposed TWDUB model, which includes the overall design, the ap-
proximation concept and an example of rough set, the three region partitioning
and the three-way decision technique, the mathematical derivation of the centroid
based solution. It has demonstrated the feasibility of the centroid-based solution to
achieve the proposed TWDUB model through the theoretical derivation process,
which specifically described the proposed indirect way of binary text classifica-
tion involved in two steps, including the two-ways-to-three-ways decision and the
three-ways-to-two-ways decision. Next chapter will discuss the proposed core
model, TWDUB, in detail.
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Chapter 4
Modelling Uncertain Decision
Boundary
This chapter focuses on introducing the model construction, the centroid based
framework and the algorithms of the proposed Three-way Decision for Uncertain
Boundary (TWDUB) Model. In the section of model construction, the structure
of the boundary region and the spatial and logical relation among the two pairs
of centroid vectors in the document vector space are described in details, through
the definition of three regions and their corresponding properties, and the theorem
and its proof. In addition, the basic idea of the proposed TWDUB model, together
with the generation and application of decision rules and the model optimization
issue will also be introduced sequentially.
4.1 Basic idea regarding the proposed TWDUB model
A binary text classifier usually defines a decision boundary to divide documents
into two categories: the relevant and irrelevant groups. However, by studying
the operation mechanism of the traditional text classification approaches, it was
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found that due to too much noise that are produced to cause the uncertainty of text
classification process, the hypothesis of “directly classifying the documents into
two groups" is too strong in terms of the implementation of a classic binary text
classifier. For example, after a set of features are selected and weighted, most doc-
ument sets with all their documents weighted by the weighted features can only
be grouped into three, rather than two groups by a classic binary text classifier;
even the training documents previously labelled as relevant or irrelevant cannot
easily be reclassified back into their original groups when such a binary classifier
is applied using the knowledge obtained by learning themselves [113]. However,
the uncertainty issue, which is described in the paper [112] is quite different from
what is elaborated in the thesis, because the author only talks about the situation
of the input data uncertainty caused by the noise mixed into the training samples.
For many years, we have observed that many research problems of relevance
prediction have been addressed through distance learning [94, 100]. However,
some machine learning algorithms, such as k Nearest Neighbor (k-NN), are overde-
pendent on the distance metric, which is learned for obtaining the input data space,
and the data collection should be kept with pairs of similar/dissimilar points that
contain the distance relation among the training data. Euclidean distance could re-
veal the correlation degree between different data points, however, the actual data
that the researchers usually face is difficult to pre-customise well. For example,
the data set RCV1 [51] and R21578 [20], on which our experiments are based,
are not dedicated for the classification purpose, and they do not preserve pairs of
comparable information even previously labelled as relevant or irrelevant.
Based on the above consideration, a Three-way Decision for Uncertain Bound-
ary (TWDUB) model is proposed for dealing with the uncertain boundary to im-
prove the performance of binary text classification based on rough set decision
techniques. It aims to model the uncertain decision boundary through partitioning
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the training samples into three regions so that it firstly enhances the certainty of
the two regions representing relevant and irrelevant objects, and absorbing and
resolving the uncertain objects in the third region to make the knowledge on doc-
ument relevancy and irrelevancy more precise and unambiguous, and then further
treat the boundary. It starts from the calculation of two main centroid vectors
CP and CN by clustering the relevant and irrelevant training subsets, and further
regroups the training samples into three regions using the two centroid vectors.
With all the indeterminate objects collected into a boundary region BND, the ob-
jects with most relevant possibility to the topic/category are stored into the POS
region, and those with most irrelevant possibility to the topic/category are col-
lected into the NEG region. Two other auxiliary centroid vectors BP and BN are
produced based on the two subsets of the BND region, which contains the relative
documents originally labelled as relevant or irrelevant in the training set.
The two pairs of centroids are also proposed to be trained iteratively, through
which to filter as many uncertain objects gradually and save them into BND re-
gion from POS and NEG regions so as to make POS and NEG of greater certainty.
During the training process the two pairs of centroid vectors CP , CN , BP and BN
are expected to be trained and optimised successively in the multi-learning process
to reach the optimal condition. Simultaneously, the knowledge for predicting the
document relevancy is also proposed to be updated ultimately so that the polarity
prediction accuracy of the incoming documents based on the gained knowledge
is expected to be improved. However, it is difficult to train the centroids in the
uncertain situation, and might be influenced by different datasets with different
attributes such as the Training Relevance Ratio (TRR) and the structural balanc-
ing property of the datasets that shows whether the share of the training relevant
documents is far lower than the irrelevant ones. Therefore, the training result can
be quite different depending on different datasets.
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4.2 Model Construction
Contained in this section are the definitions of the classic classifiers and the ex-
tended classifier that is proposed, analysis of the boundary structure built by the
extended classifier, through which the two pairs of centroids are created, and proof
of the logical relation between the document vectors and the two pairs of cen-
troids.
Let CF be a binary text classifier, D be a training set in which all documents
are labelled as either relevant and added to the D+, or irrelevant and put to the
D−, and F = {f1, f2, . . . , fn} is a set of features(e.g., terms or keywords) ex-
tracted from D. For each document d ∈ D, it can be represented as a vector
~d = (w(f1), w(f2), . . . , w(fn)) by using the terms of F and their weights ex-
pressed by the term weighting function w.
Based on the above definitions, classifier CF : D −→ {R, iR} will partition
D into two groups: the possible relevant group R and possible irrelevant group
iR for a given decision boundary or a threshold. However, it is hard to find a
clear boundary by any text classifier between relevant and irrelevant documents.
Therefore, normally we have D+ 6= R and D− 6= iR.
For modelling the uncertainty between relevant and irrelevant documents, this
research extends the classifierCF =⇒ CF ′, whereCF ′ : D −→ {POS,NEG,BND}
is called an extended classifier, which is able to classify d ∈ D into three regions:
positive (POS, possible relevant), negative (NEG, possible irrelevant) and bound-
ary (BND, uncertain) regions by the following definitions:
Definition 2. If (CF (d) = “R” and d ∈ D+) Then CF ′(d) = “POS”; Else, If
(CF (d) = “iR” and d ∈ D−) Then CF ′(d) = “NEG”; Otherwise, CF ′(d) =
“BND”.
Figure 4.1 shows that the classic classifier has extended to the transitional
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intermediate type of the proposed classifier.
Figure 4.1: The demonstration of the classic classifier extension
Based on the above definitions, some properties about the three regions can be
derived as follows:
Property 1. If d ∈ POS then d ∈ D+.
Property 2. If d ∈ NEG then d ∈ D−.
Property 3. If d ∈ D+ and d ∈ BND then CF (d) = “iR”.
Property 4. If d ∈ D− and d ∈ BND then CF (d) = “R”.
The boundary region BND includes many relevant documents and irrelevant
documents under uncertain decisions, which can be further divided into two groups:
B+ = BND ∩D+ and B− = BND ∩D−.
If every document d ∈ D is represented as a vector of term-weights, the four
groups (POS, NEG,B+ andB−) can generate four centroid vectors. LetCP be the
centroid vector of POS and CN be the centroid vector of NEG, BP be the centroid
vector of B+ and BN be the centroid vector of B−. Let us assume that there is
a central line (a theoretical decision boundary) between R and iR. Theorem 1
indicates the relations between them.
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Theorem 1. Let B+ = BND ∩ D+ and B− = BND ∩ D−, all the documents
in B+ must be below the central line, whereas all the documents in B− must be
above the central line.
Proof. If there is a document d ∈ B+ , then according to the definition of B+, it
should be d ∈ D+, suppose it is above the central line, i.e., CF (d) = “R”; then it
must be d ∈ POS by Definition 1, that is against the property of B+: d ∈ BND,
therefore d is below the central line. In the same way, it can be proved that any
document d ∈ B− must be above the central line.
If every document d ∈ D is represented as a vector of term-weights, the four
groups (POS, NEG, B+ and B−) can generate 4 centroid vectors. Let C ′P be the
centroid vector of POS and C ′N be the centroid vector of NEG, BP be the centroid
vector of B+ and BN be the centroid vector of B−. Let us assume that there is
a central line (a decision boundary) between R and iR. Theorem 1 indicates the
relations between them as shown in the illustrative diagram of Figure 4.8.
Figure 4.2 shows the relations between the four centroid vectors and the three
regions from where the centroids are created. CP and CN are the two main cen-
troids and BP and BN are the two assistant centroids. I will discuss how to use
the two pairs of centroids in the following sections.
Figure 4.3 demonstrate the overall process of the three-region evolution and
the optimization of the two pairs of centroid vectors from a 2-D perspective, in
which the four centroid vectors are generated respectively from the POS region,
NEG region and the two parts of BND region, and are expected to be optimised
through an iteration process of three region evolution progressively. With the
training process progressing as a shown in Figure 4.3, the regions POS and NEG
will be gradually developed into POS’ and NEG’ mapping to the updated centroid
vectors CP and CN respectively; the boundary region will also have synchronous
evolution, and produce and update the two assistant centroid vectors BP and BN
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Figure 4.2: Four centroid vectors and three regions
correspondingly. CP is the centroid vector for the positive region and CN is the
centroid vector for the negative region, BP is the centroid vector for the docu-
ments in the BND region which are from D+, BN is the centroid vector for the
documents in the BND region which are fromD−. Between the CP and CN , there
is a central line in the boundary region. The details of the centroid optimization
process will be discussed in Section 4.5.1.
4.3 Centroid Based Framework and Algorithms
4.3.1 The Overall Structure of the Proposed Model
Figure 4.4 shows the overall structure of the proposed binary classification model
based on the rough set three-way decision approach in the thesis. It contains three
sections totally including centroid training, decision rule generation and decision
rule application which will be demonstrated through the following algorithms re-
spectively.
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Figure 4.3: Three-region evolution and centroid optimization
Figure 4.4: The proposed overall structure/framework of binary text classifier
4.3.2 The Algorithms of the Proposed Approach
Two main algorithms of the centroid-based solution are proposed to be designed
and shown in Algorithms 1 and 2, which demonstrate the training and testing
processes respectively. Algorithm 1 that describes the training process includes
four steps: step 1, to get the feature set from D+ or together with D− based
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on specific basic text mining models such as TF*IDF, PDS, RFD and BM25
through the sub-algorithm FS, which is shown as Algorithm 3 in Appendix E;
step 2, to calculate the centroid vectors ~CP , ~CN through the sub-algorithm CV ,
which is shown as Algorithm 4 in Appendix E; step 3, to partition the training
set D into regions (sets) POS, BND(BNDP , BNDN) and NEG, and create
~BP and ~BN though the sub-algorithm RP , which is shown as Algorithm 5, 6
and 7 in Appendix E; step 4, to generate decision rules R = Rp ∪ Rd, in which
Rp = {R1, R2}, Rd = {R3, R4, R5, R6} through the sub-algorithm GR, which
is shown as Algorithm 8 in Appendix E. Algorithm 2 demonstrates the testing
process by which the decision rules in Rp help partition the incoming document
set U into three regions/sets including POSi, BNDi and NEGi; the decision
rules in Rd firstly clarify the relevance of the indeterminate objects in BNDi to
get BND+i and BND
−
i , and then combine BND
+
i and POSi to achieve U
+,
and combine BND−i and NEGi to achieve U
−, so that the final purpose of bi-
nary classification applied to the incoming document set U will be reached as
expected.
The following is the overall training algorithm, shown in Algorithm 1, which
includes four main steps totally corresponding with the other four different sub-
algorithms. The four sub-algorithms will be given subsequently in sequence.
The sub-algorithms including Algorithm 3 (FS), Algorithm 4 (CV), Algorithm 5
(RP) and Algorithm 8 (GR) have been demonstrated as follows. The first sub-
algorithm focuses on feature weighting and selection, as shown in Algorithm 3.
Algorithm 4 is the sub-algorithm for centroid vector calculation. Algorithm 5
is the sub-algorithm for three-region division. Algorithm 8 is the sub-algorithm
for decision rule generation. As shown in Figure 4.6, six sorts of scenarios are
demonstrated corresponding with six different locations of document vectors in
the document space, in which we can clearly know the spatial relationships be-
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tween the six document vectors and the two pairs of centroid vectors.
Algorithm 1: The overall training algorithm based on centroid solution
Data: D+ = {di | di is labelled as relevant 1 ≤ i ≤ |D+|}
(Relevant training set)
D− = {dj | dj is labelled as irrelevant 1 ≤ j ≤ |D−|}
(Irrelevant training set)
Result: Relevant features F = {f1, f2, ..., fm}, Feature weighting function
w : F → [0, 1]
Centroid vectors ~CP , ~CN , ~BP , ~BN
Decision rules R = {R1, R2, R3, R4, R5, R6}
begin
Step 1: Get features from D+ and D− through sub-algorithm FS
Step 2: Calculate centroid vectors ~CP , ~CN through sub-algorithm CV ,
~CP is the centroid of D+, ~CN is the centroid of D−
Step 3: Partition D into regions/sets POS, BND(BNDP , BNDN)
and NEG and create two assistant centroid vectors ~BP and ~BN
though sub-algorithm RP
Step 4: Generate decision rules R = {R1, R2, R3, R4, R5, R6} through
sub-algorithm GR
Algorithm 2: The overall testing algorithm based on centroid solution
Data: U = {u(x, y) | 1 ≤ x ≤ |U |, y = 0} (Incoming documents)
Decision rules R = Rp ∪Rd, Rp = {R1, R2}, Rd = {R3, R4, R5, R6}
Relevant features F = {f1, f2, ..., fm}, Feature weighting function
w : F → [0, 1]
Four centroid vectors ~CP , ~CN , ~BP , ~BN
Result: U+ = {u(x, y) | 1 ≤ x ≤ |U |, y = 1} (Incoming documents
classified as relevant)
U− = {u(x, y) | 1 ≤ x ≤ |U |, y = −1} (Incoming documents classified as
irrelevant)
begin
Step 1: Using decision rules in Rp to partition U into sets POSi,
BNDi and NEGi (Regions/Sets)
Step 2: Using decision rules in Rd to further clarify the polarity of the
indeterminate objects in BNDi to get BND+i and BND
−
i .
Step 3: Get U+ = POSi +BND+i , U
− = NEGi +BND−i
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4.4 Decision Rules
The extended classifier CF ′ firstly generates a pair of centroid vectors ~CP and
~CN to represent the relevant and irrelevant information. From the definitions in
Section 4.2, after three regions are partitioned by the two main centroid vectors,
two auxiliary centroid vectors BP and BN are also created, respectively corre-
sponding with two different parts of the boundary region BND (B+ and B−),
which are assumed to play a key supportive role during the uncertain boundary
treatment. Figure 4.2 shows a three-region distribution example of the training
samples, in which we can clearly see the four centroid vectors in their relative po-
sitions including ~CP , ~CN , ~BP and ~BN by which the three regions are divided. It is
usually known that the larger the gap between ~CP and ~CN is, the easier it would be
made to separate documents into binary categories by comparing their distances
to the centroid vectors. However, there are still some objects in the boundary that
cannot be classified by simply comparing their distance to the two main centroid
vectors, and in the training stage, the documents around the two centroid vectors
are not always categorised into the right regions that the two centroid vectors rep-
resent, especially those nearer to the central line. More influential factors need to
be mined and considered to help make more accurate decisions for the relevance
prediction of those unresolved objects.
Further more, in the application process of the BP and BN , there is a cer-
tain distance between their real functions and the ones proved by the theoretical
derivation in Section 4.2. It is possibly caused by the topic offset of the incoming
documents or some unknown reasons. Therefore, as shown by the two half cir-
cles in Figure 4.6, some adjustments were made for the application strategies of
the ~BP and ~BN with their original function retained, i.e., they are expected to be
used only for the boundary region BNDi of incoming documents as the second
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step, and the first step is mainly for the process of the other two regions including
POSi and NEGi. The average distance of the documents (shown as MeanDis
in Figure 4.6) will be calculated according to ~CP and ~CN in the first step, and ~BP
and ~BN in the second step, to help improve the classification performance. The
objects in the uncertain boundary have certain special traits and functions because
of their special locations between the two pairs of centroid vectors, six decision
rules are thus created through the three-region division and further process of the
boundary region objects.
4.4.1 Rule Generation
Assumed that we have the testing document set U as mentioned earlier, each doc-
ument u ∈ U must be pre-processed in the same way as the training documents
do, and then compared with the two main centroid vectors ~CP and ~CN in order to
decide its relevance by using the central line and its Euclidean distance to the two
main centroid vectors. However, the performance is poor because of the uncer-
tain boundary. It is most possibly because there must be some potential unknown
factors influencing the relevance prediction in addition to the Euclidean distance
among the testing documents and the distance from each document to the cen-
troids, and the default distance threshold shown as the central line between the
two centroids. For example, the centroids need to be optimised, how to use the
two auxiliary centroid vectors more reasonably? Also, the decision rules are pro-
posed to be created for the relevance prediction more accurately.
In this section, six decision rules are created corresponding with the six sorts
of possible document positions as shown in Figure 4.6, including the first two for
partitioning the incoming documents into three regions: POSi,NEGi andBNDi
as the first step, and the other four for further treatment of the objects allocated
into the boundary region BNDi. During this process, I considered some other
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conditions to help make more reasonable decisions for the relevance prediction of
the unresolved incoming documents.
Let F be the selected feature set, and ~u = (w1, w2, ..., w|F |) be the vector of
document u and ~v = (w′1, w
′
2, ..., w
′
|F |) be a centroid vector. I use the following
definitions to measure the distance between documents and centroid vector.
||~u,~v|| =
√√√√ |F |∑
j=1
(wj − w′j)2 (4.1)
meanDis(v) =
k
|Dv|
∑
d∈Dv
||~d,~v|| (4.2)
where Dv = D+ if ~v = ~CP , else Dv = D− if ~v = ~CN , and k is an experiment
parameter.
To partition the incoming documents and predict the polarity of each incoming
document ~u in the BNDi regions, the possible relationship between u and the
centroid vectors need to be clarified. The relationship is described in trigonometry
and the cosine law is used to display the relative relation of the Euclidean distance
between different related vectors, as shown in Figure 4.5, in which the purple
round dot denotes the document u for prediction, “+" denotes CP and “-" denotes
CN , which form a triangle in 2-D perspective. In Figure 4.5, it shows that if and
only if 3pi
2
> θ > pi
2
, u locates at the left side of CP which is the opposite of CN ,
it is most probably categorised into the range of relevance. Therefore, the spatial
relationship between ~u, CP and CN must satisfy the following conditions. The
situation of the objects that locate at the right side of CN is quite similar and the
same operations will thus be applied with the opposite conclusions expected to be
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reached.
||~u, ~CP ||2 + || ~CP , ~CN ||2 − ||~u, ~CN ||2 > 0, or
||~u, ~CP ||2 + || ~CP , ~CN ||2 > ||~u, ~CN ||2
Figure 4.5: Example of cosine law
Below is the formula of the cosine law:
cos θ =
||~u, ~CP ||2 + || ~CP , ~CN ||2 − ||~u, ~CN ||2
2× ||~u, ~CP || × || ~CP , ~CN ||
(4.3)
Based on the law of cosines and the positions of ~CP , ~BN , ~BP and ~CN , six scenar-
ios (rules) were generalised, covering all typical spatial locations of the incoming
document vectors for relevant analysis and decision-making of polarity predic-
tion, as illustrated in Figure 4.6, where u1, u2, u3, u4, u5 and u6 denote the six
types of incoming document vectors in six different situations corresponding with
different orientation and distance to the centroid vectors, three of which are lo-
cated at the left side of the central line and closer to ~CP , and others are closer to
~CN .
The following two decision rules help divide three regions for the incoming
documents. The documents satisfying Rule 1 and 2 will certainly be allocated to
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Figure 4.6: Six scenarios of documents for polarity prediction
the positive region POSi or the negative region NEGi.
Rule 1 [POS] - for document u1 - relevant:
If ~u1 is on the left side of positive centroid ~CP , it means that || ~u1, ~CP || <<
|| ~u1, ~CN ||, i.e., cos θ 6 0 (3pi2 > θ > pi2 ), an obtuse triangle, is formed (as
shown in Figure 4.5), then document u1 is predicted as relevant.
Rule 2 [NEG] - for document u4 - irrelevant:
~u4 is quite similar with ~u1, however, it is on the right side of the negative
centroid ~CN , showing that ||u4, CN || << ||u4, CP ||. The result by the law
of cosines also provides the evidence from a different perspective like ~u1.
Therefore, it is predicted as irrelevant.
Those not satisfying Rule 1 and 2 will naturally be put to the boundary region
BNDi and need to be applied with the other four decision rules for the further
clarification of their categories. As to the remaining rules as follows, some extra
conditions and relationships are required for the decision making to help the other
documents find their “homes" more accurately.
Rule 3 [BND] - for document u2 - irrelevant:
If ~u2 locates between ~CP and central line, but not in the left half circle, i.e.,
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|| ~u2, ~CP || < || ~u2, ~CN ||, θ < pi2 or θ > 3pi2 , and || ~u2, ~CP || > meanDisP .
Under such circumstance, u2 is predicted as irrelevant.
Rule 4 [BND] - for document u3 - relevant:
The position of ~u3 is a little different with ~u2 because it locates in the left
half circle, i.e., || ~u3, ~CP || ≤ meanDisP . In this case, it has a greater chance
that u3 is relevant compared with u2. Therefore, u3 is predicted as relevant.
Rule 5 [BND] - for document u5 - relevant:
~u5 is quite similar with ~u2, so the similar decision making can also be
applied for it. However, its position is just the opposite to ~u2, i.e., it lo-
cates between the central line and ~CN , but not in the right half circle, i.e.,
|| ~u6, ~CN || > meanDisN . Therefore, it is predicted as relevant (on the op-
posite of u2).
Rule 6 [BND] - for document u6 - irrelevant:
~u6 is quite similar with ~u3, but it locates in the right half circle, i.e., || ~u6, ~CN || ≤
meanDisN . In this case, it has a greater chance that u6 is irrelevant com-
pared with u5. Therefore, u6 is predicted as irrelevant.
4.4.2 Rule application
As shown in Figure 3.4 of Section 3, the testing process will also go through the
two similar transformations: ‘two-way to three-way’, and ‘three-way to two-way’,
all of which are merely achieved by the generated rules. After the decision rules
generated, they will be used for not only the three-region division, but also for
helping clarify the polarity of all the indeterminate documents in the uncertain
boundary based on the specific situation of a certain topic. Algorithm 2 demon-
strates the application process of the decision rules. The algorithm will predict
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the label (y) for every document in the testing document set. If the document is
relevant then y = 1, otherwise y = −1.
4.5 Model Optimization
4.5.1 Centroid Training and Optimization
The previous experiment results show that even though the two centroid vectors
generated respectively from the training subset D+ and D− are used as the scales
to classify the training set itself, there are still some documents from D+ or D−
that are unable to return to their original positions of labelled polarity; this indi-
cates that the two centroid vectors obtained through the clustering process contain
much uncertainty, therefore, an effective optimization of the centroid vectors is
necessary. Through the optimization process, the knowledge that the centroid
vectors possess for text classification is expected to be refined and stabilised so
as to improve the performance of text classification further. It is proposed to be
completed through an iteration process as shown in Figure 4.7. With the training
process progressing, the boundary region will gradually absorb as many uncer-
tain documents as possible so that the two centroid vectors are moving away from
each other along with their being updated increasingly until the distance between
them no longer changes. Figure 4.3, Figure 4.8 and Figure 4.9 demonstrate the
overall procedure of region evolution and centroid optimization, and Figure 4.8
indicates the schematic representation of the relationship between the four cen-
troid vectors created through an optimization process, all of which are described
in 2-D perspective.
The classifier CF ′, that is extended from a classic classifier, firstly generates
two basic centroid vectors (C ′P and C
′
N ) to represent relevant and irrelevant in-
formation; however, there is an uncertain boundary (B+ and B−) between C ′P
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and C ′N . When the extended classifier CF
′ is produced, it can be used back to
classify the training set again to update the three regions: POS, NEG and BND.
In the process of the centroid optimization, the two pairs of centroid vectors are
updated based on the newly created three regions, and then used to help produce
a new classifier, which is assumed to be named CF ′′. When the new classifier
CF ′′ is used to classify the training documents again, more uncertain documents
will possibly be found and put into the boundary region. Meanwhile, the space
between the two new centroid vectors will also be broadened synchronously. Fig-
ure 4.8 is an example of the result obtained by the classifier CF ′′, which clearly
shows that the two centroid vectors C ′P and C
′
N are gradually changed to CP and
CN respectively. Figure 4.9 demonstrates the dynamic change process of region
evolution and centroid optimization in detail.
As is usually known, the larger the gap between the positive and negative cen-
troid vectors is, the easier it would be to separate the testing documents into binary
categories. Therefore, the purpose of the centroid optimization is actually trying
to improve the positive and negative centroid vectors into stronger modelers as
they are being separated as far as possible in the process. As shown in this case,
the size of the boundary region is kept growing and the distance between the posi-
tive and negative centroid vectors is kept increasing to reach the maximum. Once
the size of the boundary region stops growing, it means that the new classifier
cannot find uncertain documents from the positive region and negative region any
more, which also means that the training documents, that remain in the positive
and negative region, have already been classified by the classifier with the high-
est accuracy and most probability. At this stage, the optimization and the training
process can be regarded as completed. To make the whole process easier to under-
stand, a flowchart in Figure 4.7 roughly illustrates the overall steps of the whole
training and optimization process.
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Figure 4.7: Overall steps of training process and centroid optimization
So far, the manner of the proposed optimization in optimizing the two centroid
vectors, by iteratively training them, has been discussed. However, the experiment
results show that the optimization solution is not always effective, i.e., it cannot
reduce the influence of the uncertainty to enhance the certainty of the knowledge
for text classification under various conditions. Therefore, it is concluded that it is
not possible to directly use the uncertain elements as the positive pseudo relevance
feedback to iteratively help reduce the uncertainty degree under the uncertain con-
dition and environment. A more innovative approach is highly desired to optimise
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the related centroids, which has been included in future work as a key task, as
shown in Section 6.3 of Chapter 6.
Figure 4.8: Four centroid vectors and the central line
Figure 4.9: Region evolution and centroid optimization
4.5.2 Experiment Strategy Adjustment and Implementation Tech-
niques
In order to ensure the credibility of the test results in each step, the following
rules are proposed to be applied: single-parameter alteration rule, the diversifica-
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tion and synchronization of the feature usage and the performance improvement
by iterative feedback. The first rule means that there should be only one param-
eter adjusted before the performance test has been completed for each run. The
features play a key role in text classification, and different types of features or
the combination of features are considered, therefore, the feature adjustment plan
is proposed to be synchronously applied to all the progressive stages of the pro-
posed model. The iterative feedback is also an effective way to help improve the
classification performance of the proposed model.
The performance improvement has been realized through the progressive stages.
During the model development, it involves the following stages with different
methods and effectiveness, such as Rocchio, TWDUB-Rocchio, TWDUB-BS,
TWDUB-Iteration, TWDUB-SD-Single and TWDUB-SD-Double, which will be
introduced in details in Section 5.5.1. Although the features from the TF*IDF,
PDS, RFD and BM25 have been introduced and applied to all the stages of the
proposed model, the BM25 has greatly improved the overall text classification
performance compared with other types of features so as to be chosen as the main
feature plan for the proposed model. It is worth mentioning that the personaliza-
tion element TF (Term frequency) of each extracted feature (key word) has also
been added to improve the performance with different improvement degrees for
different interim models.
4.5.3 The Effect on Modelling by Potential Factors
The uncertain boundary is proposed to be modelled through centroid learning and
decision rule generation as shown in the above sections because most uncertain
factors are buried in the training samples or produced in the training process.
However, some strange experiment results demonstrate that some other possible
potential factors might influence the modelling process, especially the generated
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decision rule application, and this needs to be further considered and investigated
so as to improve the proposed model or determine the conditions under which
the decision rules can be more effectively applied. Therefore, a hypothesised
mechanism/frame is expected to be developed, by which the decision rules of the
proposed model can be scheduled according to the topic circumstance composed
of the potential elements.
In this research, the possible factors were systematically studied, especially
the characteristics of the training samples, such as the Training Relevance Ratio
(TRR) of each training topic, the quality of the centroids produced in the training
process, and other factors including training document weight, training document
distance to the two centroid vectors, distance between the two centroid vectors,
and the standard deviation (SD) of the distance from the training documents of
each topic to the two centroid vectors. It was then checked if these factors influ-
ence the effectiveness of the proposed model or the application of the generated
decision rules.
Training Relevance Ratio(TRR) As clearly shown in Figure B.2, for the topic
1-7 and topic 15-21 with TRR value over 0.03 (corresponding with the two upper
sectional dotted red lines), the Accuracy is improved after the centroids are utilised
and the six decision rules are applied, but for most of the other topics with TRR
value less than 0.03, the Accuracy is showing negative growth. Therefore, it is
not difficult to infer that it would be feasible whether the decision rules of the
proposed model are scheduled to be applied or not, based on whether the TRR
value of the corresponding topics exceeds a certain pre-set TRR threshold. More
comparative studies and empirical analysis of the relative mechanism and results
will be described in detail in Section 5.5.6 of Chapter 5.
During the inspection of the effects caused by various potential factors, the
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changes brought about by different data sources and their respective characteris-
tics are always taken into account so as to have the conclusion consistency vali-
dated from various perspectives. For example, through FigureB.1 the correspond-
ing results and similar conclusion have also been deduced for database RCV1
compared with R56CO. By the proposed scheduling process based on applying
the TRR threshold, the performance of the proposed model has been further im-
proved.
Other possible factors For other possible influential factors, I tried to make
each of them as the main variable, and test how the subsequent result is changed
with this variable. The recorded changing tendency in tables or graphs can clearly
demonstrate the independent role of each factor. A large number of experiments
have been conducted to test the effectiveness of the above mentioned factors, how-
ever the inherent laws have not been found yet, and are expected to be further
explored in the future.
4.6 Chapter Summary
In this chapter, the basic idea and the construction of the proposed TWDUB model
were introduced in detail. The structure of the boundary region and the spatial and
logical relation among the two pairs of centroid vectors were described. The three
regions and their corresponding properties were defined, and followed by the re-
lated theorem and its proof. The overall structure of the proposed TWDUB model
and the related algorithms were presented, and the generation and application of
the decision rules were also discussed. As the last step of this chapter, the opti-
mization of the proposed TWDUB model by different skills were also presented.
Next chapter will focus on the evaluation of the proposed model and approach
based on the experimental results of this research.
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Chapter 5
Experiment and Evaluation
In this chapter, all related aspects of the evaluation issue based on the experi-
ment results and analysis will be introduced, including the datasets that were used
for the experiments, the baseline models especially on model description, the se-
lection criteria of baseline model and the baseline model settings, the evaluation
metrics, the experiment strategy and experiment condition, the evaluation of the
proposed pilot Learning for Decision Making (LDM) Model, and the evaluation
of the proposed Three-way Decision for Uncertain Boundary (TWDUB) model,
which is the core of this research project.
5.1 Data Sets
In this section, three kinds of standard benchmark corpus (Reuters collections)
utilised in the research project will be discussed, which are composed of XML-
typed documents and widely used in the close areas such as text mining and text
classification, including RCV1, R-21578 and R56CO, a corpus that was trans-
formed from R-21578.
95
96 Experiment and Evaluation
5.1.1 RCV1
The Reuters Corpus Volume 1 (RCV1) is well known for the TREC-11 Filter-
ing Track1 , which consists of 100 topics of semi-structured document set; The
number of documents contained in each topic of the RCV1 is different, and each
topic is a separate unit, which is composed of two parts - training set and testing
set with relevance judgements - in which all the documents have been labelled
attribute of relevancy with the topic. RCV1 is, in total, comprised of 806,791 doc-
uments that cover a very large spectrum of topics, all of which are news stories in
English written by Reuters journalists between August 20, 1996 and August 19,
1997 [51]. All of the documents in RCV1 are formatted as XML pages. The first
50 topics were developed by the National Institute of Standards and Technology
(NIST) and the relevance attribute of each document in it has been labelled by
the personnel of NIST. The last 50 topics have been completed manually through
a fusion of different categories in Reuters and the relevance attributes of those
documents have been labelled by the machine learning process rather than by hu-
mans. Therefore, the first 50 topics are more reliable and the quality of the latter
50 topics is relatively low [45].
The researchers in IF/IR or the similar fields often conduct their experiments
on RCV1 data sets to test the effectiveness or efficiency of the algorithms or the
research plans designed by them. Therefore, each topic of RCV1 is devised into
two different sets shouldering different tasks: training set and testing set. The
training sets consist of a total of 5,127 news stories, and mainly provide necessary
training seeds for the machine learning purpose, while the testing sets contain the
37,556 news stories, and are used as tested objects. Both of these two sets consist
of relevant and irrelevant documents labelled clearly for the purpose of convenient
utilisation in the test.
1http://trec.nist.gov/data/t2002_filtering.html
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To avoid bias in experiments, the information of meta-data, which refers to
the data describing other data contained in the XML documents of the collection,
have been ignored. The documents are treated as plain text documents by some
preprocessing algorithms. The preprocessing tasks include removing stop words
from each document according to a given list of the predefined stop words, stem-
ming all the terms by applying the Porter stemming algorithm, and parsing and
cleaning.
5.1.2 Reuters-21578
Reuters-215782 (R21578) corpus is a widely used test collection for text min-
ing and information retrieval research. The data was originally collected and la-
belled by Carnegie Group, Inc. and Reuters, Ltd. in the course of developing
the CONSTRUE text categorization system. This experiment picked up the set
of 10 classes for testing, since the class distribution for documents is too skewed.
According to Sebastiani’s convention [20], it was called the set R8 because two
classes corn and wheat are intimately related to the class grain, and they were
appended to class grain. In the experiments of this research, each class is paired
with another seven classes to get more testing cases (in total, this research has 56
cases). For each case, documents in the class are relevant and in another class are
irrelevant.
To avoid bias in experiments, all of the meta-data information has been ig-
nored. Documents are treated as plain text documents. The preprocessing tasks
include removing stop words from each document according to a given list of the
predefined stop words, and stemming all the terms by applying the Porter Stem-
ming algorithm.
2https://archive.ics.uci.edu/ml/datasets/Reuters-21578+Text+
Categorization+Collection
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5.1.3 R56CO
The dataset R56CO is evolved by combining all the training documents from the
eight topics of R21578 to reach a shared big total of training samples for each new
topic of the newly constructed database R56CO, with the corresponding relevant
documents of the source Database R21578 kept for each topic of R56CO, thus the
training relevance ratio (TRR) of each topic in R56CO experiences an extreme
drop down to enlarge the range of training relevance ratio, for testing the Accuracy
changing tendency with the training relevance ratio (TRR). The testing section of
R56CO has been kept consistent with the original R21578.
5.1.4 Data Attributes and Term Weighting
The statistical attributes of all topics in datasets Each document of the dataset
RCV1, R21578 and R56CO owns an ID, a title and the body of content, contains
different number of paragraphs, and is represented in the XML-structured gram-
mar. The statistical attributes of the dataset will be used as the essential inputs of
various algorithms directly or indirectly, therefore they relate to the ultimate suc-
cess of the algorithms and even the whole project. The main statistical attributes
of RCV1 and R56CO are listed in Table C.1 in Appendix C and Table D.1 in
Appendix D respectively.
Term weighting Four types of term weighting were used for the proposed model
and baseline models, including two traditional term weighting methods TFxIDF
and Okapi BM25, which were introduced in Section 2.6.1 and 2.6.2, and an-
other two effective approaches based on two text mining models developed in
recent years, PTM and RFD, which were introduced in Section 2.5.1 and 2.5.2.
BM25 [95] is a well-known probabilistic scoring function for feature selection.
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From the experiments completed on the proposed model in the thesis, it is found
that the BM25 performs better than TF*IDF, PTM and RFD.
The number of the specific features (usually as terms) are set to 10, 50, 100,
150, 200, 250, 1000, 2000 during the effectiveness testing of the proposed al-
gorithms especially when testing the impact of feature number changes in Sec-
tion 5.5.8 of this chapter. In the experiments, for each term weighting schema,
the best performance were chosen by F1 and Accuracy measures with a macro
average for each model.
5.2 Baseline Models and Settings
In order to make a comprehensive evaluation, seven types of popular influential
classifiers with different algorithms have been collected and designated as the
baseline models (see Table 5.1). The seven baseline models are state-of-the-art
models including Support Vector Machine (SVM), AdaBoostM1, J48 [69], Naive
Bayes [38], Random Forest [9], IBk (Instance-Based Learning) and Rocchio. The
model selection criteria is that the model either uses a similar key technology with
the proposed model, such as SVM and Rocchio, or belongs to the most popular
models with first-class performance such as the other five baseline models. The
results of the selected baseline models are obtained from Weka3 , a powerful data
mining platform that has realised a relative complete function set corresponding
with the most popular classifiers including the selected seven baseline models.
When the baseline models are running, the related parameters, which are sim-
ilar to the proposed model, were made to keep consistent with the research model,
and their unique parameters were adjusted to help obtain the maximum perfor-
mance. For most of the baseline models, the default parameter settings have been
3http://www.cs.waikato.ac.nz/ml/weka/
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Table 5.1: The baseline models and their corresponding algorithms
No Algorithm type Classifier Parameters
1 Function based SVM( LibSVM4 ) Kernel function
2 Classifiers commit-
tee based
AdaBoost Base classifiers
3 Decision tree based J48 ; Random Forest Tree pruned and un-
pruned
4 Probability based Naive Bayes Distribution for nu-
meric attributes
5 Instance-based (lazy
learner)
IBk (k-NN) The number of near-
est neighbours
6 Representative
based
Rocchio
utilised, and if the baseline model has different kernels, the one chosen has the
best performance so that the best state and result have been guaranteed for all the
baseline models of the Weka. The baseline models are described as follows, with
the related information of model settings attached in Appendix F.
SVM Support vector machine (SVM) is a statistical method that can be used to
find a hyperplane that best separates two classes [18]. It represents the decision
boundary using a subset of training data, known as support vectors. SVM works
well with high dimensional data like text [36]. SVM is one of the state-of-the-
art text classifiers and has achieved the best performance on the Reuters-21578
data collection for document classification [82]. The decision function of SVM is
defined as:
h(x) = sign(w · x+ b) =

+1 if (w · x+ b) > 0
−1 otherwise
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where x is the input object; b ∈ R is a threshold and w = ∑li=1 yiαixi for the
given training data: (xi, yi), ..., (xl, yl), where xi ∈ Rn and yi = +1(−1), if
document xi is labelled relevant (irrelevant). αi ∈ R is the weight of the sample
xi and satisfies the constraint:
∀i : αi ≥ 0 and
l∑
i=1
αiyi = 0
For the experiments in this thesis, the open-source package of LibSVM has been
used.
AdaBoostM1 It is a boosting (a type of classifier committee) classification model
[25]. A boosting model works based on a base weak learning algorithm, which is
repeatedly run on various distributions over the training data.
J48 It is an open-source Java implementation of the C4.5 algorithm [69] in the
Weka data mining platform. In building a decision tree classifier, at each node of
the tree a decision tree classifier chooses one feature that most effectively splits
into two subsets. C.45 employs the entropy measure as its splitting function. The
splitting criterion is the normalised information gain (difference in entropy). The
attribute with the highest normalised information gain is chosen to make the deci-
sion.
Naive Bayes It is a simple probabilistic classifier based on applying Bayes’ the-
orem (from Bayesian statistics) with strong (naive) independence assumptions.
In spite of their naive design and apparently over-simplified assumptions, naive
Bayes classifiers have worked quite well in many complex real-world situations.
[14, 38]. Naive Bayes is very popular in binary classification problem anti-spam
e-mail filters [54]
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Random Forest It is a combination of tree predictors such that each tree de-
pends on the values of a random vector sampled independently and with the same
distribution for all trees in the forest. After a large number of trees are generated,
they vote for the most popular class [9].
IBk Instance-Based Learning(IBk) is a lazy learner or k-NN (k-Nearest Neigh-
bours). As a lazy learner, IBk delays the process of modelling the training data
until it is needed to classify the test examples. IBk is an efficient and robust noise
coping algorithm [19, 85].
Rocchio The Rocchio algorithm [72] has been widely adopted in the area of text
categorization [53]. It can be used to build the profile for representing the concept
of a topic that consists of a set of relevant (positive) and irrelevant (negative)
documents. Two centroids ~c+ for positive and ~c− for negative are generated
~c+ =
1
|D+|
∑
~d∈D+
~d
||~d||
~c− =
1
|D−|
∑
~d∈D−
~d
||~d||
For predicting new documents, cosine similarity between centroid ~cj and doc-
ument ~di is used.
sim(~cj, ~di) =
~ci · ~di
||~ci|| × ||~di||
New documents will be predicted as relevant if they are mostly similar to the
positive centroid, otherwise they will be predicted as irrelevant.
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5.3 Evaluation Metrics and Experiments Strategy
5.3.1 Evaluation Metrics
Usual measures Precision (P ) and Recall(R) are two basic parameters for eval-
uation of the proposed model, which are calculated by the following functions:
p =
TP
TP + FP
, r =
TP
TP + FN
where TP (True Positive) is the number of documents the model correctly iden-
tifies as relevant; TN (True Negative) is the number of documents the system
correctly identifies as irrelevant; FP (False Positive) is the number of documents
the model falsely identifies as relevant; FN (False Negative) is the number of
relevant documents the system fails to identify.
In this thesis, the effectiveness of text classification is measured by two key
measures: Fβ and Accuracy (Acc), which are based on the Macro-average cal-
culation covering all tested topics. Accuracy is a very important indicator of a
binary text classifier performance because it integrates the successful determina-
tion object number from both positive and negative parts, corresponding with rel-
evant and irrelevant categories. However, both the training data set and the actual
data set tend to be with an unbalanced structure, i.e., the percentage of relevant
data is far lower than that of the non-relevant part, therefore, even the Recall(r)
related to the relevant part is very low, i.e., this small share of the relevant objects
are misclassified and placed under the irrelevant sets, the Accuracy can still be
very high because the irrelevant objects occupy the majority of the total so that
the Accuracy can also be very high. Because the relevant part is usually of the
most concern to users and Accuracy could not express the real situation of the
relevant objects, Fβ is emphasised as it is one of the most important metrics of
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comprehensive assessment by combining the values of Precision (P ) and Recall
(R) with the same treatment so that it can better reflect the overall performance
improvement of the final classifier than Accuracy [82]. Therefore, both F1 (usual
type of Fβ) and Accuracy are used for the performance evaluation. The detailed
formulas of Fβ and Accuracy are as follows.
Fβ =
(1 + β2)PR
β2P +R
The parameter β = 1 is used in this thesis, which means that recall and precision
are weighed equally. The F1 is the harmonic mean of precision and recall, which
tends to be closer to the smaller of the two. Therefore, if the F-score is high, it
means that both precision and recall must be high.
F1 =
2PR
P +R
To get the final result of several topics, two different ways may be adopted: micro-
averaging (F µ1 ) and macro-averaging (F
M
1 ) [82]:
F µ1 =
2P µRµ
(P µ +Rµ)
where
P µ =
TP
TP + FP
=
∑|C|
i=1 TPi∑|C|
i=1(TPi + FPi)
Rµ =
TP
TP + FN
=
∑|C|
i=1 TPi∑|C|
i=1(TPi + FNi)
TP (True Positive) is the number of documents the system correctly identifies as
positive; TN (True Negative) is the number of documents the system correctly
identifies as negative; FP (False Positive) is the number of documents the sys-
tem falsely identifies as positives; FN (False Negative) is the number of positive
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documents the system fails to identify; and |C| is the number of topics.
FM1 =
∑|C|
i=1 F1,i
|C|
where F1,i is the F1 for topic i.
For accuracy,
Acc =
TP + TN
TP + FP + TN + FN
Accµ =
∑|C|
i=1(TPi + TNi)∑|C|
i=1(TPi + FPi + TNi + FNi)
AccM =
∑|C|
i=1Acci
|C|
The usual statistical method t-test including paired one-tailed and two-tailed
t-test, is also used to analyse the experimental results [8]. In statistical hypothesis
testing, a p-value (probability value) is used to decide whether there is enough
evidence to reject the null hypothesis or if the research hypothesis is supported
by the data. If the associated p-value is low (< 0.05), it shows the difference in
means across the paired observations is significant.
The evaluation usually involves all the retrieved or handled documents. How-
ever, for the ease of investigation into the entire process, or discovery of the trend
that precision and recall changes with the sampling volume, the values of preci-
sion and recall can also be assessed at different cut-off points in the ranked list.
This measure commonly refers to top − k precision or recall. This research uses
the top − 10, top − 20, top − 30 measurement in the evaluation process of the
LDM model.
Customised measures for evaluation of three-region classification in LDM
model The evaluation metrics in the related fields are usually based on the Pre-
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cision (P) and Recall (R), or some sorts of combination of them such as the av-
erage precision and recall of Top k handled documents, F scores or F1 score, the
break-even point (b/p) and interpolated precision on 11 points. In practice, differ-
ent types and levels of evaluations relate to different computation and frameworks.
In this research, an innovative successive approximation approach based on rough
set theory has been utilised in the first proposed pilot model LDM, and the result
data are often divided into three regions with various sizes, including Positive re-
gion(POS), Negative region(NEG), Boundary region(BND). Therefore, the evalu-
ation system should not only care for the three regions, but also be able to differen-
tiate and contrast the overall performance level in different stages under different
strategies. F1 score (please see the specific formula as follows) can be used for
partial evaluation of the three different regions. The Comprehensive Evaluation
Index(CEI)is proposed to be formulated for the evaluation on the performance
of the proposed approach to text classification based on rough set techniques as
follows.
F1 =
2PR
P +R
CEI =
TP + TN
(|BND|+ 1) ∗ |D|
5.3.2 Experiment Strategy
The proposed Three-way Decision for Uncertain Boundary (TWDUM) model has
been built up to realise the proposed partitioning approximation approach based
on the centroid solution and rough set technique. An effective experiment system
has also been set up to evaluate the proposed model.
In the process of the model development, in order to ensure the credibility of
the test results in each step, the following rules are proposed to be applied: single-
parameter alteration rule, the diversification and synchronization of the feature us-
age and the performance improvement by iterative feedback. The first rule means
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that there should be only one parameter adjusted before the performance test has
been completed for each run. Because of the key role that the feature plays in
text classification, different types of features or the combination of features are
considered, but the feature adjustment plan is applied to all the progressive stages
of the proposed model. The iterative feedback is also an effective way to help
improve the classification performance of the proposed model.
A large number of experiments have been conducted on the proposed model
that was discussed in previous sections, with the first 50 topics of data selected
from the RCV1 corpus, during which each topic was tested separately with the
same model. The final result of the proposed model is the macro average of all
the topics of a certain dataset. The results of the proposed model for all the devel-
opment stages are listed in Table 5.8 and Figure 5.5 in Section 5.5.1.
5.3.3 Experiment Condition
As one of the most critical parts of the proposed research, the experimental sys-
tem is proposed to be implemented using Java programming language on the Net-
Beans IDE platform based on many unique advantages such as the pure object-
orientation and cross-platform portability of Java, and the resource openness of
the powerful NetBeans platform. The Microsoft Window 7 enterprise system is
installed on the Dell PC with Intel(R) Core (TM) i7-2600 CPU@3.40GHz, the
installed 8.00 GB memory (RAM) and 64-bit operating system.
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5.4 Evaluation of Learning for Decision Making (LDM)
Model
After the experimental system was built up, a series of experiments have been
conducted. In the fist stage, the proposed Learning for Decision Making (LDM)
as a pilot model has been set up based on the PDS model, an improved product
from Pattern Taxonomy Model (PTM) model, which focuses on discussing the
necessity and feasibility of the proposed research framework and demonstrating
its effectiveness as well. The PTM model [99] is a mature model in the field of
text mining and text classification based on the pattern mining techniques. The
first fifty topics have been chosen from the 100 topics of the text corpus RCV1,
and the PDS model was used as the basic model on which the original learn-
ing process has been completed and the original knowledge has been extracted
in the format of closed frequent sequential patterns. The pattern deploying, key-
word (feature) selection, keyword (feature) weighting and document weighting
and ranking were also indispensible in the process. The relevant documents, as-
sumed as the maximum refinement of the original mixed knowledge, have been
fed back to the starting point of this model as the new supplemented training seeds
through a multi-learning process. The preliminary results have thus been obtained
and the intermediate conclusions have been drawn. The knowledge refinement
is not only necessary for pseudo relevance feedback (PRF), but also vital for the
overall precision improvement of an information filtering (IF) system and classi-
fication. It has also laid a reasonable premise for the design and establishment of
the proposed core model TWDUB.
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5.4.1 Learning for Decision Model (LDM)
Learning for statistical parameters The Learning for Decision Model (LDM)
is proposed for training the necessary parameters for the decision rules of cate-
gorizing actions which are deducted through rough set theory and Bayesian loss
norm. Based on the generated decision rules, the reasonable decisions will be
made for document classification during the text categorization implementation
process. The rough set derivation process and the parameter learning of the de-
ducted action rules are firstly discussed in detail.
Probability estimation and parameter training based on text mining model
The theoretical deduction based on rough set and Bayesian decision rules should
be the first step of the model design. The decision rules are produced from the
Bayesian loss and risk norm and the processed document objects will be parti-
tioned into three different groups by different rules of related actions expressed
by the rough set approach based on the specific document status in the document
space. The required parameters are the most important components of the deci-
sion rules, including the loss rate λ and the probability P of the actions occurred.
These parameters need to be trained and refined in the multi-learning process. On
the basic text mining model PDS, the preliminary knowledge has been obtained
though the essential training, specifically, pattern mining and deploying, feature
selection, feature (term) weighting and weighted document list production. As
shown in Section 3.3.2, the P (XR, d) and P (¬XR, d) are two key probability pa-
rameters, both of which are proposed to be computed based on the mined knowl-
edge and its statistical assessment. The training set is tested reversely using the
knowledge obtained from the previous training process completed on the original
training samples (seeds), and the two loss parameters λ21 and λ22 are proposed to
be estimated according to the polarity difference of the documents in the boundary
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region between the new ranked training list and the original training set.
The main purpose of the LDM model is to build up a decision making system,
in which all the required parameters will be learned and refined through the ma-
chine learning process on the training set. The λ21 and λ22 express the loss rates
of the two opposite actions, through which the documents in the boundary region
are classified into a positive or negative region, and the P (XR, d) and P (¬XR, d)
express the probability of the two actions respectively. Because the correctness of
the knowledge obtained from the training process is just the key factor in deter-
mining the loss rate of different actions, that is, the more correct the knowledge is
used for decision making, the loss rate that the action decided will be lower, and
vice versa. Therefore, firstly the knowledge is considered to be reversely used on
the source training data, the primitive training set, that is, to calculate the weight
list of the training documents, and thus estimate the loss rate value according to
the polarity difference of all related documents between pre and post knowledge
application. The proposed formulas of the loss rate estimation are as follows.
Based on the original definition of λ21 and λ22, the following formulas are
deduced:
λ21 = 1− recallofk −BND
λ22 = 1− |d ∈ k −BND, d ∈ D
−|
|D−|
whereD− is the irrelevant training sub-set, k−BND is the boundary region of the
training samples. If we can calculate the P (XR, d), P (¬XR, d) andOdds(XR, d),
it will be easy to predict the polarity of the document d based on the deduced for-
mulas and rules(see Section 3.3.2). Next, we try to estimate the parameter values
based on the formulas of probability and the three-region structure constructed
through the learning process on the basic text mining model PDS. Based on the
essential definitions of P (XR, d) and P (¬XR, d), the following equations are pro-
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posed.
P (XR, d) =
|d ∈ U, d ∈ P − POS|
|d ∈ U |
P (¬XR, d) = 1− P (XR, d)
where U is the testing set, P − POS is the POS-region of the testing set. How-
ever, in the real environment, the relevancy of the documents in the testing set
has not been given in advance. Therefore, the key information used in the above
formulas of the probability need to be transformed into some other type of knowl-
edge learned from the training set and training process. It is expected to be ac-
complished in the next step. It can be estimated by conditional probability theory
and the frequency of the terms or keywords in the document vectors. Based on
the conditional probability formula: P (C|x) = P (C)P (x|C)
P (x)
, in which the random
variable C refers to the decision of classification, x is observable, and usually de-
noted as a document vector. The following application is correspondingly derived
from the real situation of machine learning. Suppose that we have 100 keywords
{t1, t2, , t100} for representing each document d, and the following equation:
P kR =
 P (XR, d) k = 1P (¬XR, d) k = 2
∴
P (X1R|t1, , t100) =
p(t1, , t100|X1R)P (X1R)
p(t1, , t100)
=
p(t1, , t100|X1R)P (X1R)∑2
k=1 p(t1, , t100|XkR)P (XkR)
P (X2R|t1, , t100) =
p(t1, , t100|X2R)P (X2R)
p(t1, , t100)
=
p(t1, , t100|X2R)P (X2R)∑2
k=1 p(t1, , t100|XkR)P (XkR)
The experiments of pseudo relevance feedback (PRF) In order to investigate
the influence of the feedback knowledge on the precision improvement multi-
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learning way, a group of tests were proposed to be completed on the PDS model
(a variation of PTM introduced in Section 2.5.1) with a different ratio of relevant
documents obtained from the result list of previous round as the feedback to input
end including zero level, which means no feedback. By contrasting the average
top-10, 20, 30, 40 precisions of the first 50 topics pre and post feeding different
sorts of knowledge with different relevance percentage, the average precisions in
top-10, 20, 30, 40 have been raised or lowered to varying degrees, and it can be
proved that the more the positive knowledge fed back, the more improvement will
be reached. This intermediate conclusion tells us that the precision result of the
IF system could be improved by refining the training seeds through the effective
way of pseudo relevance feedback (PRF) or other possible ways of training sam-
pling, and it also prompts the possibility of the centroid optimization through an
iteratively training approach in the second proposed TWDUB model.
The experimental implications of the classifier’s reflexive application From
the results of a number of experiments, it was known that the training samples
originally labelled with relevance or irrelevance could not be recovered to their
original polarity status when the same classifier trained from the same training
samples are applied back to themselves. The preliminary findings tell us at least
the following two facts. The used classic classification algorithms are not perfect,
and the knowledge obtained by the current machine learning and data mining
techniques contain much uncertainty.
5.4.2 Preliminary Results by Applying Different Feedback
The polarity of the top-10 texts in the result list by PDS model under no feed-
back In order to study the influence of the feedback knowledge on the precision
improvement during the learning process with recursive feedback, we should start
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from the examination into the composition of the original result list obtained by
the PDS model under no feedback. Table 5.2 is about the polarity status of the
top-10 texts extracted from the result list obtained by the PDS model with no
feedback, in which ‘1’ means the corresponding document is relevant, ‘0’ means
the opposite.
Table 5.2: The polarity of top-10 texts in the result list by PDS Model under no
feedback
Topic 1–10 Topic 11–20 Topic 21–30 Topic 31–40 Topic 41–50
NO Top-10 text NO Top-10 text NO Top-10 text NO Top-10 text NO Top-10 text
1 1111111111 11 1000100000 21 1111011111 31 1011111011 41 1111000000
2 1111111111 12 0000001011 22 0111011011 32 0100000101 42 0011101000
3 0000111010 13 0001000000 23 0001011000 33 1111110100 43 0010000000
4 1111110111 14 0000111111 24 0000101000 34 0010000100 44 1111111011
5 1111111111 15 1111111111 25 1101011011 35 0000000100 45 0000000000
6 0000000000 16 1110111110 26 1111111111 36 0001000000 46 1111011100
7 0110001010 17 1111111100 27 1101111011 37 1110101100 47 0111101110
8 0101101110 18 0000000010 28 0000010000 38 1100001100 48 1111111111
9 1111001110 19 1111110010 29 1111101111 39 1111000111 49 0000000000
10 1011000000 20 0110110111 30 1000100000 40 1100001000 50 0100100111
The composition of the training set and testing set for the first 50 topics in
RCV1 The composition of the training set and testing set, especially the ratio
of relevant documents to irrelevant documents, is a key indicator that needs to be
investigated to aid the reasonable decision-making for the relevance prediction of
the documents. Table 5.3 recorded the composition of the training set and testing
set for the first 50 topics in RCV1. For the columns of ‘Train’ and ‘Test’, one pair
of numbers in each row include the relevant document number above the ‘/’ and
the total document number below the ‘/’ for each topic labelled with the sequential
number at the column of ‘NO’ in the same row.
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Table 5.3: The composition of the training set and testing set for the first 50 topics
in RCV1
Topic 1–10 Topic 11–20 Topic 21–30 Topic 31–40 Topic 41–50
NO Train Test NO Train Test NO Train Test NO Train Test NO Train Test
1 7/23 307/577 11 3/52 15/451 21 14/81 84/597 31 4/31 74/252 41 24/56 82/379
2 135/199 159/308 12 6/57 20/481 22 15/70 51/393 32 7/103 22/446 42 4/28 24/198
3 14/64 61/528 13 12/68 70/552 23 3/51 17/342 33 5/47 28/380 43 4/52 23/417
4 120/194 94/279 14 5/25 62/361 24 6/33 33/250 34 5/31 67/351 44 6/50 55/380
5 16/37 50/258 15 3/46 63/357 25 12/36 132/544 35 14/29 337/501 45 5/95 27/488
6 4/44 31/321 16 16/46 87/298 26 19/29 172/270 36 8/46 67/452 46 13/32 111/280
7 3/61 37/571 17 3/13 32/297 27 5/32 42/238 37 3/50 9/325 47 6/62 34/380
8 3/53 15/386 18 3/32 14/293 28 4/51 33/276 38 7/98 44/328 48 12/33 228/380
9 20/40 74/240 19 4/26 40/271 29 17/72 57/507 39 3/21 17/253 49 5/26 57/449
10 5/91 31/491 20 9/54 158/415 30 3/24 16/307 40 11/59 67/432 50 4/51 54/371
The average precision of the first 50 topics under the feedback of original
knowledge Through the basic text mining model PDS, the average precisions
of top-10, 20, 30, 40 documents have been computed as shown in Table 5.4, and
the bar chart based on the average precisions is also shown in Figure 5.1.
Table 5.4: Top-10, 20, 30, 40 precisions based on the feedback of mixed knowl-
edge
Top-10 Top-20 Top-30 Top-40
PDS 0.5260 0.4960 0.4587 0.4345
Feed-10 0.5260 0.4580 0.4160 0.3825
Feed-20 0.5260 0.4580 0.3993 0.3690
Feed-30 0.5260 0.4580 0.3993 0.3645
The average precisions of the first 50 topics under the feedback of positive
knowledge In order to test the effectiveness of the positive knowledge feed-
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Figure 5.1: Top-10, 20, 30, 40 average precisions based on feedback of mixed
knowledge
back, the top-10, 20, 30, 40 average precisions have been obtained based on the
all-positive knowledge feedback, which is actually the knowledge with assumed
maximal refinement. The result precisions are shown in Table 5.5, and the bar
chart based on the result data is also illustrated in Figure 5.2.
Table 5.5: Top-10, 20, 30, 40 average precisions based on all-positive knowledge
feedback
Top-10 Top-20 Top-30 Top-40
PDS 0.5260 0.4960 0.4587 0.4345
Feed-10 0.5940 0.5020 0.4607 0.4240
Feed-20 0.7000 0.5190 0.4620 0.4270
Feed-30 0.7300 0.5520 0.4600 0.4270
The contrast of the average precisions of the first 50 topics pre- and post-
feeding the optimal refined knowledge The average precision difference be-
tween all-positive feedback and no feedback situations for the first 50 topics was
obtained and summarised into Table 5.6, and also displayed clearly in Figure 5.3
(bar chart) and Figure 5.4 (curved line). By contrasting the average top-10, 20, 30,
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Figure 5.2: Top-10, 20, 30, 40 precisions based on positive feedback
40 precisions of the first 50 topics pre- and post- feeding the all-positive knowl-
edge, the average precisions in top-10, 20, 30, 40 have all been significantly im-
proved under the feedback of all-positive knowledge, and it can be proved that the
more the positive knowledge fed back, the more improvement will be gained.
Table 5.6: Precision improvement based on all-positive knowledge feedback
Top-10 Top-20 Top-30 Top-40
PDS 0 0 0 0
Feed-10 0.0680 0.0440 0.04467 0.0415
Feed-20 0.1740 0.0610 0.0627 0.0580
Feed-30 0.2040 0.0940 0.0607 0.0625
The contrast of 50-topic precision at top-10, 20, 30, 40 pre- and post- feed-
ing the optimal refined knowledge The following two graphs listed in the Ap-
pendix (Figure A.1, Figure A.2) present the mutual relations of the precision im-
provement and the numbers of positive feedback from two directions. Figure A.1
shows the improvement of top-10, 20, 30, 40 precision based on a fixed number
of positive documents for feedback cut from the result list. From a different an-
gle, Figure A.2 presents the improvement of only top-20 precision of the first 50
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Figure 5.3: The improvement of average precisions based on the positive feedback
(bar chart)
Figure 5.4: The improvement of average precisions based on the positive feedback
(curved line)
topics based on respective feedback of the positive documents in top-10, 20, 30
result sub-sets.
5.4.3 Data Analysis and Intermediate Conclusion on LDM
Data analysis The structure and composition of the result set, including the po-
larity of top-k texts in the result set (see Table 5.2), and the relevance percentage
of the training set and testing set for the 50 topics (see Table 5.3), are the very im-
portant indicators from document level, from which the necessary key properties
can be extracted for helping learn the parameters of the proposed LDM model,
however, they need to be further processed in the next step.
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Using the feedback of original knowledge unrefined (mixed), the top-k preci-
sion not only failed to be improved, but also showed a downward trend apparently
(see Table 5.4 and Figure 5.1). Therefore, it proves that the knowledge from the
test result should not be used directly as feedback before it is refined.
On the contrary, if we use the optimal refined knowledge which is only a
hypothetical situation, the result of precision can be increased significantly (see
Table 5.5, and Figure 5.2). The improvement degree can be seen from the compar-
ison table and graphs (see Table 5.6, Figure 5.3 (bar chart) and Figure 5.4 (curved
line)). The contrast of 50-topic precision pre- and post- feeding the hypotheti-
cal optimal refined knowledge can be examined from Figure A.1 and Figure A.2,
which show the mutual relations of the precision improvement and the positive
numbers in feedback from two opposite directions.
Intermediate conclusion From the analysis above, based on the results of the
preliminary experiments, it is concluded that if the knowledge is refined, i.e., the
positive components in the feedback knowledge increased, the precision will be
greatly improved. This conclusion provides an empirical basis for not only the
direct improvement of the precision result by refining the training samples through
the effective way of pseudo relevance feedback or other possible ways, such as
training sampling, but also valuable reference and experimental support for the
centroid optimization through an iterative training manner in the second proposed
TWDUB model.
5.4.4 Evaluation of Three-region Classification by CEI Mea-
sure
Some experiments have been done on the proposed LDM model that uses the RFD
model as the carrier, with 50 topics of data selected from the RCV1 corpus, dur-
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ing which, for each topic, different region-partition and decision-making methods
were used, and comparison were made between the basic method for a pair of
boundary weights and the method of decision making for further division of the
boundary region based on the evaluation metrics F1 and CEI (see Section 5.3.1).
From the assessment results, the LDM model that uses RFD and PDS as the ba-
sic carriers is very effective. The specific data and results have been listed in the
following Table 5.7.
Table 5.7: Performance evaluation based on F1 and CEI
Methods Index Pos-region Bnd-region Neg-region
By weight
Doc-Num 33.255 92.73 250.5
Precision 0.4839 0.2583 0.9170
Recall 0.2599 0.3607 0.7310
F1 0.3382 0.3010 0.8135
CEI 0.0260
By Decision
Doc-Num 71.135 4.3 301.05
Precision 0.4531 0.0424 0.8976
Recall 0.4104 0.0305 0.8525
F1 0.4307 0.0354 0.8745
CEI 0.6876
5.5 Evaluation of Three-way Decision for Uncertain
Boundary (TWDUB) Model
5.5.1 Phased Results of the Proposed Model
In the model development process, some interim models/steps have been under-
gone, corresponding with progressive stages using different skills, including ba-
sic Rocchio, TWDUB-Rocchio, TWDUB-BS, TWDUB-Iteration, TWDUB-SD-
Single and TWDUB-SD-Double with different degrees of improvement of the
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model performance. The results are summarised and listed in Table 5.8. The per-
formance improvement in progressive stages is based on the unified feature; and
its personalization element TF , is shown in Table 5.8 and Figure 5.5, which show
the obvious elevation trend by the Accuracy and F1 measures.
The progressive stages and their corresponding skills are summarised as fol-
lows.
1. Rocchio: It complies with the original function and regulations of Rocchio
model.
2. TWDUB-Rocchio: The tailored Rocchio under the condition of the pro-
posed TWDUB.
3. TWDUB-BS: This is the initialization step, which uses only the distance
from document vector to two opposite centroids to predict the document
relevance.
4. TWDUB-Iteration: Training the centroids by repeating the procedure com-
posed of centroid generation, three-region partitioning, and creating new
centroids from the new regions divided by the old ones.
5. TWDUB-SD-Single: It involves only the positive side when dealing with
the boundary region.
6. TWDUB-SD-Double: The two sides of the boundary region are all consid-
ered and processed in detail by the opposed ways.
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Table 5.8: Progressive stages of TWDUB under BM25 on RCV1
Stages Accuracy F1
Rocchio 0.5611 0.3672
TWDUB-Rocchio 0.7658 0.3283
TWDUB-BS 0.8513 0.3206
TWDUB-Iteration 0.8506 0.3989
TWDUB-SD-Single 0.8561 0.4150
TWDUB-SD-Double 0.8579 0.4202
Figure 5.5: Performance improvement in progressive stages
5.5.2 Comparison between Pre- and Post- Feature Upgrading
In order to test the effectiveness of different features for text classification, the
BM25 feature was utilised for all the interim models corresponding with the pro-
gressive stages using different skills. From the results in Table 5.9, it is found that
the optimization through iterative feedback is quite effective for all the feature
plans such as Tf*IDF, RFD and BM25, in which the result by BM25 is the best.
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Table 5.9: Comparison between pre- and post- new feature applied
TWDUB-Feature Accuracy F1
TWDUB-BS 0.6889 0.2898
TWDUB-BS-BM25 0.8514 0.3206
TWDUB-BS-RFD 0.7750 0.3895
TWDUB-SD 0.7308 0.3310
TWDUB-SD-BM25 0.8215 0.1771
TWDUB-SD-RFD 0.8132 0.3158
5.5.3 Comparison between the Proposed Model and Baseline
Models
After the above progressive development of the proposed TWDUB, the classifi-
cation result were greatly improved, which were compared with the other seven
influential baseline models as listed in Table 5.1. In Table 5.10, it is shown that the
Accuracy value obtained by the proposed model is bigger than the SVM model
with the highest Accuracy value in all the baseline models, and the F1 value has
also been extremely improved by the proposed model at 114.60% compared with
the SVM model. In the meantime, the proposed model has improved F1 value at
11.49% compared with the baseline model Ibk, which has the biggest F1 value
among all the baseline models, as shown in Table 5.10.
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Table 5.10: TWDUB model compared with the baseline models
No Models F1 Accuracy
1 SVM 0.1939 0.8545
2 AdaBoostM1 0.3546 0.8454
3 J48 0.3425 0.8285
4 NaiveBayes 0.2687 0.8162
5 RandomForest 0.2760 0.8479
6 Ibk 0.3722 0.8226
7 Rocchio 0.3386 0.7013
8 TWDUB-SD-BM25-TF 0.4150 0.8561
5.5.4 Evaluation of Centroid Vector Optimization through It-
erative Training
The centroids are very crucial for the proposed model and they are created from
the two opposite training subsets, which contain the relevant or irrelevant training
documents respectively. After the original two pairs of main centroids are gener-
ated, the three regions are divided accordingly, based on the centroids, however,
the objects separated into POS and NEG regions are not equal to the original la-
belled relevant subset and irrelevant subset, i.e. this means there is room for the
improvement of the centroids, which is just the initial reason why this researcher
was motivated to improve the centroids. How to improve the centroid effectively
so as to help improve the classification performance is the primary concern. A
series of experiments have been completed based on the idea of iterative train-
ing and optimizing the centroids, which has been described in Section 4.5.1 of
Chapter 4, however, the results could only be effective conditionally. The results
are listed in Table 5.11, which were obtained at five different conditions on two
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datasets including R56CO and RCV1. Based on the results, the iterative centroid
training method is effective for R56CO, but not effective for RCV1. Therefore,
the proposed centroid optimization way needs to be improved further. The pos-
sible reason is that the training procedure is running in an uncertain environment
without enough positive feedback to enhance the quality improvement of the cen-
troids. How to seek for a more effective way of centroid optimization is one of
the feature works listed in Section 6.3 of Chapter 6.
The four sorts of conditions under which the related experiments were con-
ducted are listed as follows.
• OriCentNrule: No centroids are trained with no rules applied;
• CtrainNrule: Centroids are trained with no rules applied;
• OriCenSixrule: No centroids trained with six rule applied;
• SchedOriSix: No centroids trained with six rule applied and scheduled;
• SchdTrainSix: Centroids are trained with six rules applied and scheduled;
5.5.5 Evaluation of Decision Rule Application
When the decision rules are applied, the classification performance has been sig-
nificantly improved. The comparison between the proposed model (TWDUB)
and the seven baseline models has been completed by the two measures of F1 and
Accuracy as shown in Table 5.12 based on RCV1 dataset, and Table 5.13 based
on the R56CO dataset. In Table 5.12, it was found that the proposed model has
achieved an average increase of 5.48% for Accuracy and 43.36% for F1 com-
pared with the other seven baseline models. The Accuracy value obtained by the
proposed model exceeds the SVM model, which has the highest Accuracy value
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Table 5.11: Evaluation of the iterative centroid training effect
Dataset Accuracy F1 Condition
R56CO
0.8861 0.8804 OriCentNrule
0.8472 0.8364 CtrainNrule
0.8704 0.8170 OriCenSixrule
0.8909 0.8824 SchedOriSix
0.8993 0.8898 SchdTrainSix
RCV1
0.8555 0.4228 OriCentNrule
0.8507 0.4072 CtrainNrule
0.8626 0.4236 OriCenSixrule
0.8626 0.4236 SchedOriSix
0.8579 0.4202 SchdTrainSix
in all the baseline models, and the F1 value has also been extremely improved by
the proposed model at 116.70% compared with the SVM model. In Table 5.13, it
was found that the proposed model has obtained an average increase of 5.82% for
Accuracy and 21.85% for F1 compared with the other seven baseline models.
Table 5.12: The experiment result on RCV1 when decision rules were applied
No Models F1 Accuracy
1 SVM 0.1939 0.8545
2 AdaBoostM1 0.3546 0.8454
3 J48 0.3425 0.8285
4 NaiveBayes 0.2687 0.8162
5 RandomForest 0.2760 0.8479
6 IBk 0.3722 0.8226
7 Rocchio 0.3386 0.7013
8 TWDUB-SD-BM25-TF 0.4202 0.8579
9 Average %chg 43.36% 5.48%
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Table 5.13: The experiment result on R56CO when decision rules were applied
No Models F1 Accuracy
1 SVM 0.6096 0.8546
2 AdaBoostM1 0.5679 0.8126
3 J48 0.6412 0.8539
4 NaiveBayes 0.7954 0.8249
5 RandomForest 0.6601 0.8525
6 IBk 0.7510 0.8645
7 Rocchio 0.6939 0.7116
8 TWDUB-SD-BM25-TF 0.8120 0.8695
9 Average %chg 21.85% 5.82%
Table 5.12 and Table 5.13 indicate that the proposed model has the highest
score in both F1 and Accuracy on two datasets, especially in F1 that best reflects
the real situation of text classification performance. Therefore, the generated de-
cision rules for classification are effective.
5.5.6 Evaluation of Scheduling Applications of Decision Rules
The improvement through the scheduling application of decision rules The
comparison between the proposed Three-way Decision for Uncertain Boundary
(TWDUB) model and the baseline models has been completed by the two mea-
sures of F1 and Accuracy after the decision rules were scheduled. The results
of the proposed models on Dataset RCV1 and R56CO are compared with seven
baseline models, as shown in Table 5.14 for RCV1 and Table 5.15 for R56CO
respectively. In Table 5.14 for RCV1, it was found that the proposed model
has achieved an average increase of 5.48% and 6.05% separately before and af-
ter model scheduling for Accuracy, and 43.36% and 44.52% separately before
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and after model scheduling for F1 compared with the other seven baseline mod-
els. In Table 5.15, it shows the significant average increase of 32.43% for F1
and 8.42% for Accuracy by the proposed model TWDUB, when the decision
rules were applied by scheduling method, compared with the other seven base-
line models. The result of the proposed model has been obtained through model
application schedule scheme (MASS) based on TRR threshold. The Accuracy
value obtained by the proposed TWDUB model exceeds the IBk model which has
the highest Accuracy value in all the baseline models, and the F1 value has also
been extremely improved by the same proposed model at 17.50% compared with
the IBk model. From the results that were obtained by the proposed model, it has
significantly improved F1, which is even more important than Accuracy in terms
of the overall improvement of text classification performance. The comparison
results were also intuitively displayed in Figure 5.6 for RCV1 and Figure 5.7 for
R56CO respectively.
Table 5.14: The experiment result on RCV1 when decision rules were scheduled
No Models F1 Accuracy
1 SVM 0.1939 0.8545
2 AdaBoostM1 0.3546 0.8454
3 J48 0.3425 0.8285
4 NaiveBayes 0.2687 0.8162
5 RandomForest 0.2760 0.8479
6 IBk 0.3722 0.8226
7 Rocchio 0.3386 0.7013
8 TWDUB 0.4202 0.8579
9 TWDUB-Scheduled 0.4236 0.8626
10 Average %chg 44.52% 6.05%
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Figure 5.6: Result comparison when decision rules were scheduled on RCV1
Table 5.15: The experiment result on R56CO when decision rules were scheduled
No Models F1 Accuracy
1 SVM 0.6096 0.8546
2 AdaBoostM1 0.5679 0.8126
3 J48 0.6412 0.8539
4 NaiveBayes 0.7954 0.8249
5 RandomForest 0.6601 0.8525
6 IBk 0.7510 0.8645
7 Rocchio 0.6939 0.7116
8 TWDUB 0.8804 0.8861
8 TWDUB-Scheduled 0.8824 0.8909
9 Average %chg 32.43% 8.42%
Analysis on model scheduling based on TRR thresholds Among the multiple
influencing factors that have been investigated in the research, it was found that
the impact of the Training Relevance Ratio (TRR) on the decision rule application
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Figure 5.7: Result comparison when decision rules were scheduled on R56CO
is evident, and the law showing the simultaneous changes of the two parts has also
been found. From Figure B.2 in Appendix B, showing the experiment result on
Database R56CO, it shows that the accuracy difference between before and after
the decision rules are scheduled will follow the training relevance ratio (TRR)
regularly, e.g., in Figure B.2 corresponding to Database R56CO, the accuracy has
been improved for all the topics with TRR value higher than 0.03. These are
shown as the two sectional red lines in the Figure, demonstrating that the relative
Accuracy has been positively improved accordingly, but for most of the other
topics with TRR value lower than 0.03, the Accuracy has been decreased after
the decision rules are applied, except in four heterogeneous topics with negative
growth on Accuracy.
Therefore, it is not difficult to conclude that the proposed model improved the
overall Accuracy, i.e., the application of decision rules take effect when the train-
ing relevancy ratio (TRR) value of the corresponding topic is higher than a certain
value of around 0.03 for R56CO dataset. A series of TRR thresholds were thus
set up, by which the decision rule applications are scheduled by comparing the
specific TRR value to the pre-set TRR threshold for each topic. The experiment
results obtained after the decision rules are scheduled by suitable TRR thresholds,
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show that the overall classification performance can be significantly improved if
the decision rules scheduled to be applied based on the level of the topic TRR,
which were clearly demonstrated in Table 5.16 and Figure 5.8 for R56CO. Please
see the Accuracy variation trend over the TRR changes for all topics of RCV1 in
Figure B.1, and R56CO in Figure B.2 in Appendix B.
From Table 5.16, it is clearly seen that for Database R56CO, the highest Accu-
racy "0.8909" was achieved at the TRR threshold of 0.03 compared with the value
"0.8861" obtained when the TRR threshold is set to zero, i.e., the decision rules
are applied for all topics without considering their respective TRR values, which
are listed in bold in the table. The model application schedule scheme (MASS)
was thus proposed, by which the generated decision rules will be scheduled based
on the TRR status of different topics in the dataset. Specifically, several levels of
TRR values were set up as the thresholds and named the TRR-Thresholds to test
the effectiveness of the MASS, by which the topic TRR value will be compared
to decide whether the decision rules are launched or not. From the results based
on the Database R56CO, if the training relevance ratio is lower than 0.03, the cre-
ated centroids and six decision rules will no longer function so that they should be
scheduled not to be run, but once the TRR value of some topic is getting higher
than 0.03 (inclusive of 0.03), they start to be effective so as to be launched again.
Therefore, it is concluded that the relative six decision rules can only be effective
when the required TRR condition is met, and the condition is that the training rel-
evance ratio exceeds a certain threshold, i.e., 0.03 in the explored research cases
of R56CO. For Database RCV1, the similar conclusion was also gained, however,
because most of the topics in the RCV1 have TRR value higher than 0.05, which
means that the threshold should be set lower than 0.05 for RCV1 so as to include
most topics to be applied the decision rules. Therefore, if a topic in RCV1 has
TRR value bigger than 0.05, the decision rules and the created centroids can be
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applied to contribute to improve the overall classification performance, and vice
versa. The conclusion can be proved by Table 5.16 and Figure 5.9 for RCV1, and
Table 5.16 and Figure ?? for R56CO.
Table 5.16: Model schedule result under different TRR Threshold
Dataset Accuracy F1 TRR-Threshold
R56CO
0.8704 0.8170 0.00
0.8860 0.8725 0.01
0.8909 0.8824 0.03
0.8904 0.8813 0.05
0.8904 0.8813 0.07
0.8904 0.8813 0.09
RCV1
0.8626 0.4236 0.00
0.8626 0.4157 0.05
0.8626 0.4063 0.07
0.8615 0.4137 0.09
0.8615 0.4148 0.095
0.8570 0.4101 0.10
0.8590 0.4168 0.15
0.8593 0.4218 0.17
0.8582 0.4313 0.18
0.8585 0.4294 0.20
0.8585 0.4299 0.25
0.8585 0.4299 0.30
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Figure 5.8: Accuracy varies with TRR threshold used for model scheduling on
R56CO
Figure 5.9: Accuracy varies with TRR threshold used for model scheduling on
RCV1
Statistical significance and t-Test The t-Test p values in Table 5.17, indicate
that the proposed model is statistically significant compared with other seven
baseline models. In the process of the t-Test, F1 and Accuracy are set as the
two measurement variables; seven pairs of observations for the two measurement
variables have been completed between the proposed model and each of the other
seven baseline models. The default Alpha value is set to 0.05, then if the result
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of p value is less than 0.05, it proves significant difference between the proposed
model and the tested baseline models. From the t-Test results in Table 5.17, a
very low p value of far less than 0.05 has been obtained for all seven baseline
models for F1 on both one-tail and two-tail t-Test; the p value for Accuracy is
less than 0.05 for five of seven baseline models on one-tail t-Test, and for three of
seven baseline models on two-tail t-Test. Therefore, the binary classification per-
formance has been significantly improved compared with seven baseline models
after the decision rules are applied through a scheduling method.
134 Experiment and Evaluation
Table 5.17: The p-values (one/two-tail) for seven observations based on the result
comparison between TWDUB and seven baseline models on R56CO
No Observations on Tail(s) for F1 for Accuracy
1 SVM
one 5.971E-06 0.059837
two 1.194E-05 0.119674
2 AdaM1
one 1.449E-07 0.000264
two 2.899E-07 0.000528
3 J48
one 8.96E-06 0.030982
two 1.792E-05 0.061964
4 NaiveBayes
one 0.002152 0.005384
two 0.004304 0.010769
5 RandomForest
one 4.88E-06 0.033035
two 9.761E-06 0.066070
6 Ibk
one 4.793E-05 0.065885
two 9.587E-05 0.131769
7 Rocchio
one 4.563E-06 1.221E-05
two 9.126E-06 2.442E-05
In summary, this indicates that the proposed model has the highest score
in both F1 and Accuracy, especially in F1 that best reflects the real situation
of text classification performance, when the model application schedule scheme
(MASS) is applied. The t-Test evaluation also shows the significant improvement
by the proposed model compared with seven other baseline models. Therefore,
the proposed Three-way Decision for Uncertain Boundary (TWDUB) model has
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obtained the best performance on RCV1 and R56CO compared with all the col-
lected seven influential baseline models. It has also been demonstrated statistically
that the model application schedule scheme (MASS) is effective for the proposed
model and approach on the RCV1 and R56CO datasets.
5.5.7 Effect of Two Auxiliary Centroids: BP and BN
Effectiveness of two auxiliary centroids With the two auxiliary centroids con-
sidered in the proposed model, the performance has been apparently improved on
both RCV1 and R56CO datasets. The comparison between the proposed Three
Way Decision for Uncertain Boundary (TWDUB) model and the seven baseline
models has been completed by the two measures of F1 and Accuracy. The re-
sults of the proposed models completed on the RCV1 and R56CO datasets are
compared with seven baseline models as shown in Table 5.18 and Table 5.19 re-
spectively.
In Table 5.18 for RCV1, it was found that the proposed model has achieved
an average increase of 49.43% and 5.96% respectively for F1 and Accuracy com-
pared with the other seven baseline models. The Accuracy value obtained by
the proposed TWDUB model exceeds the SVM model, which has the highest
Accuracy value in all the baseline models, and the F1 value has also been ex-
tremely improved by the proposed model at 125.89% compared with the SVM
model.
In Table 5.19 for R56CO, it shows the significant average increase of 32.40%
for F1 and 8.07% for Accuracy by the proposed model TWDUB compared with
the other seven baseline models. The Accuracy value obtained by the proposed
TWDUB model exceeds the IBk model, which has the highest Accuracy value
in all the baseline models, and the F1 value has also been extremely improved by
the proposed model at 17.47% compared with the IBk model. From the obtained
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results of the proposed model on the two datasets, it has significantly improved F1,
which is even more important than Accuracy in terms of the overall improvement
of text classification performance. The improved results have been obtained on
the RCV1 and R56CO datasets by the proposed model and approach with the
aid of two auxiliary centroids BP and BN , under the condition that the two main
centroids CP and CN play a primary function.
This improvement is incremental and stable, and thus meaningful, which has
demonstrated the effectiveness of the two auxiliary centroids, and also shown that
the structure and properties of the boundary region obtained at the training stage
can be transferred or mapped to the incoming documents through the two pairs of
learned centroid vectors. This conclusion was also proved by the related theoreti-
cal derivation and proof in Chapter 3 and Chapter 4.
Table 5.18: The experiment result on RCV1 by means of auxiliary vectors
No Models F1 Accuracy
1 SVM 0.1939 0.8545
2 AdaBoostM1 0.3546 0.8454
3 J48 0.3425 0.8285
4 NaiveBayes 0.2687 0.8162
5 RandomForest 0.2760 0.8479
6 IBk 0.3722 0.8226
7 Rocchio 0.3386 0.7013
8 TWDUB 0.4380 0.8618
9 Average %chg 49.43% 5.96%
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Table 5.19: The experiment result on R56CO by means of auxiliary vectors
No Models F1 Accuracy
1 SVM 0.6096 0.8546
2 AdaBoostM1 0.5679 0.8126
3 J48 0.6412 0.8539
4 NaiveBayes 0.7954 0.8249
5 RandomForest 0.6601 0.8525
6 IBk 0.7510 0.8645
7 Rocchio 0.6939 0.7116
8 TWDUB 0.8822 0.8880
9 Average %chg 32.40% 8.07%
Three-stage improvement by testing on two datasets with the two auxiliary
centroids considered Figure 5.10 and 5.11 respectively demonstrate the three
ways of improvement process and their corresponding results through three pro-
gressive stages on RCV1 and R56CO including No-rule, one-step, two-step se-
quentially. The "No-rule" means the stage in which the proposed model is running
at the situation with no decision rules applied. The "one-step" refers to the stage
in which the proposed model is running at one step classification based on only
the two main centroid vectors and the whole classification process of the incom-
ing documents is expected to be completed by only one step. The "two-step" is
the plan containing two steps of classification process: in the first step, the three
regions (Rel1, Nrel1 and Boundary) are partitioned and two pairs of centroid
vectors are gained; in the second step, the Boundary is expected to be grouped
into two parts including Rel2, Nrel2 through a similar way with the first step, but
by only the two assistant centroid vectors. Therefore, for the two-step plan, the
final result contains two different sets Rel and N − rel, each of which is com-
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posed of two different subsets separately obtained in the previous two steps, i.e.
Rel = Rel1 +Rel2, and Nrel = Nrel1 +Nrel2.
Figure 5.10: Three-stage improvement in two metrics on RCV1 using two pairs
of centroids
Figure 5.11: Three-stage improvement in two metrics on R56CO8 using two pairs
of centroids
5.5.8 Performance Variation with the Feature Number Changes
The performance variation was tested with the feature number change on the two
datasets including RCV1 and R56CO. The results are demonstrated by tables and
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figures, from which it is not difficult to find out the relationship between the var-
ious variables that we are concerned about, such as the values of Accuracy or F1,
and the feature number. The same conclusion has been reached from the results
on both of the two different datasets. In Figure 5.12 for the result of RCV1 and
Figure 5.13 for the result of R56CO, it was clearly shown that it is relatively flat
in the middle part of the curved line, with an obviously lower value at the start
point and a bit higher or continuing similar value at the last testing point. The
specific result value list can also be examined in Table 5.20 for the result of RCV1
and Table 5.21 for the result of R56CO. It substantially coincides with the result
of previous theoretical analysis. If the features are reduced too much, the object
which is represented by the features will be seriously distorted or deviated, so as
to cause a big decrease of the tested results by the same proposed model with the
same parameter settings. It is also not meaningful if the feature number is over a
certain scope, which is just the reason why the feature number was set to 150 in
the proposed approach of this research.
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Table 5.20: The performance of TWDUB by different feature numbers on RCV1
FeatureNum Accuracy F1
10 0.7918 0.4222
50 0.8345 0.4442
100 0.8554 0.4382
150 0.8618 0.4380
200 0.8646 0.4352
250 0.8654 0.4376
1000 0.8587 0.4278
2000 0.8587 0.4278
Figure 5.12: Performance trend with feature number change on RCV1
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Table 5.21: The performance of TWDUB by different feature numbers on R56CO
FeatureNum Accuracy F1
10 0.7963 0.7250
50 0.8483 0.8320
100 0.8792 0.8737
150 0.8880 0.8822
200 0.8869 0.8814
250 0.8871 0.8809
1000 0.9050 0.8970
2000 0.9050 0.8969
Figure 5.13: Performance trend with feature number change on R56CO
5.6 Chapter Summary
This chapter mainly focuses on all related aspects of the evaluation issue based on
the experiment results, including the datasets used for the experiments, the base-
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line models especially on model description, model selection criteria and model
settings, the evaluation metrics, experiment strategy, experiment condition, the
evaluation of the proposed pilot Learning for Decision Making (LDM) model
and the evaluation of the proposed Three-way Decision for Uncertain Boundary
(TWDUB) model. For the evaluation of the pilot model-LDM, the effect of posi-
tive relevance feedback was introduced, by comparison of the preliminary results
under the feedback mixed with positive and negative documents extracted from
the result list and the preliminary results under the feedback of all positive docu-
ments extracted from the result list, so as to arrive at the intermediate conclusion
on the LDM model. This chapter also introduced the proposed Comprehensive
Evaluation Index (CEI) for the assessment of improvement degree during the pe-
riod of the three-region solution for the pilot model. For the evaluation of the
core model-TWDUB, the main evaluation was of the proposed approach from the
following aspects:
• Evaluation on the effect of different skills used during the phased progress
of the model development.
• Evaluation on the effect of different feature selection methods with other
conditions unchanged.
• Evaluation on the effect of iterative centroid optimization.
• Evaluation on the effect of decision rule application by model application
scheduling scheme (MASS).
• Evaluation on the effect of two auxiliary centroids through three sequential
progressive stages on two datasets, including no-rule, one-step and two-
step.
• Evaluation on the effect of the feature number variation.
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Next chapter will finalise the whole thesis by summarising the conclusions,
contributions and future work based on the experimental results, evaluation and
analysis related to the proposed models and approaches of this study.
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Chapter 6
Conclusions
6.1 Conclusions
This thesis has discussed an innovative three-way decision approach and the re-
lated model, which are proposed for dealing with an uncertain decision boundary
to improve the binary text classification performance. The experimental results
show that the proposed model can significantly improve the performance of bi-
nary text classification in both F1 and Accuracy compared with seven other in-
fluential baseline models. Through this research, the following conclusions have
been arrived at.
This study has revealed that binary text classification can be reached through
an indirect way that includes an intermediate step of three region partitioning, and
the structure and properties of the boundary region obtained at the training stage
can be transferred or mapped to the incoming documents through the two pairs
of learned centroid vectors, all of which are based on the theoretical derivation,
proof and experimental results.
The research result has indicated that the proposed approach and model are
sensitive to the feature type and feature number. The BM25, as a feature selection
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solution, is found to be more effective than TF*IDF, PDS (a variant of PTM)
and RFD in the proposed approach. The study on the effect of feature number
shows that the performance is decreased apparently when the feature number is
lower than 100, remains relatively stable when the feature number locates between
100 and 250, and has no improvement when the feature number is higher than
250 for RCV1, and 1000 for R56CO. This is the reason why BM25 has been
chosen for feature solution and the 150 has been set as the feature number for
most experiments in this thesis.
Through this study, many factors have been investigated that influence the ef-
fect of the generated decision rule application including the characteristics of the
training samples such as the training relevance ratio (TRR) of each training topic,
the quality of the centroids produced in the training process, and other factors in-
cluding training document weighting methods, training document distance to the
two centroid vectors, distance between the two centroid vectors, and the standard
deviation (SD) of the distance from the training documents of each topic to the
two pairs of centroid vectors. The model application schedule scheme (MASS)
has been found to improve the performance of the proposed binary text classi-
fication by setting different suitable TRR thresholds for different datasets based
on the TRR property of the documents in each training topic. However, the laws
between the other restraints besides TRR and the performance of the proposed
approach have not been found yet.
This study has demonstrated the effectiveness of the proposed centroid op-
timization by an iterative training process, however, it showed some strange re-
sults when the experiment parameters, such as the application methods of deci-
sion rules, are changed. There are possibly more secluded underlying reasons that
need to be investigated further in the future.
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6.2 Contributions
Through the theoretical analysis and the experimental results, it has been proved
that the proposed model is effective and promising. By the study of binary text
classification and related issues, several contributions have been made and sum-
marised as follows.
• A centroid-based solution to the three-way decision of rough set techniques
has been proposed for dealing with the uncertain boundary of binary text
classification.
• The proposed binary text classification has been realised through an indirect
way by adding a transitional step from a new perspective, i.e., it has been
proposed to be completed through two transformations: ‘two-way to three-
way’, and ‘three-way to two-way’.
• The proposed model has been developed to help understand the essence of
relevant and irrelevant information by partitioning the training documents
into three regions to reduce the impact of the uncertain information for ef-
fective text classification.
• A research strategy has been presented, combining decision rules with the
machine learning techniques to improve the binary text classification per-
formance.
• The model application schedule scheme (MASS) has been found by which
the generated decision rules are reasonably scheduled based on the train-
ing relevance ratio (TRR) status of each topic, so as to further improve the
performance of text classification.
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• The proposed approach and model for binary classification is also expected
to be extended and applied to multi-types of data including audio or video
documents in the next step.
6.3 Future Work
Through the approach discussed in the thesis, great progress and several contri-
butions have been made in binary text classification, however, there are still some
deficiencies that need to be improved. Based on the situation, the future work is
outlined as follows.
• A recursive optimization way for the centroid optimization by iterative train-
ing has been proposed, implemented and applied to the experiment, but the
result was still not completely satisfactory, therefore, how to work out a
better solution/strategy to have the centroids optimised further is one of the
main tasks in next step.
• The feature selection is a crucial part for any text classification or text min-
ing model, a more effective feature optimization plan is also expected in
next step. The feature selection based on the BM25 model has been used
in this project and has obtained an obvious improvement of text classifi-
cation, but the relation between feature scalability and text classification
performance remains uncertain.
• The relevance ratio and quality of the training seeds are a key factor that
influence the performance of the proposed classifier, and a number of stud-
ies on the effect of training seeds refinement by pseudo relevance feedback
(PRF) were conducted in the pilot stage, but there is a lack of an effective
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way to improve the quality of training samples for the core model. There-
fore, the training seed optimization will be a feasible future research work.
• A few experiments were completed in this study regarding the effect of
different factors on the generated decision rule application. Even though
the MASS scheme has been found to demonstrate the impact of training
relevance ratio (TRR) on decision rule application, further study of other
influencing factors need to be investigated to find the inherent link between
the factors and the modelling effect.
• The proposed model and approach of this study focus on the classification
of textual data type only, therefore, it will be meaningful if these can be
modified and applied to other types of data including audio or video files
for binary classification.
• The improvement by introducing other research methods or techniques - a
topic extraction and processing tool such as LDA, and an auxiliary tool for
processing semantics such as Ontology - are also expected to be combined
with the proposed research approach in the future.
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Appendix A
LDM: Contrast of 50-topic Precision
at Top-10, 20, 30, 40 pre- and post-
positive feedback (Refined
Knowledge)
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Appendix B
TWDUB: Performance Trend Over
the TRR Value of All Topics in
RCV1 and R56CO
These respectively show the performance improvement trend of the proposed
model over the training relevance ratio (TRR) of all the training topics.
In the figures, topics are listed in ascending order in the horizontal axis and
shown as the training relevance ratio (TRR) value of the corresponding topics.
The vertical axis refers to the performance difference in Accuracy of all topics by
the proposed model. The graph layout is the same for Figure B.1 and Figure B.2.
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Appendix C
The Attribute Value Summary of
First 50 Topics in RCV1 Dataset
Table C.1: Summary of attribute values of the first 50 topics in RCV1 dataset
Topic ID Training Set Testing Set
|D+| |D| |D+||D| |U+| |U |
|U+|
|U|
101 7 23 0.3043 307 577 0.5321
102 135 199 0.6784 159 308 0.5162
103 14 64 0.2188 61 528 0.1155
104 120 194 0.6186 94 279 0.3369
105 16 37 0.4324 50 258 0.1938
106 4 44 0.0909 31 321 0.0966
107 3 61 0.0492 37 571 0.0648
108 3 53 0.0566 15 386 0.0389
109 20 40 0.5000 74 240 0.3083
110 5 91 0.0549 31 491 0.0631
111 3 52 0.0577 15 451 0.0333
112 6 57 0.1053 20 481 0.0416
113 12 68 0.1765 70 552 0.1268
114 5 25 0.2000 62 361 0.1717
115 3 46 0.0652 63 357 0.1765
116 16 46 0.3478 87 298 0.2919
Continued on next page
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Table C.1 – continued from previous page
Topic ID Training Set Testing Set
|D+| |D| |D+||D| |U+| |U |
|U+|
|U|
117 3 13 0.2308 32 297 0.1077
118 3 32 0.0938 14 293 0.0478
119 4 26 0.1538 40 271 0.1476
120 9 54 0.1667 158 415 0.3807
121 14 81 0.1728 84 597 0.1407
122 15 70 0.2143 51 393 0.1298
123 3 51 0.0588 17 342 0.0497
124 6 33 0.1818 33 250 0.1320
125 12 36 0.3333 132 544 0.2426
126 19 29 0.6552 172 270 0.6370
127 5 32 0.1563 42 238 0.1765
128 4 51 0.0784 33 276 0.1196
129 17 72 0.2361 57 507 0.1124
130 3 24 0.1250 16 307 0.0521
131 4 31 0.1290 74 252 0.2937
132 7 103 0.0680 22 446 0.0493
133 5 47 0.1064 28 380 0.0737
134 5 31 0.1613 67 351 0.1909
135 14 29 0.4828 337 501 0.6727
136 8 46 0.1739 67 452 0.1482
137 3 50 0.0600 9 325 0.0277
138 7 98 0.0714 44 328 0.1341
139 3 21 0.1429 17 253 0.0672
140 11 59 0.1864 67 432 0.1551
141 24 56 0.4286 82 379 0.2164
142 4 28 0.1429 24 198 0.1212
143 4 52 0.0769 23 417 0.0552
144 6 50 0.1200 55 380 0.1447
145 5 95 0.0526 27 488 0.0553
146 13 32 0.4063 111 280 0.3964
147 6 62 0.0968 34 380 0.0895
148 12 33 0.3636 228 380 0.6000
149 5 26 0.1923 57 449 0.1269
150 4 51 0.0784 54 371 0.1456
Total 639 2704 3484 18901
Max. 135 199 0.6784 337 597 0.6727
Continued on next page
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Table C.1 – continued from previous page
Topic ID Training Set Testing Set
|D+| |D| |D+||D| |U+| |U |
|U+|
|U|
Min. 3 13 0.0492 9 198 0.0277
Average 12.78 54.08 0.2071 69.68 378.02 0.1870
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Appendix D
The Attribute Value Summary of 56
Topics in R56CO Dataset
Table D.1: Summary of attribute values of the first 56 topics in R56CO dataset
Topic ID Training Set Testing Set
|D+| |D| |D+||D| |U+| |U |
|U+|
|U|
101 1435 5017 0.2860 620 718 0.8635
102 1435 5017 0.2860 620 1660 0.3735
103 1435 5017 0.2860 620 627 0.9888
104 1435 5017 0.2860 620 677 0.9158
105 1435 5017 0.2860 620 689 0.8999
106 1435 5017 0.2860 620 655 0.9466
107 1435 5017 0.2860 620 693 0.8947
108 223 5017 0.0444 98 718 0.1365
109 223 5017 0.0444 98 1138 0.0861
110 223 5017 0.0444 98 105 0.9333
111 223 5017 0.0444 98 155 0.6323
112 223 5017 0.0444 98 167 0.5868
113 223 5017 0.0444 98 133 0.7368
114 223 5017 0.0444 98 171 0.5731
115 2673 5017 0.5328 1040 1660 0.6265
116 2673 5017 0.5328 1040 1138 0.9139
Continued on next page
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Table D.1 – continued from previous page
Topic ID Training Set Testing Set
|D+| |D| |D+||D| |U+| |U |
|U+|
|U|
117 2673 5017 0.5328 1040 1047 0.9933
118 2673 5017 0.5328 1040 1097 0.9480
119 2673 5017 0.5328 1040 1109 0.9378
120 2673 5017 0.5328 1040 1075 0.9674
121 2673 5017 0.5328 1040 1113 0.9344
122 38 5017 0.0076 7 627 0.0112
123 38 5017 0.0076 7 105 0.0667
124 38 5017 0.0076 7 1047 0.0067
125 38 5017 0.0076 7 64 0.1094
126 38 5017 0.0076 7 76 0.0921
127 38 5017 0.0076 7 42 0.1667
128 38 5017 0.0076 7 80 0.0875
129 140 5017 0.0279 57 677 0.0842
130 140 5017 0.0279 57 155 0.3677
131 140 5017 0.0279 57 1097 0.0520
132 140 5017 0.0279 57 64 0.8906
133 140 5017 0.0279 57 126 0.4524
134 140 5017 0.0279 57 92 0.6196
135 140 5017 0.0279 57 130 0.4385
136 176 5017 0.0351 69 689 0.1001
137 176 5017 0.0351 69 167 0.4132
138 176 5017 0.0351 69 1109 0.0622
139 176 5017 0.0351 69 76 0.9079
140 176 5017 0.0351 69 126 0.5476
141 176 5017 0.0351 69 104 0.6635
142 176 5017 0.0351 69 142 0.4859
143 107 5017 0.0213 35 655 0.0534
144 107 5017 0.0213 35 133 0.2632
145 107 5017 0.0213 35 1075 0.0326
146 107 5017 0.0213 35 42 0.8333
147 107 5017 0.0213 35 92 0.3804
148 107 5017 0.0213 35 104 0.3365
149 107 5017 0.0213 35 108 0.3241
150 225 5017 0.0448 73 693 0.1053
151 225 5017 0.0448 73 171 0.4269
152 225 5017 0.0448 73 1113 0.0656
Continued on next page
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Table D.1 – continued from previous page
Topic ID Training Set Testing Set
|D+| |D| |D+||D| |U+| |U |
|U+|
|U|
153 225 5017 0.0448 73 80 0.9125
154 225 5017 0.0448 73 130 0.5615
155 225 5017 0.0448 73 142 0.5141
156 225 5017 0.0448 73 108 0.6759
Total 639 2704 3484 18901
Max. 135 199 0.6784 337 597 0.6727
Min. 3 13 0.0492 9 198 0.0277
Average 12.78 54.08 0.2071 69.68 378.02 0.1870
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Appendix E
All Sub-algorithms of the Proposed
Three-way Decision Approach
Algorithm 3: FS: Feature selection based on basic Text-mining models
Data: D+ = {di | di is labelled as relevant 1 ≤ i ≤ |D+|}
(Relevant training set)
D− = {dj | dj is labelled as irrelevant 1 ≤ j ≤ |D−|}
(Irrelevant training set)
The set of basic text-mining model:
M = {TF ∗ IDF, PDS,RFD,BM25}
Result: Relevant features F = {f1, f2, ..., fm}, Feature weighting function
w : F → [0, 1]
begin
Step 1: To choose one basic model m ∈M
Step 2: To run the model m with input of D+ and D−
Step 3: To get relevant features set F = {f1, f2, ..., fm}, and feature
weighting function w : F → [0, 1]
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Algorithm 4: CV : Calculate two main centroid vectors from training set
Data: D+ = {di | di is labelled as relevant 1 ≤ i ≤ |D+|}
(Relevant training set)
D− = {dj | dj is labelled as irrelevant 1 ≤ j ≤ |D−|}
(Irrelevant training set)
Relevant features F = {f1, f2, ..., fm}, Feature weighting function
w : F → [0, 1]
Result: ~CP(centroid for relevant training set)
~CN(centroid for irrelevant training set)
begin
Step 1: Build up two matrices: M+ for D+ andM− for D−
~CP ← ∅, ~CN ← ∅
for i = 1 to |D+| do
for j = 1 to |F | do
if fj ∈ di then
M+ij = w(fj) , the weight of fj in di
else
M+ij = 0
Step 2: Generate centroid vector ~CP from matrix M+
for i = 1 to |F | do
~CP (i) =
1
|D+|
|D+|∑
j=1
M+ji )
Step 3: Repeat Step 1 and 2 to generate another centroid vector ~CN
from D−
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Algorithm 5:RP −Part1: Region partitioning based on two main centroid
vectors
Data: D+ = {di | di is labelled as relevant 1 ≤ i ≤ |D+|}
D− = {dj | dj is labelled as irrelevant 1 ≤ j ≤ |D−|}
F = {f1, f2, ..., fm}, w : F → [0, 1], Two main centroids ~CP , ~CN
Result: Three regions (sets): POS,BND(BNDP , BNDN), NEG
~BP , ~BN(two assistant centroid vectors)
begin
Step 1: Calculate vectors for the documents in D+ and D− to make two
document vector sets D+v and D
−
v , D
+
v is calculated firstly as follows
for i = 1 to |D+| do
for j = 1 to |F | do
if fj ∈ di then
~di(j) = w(fj)
else
~di(j) = 0
Repeat the above steps on D− to get D−v
for i = 1 to |D−| do
for j = 1 to |F | do
if fj ∈ di then
~di(j) = w(fj)
else
~di(j) = 0
Step 2 will be shown in Algorithm 6
Step 3, 4 will be shown in Algorithm 7
171
Algorithm 6: RP − Part2: – continued from previous page
Data: D+ = {di | di is labelled as relevant 1 ≤ i ≤ |D+|}
D− = {dj | dj is labelled as irrelevant 1 ≤ j ≤ |D−|}
F = {f1, f2, ..., fm}, w : F → [0, 1], Two main centroids ~CP , ~CN
Result: Three regions (sets): POS,BND(BNDP , BNDN), NEG
~BP , ~BN(two assistant centroid vectors)
begin
......
Step 2: Re-allocate the documents in D+ and D− based on their
distance to the two centroid vectors ~CP , ~CN
for i = 1 to |D+| do
for j = 1 to |F | do
||~di, ~CP ||+ = (~di[j]− ~CP [j])2
||~di, ~CP || =
√
||~di, ~CP ||
for j = 1 to |F | do
||~di, ~CN ||+ = (~di[j]− ~CN [j])2
||~di, ~CN || =
√
||~di, ~CN ||
if ||~di, ~CP || ≤ ||~di, ~CN || then
POS ← di
else
BND ← di BNDP ← di
for i = 1 to |D−| do
for j = 1 to |F | do
||~di, ~CN ||+ = (~di[j]− ~CN [j])2
||~di, ~CN || =
√
||~di, ~CN ||
for j = 1 to |F | do
||~di, ~CP ||+ = (~di[j]− ~CP [j])2
||~di, ~CP || =
√
||~di, ~CP ||
if ||~di, ~CN || ≤ ||~di, ~CP || then
NEG← di
else
BND ← di BNDN ← di
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Algorithm 7: RP − Part3: – continued from previous page
Data: D+ = {di | di is labelled as relevant 1 ≤ i ≤ |D+|}
D− = {dj | dj is labelled as irrelevant 1 ≤ j ≤ |D−|}
F = {f1, f2, ..., fm}, w : F → [0, 1], Two main centroids ~CP , ~CN
Result: Three regions (sets): POS,BND(BNDP , BNDN), NEG
~BP , ~BN(two assistant centroid vectors)
begin
......
Step 3: To calculate ~BP from BNDP , and ~BN from BNDN by the
same method of Algorithm 4, and update the ~CP , ~CN if needed
Step 4: Repeat Step 2 and Step 3 to improve the two pairs of centroid
vectors to reach the optimal values (option)
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Algorithm 8: GR: Generate decision rules based on the centroids and spatial
relations
Data: Dv = {~di | ~di is train-doc vector 1 ≤ i ≤ |D|}
Four centroid vectors ~CP , ~CN , ~BP , ~BN
Result: Decision rules
R = Rp +Rd, Rp = {R1, R2}, Rd = {R3, R4, R5, R6}
begin
Step 1: For di ∈ D, calculate the distance from di to centroids:
||~di, ~CP ||, ||~di, ~CN ||; calculate the distance between ~CP and ~CN :
|| ~CP , ~CN ||; calculate the mean distance from di to ~CP and ~CN :
meanDisP , and meanDisN
Step 2(Rule-1 (R1)):
To create the decision rule for finding the relevant documents.
if ||~di, ~CP || ≤ ||~di, ~CN || and (||~di, ~CP ||2 + || ~CP , ~CN ||2) ≤ ||~di, ~CN ||2
then
Label di as relevant, matching the document u1 in Figure 4.6.
Step 3(Rule-2 (R2)):
To create the decision rule for finding the irrelevant documents.
if ||~di, ~CN || ≤ ||~di, ~CP || and (||~di, ~CN ||2 + || ~CP , ~CN ||2] ≤ ||~di, ~CP ||2
then
Label di as irrelevant, matching the document u4 in Figure 4.6.
Next, process the indeterminate documents that are not satisfying Rule
1 and 2 (further relevance prediction)
Step 4(Rule-3 (R3)):
if ||~di, ~CP || ≤ ||~di, ~CN || and (||~di, ~CP ||2 + || ~CP , ~CN ||2] > ||~di, ~CN ||2
and ||~di, ~CP || > meanDisP then
Label di as irrelevant, matching the document u2 in Figure 4.6.
Step 5(Rule-4 (R4)):
if ||~di, ~CP || ≤ ||~di, ~CN || and (||~di, ~CP ||2 + || ~CP , ~CN ||2) > ||~di, ~CN ||2
and ||~di, ~CP || 6 meanDisP then
Label di as relevant, matching the document u3 in Figure 4.6.
Step 6(Rule-5 (R5)):
if ||~di, ~CN || ≤ ||~di, ~CP || and (||~di, ~CN ||)2 + || ~CP , ~CN ||2 > ||~di, ~CP ||2
and ||~di, ~CN || > meanDisN then
Label di as relevant, matching the document u5 in Figure 4.6.
Step 7(Rule-6 (R6)):
if ||~di, ~CN || ≤ ||~di, ~CP || and (||~di, ~CN ||2 + || ~CP , ~CN ||2] > ||~di, ~CP ||2
and ||~di, ~CN || 6 meanDisN then
Label di as irrelevant, matching the document u6 in Figure 4.6.
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Appendix F
Settings of All Baseline Models
SVM: All variants of available kernel types were used:
Model 1: linear (u′ ∗ v)
Model 2: polynomial (γ ∗ u′ ∗ v + coef0)degree
Model 3: radial basis function ( exp(−γ ∗ |u− v|2))
Model 4: sigmoid (tanh(γ ∗ u′ ∗ v + coef0))
For other parameters, we have used the default settings:
• SVM type: C-SVC
• degree in kernel function (default 3)
• γ: in kernel function (default 1/number of fatures)
• coef0 in kernel function (default 0)
• the parameter C of C-SVC, epsilon-SVR, and nu-SVR (default 1)
• the parameter nu of nu-SVC, one-class SVM, and nu-SVR (default 0.5)
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• whether to normalise input data, 0 or 1 (default 0)
• the epsilon in loss function of epsilon-SVR (default 0.1)
• tolerance of termination criterion (default 0.001)
AdaBoostM1: We have used variants of base classifiers: Decision Stump and
J48.
Model 1: Base classifier: Decision Stump.
Model 2: Base classifier: J48.
For other parameters, we have used the default settings:
• Use resampling for boosting.
• Random number seed. (default 1)
• Number of iterations. (default 10)
J48: We have used variants of the tree pruning options:
Model 1: Pruned tree.
Model 2: Unpruned tree.
For other parameters, we have used the default settings:
• Do collapse tree.
• Confidence threshold for pruning = 0.25.
• The minimum number of instances per leaf = 2.
• Don’t reduced error pruning.
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• The number of folds for reduced error pruning = 3. One fold is used as
pruning set.
• Do not use binary splits only.
• Perform subtree raising.
• Clean up after the tree has been built.
• Don’t use Laplace smoothing for predicted probabilities.
• Use MDL correction for info gain on numeric attributes.
• The number of seed for random data shuffling: 1.
Naive Bayes: We have used all the default values:
• Estimator algorithm: SimpleEstimator.
• Do not use ADTree data structure.
• Search algorithm: K2.
Random Forest: We have used all the default values:
• Number of trees to build=10.
• Number of features to consider=0.
• Seed for random number generator=1.
• The maximum depth of the trees is unlimited.
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IBk: We have used the variant number of nearest neighbours:
Model 1: The number of nearest neighbours=1.
Model 2: The number of nearest neighbours=2.
For other parameters, we have used the default settings:
• No distance weighting.
• Use linear search for nearest neighbour search algorithm
Rocchio: We have used variants of threshold setting:
Model 1: min(min(weight(D+)), max(weight(D−))).
Model 2: average(weight(D+)).
Model 3: min(weight(D+)).
Model 4: max(weight(D−)).
Model 5: use proportional threshold setting, that is U
+
U
= D
+
D
.
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