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Abstract: In recent years, just about all subjects require students to learn in a broad perspective. Because
the need exists for cross-curriculum learning aimed at relating subject areas, it is useful for multiple choice
questions to include panoramic information for learners. Panoramic information means comprehensive in-
formation that gives us macro-perspective; through which us look down at the whole learning subjects. A
question including panoramic information refers to content that includes transverse related information and
makes respondents grasp the whole knowledge. However, it is costly to manually generate and collect appro-
priate multiple-choice questions for learners and exam preparers. Therefore, in this research, we propose a
method for automatic generation of multiple choice questions including panoramic information using Linked
Data. Linked Data is graphical data that can link structured data, and it is used as a technology for data
integration and utilization. In this paper, we aim to realize a system for automatically generating three types
of multiple choice questions by implementing an approach to generating questions and choices. An evaluation
method for the generation of questions and choices involves setting indicators for each evaluation item, such
as validity and the degree of the inclusion of panoramic information.
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Fig. 1 An examples of output image of multiple choice ques-
tions generated by proposed system.
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NQi と表すとき，Answerノードを Answer とし，語句間
の意味的類似度等で求められる距離を返す dist関数を用い
て，ni ∈ NQi から ni+1 ∈ NQi+1へのリンクがあるようなと
きに次を満たすようなグラフである．
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( 2 ) 全体としてなるべく俯瞰的．
( 3 ) Answerに該当する単語の数が少ない方がよい．



















この h と w の制限を満たす規模感で Question Graphを







スのグラフである KG（Knowledge Graph）の G，正解の














Algorithm 1 Main Standard
Input: KG G, Answer, Depth h, Width w
Output: KG
1: NS = get far nodes(Answer, {}, G, h, w)
2: MS = get all links(NS)
3: return (NS ,MS)
Algorithm 2 get far nodes
Input: Node target, Set of ancestor nodes Ancestors, KG G, Depth
h, Width w
Output: Set of nodes
1: N = {target}
2: if |Ancestors| == h then
3: return N
4: end if
5: for direction ∈ {IN,OUT} do
6: count = 0
7: B = neighbors(target, direction)
8: while count < w AND 0 < |B| do
9: flg = True
10: \ ∗ ∗ ∗ \
11: n = arg max
n′∈B
dist(target, n′)
12: B = B\{n}
13: \ ∗ ∗ ∗ \
14: for nj ∈ Ancestors do
15: if dist(nj , n) < dist(nj , target) then
16: flg = False
17: end if
18: end for
19: if flg then
20: count = count+ 1
21: N = N∪





Algorithm 3 \ ∗ ∗ ∗ \
1: if count == 0 then
2: flg = True
3: n = arg max
n′∈B
dist(target, n′)
4: B = B\{n}
5: nB = {n}
6: else
7: flg = True






9: B = B\{n}















コメント \ ∗ ∗ ∗ \ で示して囲んだ範囲の処理に置き換え
て，実装上次の Algorithm 3の処理を施した．
c© 2019 Information Processing Society of Japan 1742
情報処理学会論文誌 Vol.60 No.10 1738–1756 (Oct. 2019)
Algorithm 4 Main Multiple
Input: KG G, Multiple Answers Answers, Depth h, Width w, Num-
ber of the answers nA
Output: KG
1: NS01 = get far nodes h1(Answers, {}, G,w, nA)
2: NS = NS ∪NS01
3: cnt = 0
4: for n1 ∈ NS01[1] do
5: NS = NS ∪ get far nodes hx(n1, {NS01[0]}, G, h, w, nA)
6: end for
7: MS = get all links(NS)











句を Answerとして指定して Question Graphを生成する
アプローチを新たに提案する．
まず，Algorithm 4 において指定個数 nA の Answers
を指定する．Algorithm 5の get far nodes h1では，深さ
h = 1 のときに指定個数のすべての Answers について，
共通する隣接ノード語句のみを返す関数を定義している．




ように作成する．h = 2以降については，Algorithm 6の















と Answer 1 と表記する．その後，次の Algorithm 8 に
示す get pair graph 関数により，Answer 0 ノードから
Answer 1ノードに至る道のりを探索するアルゴリズムを
Algorithm 5 get far nodes h1
Input: Node Targets, Set of ancestor nodes Ancestors, KG G,
Width w, Number of the answers nA
Output: Set of nodes NS01
1: k = 0
2: for target ∈ Targets do
3: NS01[0][k] = {target}
4: k = k + 1
5: end for
6: for direction ∈ {IN,OUT} do
7: count = 0
8: for target ∈ Targets do
9: B′count = neighbors(target, direction)







13: count′ = 0
14: while count′ < w AND 0 < |B| do
15: \ ∗ ∗ ∗ \





17: B = B\{n}
\ ∗ ∗ ∗ \
18: count′ = count′ + 1




Algorithm 6 get far nodes hx
Input: Node target, Set of ancestor nodes Ancestors, KG G, Depth
h, Width w, Number of the answers nA
Output: Set of nodes N
1: N = {target}
2: if |Ancestors| == h then
3: return N
4: end if
5: for direction ∈ {IN,OUT} do
6: count = 0
7: B = neighbors(target, direction)
8: while count < w AND 0 < |B| do
9: flg = True
10: \ ∗ ∗ ∗ \
11: n = arg max
n′∈B
dist(target, n′)
12: B = B\{n}
13: \ ∗ ∗ ∗ \
14: count′ = 0
15: for nj ∈ Ancestors do
16: if count′ = 0 then
17: if dist(nj , n) < dist(nj , target) then
18: flg = False
19: end if
20: else
21: if dist(nj , n) <∑nA−1
k=0 dist(nj , Ancestors[0][k]) then
22: flg = False
23: end if
24: count′ = 1
25: end if
26: end for
27: if flg then
28: count = count+ 1
29: N = N ∪ get far nodes hx(n,






とを目指す．line.7 では，Answer 0, Answer 1 間の最短
ルートを求める get shortest routes関数を定義して，追
加ノードができる限り少なくなるような距離最小の道のり
RNS 01 を複数取得する．なお，RNS 01 として得られる
のは，Answer 0と Answer 1の間の道のり上にある中間
ノードの組合せの集合である．また，実装上は反復深化に
より探索し，初期値として道のりの最大距離を line.4の探
索の探索規模 h′ × 2を超えない範囲で指定して全探索する
ことにより，距離最小順に複数の道のりを取得しており，
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Algorithm 7 Main Pair
Input: KG G, Answer 0，Answer 1, depth h, width w, number of
the answers nA
Output: KG
1: NS 0 = get far nodes(Answer 0, {}, G, nA,w)
2: NS 1 = get far nodes(Answer 1, {}, G, nA,w)
3: MS 0 = get all links(NS 0)
4: MS 1 = get all links(NS 1)
5: (NS ,MS) = get pair graph(Answer 0, Answer 1,
NS 0, NS 1,MS 0,MS 1)
6: return (NS ,MS)
Algorithm 8 get pair graph
Input: Each answers Answer 0, Answer 1, Each nodes NS 0, NS 1,
Each links MS 0, MS 1
Output: (Ns,Ms)
1: if get all links(NS 0∪NS 1)∩MS 0 = ∅ OR get all links(NS 0∪
NS 1) ∩MS 1 = ∅ then
2: return (NS 0,MS 0) ∪ (NS 1,MS 1)
3: else
4: h′ = h+ x,w′ = y\∗ 道のりの探索規模をあらかじめ設定 ∗\
5: NS 0 all = get far nodes(Answer 0, {}, G, h′, w′)
6: NS 1 all = get far nodes(Answer 1, {}, G, h′, w′)
7: RNS 01 = get shortest routes(Answer 0, Answer 1,
NS 0 all, NS 1 all)
8: NS 01 = arg max
rNS∈RNS 01
{∑n′∈rNS dist(Answer 0, n′) +
dist(Answer 1, n′)}
9: MS 01 = get all links(NS 01)
10: return (NS 0 ∪NS 1 ∪NS 01,MS 0 ∪MS 1 ∪MS 01)
11: end if
最小の道のりのみを抽出している．このとき，line.4にお
ける道のりの探索規模 h′ と w′ は，想定する探索コストに
応じて xと yに適宜設定しておく．その後，取得した距離
最小となる複数の道のりのうち，実際に Question Graph























Algorithm 9 Main Standard Blank
Input: KG G, Answer, Depth h, Width w(w = 2i, i ≥ 1)
Output: KG
1: NS far = get far nodes(Answer, {}, G, h, w/2)
2: NS near = get near nodes(Answer, {}, G, h, w/2)
3: NS = NS far ∪NS near
4: MS = get all links(NS)
5: return (NS ,MS)
図 2 単数回答形式における虫食い形式のグラフイメージ（※）





rithm 9において，Algorithm 2で定義した get far nodes
と get near nodesの両関数を用いて，各々から同数のノー











を示している．グラフは w = 2を想定し，知識ベースから
targetの隣接ノード語句を抽出していく．まず h = 1のと
き，targetである Answer の全隣接ノード語句を取得し，
距離が最大の赤色で示す隣接ノード語句 2つを抽出する．




を指定した探索の深さ h = iまで実行することで，起点の
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図 3 dist 関数を用いた知識ベースからのリンク構造抽出イメージ





























( 1 )（必須）Question Graph に対して不正解である
こと．
( 2 ) 一見して不正解と明らかに分かるものを避けたい．
 
4.2.2 Distractors生成手法
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図 4 Answer=“ソクラテス” に設定したときの Question Graph












例として，Answer を “ソクラテス” に設定して，単数
回答形式のアルゴリズムにより作成した Question Graph
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表 1 Answer=“ソクラテス” に対する Distractors 候補の抜粋
Table 1 An extract of candidates of the distractors when the
answer is “Socrates”.









（※）4 章の Distractors 生成アプローチにおける構造の類似度計算
値．
∑








形式および複数回答形式の深さを h = 2，広さを w = 2，

























































1© 整合性...［要件 ( 1 )］
• Answerが真の解であること
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表 2 Question Graph の俯瞰度の各指標に基づく客観評価
Table 2 An objective evaluation result of Question Graph
based on each indexes of “broad perspective”.
形式
クラス数 科目数 ジャンル数
提案 比較 提案 比較 提案 比較
単数回答 1.67 2.03 3.43 1.90 4.32 3.43
虫食い単数回答 2.12 2.03 4.47 1.90 5.56 3.43
複数回答 1.66 1.87 3.74 2.47 4.63 3.71
虫食い複数回答 2.16 1.87 4.72 2.47 5.70 3.71
組合せ回答 1.32 1.52 3.22 2.28 3.85 3.15
虫食い組合せ 1.39 1.52 3.74 2.28 4.46 3.15
（※）各指標において 1 問あたりの平均値を算出．
表 3 Question Graph の特定性の客観評価









組合せ回答 (13.9, 14.2) (3.80, 4.96)
虫食い組合せ (3.07, 4.15) (3.80, 4.96)
（※）Question Graph上で Answerノードに該当する Answer語句










1© 俯瞰度...［要件 ( 2 )］
• グラフの俯瞰度の主観評価
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主観評価により被験者に 5段階評価させる．
6.2.1 俯瞰度
俯瞰度の主観評価の結果を表 4 に示す．さらに，表 4 に
示す “提案の問題”をより俯瞰度が大きいと評価した回答










































Table 4 A subjective evaluation result of the degree of “broad




単数回答 0.48 0.26 0.26
虫食い単数回答 0.65 0.25 0.10
複数回答 0.68 0.13 0.18




Table 5 A subjective evaluation result of the diﬀerence of de-




1 2 3 4
単数回答 0.00 0.27 0.28 0.45
虫食い単数回答 0.00 0.18 0.32 0.50
複数回答 0.00 0.14 0.44 0.42






Table 6 A subjective evaluation result of the diﬀerence of de-




1 2 3 4
単数回答 0.00 0.23 0.36 0.41
虫食い単数回答 0.014 0.25 0.40 0.33
複数回答 0.00 0.17 0.33 0.51






Table 7 The number of nodes referred for answering Question
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図 5 グラフの規模感の主観評価（※）






件 ( 1 )］






























表 8 Distractors の Answer との類似度比較による客観評価
Table 8 An objective evaluation of the distractors based on
similarity to the answer.
Q.
pattern 一致率 similarity 平均
提案 比較 提案 比較
単数回答 0.553 0.265 0.0720 0.0863
虫食い単数回答 0.580 0.265 0.0986 0.0863
複数回答 (0.686, 0.753) (0.353, 0.407) (0.0483, 0.0183) (0.103, 0.0453)
虫食い複数回答 (0.673, 0.738) (0.353, 0.407) (0.0672, 0.0273) (0.103, 0.0453)
組合せ回答 (0.302, 0.288) (0.207, 0.123) (0.0824, 0.0812) (0.0309, 0.0224)





























成には Question Graphにおける Answerノードのリンク
ノードを利用していることから，虫食いの有無によるグラ
フ生成のアプローチの違いが起因していると考えられる．
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1© 正解を知らない人の正答率が選択肢数分の 1 程





















率をまとめた．要件 ( 2 )の “一見して不正解と明らかに分
からないこと”の評価について項目 2©では，すべての被験
者は正解を知らないという想定の下で，“各問題に対する
正答率がおよそ選択肢数分の 1”すなわち 1/4 = 0.25程度












せて 3つの Distractorsを生成しており，すなわち 2つの
各 Answer語句に対応する Distractors語句を 2つずつ生
成した．表 9 の正答率測定実験における各選択肢の選択率
より，Q.4，5は “(D0,D1)”の 2つの Distractorどうしの
組合せからなる選択肢の選択率が 0.00%であることから，
表 9 正答率測定評価実験における各選択肢の選択率（全体）
Table 9 The selectivity of each choices on proposal questions.
Q.
Answer 選択肢 Distractors 選択肢
(A0,A1) (A0,D1) (D0,A1) (D0,D1)
1 0.44 0.50 0.00 0.056
2 0.39 0.17 0.33 0.11
3 0.61 0.22 0.17 0.00
4 0.84 0.053 0.11 0.00
5 0.95 0.053 0.00 0.00
6 0.26 0.16 0.47 0.11
7 0.37 0.53 0.053 0.053
8 0.16 0.21 0.32 0.32
9 0.47 0.11 0.16 0.26






Table 10 The validity of proposal questions based on degree
of the recognition of answer in subject experiment.
Q.
語句自体の認知度 （※ 1）グラフ上での認知度 （※ 2）
1 2 3 4 1 2 3 4
1 0.40 0.40 0.50 1.0 0.00 0.71 0.50 NA
2 0.17 0.60 0.50 0.33 0.00 0.25 0.67 0.00
3 NA 0.44 0.86 0.50 NA 0.17 0.71 1.0
4 1.0 0.80 0.60 1.0 1.0 0.60 0.88 1.0
5 0.92 1.0 1.0 1.0 0.80 1.0 1.0 NA
6 0.33 0.11 0.50 NA 0.00 0.30 1.0 NA
7 0.25 0.40 0.40 NA 0.13 0.43 0.75 NA
8 0.00 0.00 0.25 0.33 0.00 0.08 0.67 NA
9 0.17 0.56 1.0 0.00 0.10 0.00 1.0 1.0
10 0.33 0.00 0.67 1.0 0.29 0.20 0.67 NA
















実行環境として，PC は MacBook Pro，OS は macOS
High Sierraを利用した．使用言語を Pythonとして，ライ
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表 11 問題生成の実行時間
















Fig. 7 The subjective evaluation of the degree shown by inter-
est of proposal questions.
（※）質問「回答者の興味を引くことができるような問題でしたか」
に対する 4 段階評価










Fig. 8 The subjective evaluation about possibility of increas-




Fig. 9 The subjective evaluation about possibility of gaining
some new knowledge through proposal questions.
（※）質問「学習者は問題を解くことで新たな知識を学べそうですか」
に対する 4 段階評価
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瞰度が大きく汎用性の高い Question Graphと Distractors
生成アプローチの工夫を追加し，評価方法を見直していく
ことで，さらに有効な問題生成手法の提案を目指す．
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学習指導要領等の理念を実現するために必要な方策（登
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付 録
A.1 Question Graph生成例
図 A·1 Answer=“ソクラテス”に設定したときのQuestion Graph
（単数回答形式）
Fig. A·1 An example of Question Graph that has as the single
answer “Socrates”.
図 A·2 Answer=“放射性同位体”, “南北首脳会談”に設定したとき
の Question Graph（複数回答形式）
Fig. A·2 An example of Question Graph that has as the mul-
tiple answers “radioactive isotope (RI)” and “South-
North prime ministers meeting”.
図 A·3 Answer 0=“フッ素”, Answer 1=“鉄” に設定したときの
Question Graph（組合せ回答形式）
Fig. A·3 An example of Question Graph that has as the pair
of answers “ﬂuorine” and “iron”.
図 A·4 Answer=“プラトン” に設定したときの Question Graph
（虫食い単数回答形式）
Fig. A·4 An example of Question Graph that has as the single
answer “Plato” (ﬁll-in-the-blank question).
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