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$C_{n,Z}(P)$ $B=0$ . Cover and Pombra [6]
.
Proposition 1 (Cover and Pombra [6]) $\epsilon>0$ $n=1,2,$ $\ldots$ $n$
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$C_{n,Z}(P)$ .
Proposition 2 (Gallager [10])
$C_{n,Z}(P)= \frac{1}{2n}\sum_{i=1}^{k}\log\frac{nP+r_{1}+\cdots+r_{k}}{kr_{i}}$ ,






Deflnition 1 $\alpha,\beta\geq 0(\alpha+\beta=1)$ $Z_{1},$ $Z_{2}$ $R_{\overline{Z}}=\alpha Rz_{1}+\beta Rz_{2}$
. 2 .
Question 1
$C_{n_{l}FB,\overline{Z}}(P)\leq\alpha C_{n,FB,Z_{1}}(P)+\beta C_{n,FB,Z_{2}}(P)$ ?
.
Theorem 1 (Yanagi-Chen-Yu [19])
$C_{n,\overline{Z}}(P)\leq\alpha C_{n},z_{1}(P)+\beta C_{n,Z_{2}}(P)$ .
Theorem 2 (Yanagi-Chen-Yu [19]) $P=\alpha P_{1}+\beta P_{2}$ $P_{1},$ $P_{2}\geq 0$
$c_{n,FB,\tilde{Z}(P)\leq\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n_{2}FB,Z_{2}}(P_{2})}$ .
.
Theorem 3 (Yanagi-Chen-Yu [19]) (a) (b) Question2 .
(a) $R_{Z_{1}}$ $n$ $n$ $R_{Z_{2}}$ .
(b) $\tilde{Z}$ . $R_{\tilde{Z}}$ .
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3 Kim
Deflnition 2 $Z=\{Z_{i;}i=1,2, \ldots\}$ first order moving average Gaassian channel
3 .
(1) $Z_{i}=\alpha U_{\mathfrak{i}-1}+U_{i},$ $i=1,2,$ $\ldots$ , $U_{i}\sim N(0,1)$ $i.i.d$. .
(2) Spectral density function $(SDF)f(\lambda)$ .
$f( \lambda)=\frac{1}{2\pi}|1+\alpha e^{-i\lambda}|^{2}=\frac{1}{2\pi}(1+\alpha^{2}+2\alpha\cos\lambda)$.
(3) $Z_{n}=(Z_{i}, \ldots, Z_{n})\sim N_{n}(0, Kz),$ $n\in N$, covariance matrix $Kz$ .
$K_{Z}=(1+...\alpha^{2}\alpha 00$ $1+...\alpha^{2}\alpha\alpha 0$ $1+..\cdot\alpha^{2}\alpha 00$
$\ldots$
$1+\alpha^{2}\alpha 000]\cdot$
$Z$ entropy rate .
$h(Z)$ $=$ $\frac{1}{4\pi}\int_{-\pi}^{\pi}\log\{4\pi^{2}ef(\lambda)\}d\lambda$
$=$ $\frac{1}{4\pi}\int_{-\pi}^{\pi}\log\{2\pi e|1+\alpha e^{-i\lambda}|^{2}\}d\lambda$
$=$ $\frac{1}{2}\log(2\pi e)$ if $|\alpha|\leq 1$
$=$ $\frac{1}{2}\log(2\pi e\alpha^{2})$ if $|\alpha|>1$ .
Poisson’s integral formula .
$\frac{1}{2\pi}\int_{-\pi}^{\pi}\log|e^{i\lambda}-\alpha|d\lambda$ $=$ $0$ if $|\alpha|\leq 1$ ,
$=$ $\log|\alpha|$ if $|\alpha|>1$ .
MA(1) Gaussian noise Gaussian channel capacity $A^{a}$ .
$C_{FB,Z}(P)= \lim_{narrow\infty}C_{n,FB,Z}(P)$ .
Kim feedback Gaussian channel capacity .






$Z\sim$ MA$($ 1, $p),$ $Z_{i}=U_{i}+pU_{i-1},0<p\leq 1$ $W\sim$ MA $($ 1, $q),$ $W_{i}=U_{i}+qU_{i-1},0<q\leq 1$
.
$R_{\alpha Z+\beta W}\leq\alpha R_{Z}+\beta R_{W}\leq R_{\sqrt{\alpha}Z+\sqrt FW}$
.
$\alpha Rz+\beta Rw=R_{\alpha Z+\beta W}+\alpha\beta R_{Z-W}$
$R_{\alpha Z+\beta W}\leq\alpha R_{Z}+\beta R_{W}$ .






$r_{i}$ $=$ $2+2pq-2(p+q) \cos\frac{i\pi}{n+1}(i=1,2, \ldots,n)$
$\geq$ $2+2pq-2(p+q)$
$=$ $2(1-p)(1-q)\geq 0$ .
$Rzw+Rwz\geq 0$
$\alpha R_{Z}+\beta R_{W}\leq R_{\sqrt{\alpha}Z+ffiW}$
. .
Proposition 3 $R_{\overline{Z}}=\alpha Rz+\beta Rw$ . .





.$Y= \frac{\sqrt{\alpha}Z+ffiW}{\sqrt{\alpha}+\sqrt F}\sim MA(1, \frac{\sqrt{\alpha}p+ffiq}{\sqrt{\alpha}+ffi})$
$C_{n,FB,V}(P)$
$=$ $\max\{\frac{1}{2n}\log\frac{|R_{S+V}|}{|R_{V}|};Tr[R_{S}]\leq nP\}$
$=$ $\max\{\frac{1}{2n}\log\frac{|R_{S+(\sqrt{\alpha}+ffi)Y}|}{|R_{(\sqrt{\alpha}+\sqrt F)Y}|};Tr[R_{S}]\leq nP\}$
$=$ $\max\{\frac{1}{2n}\log\frac{|R_{\overline{\sqrt{\alpha}}+\nabla F^{+Y}}s|}{|R_{Y}|};Tr[R_{\frac{s}{\sqrt{a}+\sqrt{}\beta}}]\leq\frac{nP}{(\sqrt{\alpha}+ffi)^{2}}\}$
$=$ $C_{n,FB,Y}( \frac{P}{(\sqrt{\alpha}+ffi)^{2}})$ .
$C_{FB,V}(P)=C_{FB,Y}( \frac{P}{(\sqrt{\alpha}+ffi)^{2}} )$ .
$f(t)= \frac{1}{t}-\frac{\sqrt{P}}{\sqrt{1-t^{2}}}$
. $f(a)=1,$ $f(b)=0$ $0<a<b<1$ unique . $f(t)$ $0<t<1$
. Question 2 .
Question 2
$C_{FB,\sqrt{\alpha}Z+ffiW}(P)\leq\alpha C_{FB,Z}(P)+\beta C_{FB,W}(P)$ ?
.









1: Question 4 $(P=1, \alpha=\beta=1/2)$
5 Theorem 5
Theorem 5 $a\leq x,$ $y\leq b$ .
$\frac{1}{2}(\frac{1}{x}-\frac{\sqrt{P}}{\sqrt{1-x^{2}}})+\frac{1}{2}(\frac{1}{y}-\frac{\sqrt{P}}{\sqrt{1-y^{2}}})\leq\frac{1}{\sqrt{xy}}-\frac{\sqrt{P}}{\sqrt{2(1-xy)}}$ .
Proof of Theorem 5.
$g(t,P)=t(1- \frac{\sqrt{P}}{\sqrt{t^{2}-1}})$ , $\frac{1}{b}\leq t\leq\frac{1}{a}$
. $P>0$ $a,$ $b$
$\frac{1}{a}-\frac{\sqrt{P}}{\sqrt{1-a^{2}}}=1$ , $\frac{1}{b}-\frac{\sqrt{P}}{\sqrt{1-b^{2}}}=0$ (1)
. $0<a<b<1$ . $L=\sqrt{(1-a)^{2}(1-a^{2})+a^{2}}$
$b= \frac{a}{L}$ , $P= \frac{L^{2}}{a^{2}}-1$
$a$ . Lemma .
Lemma 1 $P>0$ .
$\frac{\sqrt{P}}{\sqrt{1-a^{2}}}\geq\frac{1}{2-\sqrt{2}}\frac{\sqrt{b}-\sqrt{a}}{\sqrt{b}+\sqrt{a}}$ .
Proof of Lemma 1 $2(2-\sqrt{2})>1$ $L>a$






$L=a/b$ . $qed$ .
Lemma 2 $1/b\leq t\leq s\leq 1/a$ $t,$ $s$ .
$\frac{\sqrt{b}-\sqrt{a}}{\sqrt{b}+\sqrt{a}}\geq\frac{\sqrt{s}-\sqrt{t}}{\sqrt{s}+\sqrt{t}}$ .
Proof of Lemma 2 .
$\sqrt{\frac{a}{b}}=\min_{b1/\leq t\leq s\leq 1/a}\sqrt{\frac{t}{s}}$ .
.
$\frac{\sqrt{b}-\sqrt{a}}{\sqrt{b}+\sqrt{a}}$ $=$ 2 $( \frac{\sqrt{b}}{\sqrt{a}+\sqrt{b}}-\frac{1}{2}I=2(\frac{1}{\sqrt{a/b}+1}-\frac{1}{2})$
$\geq$ 2 $( \frac{1}{\sqrt{t/s}+1}-\frac{1}{2}I=2(\frac{\sqrt{s}}{\sqrt{t}+\sqrt{s}}-\frac{1}{2})=\frac{\sqrt{s}-\sqrt{t}}{\sqrt{s}+\sqrt{t}}$.
$qed$ .
Theorem 5 Theorem .
Theorem 6 $P>0$ . $t,$ $s(1/b\leq t\leq s\leq 1/a)$ .
$\frac{1}{2}g(t,P)+\frac{1}{2}g(s,P)\leq g(\sqrt{ts}, \frac{P}{2})$ .
Proof of Theorem 6 $g(t, P)$ $t$ concave function
$\frac{\sqrt{s}}{\sqrt{t}+\sqrt{s}}g(t, \frac{P}{2})+\frac{\sqrt{t}}{\sqrt{t}+\sqrt{s}}g(s, \frac{P}{2})\leq g(\sqrt{ts}, \frac{P}{2})$
.
$\frac{1}{2}g(t,P)+\frac{1}{2}g(\epsilon, P)\leq\frac{\sqrt{s}}{\sqrt{t}+\sqrt{s}}g(t, \frac{P}{2})+\frac{\sqrt{t}}{\sqrt{t}+\sqrt{s}}g(s, \frac{P}{2})$
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. Lemma 1 Lemma 2
$\frac{\sqrt{P}}{\sqrt{1-a^{2}}}\geq\frac{1\sqrt{s}-\sqrt{t}}{2-\sqrt{2}\sqrt{s}+\sqrt{t}}=\frac{2}{2-\sqrt{2}}(\frac{\sqrt{s}}{\sqrt{s}+\sqrt{t}}-\frac{1}{2})$ .
$1/b\leq t\leq s\leq 1/a$ $t,$ $s$





















$=$ $\frac{\sqrt{s}}{\sqrt{t}+\sqrt{s}}g(t, \frac{P}{2})+\frac{\sqrt{t}}{\sqrt{t}+\sqrt{s}}g(s, \frac{P}{2})$ .
q.e.d.
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