[A DenseNet-based diagnosis algorithm for automated diagnosis using clinical ECG data].
To train convolutional networks using multi-lead ECG data and classify new data accurately to provide reliable information for clinical diagnosis. The data were pre-processed with a bandpass filter, and signal framing was adopted to adjust the data of different lengths to the same size to facilitate network training and prediction. The dataset was expanded by increasing the sample size to improve the detection rate of abnormal samples. A depth-wise separable convolution structure was used for more specific feature extraction for different channels of twelve-lead ECG data. We trained the two classifiers for each label using the improved DenseNet to classify different labels. The propose model showed an accuracy of 80.13% for distinguishing between normal and abnormal ECG with a sensitivity of 80.38%, a specificity of 79.91% and a F1 score of 79.35%. The model proposed herein can rapidly and effectively classify the ECG data. The running time of a single dataset on GPU is 33.59 ms, which allows real-time prediction to meet the clinical requirements.