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Abstract
Dealing with smooth diffeomorphisms on a compact riemannian manifold, we recast in differential geometric
terms the results of Brenier and McCann on optimal mass transportation via gradient rearrangement, which lack
of a regularity theory. We proceed to a pde approach of the gradient rearrangement, proving uniqueness and local
existence of classical solutions; we reduce global existence to a priori estimates (left open, except near flat metrics).
We discuss the link between factorization of diffeomorphisms and the Helmholtz decomposition of vector fields,
including a new result on the Moser–Ebin–Marsden factorization. A nonlinear comparison principle of independent
interest is established.
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1. Introduction to the grad-arrangement problem
Optimal transportation of mass is a flourishing theme of analysis with many potential applications
(see [5,10,22] and the references therein). It is an old theme going back to Monge [23], reinitiated by
Brenier in his landmark note [4] and recently extended from the euclidean space to compact riemannian
manifolds by McCann [22]. The general issue is to find a map minimizing a cost-function among borelian
maps transporting given borelian measures one to the other. Brenier considered a quadratic cost-function
and observed that the optimal map must be the gradient of a function solving formally a (degenerate
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146 Ph. Delanoë / Differential Geometry and its Applications 20 (2004) 145–165elliptic) partial differential equation of Monge–Ampère type [4,5] (see [10] in the riemannian case). Due
to its measure theoretic nature, the Brenier–McCann theory provides a very weak (not even viscosity [8])
kind of solution of that equation. Caffarelli proved that, when the given measures are regular, so is the
solution provided the metric is euclidean [7,8] (smoothness in the non-flat case is open).
Regardless of curvature, granted regularity the solution-map turns out to be a diffeomorphism.
Restricting ourselves to diffeomorphisms, our motivation for this report is twofold: we will exhibit the
differential geometric setting meant by the Brenier–McCann program (in particular, it will be natural to
consider forward and backward (smooth) mass transportations); we will lay the ground for a purely pde
approach, seeking directly a classical solution of the aforementioned Monge–Ampère equation. Before
completing the introduction with a specific conjecture and outline of the results, let us fulfill the basic
geometric preliminary.
1.1. Rearrangement classes
We work in the C∞ category. Let M be a compact connected manifold, D the group of its dif-
feomorphims, L the convex cone of Lebesgue measures on M . The group D has a natural left
(respectively right) action on L given by the push-forward map:
(ϕ, dν) ∈ D×L → ϕ∗ dν ∈ L
(respectively by the pull-back map: (ϕ, dν) ∈ D × L → ϕ∗ dν ∈ L). Henceforth we fix a Lebesgue
measure dµ ∈ L and introduce the stabilizer Dµ of dµ in D under these natural (left or right) actions: it
is a closed subgroup of D (we refer to [18] for the Fréchet manifold structure of D and Dµ). It has a right
(respectively left) action R (respectively L) on D for which the coset [ϕ]R (respectively [ϕ]L) of ϕ ∈ D
is given by:
[ϕ]R =
{
ψ ∈D, (ϕ−1 ◦ψ) ∈Dµ}
(respectively by: [ϕ]L = {ψ ∈ D, (ψ ◦ ϕ−1) ∈ Dµ}). Following Brenier [4,5], given ϕ ∈ D, we call
an element of [ϕ]R (respectively [ϕ]L), a right-rearrangement (respectively left-rearrangement) of ϕ.
Rearrangement classes are equivalence classes (easy check) and the question arises of a way to represent
them.
Definition 1. A right (respectively left) rearrangement rule is a map ρR (respectively ρL) from D to
itself, which assigns to each ϕ ∈ D a representative of [ϕ]R (respectively [ϕ]L) and which satisfies the
normalization:
∀ξ ∈Dµ, ρR(ξ)= I = ρL(ξ),
I standing for the identity.
Remark 1 (on inversion). As a standard fact, the inversion ψ → ψ−1 in D sends the right (respectively
left) rearrangement class of any given diffeomorphism ϕ, to the left (respectively right) rearrangement
class of its inverse ϕ−1. Therefore any right (respectively left) rearrangement rule ρR (respectively ρL)
yields immediately a left (respectively right) rearrangement rule ρ˜L (respectively ρ˜R) by setting:
∀ϕ ∈D, ρ˜L(ϕ)=
[
ρR
(
ϕ−1
)]−1
, ρ˜R(ϕ)=
[
ρL
(
ϕ−1
)]−1
.
We call the latter, the rule associated to the original one.
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Let us denote by Lµ the affine subset of L defined by:
L
µ =
{
dν ∈ L,
∫
M
dν =
∫
M
dµ
}
and by Lµ, the natural subset:
Lµ = {ϕ∗ dµ, ϕ ∈D} ≡ {ϕ∗ dµ, ϕ ∈D} ⊂ Lµ.
Moser [24] proved the reversed inclusion: Lµ ⊂ Lµ, by constructing a right inverse (which sends dµ to
I ) for the natural map ϕ ∈D → ϕ∗ dµ ∈ Lµ.
The preceding natural map (respectively the map: ϕ ∈D → ϕ∗ dµ ∈ Lµ) sends each left (respectively
right) rearrangement class to a single measure in Lµ. Moreover, as shown in Lemma 5 (respectively
Lemma 4) below, two distinct left (respectively right) cosets yield distinct measures in Lµ. The quotient
map D/L→ Lµ (respectively D/R→ Lµ) is thus well-defined, one-to-one, and onto by Moser’s above
result, i.e., a bijection. As such, it provides in a natural way a structure of affine Fréchet manifold for the
quotient space D/L (respectively D/R).
Finally, we observe that constructing a right-inverse which sends dµ to I , for the quotientable
map ϕ ∈ D → ϕ∗ dµ ∈ Lµ (respectively ϕ ∈ D → ϕ∗ dµ ∈ Lµ) is just equivalent to defining a left
(respectively right) rearrangement rule. This is what Moser did in [24].
1.3. Factorizations of D
With a right (respectively left) rearrangement rule at hand, denoted by ρR (respectively ρL), the
equivalence class [ϕ]R (respectively [ϕ]L) rewrites: [ϕ]R = {ρR(ϕ) ◦ ξ, ξ ∈ Dµ} (respectively [ϕ]L =
{ξ ◦ ρL(ϕ), ξ ∈ Dµ}) and one can define a map ξR (respectively ξL), obviously valued in Dµ by setting:
∀ϕ ∈D, ξR(ϕ)= [ρR(ϕ)]−1 ◦ϕ, (respectively ξL(ϕ)= ϕ ◦ [ρL(ϕ)]−1). The resulting couples (ρR, ξR) and
(ρL, ξL) satisfy:
(1)∀ϕ ∈D, ϕ = ρR(ϕ) ◦ ξR(ϕ)= ξL(ϕ) ◦ ρL(ϕ)
with the normalization:
(2)∀ξ ∈Dµ, ρR(ξ)= ρL(ξ)= I, ξR(ξ)= ξL(ξ)= ξ.
Such couples are called right (respectively left) factorizations of D. By Remark 1, a right (respectively
left) factorization yields an associated left (respectively right) one, obtained by using the inversion.
The (left) factorization of D corresponding to Moser’s aforementioned device was first considered in
[18, Theorem 5.1] in view of a manifold structure result. Interestingly, an auxiliary riemannian metric is
required in the process (see [24, pp. 292–293] or [18, p. 115]).
1.4. Formulation of a Monge problem, after McCann
Henceforth, we endow the manifold M with a riemannian metric g, set dg for the resulting distance
function on M ×M and: ∀(p, q) ∈M ×M ,
c(p, q) := 1[dg(p, q)]2.2
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that ϕ ∈ a ⇒ ϕ∗ dµ = dν (respectively ϕ ∈ b⇒ ϕ∗ dµ = dν), one is prompted by [22] to consider the
minimization on the coset a (respectively b) of the following “cost” functional:
CR(ϕ)=
∫
M
c
[
m,ϕ(m)
]
dµ(m)
(respectively CL(ϕ) =
∫
M
c[m,ϕ(m)]dν(m)). From the above preliminaries, this is exactly Monge’s
optimal transportation problem (in Monge’s original work [23], the cost function would be just the
distance dg) for the quadratic cost function c and the pre-assigned measures (dµ, dν) (with the coset a
(respectively b) equal to S(µ, ν)∩D (respectively S(ν,µ)∩D) in McCann’s notations [22, p. 591]). Let
us record for this problem a result which follows at once from [22, Theorem 8].
Proposition 1 [22]. There exists at most one minimizer of CR (respectively CL) in the right (respectively
left) coset a (respectively b). Furthermore, a diffeomorphism of the coset is a minimizer if it is a gradient-
mapping.
An “only if” statement would hold in the second part of Proposition 1, combining [22, Theorem 8]
with [10, Theorem 4.2], if a regularity theory existed for McCann’s solutions (it does not yet, except on
flat manifolds [9]).
1.5. The grad-arrangement conjecture
The notion of gradient-mapping on the riemannian manifold (M,g), already considered in [6, p. 633]
and essential in [22], is now recalled.
Definition 2. The gradient-mapping with potential u ∈ F (setting F for the Fréchet space of real functions
on M) is the map G(u) :M→M defined by:
∀m ∈M, G(u)(m)= expm(gradm u),
where expm (respectively gradm) stands for the exponential map (respectively gradient operator) of
the metric g at the point m. We say the potential u of G(u) is elliptic, if G(u) ∈ D and we set:
E= {v ∈ F, G(v) ∈D}.
Intuitively, one can understand that the minimizer in Proposition 1 necessarily be a gradient-mapping
by considering that such a mapping cumulates two effects conceivably related to optimal transportation
(for the cost c), namely: going along shortest paths on the manifold and shooting with a gradient initial
velocities field (recall flowing along a gradient-field is transversal to swirling around (cf. infra Helmholtz
decomposition)).
Given ϕ ∈ D and considering Proposition 1, let us call the gradient-mapping in [ϕ]R (respectively
[ϕ]L), if any, the right (respectively left) grad-arrangement of ϕ.
Importantly, by Corollary 2 below, an elliptic potential is defined up to an additive constant. It
thus becomes unique when constrained in the fixed subspace Fµ = {v ∈ F,
∫
M
v dµ = 0} (we will
say “normalized”, for short). Accordingly, we denote by Eµ the set E ∩ Fµ of normalized elliptic
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map v ∈ F →G(v) valued in the manifold of maps from M to itself, in which D is open [18].
We are now in position to state a conjecture, the uniqueness part of which follows from Proposition 1.
Conjecture 1. Any right (respectively left) coset of D contains a unique gradient-mapping, the
normalized potential of which depends smoothly on the coset.
Remark 2. Let us consider the map which associates to each u ∈ Eµ, the coset [G(u)]R ∈ D/R
(respectively [G(u)]L ∈ D/L). Proposition 1 implies that it is one-to-one and Conjecture 1, that
it is a smooth diffeomorphism onto. Furthermore, granted Conjecture 1, the map, which sends
each diffeomorphism to its right (respectively left) grad-arrangement, is a rearrangement rule (the
normalization is automatically satisfied, by uniqueness). Following Brenier [4,5], one will call polar
the corresponding factorization (cf. Section 1.3).
Technically, proving Conjecture 1 is by far more difficult than proving Moser’s theorem [24,
Theorem 2]. Moreover, anticipating, both rearrangement rules yield factorizations equally compatible
with Helmholtz decomposition (when linearized at the identity, see Section 6 below). Therefore
Proposition 1 should be viewed as the raison d’être of the grad-arrangement device.
1.6. Results—existing, new and open
Let us briefly describe the literature related to Conjecture 1, then the results contained in the present
paper.
Polar factorization, as a unifying notion, first appeared in Brenier’s landmark note [4], in the euclidean
framework. That of gradient rearrangement was fully conceptualized by McCann [22] for the sake of
extending Brenier’s results [4,5] from standard Rn to compact riemannian manifolds. Both authors proved
the existence of a unique gradient-mapping among borelian maps pushing dµ forward to dν, a class
denoted by S(µ, ν) in [22, p. 591]; here, dµ and dν are given finite measures with same total mass,
and dµ is taken completely continuous with respect to the riemannian (or euclidean) Lebesgue measure
dλ. The proof goes by minimizing on S(µ, ν) the above quadratic cost CR, which is done via a relaxed
problem of Monge–Kantorovich type. In case dν is also completely continuous with respect to dλ, the
polar factorization follows (otherwise its measure-preserving part would not be unique). Furthermore, in
this case, belonging to S(µ, ν) amounts to satisfy in a generalized sense a Monge–Ampère type equation,
a fact noted by Brenier [4,5, pp. 380–381] in the euclidean setting and later established in the (much
trickier) riemannian setting [10, Theorem 4.2] (not used in [22]).
So the work of McCann provides only a partial answer to Conjecture 1, namely [22, Theorem 9]:
given ϕ ∈D, there exists a unique gradient-mapping G(u) in the class S(µ, ν), here with dν = ϕ∗ dµ. Of
course, the class S(µ, ν) is larger than the coset [ϕ]R ; the potential u obtained by the Brenier–McCann
method is only known to be c-convex (cf. Definition 3 below). Further regularity of u is an open question,
except when the manifold (M,g) is flat. In the latter case, Caffarelli’s regularity theory applies [7,8] and
Conjecture 1 is proved; here, we should note the earlier work [9].
In the present paper, we approach Conjecture 1 via the aforementioned Monge–Ampère type equation,
with classical “pde” technics only. We reprove the uniqueness, here with a (new) maximum principle
argument, and establish two local existence results, namely: existence for ϕ near Dµ in D or for g close
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method, relying on a priori estimates of [11–13]). We leave open the second derivatives estimate that
would suffice to conclude, by standard arguments, in the non-flat case.
Last, let us mention the boundary value problem naturally associated with the “pde” approach to polar
factorization: Brenier posed it in the euclidean space [4, p. 806] [5, pp. 380–381] and solved it in a weak
sense; it is what Pogorelov called the second boundary value problem for the Monge–Ampère operator,
for which he got generalized (though stronger than Brenier’s [8]) solutions [25, pp. 41–44] and for which
classical solutions are directly constructed in [15,27]. This problem is wide open in a non-flat space (in
contrast, Moser’s device [24] is easily adapted to manifolds with boundary [3]).
The sequel of the paper is organized as follows: basic properties of functions in E (Section 2); “pde”
setting and existence near Dµ (Section 3); uniqueness (Section 4); existence near a flat metric (Section 5);
relation to Helmholtz decomposition and a property of Moser’s factorization (Section 6); new comparison
principle (Appendix A).
2. Basic properties of elliptic potentials
We first require the notion of c-convexity, which is central in [10,22]. Let us recall it:
Definition 3. Dealing with (set theoretic) functions on M valued in R ∪ {−∞} and not identically −∞,
the infimal convolution uc of such a function u is defined by:
∀p ∈M, −uc(p)= inf
m∈M
[
c(p,m)+ u(m)].
A function v is called c-convex if it is the infimal convolution of some function.
One can motivate Definition 3 (as Grégoire Loeper did before us) by writing its analogue in the
standard euclidean space, where c(x, y)≡ 12 |x − y|2. A straightforward calculations then yields
uc(x)+ 1
2
|x|2 = sup
y∈Rn
{
x.y − [u(y)+ 12 |y|2]},
exhibiting a Legendre transform (right-hand side) hence indeed the convexity of the left-hand function.
Back to (M,g), we will also require a technical lemma due to McCann, namely the “only if” part of
[22, Lemma 7] which we reformulate here for convenience:
Lemma 1 [22]. Given a function u :M →R, assume u is differentiable at a point m ∈M and the equality
c(p,m)+ u(m)+ uc(p)= 0 holds at some point p ∈M . Then p =G(u)(m).
We are now in position to prove the first basic property of elliptic potentials.
Proposition 2. For any u ∈ E, the function u is c-convex.
Proof. Let p ∈M be fixed. Since M is compact connected and the map m ∈M → c(p,m)+ u(m) ∈R,
continuous [22, Lemma 1], the latter must assume its infimum at some point m such that: c(p,m) +
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(3)uc(p)=−{c[p,G(u)−1(p)]+ u[G(u)−1(p)]};
in particular, (letting p vary) the continuity of uc follows. Now we have:
−u(m) inf
q∈M
[
c(q,m)+ uc(q)]≡−(uc)c(m)
where, by continuity again, the infimum of the right-hand side is assumed at some point q ∈M . From
the inequality: 0 u(m)+ c(q,m)+ uc(q) and the definition of uc , we infer u(m)= (uc)c(m). Since m
(like p) is arbitrary, it implies the c-convexity of u ∈ E as claimed. ✷
With Proposition 2 at hand, the following essential result can be established as in [10, Proposi-
tion 4.1(a)]:
Corollary 1. For any u ∈ E and any m ∈M , the point G(u)(m) stays outside the cut-locus of m.
It implies at once a comparison principle:
Corollary 2. For any couple of functions u and v in E, if G(u)=G(v) then (u− v) is constant.
It leads also to further conclusions in the preceding proof, namely:
Corollary 3. For any u ∈ E, the function uc belongs to E and the diffeomorphism G(uc) is the inverse of
G(u). Moreover, the map u ∈ E → uc ∈ E is smooth.
Proof of Corollary 3. Back to our proof of Proposition 2, granted Corollary 1, formula (3) implies
that uc ∈ F and that the map u ∈ E → uc ∈ F is smooth. Furthermore, by Lemma 1, the vanishing of
c(q,m) + uc(q) + u(m) yields m = G(uc)(q) due to the smoothness of uc and the equality u(m) =
(uc)c(m); it also yields q = G(u)(m). Therefore indeed: G(uc) = G(u)−1 and uc ∈ E. Corollary 3 is
proved. ✷
For completeness, let us pause and recall the intrinsic definition of the jacobian operator used in the
next proposition. Over any map f :M →M seats its tangent map Tf :TM → TM making the obvious
diagram with the canonical projection q :TM →M commute. Pulling back q :TM →M by f yields
a vector bundle f ∗TM → M with a universal property according to which the map Tf provides a
morphism Jf :TM → f ∗TM of vector bundles over M , called the jacobian map of f . In local charts,
Jf reads like the usual jacobian matrix of the map from Rn to itself expressing f (here n = dimM).
Henceforth, we will thus denote by J the jacobian (differential) operator on maps from M to itself.
Proposition 3. The scalar non-linear second order differential operator
v ∈ F → det[JG(v)] ∈ F
is elliptic on E. Moreover, the set E coincides with:{
v ∈ F, det[JG(v)]> 0}.
The latter is star-shaped with respect to v = 0.
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Lemma 2. For any function u ∈ F and any point m ∈M such that G(u)(m) is not a cut-point of m, the
jacobian of G(u) at m is given by:
JG(u)(m)= [J (expm)(gradm u)] ◦ {Hm[u+ c(p, .)]}p=G(u)(m),
where Hm stands for the hessian endomorphism operator at m.
Recall the endomorphism Hu of TM is g-symmetric, defined for any couple of vector fields (V ,W)
by:
g
[
(Hu)(V ),W
]=∇V [du(W)]− du(∇VW)
with ∇ the Levi-Civita connection of g.
Let us provide a proof of Lemma 2 which departs from that of [6, p. 635]. It is based on the following
identity satisfied by the squared-distance function c (a classical fact implied by Gauss lemma, cf., e.g.,
[21, p. 156]):
(4)expq
[−gradq c(p, .)]≡ p
which holds whenever p and q are not cut-points of each other. Fixing m ∈M and setting p =G(u)(m),
we infer that the auxiliary function:
q ∈M → v(q)= c(p, q)+ u(q)
has vanishing gradient at q = m (actually, v  v(m) ≡ −uc(p)). Let us consider the map Φ which
associates, to each neighbouring point q ∈ M of m and each tangent vector V ∈ TqM , the point:
Φ(q,V ) = expq[−gradq c(p, .)+ V ]. By (4) we have Φ(q,0) ≡ p, therefore in any couple of charts
at m and p:
(5)∂Φ
j
∂qi
(q,0)≡ 0.
Let us pick a normal chart at m and compute with it the jacobian at m of the composed map Ψ (q) :=
Φ[q,gradq v]. Using (5) and gradm v = 0, we find:
∂Ψ j
∂qk
(0)=
∑
i
∂Φj
∂V i
(0,0)
∂2v
∂qk∂qi
(0),
or else, now intrinsically (using twice gradm v = 0):
JΨ (m)= [J (expm)(gradm u)] ◦ (Hmv).
From the definition of v we have Ψ =G(u) near q = m and what we have obtained for JΨ (m) reads
exactly like the formula claimed in Lemma 2.
Let us turn to the
Proof of Proposition 3. From Lemma 2 combined with Corollary 1, fixing u ∈ E and m ∈ M , the
jacobian determinant of G(u) at m is given by:
(6)det[JG(u)(m)]= det[J (expm)(gradm u)].det{Hm[u+ c(p, .)] }p=G(u)(m)
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equivalent to the non-vanishing of:
(7)det[J (expm)(gradm u)]
and of the eigenvalues of:
(8){Hm[u+ c(p, .)]}p=G(u)(m)
with the same sign for all of them. From G(u) ∈D the non-vanishing requirements certainly hold, so we
only have to verify the sign condition at one particular point (recall M is connected). We take for the latter
a local minimum point of u (recall M is compact). At such a point m0 we readily find: G(u)(m0)=m0
and Hm0[c(p, .)]p=m0 = I , while the eigenvalues of Hm0(u) are non-negative; therefore the eigenvalues
of (8) at m0 are bounded below by 1. It establishes the first part of Proposition 3.
The quantity (7) is equal to 1 at m0; it thus remain positive on all of M . Altogether, we have indeed:
E⊂ {v ∈ F, det[JG(v)]> 0}.
Before proving the reversed inclusion, let us record the star-shapedness (with respect to 0) of the latter
right-hand set: if v belongs to this set, so does tv for any t ∈ [0,1], due to [10, Lemma 2.3] combined
with (6).
For the reversed inclusion, we fix a function v of the preceding kind. By the inverse function theorem,
the map G(v) is a local diffeomorphism of M ; we must prove that it is a global one. To do so, let us
consider the auxiliary map ϕ : [0,1]×M →[0,1]×M defined by ϕ(t, q)= [t,G(tv)(q)]. Observe that:
det
[
Jϕ(t, q)
]≡ det[JG(tv)(q)],
hence ϕ is again a local diffeomorphism. Since the product-manifold [0,1] ×M is connected, ϕ is a
covering map and the cardinal of its fibers is constant (see, e.g., [20, pp. 108–109]). We take ϕ instead of
just G(v) because the cardinal of its fibers when t = 0 is equal to 1, since: ∀q ∈M, ϕ−1(0, q)≡ (0, q).
Therefore ϕ must be a global diffeomorphism and, letting t = 1, so must be G(v); in other words: v ∈ E.
The proof of Proposition 3 is complete. ✷
Remark 3. Let us complement Proposition 3 by emphasizing that the set E coincides with the set E˜ of
functions v ∈ F such that the eigenvalues of (8) remain positive on M (E is obviously contained in E˜,
cf. supra). Indeed, if v ∈ E˜ then, for any m ∈M , the point G(u)(m) cannot be a cut-point of m by [10,
Proposition 2.5]; therefore the determinant (7) does not vanish: by (6) and Proposition 3, v must lie in E.
So E= E˜.
Finally, let us record a priori estimates satisfied by the functions of E. Set D for the diameter of
(M,g), |.| for the g-norm of tensors and −k  0 for a lower bound on the sectional curvature of g.
Proposition 4. For any u ∈ E, |du|  D and the eigenvalues of the hessian endomorphism Hu are
bounded below by [−(1+ k)].
Proof. Let u ∈ E. We prove |du|  D by contradiction, assuming |du|(m) > D for some m ∈M . If
so, the point p =G(u)(m) lies beyond the cut-locus of m on the geodesic t → expm(t gradm u), hence
there exists t0 ∈ (0,1) such that G(t0u)(m) is a cut-point of m. But the function t0u belongs to E (cf.
Proposition 3): we thus reach a contradiction with Corollary 1.
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(cf. Proposition 3), it follows at once from the next standard lemma. ✷
Lemma 3. For any couple of points (p,m) ∈ M2, not cut-points of each other, the eigenvalues of
Hm[c(p, .)] are bounded above by (1+ k).
Let us pause and prove this lemma for completeness. If m = p the result holds, since then
Hm[c(p, .)]|m=p = I . Assume m = p, set L= dg(p,m) and let s ∈ [0,L] →X(s) ∈M be a minimizing
geodesic from p to m parametrized by arclength. Given a unit vector v ∈ TmM , just denote by s → v(s)
the corresponding parallel vector field along X and set: V (s) = s
L
v(s). For t a small real parameter,
consider the following variation of X:
γ (t, s)= expX(s)
[
tV (s)
]
.
We have: γ (0, s)=X(s), γ (t,L)= expm(tv) and:
∂γ
∂t
(0, s)= {d[expX(s)](0)}[V (s)]≡ V (s).
Moreover, setting L(t) = ∫ L0 | ∂γ∂s (t, s)|ds, we have c[p,γ (t,L)]  12 [L(t)]2 with equality when t = 0;
therefore we get an inequality for the second variation quotients, namely:
1
t2
{
c
[
p,γ (t,L)
]+ c[p,γ (−t,L)]− c[p,γ (0,L)]} 1
2t2
{[
L(t)
]2 + [L(−t)]2 − [L(0)]2}.
As t → 0 the right-hand side goes to:
1
2
d2
dt2
{[
L(t)
]2}
t=0 =
[
dL
dt
(0)
]2
+Ld
2L
dt2
(0).
On the one hand, dL
dt
(0) = 0 because X is a geodesic; on the other hand, d2L
dt2
(0) is given by the usual
second variation formula, namely [2, p. 16]:
d2L
dt2
(0)=
L∫
0
[∣∣∣∣∇Vds
∣∣∣∣2 −R
(∇V
ds
,
dX
ds
,
∇V
ds
,
dX
ds
)]
ds
and the lower bound on the sectional curvature yields:
d2L
dt2
(0) (1+ k)
L∫
0
∣∣∣∣∇Vds
∣∣∣∣2 ds.
From the definition of V we have ∇V
ds
= 1
L
v(s) so |∇V
ds
| = 1
L
. Altogether we thus obtain:
∇d[c(p, .)]
m
(v, v)= d
2
dt2
{
c
[
p,γ (t,L)
]}
t=0  L
d2L
dt2
(0) (1+ k).
Since the unit vector v ∈ TmM is arbitrary, this is the required upper bound.
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3.1. Expressing transported measures
We can identify L with F via the inverse of the map v ∈ F → ev dµ ∈ L, which we denote by:
dν ∈ L → log D(dν) ∈ F.
A measure dν ∈ L lies in Lµ (cf. supra, Section 1.2) if and only if the function v = log D(dν) satisfies
the equation:
(9)〈ev − 1〉= 0
where 〈.〉 henceforth denotes the average on (M,dµ). Furthermore, routine calculations in local charts
yield for the relative densities:
(10)D(ϕ∗ dµ)(x)= ρ(x
′)
ρ(x)
det
[
Jϕ(x)
]
and
(11)D(ϕ∗ dµ)(x′)= ρ(x)
ρ(x′)
1
det [Jϕ(x)]
with x′ = ϕ(x); here ρ(x) dx = dµ(x) in the ϕ-source chart x and ρ(x′) dx′ = dµ(x′) in the ϕ-target
chart x′ (dx and dx′ standing for the canonical Lebesgue measures in those charts). Note that the identity
D(ϕ∗ dµ)(x′)≡ 1D(ϕ∗ dµ)(x)
just comes from the obvious one: ϕ∗(ϕ∗ dµ)≡ dµ.
3.2. Equations of the rearrangement classes
Lemma 4. Let ϕ ∈D. For any ψ ∈D
ψ ∈ [ϕ]R ⇔ D(ψ∗ dµ)=D(ϕ∗ dµ).
Proof. If ψ ∈ [ϕ]R , then ξ = (ϕ−1 ◦ψ) ∈Dµ so ϕ−1 = ξ ◦ψ−1 satisfies:(
ϕ−1
)∗
dµ= (ψ−1)∗ dµ
or equivalently
D(ϕ∗ dµ)=D(ψ∗ dµ).
Conversely, the latter implies that the diffeomorphism ξ = (ϕ−1 ◦ψ) satisfies:
ξ ∗ dµ=ψ∗[(ϕ−1)∗ dµ]=ψ∗[(ψ−1)∗ dµ]= dµ,
so ξ ∈ Dµ and indeed ψ ∈ [ϕ]R . ✷
An even more straightforward proof (left to the reader) yields similarly:
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ψ ∈ [ϕ]L ⇔ D(ψ∗ dµ)=D(ϕ∗ dµ).
3.3. Equations for Conjecture 1
Let us consider the differential operator:
u ∈ E → F(u)= {D[G(u)∗ dµ]− 1} ∈ F.
By Proposition 3 combined with (10), it is elliptic, and by (9) it ranges in Fµ.
Proposition 5. Let ϕ ∈D and u ∈ E. Then G(u) ∈ [ϕ]R if and only if uc satisfies the equation
(12)F(uc)=D[(ϕ−1)∗ dµ]− 1.
Proposition 6. Let ϕ ∈D and u ∈ E. Then G(u) ∈ [ϕ]L if and only if u satisfies the equation
(13)F(u)=D(ϕ∗ dµ)− 1.
Proof. Note that both right-hand sides lie in Eµ by (9). Proposition 6 simply follows from Lemma 5. As
for Proposition 5, we first use Lemma 4, recall that D(ϕ∗ dµ)=D[(ϕ−1)∗ dµ] and use Corollary 3 which
implies:
D
{[
G(u)−1
]∗
dµ
}=D[G(uc)∗ dµ]. ✷
3.4. Local invertibility of F near normalized elliptic potentials
Let us record an important property of the operator F .
Proposition 7. The operator F induces a local diffeomorphism from Eµ to Fµ.
Proof. For any v ∈ Eµ, one readily checks that the Fréchet derivative dF(v) satisfies the assumptions of
Lemma 6 below; so dF(v) induces an automorphism of Fµ. Viewing F as an elliptic map in the sense
of [14], Proposition 7 thus follows from the elliptic inverse function theorem [14, Theorem 2] applied
to F at v. We are left with proving the lemma:
Lemma 6. Let L :F→ F be a linear second order elliptic differential operator on M . Assume that L
vanishes on constant functions and ranges in Fµ. Then L induces an automorphism of Fµ.
Proof. The maximum principle [19] implies that L has a 1-dimensional kernel consisting exactly of the
constant functions. In particular, its restriction to Fµ is one-to-one. As in [16, Theorem 4], the operator
v ∈ F → Lv + 〈v〉 ∈ F is an automorphism. So, for any w ∈ Fµ, there exists v ∈ F unique such that:
Lv + 〈v〉 = w. Averaging both sides on (M,dµ) and using the condition that L ranges in Fµ yields
〈v〉 = 0, which shows that L is onto Fµ. Alternatively, it is onto Fµ because it ranges there and has zero
index [1] being smoothly deformable into, say, the laplacian of g. Now, by the open mapping theorem
[26, Chapter 2], it induces an automorphism of Fµ, as claimed. ✷
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Considering Propositions 5 and 6, the existence part of Conjecture 1 readily reduces to solving on M
the sole equation:
(14)F(v)=D(ψ∗ dµ)− 1,
where ψ ∈ D is appropriately given and F is now understood as restricted to Eµ. Here, we will prove
that Conjecture 1 holds near Dµ, specifically:
Theorem 1. If ϕ ∈D is close enough toDµ, there exists a unique normalized potential u ∈ Fµ, necessarily
elliptic u ∈ Eµ, such that G(u) ∈ [ϕ]R (respectively G(u) ∈ [ϕ]L). Moreover, the solution-map so defined
ϕ ∈D → u ∈ Eµ is smooth.
Proof. For the purpose of proving Theorem 1 one only needs to solve equation (14) near v = 0.
Proposition 7 ensures that it can be done. Now, in the case of a left coset, the derivation is straightforward
by (13). For a right coset, we first get v ∈ Eµ as a smooth function of ϕ, solving (14) with ψ = ϕ−1 close
to Dµ in D (compare with (12)). Recalling Corollary 3, we then take u= vc − 〈vc〉 in Theorem 1. ✷
4. Uniqueness of the grad-arrangement: a pde proof
Theorem 2. Given ϕ ∈D, there exists at most one gradient-mapping in [ϕ]R (respectively [ϕ]L).
This is the uniqueness part of Conjecture 1. It follows from [22, Theorem 8] combined with
Proposition 2 above and [10, Theorem 4.2]. However, a purely “pde” proof would be more consistent
with our present approach. We derive it here from a new comparison principle (of independent interest)
Theorem A.1 presented in Appendix A below.
Remark 4. Theorem 2 implies that the right (respectively left) grad-arrangement of any ξ ∈ Dµ is
just G(0) = I . In particular, granted Conjecture 1, the grad-arrangement mapping does satisfy the
normalization of rearrangement rules (cf. Definition 1), as already mentioned in Remark 2.
Proof of Theorem 2. Let us argue by contradiction and assume the existence of two distinct gradient-
mappings G(u) and G(v) in the given coset of ϕ. Dealing with [ϕ]R , Proposition 5 implies F(uc) =
F(vc), while F(u) = F(v) by Proposition 6 if we deal with [ϕ]L. Using (10) and (6), a routine check
shows that the operator F fulfills on E the assumptions of Theorem A.1. From the latter we conclude for
[ϕ]R (respectively [ϕ]L) that (uc − vc) (respectively (u− v)) must be constant on M . For [ϕ]L, we infer
at once that G(u)=G(v); for [ϕ]R , we first get G(uc)=G(vc) then Corollary 3 implies G(u)=G(v).
In both cases we reach a contradiction. ✷
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In this section, we prove that Conjecture 1 holds provided g is close enough to a flat metric. Let M
denote the open set of all riemannian metrics on M (in the Fréchet space S2 of covariant symmetric
2-tensors).
Theorem 3. Assume M carries a flat metric g0. For any g ∈M close enough to g0 and any ϕ ∈ D, the
conclusion of Theorem 1 holds on (M,g).
We will proceed stepwise, first giving a general scheme to prove Conjecture 1, then proving the result
at g0 itself, a global result (with respect to ϕ ∈ D) which relies on earlier works of ours [11,12], [13,
Appendix], last treating the case of g near g0 in M by means of an implicit function theorem argument.
5.1. The continuity method
To prove Conjecture 1, it is enough to solve Eq. (14) using the continuity method [19, Section 17.2].
Specifically, we set ef =D(ψ∗ dµ) and, for t ∈ [0,1] and vt ∈ Eµ, we consider the continuity equation:
(15)F(vt)= t
(
ef − 1)
which reads as well:
(16)D[G(vt )∗ dµ]= tef + (1− t).
We argue by connectedness on the set T = {t ∈ [0,1],∃vt ∈ Eµ solving (15)} which is nonempty since
for t = 0, v0 = 0 is an obvious solution. Proposition 7 implies that T is relatively open in [0,1]. Besides,
observe that Eq. (15) is a priori elliptic: indeed, from (16), (10) and Proposition 3, if v ∈ Fµ satisfies (15),
then v ∈ Eµ and F is elliptic at v. In such a case, as well-known (cf., e.g., [19, pp. 448–449]), the
closedness of T follows in a standard way from a uniform C2,α a priori bound on vt for t ∈ T. Note
that we already have a uniform C1 bound on vt by Proposition 4. It is an open problem to carry out the
remaining estimates, except when the metric is flat.
5.2. Proof at the flat metric g0
Take the manifold M endowed with a flat metric g0. The latter reads like the standard euclidean metric
in any normal geodesic chart (cf., e.g., [2, Theorem 1.53] applied with zero curvature). Using such a chart
and recalling Corollary 1, one readily proves:
Lemma 7. For any u ∈ E, det[JG(u)] ≡ det(I +Hu).
To prove Theorem 3 at g0, we stick to the above continuity method and provide a uniform C3 bound
on vt ∈ Eµ solving (15). By Lemma 7 and (10), Eq. (15) now reads like the Monge–Ampère equation:
ρ[G(vt )(m)]
ρ(m)
det(I +Hmvt )= tef (m) + (1− t).
For such an equation, a C2 a priori bound on vt depending on |vt |C1(M) was carried out in [13, pp. 428–
429] and a C3 one, depending on |vt |C2(M), in [11, pp. 373–379] and [12, p. 353]. Altogether, we get
T = [0,1] and Theorem 3 at the metric g0 follows by letting t = 1 in (15).
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In order to complete the proof of Theorem 3, it remains to prove Conjecture 1 at a metric g close to
the flat metric g0 in M, or else, given ψ ∈ D, to solve Eq. (14) at such a metric. To do so, let us consider
the auxiliary operator:
(v, g) →A(v, g)=D[Gg(v)∗ dµ]−D(ψ∗ dµ),
valued in Fµ, where (v, g) is ranging near (v0, g0) in Eµ ×M (here v0 refers to the solution of (14) at
g0 obtained in the preceding subsection) and Gg refers to the gradient-mapping operator of the metric g.
We have A(v0, g0) = 0 and, as already noted, the partial Fréchet derivative ∂A∂v (v0, g0) is an (elliptic)
automorphism of Fµ. Therefore the map
(v, g) → A˜(v, g)= [A(v, g), g] ∈ F×M
fulfills at (v0, g0) the assumptions of [14, Theorem 2]; as such, it is locally invertible. In particular, the
equation A(v, g)= 0 is uniquely and smoothly solvable for v near v0 in Eµ when g ranges near g0 in M.
Theorem 3 is proved.
Remark 5. If to establish Theorem 3 for Conjecture 1 stated with dµ= dλg (the Lebesgue measure of g),
we would just have to include the regular measure dµ among the arguments of the auxiliary operator A
and to constrain the parameters (g, dµ) in the manifold of equation dµ= dλg near the point (g0, dλg0).
The rest of the proof goes through.
6. Fitting Helmholtz decomposition
Throughout this section we may occasionally take dµ = dλg keeping, though, the above notations:
Dµ,Fµ, 〈.〉, D, relative to dµ. We want to explain how the polar factorization of D near Dµ (given by
Theorem 1) is related to a classical decomposition of the Fréchet space V of vector fields on M associated
to the data dµ and g. To begin with, let us briefly recall this decomposition.
6.1. Helmholtz decomposition recalled
Aside from the gradient operator grad :F→ V of the metric g, consider the divergence operator
divµ :V→ F relative to the measure dµ. Given any V ∈V, the latter is defined by:
divµ(V )=− d
dt
[
D(ϕ∗t dµ)
]
t=0
where ϕt stands for the flow of V . Let us record a folklore result (variant of a standard one):
Lemma 8. The operator Lµ = divµ(grad) :F→ F induces an automorphism of Fµ.
Proof. We include the argument for completeness. When the metric g is such that dλg = dµ, the operator
divµ coincides with the L2(M,dµ)-adjoint of grad (this is the reason why we took the minus sign in its
definition), Lµ with the laplacian of g and Lemma 8 is well-known [2, p. 104]. In the general case,
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∫
M
ϕ∗t dµ ≡
∫
M
dµ, we infer that divµ ranges in Fµ. So does
the operator Lµ, which is moreover second order elliptic, vanishing on the constant functions. Hence
Lemma 8 is a particular case of Lemma 6 above. ✷
As an immediate corollary, we get that V splits according to the so-called (when dµ= dλg) Helmholtz
decomposition, namely:
(17)V= Im(grad)⊕ ker(divµ).
In case dµ = dλg the two factors are L2-orthogonal and (17) is a partial dual version of the Hodge–de
Rham decomposition of 1-forms (via the isomorphism 9 :TM → T ∗M defined by the metric g); partial
only, since 9[ker(div)] will further split into Im δ ⊕ ker; (see [17]).
6.2. Factorizations fitting the decomposition
Near Dµ in D, assume that we are given a right (respectively left) factorization as in Section 1.3 above.
Let us merely denote it by: ϕ = L(ϕ) ◦R(ϕ), with R(ϕ) (respectively L(ϕ)) in Dµ.
Definition 4. The factorization fits the decomposition (17) if, for any path t → ϕt in D defined near t = 0
with ϕ0 = I , the vector field ddt [L(ϕt)]t=0 (respectively ddt [R(ϕt)]t=0) lies in the Im(grad) factor of the
decomposition (17).
If a right (respectively left) factorization fits (17), so does its associated left (respectively right)
factorization, as easily checked (cf. Remark 1).
Theorem 4. Given a factorization of D near Dµ, the following properties are equivalent:
(i) for any V ∈ V with flow ϕt , the corresponding vector field in Definition 4 is equal to the gradient
part of V in its decomposition (17);
(ii) the Fréchet differential dL(I ) (respectively dR(I )) is equal to the projection of V onto Im(grad)
with kernel ker(divµ);
(iii) the factorization fits the decomposition (17).
Proof. One readily verifies that the first two properties are equivalent while the second one implies (iii).
To complete the proof, let us show that (iii) implies (i). Setting ϕt for the flow of V = grad u+ ξ , with
divµξ = 0, and differentiating the identity ϕt = L(ϕt) ◦R(ϕt) at t = 0, we find:
grad u+ ξ = d
dt
(ϕt)t=0 = d
dt
[
L(ϕt)
]
t=0 +
d
dt
[
R(ϕt)
]
t=0.
On the one hand, with a right (respectively left) factorization, R(ϕt) (respectively L(ϕt)) in Dµ implies
that d
dt
[R(ϕt)]t=0 (respectively ddt [L(ϕt)]t=0) lies in ker(divµ); on the other hand, (iii) implies that
d
dt
[L(ϕt)]t=0 (respectively ddt [R(ϕt)]t=0) lies in Im(grad). Hence the latter must indeed be equal to gradu,
proving (i). ✷
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In the spirit of Remark 2, let us emphasize that Theorem 1 combined with Theorem 2 provides a right
and a left factorization of D near Dµ, still called polar factorizations.
Corollary 4. The polar factorizations fit the decomposition (17). Furthermore, for any V ∈ V, with
decomposition V = grad u+ ξ and flow ϕt , setting ϕt =G(ut ) ◦ ξt = ζt ◦G(vt ) with the potentials u, ut ,
vt taken in Fµ, we have:
u= dut
dt
∣∣∣∣
t=0
= dvt
dt
∣∣∣∣
t=0
, ξ = dξt
dt
∣∣∣∣
t=0
= dζt
dt
∣∣∣∣
t=0
.
Proof. Note that u0 = 0, therefore
d
dt
[
G(ut )
]
t=0 = grad
[
dut
dt
∣∣∣∣
t=0
]
recalling d(expm)(0) ≡ I ; similarly for vt . So indeed, from Definition 4, the fitting holds. The second
part of the statement now follows from the proof of Theorem 4. ✷
Remark 6. Let us pause and calculate explicitely the operator dF(0). For any v ∈ F, we have by
definition:
dF(0)(v)= d
dt
{
D
[
G(tv)∗ dµ
]}
t=0,
while G(tv) coincides with the identity at t = 0 and d
dt
[G(tv)]t=0 = grad v. From the definition of divµ
given above, we thus find:
dF(0)(v)=−Lµ(v)
or else dF(0) = −Lµ. So the decomposition (17) and the polar factorization near Dµ have the same
origin, namely Lemma 8. Accordingly, and unlike Brenier [4] [5, pp. 378–379] and McCann [22,
pp. 604–605] who spoke of deriving (formally) the Helmholtz decomposition from the polar factorization
near the identity, we speak of the latter fitting the former.
Fitting the Helmholtz decomposition is not an exclusive property of the polar factorization. Indeed,
another example is provided by Moser’s aforementioned factorization [24]. In the rest of this section, we
show that it fits the Helmholtz decomposition.
Let us first recall how, given dν ∈ Lµ, Moser’s device [24, pp. 292–293] (see also [18, p. 115]) provides
a diffeomorphism M(dν) ∈ D such that: M(dν)∗ dµ = dν. If the manifold M is orientable, we fix an
orientation; if not, we use exterior forms of the odd kind [17, pp. 21–24]. We say that a volume-form ω is
defined by a measure dτ ∈ L if, in any chart (x1, . . . , xn) of M , positively oriented in case M is oriented,
it writes ω = ρ(x) dx1 ∧ · · · ∧ dxn with ρ(x) the density of dτ with respect to the canonical Lebesgue
measure of the chart. We pick an auxiliary riemannian metric g such that dλg = dµ and set ? for the
adjoint operator of the metric, δ for its codifferential, ;= dδ + δd for its laplacian [17, pp. 121–125].
Let ν (respectively µ) be the volume-form defined by the measure dν (respectively dµ) and u ∈ Fµ be
defined by: µ− ν = (;u)µ. Set α = δ(uµ) and, for each t ∈ [0,1], let Vt ∈V be defined by: i(Vt)νt = α,
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[24, pp. 292–293] [18, p. 115]: the flow ψt of the time-dependent vector field Vt pulls identically νt back
to µ. Now one takes for M(dν) the diffeomorphism ψ−11 , which indeed pulls dµ back to dν.
The resulting map dν ∈ Lµ → M(dν) ∈ D is by construction a right-inverse of the natural map ϕ ∈
D → ϕ∗ dµ ∈ Lµ satisfying M(dµ)= I , and the map ϕ ∈D →M(ϕ∗ dµ) ∈ [ϕ]L is thus a rearrangement
rule. As noted in the introduction and in [18, Theorem 5.1], one infers from this construction a (left)
factorization of D, namely: given any ϕ ∈ D, there exists a unique ξ ∈ Dµ such that ϕ = ξ ◦ M(ϕ∗ dµ).
From Remark 1, we get an associated right factorization, the rearrangement rule of which is given by
ϕ ∈D →M(ϕ∗ dµ) ∈ [ϕ]R .
Proposition 8. Moser’s factorization fits Helmholtz decomposition (17) with dµ= dλg .
Proof. For s ∈ R small, let s → ϕs ∈ D be a path with ϕ0 = I . Let us ∈ Fµ be defined by: µ − νs =
(;us)µ, where νs = ϕ∗s µ, and νst ∈ Lµ defined by: νst = tνs + (1− t)µ, for t ∈ [0,1]. We have:
(18)νst = (1− t;us)µ.
Redoing Moser’s construction yields a diffeomorphism ψst such that ψ∗stνst = µ, or else, from (18):
ψ∗stµ=
µ
1− tψ∗st (;us) .
Applying ∂
∂s
|s=0 (which we abbreviate by a dot) to the latter equation and noting that u0 = 0 and
ψs0 =ψ0t = I , we obtain:
−div(ψ˙0t )= div(t grad u˙0),
where the symbol without subscript div, like grad, is understood relative to the metric g. There thus exists
a time-dependent vector field Wt on M such that: ∀t ∈ [0,1],Wt ∈ ker(div), and
(19)ψ˙0t =−t grad u˙0 +Wt,
with W0 = 0 (since: ψs0 = I ⇒ ψ˙s0 = 0).
Besides, ψst is the flow of the vector field Vst defined on M by (cf. supra):
i(Vst)νst =− ? dus.
By (18), Vst satisfies as well:
i(Vst)µ=− ?dus1− t;us .
Applying ∂
∂s
|s=0 to this equality yields: i(V˙0t )µ= ?(−du˙0) or, equivalently,
(20)V˙0t =−grad u˙0.
But, using: ψ0t = I and V0t = 0, and applying ∂∂s |s=0 to the flow equation ∂∂t ψst = Vst ◦ ψst , we readily
find:
∂
ψ˙0t = V˙0t ,∂t
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V˙0t =−grad u˙0 + d
dt
Wt .
Comparison with (20) yields d
dt
Wt = 0. Since W0 = 0, we conclude that Wt = 0 and (19) at t = 1 reads:
ψ˙01 =−grad u˙0,
whence, one readily obtains:
d
ds
M(dνs)
∣∣∣∣
s=0
= grad u˙0
which proves Proposition 8. ✷
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Appendix A. Comparison principle
Still in the C∞ category, let M be a real finite-dimensional manifold, E an open subset of the second
jet space j 2M and f :U → R a function defined on a neighborhood of E. We make on E and f the
following assumptions (setting j 2v(m) for the second jet of a function v at a point m ∈M):
(1) the canonical projection q : j 2M →M sends E onto M ;
(2) for any X0 ∈ E and any germ of constant function k at m0 = q(X0), we have: [X0 + j 2k(m0)] ∈ E
and f [X0 + j 2k(m0)] = f (X0);
(3) for any X0 ∈E and any germ of convex function v at m0 = q(X0) such that dv(m0)= 0, we have:[
X0 + j 2v(m0)
] ∈E and f [X0 + j 2v(m0)] f (X0);
moreover, if the component of j 2v(m0) in the fiber of the natural projection j 2M→ j 1M at j 1v(m0)
does not vanish (an intrinsic condition), then the latter inequality is strict.
Let F denote the Fréchet space of real functions on M . Pulling back E and f by j 2, we get a
counterset E= {u ∈ F, j 2u ∈ E} and a (non-linear) second order differential operator F :E→ F, namely
F(u)= f (j 2u).
From assumption (2), for any constant function k and any u ∈ E, we have:
(A.1)(u+ k) ∈ E and F(u+ k)= F(u).
From assumption (3), the operator F is (strictly) elliptic on E.
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on M . Then (u− v) is constant and F(u)= F(v).
This result is well-known provided the ellipticity set E is convex, which we do not assume.
Proof. Set w = u − v and µ = minM w. If we can prove that the non-empty closed set Σ = {w = µ}
is open in M , then Σ = M by connectedness and we are done. Fix a minimum point m ∈ Σ . By
assumption (3), we have F(u) > F(v) at m unless j 2(w − µ)(m) = 0. The latter thus holds, since we
have supposed F(u) F(v). In particular, setting:
∀t ∈ [0,1], ut = tu+ (1− t)v,
and recalling assumption (2), here applied to X0 = j 2v(m) and k = tw, we infer the existence of a
neighborhood Ω of m in M such that:
∀t ∈ [0,1], ∀p ∈Ω, j 2ut(p) ∈E.
On Ω , we now argue as usual, rewriting F(u) F(v) as Lw  0 where:
Lw=
1∫
0
d
dt
[
F(ut )
]
dt.
Here L is linear second order elliptic on Ω , without zeroth-order term by (A.1), so the classical maximum
(here minimum) principle [19] implies w ≡ µ on Ω (since µ is an interior minimum of w). Therefore,
indeed, the set Σ is open and Theorem A.1 is proved. ✷
A similar reasoning readily yields the following comparison principle, which we state without proof.
Theorem A.2. Let F be as above, with the last part of assumption (2) weakened as follows:
k  0 ⇒ f [X0 + j 2k(m0)] f (X0).
Let D be a smooth bounded domain of M and let u and v in E satisfy:
F(u) F(v) in D, u v on ∂D.
Then u v in D.
Note added in proof
In Proposition 3, the differential operator v ∈ F → det[JG(v)] is abusively considered as F-valued.
It may be so only locally on M , once charts at m and G(v)(m) are fixed. Still, the properties stated
in Proposition 3 (ellipticity, sign) hold regardless of the charts chosen to define locally that operator.
Moreover, given any map ϕ :M→M , Eq. (10) shows that the object det(Jϕ) is globally nothing but the
pull-back by m ∈M → [m,ϕ(m)] ∈M ×M of a bi-density of weight (1,−1). For simplicity, though,
one may read Proposition 3 with the differential operator: v ∈ F →D[G(v)∗ dµ] ∈ F, rather.
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