We classify into polynomial time or NP-complete all three nonempty part sandwich problems. This solves the polynomial dichotomy into polynomial time and NP-complete for this class of graph partition problems.
Every list M-partition problem with M of dimension at most 4 was classified by the quasi-dichotomy as either solvable in quasi-polynomial time or NP-complete and every list M-partition problem with M of dimension at most 3 was classified as either solvable in polynomial time or NP-complete [10] . Recently, every list M-partition problem with M of dimension 4 was classified as either solvable in polynomial time or NP-complete [2] , with the single exception of the stubborn problem and its complement. The H-partition problem considers [8] a 4 × 4 matrix M with only *s (no constraint) in its main diagonal, it does not impose internal constraints, and requires the four parts of the partition to be nonempty. The skew partition problem is an H-partition problem.
Graph sandwich problems [14] are generalized recognition problems arising from applications in computational biology. Say that a graph G 1 = (V , E 1 ) is a spanning subgraph of G 1 ⊆ E and E ∩ E 3 = ∅ that satisfies property Π. We shall use both forms (V , E 1 , E 2 ) and (V , E 1 , E 3 ) to refer to an instance of a graph sandwich problem. Graph sandwich problems for properties Π related to decompositions arising in perfect graph theory have been considered: homogeneous set [3] , join composition [11] , (k, l) graphs [6] , clique and star cutsets [16] . Note that homogeneous set, (2, 1) graph, and clique cutset are three dimensional M-partition problems, with the additional constraint that the three parts of the partition are required to be nonempty.
All graph recognition problems corresponding to three dimension M-partition problems, with the additional constraint that the parts of the partition are required to be nonempty, have been classified into polynomial time or NPcomplete [10] : only stable cutset and 3-coloring are NP-complete. In this paper, we consider all graph sandwich problems corresponding to three dimensional M-partition problems, with the additional constraint that the parts of the partition are required to be nonempty. We completely solve the polynomial dichotomy for this class of problems, by classifying each problem into polynomial time or NP-complete. For each possible constraint 3 × 3 symmetric matrix M over {0, 1, * } the corresponding decision problems is:
Three nonempty part M-partition sandwich problem (3NPMSP) Instance: Vertex set V , forced edge set E 1 , forbidden edge set E 3 .
Question: Is there a graph G = (V , E) such that E If all entries of a matrix M are 0 or * , then M defines a hereditary property, and the sandwich problem is a recognition problem, for which it is sufficient to test whether G 1 admits a three nonempty part M-partition. If all entries of a matrix M are 1 or * , then M defines an ancestral property, and the sandwich problem is a recognition problem, for which it is sufficient to test whether G 2 admits a three nonempty part M-partition. Since all three nonempty part M-partition recognition problems are classified, we focus on interesting matrices containing at least one entry 0 and one entry 1. Fig. 1 depicts all, up to isomorphisms, 61 interesting 3 × 3 matrices M x , each matrix defines its corresponding decision sandwich problem 3NPM x SP. The 61 matrices are sorted by increasing number of internal constraints, and then by increasing number of external constraints. In case the matrix contains an internal constraint, we fix entry m 11 = 0.
For simplicity, in case a graph G admits an M x -partition, we say graph G is M x . Additionally, we refer to the 3 parts A 1 , A 2 , A 3 when is convenient as A, B, C , respectively.
Tools
For some matrices M x of Fig. 1 , the corresponding 3NPM x SP has already been classified: matrix M 1 corresponds to homogeneous set sandwich problem, proved polynomial [3] ; matrix M 3 corresponds to clique cutset sandwich problem, and matrix M 38 corresponds to (2, 1)-graph sandwich problem, both proved NP-complete [16, 6] . The remaining 58 problems are classified in the present paper by applying the seven tools defined next.
Before we present the tools, we need to make some considerations about the two part problems. One of them is the split graphs sandwich problem, already known to be polynomial [14] . This polynomiality was proved by reducing split graphs sandwich problem to 2-SAT problem. All remaining two part problems can be proved to be in P by a similar reduction. In all reductions, each vertex corresponds to a variable, and the parts A, B are associated with the values true and false. The forced edge set E 1 and the forbidden edge set E 3 correspond to a set of 2-SAT clauses, in such a way that different two part problems have different forcing rules.
In the tools below, we refer several times to a two part problem (2NPM y SP) as a step of the proposed polynomial solution of a three part problem (3NPM x SP). Sometimes, the two part problem has additional restrictions in order to satisfy constraints of the three part problem. These restrictions force some vertices to belong to one of the two parts. This can be enforced in the 2-SAT algorithm by setting some unitary clauses.
For the benefit of the reader, in Fig. 2 , we have a reference table where we classify the proposed solutions according to seven tools. In the sequel, we follow the order of the tools according to the reference table. Fig. 3 displays the matrices in groups according to the tool employed to classify them. In addition, for convenience, some matrices M x are replaced by the complement M x .
Tool 1 (Two Part Reducible).
Matrix M x , x ∈ {6, 30, 40, 54, 56, 58}, has two equal lines, which implies that 3NPM x SP is reduced to a polynomial number of two part problems, each one polynomially reducible to 2-SAT. The polynomial number of two part problems arises in order to avoid a degenerated solution of 2-SAT problem, where the reduced part contains only one element. Since we need to split the reduced part into two nonempty parts, this degenerated solution cannot be used to construct a corresponding three part solution. Thus the proposed polynomial algorithm solves O(n 2 ) 2-SAT problems obtained by previously placing vertices v and w into reduced part, for each pair v, w ∈ V .
Tool 2 (Stable Cutset and 3-Coloring).
Let M S and M C be, respectively, the 3 × 3 matrices of the only NP-complete three nonempty part recognition problems: stable cutset and 3-coloring (please refer to Fig. 4 
return YES 8:
if U > 1 then 10: for all u ∈ U do 11: if 2NPM y SP((P ∪ {u}, E 1 (P ∪ {u}), E 2 (P ∪ {u}))) = YES then 12: return YES 13: return NO 14: else 15: for all u, v ∈ U do 16 : We construct the sandwich graph G by adding to G 1 the necessary optional edges in order to satisfy the internal and external full constraints of A i , A j and A k determined by M x .
On the other hand, suppose that Algorithm 1 stops with answer NO and there exists a sandwich graph G admitting an Similarly to Tool 3, we refer to matrix M y obtained from M x by removing column i and line i corresponding to disconnected part A i . We solve 3NPM x SP by considering the connected components of G 1 and by solving a polynomial number of two nonempty part M y -partition sandwich problem (2NPM y SP).
We divide in two cases m ii = * and m ii = 1. Algorithm 2 presents a solution for matrix M x with m ii = * , i.e., x ∈ {2, 8, 10, 11, 13, 21, 26, 31, 33, 37}.
return NO 4: else 5: for all C ∈ C do 6:
return YES 8: Proof. First we show that, whenever Algorithm 2 returns YES, there exists a sandwich graph G which is M x . Algorithm 2 can return YES at lines 7 and 10. Thus, there exists a connected component C (resp. connected components C 1 and
, and by adding all optional edges in order to satisfy the internal and external full constraints of the M y -partition.
We observe that, in case
, we can always assume that either A j = C 1 and A k = C 2 , or A j = C 2 and A k = C 1 . Otherwise, it would imply that Algorithm 2 returns YES at line 7.
Second, suppose that there exists a sandwich graph G which is M x , and Algorithm 2 returns NO.
By definition of M x -partition, G 1 has more than one connected component. So, Algorithm 2 does not return NO at line 3.
Since Q 2 and Q 3 are nonempty sets, for 1 ≤ i ≤ k, one of this cases occurs:
This implies that the algorithm returns YES either at line 7 or at line
10.
A different approach is employed when m ii = 1. In this case, the disconnected part A i must induce a clique in G 
Proof. Suppose there exists a sandwich graph admitting an
part A i induces a clique in G 2 , and must be formed by at least one connected component of G 1 . Since, A j and A k are nonempty
On the other hand, suppose there exists a connected component C of G 1 , such that C induces a clique in G 2 and |V \C| ≥ 2. We construct the required sandwich graph G with M x -partition (A i , A j , A k ) as follows. First, we set disconnected part A i = C . Let A j be such that m jj = * , j = i, and let v ∈ V \ C . Since there is no external constraint between parts A j and A k , and there is no internal constraint in part A j , we set parts A k = v and A j = V \ ({v} ∪ C ). Finally, we add all optional edges between vertices of C in order to satisfy the inner constraint that A i is a clique. On the other hand, suppose at least one of the properties holds. Considering graph G 1 : let C be the set of non-unitary connected components C such that C induces a bipartite graph with partition (B 1 , B 2 ); let R be the set of non-unitary connected components R such that R does not induce a bipartite graph; and let U be set of unitary connected components.
Theorem 4. Given a sandwich instance
Suppose the first property holds. So, R = ∅ and there exists a non-unitary connected component C ∈ C that induces a clique in G
Now, suppose the second property holds. So, R∈R R induces a clique in G 2 . We set disconnected part A i = R∈R R, A j = B 1 , and
Finally, suppose the third property holds. So, C = ∅, R∈R R induces a clique in G 2 and U ≥ 2. We set the disconnected part A i = R∈R R, A j = U ∈ U, and A k = U∈U\U U.
In this three cases, A i induces a clique in G 2 , A j ∪ A k induces a bipartite graph in G 1 and we construct the sandwich graph G by adding all optional edges between vertices of A i in order to satisfy the inner constraint that A i is a clique.
Tool 5 (Homogeneous Set)
. M x , x ∈ {4, 5, 27}, is obtained from M 1 by the addition of a constraint that allows a polynomial solution by modifying the algorithm presented in [3] . For some i, m ij = 1 and m ik = 0. We solve 3NPM x SP by applying a modified version of the homogeneous set sandwich algorithm presented by Cerioli et al. [3] .
Matrix M 1 represents the homogeneous set sandwich problem. We note that not all matrices obtained from M 1 have a polynomial solution, for example, M 7 is NP-complete.
Cerioli et al. [3] presents an algorithm for solving 3NPM 1 SP. In this algorithm, the parts A, B and C , from our notation, are denoted by H, N and A, where H is the homogeneous set, N is the part with forbidden constraint to H, and A is the part with forced constraint of H.
We first show modified versions of this algorithm to solve respectively problems for matrices M 4 and M 5 .
In 3NPM 4 SP, the homogeneous set H is a independent set. The part correspondence is H = A, A = C and N = B. In this case, the algorithm must begin with two nonadjacent vertices. If the algorithm finds an homogeneous set, it verifies if this homogeneous set is an independent set.
In 3NPM 5 SP, the part N with forbidden constraint to the homogeneous set is an independent set. The part correspondence is H = B, A = C and N = A. Along the algorithm, all pairs of vertices u, v, such that u, v ∈ N and uv is a forced edge, must belong to H . Next, we present an algorithm for 3NPM 27 SP with another approach. In 3NPM 27 SP, the part N with forbidden constraint to the homogeneous set is an independent set and the part A with forced constraint to the homogeneous set is a clique. 
B ⇐ {v} 4: while P = B do 5:
if A is not independent set then (without negative literals) [13] . This decision problem is defined as follows.
1-in-3 3-SAT (without negative literals)
Instance: Set X = {x 1 , . . . , x n } of variables, collection C = {c 1 , . . . , c m } of clauses over X such that each clause c ∈ C has |c| = 3 variables.
Question: Is there a truth assignment for X such that each clause in C has exactly one true variable? Given an instance of 1-in-3 3-SAT, its intersection graph has a vertex for each clause and two clauses c i , c j are adjacent if c i ∩ c j = ∅. In the following proofs, we assume that the intersection graphs of the clauses are connected. This additional constraint to the clause set does not interfere in the nature of the problem.
We depict in Fig. 5 the seven problems solved by Tool 7 (3-SAT). We prove that all those seven problems are NP-complete by reducing the NP-complete problem 1-in-3 3-SAT (without negative literals) to them.
The seven proofs of NP-completeness follow from a series of theorems, lemmas and corollaries. For the benefit of the reader, we explicit give the order of the statements: 3NPM 42 SP is proved by Theorem 6, Lemmas 7 and 8; 3NPM 51 SP and 3NPM 60 SP are obtained as Corollaries 9 and 10; 3NPM 43 SP is proved by Theorem 11; 3NPM 49 SP is obtained as Corollary 12; 3NPM 14 SP is proved by Theorem 13, Lemmas 14 and 15; and finally 3NPM 20 SP is proved by Theorem 16.
Theorem 6. 3NPM 42 SP is NP-complete.
Proof. In order to reduce 1-in-3 3-SAT to 3NPM 42 SP we need to construct in polynomial time a particular instance (V , E 1 , E 3 ) of 3NPM 42 SP from a generic instance (X, C ) of 1-in-3 3-SAT, such that C is 1-in-3 satisfiable if, and only if, (V ,
First we describe the construction of a particular instance (V , E 1 , E 3 ) of 3NPM 42 SP; second we prove in Lemma 7 that every 1-in-3 satisfying truth assignment for (X, C ) defines a graph G = (V , E) which is M 42 satisfying E Fig. 6(a) illustrates the relationship between the base vertices. Fig. 6(b) illustrates the relationship between the clause vertices and the variable vertices. Fig. 7 illustrates a constructed instance for clauses ( belongs to part C ). So, there exist no forbidden edges between vertices of C .
We obtain the graph sandwich G admitting an M 42 -partition by adding all optional edges between vertices belonging to part C . In order to show that this truth assignment is 1-in-3 satisfying, we need to show that for each clause exactly one of its vertex corresponding to one of its literals belongs to B. Before this, we need to collect some information about the placement of the base vertices and the clause vertices. Claims 1-4 presented below provide such necessary information. First we need to show that at least one of x r , x s , x t belongs to part B. Recall that x i b 6 is a forced edge, which implies that no variable vertex belongs to part A. Now, suppose that x r , x s , x t all belong to part C . So, due to forced edges is an independent set. Thus, x r , x s , x t cannot belong simultaneously to C , which implies that at least one of them belongs to
B.
Finally, we need to show that exactly only one of x r , x s , x t belongs to part B. Suppose x r ∈ B. So, the forced edges Suppose that x 2 , x 3 ∈ B. By construction of instance, x 2 x 3 is a forced edge, thus, since B is an independent set x 2 , x 3 ∈ B, which leads to a contradiction.
Suppose that x 1 , x 2 ∈ B. Since Proof. An M 60 -partition is obtained from an M 51 -partition by adding an additional external constraint between parts A and B. Given a solution of 3NPM 51 SP, any forbidden edge joining a A vertex to a B vertex violates this additional constraint.
In the proof of Corollary 9, if for the constructed particular instance of 3NPM 51 SP there exists a sandwich graph G = (V , E) such that G is M 51 , then the additional constraint is never violated. 
Proof. In order to reduce 1-in-3 3-SAT to 3NPM 43 SP we need to construct in polynomial time a particular instance (V , E 1 , E 3 ) of 3NPM 43 SP from a generic instance (X, C ) of 1-in-3 3-SAT, such that C is 1-in-3 satisfiable if, and only if, (V ,
First we describe the construction of a particular instance (V , E 1 , E 3 ) of 3NPM 43 SP. The equivalence between the existence of an 1-in-3 truth assignment of (X, C ) and the existence of a graph G = (V , E) which is M 43 satisfying E Fig. 12(a) and (b) , where solid edges are forced E 1 -edges and dashed edges are forbidden E 3 -edges. Note that all E 2 \ E 1 -edges are omitted. Fig. 13 illustrates a constructed instance for clauses (
Fig. 14 shows a M 43 -partition for the example of Fig. 13 . 
Corollary 12. 3NPM 49 SP is NP-complete.
Proof. In the proof of Theorem 11, if for the constructed particular instance of 3NPM 43 SP there exists a sandwich graph are forced edges, contradicting B is an independent set. Thus, x 1 , x 2 , x 3 cannot belong simultaneously to C .
Theorem 13. 3NPM 14 SP is NP-complete.
Proof. In order to reduce 1-in-3 3-SAT to 3NPM 14 SP we need to construct in polynomial time a particular instance (V , E 1 , E 3 ) of 3NPM 14 SP from a generic instance (X, C ) of 1-in-3 3-SAT, such that C is 1-in-3 satisfiable if, and only if, (V , E 1 , E 3 ) admits a sandwich graph G = (V , E) which is M 14 .
First we describe the construction of a particular instance (V , E 1 , E 3 ) of 3NPM 14 SP; second we prove in Lemma 14 that every 1-in-3 truth assignment for (X, C ) defines a graph G = (V , E) which is M 14 satisfying E For each set U st , only vertex u st and its forbidden neighbor u t s can belong to A. Since there exist no forced edges between different type 1 clause relationship vertices, type 2 clause relationship vertices, part A contains no forced edge, so A induces an independent set in G 1 .
The only possible forbidden edge joining parts B and C are x i d il , x i u i and x i u l . However, if x i ∈ B then d il , u i belong to B and u l belong to A, or the symmetric u l ∈ B and u i ∈ A, and if x i ∈ C , then for d il ∈ A ∪ C and u i , u l ∈ C .
We obtain the graph sandwich G admitting a M 14 -partition by adding all optional edges between the parts B and C . Proof. In order to reduce 1-in-3 3-SAT to 3NPM 20 SP we need to construct in polynomial time a particular instance (V , E 1 , E 3 ) of 3NPM 20 SP from a generic instance (X, C ) of 1-in-3 3-SAT, such that C is 1-in-3 satisfiable if, and only if, (V , E 1 , E 3 ) admits a sandwich graph G = (V , E) which admits a M 20 -partition.
First we describe the construction of a particular instance (V , E 1 , E 3 ) of 3NPM 20 SP. The equivalence between the existence of an 1-in-3 truth assignment of (X, C ) and the existence of a graph G = (V , E) which is M 20 satisfying E 1 Fig. 19 illustrates those two constructions, and Fig. 20 illustrates a constructed instance for clauses (x 1 , x 2 , x 3 ), (x 2 , x 3 , x 4 ) , (x 4 , x 5 , x 1 ).
Concluding remarks
The polynomial dichotomy into polynomial time and NP-complete for graph partition problems has been much studied [2, 8, 10, 12, 1, 15] . The partition into four parts is specially interesting: there remains a stubborn unsolved problem for the list case [2] , and a stubborn unsolved problem for the nonempty part case [8] . The goal of the present paper was twofold: to determine a new class of graph partition problems for which the polynomial dichotomy is complete and to develop new tools which will hopefully help the possibly harder larger dimension cases.
