We prove the global well-posedness of three dimensional compressible Navier-Stokes equations for some classes of large initial data, which is of large oscillation for the density and large energy for the velocity. The structure of the system (especially, the effective viscous flux) is fully exploited.
Introduction
We consider the three dimensional compressible Navier-Stokes equations    ∂ t ρ + div(ρu) = 0, ∂ t (ρu) + div(ρu ⊗ u) − µ∆u − λ∇divu + ∇P (ρ) = 0, (ρ, u)| t=0 = (ρ 0 , u 0 ).
(1.1)
Here ρ(t, x) and u(t, x) denote the density and velocity of the fluid respectively. The Lamé coefficients µ and λ satisfy µ > 0 and λ + µ > 0, (1.2) which ensure that the operator µ∆u+λ∇divu is elliptic. The pressure P is a smooth function of ρ and satisfies
(ρ − ρ)(P (ρ) − P (ρ)) > 0 for ρ = ρ, ρ ∈ [0, 2c 4) where 0 < c 0 < ρ < c
0 are fixed numbers. The local existence and uniqueness of smooth solution of the system (1.1) was proved by Nash [31] for smooth initial data without vacuum. In a seminal paper [30] , Matsumura and Nishida proved the global existence and uniqueness of smooth solution for smooth initial data close to equilibrium. In general, whether smooth solution blows up in finite time is an open problem. However, Xin [34] proved that smooth solution will blow up in finite time if the initial density has compact support. Recently, Sun, Wang and Zhang [33] showed that smooth solution does not blow up if the concentration of the density does not occur.
The global existence of weak solution was proved by Hoff [22, 25] for the discontinuous initial data with small energy. For the large initial data, the global existence of weak solution was proved by Lions [29] for the isentropic Navier-Stokes equation, i.e. P = Aρ γ for γ ≥ 9 5 . Feireisl, Novotný and Petzeltová [20] improved Lions's result to γ > 3 2 . For the spherically symmetric or axisymmetric initial data, Jiang and Zhang [27, 28] proved the global existence of weak solution for any γ > 1. However, the question of the regularity and uniqueness of weak solution is completely open even in the case of two dimensional space.
Motivated by Fujita and Kato's result for the incompressible Navier-Stokes equations [21] , Danchin in a series of papers [15, 16, 17, 19] proved the local well-posedness of (1.1) for the initial data (ρ 0 − ρ, u 0 ) belonging to the critical Besov spacesḂ 2,1 . This seems the largest space in which the system (1.1) is well-posed. Indeed, Chen, Miao and Zhang [14] proved the ill-posedness of (1.1) inḂ
p,1 for p > 6. Cannone, Meyer and Planchon [3, 4] proved the global existence of the solution for the incompressible Navier-Stokes equations in the Besov space of negative regularity indexḂ 3 p −1 p,∞ for p > 3, see also [1] for a new proof based on the smoothing effect of the heat equation. A very interesting point of this result is that it allows to construct global solution for the highly oscillating initial velocity that may have a large norm inḢ where φ ∈ S(R 3 ) and ε > 0 is small enough. Later, Chemin, Gallagher, and Paicu [7, 9] find more classes of initial data with large energy generating the global solution. And in the proof of [9] , the special structure of the equation is used. We refer to [11, 8, 10, 32, 36] and references therein for more relevant results.
It is highly non trivial to generalize Cannone-Meyer-Planchon's result to (1.1), since it is a hyperbolic-parabolic coupled system. Very recently, important progress has been made by Chen, Miao and Zhang [13] and Charve and Danchin [5] , where they construct the global solution of (1.1) for the highly oscillating initial veloicty by proving the global well-posedness of the system (1.1) in the critical Besov space with p > 3.
However, for all the above global existence results, the initial density is required to be close to a positive constant in L ∞ norm, which precludes the oscillation of the density at any point. Recently, Zhang [35] proved the global existence and uniqueness of (1.1) for the initial density ρ 0 close to a positive constant in L 2 norm and u 0 small in L p norm for p > 3, which allows the density to have large oscillation on a set of small measure. Similar result has also been obtained by Huang, Li and Xin [26] for the initial data with vacuum, but a compatibility condition is imposed on the initial data.
The proof of [35] and [26] is based on Hoff's energy method, where the structure of the system is fully exploited, especially the effective viscous flux plays an important role. While, the proof of [13] and [5] is based on the analysis for the linearized system, where Harmonic analysis tools (especially Littlewood-Paley theory) are exploited, but the structure of the system is not exploited.
In this paper, we combine two methods to find a new class of large initial data generating the global solution of the system (1.1). This class of initial data may have large oscillation for the density and large energy for the velocity. More precisely, we prove 2 Littlewood-Paley analysis
Littlewood-Paley decomposition
Let us introduce the Littlewood-Paley decomposition. Choose a radial function ϕ ∈ S(R 3 ) supported in C = {ξ ∈ R 3 ,
The frequency localization operator ∆ j and S j are defined by
With our choice of ϕ, one can easily verify that
Next we recall Bony's decomposition from [2] :
with
The following Bernstein lemma will be frequently used(see [1] ).
The functional spaces
We denote the space Z ′ (R 3 ) by the dual space of Z(R 3 ) = {f ∈ S(R 3 ); D αf (0) = 0; ∀α ∈ N 3 multi-index}, which can be identified by the quotient space of S ′ (R 3 )/P with the polynomials space P.
where
In particular,Ḃ s 2,2 =Ḣ s ,Ḣ s is the homogeneous Sobolev space.
Let {e k (t)} k∈Z be a sequence defined in [0, +∞) satisfying the following conditions
where k ∼ k ′ means that there exists a constant N 0 such that |k − k ′ | ≤ N 0 . The weight function {ω k (t)} k∈Z is defined by
It is easy to verify that for any k ∈ Z,
The following weighted Besov space is introduced in [12] .
Obviously,Ḃ s p,r ⊂Ḃ s p,r (ω) and
We also need to use Chemin-Lerner type Besov spaces introduced in [6] .
The weighted functional space L q T (Ḃ s p,1 (ω)) is defined similarly, whose norm is given by
Nonlinear estimates in Besov spaces
Let us recall some nonlinear estimates in weighted Besov spaces from [12] .
Lemma 2.5 Let 1 ≤ p, q, q 1 , q 2 ≤ ∞ with
The following lemma is a direct consequence of Lemma 2.5.
, and 1 ≤ p, q, q 1 , q 2 ≤ ∞ with
In general Besov spaces, we have
The same result also holds true in Besov space without weight.
The following is a weighted commutator estimate.
Lemma 2.9 Let p ∈ [1, ∞) and s ∈ (−3 min(
Proof. Using Bony's decomposition (2.2), we write
Using Lemma 2.5 (a) and (c) with s 1 = 3 p and s 2 = s, we get
Noticing that
then we get by Lemma 2.1 and (2.4) that
.
from which and Young's inequality, we infer that
The proof is finished by summing up all the above estimates.
The linear transport equation and momentum equation
We consider the linear transport equation
dτ. The following result is from [18] .
and f is the solution of (3.1).
Then there holds for
The following weighted version is from [12] .
and f is the solution of (3.1). Then there holds for
We next study the linear momentum equations with variable coefficients
Assume that the viscosity coefficients λ(ρ) and µ(ρ) depend smoothly on the function ρ and there exists a positive constant c 3 such that
And the weighted function ω k (t) is taken as follows
with e ℓ (t) = (1 − e −c2 2ℓ t ) 1 2 for some positive constant c > 0. It is easy to verify that the function e ℓ (t) satisfies (2.3).
. Let u be a solution of (3.2). Then we have
and the version without weight
Proof. We only prove the first inequality, the proof of the second inequality is similar. Set
where ν = λ + µ and
Apply the operator ∆ j to (3.3) to obtain
Multiplying the first equation by |∆ j d| p−2 ∆ j d, we get by integrating over
There exists c p > 0 depending on c 3 , p such that(see [16] )
This gives that
which implies that
Similarly, we can show that
Hence, we infer that for any q ∈ [1, ∞] and t ∈ [0, T ],
which along with (3.4) implies that
From Lemma 2.6 and Lemma 2.8, it follows that
and using Lemma 2.9, we get
Summing up (3.5)-(3.7) yields the first inequality of Proposition 3.3.
Local well-posedness with physical non vacuum
In this section, we prove the local well-posedness of compressible Navier-Stokes equations in the critical Besov space with physical non vacuum assumption. That is, we just impose ρ 0 ≥ c 0 0 for the initial density. In the case when ρ − ρ 0 is small inḂ 3 p p,1 or has more regularity, the corresponding local-well posedness has been obtained by Danchin [16] . Recently, ChenMiao-Zhang [12] and Danchin [19] developed two different methods to deal with physical non vacuum case. Here we will revisit the proof of [12] . The main goal is to record the precise dependence of energy bounds and the existence time T on the initial data and other important constants, which is very important for our argument. 
Then there exists a positive time T such that (a) Existence: If p ∈ [2, 6), the system (1.1) has a solution (ρ −ρ, u) ∈ E p T with
Proof. We only present the uniform energy estimates for smooth solution of (1.1) , since the existence can be deduced by constructing approximate solution sequence and compact argument. The uniqueness has been proved in [12] . Set
Then the system (1.1) can be rewritten as
Let us assume that the solution (ρ, u) satisfies
These assumptions are satisfied for the solution in E p T if T is small enough. We will show that there exists a T > 0 depending on the initial data and λ, µ, ρ, c 0 , p such that these assumptions are satisfied.
In what follows, we denote C by a constant depending only on λ, µ, ρ, c 0 , p, which may be different from line to line.
Step 1. Estimates in the Besov space Applying Proposition 3.1 to the first equation of (4.2), we get
and applying Proposition 3.3 to the second equation of (4.2), we have
dτ . By Lemma 2.7, we have
, and by Lemma 2.7 and Lemma 2.8,
Here we used p < 6. Plugging them into (4.7)-(4.8), we obtain
Step 2. Estimates in the weighted Besov space Applying Proposition 3.2 to the first equation of (4.2), we get 10) and by Proposition 3.3, we have
By Lemma 2.7, we have
, and by Lemma 2.6 and Lemma 2.8,
Plugging them into (4.10)-(4.11) yields that
Step 3. Estimate of the density Let X(t, x) be a solution of
and we denote by X −1 (t, x) the inverse of X(t, x). Then a(t, x) can be solved as
this gives
Since we have
, from which and (4.14), it follows that
(4.15)
Step 4. Continuity argument Let C 0 = 10C. We first take η 2 and η 1 small enough such that
Then we take T small enough such that
With this choice of η 1 , η 2 and T , it follows from (4.9), (4.12), (4.13) and (4.15) that 
Indeed, due to (4.16), we can take η 1 , η 2 as follows
for some constant C depending only on λ, µ, ρ, c 0 , p. And by Lemma 2.1, for any N ∈ N,
And by (2.4), we have
Then (4.17) is ensured by taking T as (4.18).
5 Propagation of Sobolev regularity
Propagation of low regularity
Recall that in Section 4 we have constructed a solution (u, ρ) of (1.1) satisfying
We will show that this solution allows to propagate the regularity of the initial data in Sobolev space with low regularity. This will ensure that one can use Hoff's theory for small energy initial data, since the norm of the initial data is small in Sobolev space with low regularity, but it is large in Sobolev space with high regularity.
Here the constant C depends only on λ, µ, p, δ, c 0 .
Proof. Set β = 1 − δ. Without loss of generality, we can assume that η 1 , η 2 , T small enough such that
where C is the constant appearing in the following estimates and depending on λ, µ, p, δ, c 0 .
Step 1. Estimate for the transport equation Apply the operator ∆ j to the first equation of (4.2) to obtain
with F = −(1 + a)div u. Making L 2 energy estimate, we get
from which, we deduce that
We get by Lemma 5.5 and
and by Lemma 5.7,
Plugging them into (5.3) and using (5.1), we infer from Gronwall's inequality that
Step 2. Estimate for the momentum equation Apply the operator ∆ j to the second equation of (4.2) to obtain
and recall that
Making L 2 energy estimate(see the proof of Proposition 3.3), we obtain
and
First of all, by Lemma 5.6(δ > 1 − 3 p ) and Lemma 2.8, we get
Applying Lemma 5.5 and Lemma 2.8 to G, we obtain
. (5.10)
Here we need 1 − 3 p < δ < 3 p . Plugging (5.7) and (5.9) into (5.5) and using (5.1), we get
and plugging (5.8) and (5.10) into (5.6), we have 
Propagation of high regularity
We will show that the solution constructed in Section 4 can also propagate the regularity of the initial data in Sobolev space with high regularity.
Proposition 5.2 Assume that (ρ, u) is a solution of (1.1) on [0, T ], which satisfies
Proof. Due to (5.13), we can divide the time interval [0, T ] into finite many small intervals
for some ǫ small enough, see Remark 5.3. Here the weight on each [T i , T i+1 ] is given by
First of all, we also have(see 5. 3)
(5.14)
By Lemma 5.8, we have
, and by Lemma 5.10,
, from which and (5.14), we get by Gronwall's inequality that for t ∈ [0,
(5.15)
Making H s−1 energy estimate for the momentum equation, we get(see 5.5 and (5.6))
By Lemma 5.8 and Lemma 2.8, we have
and Lemma 5.9 and Lemma 2.8,
, which along with (5.17) gives that
from which and (5.15), it follows that for any t
On the other hand, by Lemma 5.8 and Lemma 2.8 again, we have
, and by Lemma 5.9 and Lemma 2.8,
, which along with (5.16) and (5.15) implies that for any t
Then the proposition follows by repeating the above process in each interval [T i , T i+1 ].
Remark 5.3
Thanks to a ∈ L ∞ (0, T ;Ḃ 3 p p,1 ), one can choose N 1 big enough so that
Then we conclude that
Some technical lemmas
Lemma 5.4 Let p ≥ 2, 1 ≤ q 1 , q 2 , q ≤ ∞ with
Proof. We first prove (a). Due to (2.1), we have
, where we used in the last inequality
We next prove (b). Similarly, we have
T (L 2 ) ℓ 2 , and by Lemma 2.1 and (2.4), we have
which lead to (b). Finally, let us prove (c). Noticing that
then we get by Lemma 2.1 that
In the following, we denote {c j } by a sequence in ℓ 2 . Noting that
we infer that
. and thanks to e ℓ (T ) ≤ e j ′ (T ) ≤ ω j ′ (T ) for ℓ ≤ j ′ , we get
This proves (c).
From Lemma 5.4 and its proof, it is easy to see that
Proof. The proof is almost the same as Lemma 2.9. We write
It follows from Lemma 5.4 (a), (c) that
Recalling (2.5) and by Lemma 2.1 and (2.4), we get
Summing up the above estimates yield the second inequality, the first one is similar.
From the proof of Lemma 5.6, it is easy to see that
The following lemmas are used in the proof of propagation of high regularity. Since the proof is very similar to Lemma 5.5-Lemma 5.7, we state them without proof.
Lemma 5.10 Let p ≥ 2 and s > − 3 p . Then there holds
Hoff's energy method
In a series of papers [22, 23, 24, 25] , Hoff developed a method to construct global weak solution for the discontinuous initial data with small energy. An important property of this solution is that the density does not develop vacuum and can not concentrate if the initial density is bounded below and above. In this section, we will adapt his method to our case. Due to the stronger condition on the initial data, the restriction on the viscosity coefficient can be removed and the obtained estimate is also better. We set σ(t) = min(1, t) and define
Here and what follows, we denoteḟ
Theorem 6.1 Let (ρ, u) be a solution of (1.1) satisfying
There exists a constant ε 0 depending only on λ, µ, c 0 , ρ such that if the initial data (ρ 0 , u 0 ) satisfies
Proof. Due to the assumption, there exists a 0 < T 0 ≤ T such that the solution (ρ, u) satisfies
Without loss of generality, we assume that T 0 is a maximal time so that the above inequalities hold. In the following, we will give a refined estimate on [0, T 0 ] for the solution. We denote C by a constant depending only on λ, µ, c 0 , ρ.
Step 1. L 2 energy estimate
where G(ρ) is the potential energy density defined by
Due to (1.4), we have
Step 2. H 1 energy estimate Multiply (1.1) byu and integrate the resulting equation over R 3 to obtain
By the continuity equation, we have
Then integration by parts yields that
Integration by parts again gives 6) and similarly,
And by (6.1) and (6.2), we have
Plugging (6.5)-(6.7) into (6.3) yields that
Step 3. H 2 energy estimate We take the material derivative to the second equation of (1.1) to obtain
Let us introduce some notations. We denote div(f ⊗ u) = Multiply the above equation by σ(t)u and integrate by parts to get
Now integration by parts and use (6.4) to obtain
Integrate by parts again to obtain
To estimate the last term, note that
Here A ′ means the transpose of matrix A. We have
Summing up the above estimates, we obtain 9) which along with (6.8) gives
It remains to bound the right hand side. For this purpose, we set
By (6.4), we have
Taking δ small and integrating the above equation on [0, T 0 ], we get
from which and Lemma 6.2, we infer that
0 .
Plugging them into (6.10) and taking ε small enough depending on µ, λ, ρ, c 0 , we conclude
Step 4. Lower and upper bound of the density Set L = log(ρ), which satisfies
For 0 < t < σ(T 0 ), we have
hence, one can choose ε 0 , τ sufficiently small such that for t ≤ τ ≤ σ(T 0 ),
for any η > 0. Now let T * be a maximal time so that (6.12) holds. If T * ≥ T , then we are done. Otherwise, we have
where the curve x(t) is defined by
If ρ(T * , x(T * )) = 
Then we conclude by (1.4) that
if we choose η small enough. If we choose ε 0 sufficiently small, this in turn implies that
which contradicts with the definition of T * . Similar argument yields that 
With (6.11) and (6.13), we conclude the proof by continuity argument.
Lemma 6.2 For any p ∈ [2, 6] , there exists a constant C depending only on µ, λ such that
Proof. By the elliptic estimate and the definition of F , we have
we have by the elliptic estimate that
Then by Hölder inequality and Sobolev inequality, we get
2p .
This finishes the proof of lemma.
Continuation criterion
In order to extend a local solution to a global one, we need to establish a continuation criterion of smooth solution. The proof is motivated by [33] .
Theorem 7.1 Let (ρ, u) be a solution of (1.1) satisfying
Let T * be the maximal existence time of the solution. If T * < +∞, then it is necessary lim sup
for any q > 3.
Remark 7.2 Compared with Theorem 1.3 in [33] , the restriction on the viscosity coefficient (λ, µ) is removed, but the price to pay is to impose the condition on the velocity u. Due to ρ(0) > 0, the compatibility condition on the initial data is also removed.
Proof. We use the contradiction argument. Hence, assume that T * < ∞ and
In what follows, we denote C by a constant depending on T, M, u 0 H 2 and ρ 0 − ρ H 2 .
First of all, we have
This gives by (7.2) and (6.2) that for any r ∈ [2, ∞],
Let v = L −1 ∇P (ρ) be a solution of the following elliptic system
By elliptic estimate and (7.3), for r ∈ [2, ∞)
Introduce a new unknown w = u − v. Note that divw = (λ + µ)divu − P (ρ) + P (ρ) is a so called the effective viscous flux introduced by Hoff [22] . It is easy to find that w satisfies ρ∂ t w − µ∆w − λ∇divw = ρF, for any ǫ > 0, and by elliptic estimate, (7.3) and (7.4),
and by Sobolev inequality,
here we used
Hence, √ ρF 2 ≤ C(1 + ∇u 2 ) + ǫ ∇ 2 w 2 .
Noting that Lw = ρ∂ t w − ρF , we get by elliptic estimate that ∇ 2 w 2 ≤ C ρ∂ t w 2 + ρF 2 ≤ C √ ρ∂ t w 2 + √ ρF 2 , which implies by taking ǫ small enough that √ ρF 2 ≤ C(1 + ∇u 2 ) + 1 2 √ ρ∂ t w 2 .
This along with (7.5) gives Noting that µ∆w + λ∇divw = ρu, elliptic estimate yields that
Then by Sobolev inequality, (7.4) and (7.6), we infer that ∇u 4 from which and (7.9), we deduce by Gronwall's inequality that ∇ρ r ≤ C, (7.10) Summing up (7.12) and (7.13), we conclude by Gronwall's inequality that for 0 ≤ t < T * ,
This ensures that the solution can be continued after t = T * .
Lemma 7.3 Let r > 3 and u ∈ W 1,r . Then there holds
ln(e + u W 1,r ).
Proof. The proof is standard. For the reader's convenience, we present a proof. We decompose u into u = S −N u + Here and what follows, the constant C depends only on λ, µ, c 0 , ρ, p, s. Due to u 0 Ḣδ ≤ c 2 , we get by (8.2) and (8.3) that
Then for r ∈ (1, 2), we get by Lemma 2.1 that
and similarly,
Hence, there exits a point t 0 ∈ (0, T ) such that u(t 0 ) H 1 ≤ C(1 + E 0 ) c 2 /T Recall that the density ρ satisfies
Making L 2 energy estimate, we get
Then by Gronwall's inequality and (8.4), we get
