An exact multiplicity result of positive solutions for the boundary value problems u λa t f u 0, t ∈ 0, 1 , u 0 0, u 1 0 is achieved, where λ is a positive parameter. Here the function f : 0, ∞ → 0, ∞ is C 2 and satisfies f 0 f s 0, f u > 0 for u ∈ 0, s ∪ s, ∞ for some s ∈ 0, ∞ . Moreover, f is asymptotically linear and f can change sign only once. The weight function a : 0, 1 → 0, ∞ is C 2 and satisfies a t < 0, 3 a t 2 < 2a t a t for t ∈ 0, 1 . Using bifurcation techniques, we obtain the exact number of positive solutions of the problem under consideration for λ lying in various intervals in R. Moreover, we indicate how to extend the result to the general case.
Introduction
Consider the problem u λa t f u 0, t ∈ 0, 1 , u 0 0, u 1 0,
1.1
where λ > 0 is a parameter and a ∈ C 2 0, 1 is a weight function. The existence and multiplicity of positive solutions for ordinary differential equations have been studied extensively in many literatures, see, for example, 1-3 and references therein. Several different approaches, such as the Leray-Schauder theory, the fixed-point theory, the lower and upper solutions theory, and the shooting method etc has been applied where B n is the unit ball in R n n ≥ 1 and f ∈ C 2 R R 0, ∞ . In 7 , the following two cases were considered:
i f does not change its sign on R ; ii f changes its sign only once on R . Korman and Ouyang 10 studied the problem u λf t, u 0, t ∈ −1, 1 , u −1 0, u 1 0
under the conditions f ∈ C 2 −1, 1 ; R and f uu t, u > 0 for t ∈ −1, 1 , u ∈ 0, ∞ .
1.4
They obtained a full description of the positive solution set of 1.3 and proved that all positive solutions of 1.3 lie on a single smooth solution curve bifurcating from the point 0, 0 and tending to 0, ∞ in the λ, u plane. Condition 1.4 is very important to conclude the direction of bifurcation curve. Of course a natural question is how about the structure of the positive solution set of 1.3 when f uu changes its sign only once on R ? It is extremely difficult to answer such a question in general. So we shift our study to the problem 1.1 in this paper. We are interested in discussing the exact multiplicity of positive solutions of 1.1 with a weight function a when f changes its sign only once on R .
Suppose the following.
H1 One has f ∈ C 2 0, ∞ with f 0 f s 0 for some s ∈ 0, ∞ and f u > 0 for
H2 f is concave convex that is, there exists θ > 0 such that
H4 a ∈ C 2 0, 1 satisfies a t > 0; a t < 0 and 3 a t 2 < 2a t a t , if t ∈ 0, 1 .
In this paper, we obtain exactly two disjoint smooth curves of positive solutions of 1.1 under conditions H1 -H4 . According to this, we can conclude the existence and exact numbers of positive solutions of 1.1 for λ lying in various intervals in R.
Remark 1.1. Korman and Ouyang 10 obtained the unique positive solution curve of 1.3 under the condition 1.4 . However they gave no information when f uu can change sign. In 7 , they did not treat the case that the equation contains a weight function.
On the other hand, suppose the following.
If a t > 0, t ∈ 0, 1 , then we know from the proof in 4 that the assumptions H1' and H3 imply that the component of positive solutions from the trivial solution and the component from infinity are coincident. However, these two components are disjoint under the assumptions H1 and H3 see 5 . Hence, the essential role is played by the fact of whether f possesses zeros in R \ {0}. In Section 3, we prove that 1.1 has exactly two positive solution curves which are disjoint and have no turning point on them Theorem 3.8 under Conditions H1 -H4 . And 1.1 has a unique positive solution curve with only one turning point Theorem 3.9 if H1 is replaced by H1' . The condition H4 is used to prove the positivity of solutions of the linearized problems of 1.1 and the direction of bifurcation.
Our main tool is the following bifurcation theorem of Crandall and Rabinowitz. 
Notations and Preliminaries
Let Y C 0, 1 with the norm
and let
with the norm
equipped with the norm
Define the operator L :
Then, L −1 : Y → E is a completely continuous operator. Proof. The proof is motivated by Lemma 2.6 in 11 . Suppose to the contrary that w has zeros on 0,1 . Without loss of generality, suppose that w 0 > 0. Note that w and u t satisfy w λa t f u w 0, 2.8
respectively. We claim that w has at most one zero in 0,1 . Otherwise, let 0 < α < β < 1 be the first two zeros of w. Then, 
2.12
Let 2g a a g 0, g < 0 2.13 on 0, 1 . From 2.10 , 2.13 , and u t < 0, t ∈ 0, 1 , we have
Note that the right side of 2.11 is zero, which is a contradiction. Hence, w has at most one zero in 0,1 . Suppose that there is one point γ such that w γ 0. Then,
2.15
Repeating the above proof on γ, 1 , we can get similar contradiction. Finally, integrating the differential equation in 2.13 , we can choose
In view of H4 , g < 0. So, the auxiliary function g exists.
6
Boundary Value Problems
The following lemma is an important result in this paper. 
Next, we claim that there exists k > 0, such that
2.35
Let x kw u * t . Then, x 0 kw 0 u * t 0 kw 0 > 0, and x 1 kw 1 u * t 1 < 0. So, x has at least one zero in 0, 1 . Moreover, we can prove that x has only one zero in 0, 1 . Note that kw satisfies kw λ * a t f u * kw 0.
2.36
We get
x λa t f u * x −λa t f u * ≥ 0, 2.37 since a t < 0 and f u * > 0. Suppose that x has more than one zero in 0, 1 . Let t 1 < t 2 be the last two zeros of x, then we say that
2.38
We first prove the above statement. On the contrary, suppose that
2.39
Consider the problem q t λa t f u * q t 0, q t 1 q 1 0.
2.40
Obviously, x is a subsolution and 0 is a supersolution of 2.40 , respectively. Note that x ≤ 0. By the strong maximum principle, we obtain that x < 0 on t 1 , 1 . This contradicts x t 2 0. Hence, the statement holds. 
2.42
Hence, λ 0 < 0 from 2.25 . If f is convex concave, then λ 0 > 0 with a similar proof.
The Main Results and the Proofs
In this section we state our main results and proofs.
where λ 1 is the first eigenvalue of the corresponding linear problem ϕ λa t ϕ 0, t ∈ 0, 1 , ϕ 0 0, ϕ 1 0.
3.2
Remark 3.2. It is well known that the eigenvalues of 3.2 are given by
For each k ∈ N, algebraic multiplicity of λ k is equal to 1, and the corresponding eigenfunction ϕ k has exactly k − 1 simple zeros in 0, 1 .
Definition 3.3 see 7 .
Let f ∈ C 1 a, b . Then f is said to be superlinear resp., sublinear on a, b if f u /u ≤ f u resp., f u /u ≥ f u on a, b . And f is said to be sup-sub resp., sub-sup on a, b if there exists c ∈ a, b such that f u is superlinear resp., sublinear on a, c , and superlinear resp., sublinear on c, b . (ii) Let f ∈ C 2 0, ∞ , f ∞ ∈ 0, ∞ , and (H4) hold. Suppose that λ * , ∞ is a point where a bifurcation from infinity occurs and that Γ 2 is the corresponding positive solution bifurcation curve of 1.1 . If there exists δ 2 > 0 such that f is superlinear (resp., sublinear) on δ 2 , ∞ and f u ≥ 0 / ≡ 0 (resp., f u ≤ 0 / ≡ 0 ) for u > δ 2 , then Γ 2 tends to the right (resp., the left) near λ * , ∞ .
Proof. The proof is similar to that of Proposition 3.4 in 7 , so we omit it.
Lemma 3.5. Let (H1)-(H4) hold, let I ⊂ R be a bounded and closed interval, and let
Suppose that λ n , u n are positive solutions of 1.1 . Then,
Clearly,
Let us consider
as a bifurcation problem from u ≡ 0. Note that 3.6 is the same as to 1.1 . From Remark 3.2 and the standard bifurcation theorem from simple eigenvalues 17 , we have i .
Let us consider
Lu − λa t f ∞ u λa t ξ u 3.7
as a bifurcation problem from infinity. Note that 3.7 is also the same as to 1.1 . The proof of Theorem 1.1 in 5 ensures that ii is correct. 
Proof. Suppose to the contrary that
By 1.1 and H1 , we have u 0 s. Note that f s 0. By the uniqueness of solutions of initial value problem, the problem
has a unique solution u t ≡ s. This contradicts u 1 0.
The following Lemma is an interesting and important result.
Lemma 3.7. Let (H1)-(H4) hold. Suppose that
Proof. From conditions H1 -H3 , we can check easily that
∞ . This together with 3.12 implies that θ < s and 3.11 . Now, we give the proof in two cases.
Case I max{u * t | t ∈ 0, 1 } < s . On the contrary, suppose that λ * , u * is a degenerate solution with max{u * t | t ∈ 0, 1 } < s, then u * t < s, for all t ∈ 0, 1 . By 3.11 , we get
Multiplying 1.1 by w * and 2.7 by u * , subtracting, and integrating, we have
3.14 By Lemma 2.2, 3.13 , and a t > 0, for all t ∈ 0, 1 , the right side of 3.14 is negative. This is a contradiction.
Boundary Value Problems
Case II max{u * t | t ∈ 0, 1 } > s . On the contrary, suppose that λ * , u * is a degenerate solution with max{u * t | t ∈ 0, 1 } > s. According to Lemmas 2.2 and 2.3, we know that all solutions of 1.1 near λ * , u * satisfy λ s , u * sw * z s for s ∈ −δ, δ and some δ > 0, where λ 0 λ * , λ 0 0, z 0 z 0 0. It follows that for λ close to λ * we have two solutions u − t, λ and u t, λ with u − t, λ strictly increasing in λ and u t, λ with strictly decreasing in λ. We will show that the lower branch u − t, λ is strictly increasing for all λ < λ * .
Note that u − λ t, λ > 0 for λ close to λ * and all t ∈ 0, 1 . Let λ * be the largest λ where this inequality is violated; that is, u 
We can extend evenly a, u, and u λ on −1, 1 , then we obtain
By the strong maximum principle, we conclude that u − t, λ . However, the lower branch has no place to go. In fact, there must exist some positive constant α ≥ s such that max{u t | t ∈ 0, 1 } > α for any λ, u lying on u − t, λ . Hence, the lower branch cannot go to the λ axis. And it also cannot go to the u axis, since 1.1 has only the trivial solution at λ 0.
So, λ * , u * is nondegenerate.
Our main result is the following. Figure 1 On the other hand, Lemma 3.7 and the implicit function theorem ensure that Σ 1 cannot stop at a finite point λ, u .
From the above discussion, we see that Σ 1 can be extended continuously to infinity and Proj R Σ 1 λ 0 1 , ∞ . Meanwhile, the maximum values of all positive solutions of 1.1 are less than s. Now, we consider positive solutions of 1.1 , for which the maximum value on 0, 1 is greater than s.
Let us return to consider 3.6 as the bifurcation problem from infinity. Note that 3.6 is also the same as to 1. Hence, D ∩ O is a continuous curve, and we denote it by Σ 2 . It tends to the right from Lemma 3.4 ii . From Lemma 3.7 and the implicit function theorem, Σ 2 can be continued to a maximal interval of definition over the λ axis. We claim that Σ 2 \ { λ ∞ 1 , ∞ } cannot blow up if λ is bounded. In fact, suppose that there exists a positive solutions sequence { λ n , u n } of 1.1 and λ < ∞ such that u n E → ∞ as λ n → λ. Then, by Lemma 3.5 ii , λ λ ∞ 1 . This is a contradiction. On the other hand, the implicit function theorem implies that Σ 2 cannot stop at a finite point λ, u . Thus, Proj R Σ 2 λ ∞ 1 , ∞ and u ∞ > s if λ, u ∈ Σ 2 . Finally, we show that both curves Σ 1 and Σ 2 are the only two positive solutions curves of 1.1 . On the contrary, suppose that λ, u is a positive solution of 1.1 with λ, u / ∈ Σ 1 ∪ Σ 2 . Without loss of generality, assume that u ∞ > s. Note that λ, u is nondegenerate, so we can extend it to form a curve. We denote this curve by Σ and the corresponding maximal interval of definition by I e 1 , e 2 . Since all positive solutions of 1.1 are nondegenerate, according to the implicit function theorem, we must have that Similarly, we can show that every positive solution of 1.1 , the maximum value on 0, 1 of which is less than s, lies on Σ 1 .
ii The result ii is a corollary of i .
Next, we will give directly other theorems. Their proofs are similar to that of Theorem 3.8. So, we omit them.
