Abstracz-A technique to recognize the shape of a grasping hand during manipulation tasks is proposed; which utilizes a 3D articulated hand model and a reconstructed 3D volume from infrared cameras. Vision-based recognition of a grasping hand is a tough problem, because a hand may he partially occluded by a grasped object and the ratio of occlusion changes along the progress of the task. To recognize the shape in a single time frame, a robust recognition method of an articulated object is proposed. In this method, 3D volumetric representation of a hand is reconstructed from multiple silhouette images and a 3D articulated object model is fitted to the reconstructed data to estimate the pose and the joint angles. To deal with large occlusion, a technique to simultaneously estimate time series reconstructed volumes with the above method is proposed, which can automatically suppress the effect from badly reconstructed volumes. The proposed techniques are verified in simulation as well as in a real world.
I. INTRODUCTION
Robust hand shape recognition technique is a key requirement for flexible human computer interface(HCI), tele-operation and teaching robot behavior. As for teaching robot behavior, much attention is paid to "Leaning from Observation" paradigm in recent years, in which a robot system observes a demonstration of manipulation tasks and learns a procedure of a task automatically for purposes of reproduction. To reproduce delicate manipulation, accurate recognition of the hand shape is necessary as well as object recognition, intention understanding, etc.
The approaches to recognize the hand shape can be divided into two classes; one is to utilize contact-based sensing devices, such as data gloves, on top of a hand and measure the hand shape directly [l] . While the other approach is to recognize the hand shape by using computer vision techniques, which has the advantage of being a natural user interface, thus many studies have been attempted toward this direction so far.
The purpose of our research is to recognize the hand shape during manipulation tasks by vision, and the issues to be solved are summarized as follows. (I) What geometric representation should be reconstructed by vision which is appropriate for k i n g recognized. (2) The basic ideas are (1) to represent a 3D geomeuy of a hand from multiple infrared cameras by volume intersection approach, (2) to extend our 3D robust pose estimation technique to deal with an articulated object model and (3) to utilize time series reconstructed volumes to avoid occlusion problem on the assumption that the orientation of the hand changes while the joint angles do not.
In section U, the related research is referred and the advantage of OUT approach is briefly mentioned. In section IU, a method to reconstruct 3D volumetric representation from multiple cameras is described. The representation of a 3D articulated hand model is also described here. A robust estimation technique for an articulated object model from a single reconstructed volume is proposed in section IV. To apply this technique to a grasping band, a simultaneous estimation technique is proposed in section V which utilizes time series reconstructed volumes for automatically selecting well reconstructed, i.e. not much occluded, volumes to be weighted higher in the recognition process. In section VI, some experimental results are shown. We conclude in section VU.
RELATED RESEARCH

A. Hand Shape Recognition
Vision based recognition techniques of the band shape are ranging from a 2D model fitting from a single camera system to a 3D model fitting from a multiple cameras system [2] . Among them, Rebg et al. takes a 2D approach and deals with self occlusion by utilizing 2D templates of finger tips which are ordered along z-axis [3] . Delamme et al. reconstructs a 3D surface of a hand from a stereo vision system and estimates the hand shape by shifting a 3D articulated band model based on virtual forces between the model surface and the reconstructed hand surface [4] . Ueda et al. reconstructs the hand shape by volume intersection approach using multiple cameras and applies virtual forces between the 3D reconstructed volume and an articulated hand surface model [5] . However, most of the approaches so far assume an empty hand, i.e. a hand without grasping, so they are not suitable for recognition of the hand shape during manipulation tasks in which a hand may be padally occluded by a manipulated object.
Our approach employs a volume intersection technique similar to [5] to reconstruct 3D representation of a hand. While they aim for real-time gesture recognition and efficiency in computation is their main concern, we developed much robust fitting techniques and time-series hand motion data are utilized to disregard badIy reconstructed volumes to estimate the shape of a grasping hand.
E. 3 0 Model Fitting
With regard to localization techniques between a rigid 3D geometric model and 3D range data, Besl et al. However ICP is sensitive to outliers, so Wheeler et al. proposed 3D template matching (3DTM) technique which utilizes M-estimator from robust statistics to exclude the effect of outliers [7] . This technique bas been used, for example, to track a manipulated object in 3D space[8].
We extend 3DTM to handle an articulated object model so that the joint angles as well as the pose of a hand can be robustly estimated by applying an articulated hand model to a reconstructed hand volume.
DATA REPRESENTATION
A. Volumetric Reconstruction fmm Infrared Images
In this study, infrared cameras are selected because the areas corresponding to a hand silhouette is easily extracted from infrared images as shown in Fig. 1 . Three images are taken at a time from three infrared cameras whose optical axes intersect at right angles to each other. A volumetric representation is generated from three silhouette images by using volume intersection technique enhanced by Octree data structure [9] as shown in Fig. 2(left) .
The Octree representation is converted to mesh representation by applying Marching-cubes algorithm[lOl as shown in Fig. 2(center) . To reduce calculation cost later, this representation is further simplified by applying a mesh simplification methcd [ll] as shown in Fig. 2(right) .
E. Articulated Hand Surface Model
A hand model used in this study is composed of a kinematic bone model and a surface mesh model. for rotation, which determines the pose of the entire hand. 
2) Surfnce Mesh Model:
A surface model of a hand is constructed by measuring a real hand using a range finder and a mesh model is generated by the same way as in the case of hand volume reconstruction.
Then the kinematic bone model and the surface mesh model are overlapped and each vertex in the surface model is linked to tbe corresponding two bones (the nearest and the second nearest). As a bone rotates about a joint, all the linked vertices move to a new location which is determined by weighted interior division of two relative relations(1inks); so the mesh model deforms smoothly around each joint (Fig. 3(right) ).
IV. ESTIMATION OF THE HAND SHAPE
The pose and the shape of a reconstructed hand volume is estimated by fitting the articulated hand model in 3D space. As a fitting algorithm, 3DTM localization algoritbm [7] is extended to deal with an articulated object model.
In the subsequent sections, 3DTM algorithm is explained and the extended 3DTM algorithm is presented.
A. 3DTM
The point ri in the reconstructed volume corresponding to a point m; in the hand model can be represented with two parameters, t , a translation vector, and R, a rotation matrix as Eq.(l).
where p is random 3D noise. If / 3 follows a gaussian distribution, < R, t > can be estimated by minimizing Eq.(2) by solving the least squares method.
But the real error distribution usually doesn't follow a gaussian distribution and the effect of outliers makes the localization process unstable. Therefore, Wheeler proposed a technique to apply M-estimator to estimate the real error distrihution [7] . M-estimator is a generalized form of the least squares method and is formulated as F,q.(3). In this study, Lorentzian distribution is chosen as a probability distribution of error to exclude the effect of outliers and the weight function is defined as follows.
E(P)
Q . ( 6 ) can be solved by conjugate gradient search algorithm and p which minimizes the error is obtained.
B. Extension to an Articulated Model
In section IV-A, E ( p ) is described as Eq.(8).
To handle an articulated model, the above equation is rewritten as Eq.(9).
where Ti(&) is a 4 x 4 homogeneous matrix which takes Ith joint angle and converts a point in the coordinate frame of a child link to that of the parent link. Now the estimation process can be written as follows.
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V. SIMULTANEOUS ESTIMATION WITH TEMPORAL SEQUENCE
A single reconstructed volume may lead to bad estimation because of occlusion caused by a manipulated object as shown in Fig. 4(left) . The ratio of occlusion depends on the orientation of the hand at that time.
However, in typical manipulation tasks, we can assume that a demonstrator moves and rotates the manipulated object without changing grasp itself. In this case, the recognition ratio can be improved by using temporal sequence of reconstructed volumes.
In this study, we assume that the shape of the grasp is not changed during observation and that the rough initial pose, not shape, of the first time frame is given. The rough initial pose can be estimated by a random sample approach or an image template based approach. When the pose of the first frame is known, the pose in the subsequent frames can be estimated by applying the proposed fitting algorithm by setting the previous frame's pose as the initial pose of the current frame.
Here a method to suppress the effect of occlusion by using reconstructed volumes for N continuous frames simultaneously is proposed.
A. Simultaneous Estimation
From Eq.(9), E ( p k , 0 ) for each frame k is described as Eq.(W.
Because B is maintained as the same for all the data from the assumption, the simultaneous estimation is defined as to estimate pk, B which minimizes Et,t,i. The procedure of estimation is as follows.
1) For each reconstructed result, calculate p i , 6;.
2)
Calculate 0' which i s the average of 6;.
3) repeat
5)
Fix 0 and calculate p , , . . . ,pN iteratively.
)
Fix p,, . . . , p N and calculate 8 iteratively. If we see the index finger in Fig. 4(rigbt) , the index finger model in the case of I is greatly affected by the reconstncted result which is close to it. On the contrary, in the case of 2 and 3, no reconstructed volume exist near the index finger model so the influence of these two cases are reduced compared to the first case by the effect of M-estimator. So, the influence to the index finger from incomplete volumes is suppressed and the accuracy of fitting is improved.
The above three cases are the extreme cases and the actual influence is automatically estimated based on the result of nearest neighbor search at each model point. As quantitative analysis, the proposed method is applied to data created in a virtual environment. In this case, the true value is known and the error can be evaluated. Table I shows the recognition error from three different types of grasp typically appeared in manipulation tasks. 
B. Real environment
As in the virtual environment, an experimental setup whose length is.l5M)[mm], width is 1500[mm] and height is 2000[mm] is constructed and 3 infrared cameras, Nikon Thermal Vision LAIRD-S270, are mounted (Fig. 7) .
Experimental result is shown in Fig. 8 . The estimation result seems relatively good, though the accuracy of thumb is lower compared to the other fingers. This is caused by the complex kinematic structure of thumb and some heuristics should he introduced.
VII. CONCLUSION
In this paper, a robust 3D shape recognition technique of an articulated object is proposed. The main contribution of the proposed technique is that it can recover 3D shape Estimatcd shapc The proposed technique is verified in a virtual world as well as in a real world, and the shape of a hand which grasps various objects are robustly recognized.
Although infrared cameras are used to detect silhouette of a hand easily, our technique can he applied to normal color cameras together with a skin detection algorithm.
Future work includes adopting trajectory information of the hand motion to constrain the possible pose of the hand and improve the accuracy of estimation.
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