Machine learning models are vulnerable to adversarial examples, inputs maliciously perturbed to mislead the model. These inputs transfer between models, thus enabling black-box attacks against deployed models. Adversarial training increases robustness to attacks by injecting adversarial examples into training data. Surprisingly, we find that although adversarially trained models exhibit strong robustness to some white-box attacks (i.e., with knowledge of the model parameters), they remain highly vulnerable to transferred adversarial examples crafted on other models. We show that the reason for this vulnerability is the model's decision surface exhibiting sharp curvature in the vicinity of the data points, thus hindering attacks based on first-order approximations of the model's loss, but permitting black-box attacks that use adversarial examples transferred from another model. We harness this observation in two ways: First, we propose a simple yet powerful novel attack that first applies a small random perturbation to an input, before finding the optimal perturbation under a first-order approximation. Our attack outperforms prior "single-step" attacks on models trained with or without adversarial training. Second, we propose Ensemble Adversarial Training, an extension of adversarial training that additionally augments training data with perturbed inputs transferred from a number of fixed pre-trained models. On MNIST and ImageNet, ensemble adversarial training vastly improves robustness to black-box attacks.
Introduction
Machine learning (ML) models are often vulnerable to adversarial examples, maliciously perturbed inputs designed to mislead a model at test time [2, 19, 5, 14] . Adversarial examples are a security threat to practical deployment of ML systems. Notably, Szegedy et al. [19] showed that these inputs transfer (or generalize) across models, thus enabling black-box attacks on deployed models [13, 9] : an adversary can train a local model (possibly by issuing prediction queries to the target model [13, 21] ), find an adversarial example on the local model, and apply it to attack the target model. Szegedy et al. [19] proposed to increase a model's robustness by injecting adversarial examples into training data. Adversarially trained models often gain resilience to "one-shot" attacks, i.e., perturbations obtained by taking a single step along the gradient of the model's loss [5, 8] , but remain vulnerable to stronger attacks that iteratively maximize the model's loss [10, 8] . Because these stronger attacks fail to reliably transfer between models [8] , one might conclude that adversarial training successfully defends against adversaries limited to black-box interaction with the target model. We show that this is not the case.
Robustness of adversarial training to black-box attacks has not been studied extensively. Goodfellow et al. [5] reported that an adversarially trained maxout network on MNIST has slightly higher error rate on transferred examples than on examples crafted from the model itself. Papernot et al. [13] found that a model trained on small perturbations can be evaded by transferring larger perturbations from another model. We show that adversarially trained models on MNIST and ImageNet are significantly arXiv:1705.07204v2 [stat.ML] 30 May 2017 more robust to adversarial examples computed on the model itself (i.e., a white-box attack), than to transferred examples computed using the same method on another model (i.e., a black-box attack).
This situation is paradoxical, as white-box attacks correspond to a stronger threat model than blackbox attacks. We show that this discrepancy is due to the loss function of an adversarially trained model exhibiting sharp curvature in the vicinity of the data points, thus rendering attacks based on first-order approximations of the model's loss inaccurate. A similar phenomenon, commonly referred to as gradient masking [15] , is known to affect other defenses against adversarial examples, such as distillation [16, 4] and saturating networks [11, 3] . We therefore strongly advise researchers to always include evaluations of future defensive strategies on transferred adversarial examples.
We harness our observations in two ways. First, we introduce a simple yet powerful attack that combines a small random perturbation of the input-in order to escape the non-smooth vicinity of the data point-and a single step in the direction of the gradient of the model's loss function. While seemingly weaker than the Fast Gradient Sign Method of Goodfellow et al. [5] , our attack significantly outperforms it for a same perturbation norm, for models trained with or without adversarial training.
Second, we propose Ensemble Adversarial Training, a training methodology that incorporates perturbed inputs crafted both on the trained model, as well as on a number of pre-trained models. Intuitively, our approach decouples adversarial example generation from the parameters of the model being trained to ensure that this model is evaluated on perturbations that are "hard" to classify throughout training. We evaluate our technique on MNIST and ImageNet (for Inception v3 and Inception ResNet v2 models [17] ). Despite a small decrease in accuracy on clean inputs and white-box attacks (compared to standard adversarial training), we significantly increase robustness to adversarial examples transferred from an independent model held out during training. While training models to be robust to all white-box attacks appears out-of-reach using current techniques [8] , our work gives promising new directions and results towards securing ML systems against black-box adversaries.
Contributions: In summary, our work makes the following contributions:
• We show that the robustness of adversarially trained models to white-box "one-shot" attacks is misleading, as it is partly due to local artifacts of the model's decision surface. We find that these models remain highly vulnerable to transferred perturbations (Section 3). • We introduce a new white-box attack where we first perturb the data point to escape the non-smooth region around that point, then build an adversarial example from this perturbed point. Our attack outperforms other one-shot methods on all models we trained (Section 4 
Background and Related Work
We first introduce some notation. We use x and y true to denote an input from the domain [0, 1] d and its label. An adversarial example computed by perturbing x is denoted x adv . The norm of the perturbation (always in the ∞ norm [5] ) is denoted . For an ML model f , we denote the model's estimate of the probability p(y | x) as f y (x). The loss function used to train the model is J(x, y).
Threat Model
We consider attacks mounted with adversarial examples [19, 2] to mislead a ML model at test time.
For an input x (with label y true ) and a target model f , an adversary tries to find an adversarial input x adv (created by adding a perturbation of small ∞ norm to x [5] ) such that f (x adv ) = y true .
We distinguish between white-box adversaries that have access to the target model's weights, and black-box adversaries that only interact with a model's prediction interface. Formal definitions for these adversaries are in Appendix A. Although security against white-box attacks is the stronger notion (and the one we ideally want ML models to achieve), black-box security is a reasonable and more tractable goal for ML models deployed in adversarial environments, where unauthorized access to the model is likely to be prevented via traditional security mechanisms. We focus on "non-adaptive" black-box adversaries that attack a model by transferring adversarial examples crafted from a local model, trained without interacting with the target. We discuss adaptive black-box attacks in Section 6.
Adversarial Example Generation Algorithms
We consider three algorithms to generate adversarial examples. The first two are one-shot (i.e., they require a single gradient computation); the third is iterative-it computes multiple gradient updates. For all attacks, we enforce that x adv ∈ [0, 1] d by clipping all components of x adv .
Fast Gradient Sign Method (FGSM): This method [5] finds perturbations with a fixed ∞ -norm:
The FGSM is easy to compute and thus particularly amenable to adversarial training (see Section 2.3).
Targeted FGSM: This FGSM variant aims at fooling a model into outputting a given target class:
As in [7, 8] , we use as target the least-likely class predicted by the network, y target = arg min y {f y (x)}.
Iterative FGSM (I-FGSM):
This method iteratively applies the FGSM k times with budget = /k. The I-FGSM usually induces higher error rates than the FGSM (for fixed ) [7, 8] . Yet, I-FGSM samples transfer across models at lower rates and thus produce weaker black-box attacks [8] .
Adversarial Training
Adversarial training aims at increasing model robustness by injecting adversarial examples into the training set [19, 5] . We consider two variants. For models without batch normalization [6] , we use the objective of Goodfellow et al. [5] : the model is evaluated on the clean input and FGSM example for each batch input. For models with batch normalization, Kurakin et al. [8] obtain better results when half the inputs in each batch are replaced by adversarial examples. Kurakin et al. [8] suggest not to use the true label y true in the FGSM due to label leaking: the model learns to recognize perturbations associated with a label. On MNIST, we thus compute the FGSM using the model's prediction arg max i (f i (x)) in lieu of y true , and on ImageNet, we use the targeted FGSM as in [8] .
Gradient Masking
Many defenses against adversarial examples are more robust to white-box attacks (e.g., those in Section 2.2) than to black-box attacks, where perturbed inputs are transferred from another model [15] . This is due to gradient masking [13, 15] : defenses leave decision boundaries mostly untouched but damage the gradient used in white-box attacks. For example, Distillation [16] and Saturating Networks [11] introduce numerical instabilities in gradient computations [4, 3] (see Appendix C).
Prior work has alluded that adversarial training (on MNIST) may also exhibit a gap in robustness to white-box and black-box attacks. Goodfellow et al. [5] report that an adversarially trained model is slightly more robust to FGSM samples computed on the model itself, than to samples transferred from another model. Papernot et al. [13] show that a model trained on perturbations with small norm is vulnerable to larger transferred perturbations. Tramèr et al. [20] find that adversarial training fails to sufficiently displace a model's decision boundary to prevent adversarial examples from transferring.
Black-Box Attacks Against Adversarial Training
In this section, we show that adversarial training on MNIST and ImageNet exhibits a large gap between robustness to white-box and black-box attacks. We explain this by a gradient masking effect:
The defended model's loss function is non-smooth in the vicinity of data points, thus rendering a first-order approximation of the loss inaccurate. The observed robustness of adversarially trained models to white-box "one-shot" attacks (such as the FGSM) is therefore partly due to local artifacts of the model's decision surface. In Section 4, we harness this observation to build a novel one-shot attack that vastly outperforms the FGSM on models trained with or without adversarial training. Table 6 in the Appendix) on MNIST. For architecture A, we also train a model A adv using adversarial training. Specifically, A adv is trained for 6 epochs on batches of 64 clean samples and 64 FGSM samples with = 0.3.
ImageNet:
We use three different models: (1) An Inception v4 model [17] ; (2) An Inception v3 model [18] ; and (3) the adversarially trained Inception v3 model from [8] , denoted v3 adv . Adversarial training follows the setup in [8] using synchronous distributed training on 50 machines, with minibatches of 32 inputs per machine. We replace half of the inputs in each minibatch by FGSM examples (targeted at the least-likely class), with ∈ [0, 16 256 ] sampled from a truncated normal distribution.
Vulnerability to Black-Box Attacks
We show that the adversarially trained Inception v3 model from Kurakin et al. [8] is more robust to white-box FGSM samples than to transferred FGSM samples. We report similar results on MNIST, corroborating observations of Goodfellow et al. [5] . For all pairs of models, we compute adversarial examples on one model (the source) and transfer them to the other (the target). When the source and target are the same, this corresponds to a white-box attack. For MNIST, we use = 0.3 and for ImageNet we use = 16/256 ≈ 0.06. The results in Table 1 show that adversarial training greatly increases robustness to perturbations crafted on the model itself (i.e., white-box attacks). Although adversarial training also increases robustness to transferred examples, the error rate in a black-box setting is significantly higher than in a white-box setting. Thus, the apparent gain in robustness observed when evaluating adversarially trained models in isolation is misleading. Given the ubiquity of this pitfall among proposed defenses against adversarial examples [4, 3, 15] , we advise researchers to always consider both white-box and black-box adversaries when evaluating defensive strategies.
Explaining Gradient Masking in Adversarial Training
We now show that the misleading robustness of adversarially trained models to white-box attacks is due to gradient masking. We find that the model's loss function is non-smooth around data points, which renders first-order approximations inaccurate. In Appendix D, we discuss other hypotheses for gradient masking in adversarial training that however failed to be corroborated by our experiments.
Easy Perturbations and Local Loss Curvature. The results in Table 1 reveal that adversarial examples computed on the adversarially trained models are actually "easy" to classify for all models. That is, perturbations crafted using model A adv or v3 adv as source transfer at lower rates, compared to when the source model is not adversarially trained. We visualize these easy perturbations by plotting the signed gradients and perturbed images for two MNIST models in Figure 1 . As observed in [5] , the gradients of adversarially trained models are very localized. In many cases, the perturbation traces out the digit and thus simply dampens the original signal. Remarkably, if we apply the FGSM with = 1 (i.e., the clean image is fully replaced by the gradient), model A adv retains 43% accuracy. Thus, the adversarially trained model often correctly classifies an input solely from the computed gradient.
We further visualize the evolution of the model's loss function when inputs are perturbed. More precisely, Figure 2 
where g 1 is the gradient of model A adv and g 2 is the gradient of model B. Plot (b) is a zoomed version of (a) in the vicinity of the data point. 
where g 1 is the gradient of model A adv and g 2 is the gradient of model B. The point x was selected such that the FGSM sample computed on model B is misclassified by model A adv (i.e., the adversarial example transfers). We see that the loss varies very little when moving along the signed gradient of A adv , but the signed gradient of model B yields an adversarial input. However, in the vicinity of the data point, the situation is reversed: the loss increases sharply in the direction of the signed gradient of model A adv . Thus, one-shot attacks on adversarially trained models produce perturbations that are overfit to the local shape of the models loss. The sharp increase in loss observed for small perturbations (see Figure 2 (b)) corroborates results of Kurakin et al. [8] , who find that sometimes FGSM attacks with smaller succeed with higher probability. Additional illustrations are in Figure 3 in the Appendix.
A New Randomized One-Shot Attack
We exploit the observations above to create a one-shot attack that is more effective against adversarially trained models. We significantly increase the power of the FGSM if we apply a small random perturbation, to "escape" the non-smooth vicinity of the data point, before computing the gradient. Our new attack, called RAND+FGSM, is defined as follows, for parameters and α (where α < ):
We can similarly define a RAND+FGSM variant targeted at the least likely class. Note that this attack remains "one-shot", i.e., it requires a single gradient computation. The RAND+FGSM is thus a computationally efficient alternative to iterative methods (e.g., I-FGSM or the L-BFGS attack from [19] ) that usually have higher success rates than FGSM for a given perturbation magnitude.
Experiments. We experimented with = 0.3, α = 0.05 on MNIST, and = 16/256, α = 8/256 on ImageNet for the targeted attack variant. Error rates for all models are in Table 2 . Surprisingly, the RAND+FGSM outperforms the FGSM for all models. This suggests that for all models, the loss function is less smooth in the vicinity of data points. Note that simply using the FGSM with norm − α yields a weaker attack than the FGSM with norm on all models. We find that RAND+FGSM samples transfer at lower rates than FGSM examples (see Table 8 in the Appendix). Similar results were obtained for iterative attacks on ImageNet [8] . We also tried adversarial training using RAND+FGSM on MNIST, but were not able to increase robustness to either RAND+FGSM examples or FGSM examples (in white-box or black-box settings). Achieving robustness against the large class of RAND+FGSM perturbations may require novel techniques. However, as for iterative attacks, the fact that these strong attacks do not transfer at high rates implies that security against black-box adversaries remains an interesting goal.
Ensemble Adversarial Training
In Section 3.3, we showed that gradients of adversarially trained models point in directions that produce easy perturbations. As a result, although the model appears robust when evaluated on white-box "one-shot" attacks, it remains vulnerable to adversarial examples transferred from other models. In this section, we first show why the adversarial training objective fails to prevent this form of gradient masking. We then introduce Ensemble Adversarial Training, a training technique that incorporates perturbations transferred from other models, to increase robustness to black-box attacks.
Avoiding Degenerate Minima of the Adversarial Training Objective.
Following [5] , the lossJ minimized during training consists of two weighted terms:
where x adv is the FGSM sample computed from x. Note that the adversarial loss term J(x adv , y true ) admits (at least) two widely different global minima: (1) The model has no adversarial examples (i.e., the loss is low for all points in the -ball centered at x);
(2) The model is the same as an undefended model, except that its gradient points into a non-adversarial direction. Our experiments suggest that adversarial training converges to a solution closer to this second degenerate minimum. Note that the training objective provides no means for "escaping" such minima: Once a model's gradients produce easy adversarial examples, the adversarial loss has a limited influence on the training objective.
We introduce an extension of adversarial training designed to avoid these pitfalls. Our main idea is to decouple the generation of adversarial examples from the parameters of the model being trained, so that the training procedure cannot influence the "difficulty" of the produced perturbations. Our approach, which we call ensemble adversarial training, augments the training data with adversarial examples produced not only from the model being trained, but also from other pre-trained models.
Including adversarial examples from external models during training removes the ability of the learning procedure to influence the nature of adversarial examples it is asked to classify. In particular, the degenerate optima discussed above no longer applies. As a by-product, ensemble adversarial training is also more closely tied with our original objective of defending against black-box attacks.
Experimental Setup
The models we use are given in Table 3 . In each training batch, we rotate the source of adversarial examples between the model being trained and one of the pre-trained models. We recommend selecting the source model at random in each batch, to diversify perturbations across epochs. Gradients for the pre-trained models can be precomputed for the full training set. The per-batch cost of ensemble adversarial training is thus lower than that of standard adversarial training: using our method with n − 1 pre-trained models, only every n th batch requires an extra forward-backward pass to compute an adversarial gradient. We evaluate robustness of trained models to black-box attacks by transferring adversarial examples crafted on a separate holdout model, which was not used during training.
MNIST:
We train a new model, A adv-ens , with the same architecture (A) and the same number of epochs (6) as model A adv from Section 3.2. In each training batch of 64 inputs, we include 64 FGSM samples ( = 0.3), using either model A adv or one of the external models A, C, D as the source.
ImageNet: We train two Inception v3 models and a Inception ResNet v2 model [17] , using either two or three external pre-trained models. We use synchronous distributed training on 50 machines, with minibatches of size 16 (we did not pre-compute gradients, and thus lower the batch size to fit all pre-trained models into memory). Half of the examples in a minibatch are replaced by FGSM examples (targeted at the least likely class is according to the source model for that minibatch). As in [8] , we use RMSProp with a learning rate of 0.045, decayed by a factor of 0.94 every two epochs.
Results
Results of all our experiments appear in Table 4 for MNIST, and Table 5 for ImageNet.
Convergence Speed. On MNIST, after 6 epochs of training, ensemble adversarial training greatly outperforms standard adversarial training on black-box attacks, but the error rate on white-box FGSM examples is still high (A adv-ens is trained on its own FGSM examples only every 4 th batch). We thus train A adv and A adv-ens for 6 additional epochs. Intuitively, more (standard) adversarial training will have little influence, as after 6 epochs the FGSM only produces "easy" perturbations and the adversarial loss is close to zero. In contrast, A adv-ens may benefit from additional training on "hard" perturbations computed on external models. Our experiments (see below) confirm this intuition.
We also observe slower convergence with ensemble adversarial training on ImageNet, probably as an inherent byproduct of training on "hard" adversarial examples. Kurakin et al. [8] report that after 187 epochs (150k iterations with minibatches of size 32), the v3 adv model achieves 78% accuracy. In contrast, ensemble adversarial training for models v3 adv-ens3 and v3 adv-ens4 converges after about 280 epochs (450k iterations with minibatches of size 16). The Inception ResNet v2 model is trained for 175 epochs, where a baseline model reaches maximum accuracy at around 160 epochs.
Robustness to the FGSM. After 12 epochs on MNIST, model A adv-ens matches model A adv on clean data, and vastly improves over it for FGSM samples transferred from the holdout model B.
Robustness to white-box attacks is also significantly improved compared to the snapshot at 6 epochs.
On ImageNet, both Inception v3 models trained with ensemble adversarial training reach slightly lower accuracy on clean data, compared to non-adversarial training or standard adversarial training as in [8] . Although our models are more vulnerable to white-box FGSM samples compared to the v3 adv model, ensemble adversarial training significantly increases robustness to black-box attacks that transfer FGSM samples crafted on the holdout Inception v4. Note that for v3 adv-ens4 , the proportion of white-box FGSM samples seen during training is 1 4 (instead of 1 3 for model v3 adv-ens3 ). The negative impact on the robustness to white-box attacks is large, for only a minor gain in robustness to transferred samples. Results for the ResNet model are similar, although we did not train a model with standard adversarial training for this architecture. We observe a small loss in accuracy on clean examples and a significant increase in robustness to all attacks. For black-box FGSM samples, the loss in accuracy (compared to baseline accuracy on clean examples) is 4.8% (top 1) or 2.0% (top 5). In all cases, ensemble adversarial training removes the gradient masking effect (i.e., models are at least as robust to black-box FGSM attacks as to white-box attacks).
Robustness to Other Attacks. Ensemble adversarial training does not increase robustness to whitebox I-FGSM and RAND+FGSM samples: the error rates are comparable to those for models A adv on MNIST and v3 adv on ImageNet, and omitted for brevity (see [8] for white-box I-FGSM attacks on model v3 adv and Table 2 for white-box RAND+FGSM attacks). As conjectured in [8] , larger models may be needed to attain robustness to such attacks. Yet, against black-box adversaries, these stronger attacks are only a concern insofar as they produce perturbations that reliably transfer between models.
On MNIST, we apply the I-FGSM and RAND+FGSM to the holdout model B and transfer the perturbed inputs to models A adv and A adv-ens . After 12 epochs of training, the adversarially trained Table 4 : Error rates (in %) for adversarial training and ensemble adversarial training on MNIST. For the full test set, we report error rates on clean data, white-box FGSM ( = 0.3), and FGSM, I-FGSM ( = 0.3, k = 10) and RAND+FGSM ( = 0.3, α = 0.05) samples transferred from the holdout model B. We also evaluate an attack by Carlini and Wagner (CW) [4] on a sample of 1,000 test inputs (details are in Appendix G). We compute 95% confidence intervals for a normal approximation of the mean test error and mark methods statistically tied for best in bold.
Model
Clean We obtain similar results with the more computationally intensive ∞ attack of Carlini and Wagner [4] . We craft adversarial examples that fool model B with high confidence and transfer these to other models. For perturbations of ∞ norm at most 0.3, the obtained error rates are slightly above those obtained with the I-FGSM, although the difference is not statistically significant. Further details on this attack are given in Appendix G.
For ImageNet, Kurakin et al. [8] showed that iterative attacks transfer at low rates, even between models trained without adversarial training. Thus, we focus on the RAND+FGSM here. We also find that the RAND+FGSM transfers at a lower rate than the FGSM (see the R+F column in Table 5 ).
In summary, while ensemble adversarial training may not confer robustness to some white-box attacks, we consistently see an increase in robustness to all black-box attacks we considered. We found our results to have little variance with respect to the attack parameters (e.g., smaller values of ) or to the type of holdout model used to transfer adversarial examples. For instance, we obtain similar error rates by attacking the Inception v3 adv and v3 adv-ens3 models with transferred adversarial examples crafted on either an Inception ResNet v2 model or an Inception v4 model (as in Table 5 ). We also found that the MNIST model A adv-ens is resilient to perturbations transferred from a source model that was itself trained with ensemble adversarial training. Thus, the adversary does not increase its success rate by applying the same defensive training procedure to the source model.
Discussion and Future Work
Previous work on adversarial training has produced encouraging results, showing only a small gap in accuracy on clean versus (one-shot) adversarial examples [5, 8] . Yet, these results are misleading, as the adversarially trained models remain vulnerable to black-box attacks. With ensemble adversarial training, we significantly reduce the gap between white-box and black-box robustness. Although the resulting models are slightly less robust to some white-box attacks (compared to standard adversarial training), they fare much better against a more realistic and security-relevant black-box adversary.
We did not consider here adaptive black-box attackers that make use of queries to the target model's prediction function (see Appendix A for a formal definition). Papernot et al. [13] use adaptive oracle queries to train a surrogate model for crafting adversarial examples. However, their attack is only effective if the adversary crafts perturbations with higher norm than those used in training the target model. If queries to the target model yield full prediction confidences, an adversary could estimate the target's gradient at a given point using finite-differences (with 2d queries, i.e., over 130k queries on ImageNet), and fool the target with a RAND+FGSM attack. If queries only return the predicted label, the attack does not apply. Exploring stronger black-box attacks and evaluating their scalability to larger tasks is an interesting avenue for future work.
Our results, generic with respect to the application domain, suggest that the effectiveness of adversarial training can be improved by increasing the diversity of perturbations seen during training. A recent work by Baluja and Fischer hints at a conceptually similar but more computationally intensive idea [1] . They introduce Adversarial Transformation Networks (ATNs)-neural networks trained to produce adversarial examples for a particular target model-and suggest a variant of adversarial training that would train a model and an ATN in alternative fashion. Yet, it is plausible that ATNs would produce similar perturbations as with iterative methods, which do not currently seem amenable to adversarial training [8] . Iterative attacks and ATNs produce samples that transfer less [8, 1] , so it is also unclear whether achieving robustness to these attacks would increase robustness to black-box attacks.
A Threat Model: Formal Definitions
We provide formal definitions for the threat model introduced in Section 2.1. In the following, we make the parameters θ of an ML model f explicit by writing f (x ; θ). We consider a target model f ( · ; θ) trained over inputs (x, y true ) sampled from a data distribution µ. More precisely, we write
where train is a randomized training procedure that takes in a description of the model architecture f , a training set X train , Y train sampled from µ, and randomness r (e.g., for parameter initialization, dropout masks).
Given a set of test inputs X ∈ [0, 1] d (with labels Y ) and a perturbation budget > 0, an adversary A produces a set of adversarial examples X adv ∈ [0, 1] d , such that for any x, x adv ∈ X × X adv , we have
x − x adv ∞ ≤ . We evaluate success of the attack as the error rate of the target model over X adv :
We assume that A can sample inputs according to the data distribution µ. We define three adversaries. Definition 1 (White-Box Adversary). For a target model f ( · ; θ), a white-box adversary is given access to all elements of the training procedure, that is train (the training algorithm), f (the model architecture), the training data X, Y , the randomness r and the parameters θ. The adversary uses attacks such as those outlined in Section 2.2 to find adversarial inputs that maximize the model's loss.
White-box access to the internal model weights corresponds to a very strong adversarial model. We thus also consider the following relaxed and arguably more realistic notion of a black-box adversary. Most importantly, a black-box adversary does not learn the randomness r used to train the target, nor the target's parameters θ. The black-box adversaries in our paper are actually slightly stronger than the ones defined above, in that they use the same training data X train , Y train as the target model.
We provide A with the target's training procedure train to capture knowledge of defensive strategies applied at training time, e.g., adversarial training [19, 5] or ensemble adversarial training (see Section 5) . The local training procedure train and model architecture f chosen by the adversary may be different from those used to train the target. 1 In this work, we always mount black-box attacks that train a local model f with a different architecture than the target model f . We actually find that black-box attacks on adversarially trained models are stronger when f = f ( Table 1 , Section 3).
The main focus of our paper is on non-adaptive black-box adversaries as defined above. For completeness, we also formalize a stronger notion of adaptive black-box adversaries that additionally issue prediction queries to the target model [13] . Papernot et al. [13] show that such attacks are possible even if the adversary only gets access to a small number of samples from µ. Note that if the target model's prediction interface returns a measure of prediction confidence in addition to "hard" class labels, adaptive black-box adversaries could use queries to the target model to estimate the model's gradient using finite differences, and then apply the attacks in Section 2.2. We further discuss adaptive black-box attack strategies in Section 6.
B Neural Network Architectures for MNIST
We train the following convolutional and fully-connected network architectures on MNIST. However, such defenses-referred to as "gradient masking" mechanisms in [15] -are unlikely to prevent black-box attacks. Below, we review two different types of gradient masking, gradient hiding and gradient smoothing that affect potential defenses against adversarial examples.
Given the prevalence of gradient masking in prior proposed defenses, we strongly encourage researchers to evaluate future defensive techniques in both white-box and black-box attack settings. Defenses based on preventing an adversary from computing the gradient have also been proposed [22] . We conjecture that such methods are unlikely to provide robustness against black-box attacks.
Gradient
Smoothing. Defensive distillation [16] greatly reduces the effectiveness of white-box attacks by smoothing out the model's gradient, leading to numerical instabilities in attacks such as the FGSM. Yet, distilled models were shown to be evadable via black-box attacks where adversarial examples are transfered from undefended models [13] . Moreover, Carlini et al. [4] show successful white-box attacks with simple modifications of the FGSM attack [4] .
The saturated networks from [11] were found to perform a similar form of gradient masking [3] and are thus also likely vulnerable to black-box attacks.
D Other Hypotheses for Gradient Masking in Adversarial Training
In Section 3.3, we show that adversarial training exhibits gradient masking by modifying the curvature of the model's loss function in the vicinity of data points. Here, we discuss two alternative hypotheses we investigated, for explaining why adversarial training may lead to gradient masking: (1) adversarial training smooths out the models gradient, similarly to defensive distillation [16] ; or (2) adversarial training overfits on the specific type of adversarial examples encountered during training. However, we find neither of these hypotheses to be corroborated by our experiments.
Gradient Smoothing. Two proposed defenses against adversarial examples (Defensive Distillation [16] and Saturated Networks [11] ) hinder first-order attacks (in part) by rendering gradient computations numerically unstable [4, 3] . These defenses can be evaded either through black-box attacks [13] , or via simple modifications to the FGSM to account for small gradient magnitudes [4, 3] .
Previous work has established connections between adversarial training and a form of regularization of the model's gradient [5, 12] . Numerical instability of the gradient computation thus forms a natural hypothesis for the misleading robustness of adversarially trained models to white-box attacks. Yet, we find that adversarial training does not significantly smooth the gradient of the model's loss.
We compute the average gradient magnitude 1 n n i=1 ∇ x J(x, y true ) 2 over the full test set for models B and B adv on MNIST, and the Inception v3 and v3 adv models on ImageNet. The results appear in Table 7 . On MNIST, adversarial training has a minor regularization effect on the gradients. However, on ImageNet, the average norm of the gradient increases with adversarial training. Overfitting. Adversarial training using a particular attack technique (e.g., FGSM) typically fails to significantly increase robustness to other attacks (e.g., iterative strategies) [8] . 2 Another hypothesis to explain gradient masking when models are adversarially trained is that the defense "overfits" to the particular attack directions computed from the trained model. In other words, maybe the number of different adversarial perturbations is so large, that adversarial training successfully increases the model's margins in adversarial directions that it sees (i.e., the ones given by the model's gradient at each training point), but remains vulnerable to other unseen perturbations.
However, the overfitting hypothesis also fails to appropriately explain the vulnerability of adversarial training to black-box attacks. Indeed, even non-defended models tend to have large margins in the "adversarial" directions computed on the adversarially trained models. The results in Table 1 show that FGSM samples crafted on the adversarially trained models are easier to classify for all models. Thus, as argued in Section 3.3, it appears that adversarial training leads to models for which the FGSM mostly produces "easy" perturbations, although there exist other vulnerable directions.
E Transferability of RAND+FGSM Perturbations.
In Section 4, we introduce the RAND+FGSM attack, an extension of the original FGSM that prepends it with a small random perturbation. In Table 8 , we evaluate the transferability of RAND+FGSM adversarial examples on MNIST and ImageNet. Although the RAND+FGSM has a higher success rate than the FGSM in a white-box setting, it produces perturbations that transfer at a lower rate (see Table 1 for the same experiment using the FGSM). 
F Illustrations of Loss Function Curvature with Adversarial Training
In Section 3.3, we show that adversarial training introduces spurious curvature artifacts in the model's loss function around data points. As a result, one-shot attack strategies based on first-order approximations of the model loss produce perturbations that are non-adversarial. In Figure 3 , we show further illustrations of this phenomenon for an adversarially trained model on MNIST. For each data point, we plot the loss of model A adv on samples of the form x * = x + 1 · sign(g 1 ) + 2 · sign(g 2 ), where g 1 is the gradient of model A adv and g 2 is the gradient of model B. The right plots show the loss curvature close to the data points, and illustrate that the first-order approximation of the model's loss is inaccurate for larger values of .
G Details for the ∞ -Attack of Carlini and Wagner
We provide more details on the setup for the ∞ -attack of Carlini and Wagner [4] evaluated in Section 5 for the MNIST models. The original attack finds a perturbation r by solving: 3 minimize c · l(min(max(x + r, 0, 1))) + i max(r i − τ, 0) .
Here, l(x ) is some loss function (defined below), c is a parameter weighting the two terms and τ is set so as to penalize large components of r. For a data point (x, y true ), the loss function l(x ) is set to l(x ) = max (f (x) ytrue − max{f (x) y : y = y true }, −κ) ,
where a large parameter κ ≥ 0 favourizes high-confidence misclassifications.
When evaluating adversarially trained models in black-box settings, our goal is to produce adversarial examples that transfer with high probability. To craft perturbations that fool the source model with high confidence while satisfying the constraint r ∞ ≤ , we thus fix τ = (we use = 0.3 in all our experiments). For all values of κ ∈ {1, 10, 20, 50, 100}, we perform a parameter search over c by iteratively solving the above optimization problem for increasingly large c until the optimal solution violates the constraint r ∞ ≤ .
This attack is much more computationally expensive than others we considered, including the iterative FGSM. We apply the attack to the source model B for a subset of 1,000 points from the MNIST test set. For κ ≥ 50, model B misclassifies all perturbed inputs with an average confidence of 99.5%. Transferring these adversarial examples yields error rates of 82.4% on the undefended model A, 15.2% on the adversarially trained model A adv and 7.0% on our model A adv-ens using ensemble adversarial training. The error rates are slightly higher than the ones obtained with the I-FGSM, although the difference is not statistically significant at p = 0.05. To the best of our knowledge, it had not been previously observed that the I-FGSM and the above attack of Carlini and Wagner induce very similar error rates in black-box settings. Moreover, we see that when transferring examples to an adversarially trained model (whether using standard adversarial training or our ensemble variant), these iterative attacks perform only slightly better than the one-shot FGSM. Thus, resourceconstrained adversaries (e.g., those targeting real-time or large-scale evasion of a classifier) will have comparable success to attackers with more extensive resources (as required for the attack of Carlini and Wagner for instance).
Carlini and Wagner [4] found that computing the loss l(x ) above over the unnormalized logits, rather than using the cross-entropy loss as in the FGSM, leads to a stronger attack. It is possible that robustness to the above attack could be further improved by training on adversarial examples crafted with a variant of the FGSM where we compute the gradient at the logit layer.
