Abstract-We consider a state-of-the-art system that uses layered source coding and forward error correction with Reed-Solomon codes to efficiently transmit 3-D meshes over lossy packet networks. Given a transmission bit budget, the performance of this system can be optimized by determining how many layers should be sent, how each layer should be packetized, and how many parity bits should be allocated to each layer such that the expected distortion at the receiver is minimum. The previous solution for this optimization problem uses exhaustive search, which is not feasible when the transmission bit budget is large. We propose instead an exact algorithm that solves this optimization problem in linear time and space. We illustrate the advantages of our approach by providing experimental results for the compressed progressive meshes (CPM) mesh compression technique.
I. INTRODUCTION
A N increasing number of applications require fast delivery of three-dimensional (3-D) models over an unreliable channel. For example, Internet users may want to browse a graphic library consisting of many 3-D objects, which are typically modeled as 3-D triangular meshes. To enable high-quality renderings, millions of triangles may be needed for a single object. Thus, in addition to a fast and reliable error control technique, a compression scheme that provides a compact representation of the 3-D mesh is crucial. While 3-D mesh compression is a mature research area, only a few 3-D mesh error control techniques have been proposed. Yan et al. [1] , [2] partition a 3-D mesh into small pieces that are compressed independently to avoid error propagation and use error concealment techniques at the receiver to recover the missing data. A similar idea was proposed by Bischoff and Kobbelt [3] . Chen et al. [4] use a progressive compression scheme that generates a base mesh and a number of refinement layers. The base mesh and a portion of the refinement layers are sent with the transmission control protocol (TCP), while the remaining layers are sent without protection with the user datagram protocol (UDP). In [5] , the same authors propose a different approach based on UDP and forward error correction. Bici et al. [6] wavelet-based progressive geometry compression scheme [7] to compress the 3-D mesh and the forward error correction system of [8] to protect the resulting embedded bitstream. The wavelet bitstream is packetized into a block of packets where unequal error protection is applied across the packets. However, the framework of [8] does not allow progressive transmission. Also it cannot be used with large 3-D models because of practical limits on the packet size and channel codeword length [9] . In this paper, we focus on a system proposed by AlRegib et al. [10] , which also relies entirely on forward error correction (see also [11] and [12] for variations of this system and [13] for an extension that exploits selective retransmission). But unlike the system used in [6] , it allows progressive transmission and can be used with large models. A progressive compression scheme is used to generate a base mesh and a number of refinement layers. Any transmitted layer is protected by applying Reed-Solomon codes across the packets and packetized in a block of packets (BOP) consisting of information symbols and parity symbols. Given a total transmission bit budget, the performance of the system is optimized by finding the number of layers that should be transmitted and the number of parity symbols allocated to each transmitted layer such that the expected distortion at the receiver is minimum. To solve this optimization problem, AlRegib et al. [10] apply exhaustive search whose complexity is reduced by constraining the number of parity symbols assigned to a given layer to be greater than or equal to the number of parity symbols assigned to the next layer. We show that even with this monotonicity constraint, the time complexity of exhaustive search remains too high, making it unfeasible when large models are used. We also show that this constraint can lead to poor performance and propose a dynamic programming algorithm that solves the unconstrained optimization problem in linear time and space.
Our algorithm is inspired from an algorithm of Dumitrescu and Wu [14] , which was developed to optimize a related system [15] . However, the algorithm of Dumitrescu and Wu [14] cannot be used with the system of [10] . Indeed, the packet size is fixed a priori in the system of [15] , while it can vary with the BOP in the system of [10] . Second, the number of information symbols allocated to a BOP is variable in the system of [15] , whereas it is fixed in the system of [10] . Third, the number of transmitted BOPs is fixed in the system of [15] , whereas it must be optimized in [10] . We also point out that our algorithm has linear time and space complexity, while the algorithm of [14] has quadratic time and space complexity.
The paper is organized as follows. In Section II, we discuss the system proposed in [10] . We show in particular that the proposed heuristic algorithm to optimize the bit allocation problem for this system is unfeasible when the 3-D model is large. In Section III, we propose a better packetization technique for this system and give an algorithm that finds an optimal solution to the bit allocation problem in linear time and space. In Section IV, we give experimental results for 3-D models compressed with the CPM coder [16] . We consider both a two-state Markov channel and a simulated Internet link.
II. PREVIOUS WORK
Consider media data compressed to layers consisting of one base layer and update layers. To decode a given layer, all information symbols in this layer and in the previous layers must be available. Let denote the number of symbols (for example, bytes) in the th layer . For , the th layer is packetized into a group of horizontal information packets of size symbols each. Then the same systematic Reed-Solomon code (or punctured or shortened Reed-Solomon code) of length is applied vertically on each of the groups of information symbols, yielding a BOP consisting of channel packets of size symbols each. The number of channel packets in a BOP is fixed, while both and are variable and satisfy , , and , where is the number of parity symbols assigned to the th layer (Table I) .
Because Reed-Solomon codes are maximum distance separable codes, when layer is transmitted over a packet erasure channel, the receiver can recover all information symbols if no more than channel packets are lost out of the transmitted ones.
Suppose now that the total transmission budget is fixed to . Then one can either send all layers without protection, or the first layers with a total protection budget , or the first layers with a total protection budget , etc. That is, the total transmission budget is kept constant by trading off information symbols for parity symbols. When BOPs are sent and an error protection allocation is used, the expected distortion is (1) where is the probability of successfully recovering all the information symbols in the th layer when , and is the distortion if the first layers are reconstructed. Here we assume that packet losses are independent in different BOPs. Note that is the error between the reconstructed 3-D model if all layers are decoded and the reconstructed 3-D model if only the first layers are decoded. The goal is to determine the number of transmitted layers and the associated error protection allocation such that the expected distortion (1) is minimum. AlRegib et al. [10] compute a solution to this problem by full search. This is done as follows. For all values of , , with corresponding protection budget , , all possible allocations such that are tested, and the best one is selected. To reduce the complexity of this exhaustive search, they propose to allow only solutions that satisfy the constraint . Moreover, they suggest to stop the iteration on in the algorithm as soon as the expected distortion of the best allocation for is greater than that for the previous .
The approach of [10] has a major drawback. When is large, the number of possible -tuple candidates that satisfy the constraint and is too large to allow an exhaustive search. For example, when , the number of candidates is 42, 560, 20 298, 2 012 069, and 470 259 534 for , 20, 40, 80, and 160, respectively. Because of the BOP packetization constraints , , and
, not all candidates are admissible. But this is not an advantage as usually only a few candidates will be admissible, leading to a poor performance of the system. Worse, in many cases, there will be no admissible allocations. For example, when , , and , it is not possible to build a BOP for the first layer.
III. PROPOSED SOLUTION
In this section, we first present a flexible BOP packetization technique. Then we provide a linear-time algorithm that finds an optimal number of layers to be transmitted and a corresponding optimal error protection allocation. In contrast to [10] , we do not assume that the number of parity symbols is nonincreasing. Moreover, we do not assume that the transmission budget is fixed to . Instead, we compute our solution for any arbitrary total transmission budget.
A. Proposed Packetization
We define the code gain of a BOP as the number of packets that contain only parity symbols. By increasing the code gain of a BOP, we make it more robust against packet loss, but we increase the total number of transmitted symbols for this BOP.
With the packetization of [10] , the code gain may not take all values in the set . For example, suppose that and . Then only and are admissible. We propose to make the construction of a BOP more flexible by inserting a dummy information symbol at the end of an information packet if needed. In this way, we guarantee that can take all values in . We do not transmit the dummy symbols as they can be inserted at the decoder automatically just to realize a rectangular BOP and hence do not contribute to the transmitted bit budget. For the example with and , the values , 1, 2 can be obtained with , , and (Table II) . Here denotes the total number of dummy symbols for the BOP. The possible packetizations corresponding to the values can be obtained in a systematic way as follows. For a given code gain , let , , and denote the size of the packet, the number of dummy symbols, and the number of information packets, respectively. Then we have and is the unique pair solving the equation subject to . The number of parity symbols associated to a code gain for the layer is .
B. Proposed Algorithm
Using the BOP packetization of Section III-A, we provide an algorithm for finding an optimal number of transmitted layers and a corresponding optimal code gain allocation given a total transmission budget . Note that once an optimal code gain allocation is known, one can derive immediately the corresponding optimal error protection allocation and packets sizes as explained in Section III-A. The bit allocation problem is illustrated in Fig. 1 . Each node at stage gives an available transmission budget for sending layers . As we move down from a node at stage to a node at stage , the available transmission budget is decreased by the number of source symbols at layer plus the number of parity symbols used to protect layer with the code gain corresponding to the edge connecting the two nodes. A node at stage is connected to a node at stage if the available transmission budget at node is enough to send layer with the code gain shown by the edge between the two nodes. Thus, we might have leaves at different levels. Each path connecting the root node to a leaf is associated with an expected distortion. We have Fig. 1 . A solution to the optimization problem is given by a path from the root to a leaf with minimum expected distortion. The length of the chosen path gives an optimal number of layers to be transmitted. Optimal code gains for each layer to be transmitted are indicated by the edges along the selected path. An optimal path can be found recursively starting from bottom to top.
to choose a path that gives the smallest expected distortion. The length of the chosen path gives an optimal number of layers to be transmitted and the edges along this path give the corresponding optimal code gains.
We observe that for a given node, the optimal sub-path below the node is independent of the sub-path above the node. This leads to the idea of solving the problem recursively by traversing the tree from bottom to top. Below we prove that our observation is true and give a formal description of the algorithm. Let , where is the probability of losing packets out of transmitted ones. Let denote the expected reduction in the distortion when layers are sent with code gains , respectively, given that layers are correctly decoded. Then
Since the expected error at the receiver is an optimal code gain allocation should maximize the expression . This can be done recursively with dynamic programming using the following result. On the other hand, we have
In a preprocessing step, we compute for each layer and for each code gain , the set of parity symbols (see Section III-A). Then we build the array for and , recursively using (2) and (3). Now, let be a function that returns the smallest that achieves in (2) [respectively, (3)] when and let it be 0 otherwise. Then is the optimal code gain for the th layer (and the corresponding is the optimal number of parity symbols) given that is the number of available transmission symbols for layers to , and that layers 1 to are already decoded.
Algorithm 1 summarizes our approach. The time complexity of the algorithm is , and its space complexity is . One can speed up Algorithm 1 by noting that for each , the array entry need only be computed for to as all other array entries are either 0 or will never be required.
Note that the algorithm can also be used when the size of a channel packet is constrained to be smaller than a given maximum length or larger than a given minimum length. In this situation, we simply include the constraint in the preprocessing step.
Algorithm 1: Optimal solution

Input:
(number of layers), , (number of symbols in layer ), , (distortion when layers are decoded), (number of packets in a BOP), , (probability of losing packets out of ), (transmission budget).
Output: (number of layers to be transmitted), , (code gain for layer ). 
IV. EXPERIMENTAL RESULTS
We provide experimental results for the transmission of 3-D models with the system described in Section III. We compare the optimal solution (S1) obtained by Algorithm 1, a solution (S2) that assumes as in [10] that the number of parity symbols assigned to a layer is nonincreasing , and a solution (S3) that assumes that the code gain is nonincreasing . Note that S2 and S3 cannot be computed by exhaustive search even for modest-sized instances of the problem. In [17] , we give algorithms that compute S2 and S3 in and , respectively. However, these algorithms cannot be used with large models because their space complexity is too large. For this reason, we first present simulation results for a small Bunny model (Fig. 2) .
We compressed the model with the CPM coder [16] to produce one base mesh and 11 update layers. The base mesh was further compressed with the Edge Breaker algorithm [18] . The number of information symbols (here bytes) was , , ,
. The distortions measured by the quadric error metric [19] were , , ,
The parameter corresponds to the distortion when no layers are received. The choice of this parameter has an effect on the solution computed by the algorithms. The greater the value of , the more importance is given to the protection of the base layer. In this experiment, we set . Fig. 3 gives the expected distortion (1) as a function of the mean packet loss rate for the three solutions. The channel model was a two-state Markov process. This channel model can be characterized by the transitional probabilities from the bad state to the good state or by the mean packet loss rate and the average loss burst length (that is, the average number of consecutively lost packets) [10] , [20] . The number of channel packets per BOP was set to . The total transmission budget was . Tables III and IV show the allocation of the parity symbols and the assignment of the code gains to the transmitted layers for mean packet loss rate 0.2 (only eight layers were transmitted at this packet loss rate).
The experiments show that the monotonicity constraint on the number of protection symbols can lead to a significant loss in performance. Fig. 4 shows that this result also holds for the root mean square error (computed with the Metro tool [21] ). Here , ,
was the root mean square error between the original model and its bounding box.
Although the individual symbols in layer are more important than those in layer , the protection of layer may require fewer parity symbols if this layer has fewer information symbols. The experiments also show that the monotonicity constraint on the code gains can harm the performance of the system.
The expression for the expected distortion (1) assumes that the packet losses are independent across different BOPs. This assumption is not true in channels with memory. However, Fig. 5 shows that when the burst length is not too large, this assumption does not harm the performance of the system. Figs. 6 and 7 confirm this result for a Dragon (Fig. 8) and Budha (Fig. 9 ) models progressively compressed to 21 and 12 layers, respectively. Since the layers have now a much larger size, the value of was increased to 200. Moreover, to obtain realistic packet sizes, Algorithm 1 was run under minimum and maximum packet size constraints of 100 and 1460 bytes, as explained in Section III-B. In the last experiment, we studied the performance of the optimal solution (S1) on a simulated Internet link. We collected a one-hour packet loss trace by sending ICMP packets of size 500 bytes from a computer in Konstanz, Germany, to a remote machine in Minsk, Belarus, which reflected all received packets back to Konstanz. We modeled the Konstanz-Minsk-Konstanz link as a two-state Markov channel and used the collected trace to estimate the mean packet loss rate and the average burst error length. We then applied our algorithm to determine the optimal error protection for the Budha model for the estimated channel parameters (0.0467 for the mean packet loss rate and 3.2 for the average burst length) and various transmission bit budgets. The expected distortion matched the actual average distortion (Fig. 10) . Fig. 11 shows the progressive average reconstruction quality at the receiver side when the total number of transmitted bytes is 820 416. The pictures show the layer corresponding to the nearest receiver average distortion. V. CONCLUSION We proposed a flexible packetization technique and an efficient source-channel allocation algorithm for the state-of-the art transmission system of AlRegib et al. [10] . Although our algorithm has linear-time complexity, its CPU time is not small enough for applications where the solution has to be computed in real time. However, since our algorithm finds an optimal solution, it can be used to check the quality of suboptimal solutions computed with heuristic techniques. It can also be used to build a lookup table that gives the solutions for a large set of channel conditions. Finally, we point out that although the system of AlRegib et al. [10] was originally introduced for the progressive transmission of 3-D models, it can also be used with any kind of progressively compressed media data, including JPEG2000 bitstreams.
