A local existence theorem is proved for classical solutions of the Vlasov-Poisswell system, a set of collisionless equations used in plasma physics. Although the employed method is standard, there are several technical difficulties in the treatment of this system that arise mainly from the, compared to related systems, special form of the electric-field term. Furthermore, uniqueness of classical solutions is proved and a continuation criterion for solutions well known for other collisionless kinetic equations is established. Finally, a global existence result for a regularized version of the system is derived and comments are given on the problem of obtaining global weak solutions.
Introduction
In the present paper the initial value problem (IVP) is studied for a nonlinear system of partial differential equations originating in plasma physics.
The standing assumption in the collisionless kinetic approach, as it is used here, is, that the distribution of a large ensemble of charged particles in space and the distribution of their respective momenta (or velocities) are properly described by a density function f on phase space. Moreover, it is assumed that the motion of these particles is influenced only by the electromagnetic field (E, B) which the ensemble creates itself and that collisions are sufficiently rare to be neglected.
Our setup is the following: We use R 3 as physical space and pose no restrictions on the velocities (or momenta), so that the phase space is taken to be R 3 × R 3 . The density function f now depends on (x, p) ∈ R 3 × R 3 and on time t ∈ R (or R + 0 ) and has the following interpretation: f (t, x, p) gives the number of charged particles which at instant of time t are located in x and have momentum p. We will always assume that f is nonnegative.
The system to be considered lies in between the Vlasov-Poisson system (VP) and the relativistic Vlasov-Maxwell system (RVM). Its main feature is that the field equations are of elliptic type (as in the VP system) but the Vlasov equation contains a fully coupled magnetic field term. To motivate the system a bit more we start with a version of the relativistic Vlasov-Maxwell system including the speed of light c.
Using Coulomb gauge the electric and the magnetic fields E and B respetively are represented as E = −∇Φ − c −1 ∂ t A, B = ∇ × A, where Φ and A denote the scalar potential and the vector potential respectively. With these quantities RVM may be written as ρ(t, x) = f (t, x, p)dp, j(t, x) = f (t, x, p)v(p)dp, ( If we drop all terms of order 1 c 2 in system (1.1) (this should not be considered as a rigorous operation), i.e., if we drop the time derivatives in (1.1b), drop (1.1e) completely and replace v(p) with p everywhere, we arrive at ρ(t, x) = f (t, x, p)dp, j(t, x) = f (t, x, p)pdp.
(1.2d)
Normalizing (i.e., setting c = 1) we obtain the Vlasov-Poisswell system which is studied here. The system has been introduced and studied numerically in the paper [3] and the authors claim that for certain physical test cases in the low frequency regime (Landau damping and the electromagnetic beam-plasma instability) their results are in very good accordance with theoretic predictions. Our main concern is the proof of a local existence result for classical solutions including a continuation criterion. Although this result is not surprising at all and in principle the methods developed for VP and RVM are applicable, there were some traps resulting mainly from the term 1 c ∂ t A in (1.2c) that had to be circumvented. So this proof has become considerably more involved than that for VP or even RVM. Remarkably this seems to be the first analytic result for the VlasovPoisswell system at all. Such a local existence theorem is usually the starting point for all further investigations of existence questions.
The paper is organized as follows: We derive a priori estimates for solutions of (1.2) in Sections 2, 3, 4. In Sections 5, 6 we set up an iterative scheme and show its convergence to a solution of the IVP for the Vlasov-Poisswell system. As a supplement we also prove uniqueness of solutions in Section 7 and establish a continuation criterion which is well known for other kinetic equations (see, e.g., [2, 7, 12] ). In this final section we also discuss a regularisation of the system for which we can prove global existence.
Statement of the equations and simple properties
The object of study in this paper is the initial value problem for the system of equations
with boundary condition lim x→∞ U (t, x) = lim x→∞ A(t, x) = 0, i.e., we are looking for solutions of (2.1) which in addition satisfy f (0) = f • , where the initial value f • is some prescribed function which we will always assume to be nonnegative and sufficiently regular. Concerning the dimensions of the underlying spaces it is assumed throughout this article that x, v ∈ R 3 , t ∈ [0, ∞[ so that the solutions f are defined on a set of the form I × R 3 × R 3 where I ⊂ [0, ∞[ is an interval containing 0. If not indicated differently then the domain of integration is all of space, i.e. R 3 or R 6 .
The quantities E and B will be called electric and the magnetic field respectively although the equations used are only approximations to the physically correct ones. In [3] the System (2.1) was introduced and the authors called it the Vlasov-Poisswell system. 1 We usually decompose the electric field as
) is called a classical solution of the Vlasov-Poisswell system if for every 0 ≤ T < T * the set 0≤t≤T supp f (t) is bounded and (2.1) is satisfied in the classical sense.
Remark. Note that in this case all quantities appearing in (2.1) are well defined. To fix notation we occasionally speak of a solution (f, E, B).
It is the main concern of the present paper to establish the following
Starting in the remaining part of the present section and continuing in Sections 3 -6 we will develop the arguments necessary for the proof of Theorem 2.2.
If f is a classical solution on some interval [0, T [ with f (0) = f • nonnegative and if we define (X(s, t, x, v), V (s, t, x, v)) as solution of the characteristic systeṁ
This means that f is constant along solutions of the characteristic system, i.e.,
Since the characteristic flow is volume preserving we have
Furthermore, energy conservation holds for System (2.1). Defining kinetic and potential energies as
it is seen by an elementary computation using (2.1) that E(t) := E kin (t) + E pot (t) = E(0). Since the potential energy E pot is non-negative, we obtain that
where C is a constant depending on f • . We will exploit this fact in Section 3. Differentiating the current density j with respect to t and using the Vlasov equation, one arrives at
which becomes
when integrated by parts. The quantity σ introduced in the preceding line is defined by 5) with v⊗v denoting the 3×3 matrix with entries (v⊗v) ij = v i v j and the divergence is to be understood row wise. The equation ∆A(t) = −4πj(t) together with the boundary condition A(t, x) → |x|→∞ 0 implies
compare [5] , Chapter 4, and then it is easily seen that we have ∆∂ t A(t) = −4π∂ t j(t) at least in the sense of distributions. We can now write −∆E T (t) = ∆∂ t A(t) = −4π∂ t j(t), so that
in the weak sense.
A priori estimates
In this section we continue establishing bounds satisfied by a solution of (2.1). So again assume that (f, E, B) is a solution with f (0) = f • ≥ 0 on some interval [0, T [. We define the quantity
Note that (2.1d) permits us to estimate as follows
where the constants C depends on f • . Applying [11] , Lemma P1, it is seen that
where we used Eq. (2.3). We now use the interpolation result Lemma 1.8 from [11] together with Eq. (2.4) to find the bound
By well known estimates (see, e.g., [9] , Lemma 2.4) it follows that
Let again (X, V )(s, t, x, v) denote the solution of the characteristic system, Eqns. (2.2). In the following computation we will abbreviate (X, V )(t) = (X, V )(t, 0, x, v). Integrating the equation for V (t) and expressing ∂ τ A(τ, X(τ )) as
Assuming that (x, v) ∈ supp f • we infer from the preceding equation that
Using the estimates derived before and because P (0) ≥ 1 we infer that there exists a constant C * depending only on f • such that with
we have
Our next goal will be to derive a priori estimates for ∂ x f (t). Let 0 ≤ t ≤ T < T * . We now write (X, V )(s) = (X, V )(s, t, x, v). Constants denoted by C may depend on f • and on T . Let 0 ≤ s ≤ t and (x, v) ∈ supp f (t). We start with the characteristic system in its integrated form
Differentiating with respect to x, estimating and adding leads to
where . denotes the supremum norm. Note that the constant C t in Eq. (3.7) may be written as
To continue we use estimates for the second derivatives of the potentials, see, e.g., [11] , Lemma P1. According to that reference we have
because ρ(τ ) and j(τ ) are already known to be bounded on [0, T ] and their support is under control. The last statement becomes clear when defining
One observes that R(t) ≤ R 0 + t 0 P (s)ds ≤ S(t) where
and observe that
so that we may infer from Eq. (3.7) that
Gronwall's inequality now implies
so that one deduces H(0, t) ≤ C T for t ∈ [0, T ] when applying Gronwall's inequality once more. It is then clear that the quantities
are also bounded on [0, T ] by a constant depending only on f • , Q(T ), and S(T ). So the bound actually depends on T and f • only. Differentiating the characteristic system with respect to v (instead of x) and imitating the steps that lead us to (3.7), one arrives at
So we may conclude that
We formulate part of our results in the following
Then there exists a positive constant T * and nondecreasing continous functions Q, K : [0, T * [→ R + , such that for any smooth solution of System (2.1) on an interval [0, T ] with 0 ≤ T < T * satisfying f (0) = f • we have
where
2 We will emphasize one conclusion. If f is a solution as above and σ as in Eq. (2.5), we have
for some nondecreasing continous function
→ R be a classical solution as in Definition 2.1 with f (0) nonnegative and let P as given in (3.1). Then there exist nondecreasing continous functions
Note that the existence of the function Q follows by our concept of classical solution as formulated in Definition 2.1. The remaining part of the claim is verified by repeating the arguments given before. 2
An auxiliary elliptic equation
In this section we take a look at equations of type (2.6). We will prove existence of solutions and derive some estimates for them. As a first consequence we will obtain further a priori estimates for solutions of System (2.1). The ideas involved owe much to [9] .
we introduce the scalar product , H by
Then (H, , H ) becomes a Pre-Hilbert space. We denote its completion by H, so (H, , H ) is a Hilbert space. We claim that we can identify every h ∈ H in a one to one manner with a function Φ h belonging to {Φ ∈ L 6 (R 3 )|∇Φ ∈ L 2 }, where ∇Φ denotes the distributional gradient. To confirm this claim let a Cauchy sequence (E n ) ⊂H be given. Then we have
Moreover, we can conclude that E n → Φ h in L 6 (R 3 ) due to the Gagliardo-Nirenberg-Sobolev inequality, see, e.g., [4] , Section 5.6, Theorem 1. Then
as is easily verified. So we have that indeed
, so our map is well defined. It is one to one by construction. We say that Φ ∈ H is a weak solution of the equation
where we suppose that ρ and F are chosen such that all integrals are well defined. We will now prove the
, F ∈ C c (R 3 ) be given and let ρ ≥ 0. Then there exists a unique weak solution E ∈ H of the equation
Furthermore,
holds for any R > 1.
Proof of Proposition 4.1. Using techniques presented in [9] , Lemma 3.4, it is seen that a weak solution E of Eq. (4.1) exists and satisfies
for any η ∈ C ∞ (R 3 ) with supp η ⊂ Ω, η ∞ ≤ 1, ∇η ∞ ≤ 2. Now we specify the function η a bit closer. Choose a C ∞ − function ϕ : R → R such that ϕ(x) = 1 for x ≤ 0, ϕ(x) = 0 for x ≥ 1, ϕ ∞ ≤ 1, and ϕ ∞ ≤ 2. For R > 1 set ϕ R (t) = ϕ(t − R) and define
So we have that
By Minkowski's inequality
Plugging into (4.2) we get
as claimed. 2
We will also need a variant of the foregoing result which we have already pointed out in the proof just given. We formulate it as
. Then the weak solution E ∈ H from Proposition 4.1 is a classical solution, i.e., E ∈ C 2 (R 3 ) and the equation holds in a pointwise sense. Moreover, we have E(x) → |x|→∞ 0.
2
We return to the situation as presented in Section 3. Remember that supp ρ(t), supp j(t),
in the weak sense. To use the estimates from Proposition 4.1 we have to make sure that E T ∈ H. This can be seen as follows: By Proposition 4.1 there exists a unique Φ ∈ H which solves −∆Φ = 4π∂ t j(t). On the other hand we have that
and consequently ∂ t A(t) is another weak solution of (4.3). It is seen easily that for |x| large we have ∂ t A(t, x) ≤ C|x| −1 which implies that ∂ t A(t) ∈ L 6 (R 3 ). Consequently we get that Φ − ∂ t A(t) is a harmonic function on R 3 which belongs to L 6 (R 3 ) which must therefore vanish identically. Hence it follows that E T (t) = −∂ t A(t) ∈ H and from Proposition 4.1 we infer
for 0 ≤ t ≤ T < T * and a constant C depending on f • and T . Using the bounds already obtained we can estimate
Inserting into (4.4) we arrive at E T (t) ∞,B S(t) (0) ≤ CS(t) 11/3 . This estimate may now be used in the
∞ . We sum up our results in the following 
Construction of a convergent scheme
In this section we construct a sequence (f n ) which will eventually be shown to converge to a solution of (2.1). So suppose that f • ∈ C 2 c (R 6 ) is a given nonnegative function. Let T * be as given in Proposition 3.1 and assume that 0 < T < T * .
Step 1. Definition of the sequence.
Let C σ denote the function given in the remark following Proposition 3.1 and let Φ : R 3 → R 3 be a smooth function such that
Similarly let Ψ : R 3 → R 3 be a smooth function such that
with C E T as in Proposition 4.3.
We define f 0 (t, x, v) := f • (x, v) and if f n is already defined, we set
and
. Finally, we define E T n as the solution of the equation
with boundary condition E T n (t, x) → |x|→∞ 0 as given by Corollary 4.2 and set
Denote by (X n , V n )(s, t, x, v) the solution of the characteristic systeṁ
with initial condition (X n , V n )(t, t, x, v) = (x, v). Frequently we will also use the notation Z n (s, t, x, v) = (X n , V n )(s, t, x, v). The next iterate is then obtained by setting
Remark. Note that our sequences are defined for 0 ≤ t < ∞ but in the sequel the convergence will only be proved for 0 ≤ t ≤ T . Moreover, note that in the construction of our sequence we have restricted the domain of integration when defining the quantities ρ n , j n , and σ n . Furthermore, we have introduced bounds for div (x) σ n (t) in the equation defining E T n and also introduced a bound on E T n when defining E n . Concerning the regularity of the sequences constructed the following holds Lemma 5.1 Let (f n ) be as defined above. Then
Proof of Lemma 5.1 The proof is a straight forward induction.
2
Step 2. Bounds for the support.
Having defined this sequence our next major goal is to show its convergence. To do so we first have to establish a number of a priori bounds for this sequence. Note that we have
since the flow Z n is volume preserving. Having restricted the domain of integration in the definition of the quantities ρ n (t), j n (t), and σ n (t), it follows that ρ n (t) ∞ , j n (t) 1 , j n (t) ∞ , and σ n (t) ∞ are bounded independently of n and t ∈ [0, T ]. Consequently E L n (t) ∞ and B n (t) ∞ are also bounded by a constant depending only on f • and T . Define
From (5.6) we get that
which allows us to conclude that P n (t) ≤P for n ≥ 1, t ∈ [0, T ], whereP > 0 is a properly chosen constant depending on f • and T only. Using the characteristic equation for X n it is clear that there also holds R n (t) ≤R for n ≥ 1, t ∈ [0, T ], and a certain constantR > 0.
Step 3. Bounds for derivatives.
To continue deriving bounds it is again necessary to differentiate the characteristic system, but this time for the iterates. Due to our definitions of E T n , E n , ρ n , j n , σ n this is possible in almost the same way as it was done in Section 3. One finds that the following quantities are bounded on [0, T ] by a constant depending only on f • and T :
Another Gronwall loop for the second derivaties of the characteristic systems reveals that the same is true for
Step 4. Proof of convergence.
Now we want to prove convergence of our sequences. First
and similarly
. From the characteristic system we get for the differences on the right hand side of (5) the estimates
By standard arguments it follows that
The next step is to derive a similar estimate for |∂ x Z n (s) − ∂ x Z n−1 (s)|. Note that we can rewrite
Again estimating this term is standard: Defining
where the supremum is taken over the set supp f n+1 (t) ∪ supp f n (t), one arrives at
It follows that
The field equations imply
and, furthermore, we have
To estimate the terms involving E T n note that
Remember supp ρ n (τ ) ⊂ BR(0) for all n ∈ N, 0 ≤ τ ≤ T . So we get
) from Proposition 4.1. It then follows with (5.11) that
Therefore we obtain
and by a similar reasoning
So we finally arrive at
which allows us to conclude that
It follows directly that the sequences (f n ) and (∂ x f n ) are uniformly Cauchy.
Identification of the solution
The result obtained at the end of the preceding section implies that there is a function f ∈ C([0, T ]× R 6 , R) such that ∂ x f exists and is continous and such that
Furthermore, we have supp f (t) ⊂ BP (0) × BR(0) for t ∈ [0, T ]. We define
Since ρ(t), j(t), and σ(t) are continuously differentiable and we have supp ρ(t), supp j(t), supp σ(t) ⊂ BR(0), 0 ≤ t ≤ T , we may infer that the solutions to ∆U (t) = −4πρ(t), ∆A(t) = −4πj(t), U (t, x), A(t, x) → |x|→∞ 0 exist in the classical sense.
Furthermore, let E L (t) = −∇U (t), B(t) = ∇ × A(t). It is an easy task to verify that ρ n → ρ,
Then it is clear that we also have
To summarize our result so far we can state that f is a solution of the system
with boundary conditions lim x→∞ U (t, x) = lim x→∞ A(t, x) = 0 and satisfying f (0) = f • .
Observe that
As we have that ∆∂ t A(t) = −4π∂ t j(t), ∂ t A(t, x) → |x|→∞ 0 in the weak sense, it follows that
in the weak sense. Set P s (t) = sup{|v||∃0 ≤ s ≤ t, x ∈ R 3 : f (s, x, v) = 0} and let us define
Clearly we have that I ⊂ [0, T ] is an interval with 0 ∈ I. Since P s is continous and the same is true for div But then our a priori bounds for solutions of this system imply 
Uniqueness, continuation of solutions, and regularization
In this section we formulate and prove three supplemental propositions. One is concerned with the uniqueness of solutions for the system studied, the other provides information on how a possible blow up for solutions may occur. This in turn may also be seen as a continuation criterion for solutions. Finally, we take a look at a regularized version of System (2.1).
Proposition 7.1 For any given nonnegative f • ∈ C 1 c (R 6 ) and for anyT > 0 the System (2.1) admits at most one solution f on the interval [0,T [ with f (0) = f • .
Proof. Assume that f ,f ∈ C 1 ([0,T [×R 6 ) are two solutions with f (0) =f (0). We will denote all quantities associated to the solutionf with a tilde over the corresponding symbol. Choose an arbitrary T ∈ [0,T [. There exist constants R T , Q T > 0 such that
Writing K = E + v × B andK =Ẽ + v ×B it is seen using an elementary computation that
If we define D(t) := f (t) −f (t) 2 , it therefore follows that
because an a priori bound for ∂ vf is available, see Corollary 3.2. As a consequence of the HardyLittlewood-Sobolev inequality (see [8] or [11] , Lemma P2) we have
To get an estimate for the term E T (t)−Ẽ T (t) L 2 (B R T (0)) we have to go back to the elliptic equation
solved by E T (t) −Ẽ T (t). We have
We will make use of the following Lemma 7.2 Let E ∈ H be a weak solution to the equation
Then we have
Proof of Lemma 7.2. The proof relies on a duality argument and is similar to the one of Lemma 2.7. in [9] .
2
We continue with the proof of Proposition 7.1. As we have
we can use the Lemma. We estimate
Using (7.2) and the fact that ρ(t) −ρ(t) 6/5 + j(t) −j(t) 6/5 ≤ C f (t) −f (t) 2 , we obtain 2 , so that when combining with (7.2) and inserting into
We come to the next result of this section. Given f • ∈ C 2 c (R 6 ) we have seen that there exists a unique solution of the initial value problem for System (2.1) on an interval [0, T * [ such that 0≤t≤T supp f (t) is bounded for any T ∈ [0, T * [. In regard of our uniqueness result in Proposition 7.1 we may now choose T * maximal with this property. Then the following holds. Proof. Suppose T * < ∞ and Q T * > 0 is chosen such that lim t T * P (t) < Q T * . One must show that the solution can be extended beyond T * . Since the arguments needed for that are repetitions of statements given before, we will not give the details here.
To conclude this section we want to give some facts on a regularized version of System (2.1). Let δ denote the standard mollifier. We set d = δ δ where denotes convolution and consider for > 0 the system
ρ(t, x) = f (t, x, v)dv, j(t, x) = f (t, x, v)vdv, (7.4b)
4c)
Defining E kin (t) = v 2 f (t, x, v)d(x, v), E pot (t) = 2 U d (t, x)ρ(t, x)dx + A d (t, x) · j(t, x)dx , one easily shows that for classical solutions f of (7.4) one has d dt (E kin (t) + E pot (t)) = 0. (7.5)
We want to rewrite the expression for E pot (t). Define ρ δ = ρ δ , j d = j δ , U δ = 1 |.| ρ δ , A δ = 1 |.| j δ , E L δ = −∇U δ , B δ = ∇ × A δ , and observe using, e.g., Eq. (2.3) of [1] and the associativity of the convolution, that
From here it follows with (7.5) that E L δ (t) 2 + B δ (t) 2 ≤ C and, furthermore, E kin (t) ≤ C where C depends on f (0). As it was done in Section 3, we conclude that j(t) p ≤ C for p ∈ [1, 5/4]. It then follows that j d (t) p ≤ C, 1 ≤ p ≤ ∞. Note that this constant depends on . Moreover, we have ρ d (t) p ≤ C, 1 ≤ p ≤ ∞, because again ρ(t) 1 ≤ C due to the conservation of phase space volume, see (2.3) . Consequently E L (t) ∞ , A(t) ∞ , and ∂ x A(t) ∞ are bounded independently of t, too. As in the proof of existence of solutions for the System (2.1) these facts lead us to the following Proposition 7.4 To every nonnegative f • ∈ C 2 c (R 6 ) the System (7.4) has a unique global classical solution f ∈ C 1 ([0, ∞[×R 6 ) satisfying f (0) = f • . Now suppose that f • ∈ C 2 c (R 6 ) is given and (f n ) is a sequence of solutions corresponding to a sequence n → 0. It seems that there is only an L 1 -bound available for σ n (t, x) = v ⊗ vf n (t, x, v)dv, which doesn't give any control on E T n when exploiting the analogue of Eq. (2.6). On the other hand a bound on E T n seems necessary to use the velocity averaging smoothing effect as it was done in [6, 10, 9] to overcome the difficulties in passing to the limit in the nonlinear term of (2.1).
