Introduction
The majority of communications applications, from cellular telephone conversations to credit card transactions, assume the availability of a reliable network. At this level, data are expected to traverse the network and to arrive intact at their destination. The physical systems that compose a network, on the other hand, are subjected to a wide range of problems, ranging from signal distortion to component failures. Similarly, the software that supports the high-level semantic interface 1 often contains unknown bugs and other latent reliability problems. Redundancy underlies all approaches to fault tolerance. Definitive definitions for all concepts and terms related to reliability, and, more broadly, dependability, can be found in [AAC + 92].
Designing any system to tolerate faults first requires the selection of a fault model, a set of possible failure scenarios along with an understanding of the frequency, duration, and impact of each scenario. A simple fault model merely lists the set of faults to be considered; inclusion in the set is decided based on a combination of expected frequency, impact on the system, and feasibility or cost of providing protection. Most reliable network designs address the failure of any single component, and some designs tolerate multiple failures. In contrast, few attempt to handle the adversarial conditions that might occur in a terrorist attack, and cataclysmic events are almost never addressed at any scale larger than a city.
The temporal characteristics of faults vary widely, but can be roughly categorized as permanent, Beyond the selection of a fault model, several additional problems must be considered in the design of a fault-tolerant system. A system must be capable of detecting each fault in the model, and must be able to isolate each fault from the functioning portion of the system in a manner that prevents faulty behavior from spreading. As a fault detection mechanism may detect more than one possible fault, a system must also address the process of fault diagnosis (or localization), which narrows the set of possible faults and allows more efficient fault isolation techniques to be employed. An error identified by a system need not necessarily be narrowed down to a single possible fault, but a smaller set of possibilities usually allows a more efficient strategy for recovery.
Fault isolation boundaries are usually designed to provide fail-stop behavior for the desired fault model. The term fail-stop implies that incorrect behavior does not propagate across the fault isolation boundary; instead, failed components cease to produce any signals. Fail-stop does not imply self-diagnosis; components adjacent to a failed component may diagnose the failure and deliberately ignore any signals from the failed component, but the physical system design must allow such a decision. In a router, for example, the interconnect between cards controlling individual links must provide electrical isolation to support fail-stop behavior for failed cards. A bus-based computer interconnect does not allow for fail-stop, as nothing can prevent a failed card from driving the bus lines inappropriately. In modern, high-end servers, such buses have been replaced by switched networks with broadcast capability in order to enable such isolation. The eradication of similar phenomena in the move from shared to switched Ethernets in the mid-1990's was one of the main administrative advantages of the change, as failed hosts are much less likely to render a switched network unusable by flooding it with continuous traffic.
Two models of network service have dominated research and commercial networking. The first is the telephony network, or more generally a network in which quasi-permanent routes called circuits deliver fixed data capacity from one point to another. In digital telephony, a voice circuit requires 64 kbps; a single lightpath in a wavelength division multiplexed (WDM) optical network may deliver up to 40 Gbps, but is conceptually similar to the circuit used to carry a phone call.
The second network service model is the packet-switched data network, which evolved from the early ARPANET and NSFNET projects into the modern Internet. Packet-switched networks do not usually provide strong guarantees on delivered data rate or maximum delay, but are typically more efficient than circuit-oriented designs, which must base guaranteed agreements on worst-case traffic load scenarios.
For the purposes of our discussion, the key difference between these two models lies in the fact that applications using packet-switched networks can generally tolerate more serious service disruptions than can those based on circuit-switched networks. The latter class of applications may assume that data rate, delay, and jitter guarantees provided by the network will be honored even when failures occur, whereas minor disruptions may occur even in normal circumstances on packet-switched networks due to fluctuations in traffic patterns and loads. Fault tolerance issues are thus addressed in markedly different ways in the two types of networks. In packet-switched networks like the Internet, users currently tolerate restoration times of minutes [LABJ00, LAWV01], whereas fault tolerance for circuit-switched networks can be considered a component of quality of service (QoS) [MK96, PO97] , and is typically achieved in milliseconds, or, at worst, seconds.
The majority of this article focuses on fault tolerance issues in high-speed backbone networks, such as wide-area networks (WAN's) and metropolitan-area networks (MAN's). Such networks are predominantly circuit-based and carry heavy traffic loads. As even a short down time may cause substantial data loss, rapid recovery from failure is important, and these networks require high levels of reliability. Backbone networks are generally are implemented using optical transmission and, conversely, fault tolerance in optical networks is typically considered in the context of backbone networks [GR00, ZS00] . In these networks, a failure may arise because a communications link is disconnected or a network node becomes incapacitated. Failures may occur in military networks under attack [Gre95] , as well as in public networks, in which failures, albeit rare, can be extremely disruptive [SB00, Chap. 8].
The next section provides an overview of fault detection mechanisms and the basic strategies available for recovery from network component failures. Sections 3 and 4 build on these basics to illustrate recovery schemes for high-speed backbone networks. Sections 5 and 6 examine simple and more complex topologies and discuss the relationship between topology and recovery.
Section 5 highlights ring topologies, as they are a key architectural component of high-speed networks. Section 6 extends the concepts developed for rings by overlaying logical ring topologies over physical mesh topologies. We also discuss some link and node-based reliability schemes that are specifically tailored to mesh networks. Although the text focuses on approaches to fault tolerance in high-speed backbone networks, many of the principles also apply to other types of networks. In Section 7, we move away from circuit-switched networks and examine fault tolerance for packet-switched networks, and in particular the Internet. Finally, Section 8 discusses reliability issues for local area networks (LAN's).
Failure Detection and Recovery
A wide variety of approaches have been employed for detection of network failures. In electronic networks with binary voltage encodings (e.g., RS-232), two non-zero voltages are chosen for signaling. A voltage of zero thus implies a dead line or terminal. Similarly, electronic networks based on carrier modulation infer failures from the absence of a carrier. Shared segments such as Ethernet have been more problematic, as individual nodes cannot be expected to drive the segment continuously. In such networks, many failures must be detected by higher levels in the protocol stack, as discussed later in this section.
The capacity of optical links makes physical monitoring a particularly important problem, and many techniques have been explored and used in practice. Optical encoding schemes generally rely on on-off keying, i.e., the presence of light provides one signal, and its absence provides a second. With single-wavelength optics, information must be incorporated into the channel itself.
One approach is to monitor time-averaged signal power, using an encoding scheme that results in a predictable distribution of on and off frequencies. A second approach utilizes overhead bits in the channel, allowing bit error rate (BER) sampling at the expense of restricting the data format used by higher levels of the protocol stack. A third approach employs a sideband to carry a pilot tone.
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These approaches are complementary, and can be used in tandem.
A WDM system typically applies the single-wavelength techniques just mentioned to each wavelength, but the possibility of exploiting the multiplexing to reduce the cost of failure detection has given rise to new techniques. A single wavelength, for example, can be allocated to provide accurate estimates of BER along a link. Unfortunately, this approach may fail to detect frequencydependent signal degradation. Pairing of monitoring wavelengths with data wavelengths reduces the likelihood of missing a frequency-dependent failure, but is too inefficient for most networks.
The approaches discussed so far have dealt with failure detection at the link level. With circuitswitched networks, the receiver on any given path can directly monitor accumulated effects along the entire path. The techniques discussed for a single wavelength can also be employed for a full path with optically transparent networks. With networks that perform optoelectronic conversion at each node, only in-band information is retained along the length of the path, and overhead in the data format is typically necessary for failure detection. Path-based approaches are advantageous in the sense that they may cover a broader set of possible failures. They get to the root of the problem: something went wrong getting from the sender to the receiver. Link-based approaches, however, make fault localization simpler, an important benefit in finding and repairing problems in the network. In practice, most backbone networks use a combination of link and path detection techniques to obtain both benefits.
Additional fault tolerance is often included in higher levels of a network protocol stack. Most protocols used for data networking (as opposed to telephony), for example, include some redun- Prompted by the increasing reliance on high-speed communications and the requirement that these communications be robust to failures, backbone networks have generally adopted self-healing strategies to automatically restore functionality. The study of self-healing networks is often classified according to the following three criteria (see [BPF94a, Dov91] , for instance) the use of link For path recovery, when a failure leaves a node disconnected from the primary route, a back-up route, which may or may not share nodes and links with the primary route, is used. Link rerouting usually refers to the replacement of a link by links connecting the two end nodes of the failed link.
When the rerouting is precomputed, the method is generally termed protection. Thus, path protection refers to precomputed recovery applied to connections following a particular path across a network. Link or node protection refers to precomputed recovery of all the traffic across a failed link or node, respectively. 
Path-based Schemes
Protection schemes, in which recovery routes are preplanned, generally offer better recovery speeds than restoration approaches, which search for new routes dynamically in response to a failure and generally involve software processing [NON94, VVS94] . The Synchronous Optical NETwork (SONET) specification, for example, requires that recovery time with protection approaches be under 60 milliseconds. Recovery can be achieved in tens of milliseconds using opto-mechanical add-drop multiplexers [TYKK94, Sos94] , and in a few microseconds using acousto-optical switches [EDP90, WW92] . In contrast, dynamic distributed restoration using digital cross-connect in an all-optical network. Traffic grooming, in which traffic can be assigned to wavelengths in granularities smaller than whole wavelengths, can allow for much more effective sharing. With ATM, path rerouting performed by the private network node interface (PNNI) tears down virtual circuit (VC) connections after a failure, forcing the source node to establish a new end-toend route. Back-up virtual paths (VP's) can be predetermined [KHT95] or selected jointly by the end nodes [LZL94] . Source routing, which is used by ATM PNNI, can be preplanned [HCGK97] or partially preplanned [MK96] .
Link and Node-Based Schemes
As with path rerouting, methods commonly employed for link and node rerouting in high-speed networks can be divided into protection and restoration, although some hybrids schemes do ex- The fact that link and node protection are performed independently of the particular traffic being carried does provide an additional benefit. In particular, these approaches are independent of traffic patterns, and can be preplanned once to support arbitrary dynamic traffic loads. Path Figure 4: Four-fiber system with fiber-based loop-back. Primary traffic is carried by fiber 1 and by fiber 2. Back-up is provided by fiber 3 for fiber 1 and by fiber 4 for fiber 2.
wavelength. Obviating the need for wavelength changing is economical and efficient in WDM networks. One could, of course, back up traffic from λ 1 on fiber 1 onto λ 2 on fiber 2, if there were advantages to such wavelength changing, for instance in terms of wavelength assignment for certain traffic patterns. We can easily extend the model to a system with more fibers, as long as the back-up for a certain wavelength on a certain fiber is provided by some wavelength on another fiber. Moreover, we may change the fiber and/or wavelengths from one fiber section to another.
For instance, the back-up to λ 1 on fiber 1 may be λ 1 on fiber 2 on a two-fiber section and λ 2 on fiber 3 on another section with four fibers. Note, also, that we could elect not to back up λ 1 on fiber 1 and instead use λ 1 on fiber 1 for primary traffic. The extension to systems with more fibers,
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Figure 5: Two-fiber WDM-based loop-back. Primary traffic is carried by fiber 1 on λ 1 and by fiber 2 on λ 2 . Back-up is provided by on λ 1 on fiber 2 for λ 1 on fiber 1. λ 2 on fiber 2 is backed up by λ 2 on fiber 1.
inter-wavelength back-ups and back-ups among fiber sections can be readily done.
The finer granularity of WDM-based recovery systems provides several advantages over fiberbased systems. First, if fibers carry at most half of their total capacity, only two fibers rather than four are necessary to provide recovery. Thus, a user need only lease two fibers, rather than paying for unused bandwidth over four fibers. On existing four-fiber systems, fibers could be leased by pairs rather than fours, allowing two leases of two fibers each for a single four-fiber system. The second advantage is that, in fiber based-systems, certain wavelengths may be selectively given restoration capability. For instance, half the wavelengths on a fiber may be assigned protection, while the rest may have no protection. Different wavelengths may thus afford different levels of restoration QoS, which can be reflected in pricing. In fiber-based restoration, all the traffic carried by a fiber is restored via another fiber. If each fiber is less than half full, WDM-based loop-back can help avoid the use of counterpropagating wavelengths on the same fiber. Counterpropagating wavelengths on the same fiber are intended to enable duplex operation in situations that require a full fiber's worth of capacity in each direction and which have scarce fiber resources. However, counterpropagation on the same fiber is onerous and reduces the number of wavelengths that a fiber can carry with respect to unidirectional propagation. WDM-based loop-back may make using two unidirectional fibers preferable to using two counterpropagating fibers, for which one fiber is a back-up for the other.
When more than one ring is required, rings must be interconnected. In SONET, the usual method to handle nodes shared between rings is called matched nodes. Figure 6 shows matched nodes under normal operating conditions. Consider traffic moving from ring 1 to ring 2; traffic in the reverse direction is handled similarly. Under normal operation, matched node 1 is responsible for all inter-ring communications. Matched node 1 houses an add-drop multiplexer (ADM) that performs a drop and continue operation. The drop and continue operation consists of duplicating all traffic through matched node 1 and transmitting it to matched node 2. Thus, matched node 2 has a live back-up of all the traffic arriving to matched node 1, and mirrors the operation of matched node 1. However, under normal operating conditions, ring 2 disregards the output from matched node 2. Failure of any node other than the primary matched node is handled by a single ring in a stand-alone manner. Failure of the secondary matched node treats intra-ring and inter-ring traffic differently. Note that, depending on the failure mode of the primary matched node, the failure may be seen by both rings or by a single ring. Indeed, failures may occur only on access cards interfacing with one or the other ring, or a wholesale failure may be detected by both rings. Loopback is performed on all the rings that see the failure. Intra-ring traffic is recovered within the ring wherein it lies and inter-ring traffic is handled by the second node. How to extend matched nodes to cases other than simple extensions of the topology shown in Figure 6 is generally not known.
For instance, the case in which a node is shared by more than one ring is difficult. Similarly, the case in which two adjacent rings share links without duplication of resources, as shown in Figure 8 , is complicated in the case of shared nodes. is well-suited to current optical access applications [Gro] .
Mesh Networks
In this section, we expand our exploration of topologies to redundant meshes. Restricting a network to use only DP and SHR's is a constraint that has cost implications for building and expanding For instance, adding a new node, connected to its two nearest node neighbors, will preserve mesh structure, but may not preserve ring structure. Our arguments indicate that, for reasons of cost and extensibility, mesh-based architectures are more promising than interconnected rings. To allow every link to carry protected traffic, other ring-based approaches ensure that every link is covered by a ring. One approach to selecting such covers is to cover a network with rings so that every link is part of at least one ring [Gro92] . Several issues arise concerning the overlap and interconnection of such rings. Many of these issues are similar to issues encountered in SONET network deployment. The two main issues are management of links logically included in two rings and node management for ring interconnection.
The first issue concerns the case in which a single link is located on two rings. If that link bears a sufficient number of fibers or wavelengths, the two rings can be operated independently over that link, as shown in Figure 7 . However, the resources available to the overlay network may require sharing the resources over that link. Figure 8 shows such a network, in which only a single wavelength is available to the overlay network. In such a case, the logical fibers must be physically routed through available physical fibers, with network management acting to ensure that conflicts are avoided on the shared span. Such operations incur significant overhead.
The second issue relates to node interconnection among rings. Minimizing the amount of fiber required to obtain redundancy using ring covers is equivalent to finding the minimum cycle cover of a graph, an NP-complete problem [Tho97, ILPR81] , although bounds on the total length of the cycle cover may be found [Fan92] .
A more recent approach to ring covers, intended to overcome the difficulties of previous approaches, is to cover every link with exactly two rings, each with two fibers. The ability to perform loop-back style restoration over any link in mesh topologies was first introduced in [ESH97, ES96] , using certain types of ring covers. In particular, [ESH97] considers link failure restoration in optical networks with arbitrary two-link redundant arbitrary mesh topologies and bidirectional links.
The approach is an application of the double-cycle ring cover [Jae85, Sey79, Sze73], which selects cycles in such a way that each edge is covered by two cycles. For planar graphs, the problem can be solved in polynomial-time; for non-planar graphs, it is conjectured that double cycle covers exist, and a counterexample must have certain properties unlikely to occur in network graphs [God85] .
Cycles can be used as rings to perform restoration. Each cycle corresponds either to a primary or a secondary two-fiber ring. Let us consider a link covered by two rings, rings 1 and 2. If we assign a direction to ring 1 and the opposite direction to ring 2, ring-based recovery using the double cycle cover uses ring 2 to back up ring 1. This recovery technique is similar to recovery in conventional SHR's, except that the two rings that form four-fiber SHR's are no longer co-located over their entire length. In the case of four fiber systems, with two fibers in the same direction per ring, we have fiber-based recovery, because fibers are backed up by fibers. Extending this notion to WDM-based loop-back, each ring is both primary for certain wavelengths and secondary for the remaining wavelengths. For simplicity, let us again consider just two wavelengths. Figure 9 shows that we cannot assign primary and secondary wavelengths in such a way that a wavelength is secondary or primary over a whole ring.
The use of double cycle covers can also lead to asymmetric restoration times for a bidirectional connection. In particular, the links and nodes used to recover traffic crossing a link often depends on the direction of the traffic, with each direction being recovered by a separate cycle. The two directions on a link thus have different restoration times and timing jitter, which can lead to problems for bidirectional connections. In contrast, both SHR's and generalized loop-back (discussed later in the section) avoid these problems by protecting bidirectional traffic with unique, bidirectional restoration paths.
Cycle covers work well for link failures, but have drawback for recovery from node failures, particularly when failures occur at nodes that are shared by one than one link. While node recovery can be effected with double cycle ring covers, such restoration requires cumbersome hopping among rings. Moreover, if a link or node is added to a network, the cover of cycles can change significantly, limiting the scalability of double cycle covers. These drawbacks are a general property of ring embeddings, and are already found in SONET networks.
In order to avoid the limitations of ring covers, an approach using preconfigured protection cycles, or p-cycles, is given in [GS98] . A p-cycle is a cycle on a redundant mesh network. Links on the p-cycle are recovered by using the p-cycle as a conventional BLSR. Links not on the p-cycle are recovered by selecting, along the p-cycle, a path connecting the nodes at either end of the failed link. Some difficulty arises from the fact that several p-cycles may be required to cover a network, just two servers, such networks typically have many servers connected to them and reconfiguring so many connections simultaneously is difficult. Moreover, there is some delay involved in creating new connections through switch 2 owing to initialization overheads. To avoid reconfiguration at all servers, all servers other than server 1 continue to communicate with the primary switch and the two switches communicate with each other via the inter-switch connection.
In the context of optical networks, an inter-switch connection translates into connection between two hubs. In order to manage such an inter-hub connection, the hub needs to be equipped with far greater capabilities than simple optical broadcasting. Thus, it would appear that optical star dedicated networks will be difficult to deploy and that the means of providing robustness available in traditional star topologies cannot be easily extended to optical access networks.
The star topology for LAN's connected to a backbone is not limited to optical applications.
Such an architecture has been proposed, for instance, for the Integrated Services LAN (ISLAN) defined by IEEE 802.9 using unshielded twisted pair. While stars and topologies built from stars dominate in the LAN's, LAN's are also built using bus schemes. Bus schemes allow nodes to place and retrieve traffic using a shared medium. Figure 12 shows a folded bus and a dual bus. In a folded bus, a single bus, originating at a head end, serves all nodes. Typically, nodes use the bus first as a collection bus, onto which they place traffic (in the left to right direction in Figure 12 (a). The last node folds back the bus to make it travel in the right to left direction. In the right to left direction, nodes collect traffic placed onto the bus.
The traffic may be read only or read and removed. In the dual bus architecture, two buses are used, each with its own head end. Folded and dual buses are simple options for LAN's and certain types of MAN's. In particular, they offer an effective way of sharing bandwidth among several users and are therefore attractive to allow nodes to access optical bandwidth, whether it be a full fiber, a few wavelengths, or a single wavelength.
Folded and dual buses suffer from reliability drawbacks. Figure 13 shows a folded bus and a dual bus after a failure. Partial recovery can be effected by creating a bus on either side of the failure. For a dual bus architecture, the node immediately upstream of the failure needs to be able to fold the bus. In order to re-establish full connectivity after a failure, the end nodes of the original buses must be able to connect outside of the original buses to transmit traffic that was destined to traverse the cut. 
