We identify a canonical structure J associated to any first-order theory T , the space of definability patterns, reflecting patterns of partial definability of types. It may be the 'right' generalized algebraic closure associated with T , generalizing the imaginary algebraic closure in a stable theory, and the hyperimaginary bounded closure in simple theories. J admits a compact topology, not necessarily Hausdorff, but the Hausdorff part can already be bigger than the Kim-Pillay space of T , and in fact accounts for the general Lascar group.
Introduction
Among the gems uncovered in Shelah's work on stable theories, but applicable to all first order theories, not least was Galois theory for imaginary algebraic elements. Following the introduction of imaginaries -quotients by definable equivalence relations -there is a duality between the definable closures of algebraic elements, and closed subgroups of finite index of a certain profinite group Gal sh , the Galois group of the theory. For Shelah this served as background to a fundamental result, the finite equivalence relation theorem, that will be recalled below.
Extending the independence theorem for general simple theories, Kim and Pillay [16] required quotients by equivalence relations that are not definable, but only intersections of definable relations. This again led to a beautiful Galois correspondence in any first order theory between bounded hyperimaginaries and subgroups of a compact Hausdorff group Gal KP . It was later incorporated into continuous logic [5] , and used in relating finite combinatorial structures with Lie groups.
Kim and Pillay were guided by work of Lascar, who studied small quotients of the automorphism group of large saturated models; he showed the existence of a maximal such quotient group G Las . Lascar denoted his group by G, writing in parentheses: 'G for Galois' and asking whether it coincides with the compact group Gal KP . The latter question was answered negatively by Ziegler. The Galois nature of Gal KP has been clearly demonstrated; closed subgroups correspond to definably closed subsets of the bounded (a.k.a. compact, a.k.a. algebraic) closure of ∅. But no evidence of the Galois nature of the full group G Las has emerged; it does not take part in a meaningful Galois correspondence, and is not the automorphism group of any known structure associated with T . Our aim is to find an alternative Galois group canonically associated with T , that incorporates G Las within it.
One can of course define, on each sort V of a model M of T , a set V M Las of Lascar types as a quotient of the type space of M; but as no topology or algebraic structure is defined on it. Given T alone, only the cardinality (or 'Borel cardinality', see [13] ) of this set is actually well defined; and certainly G Las cannot be recovered from it.
Moreover, the Lascar group may leave no trace on any sort belonging to finitely many variables.
Krupiński, Pillay and Rzepecki, [25] , [28] , [26] showed intriguingly that G Las is (in many ways) a quotient group of a compact Hausdorff topological group; this suggests that V Las too is a quotient of some canonical space, carrying some structure deduced from T . In [27] a cardinality bound was found on the cardinality of the Ellis groups and thus in principle provided a canonical compact cover of G Las , though at some remove from definable sets of T . ( [27] found a cardinality bound of 5 ; we will show that the correct bound for their group is 3 .) This followed a program initiated by Newelski and bringing to work the Ellis groups of topological dynamics, going through certain semigroups.
Here we start over, in a sense going back to the original setting of the finite equivalence relation theorem. Morley realized that type spaces over models carry information about a theory that goes far beyond the space of types over ∅. The difficulty, of course, is to extract model-independent information; Morley introduced a topology, with properties independent of the (sufficiently saturated) base model, that led quickly to the notion of ω-stability and Morley rank. Shelah saw that one can work with local type spaces: for a finite set γ of formulas and a distinguished variable y, consider the Boolean algebra of formulas φ(x, b) with b from M, φ ∈ γ, and the Stone space S γ (M) 1 . This led to stability. In both cases, the ranks essentially exhaust the information available from the topology alone.
Here we will enrich the topology to a relational structure on these type spaces, in a certain language L, the language of definable patterns of T . We will then find a canonical structure J(T ) -the universal pattern space of T -organizing this information, depending on the theory alone. J(T ) is embeddable in the type space of any model, hence of cardinality ≤ 2 |T | . The automorphism group G of J(T ) thus acts on a geometry directly constructed from T . J(T ) is compact, but not necessarily Hausdorff; however each complete type of J has a canonical compact Hausdorff quotient structure by a quantifier-free definable equivalence relation, and can be viewed as an imaginary sort. There is a compact Galois duality between these sorts and their automorphism groups.
Let g be the group of infinitesimal elements of Aut(J) in its action on J, namely those that stabilize the closure of any open set. Then G = G/g is compact Hausdorff quotient group of Aut(J). While Aut(J) can have cardinality 2 (|T |), we have |G| ≤ 2 |T | .
We now come to the Lascar neighbour relation L 1 ; it holds between two elements of a sufficiently saturated model if they have the same type over some elementary submodel, see 4.1. The pattern language L can define it on S(M); it is represented on J by the same formulas. L 1 further induces a relation L 1 on the Hausdorff part J h . This also determines a distinguished compact subset L 1 of G, namely the automorphisms that move elements no further than to their Lascar neighbours. The general Lascar group can then be interpreted as G/ L 1 . Of course at this point one may prefer not to factor out L 1 , but treat and (G, L 1 ) as the right invariant of T in the world of compact topological groups. As a check, while the Lascar group and Lascar strong types may not be visible at the level of finitely many variables, (G, L 1 ) behaves in the model-theoretically expected way, reducing as a projective limit of automorphism groups of the finitary spaces.
1.1. Definability patterns. To explain the relational structure on S γ (M), recall the 'fundamental order' of the Paris school presentation of stability theory [30] , and specifically the maximal classes of this order. For each type p(x) over a model M, and formula φ(x, y), we let (d p x)φ(x, y) denote the set of b ∈ M y with φ(x, b) ∈ p. This is simply a subset of M. In some cases it is 0-definable, so that (d p x)φ(x, y) = θ(y); equivalently, the formulas φ(x, y)&¬θ(y) and ¬φ(x, y)&θ(y) are omitted or not represented in p, meaning that no substitution instance lies in p. A type p ∈ S(M) is maximal in the fundamental order if no type represents a strictly smaller set of formulas.
For stable theories, Shelah's finite equivalence relation theorem can be read as saying that distinct maximal elements of the fundamental order -represented by types p, p ′ over M -can be separated by a definable m-partition (a partition into m classes, for some m ∈ N.) In general, for any such p, p ′ , one can only say that there exists a 0-definable nonempty family of m-partitions, each instance of which in M separates the two. However there may be no definable element in the parameterizing family.
Lascar and Poizat did not name the maximal classes of the fundamental order; we will call them pattern types 2 . More generally, given a k-tuple (p 1 , . . . , p k ) of types, a k-tuple (φ 1 , . . . , φ k ) of formulas in matching variables, and a formula α, we can say that t = (φ 1 , . . . , φ k ; α) is represented in (p 1 , . . . , p k ) if for some b ∈ α(M) we have φ 1 (x, b) ∈ p 1 , · · · , φ k (b) ∈ p k . We let R t be a relation symbol, asserting that t is not represented. This we view as a k-ary relation on any type space S(M); forming a language L. Let T be the universal theory of S(M) with this structure; it does not depend on the choice of M. Theorem 1.2. T has a unique universal existentially closed model J. It has cardinality at most λ T , the number of finitary types of T . The automorphism group Aut(J) has a canonical compact topological group quotient G = Aut(J h ), where J h is the union of the Hausdorff imaginary sorts of J. There exists a canonical surjective homomorphism G → L, where L is the Lascar group of T , with compactly generated kernel.
We will call J the pattern space of T ; though the essential point is that it is a relational structure, rather than simply a topological one. Elements of J will be called patterns. The conjugacy class of a tuple in J is determined by the atomic type in L; such types will be called pattern types. They will also be defined directly below.
It may happen that an atomic 2-type of L restricts to the same 1-type ρ in each coordinate, but nevertheless includes partial definability relations that rule out equality of the two 1-types over a model. In this case, two copies of ρ must be included in J. It is the symmetry between them that the group G = Aut(J) expresses. In particular when G = 1 (and only then), Aut(J) = 1, J reduces precisely to the fundamental order. In general the maximal elements of the fundamental order on a given sort can be viewed as the type space of the corresponding sort of J.
As an example, consider an antireflexive relation R(x; y, z). Let T be the model completion (the only rule is ¬R(x, y, y).) We consider type spaces in this single relation, with distinguished variable x (the case of complete types is not really different.) Then 1-types tp(a/M) over a model M describes a directed graph on M, defined by R(a, y, z). Here J will have four elements, corresponding to the empty graph, the complete graph, and two copies of a "linear ordering" 3 . Taken individually there is nothing more to say about the linear orderings, but taken as a pair, J asserts that one is precisely the opposite ordering of the other. The evident symmetry of the two orderings is in this case the automorphism group of J.
Evidently J knows about Ramsey's theorem. Ziegler's examples alluded to above yield other examples of finite J, permuted by other cyclic groups. This connects to the work of another large school connecting model theory with topological dynamics, around the Kechris-Pestov-Todorčević correspondence [15] . There has been relatively limited interaction between them so far; notably [14] show that ℵ 0 -categorical structures with the Ramsey property admit a functorial joint embedding property, and in particular have trivial Lascar group. We return to this below, extending the connection to arbitrary first-order theories. As in [?], a weaker property than Ramsey suffices, namely total definability of J for T itself rather than the second-order expansion T * that forms the substrate for Ramsey theory.
1.3. Patterns and definable types. It is also possible to introduce the pattern space as a relational structure by means of a direct description of its types spaces.
Let T be a complete universal theory, with a distinguished sort V . 4 We also fix a 'parameter sort' P , and assume γ is a set of formulas φ on P × V , including all formulas on V alone. 5 Let L V (X) be the language L of T , and augmented with some additional predicates X 1 , . . . , X m , standing for subsets of V . We will write X = (X 1 , . . . , X m ). A free pattern type is simply a maximal universal theory p for L V (X), whose restriction to L is T .
More generally, assume given a universal theory T ext of L V (X), restricting to T on L. A pattern type for this data is a maximal universal theory p for L V (X), containing T ext .
The two cases we will be concerned with in practice are the free case, where T ext = T , and the theory T ext of γ externally definable sets: assume here that γ = {γ 1 , . . . , γ n }, with variable x and parameter sort V ; and let T ext γ be the L V (X)-theory, whose models are the structures (M,
Equivalently, there exists an elementary extension (M * , X * ) of (M, X) and an embedding f :
Let us say that two universal sentences (∀x)ψ(x), (∀y)φ(y) of L(X) are incompatible if along with T ext they jointly imply a universal sentence of L, not already in T .
If p is a pattern type, maximality amounts to this: for any quantifier-free formula φ(x 1 , . . . , x n ) of L(X), either (∀x)φ(x) ∈ p, or some incompatible universal sentence (∀y)ψ(y) lies in p.
Proof. By Zorn's lemma, there exists a maximal universal theory p ⊇ p 0 of L(X) that is dense in A. We have to show that p is a pattern type. Let φ(x 1 , . . . , x k ) be a quantifier-free formula of L(X). Then p ∪ {(∀x)φ} is either equal to p, or is no longer dense in (M, A). In the latter case, by definition, there exists an L-formula θ(x 1 , . . . , x m ) consistent with T , such that if M |= θ(a 1 , . . . , a m ) and M 0 = {a 1 , . . . , a m } then ¬φ is realized in (M 0 , A). Let
where y 1 , . . . , y k range over k-tuples from among x 1 , . . . , x m . Then p |= ψ, and (∀x)ψ, (∀x)φ are incompatible.
A definable pattern type is one that simply asserts that X coincides with some 0-definable set of T (by a qf formula without parameters). Maximality is then clear. We say T is totally definable (in a given sort V ) if every pattern type is definable. Proposition 1.5. Let T be a Robinson theory. There exists a unique minimal expansion of T to a universal theory ‹ T that is totally definable. More precisely, for any expansion of T to a universal theory in a bigger language that is totally definable, there exists an interpretation of ‹ T in T ′ inducing the identity interpretation on T .
The self-interpretations of ‹ T over T form a group, isomorphic to Aut(J).
If T is stable, then ‹ T simply names the imaginary algebraic constants, and so amounts to 'working over acl eq (∅)' in the sense of Shelah. If T is NIP, then ‹ T is NIP, and likewise for similar properties. It would be interesting to investigate, when T is NIP and admits a model completion, whether ‹ T has a model completion, and how it relates to Shelah's (model-dependent) extension by externally definable sets [35] .
The proof will be given at the end of § 3. It shows also that self-interpretations of T ′ over T are invertible; the group they form is another description of Aut(J) (restricted to the relevant sorts.) 1.6. Elementary Ramsey theory. Structural Ramsey theory is usually defined in terms of isomorphism types of substructures, or complete types. See [42] , [31] , [10] and references there. 6 However it is also very natural in a first-order setting, using formulas in place of complete types. This extends to continuous logic, and brings out the unity in instances of structural Ramsey theory such as for affine spaces over a finite field, Dvoretzky-Milman for Hilbert spaces, and Van den Waerden for arithmetic progressions.
In Ramsey's theorem, one is given a set M. We then consider D = M n or D = M [n] , and an arbitrary subset A of D. The desired outcome is a 'large' subset M 0 of M, such that A, restricted to D(M 0 ), has a simple, explicitly described structure.
In the structural generalization, M |= T is a structure. D is a sort (or a definable set of M n ). Again A is an arbitrary subset of D(M). We seek a large M 0 such that A has as regular a structure as possible on D(M 0 ). Here 'large' means: a finite substructure of M realizing a prescribed existential sentence of T . Equivalently, M 0 can be taken to be a copy of M in some ultrapower (M * , A * ) of (M, A).
While Ramsey theory is intriniscally second-order, considering arbitrary colorings provided by the ambient set theory rather than definable ones, at the level of generality of arbitrary T a simple device does present it as a special case of the theory of patterns (free patterns.) Now Proposition 1.4 tells us immediately what 'as regular as possible' can mean. We cannot do better than a free pattern type, and some free pattern type can always be achieved. Thus the basic structural Ramsey question for a theory T changes from a yes/no question to a more qualitative and functorial one: describe the free pattern types of T . The simplest case is that every free pattern type is definable; in this case we will call the theory Ramsey. We will see that every theory has a canonical Ramsey expansion, whose automorphism group is an interesting invariant of T . Expand the language by an an additional sorts P and binary relation R ⊂ P × V . However we keep the same theory T ∀ , adding no axioms on R. If T ∀ has a model completion then it still has one in the bigger language, denoted T * V . We consider J * := J P (T * V ), i.e. the P -sort of J of the new theory. Let γ be generated by finitely many formulas R(x i , y) and arbitrary formulas of L. A γ-pattern type for T * will be called a free pattern type for T at V . Definition 1.7. We say that a theory T is a Ramsey theory at V (or has the Ramsey property at V ) if all free pattern types for T on V are definable. It is simply a Ramsey theory if it is Ramsey at V for all finite products of sorts of T . Remark 1.8. Assume T is ℵ 0 -categorical, with quantifier-elimination in a relational language, and with a single sort V ; let M |= T . The above definition relates to the terminology of [15] , [10] in the following way. Let A be the class of finite models of T ∀ . For any A ∈ A, we have an imaginary sort V A coding embeddings of A into V (so V A (M) = Hom(A, V (M)) canonically). We also have V [A] = V A /Aut(A), the set of substructures of V isomorphic to A. Now T (or rather the class of finite models of T ) has the Ramsey property in the sense of [15] , [10] iff T has the Ramsey property at V [A] for all A ∈ A. Also by the KPT correspondence, Aut(M) is extremely amenable iff T has the Ramsey property at V A for all A (or equivalently at V n for all n.) Note that V A , V [A] are complete types; so definability of the coloring amounts to constancy. Theorem 1.9. Let T be a complete theory. There exists a unique minimal Ramsey expansion ‹ T .
In case T is the theory of pure equality, ‹ T will be the theory of dense linear orderings (up to a very strong bi-interpretability.) In general, ‹ T is is a complete first order theory in a bigger language, whose additional relations are indexed by the elements of the dual sorts of the theory T * .
In Appendix B, we will show also that when T has countable language and a prime model M , G = Aut(M), the space of expansions of M to ‹ T ∀ is the universal minimal flow U of G, i.e. it has no closed G-invariant subspaces, and admits a continuous G-invariant map into any other compact space with this property. We can also write: Hom(J * , S(M)) = U.
This generalizes a line of theorems, beginning with the theory of pure equality by Glasner and Weiss; then for a wide class of theories by [15] , explaining the connection to structural Ramsey; then for all T provided F the universal minimal flow is metrizable, by [45] , [4] . In these cases, › T * has locally finite language relative to T . In general, the statement still brings down the complexity of F ; whereas typically |F | = 2 2 ℵ 0 , the language of › T * is parameterized by a compact structure of cardinality continuum, uniquely determined by its own theory, which in turn is closely controlled by T .
The idea of canonical Ramsey expansions, and the connection with Ramsey theory and with the dynamics of G, originated with [15] . 7 This was developed in in [32] , [45] , [19] , [4] , guided by a conjecture that in effect states ‹ T should be ℵ 0 -categorical when T is. A recent work [10] has shown, in effect, that there exists an ℵ 0 -categorical T with › T * not ℵ 0 -categorical.
1.10. The Ellis group. In Appendix A we consider a type-definability analoguē J of J. It relates to the notion of content of [27] , as L relates to the fundamental order of [30] . We show that Aut(J) is isomorphic to the Newelski-Ellis group. This presents the Ellis group as the automorphism group of a natural structure, and leads immediately to a bound of 3 , improving the bound 5 of [27] . We show by example that 3 is in fact optimal for the Ellis group. First order logic will be used in this paper at three levels of generality. The most basic is a complete first order theory T . It will be convenient to Morley-ize it, i.e declare all formulas to be atomic. This done, T becomes the model completion of the universal part T ∀ of T , and thus carries the same information. More general is the setting where we are given only T ∀ ; we will be interested especially in the class of existentially closed models, that may or may not be elementary. If it admits amalgamation, we will say it is a Robinson theory. Finally, we will consider primitive universal theories, described in the next section; where closure under negation is not assumed. Our main task is to describe algebraic closure in the positive setting; it goes a little beyond the bounded closure of [16] or the (compact) algebraic closure of [5] .
The word 'definable', unqualified, will always mean: definable without parameters.
The constructions in the body of the paper are entirely self-contained; beyond some elementary lemmas on Hausdorff quotients (Appendix C), no topological dynamics is used. Only in the appendices, where we describe the universal minimal flow and the Ellis group of the type space flow in our terms, do we assume knowledge of the definitions of these objects.
Existentially closed models
Following work of Shelah, Pillay, and Ben-Yaacov [34] , [33] , [2] , the setting of existentially closed structures of universal theories, and of positive logic, has come to be viewed as a natural and mild generalization of the usual first order context. In particular basic stablity and sometimes simplicity was thus generalized by these three authors. For the more basic theory of saturated models this was carried out earlier by Mycielski, Ryll-Nardzewski and Taylor [23] , [24] , [36] , soon after the work in the first-order case by Jónsson, Keisler, and Morley-Vaught (see [20] ).
Let L be a (many-sorted) language. A positive primitive (pp) formula is one of the form (∃x 1 , . . . , x k ) l j=1 φ j (x), with φ j atomic. We regard pp formulas as the fundemental ones for L, though occasionally we will consider slightly higher ones. A theory axiomatized by negations of pp sentences will be called primitiveuniversal. The set of such sentences true in a structure M is denoted T h p∀ (M). By Lemma 2.2, for existentially closed models, the primitive universal theory determines a complete universal theory in the usual sense.
A primitive universal theory T of L is called complete if it is the primitive universal theory of some model. (Thus if T |= α∨β, with α, β primitive universal, then T |= α or T |= β.) We will consider complete theories T, and will be interested only in such models. In other words we are really concerned with T ± = T ∪ {ψ : T |= ¬ψ} where ψ ranges over pp sentences.
Here L A is L expanded by constants for the elements a ∈ A; they are interpreted as a in A A and as f (a) in B A .
Note in particular that if equality is definable in e.c. models of T, by a basic relation or a pp-formula or more generally a conjunction of pp-formulas, then any homomorphism from an e.c. model of T to a model of T must be injective, and indeed an embedding, i.e. an isomorphism onto the image.
Let T be a primitive-universal theory. For two pp formulas φ(x), ψ(x), write φ ⊥ ψ if T |= (¬∃x)(φ ∧ ψ). Part (1) of the following syntactical lemma is the substitute for the law of excluded middle. Part (2) refers briefly to possibly infinitary sentences, beyond the pp level. It follows from (2) that any two e.c. models of T share the same universal theory, and the same universal quantifications of Boolean combinations of pp formulas. 
(2) Let ψ be the (possibly infinitary) sentence: (2) We prove the contrapositive. Suppose that there exists c with E |= A i (c) for each i, but E |= ¬B j (c) for each j. Since E is e.c. and B j (c) fails, there must exist a pp formula In particular if a pp formula R has k distinct solutions in some e.c. M |= T ± , then R has k distinct solutions in any M |= T ± . Thus the number of solutions of R is any e.c. model (viewed as a finite number or ∞) is the same.
2.3.
Morleyzation. It is sometimes desirable to modify the language by a definitional expansion, so that every pp formula becomes atomic. This can be done without changing the category of e.c. models.
Let us see this for the existential quantifier. Let φ(x, y) be atomic in the language L, and let L + = L ∪ {Φ(x)}, where Φ(x) intended to stand for (∃y)φ(x, y). Let T + be the theory consisting of all sentences ¬(∃x 1 , · · · , x n ) j Q j , where each Q j is a symbol of L + , and where if Q j is replaced by (∃y)φ in each occurrence, we obtain a consequence of T. For any M |= T, define a L-structure M + by interpreting Φ as (∃y)φ(x, y).
Claim .
M → M + , N → N|L define a 1-1 correspondence between e.c. models of T and of T + .
Proof. Let N be an e.c. model of T + , M = N|L, and let a ∈ Φ(N). Then the definition of T + implies that (∃y)φ(x, y) is consistent with T along with any pp formula true of a. Since N is e.c., we have N |= (∃y)φ(x, y). Conversely, if N |= (∃y)φ(x, y), then the axioms T + continue to hold if we modify N by setting Φ(a) to be true (since in any potential counterexample to an axiom, replacing each occurence of Φ(a) by (∃y)φ(x, y) would yield a counterexample in M to an axiom of T.) Again since N is e.c., we have Φ(a). So we have N = M + .
Next let us see that M is e.c. Let f : M → M ′ be a homomorphism. Then f extends to a homomorphism f : M + → (M ′ ) + , and the existential closudness of M + = N immediately implies the same for M.
Conversely, assume M is e.c. Then M = (M + )|L. It remains to show that M + is e.c. Let g : M + → N be a L + -homomorphism. To prove the Tarski-Vaught property, i.e. existential closedness of M + with respect to this map, we may compose g with any homomorphism N → N ′ . So we may assume N is e.c.; and thus by the above, N |= Φ ⇐⇒ (∃y)φ. This easily implies the existential closedness of M + .
In particular, T + is complete if T is; and T + eliminates the quantifier in (∃y)φ(x, y).
One could similarly deal with finite disjunctions. If P is added to stand for P 1 ∨P 2 , the axioms would be ¬∃x j Q j , where each Q j is P or an existing symbol, such that replacing each P with P 1 or P 2 (chosen arbitrarily) yields a consequence of T. For M |= T we define M + naturally, and show as above that an e.c. model N of T + has the form M + , with M an e.c. model M of T. Conversely if M |= T is e.c., then M + is e.c.; for if f : M + → N is a homomorphism, T h p∀ (N) = T + , we may assume N is e.c., etc.
In the setting of |L| + -pp-saturated e.c. models one can even eliminate an infinite conjunction, i P i , by introducing a symbol P for it, obtaining a language L + . (For simplicity we consider a single conjunction, but any family can be handled in the same way.) We let
In case M is e.c., this is the largest possible interpretation of P : if P ′ is another, then P ′ implies ¬Q for every Q ⊥ P i , so P ′ implies P i for each i, and hence P ′ implies P . Moreover M + retains the property that every homomorphism on M + is an embedding: if f : M + → N is a homomorphism, then f is an Lembedding on M, and P ′ = f −1 (P (N)) is a possible alternative interpretation of P , containing P (N + ), so equal to it; hence f is an L ∪ {P }-embedding. In particular, endomorphisms of M + are automorphisms. (However, we do not necessarily have M + |= (T + ) ′ , if M is not sufficiently saturated; and in particular M + may not be e.c. This issue disappears if the conjunction is finite.)
Conversely, let N is an e.c. model of T + , M the reduct to a model of T. As noted above, reinterpreting P i by as P i (N) ∪ P (N) results in another model N ′ of T + with the identity map a homomorphism N → N ′ ; so we must have N = N ′ , i.e. P implies P i in N. It follows that if f : M → M ′ is a homomorphism, then it is also a homomorphism N → (M ′ ) + ; since N is e.c., the Tarski-Vaught property holds for N → (M ′ ) + and in particular for
This shows in particular that the e.c. models of T and of T + can be canonically identified, when a finite conjunction is eliminated. In case T is p.p. bounded, the universal (and thus pp-saturated) e.c. model does not change; except that ∩ i P i is now also named by P .
Of course, even if each P i admits a complement, P may not; thus naming a type here does not have the effect it does in [22] .
2.4. Saturated models and bounded models. The category of e.c. models with embeddings admits amalgamation: if f i : A → B i , we may embed each B i in an ultrapower A * of A, then compose with a homomorphism to an e.c. model.
Since homomorphisms need not be injective, there may be an upper bound θ on the cardinality of existentially closed models. Call T ec-bounded in this case. This is indeed the case that concerns us; assume from now on that T is ec-bounded.
A model M is called κ-saturated if for any e.c. A ≤ M and any embedding f : A → B |= T with |B| < κ, there exists a homomorphism g :
The usual existence theorem for κ-saturated models remains valid: for any cardinal κ ≥ |L|, there exists a κ + -saturated e.c. model (of cardinality ≤ 2 κ ). Thus there exists a κ-saturated e.c. model U of T of cardinality ≤ θ, which is κ-saturated for all κ. In particular T is universal in the sense that any model N of T admits a homomorphism into U; if N is e.c., N embeds into U. Note that U is homogeneous for pp types.
Proposition 2.5. Assume T is ec-bounded. Then it has a unique universal e.c. model U (up to isomorphism.) Any homomorphism on U is an embedding, and any endomorphism f :
Proof. Existence of a saturated (in any cardinality) U was seen above; it is in particular universal. We also noted that homomorphisms on U are embeddings.
It remains to show that any universal e.c. model U is isomorphic to the saturated U. Since U is universal, there exists a homomorphism f : U → U, which must be an embedding; so we may assume U ≤ U. Then there exists a retraction r : U → U. But endomorphisms of U are isomorphisms, so U ∼ = U. Remark 2.6. We are dealing here with the analogue of finite structures in firstorder logic, or compact ones in continuous logic. This is the basic material of algebraic closure in positive logic. In [36] , the universal e.c. structure of a ppbounded theory is studied under the name of minimum compactness.
We observe (though we will make no use of the fact) that an ec-bounded theory is equational, in particular stable, in the following sense:
Otherwise, in some M |= T there will be a long chain of such elements (a i , b i ). By homomorphically mapping into an e.c. model, we may assume M is e.c. For
This contradicts the bound on the size of e.c. models. Also, U is compact: consider a family F i of basic closed sets with the finite intersection property.
Let G = Aut(U). As G = End(U) by Proposition 2.4, it is clear that G is a closed subset of the space of functions U → U, with the topology of pointwise convergence. We give G the subspace topology. Then G is also T1 and compact. 
with the parameters and test points interchanged.
Let U h denote the union of all P (U), with P a pp partial type that is Hausdorff in the pp topology. (Including imaginary sorts, defined below.) We will see in the case of interest to us that the restriction Aut(U) → Aut(U h ) is surjective. In any case, with the topology described above, it is clear that Aut(U h ) is Hausdorff.
At this level of generality, it follows from Ellis' joint continuity theorem [8] (relying on a Baire category argument) that Aut(U h ) is a compact Hausdorff topological group, acting continuously on U h . In our setting, with U the pattern space of a theory T , we can easily see this directly; the compact-open and finiteopen topologies coincide on G by Remark 3.18.
2.8. Logical complexity. Assume L is countable. What is the logical complexity of the above construction; for instance of determining, given T, whether Aut(U) = 1? We have Aut(U) = (1) iff there exist conjugate but distinct elements in U; this is iff there exists a maximal pp type p(x, y) with (a) equal restrictions to x, y, and (b) p(x, y) guaranteeing distinctness of x, y. Now (b) holds iff for some pp θ(x, y) in p, T |= ¬(∃x)θ(x, x). On the other hand, (a) holds iff for all φ(x), and φ ′ orthogonal to φ, p(x, y) contains a formula orthogonal to φ(x)&φ ′ (y). This is (at worst) an analytic (Σ 1 1 ) condition on T. Likewise for existence of a homomorphism into a fixed finite group or compact Lie group; also for Aut(U h ).
It is also worth nothing that if Aut(U) = 1, then U admits a Borel structure. The natural map taking an element of the pattern space to a pattern type is in this case 1-1, and the image of U, as well as of the relations R t 2.9. Imaginary quotients. Assume U admits , ∃-elimination, in the sense that a conjunction of finitely many atomic formulas is atomic, and a pp relation is also atomic. This can be achieved by an appropriate Morleyzation, see § 2.3.
Let E be a closed equivalence relation on some sort Σ of U; i.e. E is an intersection of pp-definable subsets E n of Σ 2 , and is an equivalence relation on Σ. For simplicity, we will consider only the sort Σ; we will write E and E n also for the diagonal relations on
We can add an additional sortΣ = Σ/E; with the natural map π : Σ →Σ. But we are interested at the moment inΣ on its own right. We let U ′ be the L-structure with universeΣ, and with R(U ′ ) := πR(U) for every n-ary atomic relation R. Note that a sentence R = R ′ ∩ R ′′ , true in U, need not remain true inΣ. Thus U ′ may not admit -elimination. Let T ′ be the primitive universal theory of U ′ . What are the axioms of T ′ ? For a single atomic relation R, the sentence ¬∃xR will be in T ′ if and only if it is in T. But for a conjunction, say of two conjuncts R, R ′ , we have:
Proof. We first check that U is universal. Let A |= T ′ , and let (a i ) i∈I enumerate the universe of A. We introduce variables (x i : i ∈ I). Also for each instance of an atomic k-place relation R(a i 1 , . . . , a i k ) valid in A, we introduce new variables y 1 , . . . , y k especially for this instance of R, and let
This collection of formulas can be realized in U, using the saturation of U and the description (*) of T ′ above. Such a realization defines a map f : A → U, mapping a i to the realization of x i , such that the composition π • f : A → U ′ is a homomorphism. This proves universality of U ′ .
Next let f :
By saturation of U, it suffices to prove consistency; so consider finitely many formulas of Γ ′ ; for instance R 1 (y 1 , y 2 ) ∧ R 2 (y 1 , y 2 ) ∧ y 1 E n c 1 ∧ y 2 E n c 2 . By the -elimination assumption about L, there exists an atomic R with
Thus we reduce to the case of a single R: we have to solve R(y 1 , y 2 ) ∧ y 1 E n c 1 ∧ y 2 E n c 2 . Existence of such y 1 , y 2 follows from (*) and the fact that U ′ |= R(π(a 1 ), π(a 2 )) and hence, f being a homomorphism, U ′ |= R(π(c 1 ), π(c 2 )).
To show that f is an embedding, it suffices to show the same of the composition; so we may assume f : U ′ → U ′ . In this case we saw that there exists g : U → U inducing f . As g is an automorphism, so must be f . Already in the universal case, it may not be possible to realize two quantifierfree types together, if we do not assume that M is e.c. If this is possible for arbitrary M, we say that T is a Robinson theory.
Type spaces will be treated, notationally, as simplicial spaces ( [21] ), meaning that we can write S(M) for the data associating to any γ the space S γ (M). For infinite sets of formulas Γ, S Γ can be defined in the same way, or equivalently as the inverse limit of S γ over all finite γ ⊂ Γ.
A relational structure on type spaces
Let T be a universal theory. We assume the class of models of T admits amalgamation and the joint embedding property (a complete Robinson theory.) The primary case of interest is the universal part of a complete first-order theory. We allow T to be many-sorted, and sometimes refer to a product of sorts, or a definable subset, as itself a sort. 8 We take a fixed countable set of parameter variables for each sort. |L| is the number of formulas of L.
We aim to associate with T a canonical complete primitive universal theory T, with a universal model J; and an enrichment of the type spaces of models of T to models of this theory.
The language L has the same sorts as the type spaces of T , i.e. a sort for each set of formulas γ along with a set of distinguished variables x. For an L-structure A, this sort will be denoted by S γ . We take only finite sets of formulas γ for the official sorts. Still for infinite Γ, we can define S Γ as the projective limit of S γ over all finite γ ⊂ Γ. This will be compatible with definitions below . same S Γ .) In particular a homomorphism defined on the official sorts extends uniquely to the derived infinite ones. Let x i be an n-tuple of variables, for i = 1, . . . , n; they will be referred to as the distinguished variables. Let y be an additional tuple of variables (the parameter variables.) Let t = (φ 1 , . . . , φ n ; α) be an n-tuple of formulas φ i (x i , y) of L, and a formula α(y).
To each such t, α we associate a relation symbol R t of L, taking variables (x 1 , . . . , x n ).
For any M |= T ± , we define an L-structure whose sorts are S γ (M) for the various sorts γ. When t = (φ 1 , . . . , φ n ; α) and φ i ∈ γ i we define R t on S = S γ 1 × · · · × S γn thus:
We omit α from the notation in case α is universally true 
holds of a pair p, p ′ iff they restrict to the same φ-type over M. In any S γ (M) and also in any e.c. model, E φ is an equivalence relation, and the intersection of all E φ is the diagonal. Similarly, for a finite set of formulas γ, equality is definable by a pp formula, as is more generally the restriction map
and likewise for the other Boolean connectives; they are all described by basic Lformulas; these formulas will define a Boolean algebra structure on any model of the universal primitive theory of S φ (M). Any compact model for the pp topology (such as J below) will in fact be a complete Boolean algebra. In particular, J φ is finite or uncountable. It is easy to write down the axioms of T explicitly. For instance, for t = (α(y)∧φ(x, y)), (∀ξ)¬R t (ξ) will be an axiom of T iff for some l,
In other words, the definable partial type {φ(x, u) : u ∈ α(M)} is inconsistent, for any model M |= T . Proof. Let S = S(A), made into an L-structure by the natural interpretation of R t . Consider the space of sort-preserving functions E → S, with pointwise convergence topology, relative to the topology of S. Since S is (on each sort) compact, the space of functions is compact. The subspace of functions preserving finitely many given instances of the relations R t is closed, and non-empty since any pp sentence true in E is is true in S. Hence a map exists preserving all instances of all relations R t . This is a homomorphism, and in case E is e.c. it must be an embedding.
The argument of Lemma 3.9 was given in [23] for general compact topological algebras, generalizing earlier results in the theory of modules.
It follows from Lemma 3.9 that T is ec-bounded. Thus by the results of § 2.4, a unique universal e.c. model of T exists. We view J as an L-structure; it is thus endowed also with the pp topology. Likewise we give G = Aut(J) the topology described in § 2.7. Thus J and G are compact T1 spaces.
Let g = g J be the normal subgroup of G = Aut(J) described in § C. Let E g be the equivalence relation on (each sort of) J given by g-conjugacy. E g appears in general to be a complicated equivalence relation on J (a visible upper bound, when |L| is countable, is: no worse than analytic); but on each atomic type we will see that it is closed.
The following proposition can be regarded as a form of quantifier elimination. It implies, in particular, that it is possible to compute J separately for each sort. Let δ m (u 1 , . . . , u m ) be the formula:
Then we have shown that
This concludes the case of finite γ. The case of an arbitrary γ follows, since we will have (∃ξ)
Using the compactness of S(M), Lemma 2.2 (2) shows that the infinitary equivalence above is also valid in J.
Finally we show maximality of the atomic types of elements of J. Let P be the atomic type of a in J. Consider any pp formula ψ not true of a in J. Then (since J is e.c.) some pp formula φ is true of a and contradicts ψ in models of T. By the above, φ is equivalent to Ξ k , with Ξ k atomic. Each Ξ k must be in P ; and some finite conjunction Ξ of the Ξ k must contradict ψ (otherwise realize ψ∧ Ξ k in some elementary extension, and retract to J.) So ¬ψ follows from P . Hence P is maximal; no ψ can be properly added to it. The converse, that a maximal atomic type is represented in j, is clear since it is realized by some tuple a in some A |= T and there exists a homomorphism A → J, which must by maximality be an embedding on a.
For stable theories, Shelah's finite equivalence relation theorem says that distinct elements of J are separated by a finite definable partition. Here we will consider 0-definable familyĒ = (E d : d ∈ D) of (parameterically) definable mpartitions. The condition that two types are separated by E d for any d ∈ D can be formulated as a basic formula Ξ ′Ē of L, namely R Eu(x,x ′ );D(u) .
We observe that T also admits elimination of finite conjunctions, at least if models of T has more than one element, since e.g. Proof. We may assume that γ ′ ⊂ γ, by comparing both to γ ∪ γ ′ . Any homomorphism h must preserve the 'change of variable' relations R t with t = (φ(x, y), ¬φ ′ (x ′ , y ′ )) and t = (¬φ(x, y), φ(x ′ , y ′ )). In this case it suffices to show that if h(p) = h ′ (p) for all γ ′ -types p, then h(q) = h ′ (q)
Thus the restriction of Let p be a γ-type, and extend it to any γ ′ ∪ γ-type p ′ . Then h(p) must be the restriction to γ of h(p ′ ),
Proof.
(1) By the maximality of atomic types realized in J, Lemma 3.11, applied to the type of (p, p ′ ).
(2) Let M |= T . Ξ is a finite conjunction of basic formulas R ψ,ψ ′ ; we consider a single one for simplicity (or using the elimination of finite conjunctions.) c) ). By compactness, there exists a finite M-definable partition of M into definable sets d) ). Let D be the set of all b with the same property. Proof.
(1) This is the homogeneity for atomic types, Lemma 3.11.
(2) A basic closed subset of G has the form
where P ⊂ J n is pp definable. This makes continuity evident.
Since the basic closed sets are closed under finite intersections, and J is compact, it suffices for closedness to prove that the image of a basic closed set F is closed; this is a set of the form
where ∼ denotes G-conjugacy. Let Q be the maximal atomic type of (a, b); then
where R(x, z) is the pp formula (∃y)(P (y, z) ∧ Q(x, y)); it is closed by definition.
(3) (a, b) are G-conjugate iff for all atomic Q, Q ′ such that T |= ¬(∃x)(Q ∧ Q ′ ), we have ¬Q(a) ∧ Q ′ (b).
Let g ! be the set of elements of G that act infinitesimally on each type of J; this may be smaller than g. In the notation of § C, g ! = g X where X is the disjoint union of all maximal atomic types of J. Proof. Let N = g ! = g X , with X as above. By Lemma C.1, N is a closed normal subgroup of G, and G/N is Hausdorff. By Remark C.3 and Lemma 3.14, E g ! coincides on P with g P -conjugacy, and P h = P/E g ! is Hausdorff.
Since P h is Hausdorff, the diagonal of P h is closed, so pulling back to P we see that E g ! restricted to P is pp-closed. Moreover the pp topology on (P h ) 2 coincides with the product topology.
The metrizability follows from Lemma C.4; note that as J is e.c., if (a, b) / ∈ E g ! then there exists a pp-definable C with (a, b) ∈ C and C ∩ E g ! = ∅; thus E g ! is the intersection of |L| open sets, namely the complements of these sets C. Proof. Denote an image of J in S(M) by J; we identify J with J and P with P (J). Three topologies are visible on P : the intrinsic pp topology t p ; the topology t p,ext induced from the pp topology on S(M); and the topology induced from the usual logic topology t l on S(M), where a clopen set corresponds to a formula of L(M); this last topology has basis B l with |B l | ≤ |L|. We have t p ⊆ t p,ext ⊆ t l . For each u ∈ B l with u ∩ P = ∅, pick j u ∈ u ∩ P , and let D := {j u : u ∈ B l , u ∩ P = ∅}. Then D is t p,ext -dense in P : if U ∈ t p,ext and U ∩ P = ∅, then u ∩ P = ∅ for some u ∈ B l , u ⊂ U. Hence j u ∈ U ∩ D. It follows in particular that D is t p -dense in P .
Thus the image D h of D in P h is dense in P h . Since P h is Hausdorff, an automorphism fixing a dense set is the identity; so any automorphism σ of P h is determined by σ|D h . Thus |Aut(P h )| ≤ 2 |L| . (
Proof. Let M |= T , |M| ≤ |L|. By Lemma 3.9 J embeds into S(M); thus |J| ≤ 2 |L| ; and so |Aut(J)| ≤ 2 2 |L| . By Proposition 3.16, J has a dense set D of size ≤ |L|, Any automorphism σ of J fixing D (pointwise) has the property that for a nonempty open U, σ(U) ∩ U = ∅; i.e. σ ∈ g. Thus the restriction σ|D determines σ modulo g. Since |J| ≤ 2 |L| , we have |J D | ≤ 2 |L| . Thus |G| = |G/g| ≤ 2 |L| .
The third item is similar, but not quite comparable, to the statement in Proposition 3.16 that the automorphism group of any Hausdorff partial type of J has cardinality ≤ 2 |L| . Example 3.25 shows a Hausdorff Aut(J) of cardinality 2 2 ℵ 0 is possible. Proof. F is an intersection of a family of basic closed sets F i , that we may take to be closed under finite intersections. By compactness,
Then such a p exists in J iff it exists in S(M). In S(M), the existence of such a p is a consistency question that amounts to R θ,θ ′ ;α (q, σ −1 (q)) for a certain family of θ, θ ′ , α. Hence the set of pairs (q, σ −1 (q)) for which a p exists is -pp; the set of pairs for which it does not is pp-open. Hence the condition on σ is pp-open too.
Example 3.19. For finite γ, any 0-definable γ-type is represented by a unique element of J γ ; it is uniquely characterized by an atomic formula of L as in Example 3.2, and so is fixed by any retraction.
More generally almost 0-definable γ-types, i.e. definable types whose canonical definitions are imaginary elements algebraic over ∅, can only be permuted among themselves by an L-retraction, and so are present in J.
When γ consists of stable formulas, J γ is the discrete finite space of γ-types definable almost over ∅; equivalently definable over acl eq (∅). It was here that Shelah introduced imaginaries, and algebraic closure.
A slightly larger class are the densely definable pattern types: p is densely definable if for any consistent φ, for some consistent φ ′ implying φ, and some ψ, p implies that X = ψ on φ ′ . (Again one can check that this implies maximality of p.) Where V forms a complete type, this is the same is definability. Any densely definable is represented by an element of J. Moreover if p, p ′ are densely definable and densely equal, i.e. for any consistent φ, for some consistent φ ′ implying φ, p, p ′ have he same definition on φ ′ , then they are represented by the same element of J.
Example 3.20. For the random graph, in the home sort, J has two elements, corresponding to the two definable types (adjacence to all or to none.) Similarly for DLO. For the triangle-free graph, it is the unique definable type. Example 3.21. Assume T has a model M whose every element is definable. Then the underlying space of J is nothing more than the type space over ∅. Indeed we have as usual an L-embedding J → S(M), commuting with the two maps into S(∅); since S(M) → S(∅) is an isomorphism, the map J → S(M) must be surjective.
This remains true for γ-types with distinguished variables x and parameter variables y, i.e. J γ ∼ = S γ (∅), provided (∃y)φ ∈ γ for all φ ∈ γ. For this homeomorphism to hold, it suffices that every element of M y be definable.
Nevertheless, the expansion associated with J may not be trivial; see for instance the J of Example A.5.
Similarly, returning for simplicity to complete types, if every element of M is algebraic, J can be identified as a space with the Shelah strong types. (1) Consider the model completion of the theory of graphs with infinitely many disjoint unary predicates P n . We consider the sort S γ where γ is the graph adjacency formula (considering S x would make no difference.) Let M be a countable model. There are 2 ℵ 0 maximal definability patterns of 1-types over M; one can choose γ(x, u) to hold for all u ∈ P n , or for none; and this, independently of n. These are the maximal atomic types of T. They must all be represented in J,
Let R be the atomic formula asserting that γ(x, u)∧P 1 (u) is omitted, and R ′ the atomic formula asserting that ¬γ(x, u)∧P 1 (u) is omitted. Then ¬R, ¬R ′ are disjoint open sets separating p, q. We have Aut(J) = 1. (2) Let L have a ternary relation γ(x; y, y ′ ); we will concentrate on the sort S γ (with distinguished variable x.) In addition, as above, L has infinitely many disjoint unary predicates P n (y). T states that eachγ(a; y, y ′ ) is a tournament: (∀x, y, y ′ )¬(γ(x; y, y ′ )∧γ(x; y ′ , y)), (∀x, y, y ′ )γ(x, y, y ′ ) ∨ γ(x, y ′ , y) ∨ y = y ′ . Further, for each m < n, T |= (∀x, y, y ′ )(P m (y)∧P n (y ′ ) → γ(x, y, y ′ )). Let p ∈ J. Then (dp x )γ(x, y, y ′ ) defines a linear ordering, with P m earlier to P n if m < n.
For any subset W of ω, there exists an automorphism σ W of J, flipping the ordering on P n for some n, such that σ W (p), p agree above P n iff α ∈ W . Thus G ∼ = Z/2Z N and |G| = 2 ℵ 0 .
An example with g J = Aut(J) and |Aut(J)| = 2 : We take M so that Q(M) is a single Z-orbit; if we pick momentarily a point of the Z-orbit, we can view J as a set of subsets of Z. We have: If φ i (a i , y) ∈ p(y) for i = 1, . . . , n, let q i = tp(a i /A), and let t = (φ 1 , . . . , φ n );
Conversely, let p(y) be an extension of tp(b/∅) to a global type, finitely satisfiable in A. In particular, when a, a ′ realize the same type q over A, φ(a, y)&¬φ(a ′ , y) cannot be in p; so we can define (d q x)φ(x, y) ∈ p to hold iff φ(a, y) ∈ p for some/all a |= q. Define h : S(A) → S(B) by: . . . , q n ; α), q i = tp(a i /A), t = (φ 1 (x 1 , y), · · · , φ n (x n , y)), then there is no b ∈ α(A) with φ i (a i , b). As p is finitely satisfiable in A, it is not the case that each φ(a i , y) is in p, where y is a variable corresponding to a finite tuple b 1 of coordinates of b, with α(b 1 ). Thus S(B) |= R t (h(q 1 ), . . . , h(q n )).
Remark 3.28. Composition of homomorphisms corresponds by duality to the an operation on invariant types, related to tensor product. Consider a b-invariant type p b , and an a-invariant type q a . We define a third a-invariant type r a . Namely let a ⊂ E; to define r a |E, let b |= q a |E, and c |= p b |E ∪ {b}; let r a |E = tp(c/E). When p b is finitely satisfiable in b and q a in a, it is easy to see that r a is also finitely satisfiable in a.
In terms of this product, one can characterize minimal retractions S(M) → S(M), and so carry out the whole theory on the dual level.
3.29. The totally definable expansion of a universal theory. In this subsection, theories are universal. The expansion we find generalizes, in the stable case, the naming of the algebraic imaginary elements. We have not investigated under what circumstances, apart from Proposition 5.2, ‹ T has a model completion.
Proposition 3.30. Let T be a complete universal theory. Let γ be a set of formulas on V × P . 9 There exists a unique minimal expansion ‹ T of T that is totally definable at γ. More precisely, for any expansion T ′ of T that is totally definable at γ, there exists an interpretation of ‹ T in T ′ over T , i.e. inducing the identity interpretation on T .
Proof. Here we will view V as the parameter sort(!), and work with the P -sort of J. We assume γ includes all qf formulas on V alone, and is closed under Boolean combinations. The language ‹ L consists of the language of T , along with new unary relations Q φ;a ⊂ V for each a ∈ J γ (in the sort P ) and φ ∈ γ. The theory ‹ T is read tautologically off the patterns, so that to expand a model M of T to a model of T amounts to specifying an L-homomorphism h : J P → S γ (M), and interpreting Q φ,a as the φ-definition of h(a).
We have a natural restriction map r : S ′ → S. Then r is an Lhomomorphism, and any section s : S → S ′ (i.e. map satisfying r•s = Id S ) is also an L-homomorphism. Let j : J → S be an L-homomorphism, and j ′ : J ′ → S ′ an L ′ -homomorphism; use j ′ to identify J ′ with an L ′ -substructure of S ′ . We also have an L ′ -retraction ρ : S ′ → J ′ . Then ρ • s • j : J → J ′ is an L-homomorphism. By (1), this corresponds to an enrichment of M to a model of ‹ T . But by total definability, for q ∈ J ′ and φ ∈ γ, the q-definition of φ is qf definable in T ′ . This gives a map of ‹ L to L ′ over L, mapping Q φ;a to the ρ • s • j(a)-definition of φ. It is clear that the pullback of T ′ is precisely ‹ T . Thus we have interpreted ‹ T in T ′ , fixing T .
We now have to show that ‹ T is totally definable at V , with respect to γ. Proof. Let h ∈ Hom(J, S(M)). Let j ∈ J, and consider a typical predicate of ‹ T corresponding to q = h(j), namely d q xφ(x, y) for some φ. The fact that h is a homomorphism is equivalent to implicit definability constraints on such predicates. The assumption is that these definability constraints determine the interpretation of the predicate uniquely (given the interpretation for q ′ ∈ J 0 .) By Beth's theorem, d q xφ(x, y) is definable (relative to similar predicates for J 0 .) Remark 3.32. If T is totally definable then every type over ∅ has an extension to a definable type over ∅; and also, by Proposition 3.27, to invariant type that is co-definable over ∅.
Aut(J) and the Lascar group
We return to the setting of a complete first order theory.
Lascar distance.
Let N be a model of T . Two elements a, a ′ of the same sort in N are said to be Lascar neighbors if for every 0-definable familyĒ = (D, E d ) d∈D of finite partitions, N |= (∃d)aE d a ′ . Equivalently, for any formula φ(u) consistent with T , and finite set γ of formulas, there exists b ∈ Φ(N) with tp γ (a/b) = tp γ (a ′ /b). The Lascar neighboring pairs are the solution set of a partial type L 2 1 (x, x ′ ). For a type q(x, x ′ ) let us write L 2 1 (q) if q(a, a ′ ) implies L 2 1 (a, a ′ ). For a pair of 1-types p, p ′ ∈ S γ (M), we define:
Let L ∞ be the equivalence relation generated by the symmetric relation L 2 1 (in an ℵ 0 -saturated model.) Then |N x /L ∞ | ≤ 2 |L| .
If L 1 (p, p ′ ) holds, we say that p, p ′ have Lascar distance at most 1. We define, in any S(M) or in J, the symmetric relations L n of Lascar distance at most n: L n (x, y) ⇐⇒ (∃x = x 1 , . . . , x n = y) i<n L 1 (x i , x i+1 ) and the Lascar equivalence relation L ∞ = ∪ n L n By Lemma 3.11, each L n can also be written as a conjunction of atomic formulas of L.
We remark that for p, p ′ ∈ S(M), we have pL 1 p ′ iff for any consistent φ, two realizations of p, p ′ can have the same type over some realization of φ, not necessarily in M. Strengthening the requirement to ask for a witness in M leads, in J, to the equality relation p = p ′ ; see Lemma 3.12. Let We would of course prefer to say that j * : Las J → Las M is an isomorphism, not just a bijection. However Las M does not classically carry any structure, beyond that of a set acted on by Aut(M). We can thus do not better than compare the two as permutation groups.
Let G = Aut(J), with the topology described in § 2.7, and let g = g J be the subgroup of infinitesimal autormophisms with respect to the action of G on J ( § C). Let G = G/g; so G is a compact Hausdorff topological group. We also let g ! := ∩ P g P be the intersection of g P over all maximal atomic types P of J. So g ! ≤ g.
Fix a homomorphism j : J → S(M). Then j * identifies Las J with Las M , and induces a homomorphic embedding of G = Aut(J) into Sym(Las M ) (we will also denote it j * .)
Define the Lascar group (1) The image j * (G) ≤ Sym(Las M ;γ ) is precisely the Lascar group G Las;γ .
(2) (Taking γ rich enough). If g ∈ g then j * (g) is the identity on Las J .
Proof. (1) We first show that j * (G) falls into the Lascar group Las S . Let M * ≻ M be a highly saturated and homogeneous extension not only of M but also of M expanded by (d p x)φ for all p ∈ J = j(J) and all φ ∈ L. For p ∈ J, let p * be the extension to S(M * ) with the same definitions. As in Lemma 3.5(2) , the map p → p * is an L-embedding. Let J * be the image of J in S(M * ). Now let g be an automorphism of J. By Lemma 4.6(3) (with (M, A, M 0 ) corresponding here to (M * , J * , M)) there exists σ ∈ Aut(M * ) such that σ(p * )|M = g(p) * |M = g(p), for any p ∈ J. Now the class in Las M of σ(p * )|M is identified with the class of σ(p * ) in Las M * , and the class of p with the class of p * , so the equation shows that g is induced by σ as in the definition of G Las . The same holds for several p at once, or even for a tuple p enumerating J. Thus j * (g) ∈ G Las;γ .
In the converse direction, it suffices to show (for any M) that for any σ ∈ Aut(S(M)), the permutation induced by σ in Las M lies in the image of j * . Let r : S(M) → J be a retraction. Then r • σ defines an automorphism of J. Since we saw that r preserves Lascar types (Claim A of Proposition 4.2), r • σ induces on J/L ∞ (identified with Las M ) the same permutation as σ. This shows that j * is surjective.
(2) Let us identify J with J = j(J). Let g ∈ g, p ∈ J, p ′ = g(p). We will show that L 2 (p, p ′ ) holds (in S(M); equivalently in J.) LetĒ be a definable family of finite partitions, as in the definition of L 2 1 , and in Lemma 3.12. Let Ξ ′ = Ξ ′Ē as defined there; so ¬Ξ ′ (η, η ′ ) asserts that η, η ′ are somewhere equivalent. We have ¬Ξ ′ (p, p) so ¬Ξ ′ (p, η) defines an open neighborhood of p; likewise Ξ ′ (p ′ , η) defines an open neighborhood of p ′ , so both are nonempty. Since g is an infinitesimal automorphism, the intersection of these open sets is nonempty, so for some q ∈ J we have ¬Ξ ′ (p, q) ∧ ¬Ξ ′ (p ′ , q). As J ⊂ S(M) we can view p, p ′ , q as types over M; let a, a ′ , c be realizations; then there exist d, d ′ ∈ D(M) with aE d cE d a ′ . Since this holds for allĒ, and any finite number ofĒ have a common refinement, it follows that in some elementary extension M * of M there exists c * such that for anyĒ = (D, E d ) d∈D , for some d, d ′ ∈ D(M * ), aE d c * E d a ′ . From this in turn it follows that L 2 1 (a, c * ) and L 2 1 (c * , a ′ ); so with q * = tp(c * /M) we have L 1 (p, q * ) and L 1 (q * , p ′ ), hence L 2 (p, p ′ ).
To define the full Lascar group G Las , we take γ to be the set of all formulas, in countably many variables in each sort (both distinguished and parameter variables.) Las T is not in general the inverse limit of Las γ ′ for finite γ ′ ⊂ γ. Let G = Aut(J) = Aut(J γ ). Define a subset L 1 of G: g ∈ L G 1 iff (p, g(p)) ∈ L 1 for all p ∈ J. Since L 1 is a closed relation on J, L G 1 is a closed subset of G in the pp topology. Also denote by L G 1 the image of L G 1 in G. We will potentially just write L 1 for any of these. Note that L 1 is a closed, conjugation-invariant subset of G, hence this is also the case for G.
Let M be a sufficiently saturated model of T , j : J → S(M) an L-embedding, J = j(J), r : S(M) → J a retraction. We have a map: σ → α(σ) := r • σ|J from Aut(M) to Aut(J). Now by Claim A, rσ −1 (p)L 1 σ −1 (p) for any p ∈ S(M); so σrσ −1 (p)L 1 p; or σrqL 1 σ(q), for q ∈ S(M); thus rσrτ (p)L 1 rστ (p); so α induces a homomorphism Aut(M) → Aut(J)/ L 1 , where L 1 is the group generated in Aut(J) by the closed normal set L 1 .
Any automorphism fixing a model satisfies σ(p)L 1 p and thus rσ(p)L 1 rp, since r respects L 1 ; for p ∈ J this reads α(σ)(p)L 1 p. Thus the group of strong Proof. (1) is clear from the definitions.
(2) Let f : A → S γ (M) be an L-homomorphism. Given finitely many types p 1 , . . . , p m ∈ A, let q i = f (p i ), and consider any neighborhood U i of q i in S γ (M). We have to find σ ∈ Aut(M) with σ * (p i ) ∈ U i . We can find c from M and formulas φ i (x, y) ∈ γ such that U i is defined by φ i (x, c). Let r = tp(c). For any α ∈ r, S(M) |= ¬R φ 1 ,...,φm;α (q 1 , . . . , q m ). Since f is an Lhomomorphism, S(M) |= ¬R φ 1 ,...,φm;α (p 1 , . . . , p m ). Hence for some c α with α(c α ) we have α(c α )∧(d p i x)φ i (x, c α ) for each i. As a consequence of ℵ 0 -saturation, there exists c ′ with r(c ′ ) and
(3) The proof is similar to (2) , except that we consider all p ∈ A and all neighborhoods U of q = f (p) defined by some φ(x, c) with c from M 0 (allow c to be a λ-tuple enumerating M 0 .) 2) is simply that M is ℵ 0 -homogeneous and ℵ 0 -saturated.
Elementary Ramsey theory
Recall the notion of the Ramsey property from the introduction. To see how this unifies Ramsey-type phenomena, we also formulate the continuous logic version.
In continuous logic, as presented e.g. in [3] , V comes with a distinguished metric. An n-place predicate P on V is interpreted as a bounded real-valued function on V n , uniformly continuous with respect to the metric. A universal theory is a a family of assertions that the values of a finite number of predicates P 1 , . . . , P k lies in a given compact subset C of R k : (∀x)((P 1 (x), . . . , P k (x)) ∈ C). A free pattern type is a maximal universal theory in L(X) whose restriction to L is T ∀ . p is dense in (M, X) if for any quantifier-free φ in L(X) any ǫ > 0, and any a ∈ M k there exists a (finite) M 0 ⊂ M such that (M 0 , X|M 0 ) |= p, and b from M k 0 with |X(a) − X(b)| < ǫ. (Similarly for pattern types for externally definable sets.)
Equivalently, there exists an elementary extension (M * , X * ) of (M, X) and an embedding f : M → M * , such that (M, f −1 (X * )) |= p. Proposition 1.4 remain unchanged. We say that a theory T is a Ramsey theory at V (or has the Ramsey property at V ) if all free pattern types for T on V are definable.
Example 5.1. We check our definition of Ramseyness of a theory, to see that it does lead to some classical examples.
(1) V = [Ω] n , the unordered n-tuples. Then all patterns on V are definable;
T is a Ramsey theory at V . (2) Infinite affine spaces V over a finite field. Then T is a Ramsey theory at V , and also at the sort V [n] of n-element subspaces of V ; this is the affine space Ramsey theorem, see [38] . (3) Affine spaces V over Q form a Ramsey theory at V ; the only patterns in L[X] are the ones asserting X = ∅, or X = V . This is essentially equivalent to Van den Waerden's theorem on arithmetic progressions [37] , [38] . Any consistent formula θ(x 1 , . . . , x n ) is implied by another of the form: i≥2 (x i − x 0 ) = α i (x 1 − x 0 ). And this formula is realized in any sufficiently long arithmetic progression v 0 , v 0 + v, · · · , v 0 + m. By Van den Waerden, for any set A ⊂ V , θ is realized either in A or in V A; i.e. we can find an arbitrarily good approximation M 0 to a model, such that
. The case of V n appears to be more complicated here; at least DOAGdefinable sets appear as pattern types. (4) Let V be an irreducible variety defined over a field K, and admitting a transitive action of an algebraic group G. Consider the invariant Zariski structure on V : a basic m-ary relation is a G-invariant K-Zariski closed subset of V m . For V = A 1 , G the two-dimensional group of affine transformations, this theory is Ramsey. This can be shown as a consequence of the generalized polynomial van der Waerden Theorem of [6] , though it uses only a small part of the strength of that theorem. This is because for any formula φ(x 1 , . . . , x n ) consistent with the theory, there exist α 2 , . . . , α n ∈ K alg such that for any a ∈ V and d ∈ K (0), V |= φ(a, a + d, a + α 2 d, · · · , a + α n d); and using van der Waerden over K(α 2 , · · · , α n ) to find a ∈ V, d ∈ K * such that φ(a, a + d, a + α 2 d, · · · , a + α n d) is monochromatic.
In particular, it follows that affine spaces V over an arbitrary infinite field K are Ramsey. (5) Hilbert spaces (restricted to unit ball). Here a unary predicate X is interpreted not as a subset, but as a uniformly continuous function on the unit ball. The basic pattern type is the norm X(v) = |v|. Any continuous function f (|v|) of the norm is definable, hence a pattern type. One may guess that these are the only patterns, and indeed this is a central theorem of Dvoretzky-Milman [39] (see [40] , Theorem 1.2). The patterns are again the empty set, and the full set V . The additional sort of T * thus has two elements, with no automorphisms. This is the dual Ramsey Theorem, [41] . The usual form follows by noting that given x 1 , . . . , x n ∈ V , their intersection y = x 1 ∩· · ·∩x n is definable from the x i ; and writing a sentence φ(x 1 , . . . , x n ) asserting that the x i are all the k-partitions coarsening y.
Then density in (M, X) of (say) the full pattern implies, by taking a solution to φ, that some M-element set exists, all of whose k-partitions are contained in X.
The sorts ofL are the same as those of L, i.e. indexed by a set γ of formulas of L, and a distinguished set of variables. We restrict γ to have at most countably many variables of each sort of L.
L contains in particular a relation symbol R t for each tuple t = (φ 1 , . . . , φ n ; α), where φ 1 , . . . , φ n are as before formulas φ i (x, y), but now α(y) is a complete type (for a given φ i , we take y to be a finite set of variables, while all but finitely many variables of x are treated as dummy in φ i .)
The interpretation of R t in a type space S = S γ M will be
This defines a closed subset of S n . It is clear that the set of true pp sentences is the same for all models M of T that realize all finitary types over ∅. This determines a complete primitive universal theoryT. The earlier considerations go through:T has a compact topological model, hence it is ec-bounded, hence it has a unique universal e.c. modelJ.
Let λ T be the number of finitary types of T over ∅. A model M realizing all types of cardinality λ T exists, and thus |J| ≤ 2 λ T . Proof. (1) is clear from the definitions.
(2) This is a special case of Lemma 4.6(2) (see Remark 4.7) but as the proof is easier here we repeat it. Let f : A → S be anL-homomorphism.
Given finitely many types p 1 , . . . , p m ∈ A, let q i = f (p i ), and consider any neighborhood U i of q i in S. We have to find σ ∈ Aut(M) with σ * (p i ) ∈ U i . We can find c from M and formulas φ i (x, y) such that U i is defined by φ i (x, c). Let r = tp(c). Then S |= ¬R φ 1 ,...,φm;r (q 1 , . . . , q m ). Since f is an L-homomorphism, S |= ¬R φ 1 ,...,φm;r (p 1 , . . . , p m ). By definition of this symbol, there exists
We record the anaolog Lemma 3.17, moving up one power set:
interpretation of r. We can form J(T ); it is equivalent toJ as defined below. Any relation of J(T ) is easily seen to be equivalent to a conjunction of ones of the form R t considered below. This requires extending the J construction to primitive universal theories.
Lemma A.2. Let λ = λ T , the number of types of T over ∅ in finitely many variables.
Proof. (1) was already observed; (2) is an immediate consequence. (3) is proved as in Lemma 3.17 .
(1) Any model A of T has a canonical 'minimal' expansion
We have A min |=T, since if a pp sentence α holds in A min , say witnessed by a 1 , . . . , a n , then any instance of R φ;r (a) holds only because some stronger statement R φ,α holds; ifT rules out α it certainly rules out the stronger version, but that involves only L, whereasT|L = T. (1) Take the model completion of the theory of graphs with infinitely many unary predicates. Let M be ℵ 0 -saturated of cardinality continuum. We see that there are 2 invariant types over M, with a choice of 0/1 over each of the continuum many types over ∅. So |J| = 2 . (2) To see that one can have |Ḡ| ≥ 2 , let L have two sorts A, B, and infinitely many independent unary predicates P n on B. A basic relation R ≤ A×B 2 is given, and T ∀ asserts that for any a ∈ A, R(a) is a tournament on B; further, R(a) respects the lexicographic order:
For α ∈ 2 ω , let Q α = ∩ n P α(n) n , so that the Q α are the complete types with respect to the unary predicates. LetJ be an embedded image ofJ in S(M). For any p ∈J, (dp x )R(x, y, y ′ ) defines a linear ordering on the sort B, so that Q α < Q β if α is lexicographically strictly below β. For any subset W of 2 ω , there exists an automorphism σ W ofJ, such that σ W (p), p agree above Q α iff α ∈ W . This is a copy of the Hausdorff compact (and separable) group (Z/2Z) 2 ℵ 0 , and shows that |Ḡ| ≥ 2 .
Here is an example where G,Ḡ differ.
Example A.5. Let L have two sorts A, B, and infinitely many constants b 1 , b 2 , · · · in B. A basic relation R ≤ A × B 2 is given, and T ∀ asserts that for any a ∈ A, R(a) is a tournament on B; i.e. for R(a, b, b) never holds, and for b = b ′ ∈ B precisely one of R(a, b, b ′ ) and R(a, b ′ , b) hold. Further, R(a, x, b j ) holds iff x = b i for some i < j. T is the model completion. Let x, y be variables of sorts A, B respectively, and consider the x-sort of J andJ. Then J x reduces to a single point p; where (dp x )R(y, y ′ ) defines a linear order. On the other hand J x has two points p, q; (d p x)R(y, y ′ ) and d q xR(y, y ′ ) are both linear orderings, opposing on the generic type of T (i.e. on nonconstant elements.) Thus |G| = 1, |Ḡ| = |Ḡ| = 2.
A.6. The Ellis group. In order to compare with definitions of the Ellis group in the literature (see [27] ), we consider a sort J x of J, corresponding to the set γ x of all formulas with distinguished variable x (and some countable set of parameter variables for each sort.) Proof. When x consists of countably many variables, this is immediate from Lemma A.7 and Lemma A.2. Note that if we take another copy x ′ of x, and let γ ′′ consist of Boolean combinations of γ x ∪ γ x ′ , then J γ ′′ = J x × J x ′ , and the diagonal is -pp-definable, namely it is the relation of omitting φ(x, y)&¬φ(x ′ , y) for each φ. Thus Aut(J γ ′ ) projects bijectively to Aut(J x ) and to Aut(J x ′ ). It follows that even if x is allowed to be a large list of variables, Aut(J x ) projects bijectively to the projective limit of Aut(J u ) with u ranging over finite subsets of some fixed countable set of variables. So we are reduced to that case.
Remark A.9. Corollary A.8 is in fact valid for any ℵ 0 -homogeneous model M (ℵ 0 -saturated or not); the proof is the same, except that the Ellis group will be isomorphic to the automorphism group of a universal e.c. model of an appropriately stronger primitive universal theory thanT, ruling out types not realized in M.
(Incidentally, computing Aut(J) for Example 3.25 gives an example where the Ellis group for homogeneous models can look bigger than for the saturated model. For the saturated model of T , with infinitely many orbits,J will be isomorphic to J (a diagonal copy in each orbit of Z.) In particular Aut(J) = Aut(J). But if we use a homogeneous model with m orbits of Z,J will be the independent product of a copy of J in each orbit, and Aut(J) will be the wreath product of Sym(m) with Aut(J). )
Here is an example of a countable theory whose |G|, and thus the Ellis group, have cardinality 3 ; compare 3.25.
Example A.10. The theory T will again include a bipartite graph R ⊂ P × Q. On Q there are ℵ 0 independent equivalence relations E n with two classes each; they can be viewed as giving a map p from Q to a torsor A over the group 2 N (where 2 = Z/2Z). There are also commuting definable maps s i : Q → Q, satisfying s i (s i (x)) = x; so that s i preserves the classes of E j for i = j, and flips the two classes of E i . Thus p is a homomorphism; p(s i (x)) = s i · p(x) (where s i is identified with the element of 2 N having a 1 just in the i'th position.) T is model complete, with universal theory as described above.
The sort Q is stable, though not stably embedded. But using Lemma 3.11, mutatis mutandis,J can be computed autonomously on this sort; this implies that in the sort Q,J has a single element in each class of the intersection ∩ n E n ; i.e. Q(J) is a torsor for 2 N , and p induces a bijection Q(J) → A. While Q has a unique 1-type, it has continuum many 2-types; namely for each g ∈ 2 N the type q g (x, y) asserting that g · p(x) = p(y). These types restricted toJ are the graphs of bijections Q(J) → Q(J), defining again an action of 2 N on Q(J), compatible with the others. Now each a ∈ P defines a subset R(a) of Q; we prefer to think of it as a function from Q to 2. Let h : 2 N → 2 be a homomorphism (not necessarily continuous.) We define an atomic type of L in the sort P , describing a function f : Q → 2 such that on the 2-type q g (x, y) we have f (x) = h(g) + f (y). For each h there are precisely two such functions f, f ′ with the same maximal atomic type, but with f ′ = 1 − f . Both are represented inJ, and each one is atomically L-definable over the other.
Given h 1 , . . . , h k ∈ Hom(2 N , 2) linearly independent over the 2-element field, one sees easily that q h 1 , . . . , q h k are orthogonal inJ, i.e. the atomic k-type is determined by the 1-types. Choose a GF (2)-basis (h i ) i∈I for Hom(2 N , 2). Let a i ∈J represent q h i , and let b i = 1 − a i . Then for any subset C ⊂ I , the function exchanging a i , b i for i ∈ C and fixing a i , b i for i / ∈ C preserves all atomic relations R t ofJ, and thus extends to an automorphism ofJ. It follows that 2 I is a homomorphic image of Aut(J), which thus has cardinality 2 2 2 ℵ 0 .
Appendix B. Universal minimal flow B.1. We recall some definitions from topological dynamics. For any topological group G, a flow is a compact Hausdorff space X along with a continuous G-action on X; a morphism of G-flows is a continuous G-equivariant map. If G has a dense subset of size κ then so does X, so |X| ≤ 2 2 κ . The flow is minimal if every G-orbit is dense. It is universal minimal if it admits a morphism into any other flow Y . All endomorphisms of a universal minimal flow M are bijective 11 It follows that M is unique up to a isomorphism. The same discussion can be carried out for pointed minimal flows, where morphisms, if they exist, are unique; in this case the universal one is easily unique, up to a unique isomorphism. Any minimal subflow Y 0 of the universal pointed minimal flow is a universal minimal flow (any G-map from F to a minimal flow Y must restrict to a map Y 0 → Y .)
Recall the space of ultrafilters βZ = Hom(2 Z , 2) on a set Z; it is topologized as a closed subspace of 2 2 Z , and thus compact and Hausdorff. For a discrete group G, it is easy to see that (βG, 1) is the universal minimal pointed flow of G B.2. Let L be a countable language, M be a countable atomic structure, prime model of T h(M), G = Aut(M). We view G as a topological group, by taking M to be discrete and giving G the pointwise convergence topology. We assume (for simplicity) T h(M) has quantifier elimination, and let T be the universal theory of M. ) Let x m be a variable for each m ∈ M, as one does in the definition of 'diagrams' in elementary logic. We have the tautological assignment a : x m → m for these variables. Let I be the set of finite sets of these variables. For any i ∈ I, let a i be the restriction of a to i, and let φ i be a formula (in variables i) isolating tp(a i ); so V i = φ i (M) is the G-orbit of a i . (Note that we treat a i not as an |i|-tuple, i.e. a function |i| → M, but rather as an i-tuple, i.e. a function i → M.)
Let F i = βV i , and let a i ∈ F i denote the principal ultrafilter on a i . If i ⊂ i ′ , we have a natural projection π i ′ ,i : F i ′ → F i .
Viewing I as an index set, partially ordered by inclusion, let (V, a) be the inverse limit of all the (V i , a i : i ∈ I), and let let (F, a) be the inverse limit of the spaces F i .
Note that G acts on I naturally; and if g(i) = i ′ , we have a natural bijection V i → V i ′ (change of variable according to g), and hence also ι i;g : F i → F i ′ . We thus obtain an action of G on V and hence on F .
(2) g(ι i;g (a i )) = a i ′ (Here ι i;g acts on the domain of the tuple a i , within the set of variables, and then g acts on the image of a i within M.) By [45] Prop. 6.3, (F, a) is the universal minimal pointed flow of G. A morphism Y → F being the same as a coherent family of morphisms Y → F i , we obtain: Lemma B.3. A minimal flow Y of G = Aut(M) is universal iff there exist continuous maps α i : Y → βV i , with π i ′ ,i •α i = α i ′ , and α i (gy) = ι g −1 (i);g α g −1 (i) (y).
B.4. Recall the construction T *
V , that renders each subset of each V i externally definable: we add a sort V * i and new relation symbols R i ⊂ V * i × V i to obtain a bigger language L * V , with no new axioms. Let J denote J(T * V ) restricted to sorts corresponding to R i -types on V * i ; thus V i are parameter sorts. Likewise let S denote the space of types of T * over M in variable sorts V * i (for some i.)
Let ‹ T be the minimal Ramsey expansion of T (Theorem 1.9). We view it as a universal theory admitting a model completion. Proof. Let J, S be as above. Recall (Proposition 3.30, (1)) that the space of expansions of M to a model of ‹ T is isomorphic to Hom(J, S). We thus have to show that Hom(J, S) is the universal minimal flow of G = Aut(M).
Minimality of Hom(J, S) as a G-flow, i.e. the fact that every orbit is dense, follows from Lemma A.1 (2) . By Lemma B.3, it suffices to find continuous maps α i : Hom(J, S) → βV i , functorial in i and compatible with the G-action.
We will use , so that α i (h) is upwards closed. A similar argument shows that α i (h) is closed under intersections, contains each set or its complement, and that for i ⊂ i ′ , α i ′ (h) projects to α i (h).
Continuity of α i : Fix d ∈ V * i and let j = ρ(tp(d/M)). Then s(d/M) ∈ α i (h) iff dR i y i ∈ r h iff x i R i a i ∈ h(j); the set of h with this property is open by definition of the pointwise convergence topology on Hom(J, S(M)).
It remains to compare the G-actions . Let g ∈ G = Aut(M), h ∈ Hom(J, S), g −1 h := g −1 • h. Fix i and let i ′ = g −1 (i). Write ι = ι i ′ ;g . Let w ⊂ V i (M); we will show that w ∈ α i (h) ⇐⇒ w ∈ ια i ′ (g −1 h) Let p be a type in V * i over M with s(p) = w, and p ′ (x ′ ) a type over M of elements of V * i ′ , differing from p only in the change of variable i ′ → i determined by g, so that s(p ′ ) = ι −1 (w). Since this change of variable is expressible via an R t -relation between p and p ′ , it remains true of hρ(p), hρ(p ′ ). In particular, w ∈ α i (h) ⇐⇒ a i ∈ s(hρ(p)) ⇐⇒ ι −1 (a i ) ∈ s(hρ(p ′ )) By (2) of § B.2, this is iff g(a i ′ ) ∈ s(hρ(p ′ )) iff a i ′ ∈ s(g −1 hρ(p ′ )) iff ι −1 (w) ∈ α i ′ (g −1 h).
In the case of continuous logic, V * should be replaced by the ind-sort of uniformly continuous maps V (M) → R, and R i by evaluation. Presumably, a similar comparison to the Weil-Samuel compactification of G should work, but I have not checked any of the details.
Remark B.6. The results of [45] , [4] (for the discrete logic case) read in this light as a dichotomy: J is sortwise finite or uncountable.
Indeed by Example 3.4, J carries a complete Boolean algebra structure on each sort V * i ; and complete Boolean algebras are always finite, or admit an infinite set of pairwise disjoint elements, and hence as they admit unions of arbitrary subsets, must be uncountable.
If J is sortwise finite, then ‹ T is a sortwise finite expansion of T , hence it has finitely many qf types of each sort extending any given type of T . In this case the model completionT of ‹ T is ℵ 0 -categorical if T is, and in any case has dense isolated types, as T does; and the space of expansion of M to a model of ‹ T has a comeager G δ orbit, namely the expansions to an atomic model ofT .
On the other hand if J is uncountable, then Hom(J, S(M)) cannot be metrizable: In general if J is an algebra, S a compact topological algebra and Hom(J, S) is metrizable, there exists a countable topology pre-basis B consisting of sets of the form b i = {h ∈ Hom(J, S) : h(j i ) ∈ D i }, with j i ∈ J, and D i an open neighborhood in S; since for each ǫ > 0, finitely many basis neighborhoods of diameter < ǫ must cover Hom(J, S). Let J 0 be the countable set of all j i occurring in B. Now if h 1 = h 2 ∈ Hom(J, S), there exists b i with h 1 ∈ b i and h 2 / ∈ b i , and it follows that h 1 (j i ) = h 2 (j i ). Thus each h is determined by h(j), j ∈ J 0 . But now by Lemma 3.31 , each h is definable from finitely many h(j), so |J| ≤ ℵ 0 .
Appendix C. Hausdorff quotients
We include here some elementary statements on Hausdorff quotients of compact T1 homogeneous spaces. Any topological space X has a universal Hausdorff quotient, namely X/E for E the smallest closed equivalence relation on X. In the homogeneous case, one can describe E more effectively.
In this subsection, all quotients are given the quotient topology, i.e. the open sets are those whose pullback is open.
Let (X, t) be a topological space, G a group acting on X by homeomorphisms. A little later we will assume that the action G × X → X is also continuous on the left, meaning that g → gx is continuous for any fixed x.
For W ⊂ X and x ∈ X, let W x −1 := {g ∈ G : gx ∈ W }. Also for U ⊂ X, write W U −1 := ∪ u∈U W u −1 = {g ∈ G : gU ∩ W = ∅}.
Define the infinitesimal elements of G (acting on X) to be g X = ∩ ∅ =U ∈t UU −1 = {g ∈ G : ∀U ∈ t (U = ∅ → gU ∩ U = ∅)} g X is a clearly a subgroup of G, invariant under automorphisms of (G, X, t) and in particular normal. We can also write:
Remark C.3. It follows from (2) and (3) that if N ≤ g X and G/N is Hausdorff, then the same equivalence relation is induced on X by g X and by N.
Lemma C.4. Let (X, t 1 ) be a compact Hausdorff space. Let t 2 be a topology on X 2 containing the product topology t 2 1 , with (X 2 , t 2 ) compact. Let ∆ = {(x, x) : x ∈ X} be the diagonal, and assume ∆ = ∩ i∈I G i with G i open, λ = |I| + ℵ 0 . Then t 2 1 = f 2 , and t 1 admits a basis of cardinality λ (and hence is metrizable, if λ = ℵ 0 ).
Proof. As the compact t 2 contains t 2 1 , which is Hausdorff, they are equal. We have ∆ = ∩ n∈N G n with G n open. If (a, b) / ∈ G n , find disjoint open U, V with a ∈ U, b ∈ V . By compactness, X 2 G n is covered by finitely many such U × V . Thus in all, X 2 ∆ is covered by λ open U i × V i , with U i , V i disjoint. Let t 0 be the topology generated by these λ sets U i , V i . Then (X, t 0 ) is Hausdorff, and t 0 contained in the compact t 1 , so they are also equal.
