Abstract. Efficient algorithms to compute the Hough transform on M1MD and SIMD hypercube multicomputers are developed. Our algorithms can compute p angles of the Hough transform of an N x N image, p < N, in 0(p + log N) time on both MIMD and SIMD hypercubes. These algorithms require 0(N ~) processors. We also consider the computation of the Hough transform on MIMD hypercubes with a fixed number of processors. Experimental results on an NCUBE/7 hypercube are presented.
Introduction
The Hough transform is used to transform edges to another space, called the Hough space, so that the desired group of edges forms a cluster in the transformed space. 
where 0 is the angle that the normal, to the line given by Equation (2), makes with the x axis and r is the length of the normal. Any edge point (xi, Yi) on this line satisfies the equation
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1. There are P = 2P processing elements (PEs) connected via a hypercube interconnection network (to be described later). Each PE has a unique index in the range [0, 2,~ -1].
We shall use brackets ([]) to index an array and parentheses (()) to index PEs. Thus
A [i] refers to the i-th element of array A and A(i) refers the the A register of PE i. Also, A[j](i) refers to thej-th element of array A in PE i. The local memory in each PE holds data only (that is, no executable instructions). Hence, PEs need to be able to perform only the basic arithmetic operations (that is, no instruction fetch or decode is needed). 2. There is a separate program memory and control unit. The control unit performs instruction sequencing, fetching, and decoding. In addition, instructions and masks are broadcast by the control unit to the PEs for execution. An instruction mask is a boolean function (i0 = 1) is a mask that selects only those PEs whose index has bit 0 equal to 1; that is, odd indexed PEs increment their A registers by 1. Sometimes we shall omit the PE indexing of registers. The above statement is therefore equivalent to the statement A:= A + 1, (i 0 = 1).
3. The topology of a 16-node hypercube interconnection network is shown in Figure 2 . A p-dimensional hypercube network connects 2P PEs. Let ip_lip-2. 9 9 io be the binary representation of the PE index i. Let ik be the complement of bit ik. A hypercube network directly connects pairs of processors whose indices differ in exactly one bit; that is, processor ip_lip_2. . .i o is connected to processors ip_l. . .ik. . .io, 0 < k <_ p -1. We use the notation i (b) to represent the number that differs from i in exactly bit b. 4. Interprocessor assignments are denoted using the symbol *--, while intraprocessor assignments are denoted using the symbol :=. Thus the assignment statement
is executed only by the processors with bit 2 equal to 0. These processors transmit their B register data to the corresponding processors with bit 2 equal to 1.
5. In a unit route, data may be transmitted from one processor to another if it is directly connected. We assume that the links in the interconnection network are unidirectional.
Hence, at any given time, data can be transferred either from PE i(ib = 0) to PE i (b) or from PE i(ib = 1) to PE i (b). Thus the instruction
takes one unit route, while the instruction
takes two unit routes. 6. Since the asymptotic complexity of all our algorithms is determined by the number of unit routes, our complexity analysis will count only these.
The features, notation, and assumptions for MIMD hypercubes differ from those of SIMD hypercubes in the following way: There is no separate control unit and program memory. The local memory of each PE holds both the data and the program that the PE is to execute. At any given instance, different PEs may execute different instructions. In particular, PE i may transfer data to PE i (b), while PE j simultaneously transfers data to PEj(a), a ~ b. Figure 3a gives a two-dimensional grid interpretation of a four-dimensional hypercube. This is the binary-reflected gray code mapping of [Chan and Saad 1986 ]. An i bit binary gray code S i is defined recursively as
Image Mapping
where [Sk_l] R is the reverse of the k -1 bit code Sk-1 and b[S] is obtained from S by prefixing b to each entry of S. So, $2 = 00, 01, 11, 10 and $3 = 000, 001, 011, 010, 110, 111, 101, 100. If N = 2 n, then S2n is used. The elements of S2n are assigned to the elements of the N • N grid in a snakelike row major order [Thompson and Kung 1977] . This mapping has the property whereby grid elements that are neighbors are assigned to neighboring hypercube nodes. Figure 3b shows an alternate embedding of a 4 • 4 image grid into a four-dimensional hypercube. The index of the PE at position (i, j) of the grid is obtained using the standard row major mapping of a two-dimensional array onto a one-dimensional array [Horowitz and Sahni 1985] . That is, for a N • N grid, the PE at position (i, j) has index iN + j.
With this mapping, a two-dimensional image grid/[0...N, 0...N] is easily mapped onto an N 2 hypercube (provided N is a power of 2) with one element of I per PE. Notice that, in this mapping, image elements that are neighbors in I (that is, to the north, south, east, or west of one another) may not be neighbors (that is, may not be directly connected) in the hypercube. This does not lead to any difficulties in the algorithms we develop.
We will assume that images are mapped using the gray code mapping for all MIMD algorithms and the row major mapping for all SIMD algorithms. Kumar and Krishnan 1987] . A minor modification of the algorithm given in [Prasanna Kumar and Krishnan 1987] performs i = 2 m shifts in 2 log(W/i) unit routes [Ranka and Sahni 1990] . The wraparound feature of this shift operation is easily replaced by an end-off zero fill feature. In this case, A(qW + j) is replaced by A(qW + j -i) as long as 0 < j -i < W, and by 0 otherwise. This change does not increase the number of unit routes. The end-off shift will be denoted ESHIFT(A, i, W).
MIMD Shift.
When i is a power of 2, SHIFT(A, i, W) on an MIMD computer can be performed in O(1) unit routes. An MIMD shift of 1 takes one unit route, of 2 takes two unit routes, of N/2 takes four, and the remaining power of 2 shifts take three routes each. For any arbitrary i the shift can be completed in 3(log W)/2 + 1 unit routes on an MIMD computer [Ranka and Sahni 1990] . As in the case of the SIMD shift, the MIMD shift is also easily modified to an end-off zero fill shift without increasing the number of unit routes.
Data Circulation on an SIMD Hypercube.
The data in the A registers of each of the R processors in an R processor subhypercube are to be circulated through each of the remaining R-1 PEs in the subhypercube. This can be accomplished using R-1 unit routes. The circulation algorithm uses exchange sequence Xr, R = 2 r defined recursively as [Dekel et al. 1981 ]
This sequence essentially treats a q-dimensional hypercube as two q -1-dimensional hypercubes. Data circulation is done in each of these in parallel using Xq-1. Next, an exchange is done along bit q -1. This causes the data in the two halves to be swapped. The swapped data are again circulated in the two half hypercubes using Xq-1. Let f(r, i) be the i-th number (left to right) in the sequence Xr, 1 <--i < 2 r. The resulting SIMD data circulation algorithm is given in Figure 4 . Here, it is assumed that the r bits that define the subhypercube are bits 0, 1, 2 .... r -1. Because of our assumption of unidirectional links, each iteration of the for loop of Figure 4 takes two unit routes. Hence Figure 4 takes 2(R -1) unit routes. The function f can be computed by the control processor in 0(R) time and saved in an array of size R -1 (actually it is convenient to compute f on the fly using a stack of height log R). The following lemma allows each processor to compute the origin of the current A value. LEMMA 1. [Ranka and Sahni 1990] 
Data Accumulation on an MIMDHypercube. For this operation, PEj has an array
In addition, each PE has a value in its I register. After the data accumulation, the M elements of A in each PE j are such that
This can be accomplished in M -1 unit routes (for P > 2) by repeatedly shifting by -1 in windows of size P. The algorithm is given in Figure 5 .
Data Accumulation on an SIMD Hypercube.
After the data accumulation, the M elements of A in each PE j are such that
Data accumulation may be done efficiently by modifying the data circulation algorithm. It can be completed in 2(M -1) + log2(N/M) unit routes on an SIMD hypercube.
Initial and Final Configurations
We shall explicitly consider the computation of H(i, j) only for i > 0. The computation for the case i _< 0 is similar. Hence, i is in the range [0, x/2N) and j is in the range [0, p). We assume that N is a power of two and that 2N 2 PEs are available. These are viewed as an N • 2N array, as discussed in Section 2.2 for SIMD and MIMD hypercubes. Actually, only N x x/2N PEs are needed; however, a hypercube must have a power of 2 processors. Furthermore, it is assumed that p divides N.
MIMD Algorithm
Conceptually, our algorithm is similar to that of Cypher et al. [1987] . It computes the Hough transform in 0(p + N) time on an N x N SIMD mesh-connected computer. We show how this algorithm can be mapped onto an MIMD hypercube with 2N 2 processors. The complexity of the resulting hypercube algorithm is O(p + log N).
For simplicity, we divide the computation of H [i, j] , i > O, 0 <_ j < p into four parts. These, respectively, correspond to the cases 0 < j < p/4, p/4 < j < p/2, p/2 < j < 3p/4, and 3p/4 < j < p. First, consider the case p/4 <_ j < p/2. Now, 7r/4 < Oj < 7r/2.
The following lemmas will suggest a computational scheme for this case. Proof. If (x, y) and (x, y + z) both contribute to the count of
Since 7r/4 < Oj <-7r/2, sin Oj > sin ~r/4 > 0.5. Since z is a positive integer, only z = 1 can satisfy the relation z sin Oj < 1. 
Since y and z are integers and Oj is in the above range, it follows that -1 < z -y -< 0.
Hence, z E {y, y -1}. The computation of H [i, j] for i > 0 and Ir/4 _< Oj < 7r/2 can be done in two phases. In the first, subhypercubes of size p x 2N compute h[i, j] = I{(x, y)li = L x cos 0j + y sin ojJ, 7r/4 <_ Oj < r/2,/[x, y] = 1, and (x, y) is in this subhypercube. In the second phase, the h [i, j] values from the different subhypercubes are summed to obtain
The phase 1 algorithm for each PE in a p • 2N subhypercube is given in Figure 6 . In this algorithm, [x, y] denotes a PE index relative to the whole N • 2N hypercube and [w, y] denotes the index of the same PE relative to the p x 2N subhypercube it is in. Note that w = x rood p.
The h values are computed in a pipeline manner. The PEs in row 0 ofap x 2N subhypercube initiate a record Z = (i, j, sine; cosine, q) such that h [i, j] = q is the number of pixels on this row that contribute to h [i, j] . This is done by first computing i for each pixel in row zero (line 7) for a fixedj = p/2 -g -2. Lemma 3.1 is used in lines 22-24 to combine records that represent the same h [i, j] Following the iteration g = 5p/4 -1, the last initiated row (i.e., j = p/4) has passed through row p -1 of the p • 2N subhypercube. At this time, the PEs in row r of the subhypercube contain records with j = p/4 + r, 0 < r < p/4. The records in each row may be reordered such that the record in PE[w, y] has y = i by performing a random access write . Because of the initial ordering of i values in a row, this random access write can be performed in 0(log N) time [Ranka and Sahni 1990] rather than in 0(log 2 N) time as required by the more general algorithm .
The phase 2 summing of the h [i, j] values is now easily done in 0(log N) time using a window sum. Since the phase 1 algorithm of Figure 6 only shifts by 1 along columns and/or rows, each iteration of this algorithm takes only 0(1) time. Hence, the complexity of the phase 1 algorithm is 0(p). The overall time needed to compute H for p/4 <_ x < p/2 is therefore 0(p + log N).
The remaining three cases forj are done in a similar way. Actually, the four cases need not be computed independently as suggested above. In particular, all the computation following phase 1 can be done in parallel for all the cases. 
SIMD Algorithms
We develop two 0(p + log N) SIMD hypercube algorithms. One uses 0(log 5/) memory per PE while the other uses 0(1). The 0(1) memory algorithm is slightly more complex than that with 0(log N) memory. Both algorithms are adaptations of our MIMD algorithm. The computations following phase 1 (Figure 6 ) are easily performed in 0(log N) time on an SIMD hypercube using 0(1) memory per PE. So we concentrate on adapting phase 1. The phase 1 algorithm performs 0(p) unit shifts along the rows and columns ofp • 2N subhypercubes. In an SIMD hypercube, each such row shift takes 0(log N) time while each unit column shift takes 0(log p) time. So a direct simulation of phase 1 takes 0(p log(Np)) time.
O(log N) Memory per PE
In this case, we divide the 5p/4 iterations for the for loop of Figure 6 Figure 6 . This routing is done using the circulation algorithms in windows of size log N rather than by unit shifts. The initial pixei accumulation takes 0(log N) time, and the circulation and Z updates also take 0(log N) time. Following the circulation, the Z records return to their originating PEs and need to be routed left and down by a distance of 0(log N). This can be accomplished in 0(log N) time on an SIMD hypercube. In this way, we are able to simulate 0(log N) iterations of the MIMD algorithm in 0(log N) time on an SIMD hypercube. Hence, the overall asymptotic run time of the SIMD simulation is the same as that of the original MIMD algorithm.
0(1) Memory per PE
When (log2N)/p < c for some constant, a careful analysis shows that using the strategy employed in the 0(log N) memory algorithm, the memory requirements can be reduced to 0(1). In any log N block of iterations, two pixels [x, y] and [w, z] contribute to the same Z record only if
Ix cosO +ysinOJ = Lwcos0 + zsin0/.
Since w < x + log N -1 during the log N iterations, we get I(log N -1) cos 0 +(z -y)sin 0] _<1 or -cosec 0 _< (log N -1)cot 0 + z -y -< cosec 0 or -cosec 0 _< (log N -1)cot 0 < z -y < cosec 0 -(log N -1) cot 0. There is only a constant number of integers in this range. During a log N block of iterations, Z records with j value differing by up to log N -1 may pass through a given PE. This corresponds to a 0 variation from 01 to 02 where 02 -01 ---F (log N -1).
Hence, the leftmost column from which a contributing pixel is required has a maximum range of cosec 01 -[-(log N -1) cot 01 -cosec 02 -(log N -1) cot 02 <__ cosec 01 -cosec 02 + (log N -1)(cot 01 -cot 02) ___ cosec 7r/4 + (log N -1) cos ~, sin 02 -cos 02 sin 01 sin 01 sin 02 < cosec 7r/4 + 2(log N -1) sin(02 -01) < cosec a-/4 + 2(log N -1)(02 -01) = cosec Z + 2(log N -1)(log N -1)rc/p < cosec a-/4 + 2a-c.
Hence, each PE need accumulate only a constant number of pixels from its row rather than the O(log N) pixels being accumulated in the O(log N) memory algorithm. This accumulation is done in O(log N) time. The run time is the same as that of the O(log N) memory algorithm, but the memory requirements are reduced to O(1).
Hough Transform on the NCUBE Hypercube

NCUBE Architecture
In the previous sections we have developed algorithms to compute the Hough transform on a fine-grained hypercube. In such a computer, the cost of interprocessor communication is comparable to that of a basic arithmetic operation. In this section, we shall consider the Hough transform on a hypercube in which interprocessor communication is relatively expensive and the number of processors is small relative to the number of patterns N. In particular, we shall experiment with an NCUBE/7 hypercube which is capable of having up to 128 processors. The NCUBE/7 available to us, however, has only 64 processors. The time to perform a 2-byte integer addition on each hypercube processor is 4.3 microseconds, whereas the time to communicate b bytes to a neighbor processor is approximately 447 + 2.4b microseconds. Figure 7 shows the block diagram for the NCUBE/7 hypercube multicomputer.
The size of the image and the Hough array is 0(N 2) and O(Np), respectively. These sizes are comparable for typical values of N and p (N is typically 1024 or 2048, while p varies from 45 to 180). The Hough array may be smaller, if the Hough transform is calculated for a smaller set of angles. Note that in a digitized image, p has an upper bound of O(N) under reasonable assumptions. Due to the large amount of memory requirements needed to store the image array and the Hough space, we feel that it is unreasonable to assume that every node has a copy of the image and/or the Hough array. This will be true in any parallel integrated vision system in which information will be saved at the nodes between intermediate stages. Thus, the amount of memory available for performing the Hough transform will only be a part of the total memory. The total amount of memory available on each NCUBE/7 node is only 512K (including the space for system routines, system stacks, message buffers, and program code). Thus, the image has to be initially subdivided among all the nodes. The division of the image among all the nodes will also be required by any parallel edge detection algorithm to be performed before Hough transform computation. The Hough array also needs to be distributed among all the nodes due to its size. This will also be preferred by a parallel local maxima finding or clustering algorithm to find the points in the Hough space corresponding to the lines in the image space (after the Hough transform has been performed). The rest of this section will assume the image and the Hough array have to be distributed because of the above reasons.
Two NCUBE Algorithms
We view the P hypercube nodes as forming rings. Figure 8 shows this ring for the case P = 8. For any node i, let left (i) and right (i), respectively, be the node counterclockwise and clockwise from node i. Let logical (i) be the logical index of node i in the ring. The N x N image array is initially distributed over the nodes with each node getting an N x N/qp block. Logical node 0 gets the first block, logical node 1 the next block, and so on.
Similarly, on completion, the 2v~N • p Hough array H is distributed over the nodes in blocks of size 2v~N x p/P. We assume that the number of hypercube nodes P divides the number of angles p as well as the image dimension N. It is further assumed that the thresholding function has already been applied to the pixels and each node has a list of pairs (x, y) such that/Ix, y] passes the threshold. We call this list the edge list for the node. Our first algorithm is given in Figure 9 . This algorithm is run on each hypercube node. As remarked earlier, each node has an edge list and an H partition.
The H partitions move along the ring one node at a time. When an H partition reaches any node, the edge list of that node is used to update it, accounting for all contributions these edges make to this H partition. Procedure UpdateH partition does precisely this. jBegin is the j value corresponding to the first angle (column) in the H partition currently in the node. size = p/P is the number of columns in an H partition.
In the algorithm of Figure 9 no attempt is made to overlap computation with communication. Following the send of an H partition to its right neighbor, the node is idle until the receive of the H partition from its left neighbor is complete. Figure 10 shows the activity of a node as a function of time.
During the compute phase, an H partition is updated. Let tc be the time needed to do this. Let tt be the time for an H partition to travel from a sending node to its destination node. So tt is the elapsed time between the initiation of the transfer and the receipt of the partition. The time required by the nonoverlapping algorithm of Figure 9 is P(tc + tt).
Our second algorithm (Figure 11 ) attempts to overlap much of the transmission tim, tt with computation. This, unfortunately, increases the computation time since some additional work must be done. At the end of each iteration of the for loop, the H partition in a node e is sent to the node on its right. The next iteration proceeeds while the H partition is in transit. For this, a temporary space T of the same size as H is used to accumulate the contribution of the node's edge list to the Hpartition it has yet to receive from its left neighbor. Following this computation, the received H portion and T are added as the resulting H partition is transmitted to the right. Relative to the nonoverlapping algorithm, the overlapping algorithm does P -1 initializations of T and executions of H: = H + T extra computational work. Let tinit be the time to initialize T and tadd the time to execute H := H + T. If tt <-tinit + tc, the time diagram has the form shown in Figure 12a . The overall time for the algorithm is Ptc + (P -1)(tinit + todd) + tt when t t <. tinit + tr So if ti~it + tadd < tt, the overlapping algorithm will outperform the nonoverlapping algorithm. When tt = tinit "[-tc -Jr-At, At > 0, the time diagram is as in Figure 12b . In this case, the algorithm run time is tc + (P -1)tadd + Ptt = Ptc + (P -1)(tinit + tadd + A) + tt. For the overlapping algorithm to outperform the nonoverlapping algorithm, we need tinit + tadd + A < tt.
Load Balancing
The preceding analysis is somewhat idealistic since it assumes that tc is the same in each node. Actually, the size of the edge list in each node is different and this difference significantly affects the performance of the algorithm. The node with the maximum number of edges becomes a bottleneck. To reduce the run time, one may attempt to obtain an equal or nearly equal distribution of the edges over the P nodes. Note that even though the image matrix I is equally distributed over the nodes, the edge lists may not be, since a different number of pixels in each I partition will pass the threshold. We shall use the term load to refer to the number of pixels in a node that passes this threshold. That is, load is the size of the nodes' edge list. Two heuristics to balance the load are given in Figures 13 and 14 .
In both, load balancing is accomplished by averaging over the load in processors that are directly connected. The variables used have the following significance: MyLoad = current load in the node processor HisLoad = load in a directly connected node processor MyLoadSize = size of the load in the node processor His Load Size = size of the load in a directly connected node processor avg = average size of the load of the two processors
The only difference between the two variations is that in the first a processor transmits its entire work load (including the necessary data) to its neighbor processor, while in the second variation only the amount in excess of the average is transmitted. However, to achieve this reduction in load transmission, it is necessary to first determine how much of the load is to be transmitted. This requires an initial exchange of the load size. Hence, variation 2 requires twice as many message transmissions. Each message of variation 2 is potentially shorter than each message transmitted by variation 1. We expect variation 1 to be faster than variation 2 when the number of bytes in MyLoad and HisLoad is relatively small and the time to set up a data transmission is relatively large. Otherwise, variation 2 is expected to require less time. 
Experimental Results
The nonoverlapping and overlapping algorithm of Section 5.2, as well as the load balancing heuristics of Section 5.3, were programmed in C and run on an NCUBE/7 hypercube with 64 nodes. We experimented with randomly generated images of size N x N for N = 32, 64, 128, 256, and 512. The percentage of pixels in an N x Nimage that passed the threshold was fixed at 5 %, 10%, or 20%. The number of edge pixels in each nodes I partition was determined using a truncated normal distribution with variance being one of 4%, 10%, and 64% of the mean. In all cases, we arbitrarily set p = 180. We keep p fixed for all image sizes to observe the effects of increase in the image size on the speedup achieved, with the same number of processors.
Preliminary experiments indicated that the run time of our two load-balancing heuristics was approximately the same, with the second heuristic having a slight edge. Furthermore, the time to load balance is less than 2% of the overall run time (load balance followed by Hough transform computation). The run times of the nonoverlapping algorithm, both with and without load balancing, are given in Tables 1, 2 , and 3 for the cases of P = 4, 16, and 64, respectively. We see that as the load variance increases from 4% to 64%, the run time of the nonoverlapping algorithm without load balancing increases significantly. In fact, it almost doubles. With load balancing, however, the run time is quite stable. Furthermore, it is always less than the run time for 4% variance without load blancing. When the variance in load is 64%, load balancing results in a 25% to 53% reduction in run time! Note that the average load per node when P = 4 and N = 128 is the same as when P = 16 and N = 256 and when P = 64 and N = 512. From Tables 1-3 we see that run time remains virtually unchanged as P increases, provided the load per node is unchanged. Hence, the algorithm scales well.
The run times for the overlapping algorithm with load balancing are given in Tables 4  and 5 . These times are generally slightly larger than those for the nonoverlapping algorithm with load balancing. So, the computational overhead introduced by the overlapping algorithm more or less balances the positive effects of overlapping computation and communication.
For comparison purposes, the run times on a single hypercube node are given in Table  6 for the cases N = 16, 32, and 64. The case N = 128 could not be run for lack of sufficient memory. Speedup and efficiency are common measures of the quality of Speedup is defined as run time Sp = time taken by a uniprocessor ' while efficiency, Ep, is defined as P a parallel algorithm. Table 7 gives the speedup and efficiency figure achieved by our nonoverlapping algorithm with load balancing for the following cases: variance = 64%, % edges = 20, and N = 64 and 128.
Conclusions
Consider the binary mapping of an image onto a SIMD hypercube. It can be shown that there are at least two pixels, (0, 0) and (0, N -1)(N = 2P), which can potentially contribute to the Hough array value (0, 0). The distance between (0, 0) and (0, N -1) is O(log N). Thus any algorithm will require at least O(log N) unit routes to complete. Since the time complexity of the serial algorithm is O(N2p), any algorithm will require ~(p + log N) time to complete on an N 2 node SIMD hypercube. Hence, our algorithm, assuming the binary mapping, for the SIMD hypercube is optimal up to a constant factor. By a similar argument it can be shown that our MIMD algorithm, assuming the gray code mapping, is also optimal up to a constant factor. We have also shown that our algorithms for the medium-grained hypercube exhibit nearoptimal speedups when load balancing is done.
