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ABSTRACT High precision geometric reconstruction of patient-specific coronary arteries plays a cru-
cial role in visual diagnosis, treatment decision-making, and the evaluation of the therapeutic effect of
interventions in coronary artery diseases. It is also a fundamental task and a basic requirement in the
numerical simulation of coronary blood flow dynamics. In this paper, a new implicit modeling technique
for the geometric reconstruction of patient-specific coronary arteries has been developed. In the proposed
method, the coronary arteries geometry is reconstructed segment by segment using radial basis functions with
ellipsoid constraint from the point cloud obtained with a volumetric vascular image segmentation method,
and the individually reconstructed coronary branches are then combined using a shape-preserving implicit
blending operation to form a complete coronary artery surface. The experiment results and validations
indicate that the reconstructed vascular shapes are of high smoothness and faithfulness.
INDEX TERMS Coronary arteries, implicit modeling, vascular visualization.
I. INTRODUCTION
Coronary Artery Disease (CAD) is recognized as one of the
three world’s most deadly diseases that seriously threaten
human life and health [1]. CAD is caused by coronary
atherosclerosis luminal stenosis or occlusion, and can lead
to myocardial ischemia, hypoxia, or myocardial infarction.
Nowadays the gold standard in the diagnosis of CAD is the
routine clinical catheter coronary angiography, which can
provide accurate information about the location, quantity and
severity of coronary stenosis. However, the cost of coronary
angiography examination is high, which can reach up to
several hundred dollars [2]. What is more, the examination
involves a certain degree of invasiveness and can lead to high
risk of injury to patients, of which mortality is about 0.15%
and morbidity is about 1.5% [3]. With the rapid development
of Computer Tomography (CT) technology, current Elec-
trocardiogram (ECG) -gated control technology based heart
coronary Computed Tomography Angiography (CTA) has
now been able to provide multi-temporal three-dimensional
images of heart and coronary arteries with high resolu-
tion, which can clearly display the coronary artery lumen,
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calcified plaque, and other information. Coronary CTA has
the advantages of noninvasive, fast check, and low cost, and
has become a promising way of imaging for the evaluation
of CAD.
At present, the main task of computer processing for
coronary CTA images is the 3-D visualization of coronary
arteries, which utilizes the direct volume rendering method
to generate three-dimensional stereo images from a series
of two-dimensional slices. Compared with two-dimensional
slices, the generated stereo images can help doctors to intu-
itively visualize the location and size of lesions, and its spatial
relationship with surrounding tissues, which thus greatly
improves the accuracy of diagnosis. However, just to be
able to visualize the hidden human tissues and structures
is far from sufficient, which is especially the case when a
certain numerical simulation is required to assess the possible
outcomes of a planned treatment. In fact, the availability of
highly accurate geometric information of human tissues is
an essential and fundamental task in many clinical applica-
tions. For example, a precise geometric representation of a
vasculature can not only provide doctors with more accurate
visual information regarding the vascular topology and sur-
face details, but, more importantly, can be applied directly to
solve various problems concerning vascular surface analysis,
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such as the calculation of vascular surface curvature and shear
stress. It helps doctors make more accurate diagnosis and
more reasonable surgical planning for treatment of vascular
diseases. Compared with a simple visualization, the accurate
reconstruction of patient-specific geometric models of coro-
nary arteries from CTA images will play a greater advantage
in many aspects. For instance, the accurate geometry recon-
struction of patient-specific coronary model is the primary
step for the numerical simulation of coronary blood flow
dynamics. Many studies have shown that, the analysis of
vascular hemodynamic has important clinical values for the
forecast, diagnosis, and the evaluation of the prognosis of
atherosclerosis. In addition, it would be much easier to design
and evaluate possible modification of patient-specific artery
model, when there is an explicit geometry representation for
the coronary artery structure. Simulations of the coronary
blood flowbased on themodified geometrymodels enable the
study of hemodynamic characteristics, which is very helpful
to choose the optimal interventional procedures (i.e. stent-
ing or bypass grafting) for treating CAD.
In this paper, we develop a new implicit modeling tech-
nique for the geometric reconstruction of coronary arteries.
In the proposed method, the vascular surface is recon-
structed segment by segment using Radial Basis Functions
with Ellipsoid Constraint (RBFEC) [6] from the point cloud
obtained with a volumetric vascular image segmentation
method. Then, the Smooth Piecewise Polynomial Blending
Operator (SPPBO) [7], a shape-preserving implicit surface
blending operator, is employed to blend different implicitly-
defined vascular segments to form a complete vessel branch,
which is further to be combined with other implicitly
reconstructed vascular branches, again, using SPPBO. The
proposed methods have been applied to plenty of coronary
arteries CTA images and other medical datasets, and the
experiment results show that the reconstructed vascular
shapes are of high smoothness and accuracy.We also perform
the qualitative analysis and quantitative comparison with
other methods to validate the proposed techniques.
II. RELATED WORK
Generally, there are two main steps for the geometry recon-
struction of vascular structures: image segmentation and
surface modeling [4]. A large number of segmentation
techniques have been developed for solving various image
segmentation problems. However, due to the high complexity
of vascular structures, it is still a tough job to segment the vas-
cular region from initial vessel images [8]. Interested readers
can refer to [8] for a relatively thorough review on the vascular
segmentation techniques.
Currently, several specific techniques have been proposed
to address the issue of coronary artery segmentation,
including region growing based method [9], active con-
tour model based method [10], pattern recognition based
methods [11], [12]. However, extracting the geometry of the
coronary arteries robustly and with high precision remains
a tough issue, as the coronary arteries have very thin
geometries and the corresponding coronary images usually
contain very high amount of noise (i.e. plaques with various
morphology) [11].
Once the segmentation result is obtained, it is usually
expressed as polygonal meshes or a discrete point set. How-
ever, the visualization and analysis directly based on raw
segmentation data is prone to errors and not appropriate in the
clinical applications, such as numerical simulation of blood
flow dynamics, vascular surgery planning, computer aided
vascular surgery,and so on. Thus, it is necessary and essential
to employ geometry modeling techniques to reconstruct a
continuous and solid geometry of vasculatures. According to
the way of representing a geometric surface, the approaches
for modeling vascular geometry can be categorized into two
groups: explicit methods and implicit methods. The explicit
modeling method represents a vascular surface with polygon
meshes or parametric functions, which is relatively mature.
Various explicit modeling approaches have been developed
for the geometric reconstruction of vasculatures, as the pur-
pose of geometric modeling is mainly on vascular structure
visualization. A representative example of explicit method is
to utilize simple parametric geometric primitives (i.e. trun-
cated cones [13], cylinders [14]) to represent the vascular
surfaces. Several advanced explicit modeling techniques have
been suggested to construct vascular shapes based on vas-
cular skeleton structures [15]–[18]. However, in the explicit
method, it is a difficult task to perform shape blending opera-
tions and bifurcations, since the underlying geometric shapes
are expressed as parametric surfaces or triangle meshes [19].
In addition, as the explicitly represented vascular surface
does not provide direct information on which side of the
reconstructed surface corresponds to the inside of the vascu-
latures, relevant collision detection algorithms for explicitly
represented vessel surfaces are usually very complex.
The other way is the implicit modeling method, which
represents the underlying geometric shape of vasculatures as
implicit functions, such as the implicit modeling techniques
developed in Bloomenthal’s work [19]. Generally, implicit
modeling method has several advantages over explicit
method. For instance, an implicit function can be viewed both
as a surface and a volumetric solid, and different implicitly
represented geometric objects can be easily blended together
in various ways [7], [20]. In addition, it would be much
easier to implement the collision detection operation based
on the implicitly represented objects, since the implicit func-
tion value at a point can directly indicate whether a point
lies inside or outside the objects [21]. Consequently, several
implicit modeling techniques have developed for the geom-
etry reconstruction of vasculatures. Oeltze and Preim [22]
presented a method for visualizing vasculature based on Con-
volution Surfaces (CS) [23], which can achieve excellent
visualization result of vessel structures. However, the CS
technique only represents vasculature with a morphological
approximation, which is unable to faithfully reconstruct the
vascular structures with pathology. In order to represent the
vessel structures more accurately, Schumann et al. [24], [25]
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presented a model-free visualization method based on
Multi-level Partition of Unity Implicits (MPUI) [26]. How-
ever, the MPUI method is not robust to recover fine details
from noisy data, and the quality of the resulting surfaces is
not good enough in terms of fitting accuracy and the smooth-
ness of the fitted surface [27]. In order to achieve better
results, Hong et al. [28]–[31] developed sweep surface based
methods for the reconstruction of vascular geometry, which
specify vessel cross sections using 2D Piecewise Algebraic
Splines (PAS) [32] or 2D radial basis functions [6]. Another
implicit modeling method based on sweep surfaces has been
developed in Kretschmer et al.’s work [33] to achieve high-
quality vascular structures. Although the sweep surface based
methods can reconstruct vasculatures with high smoothness,
the modeling accuracy could be affected in the case of much
curved centerline. Recently, a Local Implicit Modeling (LIM)
algorithm is developed by Kerrien et al. [34] for blood vessel
modeling, with a more efficient energy formulation and a
more discriminative blob selection criterion.
III. GEOMETRY RECONSTRUCTION OF
CORONARY ARTERIES
The structure of human vascular system is quite similar to
the tree structure in natural world, which is intricate and
complex but also has a certain regularity. In the following,
a tree-like shape modeling technique based on RBFEC will
be proposed and applied to the geometry reconstruction of
coronary arteries.
A. TREE-LIKE SHAPE MODELING BASED ON RBFEC
In the proposed tree-like shape modeling technique, the dis-
crete contour points extracted from a vascular surface with an
image segmentation technique is firstly grouped according to
tree branches. For each tree-branch, the corresponding point
cloud is further subdivided into a set of smaller point clouds,
each of which corresponds to a smaller vascular segment.
An implicit surface is then fitted to each sub-point cloud
using an implicit surface fitting technique known as Radial
Basis Functions with Ellipsoid Constraint (RBFEC). A set
of implicit surfaces created along each branch during the
process is then combined together to construct a long tubular
implicit shape corresponding to the entire branch using a
shape-preserving implicit blending operation, called, Smooth
Piecewise Polynomial Blending Operator (SPPBO); finally,
the implicitly defined shapes of different branches are further
blended together, again, using SPPBO, to construct the over-
all implicit surfaces corresponding to the entire tree structure.
RBFEC was introduced by Li et al. [6] for the purpose of
implicit surface fitting. The RBFEC fitting technique does
not need to use information about surface normal but still
can fit the data accurately when the underlying geometry
captured by the point cloud is relatively simple. The tubular
shape modeling method is developed based on this idea, as a
curved tubular is almost cylindrical when it is cut into short
segments. In addition, unlike most implicit fitting techniques,
where the point cloud to be fitted is usually assumed to have
FIGURE 1. The sub-point cloud (left), and the constructed tubular shape
segment from the sub-point cloud by using the Radial Basis Functions
with Ellipsoid Constraint (right).
a high density, RBFEC can produce a relatively meaningful
fitting when the data points provided are sparse or even with
big holes.
In this section, we propose an implicit tubular shape mod-
eling method by fitting an implicit function expressed in a
form of RBFEC to a point cloud P sampled from the surface
of a tubular object with a known skeleton. Let the skeleton of
a tubular object be represented as a B-spline curve S(s) along
parameter s. The method is described as follows:
1) Subdivide the tubular skeleton into a collection of seg-
ments corresponding to s = s0, s1, · · · , · · · , sN−1. The
length of the subdivided tubular segment ls is indicated
by the number of the interpolated-spline points of the
parametric skeleton S(s), which is generally defined to
be in inverse proportion to the accumulated curvature
and torsion of the skeleton segment.
2) Let the point cloud be P = {Pk , k = 0, 1, · · · ,K −1}.
Divide the point cloud into a collection of smaller point
sets based on the skeleton segments generated in the
last step:
Pi = {P ij, j = 0, 1, · · · ,Ni}, i = 0, 1, · · · ,N − 1
where Pi is the sub-point cloud corresponding to the
i-th tubular segment (see Fig.1 (left)).
3) For each sub-point cloudPi, fit an implicit surface toPi
using RBFEC. Let P(x, y, z) represent a general point
in 3-D space, then the implicitly fitted surface for point
cloud Pi using RBFEC can be expressed directly in the
following way:
Fi(P) =
Ni∑
j=1
λij8ij(
∥∥P − P ij∥∥)+ ρ(P) = 0 (1)
where λij is the coefficient, 8ij(·) is the radial basis
function corresponding to position P ij, and ρ(·) is the
ellipsoid constraint polynomial part defined in [6].
Fig.1 (right) shows the constructed tubular shape seg-
ment from a sub-point cloud by using RBFEC.
4) Blend the collection of implicit surfaces F0, F1, · · · ,
FN−1 obtained in step (3) using SPPBO to obtain a
complete implicit surface corresponding to the entire
tubular skeleton.
It should be noted that classifying the points sampled from
a highly curved tubular object into smaller point sets and
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then fit the tubular surface piece by piece is necessary, as the
fitting results can be very inaccurate when fitting the entire
tubular surface as one step fitting using RBFEC. In addition,
a proper implicit blending operator is required to combine the
set of implicit surfaces reconstructed locally corresponding
to each sub-point cloud. In this paper, we employ the Smooth
Piecewise Polynomial Blending Operator (SPPBO) to do the
shape-blending task. The main reason to use SPPBO is that
SPPBO is a kind of shape-preserving blending operation,
which allows the original shapes involved in the blending
process to be preserved up to a specified accuracy. SPPBO
is defined using the smooth absolute function, which can
be expressed either explicitly or implicitly as an iterative
process. The explicit form of the Cn continuous absolute
function can be expressed directly as a formula shown below:
|x|0 = |x|
|x|n = 1(n+ 1)!2n
n−1∑
k=0
(−1)k
(
n− 1
k
)
Gn(x + n− 2k − 1)
(2)
where
Gn(x) = (x + 1)n|x + 1| − (x − 1)n|x − 1|,
n = 1, 2, · · · .
With the smooth absolute function, the Cn SPPBO
maxn,δ(x, y) is defined in the following form [7]:
maxn,δ(x, y) = 12(x + y+ |x − y|n,δ) (3)
where
|x|n,δ = δn
∣∣∣∣nxδ
∣∣∣∣
n
.
For implicit surfaces F0, F1, · · · , FN−1 obtained in step (3)
corresponding to all the skeleton segments, the implicit
function corresponding to the entire tabular skeleton can
be achieved by blending all these implicit functions using
maxn,δ(x, y):
Fblend = F0;
for i = 1 to N − 1
Fblend = maxn,δ(Fblend ,Fi). (4)
Fig.2 demonstrates the smooth blending of three implicitly
defined shapes to form a complete tubular shape. The left to
middle-right sub-figures represent three individual implicit
objects, and the right sub-figure represents the blending
result of these three objects by using the SPPBO.
Once implicit surfaces corresponding to different tubular
branches of a tree structure have been built by following
the steps (1) to (4), these implicit surfaces can be further
combined together, again, using SPPBO. Fig.3 demonstrates
the smooth blending of two implicitly reconstructed tubular
surfaces. The left and the middle sub-figures represent two
FIGURE 2. The smooth blending of three implicitly defined shapes (from
left to middle right) to form a complete tubular shape (right).
FIGURE 3. The smooth blending of two implicitly reconstructed tubular
surfaces by using SPPBO.
individual branching models, and the right sub-figure rep-
resents the blending result of these two models by using
SPPBO.
It is worth noting that the method described above can be
directly used as an implicit tree-like object modeling tech-
nique. This is because, by using this method, any parametri-
cally described tubular objects, such as those modelled with
extrusion and various spline techniques, can be directly re-
represented in implicit form approximately with any required
accuracy.
B. GEOMETRY RECONSTRUCTION OF CORONARY
ARTERIES BASED ON RBFEC
In this section, we apply the method proposed above to the
accurate geometry reconstruction of coronary arteries. Fig.4
presents the pipeline, and the main steps are described as
follows:
1) Extract coronary artery skeleton from the segmented
volumetric coronary artery image.
2) For a given vessel branch, divide its skeleton into a
sequence of short skeleton segments, and for each
skeleton segment, compute an Axis-Aligned Bounding
Box (AABB) in voxel coordinates that contains the
vessel segment.
3) In this AABB volume, we construct a TNB coordinate
system (i.e. Frenet frame) based on the centre point
S(s0) of the sub-skeleton. Let T , N , B be the unit
vectors representing the tangent, normal, and binormal
of the curve skeleton at s = s0, then these vectors
collectively form an orthonormal basis of 3-D space
with coordinate origin at S(s0).
4) Sample the shape control points from the tubular sur-
face section contained within the AABB.
To identify the surface point, the coordinates of the
voxel points in this AABB volume are transformed into
the TNB coordinate space.
After the process of segmentation, the shape of vessel
can be identified as the voxels with gray value ≥ 0,
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FIGURE 4. The pipeline of the proposed method for the accurate geometry reconstruction of coronary arteries.
FIGURE 5. A sub-skeleton subdivided from the whole skeleton(left), and
the corresponding axis-aligned bounding box(right).
which can be conveniently extracted as the control
points of the vessel surface.
These extracted surface points are expressed in the
TNB coordinates, as the extraction process is performed
under the local TNB coordinates system.
5) Substitute the TNB coordinates of the extract control
points into the formula (1) to build from the point
cloud an implicit surface((see step (3) in subsection
III.A), which is transformed to R3 space by mapping
3-D Space R3 to TNB coordinate system. An implicit
surface will be obtained at this stage for each AABB.
6) Employ Smooth Piecewise Polynomial Blending Oper-
ator (SPPBO) to blend different implicitly-defined
vascular segments to form a complete vessel branch,
according to formula (4).
7) Continue to employ SPPBO to blend different vessel
branches together to construct the complete vascular
tree.(see Fig.6)
C. FURTHER IMPLEMENTATION DETAILS
One crucial issue with implicit modeling is how to subdivide
the point cloud such that each parts well-described using the
model. In the proposed method, we choose to subdivide the
data set from the tubular surface section contained within
its corresponding AABB. It works in most cases for tree-
like shape modeling. However, as the topology of vascular
structure is very intricate, and the vessel branch could be
very tortuous, the subdivision method may not work in some
cases. As shown in Fig.7, left is the full view of a vascular
tree, and middle is the detail look at a very tortuous vessel
FIGURE 6. The reconstructed result of a left coronary artery with the
proposed method.
FIGURE 7. Illustration on the utilizing of a cylindrical mask to discard the
unintended parts inside the AABB: The full view of a vascular tree (left),
and the detail look at a very tortuous vessel branch (middle), as well as
the cylindrical mask along the subdivided skeleton (right). Green
rectangle represents the AABB containing the subdivided segment
considered for modeling, and green cylinder represents the cylindrical
mask containing the tubular surface section for data cloud subdivision.
branch. Green rectangle represents theAABB area containing
the subdivided segment considered for modeling. Due to the
high tortuosity of the vessel branch, some unintended parts
are inside the AABB, which can lead to unsatisfied model-
ing result (see Fig.8 (left)). In order to solve this problem,
we add a cylindrical mask along the subdivided skeleton
(see the green cylinder in Fig.7 (right)). Only the tubular
surface section inside the cylindrical mask is considered for
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FIGURE 8. The modeling result of highly tortuous vessel branch: The
unsatisfied result (left), and the satisfied result by using a cylindrical
mask (right).
data cloud subdivision. With this cylindrical mask, we can
achieve satisfied modeling result for even highly tortuous
vessel branch (see Fig.8 (right)).
IV. RESULTS AND DISCUSSION
A. ALGORITHM PARAMETER CONFIGURATION
In the proposed algorithms, a few parameters are used, and
the way these parameters are configured will affect the fit-
ting results. In the algorithm, parameters n and δ are used
in SPPBO for shape blending. In SPPBO, n is an integer
parameter and is used to specify the degree of smooth-
ness of the blending operator. Larger n values define higher
degree of smoothness blending operators, but has a higher
computational cost. δ in SPPBO is used to control to what
extent the original shapes involved in the blending operation
need to be preserved. Smaller δ values indicate that more
portion of original shapes are to be preserved. When δ
tends to 0, the corresponding blending operator becomes
max(x, y) or min(x, y). Thus, when δ is set too small, SPPBO
will behave like max(x, y) or min(x, y), and the combined
surface may not be joined smoothly as real blood vessels.
For more detailed discussion on the setting of the param-
eters n and δ, please refer to [7]. The modeling results of
the proposed algorithm are affected by the length of the
subdivided skeleton segment ls. In general, the length of each
subdivided skeleton segment should not be too long. This
is because if the subdivided skeleton segment is too long,
the fitting results may not be satisfactory, especially when
the curvature of the skeleton is high. Some in-depth inves-
tigations to the fitting effect concerning different skeleton
segment lengths will be given in the next subsection. The
detailed descriptions to the parameter values used in our
experiments are summarized in Table 1.
B. SYNTHETIC EXPERIMENT
Two typical synthetic shapes are used for the first test of the
proposed method. As shown in Fig.9 and Fig.10, one is a
‘‘M’’ shape (M) with the resolution of 81× 81× 21, and the
other is a bifurcation (B) with the resolution of 51× 51× 21.
The original shapes are corrupted by zero-mean Gaussian
noise with variances of 0.001 to simulate real medical data.
Sub-figures (bottom left) present the modeling results using
TABLE 1. Parameter descriptions and values for the proposed algorithms.
FIGURE 9. The experiment on the synthetic ‘‘M’’ shape: The iso-surface of
the original ‘‘M’’ shape(top left), the iso-surface of corrupted data by
Gaussian noise distributions with variances of 0.001 (top right),
the modeling result using the proposed method based on the control
points extracted from the corrupted data (bottom left), direct visual
comparison of the iso-surfaces between the modeling results and the
original shapes (bottom right).
FIGURE 10. The experiment on the synthetic bifurcation shape: The
iso-surface of the original bifurcation shape(top left),the iso-surface of
corrupted data by Gaussian noise distributions with variances of 0.001
(top right), the modeling result using the proposed method based on the
control points extracted from the corrupted data (bottom left), direct
visual comparison of the iso-surfaces between the modeling results and
the original shapes (bottom right).
the proposed method based on the control points extracted
from the corrupted data, which shows that the proposed tech-
nique can achieve satisfactory modeling results and produce
high visual quality for very curved shape and bifurcation.
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FIGURE 11. Geometric reconstruction of coronary arteries: The isosurface rendering of segmentation result using level-set method
(left), and the reconstruction results using the proposed method (middle and right).
In addition, Sub-figures (bottom right) present the direct
visual comparison between the iso-surfaces of the modeling
results and the original shapes. As can be seen from the fig-
ures, there is high overlapping between the two iso-surfaces,
even though themodeling shapes were reconstructed from the
corrupted data, which illustrates that the proposed method
has the ability to faithfully model the original shapes even
with corrupted noises.
Besides the above visual inspection, we also conduct a
quantitative analysis to judge whether the underly data are
faithfully represented. For judging the accuracy, we cal-
culate the Euclidean distances between the iso-surfaces of
the modeling results and the original synthetic shapes. The
following statistical measures are calculated: median of the
distance (Med), root mean square distance (Rms), minimum
distance (Min), and maximum distance (Max). We describe
the deviation in relation to the resolution of the test dataset,
i.e., length of the voxel diagonal (voxDiag) [25]. For esti-
mating the smoothness, we examine the median of the
unsigned mean curvatures (MUMC) [35] for all vertices on
the modeled surface. In order to investigate the fitting effect
concerning different skeleton segment lengths, we calculate
the above statistical measures based on the modeling results
with different ls. Table 2 reports the quantitative analysis
results with the calculated statistical measures. Excellent dis-
tance figures were recorded for the both synthetic datasets.
For all the tests, Med, Rms, and Min deviations are much
less than half of the length of the voxel diagonal (voxDiag),
and even the Max deviations are not bigger than 0.8 times
voxDiag. For the ‘‘M’’ shape dataset, it could be observed
that the lowest deviations (Med: 0.09, Rms: 0.16, Min: 0,
Max: 0.55) occur when the ls value is set as 300. For the
bifurcation shape dataset, the measured lowest deviations are
even smaller (Med: 0.06, Rms: 0.10, Min: 0, Max: 0.48),
which can be obtainedwhen the ls value is set as 500. It makes
sense that the lowest deviations can be obtained with a longer
subdivided skeleton segment for the second dataset, since the
skeleton curvature of the bifurcation shape is much smaller
than that of the ‘‘M’’ shape. In addition, the modelled sur-
faces are reconstructed with quite satisfied smoothness, not
only in visual inspection but also the quantitative analysis
TABLE 2. Quantitative analysis for judging the accuracy and smoothness
of the proposed method based on the synthetic datasets. Distance values
are related to voxDiag. The accuracy is measured by calculating the
Euclidean distances between the iso-surfaces of the modeling results and
the original synthetic shapes, and the smoothness is estimated by
measuring the MUMC of the reconstructed surface. The statistical
measures are calculated based on the modeling results with different ls.
(the MUMC is generally as small as 0.16 for the ‘‘M’’ shape
and 0.25 for the bifurcation shape).
C. EXPERIMENTS ON VASCULAR DATASETS
The proposed methods have been applied to 12 medical
datasets for the geometric reconstruction of coronary arteries.
A typical example is presented below, which is the recon-
struction of coronary arteries from the 3-D CT angiography
(CTA) images with a resolution of 512 × 512 × 299 and
spacing of 0.3906 mm × 0.3906 mm × 0.5 mm. Fig.11(left)
is the isosurface rendering of segmentation result using level
set method, which suffers from aliasing artifacts and diverges
considerably from the real vessels. On the other hand, as can
be seen from Fig.11(middle and left), both left and right
coronary trees are successfully reconstructed from the 3-D
CTA dataset. Very curved and complex structures can be
reconstructed faithfully using our method, which can achieve
superior visual quality and produce smooth transitions at
branchings.
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FIGURE 12. Two typical modeling results of other vascular structures
based on the proposed method: MRA cerebral vasculatures (left); CTA
carotid arteries (right).
The developed implicit modeling techniques can be also
applied to the reconstruction of vascular geometry for the
other parts of the vascular system. Fig.12 presents two typ-
ical modeling results of other vascular structures based on
the proposed method. One is the geometry modeling of
cerebral vasculatures for the 3-D magnetic resonance angiog-
raphy (MRA) images, and the other is the geometry modeling
of carotid arteries for the 3-D CT angiography (CTA) images.
As shown in the figures, the proposed method can correctly
and faithfully represent the morphology and topology of
vascular structures, even for very thin and curved branches.
D. COMPARISON WITH THE PAS BASED TECHNIQUE
There are twomain differences between the proposed method
and PAS based technique, which can achieve vascular models
with extremely high quality. First and foremost, the pro-
posed modeling technique is a one-step fitting based on
solving a general eigen-system, which can directly recon-
struct 3-D geometric shapes from the point cloud extracted
from vascular surfaces. As shown in Fig.13, top left is the
segmentation result of a section of vessel branch, in which
the cyan points represent the extracted surface points for
geometry reconstruction, and top right is the reconstruction
result based on the control points using the proposed method.
On the other hand, the technique based on PAS needs two
steps to reconstruct the 3-D geometric shapes of vascula-
tures. Firstly, the vessel cross sections are specified using
the 2-D PAS, and then, different cross-section profiles are
weighted and summed up along the skeleton using the partial
shape preserving (PSP) spline basis functions [36] to form
the 3-D geometric shapes (see Fig.13(bottom left and bottom
right)). Compared with the PAS based technique, the pre-
sented method is more efficient and compact, and can achieve
more faithful and accurate vessel surfaces than PAS method
does.
In PAS method, a cross-section specific vascular segmen-
tation algorithm has to be used as the vascular surface is
constructed cross-section by cross-section along the vascular
vessel, whereas the RBFEC method allows to use any seg-
mentation algorithm to extract the points from the vascular
surface. In addition, RBFEC is a surface interpolation tech-
nique, which can produce an implicit surface interpolating
the given control points (see Fig.13(top right)); while the
FIGURE 13. The comparison between PAS method and our method: The
segmentation result of a section of vessel branch with extracted surface
points for reconstruction (top left), the reconstruction result based on the
control points using the proposed method (top right), the extracted
contour points of different vessel cross sections along the skeleton
(bottom left), the reconstruction result based on the cross-section
profiles using PAS method (bottom right).
PAS method is only an approximation to the actual vascular
surface captured by the control points (see Fig.13(bottom
right)). That is, RBFEC based technique can reconstruct the
vessel surface more accurately than 2-D PAS technique does.
E. QUANTITATIVE VALIDATION
As we known, the accuracy and smoothness of vascular
geometry reconstruction from segmentations need to be
traded off in a certain level. However, an excellent technique
should be able to generate vascular geometry as accurate
as possible with certain smoothness. To validate the pro-
posed method on the geometry modeling of coronary arteries,
we conduct a quantitative analysis based on the experi-
ments of the 12 medical datasets. For judging the accuracy,
we calculate the Euclidean distance between the segmented
data and the modeled vascular surfaces, as there is no
ground truth on actual vascular anatomy. For estimating the
smoothness, we examine the median of the unsigned mean
curvatures (MUMC) [35] for all vertices on the modeled
surface.
Table 3 presents the quantitative analysis results with the
calculated statistical measures based on the 12 coronary
artery datasets. The median distances are no larger than
0.15mm for all the experimental datasets, which is a fraction
of the voxel size of current CT imaging. The root mean square
distance (Rms) is generally as small as 0.20mm, which is
below half of voxDiag for each considered dataset. Even the
max deviations are not higher than 2mm, which generally
occurs at the areas close to the ends of the vessel tree.
In addition, the measured MUMC of each considered dataset
is no larger than 0.17, which means the proposed method can
achieve smooth modeled surface of high quality.
We also conduct the direct quantitative comparisons
between the proposed method and other methods for the
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TABLE 3. Quantitative analysis for judging the accuracy and smoothness
of the proposed method based on the 12 coronary artery datasets. The
accuracy is measured by calculating the Euclidean distances (in
millimeters) between the iso-surfaces of the modeling results and the
segmented results, and the smoothness is estimated by measuring the
MUMC of the reconstructed surface. The statistical measures are
calculated based on the modeling results with ls = 300.
TABLE 4. Quantitative comparison between our proposed method and
the MPUI based method and the PAS based method for the geometry
reconstruction of coronary arteries based on the 12 coronary artery
datasets. Distance values are in millimeters.
geometry reconstruction of coronary arteries. The presented
values are the average of the above 12 experimental datasets.
As shown in Table 4, the averaged Med and Rms values
corresponding to the models built from our method are only
0.12mm and 0.23mm, which are both smaller than that based
on theMPUI method and PASmethod. The averagedMUMC
value of our built models is as small as that based on PAS
method, which is regarded as an excellent approach to recon-
struct vessel tree with great smoothness property [33]. The
quantitative analysis demonstrates the proposed method can
achieve more accurate vessel models than the other two
methods.
F. COMPUTATIONAL COMPLEXITY
The computational cost of the proposed method mainly
depends on the complexity of the vascular tree and the res-
olution of input dataset. Table 5 presents the information
concerning the complexity of the resulting models and the
reconstruction times based on the first example of experi-
mental dataset (Fig. 11). The reconstruction time includes the
time of point extraction, construction of implicit functions,
evaluation of scalar values, and generation of patch faces.
As can be seen from the table, the proposed method is nearly
three times faster than PAS based method.
V. CONCLUSION AND FUTURE WORK
In this paper, a new implicit modeling technique has been pro-
posed and applied to the geometric reconstruction of patient-
specific coronary arteries. Compared to the LIMmethod [34],
the proposed technique is not only much simpler but more
TABLE 5. Performance measurements of the proposed method and PAS
based method for the implicit surface reconstruction of coronary artery
trees carried out on an Intel Core i5 CPU with two cores @3.2GHz and
8GB RAM. The reconstruction time is measured in seconds.
direct to fit an implicit surface to the point cloud extracted
from a complex vascular surface. With the proposed implicit
modeling method, faithful and smooth coronary models can
be reconstructed from given segmented CTA datasets. The
experimental results and validations have demonstrated that
our methods can reconstruct the geometry of coronary arter-
ies with high accuracy and smoothness.
The developed technique is generalizable to other appli-
cation areas, which can be applied to the reconstruction of
vascular geometry for the other parts of the vascular system.
Themain improvement with our proposed technique lies in its
simplicity and the degree of fitting accuracy. The proposed
modeling technique is a one-step fitting based on solving
a general eigen-system, which can directly reconstruct with
high precision the 3-D geometric shapes of vascular surface
from the point cloud extracted from the vascular surface seg-
ments. In addition, our RBFEC based technique can specify
the vessel surface more accurately than 2-D PAS technique
does, as it can construct an interpolating implicit surface that
goes through all the control points.
One of our future work is to employ the NVIDIA Compute
Unified Device Architecture(CUDA) for the parallel compu-
tation in modern graphics hardware, which can greatly reduce
the reconstruction time and may process even at interactive
frame rates.
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