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1 Introduction
The study of Conformal Field Theories (CFTs) is among the most important subjects
in theoretical physics, with implications to critical phenomena, particle physics and, in
the light of the AdS/CFT duality, quantum gravity. In past years we have witnessed a
revival in the study of CFTs in dimensions higher than two. This study is considerably
more difficult than the two-dimensional case, where the conformal group possesses an
infinitely dimensional extension given by the Virasoro algebra, which leads to many known
exactly solvable models. On one hand, the conformal bootstrap program [1, 2] applied to
higher dimensional CFTs, revived in [3], has already shown its merits by providing the
most accurate computation to date of 3D Ising model critical exponents [4–6]. On the
other hand, the most studied case of the AdS/CFT duality [7] considers N = 4 Super
Yang-Mills, which is a four-dimensional CFT. In particular, this theory is believed to be
integrable in the planar limit [8, 9], thus providing the first example of an exactly solvable
4D gauge theory.
To advance in the conformal bootstrap program, as well as our understanding of
AdS/CFT, it is necessary to further develop analytic and computational techniques to
deal with arbitrary tensor primary fields. In d dimensions, these fields are classified by the
unitary irreducible representations of the conformal group SO(d+ 1, 1), which are labeled
by the conformal dimension ∆ and by an irreducible representation (irrep) of SO(d). A
first step in this direction was made in [10], where symmetric tensors of arbitrary spin
were studied in detail. The goal of this paper is to extend this work by considering SO(d)
tensors with mixed symmetry.
We shall start, in section 2, with the general classification of irreducible tensor repre-
sentations of SO(d), which can be represented by Young diagrams. This is a well known
subject, which we shall review in order to introduce the reader to the necessary formal-
ism. We will then see how to encode, in general, mixed-symmetry tensors in terms of
polynomials of polarization vectors. To encode their mixed symmetry it is necessary to
employ a combination of Grassmann valued and ordinary commuting polarizations. Actual
computations simplify considerably if fields that live in d-dimensional Euclidean space are
embedded in an auxiliary (d+2)-dimensional Minkowski space, where the conformal group
SO(d + 1, 1) acts linearly as the usual Lorentz transformations. We shall see that this
formalism can be easily extended to include mixed-symmetry tensors by encoding them in
polynomials of polarization vectors in the embedding space.
In section 3 we show how to construct CFT n-point correlation functions of arbitrary
tensors. The formalism is presented in general terms, but we shall give a number of
simple examples for two-, three- and four-point functions, so the reader can appreciate the
simplicity and efficiency of the method. We will also describe the general case of n-point
functions.
In section 4 we consider arbitrary conserved tensors. We see how to implement the
conservation equation in the embedding formalism, and also how to derive the unitary
bound for conserved tensors in arbitrary irreducible SO(d) representations.
As an application of the new formalism we consider, in section 5, the problem of
computing conformal blocks for any desired external primary fields, describing the exchange
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of an arbitrary conformal primary and its descendants. With the help of shadow operators,
these conformal blocks can be written as an integral of three-point functions, leading to
an expression of the conformal blocks in terms of a finite number of integrals, which can
be expressed in terms of hypergeometric functions for even dimensions [11]. To see the
method at work, we shall consider explicitly the example of the four-point function of two
scalars and two vectors, exchanging a mixed-symmetry tensor of rank three.
In section 6 we show that the number of tensor structures in CFT correlators of non-
conserved mixed-symmetry tensors in d dimensions matches that of massive scattering
amplitudes in d+ 1 dimensions, as expected. Section 7 presents final comments.
2 Mixed-symmetry tensors
2.1 Parametrizing Young diagrams
In this paper the traceless irreducible tensor representations of SO(d) are considered. These
representations are enumerated mostly1 by Young diagrams, which encode the (anti-) sym-
metry of the tensors under permutation of their indices.
There are two different ways to parametrize the shape of a Young diagram λ. The
first is by giving a partition lλ =
(
lλ1 , l
λ
2 , . . .
)
containing the lengths of the rows, lλi being
the length of the i-th row. The diagram that is obtained from λ by exchanging rows and
columns is called the transpose λt. The partition hλ describes the column heights of λ
and is the conjugate partition to lλ, lλ
t ≡ hλ = (hλ1 , hλ2 , . . .). A second way to describe
the shape of a Young diagram is by its Dynkin label λ =
[
λ1, λ2, . . . , λhλ1
]
, which lists the
numbers λi of columns with i boxes. Apart from the exception mentioned in the footnote,
the Young diagram λ labels an irrep of SO(d) if and only if its overall height hλ1 does not
exceed the rank of the Lie algebra corresponding to SO(d),
hλ1 ≤
⌊d
2
⌋
=
{
d
2 , d even ,
d−1
2 , d odd .
(2.1)
The total number of boxes is denoted by |λ|,
|λ| =
∑
i
iλi =
∑
i
lλi =
∑
i
hλi . (2.2)
It will be useful to label the number of rows with more than one box nλZ and the number
of columns with more than one box nλΘ,
nλZ =
lλ1∑
i=2
λti , n
λ
Θ =
hλ1∑
i=2
λi . (2.3)
1There is a one-to-one correspondence between traceless irreducible tensor representations of SO(d) and
the Young diagrams satisfying (2.1) except for the case d = 2n, hλ1 = n [12]. In this case the representation
with the symmetry corresponding to λ can be decomposed further using the Levi-Civita tensor and is
therefore not irreducible. A well-known example is the decomposition of the two-form in four dimensions
into self-dual and anti-self-dual parts.
– 3 –
J
H
E
P
0
2
(
2
0
1
5
)
1
5
1
All of this is best illustrated by the following example:
λ = [2, 1, 0, 2] , |λ| = 12 ,
lλ = (5, 3, 2, 2) , nλZ = 4 ,
hλ = (4, 4, 2, 1, 1) , nλΘ = 3 .
(2.4)
The λ on lλ, hλ, nλZ and n
λ
Θ will frequently be omitted or replaced by i if the Young diagram
is of shape λi.
2.2 Birdtracks and Grassmann variables
Probably the best way to think about mixed-symmetry tensors is in terms of birdtrack
notation2 where index contractions are simply drawn as lines
= δa1b1δa2b2 . (2.5)
Symmetrization and antisymmetrization are indicated by the symbols
n
=
1
n!
{
n
+
n
+
n
+ . . .
}
,
n
=
1
n!
{
n
−
n
+
n
− . . .
}
.
(2.6)
This notation has the advantage that it makes it immediately visible when terms are
vanishing because two or more symmetric indices are antisymmetrized or vice versa
= 0 . (2.7)
Furthermore, birdtracks can be diagrammatically transformed, for example using that re-
peated (anti)symmetrizations of subsets of indices have no effect
= , = . (2.8)
A symmetrized contraction of n indices is generated by the n-th derivative of n com-
ponents of an auxiliary vector z,
n
=
1
n!
∂za1 . . . ∂zanzb1 . . . zbn . (2.9)
2See [13] for a beautiful group theory book entirely in terms of birdtracks.
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Antisymmetrization works analogously with an auxiliary vector in Grassmann variables θ,
n
=
1
n!
∂θa1 . . . ∂θanθb1 . . . θbn . (2.10)
The Grassmann variables are anticommuting in the sense that
θ(p)a θ
(q)
b = (−1)δ
pq
θ
(q)
b θ
(p)
a . (2.11)
Here an additional label (p) was introduced to allow for several independent antisym-
metrizations at the same time. Derivatives with respect to Grassmann variables are implied
to be right derivatives,
∂
θ
(r)
c
θ(p)a θ
(q)
b = δ
rqδcbθ(p)a + (−1)δ
pq
δrpδcaθ
(q)
b . (2.12)
2.3 Young symmetrization and antisymmetric basis
The symmetry of a Young diagram is imposed on a tensor via Young symmetrizers. Each
row of the diagram corresponds to a symmetrization and each column corresponds to an
antisymmetrization. This can be nicely illustrated by an example, following [13]. To
actually write down components of mixed-symmetry tensors it is necessary to choose a
basis for the irreducible representation at hand. This requires an assignment between the
boxes of the Young diagram and the indices of the tensor. Therefore the bases of the irreps
under consideration are labeled by Young tableaux. A symmetrizer given by the Young
tableau YT creates the tensor TYT with appropriate symmetry from a generic tensor T ,
YT =
1 2 3
5
7
4
6 → TYT =
a1
a7
T . (2.13)
This tensor has the manifest symmetry properties
TYTa1a2a3a4a5a6a7 = T
YT
(a1a2a3a4)(a5a6)a7
, (2.14)
but there are also less obvious symmetries caused by the antisymmetrizations. Due to the
manifest symmetries, TYT is said to belong to the symmetric basis. The antisymmetric
basis is obtained by changing the order of symmetrization and antisymmetrization
YT′ =
1
2
3
5
4 6 7
→ TYT′ =
a1
a7
T . (2.15)
Here we have manifest antisymmetry
TYT
′
a1a2a3a4a5a6a7 = T
YT′
[a1a2a3][a4a5](a6a7)
. (2.16)
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The only reason we used a different Young tableau for this second example is to spare
us from having to cross lines on the right hand side of the birdtrack diagram. We will
in this paper work only in antisymmetric bases with Young tableaux where the boxes are
enumerated column by column, as in (2.15). The tensors corresponding to different bases
(different tableaux) can be obtained simply by commutation of indices.
It may also be instructive to see how the non-explicit index symmetries manifest them-
selves on the components of the tensors, again in the antisymmetric basis with boxes la-
beled column by column. To this end assign different labels to each anticommuting group
of indices
fa1...ah1b1...bh2c1...ch3 ...g1...ghl1
= f[a1...ah1 ][b1...bh2 ][c1...ch3 ]...[g1...ghl1 ]
. (2.17)
Apart from the antisymmetry, the Young symmetrization implies that the antisymmetriza-
tion of any of the indices b with all the a vanishes, as well as the antisymmetrization of
any of the c with all indices a or all b and so forth [14]. Explicitly this means that
f[a1...ah1 ][b1...bh2 ][c1...ch3 ]...[g1...ghl1 ]
(2.18)
= f[b1a2...ah1 ][a1b2...bh2 ][c1... + f[a1b1a3...ah1 ][a2b2...bh2 ][c1... + . . .+ f[a1...ah1−1b1][ah1b2...bh2 ][c1...
= f[c1a2...ah1 ][b1...bh2 ][a1c2... + f[a1c1a3...ah1 ][b1...bh2 ][a2c2... + . . .+ f[a1...ah1−1c1][b1...bh2 ][ah1c2... .
There are also more general relations that arise from exchanging k indices from one column
with all possible k-element subsets of a column to its left. Here the order of the two sets
of indices is kept, so that the right hand side of the general equation has
(
hl
k
)
terms if the
left column has height hl. As a special case of these relations the tensors are symmetric
under exchange of complete groups of antisymmetric indices if the corresponding columns
in the Young tableau are of equal height, e.g. for h2 = h3,
f[a1...ah1 ][b1...bh2 ][c1...ch3 ]...[g1...ghl1 ]
= f[a1...ah1 ][c1...ch3 ][b1...bh2 ]...[g1...ghl1 ]
. (2.19)
Since it will be needed in section 4 we also state the equation analogous to (2.18) for a
tensor
fa1...al1b1...bl2c1...cl3 ...g1...glh1
= f(a1...al1 )(b1...bl2 )(c1...cl3 )...(g1...glh1 )
, (2.20)
in the symmetric basis with boxes enumerated row by row as in (2.13),
− f(a1...al1 )(b1...bl2 )(c1...cl3 )...(g1...glh1 ) (2.21)
= f(b1a2...al1 )(a1b2...bl2 )(c1... + f(a1b1a3...al1 )(a2b2...bl2 )(c1... + . . .+ f(a1...al1−1b1)(al1b2...bl2 )(c1...
= f(c1a2...al1 )(b1...bl2 )(a1c2... + f(a1c1a3...al1 )(b1...bl2 )(a2c2... + . . .+ f(a1...al1−1c1)(b1...bl2 )(al1c2... .
2.4 Encoding mixed-symmetry tensors by polynomials
In general, to encode a mixed-symmetry tensor by a polynomial, the strategy is to contract
it with a tensor with the same mixed symmetry, which is built out of auxiliary polarizations.
To construct a Young symmetrized tensor in the antisymmetric basis out of auxiliary
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vectors, one can start with a set of polarizations that is already symmetrized so that only
the antisymmetrization is left to do. For the example (2.15), the following tensor depending
on the auxiliary vectors z(1), z(2) and z(3) is appropriately symmetrized
z(1)
z(2)
a1
a7z(3)
. (2.22)
Using (2.10) to encode the antisymmetrization, (2.22) can be written as
1
3!2!
(
z(1) · ∂θ(1)
)(
z(1) · ∂θ(2)
)(
z(1) · ∂θ(3)
)(
z(1) · ∂θ(4)
)
(
z(2) · ∂θ(1)
)(
z(2) · ∂θ(2)
)(
z(3) · ∂θ(1)
)
θ(1)a1 θ
(1)
a2 θ
(1)
a3 θ
(2)
a4 θ
(2)
a5 θ
(3)
a6 θ
(4)
a7 . (2.23)
This can be shortened by avoiding the introduction of polarizations that appear only once
and hence do not cause any (anti-)symmetrization, i.e. doing explicitly the derivatives in
the polarizations θ(3) and θ(4),(
z(1) · ∂θ(3)
)(
z(1) · ∂θ(4)
)
θ(3)a6 θ
(4)
a7 = z
(1)
a6 z
(1)
a7 . (2.24)
After this step the symmetry in the indices a6 and a7 is manifest. Likewise, z
(3) that
appears only once in this example through the derivative
(
z(3) · ∂θ(1)
)
, does not encode
any symmetry. More generally, for diagrams with more than one row of length one, the
action of such derivatives hides antisymmetry. We shall therefore omit these derivative
terms, with the result that the encoding polynomial will depend not only on symmetric
polarizations, but also on θ(1), therefore making antisymmetrization explicit on the indices
corresponding to all rows of length one.
Thus, the slightly less elegant, but more pragmatic Young symmetric polarization we
use for the example at hand will be the polynomial in z ≡ (z(1), z(2), θ(1)) given by(
z(1) · ∂θ(1)
)(
z(1) · ∂θ(2)
)(
z(2) · ∂θ(1)
)(
z(2) · ∂θ(2)
)
θ(1)a1 θ
(1)
a2 θ
(1)
a3 θ
(2)
a4 θ
(2)
a5 z
(1)
a6 z
(1)
a7 , (2.25)
which is quartic in z(1), quadratic in z(2) and linear in θ(1), as appropriate for a Young
diagram with lengths of rows given by lλ = (4, 2, 1). This Young symmetric polarization
is obtained by acting with derivatives of the type
(
z(p) · ∂θ(q)
)
on a polynomial in θ ≡(
θ(1), θ(2), z(1)
)
, cubic in θ(1), quadratic in θ(2) and quadratic in z(1), as appropriate for a
Young diagram with lengths of columns given by hλ = (3, 2, 1, 1). A tensor with components
fa1...a7 in the irrep of this example will then be encoded by the polynomial
f(z) ≡
(
z(1) · ∂θ(1)
)(
z(1) · ∂θ(2)
)(
z(2) · ∂θ(1)
)(
z(2) · ∂θ(2)
)
f¯(θ) , (2.26)
where
f¯(θ) ≡ θ(1)a1 θ(1)a2 θ(1)a3 θ(2)a4 θ(2)a5 z(1)a6 z(1)a7 fa1...a7 . (2.27)
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Notice that, in this example, the assignment of the polarization vectors in z and in θ to
the boxes of the Young diagram is done according to
θ(1)
z(2)
z(1)z(1)
z(2)
z(1)z(1)
and
θ(1)
θ(1) θ(2)
z(1)θ(1) θ(2) z(1)
, (2.28)
respectively.
In general we shall consider nΘ anticommuting and nZ commuting polarization vec-
tors for a given tensor operator. A convenient notation for the mostly anticommuting
polarizations which are first contracted to the tensor is
θ ≡
(
θ(1), θ(2). . . . , θ(nΘ), z(1)
)
. (2.29)
In cases where there are no columns with one box the last entry is absent and θ contains
only anti-commuting polarizations. Similarly, we will write for the mostly commuting
polarizations on which the final encoding polynomial depends
z ≡
(
z(1), z(2), . . . , z(nZ), θ(1)
)
. (2.30)
Again, in cases where there are no rows with one box the last entry is absent and z contains
only commuting polarizations. Generalizing the previous example, we have that a tensor
fa1...a|λ| in the irrep λ is encoded by the polynomial
f(z) ≡
nZ∏
p=1
min(lp,nΘ)∏
q=1
(
z(p) · ∂θ(q)
)
f¯(θ) , (2.31)
where
f¯(θ) ≡ θ(1)a1 . . . θ(1)ah1θ
(2)
ah1+1
. . . θ(2)ah1+h2
. . . θ(nΘ)ah1+...+hnΘ−1+1
. . . θ(nΘ)ah1+...+hnΘ
z(1)a|λ|−λ1+1
. . . z(1)a|λ|f
a1...a|λ| .
(2.32)
When there are more than one row with one box, the dependence of f(z) on θ(1) makes
manifest the antisymmetry of the indices corresponding to such boxes. Likewise, when
there are more than one column with one box, the dependence of f¯(θ) on z(1) makes
manifest the symmetry of the indices corresponding to such boxes.
The condition that fa1...a|λ| is traceless can be used to choose the polarizations to have
vanishing products
fa1...a|λ| traceless ↔ f¯(θ)∣∣
θ(p)·θ(q)=θ(p)·z(1)=z(1)2=0 ,
↔ f (z)|z(p)·z(q)=z(p)·θ(1)=0 .
(2.33)
This means that all terms in the tensor proportional to Kronecker deltas δaiaj are discarded.
They have to be restored by projection to traceless tensors if one wishes to extract the tensor
from the polynomial.
To extract the tensor fa1...a|λ| back from the polynomials one can simply restore the
indices by acting with |λ| derivatives on the polarizations and then project to the irreducible
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representation λ with the projector pi
a1...a|λ|,b1...b|λ|
λ ,
fa1...a|λ| = pi
a1...a|λ|,b1...b|λ|
λ
1
h1!
∂
θ
(1)
b1
. . . ∂
θ
(1)
bh1
1
h2!
∂
θ
(2)
bh1+1
. . . ∂
θ
(2)
bh1+h2
(2.34)
. . .
1
hnΘ !
∂
θ
(nΘ)
bh1+...+hnΘ−1+1
. . . ∂
θ
(nΘ)
bh1+...+hnΘ
1
λ1!
∂
z
(1)
b|λ|−λ1+1
. . . ∂
z
(1)
b|λ|
f¯(θ)
= pi
a1...a|λ|,b1...b|λ|
λ
1
H(λ)
∂
z
(1)
b1
. . . ∂
z
(1)
bl1
∂
z
(1)
bl1+1
. . . ∂
z
(1)
bl1+l2
(2.35)
. . . ∂
z
(nZ )
bl1+...+lnZ−1+1
. . . ∂
z
(nZ )
bl1+...+lnZ
∂
θ
(1)
b|λ|−λt1+1
. . . ∂
θ
(1)
b|λ|
f(z) .
The normalizations can be explained as follows. When extracting the components fa1...a|λ|
from the polynomial f¯(θ) all that happens is the antisymmetrization of a tensor which is
already in the antisymmetric basis. For each set of antisymmetric indices every generated
term is the same and the normalization factor only has to cancel the number of terms.
Going from f(z) to fa1...a|λ| involves a Young projection of a tensor that is already Young
symmetrized. Therefore the normalization H(λ) is that of the Young projectors, which are
given in [13]. It is computed from the shape of λ by a hook rule. Write into each box of a
Young diagram the number of boxes to its right and below, including the box itself. The
product of all numbers is H(λ). For example,
H
  = H
 4
1
6
1
12
3
 = 6 · 4 · 3 · 2 . (2.36)
As far as we are aware an explicit general formula for the projector pi
a1...a|λ|,b1...b|λ|
λ is
only known for symmetric tensors [15]. For the simplest mixed-symmetry tensor the
projector is [13]
pia1a2a3,b1b2b3 =
4
3
a1
a2
a3
b2
b1
b3
− 2
d− 1
a1
a2
a3
b2
b1
b3
. (2.37)
Let fa1a2a3 and gb1b2b3 be two tensors in the irrep and
f(z) = f(z, θ) =(z · ∂θ) θa1θa2za3fa1a2a3 =(θa1za2za3 − θa2za1za3) fa1a2a3
∣∣
z2=z·θ= 0 ,
g(z) = g(z, θ) =(z · ∂θ) θa1θa2za3ga1a2a3 =(θa1za2za3 − θa2za1za3) ga1a2a3
∣∣
z2=z·θ= 0 ,
(2.38)
their encoding polynomials. We would like to know how to contract these tensors using
directly the polynomials. The antisymmetrization in the projector (2.37) is already done in
the construction of the polynomials, only the symmetrization and subtraction of the trace
is left to do. This can be done by introducing a differential operator Daz that satisfies
Da1z D
a2
z z
b1zb2 =
1
4
(
2
3
(
δa1b1δa2b2 + δa1b2δa2b1
)
− 2
d− 1 δ
a1a2δb1b2
)
, (2.39)
where the factor 14 normalizes the antisymmetrizations. D
a
z can be found to be
Daz =
1√
6
(
∂
∂za
− 3
2(d− 1) z
a ∂
2
∂z · ∂z
)
. (2.40)
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The contraction of the two traceless tensors can then be expressed in terms of the encoding
polynomials as
fa1a2a3ga1a2a3 = f(Dz, ∂θ) g(z, θ) . (2.41)
This is entirely analogous to the situation of symmetric traceless tensors, but now the
explicit form of the projector and corresponding differential operator acting on the polar-
ization vectors is not known in general. We will assume that there exists for every irrep λ
a set of differential operators
Dz =
(
D
(1)
z(1)
, . . . , D
(nZ)
z(nZ )
, D
(nZ+1)
θ(1)
)
, (2.42)
that reproduces the projector in this way. We have no proof that every projector can be
expressed like this. If nothing else it is a notation that allows us to write any contraction as
fa1...a|λ|ga1...a|λ| = f(Dz)g(z) . (2.43)
We postpone a more general treatment of the projectors to traceless mixed-symmetry
tensors to a subsequent paper.
2.5 Tensors in embedding space
To work out the constrains conformal symmetry imposes on correlation functions of tensor
operators, it is convenient to use the embedding formalism. The idea, which dates back at
least to Dirac [16], is to lift the problem to the embedding space Md+2 where the conformal
group SO(d+1, 1) acts linearly as standard Lorentz transformations in (d+2)-dimensional
Minkowski space. Let P ∈ Md+2 be a point in this embedding space. Points in physical
space are identified with light-rays, i.e. with null vectors in Md+2 up to rescalings,
P 2 = 0 , P ∼ αP (α > 0) . (2.44)
Then, a specific choice of conformal frame corresponds to a specific section of the light cone.
In particular, for a CFT on d-dimensional Euclidean space Rd, we consider the Poincare´
section of the light-cone
PA =
(
P+, P−, P a
)
=
(
1, x2, xa
)
, (2.45)
where we are using light-cone coordinates with metric
P1 · P2 = ηABPA1 PB2 = −
1
2
(
P+1 P
−
2 + P
−
1 P
+
2
)
+ δabP
a
1 P
b
2 . (2.46)
For example, it is simple to see that the Euclidean distance between two points in Rd is
written in the embedding space as −2P1 · P2 = (x1 − x2)2. It will later be abbreviated by
Pij ≡ −2Pi · Pj . In general, SO(d+ 1, 1) Lorentz transformations map the light-cone into
itself and, by the identification (2.45), define the action of the conformal group in physical
space. A more thorough discussion of the embedding formalism can be seen in [10, 17],
whose notation we follow here.
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Let us now consider a mixed-symmetry tensor primary field of dimension ∆. This field
will have components fa1...a|λ|(x) with symmetries given by the Young diagram λ. We wish
to express it in terms of a field on the embedding space. This new tensor field will have
components FA1...A|λ|(P ) with the same symmetries as the physical tensor, it should be
defined on the light cone P 2 = 0 and it should be homogeneous of degree −∆,
FA1...A|λ|(αP ) = α
−∆FA1...A|λ|(P ) , α > 0 . (2.47)
It should also obey the transversality condition
PAiFA1...Ai...A|λ| = 0 . (2.48)
Components of the physical tensor are then obtained by projecting into physical space by
fa1...a|λ| =
∂PA1
∂xa1
. . .
∂PA|λ|
∂xa|λ|
FA1...A|λ| . (2.49)
Next we wish to encode the tensor in the embedding space FA1...A|λ|(P ) by a polyno-
mial. The discussion is entirely analogous to that of the previous section, only that now
the tensor will be a polynomial F (P,Z) in the embedding space polarization vectors
Z ≡
(
Z(1), Z(2), . . . , Z(nZ),Θ(1)
)
. (2.50)
Explicitly, the polynomial F (P,Z) is given by
F (P,Z) ≡
nZ∏
p=1
min(lp,nΘ)∏
q=1
(
Z(p) · ∂Θ(q)
)
F¯ (P,Θ) , (2.51)
where
F¯ (P,Θ) ≡ Θ(1)A1 . . .Θ
(1)
Ah1
Θ
(2)
Ah1+1
. . .Θ
(2)
Ah1+h2
. . .Θ
(nΘ)
Ah1+...+hnΘ−1+1
. . .Θ
(nΘ)
Ah1+...+hnΘ
Z
(1)
A|λ|−λ1+1
. . . Z
(1)
A|λ|F
A1...A|λ|(P ) ,
(2.52)
with
Θ ≡
(
Θ(1),Θ(2). . . . ,Θ(nΘ), Z(1)
)
. (2.53)
For traceless transverse tensors one can, without loss of information, drop scalar products
of any two polarizations or of one polarization and the corresponding embedding space
coordinate, i.e.
FA1...A|λ|(P ) traceless & transverse ↔ F¯ (P,Θ)∣∣
Θ(p)·Θ(q)=Θ(p)·Z(1)=Z(1)2=0
Θ(p)·P=Z(1)·P=0
,
↔ F (P,Z)|Z(p)·Z(q)=Z(p)·Θ(1)=0
Z(p)·P=Θ(1)·P=0
.
(2.54)
This means that transverse polynomials satisfy the transversality condition
F (P,Z + cP ) = F (P,Z) , (2.55)
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for any set c = (c1, . . . , cnZ , γ) of nZ commuting numbers ci and one anti-commuting
number γ.
It is also possible to relate the polynomial f(x, z) to the embedding polynomial F (P,Z),
as well as f¯(x,θ) to F¯ (P,Θ). The procedure is entirely analogous to that described in [10]:
in the case of the Poincare´ patch where Px = (1, x
2, x), each embedding polarization can
be written as
Z(p)z,x =
(
0, 2x · z(p), z(p)
)
and Θ
(p)
θ,x =
(
0, 2x · θ(p), θ(p)
)
, (2.56)
so that the relation between the polynomials is simply
f(x, z) = F
(
Px,Zz,x
)
and f¯(x,θ) = F¯
(
Px,Θθ,x
)
. (2.57)
The projector pi
a1...a|λ|,b1...b|λ|
λ to the irrep λ lifts to the projector Π
A1...A|λ|,B1...B|λ|
λ in
embedding space. The only case we need here is when it is inserted between two trans-
verse tensors, since we will always work with polynomials that are transverse.3 In this
case Π
A1...A|λ|,B1...B|λ|
λ is obtained from pi
a1...a|λ|,b1...b|λ|
λ by replacing all Kronecker deltas
δaibj , δaiaj and δbibj by embedding space metrics ηAiBj , ηAiAj and ηBiBj . This implies that
the operators Dz can also be carried over to embedding space by replacing z by Z, when
they are used between two transverse polynomials. The contraction of two traceless trans-
verse tensors FA1A2A3 and GB1B2B3 in the irrep is, as in the example (2.41), given by
FA1A2A3GA1A2A3 = F (DZ , ∂Θ)G(Z,Θ) , (2.58)
with
DAZ =
1√
6
(
∂
∂ZA
− 3
2(d− 1) Z
A ∂
2
∂Z · ∂Z
)
. (2.59)
In general, contractions will be written as
FA1...A|λ|GA1...A|λ| = F (DZ)G(Z) . (2.60)
3 Correlation functions
In this section we address the main kinematic problem that is to be solved when think-
ing about correlation functions of arbitrary tensor irreps: to count, and to construct, all
independent tensor structures.
3.1 Tensor-product coefficients
One part of the problem is finding all the possible ways a given set of mixed-symmetry
tensors can be contracted. A more mathematical way to pose this question is to ask for the
multiplicity of the scalar representation in the tensor product of the tensors in question.
Fortunately, this problem is already solved. Here we shall review the relevant results for
our purposes; for a comprehensive introduction to the general properties of tensor-product
coefficients see [18].
3The general form of Πλ can be obtained analogously as it was done for symmetric tensors in [10].
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Let G be SU(n), SO(n) or Sp(n) and λ, µ, ν irreducible G-modules which are enumer-
ated by Young diagrams. These are the vector spaces of tensors with the index symmetries
described in section 2.4. They will often be called representations instead of modules in
the following. λ∗ denotes the vector space dual to λ, i.e. if λ contains tensors with lower
indices, λ∗ contains tensors with upper indices. Upper and lower indices can be contracted
and the result will then transform under G as indicated by the remaining indices.
Let N νλµ be the tensor-product coefficients of G. They count the multiplicity with
which the irrep ν appears in the tensor product of λ and µ
λ⊗ µ =
⊕
ν
N νλµ ν , (3.1)
and satisfy
N νλ• = δνλ , N •λλ∗ = 1 , N νλµ = N µ
∗
λν∗ , (3.2)
where • denotes the scalar representation. Let us also denote by Nλµν the multiplicity of
the scalar representation in the triple product
λ⊗ µ⊗ ν = Nλµν • ⊕ other irreps . (3.3)
This notation has the advantage of being symmetric in its three labels and contains the
same information due to
N νλµ = Nλµν∗ . (3.4)
The multiplicity of a given representation µ in products of more than two tensors will be
denoted by N µλ1...λn
λ1 ⊗ . . .⊗ λn =
⊕
µ
N µλ1...λn µ , (3.5)
and can be calculated by recursively using (3.1)
N µλ1...λn =
∑
ν3,...,νn
N ν3λ1λ2
n−1∏
i=3
(
N νi+1νiλi
)
N µνnλn . (3.6)
This also computes the multiplicity of the scalar representation in the product λ1 ⊗ . . .⊗
λn ⊗ µ∗.
3.1.1 Unitary groups
When specializing to G = SU(n) the tensor-product coefficients are the famous Littlewood-
Richardson coefficients c νλµ ,
N νλµ = c νλµ for G = SU(n) . (3.7)
The only allowed contraction in this group is between upper and lower indices, so the
number of indices adds up when the tensor product between two tensors with lower indices
is formed
c νλµ = 0 for |λ|+ |µ| 6= |ν| . (3.8)
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This implies that the product of three tensors can only contain the scalar representation if
one of them is in a dual representation relative to the other two. This can be illustrated
by the following schematic contraction of tensor indices
Tµ
Tλ
Tν∗ ∝ c νλµ • . (3.9)
The coefficients c νλµ can be calculated using the Littlewood-Richardson rule [19].
4
For simple examples one can often find the possible contractions for a given tensor
product quickly using birdtracks. For example, one can easily convince oneself that the
only two inequivalent ways to contract λ = µ = and ν∗ =
∗
are
Tλ
Tµ
Tν∗ , (3.10)
and
Tλ
Tµ
Tν∗ . (3.11)
The Littlewood-Richardson coefficient is thus c νλµ = 2.
3.1.2 Orthogonal and symplectic groups
Following the reasoning of [13], the orthogonal and symplectic groups can be obtained from
the unitary groups by taking into account the fact that these groups have by definition
additional group invariants. For SO(d) this is a symmetric quadratic form gab and its
inverse gab, while for Sp(d) the invariant is skew symmetric fab = −fba. In both cases
these invariants can be used to raise and lower indices, which implies that the distinction
between the two becomes unnecessary, the representations are self-dual λ∗ = λ. Any two
indices can be contracted and this leads to different tensor-product coefficients
N νλµ = Nλµν = bλµν for G ∈
{
SO(2n),SO(2n+ 1),Sp(2n)
}
. (3.12)
Because of the self-duality of the representations the position of the indices of the tensor-
product coefficients becomes meaningless, so these coefficients are always written with
only lower indices. It is not hard to convince oneself that the counting of tensor structures
here can be broken down to the counting that was relevant in the SU(n) case where the
4The algorithm has been implemented for instance in Anders Skovsted Buch’s lrcalc program, which is
available at http://www.math.rutgers.edu/ asbuch/lrcalc/.
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restriction |λ|+ |µ| = |ν| applied. The following figure shows how three sets of indices can
be contracted with each other, by first dividing each set of indices into two,
∑
ρ,σ,γ
Pγ
Pρ
Tλ Tµ
Tν
Pσ Pγ
Pσ
Pρ
∝ bλµν • , (3.13)
where Pρ is a projector to the irrep ρ, and so on. The number of tensor structures obtained
in such a way is
bλµν =
∑
ρ,σ,γ
c λσρ c
µ
ργ c
ν
γσ . (3.14)
This formula is known as the Newell-Littlewood formula [20, 21] and holds if the sum of
the heights of two of the three irreps λ, µ and ν does not exceed n, i.e. for
hλ1 + h
µ
1 + h
ν
1 −max
(
hλ1 , h
µ
1 , h
ν
1
)
≤ n =
⌊d
2
⌋
. (3.15)
Otherwise even the tensor product of the two irreps with the smallest h1 contains Young
diagrams that violate (2.1) and hence do not correspond to irreps of SO(d) or Sp(d). In this
case (3.14) can be used anyway by transforming these Young diagrams into diagrams that
correspond to irreps using modification rules [12] and taking the additional contributions
that arise in this way into account. Then also the statement (3.12) that the tensor-product
coefficients are the same for SO(2n), SO(2n+ 1) and Sp(2n) does not hold true anymore.
For simplicity, we will assume (3.15) to be satisfied throughout the paper. Note that this
implies that explicit examples in this paper hold only for d sufficiently large.
The coefficients descibing the decomposition of the tensor product of more than two
irreps are given by (3.6)
bλ1...λn =
∑
ν3,...,νn
bλ1λ2ν3
n−2∏
i=3
(
b
νi+1
νiλi
)
bνn−1λn−1λn . (3.16)
For SO(d) or Sp(d) the same coefficients also count the multiplicity of the scalar represen-
tation in the tensor product λ1 ⊗ λ2 ⊗ . . .⊗ λn.
A notation that will be used below is the restriction of a tensor product to irreps
that have the same number of indices as both irreps in the product. This operation will
be denoted with square brackets and amounts to using the SU(n) Littlewood-Richardson
coefficients as tensor-product coefficients,
[λ⊗ µ] ≡
⊕
ν
bλµν ν
∣∣∣
|ν|=|λ|+|µ|
=
⊕
ν
c νλµ ν . (3.17)
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The second equality can be found for instance in [12]. To wrap up this section consider
the following example
[λ⊗ µ⊗ ν]⊗ ρ⊗ σ =
(∑
γ,κ
c γλµ c
κ
γν bκρσ •
)
⊕ other irreps . (3.18)
3.2 Two-point functions
Unitary irreducible representations of the conformal group SO(d+ 1, 1) will be labeled by
χ ≡ [λ,∆], where ∆ is the conformal dimension and λ an irreducible representation of
SO(d). The two-point function of the primary corresponding to χ is, up to a normalization
constant, a tensor depending on two points in the embedding space with components
GA1...A|λ|B1...B|λ|
(
P1, P2
)
. (3.19)
It is encoded, as described above, by a polynomial
Gχ
(
P1, P2; Z1,Z2
)
=
nZ∏
p=1
min(lp,nΘ)∏
q=1
(
Z
(p)
1 · ∂Θ(q)1
)(
Z
(p)
2 · ∂Θ(q)2
)
G¯χ(P1, P2; Θ1,Θ2) , (3.20)
where
G¯χ
(
P1, P2; Θ1,Θ2
)
=
= Θ
(1)
1A1
. . .Θ
(nΘ)
1A|λ|−λ1
. . . Z
(1)
1A|λ|Θ
(1)
2B1
. . .Θ
(nΘ)
2B|λ|−λ1
. . . Z
(1)
2B|λ|G
A1...A|λ|B1...B|λ|
(
P1, P2
)
.
(3.21)
To construct the two-point function one has to find G¯χ, which is subject to the following
conditions. Firstly, it is homogeneous of degree −∆ in the embedding space coordinates
G¯χ
({αiPi; Θi}) = (α1α2)−∆G¯χ({Pi; Θi}) , (3.22)
for αi arbitrary positive constants. Secondly, it is a polynomial in the polarizations with
degrees given by the shape of the Young diagram λ,
G¯χ
({Pi;βiΘi)}) = (β(1)1 β(1)2 )h1 . . .(β(nΘ)1 β(nΘ)2 )hnΘ (β(Z)1 β(Z)2 )λ1 G¯χ({Pi; Θi}) , (3.23)
where we defined
βiΘi =
(
β
(1)
i Θ
(1)
i , . . . , β
(nΘ)
i Θ
(nΘ)
i , β
(Z)
i Z
(1)
i
)
, (3.24)
for arbitrary (commuting) constants β
(p)
i .
Finally, G¯χ has to be transverse
G¯χ
({Pi; Θi + γiPi}) = G¯χ({Pi; Θi}) . (3.25)
where
γi =
(
γ
(1)
i , . . . , γ
(nZ)
i , ci
)
, (3.26)
is a set of nZ anticommuting numbers and one commuting number. This last condition
has to be satisfied modulo O
(
P 2
)
terms. An identically transverse function G¯χ can be
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obtained by dropping terms proportional to Θ(p) ·Θ(q) and Θ(p) ·P , where p = 1, . . . , nΘ, Z.
Notice that we are using the notation Θ(Z) = Z(1) to make equations more compact. We
are left to constructing G¯χ from the tensors
C
(p)
iAB = Θ
(p)
iA PiB −Θ(p)iBPiA =
Θ
(p)
iA PiB −Θ(p)iBPiA , p = 1, . . . , nΘ ,
Z
(1)
iA PiB − Z(1)iB PiA , p = Z ,
(3.27)
with i = 1, 2. Contracting two such tensors with the same index i leads to terms of the
type that do not appear in transverse functions, so the only possible terms are traces of a
string of C’s with alternating i’s, i.e. of the form
Tr
(
C
(p)
1 · C(q)2 . . . C(r)1 · C(s)2
)
, (3.28)
the shortest one being
H
(p,q)
ij ≡ Tr
(
C
(p)
i · C(q)j
)
= 2
((
Pj ·Θ(p)i
)(
Pi ·Θ(q)j
)
−
(
Θ
(p)
i ·Θ(q)j
)(
Pi · Pj
))
. (3.29)
Recall that both p and/or q can also take the value Z, for which case they describe the
commuting polarization Z(1).
Traces of more than two alternating C1’s and C2’s can always be expressed in terms
of H
(p,q)
12 . This can be seen by considering(
C
(p)
1 · C(q)2 · C(r)1 · C(s)2
)
AB
=
1
2
(
C
(p)
1ACH
(q,r)
21 C
(s)
2CB + P1AP2BR
)
, (3.30)
where
R = Θ
(p)
1AH
(q,r)
21 Θ
(s)
2A + C
(p)
1AB
(
Θ
(q)
2 ·Θ(r)1
)
C
(s)
2BA −
(
Θ
(p)
1 ·Θ(q)2
)
H
(r,s)
12 −H(p,q)12
(
Θ
(r)
1 ·Θ(s)2
)
+ 2
(
P1 · P2
) [
Θ
(p)
1A
(
Θ
(q)
2 ·Θ(r)1
)
Θ
(s)
2A −
(
Θ
(p)
1 ·Θ(q)2
)(
Θ
(r)
1 ·Θ(s)2
)]
, (3.31)
which satisfies (
P1 · P2
)
R =
1
2
(
H
(p,q)
12 H
(r,s)
12 − C(p)1ABH(q,r)21 C(s)2BA
)
. (3.32)
Using also that (
P2 · C(p)1 · C(q)2
)
A
=
1
2
H
(p,q)
12 P2A , (3.33)
one sees that multiplying (3.30) by any number of factors C1 ·C2 produces only more terms
of the same structure that turn into products of H12’s when the trace is closed.
Naively one could imagine that the different ways to distribute polarizations among
H12’s lead to different tensor structures, e.g. for the diagram one could consider(
H
(1,1)
12 H
(2,2)
12
)2
, H
(1,1)
12 H
(2,2)
12 H
(1,2)
12 H
(2,1)
12 and
(
H
(1,2)
12 H
(2,1)
12
)2
. (3.34)
However, the tensor product of two copies of an irrep contains the scalar representation
with multiplicity one, as written in (3.2), so there can be only one tensor structure for each
two-point function. Indeed, all possible ways to distribute the polarizations among the
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H12’s lead to the same result after Young symmetrization (this can be checked explicitly
by considering (3.20)). With the weights of coordinates and polarizations being fixed
by (3.22) and (3.23), we choose a convenient set of H12’s and find that the unique tensor
structure for the two-point function is given by (3.20) with
G¯χ
(
P1, P2; Θ1,Θ2
)
=
1
(P12)∆+|λ|
nΘ∏
r=1
(
H
(r,r)
12
)hr (
H
(Z,Z)
12
)λ1
. (3.35)
3.2.1 Example: p-form field
As an example, let us write explicitly the two-point function of a p-form field. The Young
diagram of a p-form field consists of one column of p boxes, therefore |λ| = p, nZ = 0 and
nΘ = 1. Since there are no rows with more than one box and hence there are no indices
to symmetrize, there is no need to introduce commuting polarizations. There is a single
anti-commuting polarization vector, which we denote by Θ. The correlation function can
be read off from (3.35) to be
G¯χ
(
P1, P2; Θ1,Θ2
)
=
(
H
(Θ,Θ)
12
)p
(P12)∆+p
=
1
(P12)∆
((
Θ1 ·Θ2
)− (P2 ·Θ1)(P1 ·Θ2)
P1 · P2
)p
. (3.36)
Then, using the maps (2.56) and (2.57), it is simple to find the polynomial g¯χ(x1, x2; θ1, θ2)
that describes this tensor structure in physical space.
Note also that, acting with the Θ derivatives ∂
Θ
A1
1
. . . ∂
Θ
Ap
1
∂
Θ
B1
2
. . . ∂
Θ
Bp
2
, one can write
explicitly the components of the tensor in the embedding space as
G
A1...ApB1...Bp
χ =
1
(P12)∆
δA1[C1 . . . δ
Ap
Cp]
δB1[D1 . . . δ
Bp
Dp]
p∏
k=1
(
ηCkDk − P
Ck
2 P
Dk
1
P1 · P2
)
, (3.37)
whose projection to physical space gives the components
g
a1...apb1...bp
χ =
1
(x212)
∆
δa1[c1 . . . δ
ap
cp]
δb1[d1 . . . δ
bp
dp]
p∏
k=1
(
δckdk − 2 (x12)
ck(x12)
dk
x212
)
, (3.38)
where x12 = x1 − x2.
3.2.2 Example: smallest hook diagram
As another example let us consider the irrep corresponding to the diagram . This is the
simplest example where the Young symmetrization operator appears. Here we have nZ = 1
and nΘ = 1, with polarization vectors Z = (Z,Θ) and Θ = (Θ, Z). Thus, the polynomials
encoding the tensor structure for the two-point function of these operators are
G¯χ
(
P1, P2; Θ1,Θ2
)
=
1
(P12)∆+3
(
H
(Θ,Θ)
12
)2
H
(Z,Z)
12 , (3.39)
and
Gχ
(
P1, P2; Z1,Z2
)
= (Z1 · ∂Θ1) (Z2 · ∂Θ2) G¯χ
(
P1, P2; Θ1,Θ2
)
=
2
(P12)∆+3
(
H
(Θ,Θ)
12 H
(Z,Z)
12 −H(Θ,Z)12 H(Z,Θ)12
)
H
(Z,Z)
12 .
(3.40)
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Using the differential operator (2.59), it is a simple exercise to derive the components of
the physical tensor associated to this polynomial, which were already derived in [22, 23]
for all hook shaped Young diagrams. We shall not pursue this here, and work instead with
embedding polynomials.
3.3 Three-point functions
Next we consider the tensor structures allowed in a three-point functions with each operator
in the SO(d+ 1, 1) irrep labelled by χj ≡ [λj ,∆j ], for j = 1, 2, 3. Such three-point function
is conveniently written as
Gχ1χ2χ3
({Pi; Zi})= 3∏
j=1
njZ∏
p=1
min(ljp,n
j
Θ)∏
q=1
(
Z
(p)
j · ∂Θ(q)j
)
Q¯λ1λ2λ3
({Pi; Θi})
(P12)
τ1+τ2−τ3
2 (P23)
τ2+τ3−τ1
2 (P31)
τ3+τ1−τ2
2
,
(3.41)
where τi = ∆i+ |λi|. The factor in the denominator was included to give Q¯λ1λ2λ3 the same
overall weight in embedding space coordinates as in polarizations, therefore simplifying its
construction out of building blocks that have the same property. The conditions on Q¯λ1λ2λ3
are otherwise analogous to (3.22)–(3.25), i.e.
Q¯λ1λ2λ3
({αiPi;βi(Θi + γiPi)}) =
= Q¯λ1λ2λ3
({Pi; Θi})∏
i
α
|λi|
i
(
β
(1)
i
)hi1
. . .
(
β
(niΘ)
i
)hi
ni
Θ
(
β
(Z)
i
)(λi)1
.
(3.42)
In addition to H
(p,q)
ij given in (3.29), there are now other building blocks that can
appear in the polynomial Q¯λ1λ2λ3
({Pi; Θi}), which are
V
(p)
i,jk ≡
Pj · C(p)i · Pk
Pj · Pk =
(
Pj ·Θ(p)i
)(
Pi · Pk
)
−
(
Pj · Pi
)(
Θ
(p)
i · Pk
)
Pj · Pk .
(3.43)
Because of the property V
(p)
i,jk = −V (p)i,kj there is only one independent V (p) for each operator
i. They will be denoted
V
(p)
1 = V
(p)
1,23 , V
(p)
2 = V
(p)
2,31 , V
(p)
3 = V
(p)
3,12 . (3.44)
Other terms of the form P ·C · . . . ·C ·P can always be expressed in terms of V (p)i and H(p,q)ij
due to (3.33). One could imagine that traces of more than two C’s result in independent
terms, but it was proven in [10] that this is not the case. This means that parity invariant
three-point functions can be completely constructed out of V
(p)
i and H
(p,q)
ij .
5
Let us first consider the terms in the polynomial Q¯λ1λ2λ3
({Pi; Θi}) that are constructed
only out of H
(p,q)
ij ’s. The number of independent structures that can arise from such terms
is given by the tensor product coefficient bλ1λ2λ3 of SO(d), which was introduced in sec-
tion 3.1.2. We shall denote by W¯λ1λ2λ3 the linear combination (with arbitrary coefficients)
5Additional parity odd tensor structures can be constructed using the fully antisymmetric -tensor [10].
The number of such tensor structures depends on the dimension and is not considered here.
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of these bλ1λ2λ3 combinations of H
(p,q)
ij ’s that lead to independent tensor structures and
scale as in (3.42). Such a function can easily be constructed for any example by construct-
ing terms and checking if they give rise to independent tensor structures after the full
Young symmetrization.
As an example consider one of the first combinations of irreps where the Littlewood-
Richardson coefficient is larger than one, λ1 = λ2 = , λ3 = . The corresponding
Littlewood-Richardson coefficient is b = 2. Indeed, there are two combinations of
the H
(p,q)
ij that lead to different tensor structures
(Z1 · ∂Θ1) (Z2 · ∂Θ2)
(
H
(Θ,Θ)
12
)2
H
(Z,Z)
13 H
(Z,Z)
23 =
= 2
(
H
(Z,Z)
12 H
(Θ,Θ)
12 −H(Θ,Z)12 H(Z,Θ)12
)
H
(Z,Z)
13 H
(Z,Z)
23 ,
(Z1 · ∂Θ1) (Z2 · ∂Θ2)H(Z,Z)12 H(Θ,Θ)12 H(Θ,Z)13 H(Θ,Z)23 =
= H
(Z,Z)
12
[(
H
(Θ,Θ)
12 H
(Z,Z)
13 −H(Z,Θ)12 H(Θ,Z)13
)
H
(Z,Z)
23
+
(
H
(Z,Z)
12 H
(Θ,Z)
13 −H(Θ,Z)12 H(Z,Z)13
)
H
(Θ,Z)
23
]
.
(3.45)
Thus, we conclude that for this example
W¯ = c1
(
H
(Θ,Θ)
12
)2
H
(Z,Z)
13 H
(Z,Z)
23 + c2H
(Z,Z)
12 H
(Θ,Θ)
12 H
(Θ,Z)
13 H
(Θ,Z)
23 , (3.46)
with c1 and c2 constants.
Next we describe how to construct the general terms containing both H
(p,q)
ij ’s and
V
(p)
i ’s. A given term may have an arbitrary number of V
(p)
i ’s. However, since for p ∈
{1, . . . , nΘ} the V (p)i are linear in the Grassmann variables and inherit their property,
V
(p)
i V
(q)
j = (−1)δ
pqδijV
(q)
j V
(p)
i , p, q ∈ {1, . . . , nΘ} , (3.47)
each V
(p)
i can appear only once in a given term.
6 Thus, to the p-th column of the irrep λi
there may be only one V
(p)
i , and therefore there can be at most l
i
1 of the V
(p)
i ’s in a given
tensor structure. To illustrate this, the boxes of the following Young diagram that may be
assigned to V
(p)
i ’s are shaded
   
   
   


  
   
   



  
  
  


  
   
   



  
  
  



  
  
  


  
   
   



  
  
  



  
  
  



. (3.48)
Now consider the tensor structures that contain q of the V
(p)
i building blocks. To the
remaining boxes in the Young diagrams we assign a linear combination of the H
(p,q)
ij ’s,
therefore q is even (odd) if the total number of boxes in all diagrams |λ1| + |λ2| + |λ3| is
even (odd). It is also clear that q can take values in the range
q ∈ {0, 1, . . . , l11 + l21 + l31} . (3.49)
6A simple corollary is the well-known fact that two scalar operators couple only to fully symmetric
representations.
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The number of such independent tensor structures, containing q of the V
(p)
i building blocks,
is given by the multiplicity of the scalar representation in the tensor product of the three
irreps under consideration and one Young diagram consisting of one row of length q, i.e.
in the product
λ1 ⊗ λ2 ⊗ λ3 ⊗ [q] . (3.50)
Hence the total number of tensor structures in a three-point function of operators in irreps
λ1, λ2 and λ3 is
l11+l
2
1+l
3
1∑
q=0
bλ1λ2λ3[q] , (3.51)
with bλ1λ2λ3[q] given in (3.16). Notice that the term in the sum with q = 0 counts structures
made only out of the H
(p,q)
ij ’s considered first above.
To prove the result (3.51), we resort to the correspondence between three-point func-
tions and leading OPE coefficients established in [24, 25] and discussed in the context of the
embedding formalism in [10]. We start with the leading terms in the OPE of operators Oi
in arbitary irreps labeled by [λi,∆i] using physical space coordinates x
a
i and polarizations
zai , following the discussion in [10]
O1(x1, z1)O2(x2, z2) ∼
∑
k
Ok(x1,Dzk) t(x12, z1, z2, zk)
(
x212
)−∆1+∆2−∆k+|λ1|+|λ2|+|λk|
2 .
(3.52)
When this is inserted into a three-point function
〈O1O2O3〉, only Ok = O3 contributes.
t(x12, z1, z2, z3) is a rotationally invariant polynomial which scales as
t(αx12,β1z1,β2z2,β3z3) = t(x12, z1, z2, z3)
3∏
i=1
α|λi|
(
β
(1)
i
)li1
. . .
(
β
(nZ)
i
)linZ (β(θ)i )(λti)1 ,
(3.53)
where we defined
βizi =
(
β
(1)
i z
(1)
i , . . . , β
(nZ)
i z
(nZ)
i , β
(θ)
i θ
(1)
i
)
, (3.54)
for arbitrary constants β
(p)
i . The number of independent tensor structures in
〈O1O2O3〉 is
now equal to the number of strucutures in t(x12, z1, z2, z3), which is clearly given by (3.51).
Note that the sum in (3.51) arises because the combination of vectors xa12 is a symmet-
ric power of the fundamental representation, which decomposes into traceless symmetric
tensors of the same or smaller rank (with the ranks being all even or all odd).
Symn
( )
= [n]⊕ [n− 2]⊕ [n− 4]⊕ . . . . (3.55)
Next we analyze some examples.
3.3.1 Example: (two-form)-vector-scalar
We start with a simple example of a two-form, a vector and a scalar, λ1 = , λ2 = ,
λ3 = • . As already explained for the two-point function of a p-form, there is no need to
introduce commuting polarizations for the two-form. Also, for the vector, there is obviously
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no need to introduce any symmetrization or antisymmetrization. It has nZ2 = nΘ2 = 0,
therefore one can freely choose whether to use Z2 or Θ2 as polarization. In this case the
only possible tensor structure has q = 1, hence there is one Vi building block. This is
simple to see, since
⊗ ⊗ • = ⊕ ⊕ , (3.56)
whose product with [q] has a scalar representation only for q = 1. The corresponding
tensor structure gives a three-point function of the form
Gχ1χ2χ3
({Pi}; Θ1, Z2) = V (Θ)1 H(Θ,Z)12
(P12)
∆1+∆2−∆3+3
2 (P23)
∆2+∆3−∆1−1
2 (P31)
∆3+∆1−∆2+1
2
(3.57)
=
−4
(
(P2 ·Θ1)(P1 · P3)− (P2 · P1)(Θ1 · P3)
)(
(P2 ·Θ1)(P1 · Z2)− (Θ1 · Z2)(P1 · P2)
)
(P12)
∆1+∆2−∆3+3
2 (P23)
∆2+∆3−∆1+1
2 (P31)
∆3+∆1−∆2+1
2
.
It is a mechanical computation to act on this polynomial with the derivatives ∂ΘA1
∂ΘB1
∂ZC2
to obtain the components of the corresponding tensor in the embedding space.
3.3.2 Example: two-form-vector-vector
Next we consider the three-point function of a two-form and two vectors, λ1 = , λ2 =
λ3 = . In this case there are three possible tensor structures,
q = 0 → H(Θ,Z)12 H(Θ,Z)13 ,
q = 2 → V (Θ)1 V (Z)2 H(Θ,Z)13 and V (Θ)1 V (Z)3 H(Θ,Z)12 .
(3.58)
This can be seen from the product
⊗ ⊗ = • ⊕ 2 ⊕ 3 ⊕ ⊕ ⊕ 2 ⊕ , (3.59)
which contains the scalar and representations with multiplicities one and two, respec-
tively. The corresponding three-point function has the form
Gχ1χ2χ3
({Pi}; Θ1, Z2, Z3) = c1H(Θ,Z)12 H(Θ,Z)13 + c2V (Θ)1 V (Z)2 H(Θ,Z)13 + c3V (Θ)1 V (Z)3 H(Θ,Z)12
(P12)
∆1+∆2−∆3+2
2 (P23)
∆2+∆3−∆1
2 (P31)
∆3+∆1−∆2+2
2
,
(3.60)
with c1, c2 and c3 constants.
3.3.3 Example: hook-scalar-vector
The polynomial that encodes the correlator of a small hook diagram λ1 = , a scalar
λ2 = • and a vector λ3 = consists of a single tensor structure, as can easily seen by
considering the product
⊗ • ⊗ = ⊕ ⊕ ⊕ ⊕ . (3.61)
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q bλ1λ2λ3[q] tensor structures
0 1 H
(Z,Z)
12 H
(Θ,Z)
12 H
(Θ,Z)
13
2 4 V
(Θ)
1 V
(Z)
1 H
(Θ,Z)
12 H
(Z,Z)
23 , V
(Θ)
1 V
(Z)
3 H
(Z,Z)
12 H
(Θ,Z)
12 ,
V
(Θ)
1 V
(Z)
2 H
(Z,Z)
12 H
(Θ,Z)
13 , V
(Θ)
1 V
(Z)
2 H
(Θ,Z)
12 H
(Z,Z)
13
4 2 V
(Θ)
1 V
(Z)
1 V
(Z)
2 V
(Z)
3 H
(Θ,Z)
12 , V
(Θ)
1 V
(Z)
1 (V
(Z)
2 )
2H
(Θ,Z)
13
Table 1. All seven tensor structures appearing in a three-point function of irreps , and .
Recall that for the small hook diagram we have nZ1 = 1 and nΘ1 = 1, with polarization
vectors Z1 = (Z1,Θ1) and Θ1 = (Θ1, Z1), so the tensor structure is obtained by acting
with a derivative Z1 ·∂Θ1 on a polynomial of the V (p)i ’s and H(p,q)ij ’s. In this case the single
tensor structure has the form
Gχ1χ2χ3
({Pi}; Z1, Z3) = (Z1 · ∂Θ1)V (Θ)1 V (Z)1 H(Θ,Z)13
(P12)
∆1+∆2−∆3+2
2 (P23)
∆2+∆3−∆1−2
2 (P31)
∆3+∆1−∆2+4
2
=
V
(Θ)
1 V
(Z)
1 H
(Z,Z)
13 −
(
V
(Z)
1
)2
H
(Θ,Z)
13
(P12)
∆1+∆2−∆3+2
2 (P23)
∆2+∆3−∆1−2
2 (P31)
∆3+∆1−∆2+4
2
.
(3.62)
3.3.4 Example: hook-spin 2-vector
Let us finally consider the example λ1 = , λ2 = , λ3 = . Table 1 contains all
independent tensor structures for this case. Notice that for q = 2 there is another tensor
structure constructed from V
(Z)
1 V
(Z)
2 H
(Θ,Z)
12 H
(Θ,Z)
13 , but this is not linear independent since
(Z1 · ∂Θ1)V (Z)1 V (Z)2 H(Θ,Z)12 H(Θ,Z)13
= (Z1 · ∂Θ1)
(
V
(Θ)
1 V
(Z)
2 H
(Z,Z)
12 H
(Θ,Z)
13 − V (Θ)1 V (Z)2 H(Θ,Z)12 H(Z,Z)13
)
.
(3.63)
In this case the product of the three representations λ1, λ2 and λ3 contains the following
representations consisting of a single row
⊗ ⊗ = • ⊕ 4 ⊕ 2 ⊕ . . . , (3.64)
in agreement with table 1.
3.4 Four-point functions
Starting from four-point functions, correlation functions can depend on functions of the
conformally invariant cross-rations. For four points there are two cross-ratios that can be
defined to be
u =
P12P34
P13P24
, v =
P14P23
P13P24
. (3.65)
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Then a generic four-point function can be written as
Gχ1χ2χ3χ4
({Pi; Zi}) =
(
P24
P14
) τ1−τ2
2
(
P14
P13
) τ3−τ4
2
(P12)
τ1+τ2
2 (P34)
τ3+τ4
2
× (3.66)
4∏
j=1
njZ∏
p=1
min(ljp,n
j
Θ)∏
q=1
(
Z
(p)
j · ∂Θ(q)j
)∑
k
fk(u, v) Q¯
(k)
χ1χ2χ3χ4
({Pi; Θi}) ,
where τi = ∆i + |λi| and the sum over k runs over all independent tensor structures. Each
tensor structure is multiplied by a function of the cross-ratios fk(u, v) and the pre-factor
is chosen in such a way that each Q¯
(k)
χ1χ2χ3χ4 scales analogously to (3.42),
Q¯(k)χ1χ2χ3χ4
({αiPi;βi(Θi + γiPi)}) =
= Q¯(k)χ1χ2χ3χ4
({Pi; Θi})∏
i
α
|λi|
i
(
β
(1)
i
)hi1
. . .
(
β
(niΘ)
i
)hi
ni
Θ
(
β
(Z)
i
)(λi)1
.
(3.67)
For an n-point function, n− 2 of the building blocks V (p)i,jk are linearly independent [10]. In
the case of n = 4, this is due to the relations V
(p)
i,jk = −V (p)i,kj and(
P2 · P3
)(
P1 · P4
)
V
(p)
1,23 +
(
P3 · P4
)(
P1 · P2
)
V
(p)
1,34 +
(
P4 · P2
)(
P1 · P3
)
V
(p)
1,42 = 0 . (3.68)
In general one can choose for instance the basis
V(p)ij ≡ V (p)i,(i+1)(i+1+j) , j ∈ {1, 2, . . . , n− 2} , (3.69)
where the external point labels i etc. are meant to be interpreted modulo n.
The tensor structures can be counted by inserting the OPE (3.52) twice into the four-
point function
O1(x1, z1)O2(x2, z2)O3(x3, z3)
∼ O1(x1, z1)
∑
k
Ok(x2,Dzk) t(x23, z2, z3, zk)
(
x223
)−∆2+∆3−∆k+|λ2|+|λ3|+|λk|
2 (3.70)
∼
∑
j
Oj(x1,Dzj)
∑
k
t(x12, z1,Dzk , zj) t(x23, z2, z3, zk)(
x212
)∆1+∆k−∆j+|λ1|+|λk|+|λj |
2
(
x223
)∆2+∆3−∆k+|λ2|+|λ3|+|λk|
2
.
When this is inserted into
〈O1O2O3O4〉, only Oj = O4 contributes. When summed over
all possible irreps k, the terms t(x12, z1,Dzk , z4) t(x23, z2, z3, zk) clearly contain all possible
contractions of x12, x23 and the four polarizations z1, z2, z3 and z4. To exclude contractions
between x12 and x23, which do not lead to new tensor structures, counting can be performed
using the restricted tensor product defined in (3.17), that keeps only irreps that have the
same number of indices as both irreps in the product. The number of tensor structures in
a four-point function are then given by the multiplicity of the scalar representation in the
tensor product
λ1 ⊗ λ2 ⊗ λ3 ⊗ λ4 ⊗
[
[q1]⊗ [q2]
]
, (3.71)
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for non-negative integers q1 and q2 satisfying
q1, q2 ∈
{
0, 1, . . . ,
4∑
i=1
li1
}
. (3.72)
Hence the total number of tensor structures is
∑
i l
i
1∑
q1=0
∑
i l
i
1∑
q2=0
∑
µ
c µ[q1][q2] bµλ1λ2λ3λ4 ≡
∑
i l
i
1∑
q1=0
∑
i l
i
1∑
q2=0
d(q1, q2) , (3.73)
where in the last equality we defined the number of structures d(q1, q2) for a given pair
(q1, q2). In fact, when constructing the tensor structures, it is helpful to treat the contri-
butions for each combination (q1, q2) separately. We make the assignment that the tensor
structures corresponding to (q1, q2) contain q1 building blocks V(p)i1 and q2 building blocks
V(p)i2 . To make sense of this assignment one can consider two boxes in the same column p
of one of the Young diagrams λi. The only way to assign these two boxes to V(p)ij building
blocks is to assign one to V(p)i1 and one to V(p)i2 , because of (3.47). Correspondingly, in the
decomposition of the tensor product of [q1]⊗ [q2] vertically aligned boxes always consist of
one box belonging to [q1] and one to [q2]. Finally, notice that for a given pair (q1, q2) there
may be more than d(q1, q2) possible combinations of building blocks H
(p,q)
ij and V(p)ij that
contain q1 building blocks V(p)i1 and q2 building blocks V(p)i2 , however only d(q1, q2) of these
combinations will give raise to linearly independent structures after antisymmetrization
(just as in the example of section 3.3.4).
3.4.1 Example: scalar-vector-scalar-vector
As an example, table 2 lists the five tensor structures in a four-point function of irreps
λ1 = λ3 = • and λ2 = λ4 = , which were already given in [10, 17]. Let us see explicitly
how these structures arise from the scalar degeneracy in the tensor product (3.71). The
tensor product of two scalars and two vectors decomposes as
• ⊗ ⊗ • ⊗ = ⊗ = • ⊕ ⊕ . (3.74)
That the scalar representation appears with multiplicity one here means that there is one
tensor structure for (q1, q2) = (0, 0), i.e. d(0, 0) = 1. For (q1, q2) = (2, 0) or (q1, q2) = (0, 2)
we have to consider the tensor product
• ⊗ ⊗ • ⊗ ⊗ =
(
• ⊕ ⊕
)
⊗ = • ⊕ other irreps . (3.75)
Thus d(2, 0) = d(0, 2) = 1. Finally, for (q1, q2) = (1, 1) one needs to consider
• ⊗ ⊗ • ⊗ ⊗
[
⊗
]
=
(
• ⊕ ⊕
)
⊗
(
⊕
)
= 2 • ⊕ other irreps ,
(3.76)
so that d(1, 1) = 2.
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q1 q2 d(q1, q2) tensor structures
0 0 1 H
(Z,Z)
24
2 0 1 V(Z)21 V(Z)41
1 1 2 V(Z)21 V(Z)42 , V(Z)22 V(Z)41
0 2 1 V(Z)22 V(Z)42
Table 2. All five tensor structures in a four-point function of irreps • , , • , .
q1 q2 tensor structures
2 0 V(Θ)11 V(Z)11 H(Θ,Z)12
1 1 V(Z)11 V(Θ)12 H(Θ,Z)12 , V(Θ)11 V(Z)12 H(Θ,Z)12
0 2 V(Θ)12 V(Z)12 H(Θ,Z)12
3 1 V(Θ)11 V(Z)11 V(Z)21 V(Θ)12
2 2 V(Θ)11 V(Z)11 V(Θ)12 V(Z)22 , V(Θ)11 V(Z)21 V(Θ)12 V(Z)12
1 3 V(Θ)11 V(Θ)12 V(Z)12 V(Z)22
Table 3. All eight tensor structures in a four-point function of irreps , , • , • .
3.4.2 Example: hook-vector-scalar-scalar
For this example we consider the irreps λ1 = , λ2 = , λ3 = λ4 = • . Table 3 shows all
the eight tensor structures for this correlator. This counting can be confirmed by looking
at the OPE in the channel O3 × O4 ∼ Ol. Then the number of possible structures in a
three-point function of λ1 = , λ2 = and a spin l symmetric traceless tensor is also seen
to be eight.7
Let us see again explicitly how these structures arise from the scalar degeneracy in the
tensor product (3.71). First we consider the product
⊗ ⊗ • ⊗ • = ⊕ ⊕ ⊕ ⊕ . (3.77)
Since there is no scalar irrep in this sum we have d(0, 0) = 0. For the other values of
(q1, q2), (3.77) must be multiplied by
[
[q1]⊗ [q2]
]
, and then d(q1, q2) is just the multiplicity
of the scalar irrep in the overall product. Table 4 shows the different possibilities.
3.4.3 Example: vector-vector-vector-vector
Finally, the correlation function of four vectors illustrates how the tensor product also
generates the number of possible contractions between H’s, i.e. those corresponding to
7This is a simple generalization of the example in subsection 3.3.4 which has l = 2. For l ≥ 3, the
three-point function of λ1 = , λ2 = ... with |λ2| = l and λ3 = has the structures listed in table 1
each multiplied by
(
V
(Z)
2
)l−2
and the additional structure H
(Θ,Z)
12 H
(Z,Z)
12 H
(Z,Z)
23 V
(Θ)
1
(
V
(Z)
2
)l−3
.
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q1 q2
[
[q1]⊗ [q2]
]
d(q1, q2)
2 0 1
1 1 ⊕ 2
0 2 1
3 1 ⊕ 1
2 2 ⊕ ⊕ 2
1 3 ⊕ 1
Table 4. From the product of
[
[q1] ⊗ [q2]
]
with (3.77) it is straightforward to extract the scalar
multiplicity d(q1, q2), which counts the independent tensor structures given in table 3.
q1 = q2 = 0. The number of such tensor structures is calculated using the SO(d) tensor
product
⊗ ⊗ ⊗ = 3 • ⊕ 6 ⊕ 6 ⊕ ⊕ 3 ⊕ 2 ⊕ 3 ⊕ .
(3.78)
Correspondingly, there are three tensor structures that can be built out of H’s, namely
H
(Z,Z)
12 H
(Z,Z)
34 , H
(Z,Z)
13 H
(Z,Z)
24 and H
(Z,Z)
14 H
(Z,Z)
23 . (3.79)
There are 3!22 other structures with two V’s and one H and 24 other structures with
four V’s. Thus, in total for this case there are 43 independent tensor structures. As in
the previous example, this counting is done by considering the scalar multiplicity in the
product of
[
[q1] ⊗ [q2]
]
with (3.78). Table 5 shows the different possibilities to which it is
trivial to assign the independent tensor structures.
3.5 n-point functions
Let us comment briefly on the general construction of n-point functions. It is analogous to
the construction of four-point functions. Generically one can write,
Gχ1...χn
({Pi; Zi})= n∏
g<h
P
−αgh
gh
n∏
j=1
njZ∏
p=1
min(ljp,n
j
Θ)∏
q=1
(
Z
(p)
j · ∂Θ(q)j
)∑
k
fk(ua) Q¯
(k)
χ1...χn
({Pi; Θi}) ,
(3.80)
where ua are the n(n− 3)/2 independent conformally invariant cross-ratios,
αgh =
τg + τh
n− 2 −
1
(n− 1)(n− 2)
n∑
i=1
τi , (3.81)
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q1 q2
[
[q1]⊗ [q2]
]
d(q1, q2)
0 0 • 3
2 0 6
1 1 ⊕ 12
0 2 6
4 0 1
3 1 ⊕ 4
2 2 ⊕ ⊕ 6
1 3 ⊕ 4
0 4 1
Table 5. Multiplicity d(q1, q2) counting tensor structures for the correlation function of four vectors.
and the pre-factor is chosen to let the functions Q¯
(k)
χ1...χn scale in the already familiar way
Q¯(k)χ1...χn
({αiPi;βi(Θi + γiPi)}) =
= Q¯(k)χ1...χn
({Pi; Θi})∏
i
α
|λi|
i
(
β
(1)
i
)hi1
. . .
(
β
(niΘ)
i
)hi
ni
Θ
(
β
(Z)
i
)(λi)1
.
(3.82)
These functions are again constructed from the building blocks H
(p)
ij and V(p)ij defined
in (3.29) and (3.69). The counting of tensor structures is done as described for four-point
functions in the previous section, but now the tensor product contains n − 2 additional
representations for counting all the combinations of V(p)ij building blocks, since there are that
many independent V(p)ij for each i. The resulting number of tensor structures in a correlator
of n operators in the irreps χi = [λi,∆i] is the multiplicity of the scalar representation in
the product
λ1 ⊗ . . .⊗ λn ⊗
[
[q1]⊗ . . .⊗ [qn−2]
]
, (3.83)
which is given by ∑
q1,...,qn−2
∑
µ
c µ[q1]...[qn−2] bµλ1...λn , (3.84)
where the sums run over non-negative qj ’s with
qj ∈
{
0, 1, . . . ,
n∑
i=1
li1
}
. (3.85)
As for four-point functions, to construct the tensor structures it is helpful to assign to each
(q1, . . . , qn−2) the tensor structures with q1 copies of V(p)i1 , q2 copies of V(p)i2 , and so on.
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4 Conserved tensors
Let us now consider conserved tensors in arbitrary irreducible SO(d) representations. Recall
that the unitarity bound for mixed-symmetry tensors [26, 27], that must be satisfied in
unitary CFTs, restricts the conformal dimension of primaries in the irrep λ to satisfy the
condition
∆ ≥ lλ1 − hλl1 + d− 1 , (4.1)
where hλl1 is the height of the rightmost column (the number of upper rows with the
same number of boxes). The dimension for which (4.1) is saturated is called the critical
dimension.
Let us first recall that, at the critical dimension, the conservation condition on fully
symmetric or fully antisymmetric tensors fa1...al(x),
∂
∂xa1
fa1...al(x) = 0 , (4.2)
is conformally invariant. The question which equations are conformally invariant for more
general representations of the conformal group was discussed in [28], and specifically for
mixed-symmetry tensors of hook diagram type in [22]. We will show below that, for general
mixed-symmetry tensors in irrep λ, the analogue of the conservation condition (4.2) can
only be imposed with respect to indices that correspond to boxes in one of the lowest
columns in the Young tableau, i.e. they can be written as
∂
∂xg1
f[a1...ah1 ][b1...bh2 ]...[g1...ghl1 ]
(x) = 0 . (4.3)
We will see that this equation can be imposed directly in embedding space. At the same
time this will allow us to see that it is conformally invariant only when the unitarity
bound (4.1) is saturated, and that similar equations with the derivative contracted with a
different index are not conformally invariant.
The computation was done in [10] for symmetric tensors and the only part that changes
is when the index symmetries are used. Let us first write
∂
∂xa|λ|
fa1...a|λ|(x) =
∂
∂xa|λ|
(
∂PA1
∂xa1
. . .
∂PA|λ|
∂xa|λ|
FA1...A|λ|(Px)
)
=
∂PA1
∂xa1
. . .
∂PA|λ|−1
∂xa|λ|−1
SA1...A|λ|−1(Px) + Ta1...a|λ|−1(x) ,
(4.4)
where the projection from FA1...A|λ| to fa1...a|λ| given in (2.49) was inserted and
SA1...A|λ|−1(P ) =
[
∂
∂PA|λ|
− 1
P · P¯
(
P¯ · ∂
∂P
)
PA|λ| − (d− 1−∆) P¯
A|λ|
P · P¯
]
FA1...A|λ|(P ) ,
(4.5)
is obtained in the same way as in [10], with P¯ = (0, 2, 0) in the light-cone coordinates
introduced in (2.45). The part Ta1...a|λ|−1(x) comprises terms where
∂
∂xa
acts on the ∂P
A
∂xb
and can be simplified using
∂
∂xa
∂PA
∂xb
= δabP¯
A. (4.6)
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This is the part where the index symmetries are important
Ta1...a|λ|−1(x) = −
1
P · P¯
∂PA|λ|
∂xa|λ|
[
δa|λ|a1P¯
A1 ∂P
A2
∂xa2
. . .
∂PA|λ|−1
∂xa|λ|−1
+ . . . (4.7)
+
∂PA1
∂xa1
. . .
∂PA|λ|−2
∂xa|λ|−2
δa|λ|a|λ|−1P¯
A|λ|−1
]
FA1...A|λ|(P )
= − 1
P · P¯
∂PA1
∂xa1
. . .
∂PA|λ|−1
∂xa|λ|−1
P¯A|λ|[
FA|λ|A2...A|λ|−1A1 + FA1A|λ|A3...A|λ|−1A2 + . . .+ FA1...A|λ|−2A|λ|A|λ|−1
]
.
The second identity here is just a relabelling of indices. The sum in the last brackets
simplifies due to the index symmetries (2.18) and becomes(
(l1 − 1)− (hl1 − 1)
)
FA1...A|λ| . (4.8)
Note that this step is only possible since the derivative in (4.3) is contracted with an index
in the rightmost column of the Young tableau. The lift of the conservation condition with
respect to the last index is then
0 =
∂
∂xa|λ|
fa1...a|λ|(x) =
∂PA1
∂xa1
. . .
∂PA|λ|−1
∂xa|λ|−1
RA1...A|λ|−1(Px) , (4.9)
where
RA1..A|λ|−1(P ) =
[
∂
∂PA|λ|
− 1
P ·P¯
(
P¯ · ∂
∂P
)
PA|λ| − (l1−hl1 +d−1−∆) P¯A|λ|P · P¯
]
FA1..A|λ|(P ).
(4.10)
This generalises the result derived in [10] for symmetric tensors. As discussed in [10], the
first two terms in (4.10) are SO(d + 1, 1) invariant. The last term is not, but it vanishes
for conserved tensors which saturate the unitarity bound (4.1). Because of the index
symmetries (2.19) the derivative in the conservation condition (4.9) can be contracted
with any index that belongs to a column in the Young diagram of the same height as the
rightmost one. In particular it may be contracted with any index in the case of rectangular
Young diagrams.
There is actually a second conformally invariant condition that can be imposed on
mixed-symmetry tensors. This was found for hook diagrams in [22] and requires a value
for ∆ different from the critical dimension. It is now very easy to find the dimension where
this condition can be imposed for general mixed-symmetry tensors simply by lifting the
conservation condition to the embedding space. This is most easily seen in the symmetric
basis, so now take f to be in the symmetric basis as in (2.20) and consider the conservation
condition
∂
∂xg1
f(a1...al1 )(b1...bl2 )...(g1...glh1 )
(x) = 0 . (4.11)
The lift to embedding space (4.4)–(4.7) works exactly as before. Now (2.21) is used to
bring the last bracket in (4.7) into a form analogous to (4.10),
− ((h1 − 1)− (lh1 − 1))FA1...A|λ| . (4.12)
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The conservation condition (4.11) becomes
0 =
[
∂
∂PA|λ|
− 1
P · P¯
(
P¯ · ∂
∂P
)
PA|λ| − (lh1 − h1 + d− 1−∆) P¯A|λ|P · P¯
]
FA1...A|λ|(P ) . (4.13)
This is conformally invariant for
∆ = lh1 − h1 + d− 1 . (4.14)
For rectangular Young diagrams, where hl1 = h1 and lh1 = l1 this is again the critical
dimension. However, in general, we have hl1 ≤ h1 and lh1 ≤ l1, hence the unitarity
bound (4.1) is violated for non-rectangular diagrams and the operators for which (4.13) is
conformally invariant are non-unitary.
5 Conformal blocks
In this section we shall show how the above methods can be used to compute the conformal
blocks for arbitrary irreducible tensor representations of the conformal group. The basic
idea is that a conformal block in the channel O1O2 → O3O4 can be written as a conformal
integral of the product of the 3-point function of the operators O1, O2 and the exchanged
operator O of dimension ∆, times the 3-point function of the operators O3, O4 and the
shadow of the exchanged operator O˜ of dimension d−∆ [15, 29, 30]. This method makes
use of the shadow formalism of [31–34]. In practice, however, one needs to remove from the
final expression the contribution of the shadow operator exchange to the conformal block,
which has the wrong OPE limit. This can be done rather efficiently by doing a monodromy
projection of the above conformal integral, as proposed in [11].8
Conformal blocks are known for many cases involving external scalar operators and
the exchange of spin l symmetric tensors. These results can be reused for correlators of
external spin l operators by acting with differential operators on the conformal blocks
for external scalars [36], but new exchanged tensor representations can not be taken care
of in this way. Here we will follow closely the approach detailed in [11] to compute the
conformal blocks, and show with a non-trivial example that the embedding methods here
presented can be used to compute conformal blocks with external and exchanged operators
in arbitrary tensor representations of the conformal group.
The idea is to define a projector to the conformal multiplet of a given operator which,
when inserted into a four-point function, produces the conformal partial wave for the ex-
change of that operator (and its descendants). For an operator O with conformal dimension
∆ this projector has the form
|O| = 1NO
∫
DdP0D
dP5
∣∣O(P0; DZ0)〉 〈O(P0; Z0)O(P5; DZ5)〉∣∣∆→∆˜ 〈O(P5; Z5)∣∣ . (5.1)
Note that we are schematically representing the index contraction of O with a differential
operator acting on the polarization vectors, as explained in (2.60). The integrals appearing
8Such split of the operator and its shadow exchanges can also be done using the Mellin space represen-
tation of the conformal partial wave [35].
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here are called conformal integrals and are defined as∫
DdP =
1
Vol GL(1,R)+
∫
P++P−≥0
dd+2P δ(P 2) . (5.2)
Explicit expressions for these integrals are known for all functions that appear in the
computation of conformal blocks (see for instance appendix A.5 in [37]).
The projector (5.1) can be more compactly expressed in terms of the shadow operator
O˜, which is in the same SO(d) irrep as O and has conformal dimension ∆˜ = d−∆,
|O| = 1NO
∫
DdP0
∣∣O(P0; DZ0)〉〈O˜(P0; Z0)∣∣ , (5.3)
where 〈O˜(P0; Z0)∣∣ = ∫ DdP5 〈O(P0; Z0)O(P5; DZ5)〉∣∣∆→∆˜ 〈O(P5; Z5)∣∣ . (5.4)
Consider for simplicity the case where the three-point functions have only one tensor struc-
ture. Inserting |O| into a four-point function one obtains the conformal partial wave
WO=
〈O1(P1; Z1)O2(P2; Z2)∣∣O∣∣O3(P3; Z3)O4(P4; Z4)〉 (5.5)
=
1
NO
∫
DdP0
〈O1(P1; Z1)O2(P2; Z2)O(P0; DZ0)〉〈O˜(P0; Z0)O3(P3; Z3)O4(P4; Z4)〉.
Since O˜ is in the same SO(d) irrep as O, three-point functions containing either of them
must be equal, up to an overall constant and to the conformal dimensions of the opera-
tors, i.e.
〈O˜(P0; Z0)O3(P3; Z3)O4(P4; Z4)〉 = S∆ 〈O(P0; Z0)O3(P3; Z3)O4(P4; Z4)〉∣∣∆→∆˜ . (5.6)
This constant S∆ is calculated by using the definition of the shadow operator (5.4) and by
computing the corresponding conformal integral. The constant NO in (5.5) can then be
calculated by demanding that |O| acts trivially when inserted into a three-point function,
i.e. requiring
〈O(P0; Z0)∣∣O∣∣O3(P3; Z3)O4(P4; Z4)〉 = 〈O(P0; Z0)O3(P3; Z3)O4(P4; Z4)〉 . (5.7)
Using (5.3) and (5.4) one sees that this insertion amounts to doing the shadow transfor-
mation twice, hence with (5.6) we have
〈O(P0; Z0)|O|O3(P3; Z3)O4(P4; Z4)〉 = 1NO 〈 ˜˜O(P0; Z0)O3(P3; Z3)O4(P4; Z4)〉
=
S∆S∆˜
NO
〈O(P0; Z0)O3(P3; Z3)O4(P4; Z4)〉 , (5.8)
and thus NO = S∆S∆˜.
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5.1 Example: hook diagram exchange
As an example we will compute the conformal block g∆iT (u, v) for the exchange of the tensor
T with irreducible representation [ ,∆] in the correlation function of two scalars and two
vectors 〈φ1Jµ2 φ3Jν4 〉. The conformal partial wave is
WT =
(
P14
P13
)∆34
2
(
P24
P14
)∆12
2 g∆iT (u, v)
P
∆1+∆2
2
12 P
∆3+∆4
2
34
=
〈
φ1
(
P1
)
J2
(
P2;Z2
)∣∣T ∣∣φ3(P3)J4(P4;Z4)〉 (5.9)
=
1
S∆˜
∫
DdP0
〈
φ1
(
P1
)
J2
(
P2;Z2
)
T
(
P0;DZ0 , ∂Θ0
)〉〈
T
(
P0;Z0,Θ0
)
φ3
(
P3
)
J4
(
P4;Z4
)〉∣∣
∆→∆˜ ,
where we recall that u, v are the cross ratios defined in (3.65) and that the function g∆iT (u, v)
also depends on the external polarization vectors Z2 and Z4. The ingredients for this
calculation are the two- and three-point functions from (3.40) and (3.62), for which we
choose the normalizations
〈
T
(
P1;Z1,Θ1
)
T
(
P2;Z2,Θ2
)〉
=
2
(
H
(Θ,Θ)
12 H
(Z,Z)
12 −H(Θ,Z)12 H(Z,Θ)12
)
H
(Z,Z)
12
(P12)∆+3
, (5.10)
〈
T
(
P0;Z0,Θ0
)
φ3
(
P3
)
J4
(
P4;Z4
)〉
=
V
(Θ)
0,34V
(Z)
0,34H
(Z,Z)
04 −
(
V
(Z)
0,34
)2
H
(Θ,Z)
04
(P03)
∆+∆3−∆4+2
2 (P34)
∆3+∆4−∆−2
2 (P40)
∆4+∆−∆3+4
2
,
the differential operator DZ from (2.59) which encodes the projection to the irrep , the
constant S∆ and the solution of the conformal integrals.
The constant S∆ is computed using (5.6) and evaluating the conformal integral〈
T˜
(
P0;Z0,Θ0
)
φ3
(
P3
)
J4
(
P4;Z4
)〉
(5.11)
=
∫
DdP5
〈
T
(
P0;Z0,Θ0
)
T
(
P5;DZ5 , ∂Θ5
)〉∣∣
∆→∆˜
〈
T
(
P5;Z5,Θ5
)
φ3
(
P3
)
J4
(
P4;Z4
)〉
.
All the integrals here are of the type∫
DdP5
PA15 . . . P
An
5
(P50)a(P53)b(P54)c
, (5.12)
and their explicit solution can be found for instance in [37, 38].9 Comparing the integral
in (5.11) with the three-point function, the resulting constant is
S∆ =
pih(∆− 2)∆ Γ(∆− h)
Γ(∆˜ + 2)
Γ
(
∆˜+∆34+2
2
)
Γ
(
∆˜−∆34+2
2
)
Γ
(
∆+∆34+2
2
)
Γ
(
∆−∆34+2
2
) . (5.14)
9To give an impression of how these integrals look like, here is the case with n = 1∫
DdP5
PA5
(P50)a(P53)b(P54)c
=
Γ
(
b+c−a+1
2
)
Γ
(
c+a−b+1
2
)
Γ
(
a+b−c+1
2
)
Γ(a) Γ(b) Γ(c)
pih
(P34)
b+c−a+1
2 (P40)
c+a−b+1
2 (P03)
a+b−c+1
2
×
(
P34P
A
0
1
2
(b+ c− a+ 1) +
P40P
A
3
1
2
(c+ a− b+ 1) +
P03P
A
4
1
2
(a+ b− c+ 1)
)
. (5.13)
– 33 –
J
H
E
P
0
2
(
2
0
1
5
)
1
5
1
Note that this is very similar to the corresponding constant for the exchange of the anti-
symmetric two-tensor , given below in (5.21), which was calculated in [11]. As a small
consistency check observe that the constant NO = S∆S∆˜ appearing in (5.1) is indepen-
dent of ∆34.
To calculate the conformal partial wave (5.9) it is enough to know the conformal
integrals∫
DdP0
(P0 · Z2)(P0 · Z4)
(P01)a(P02)b(P03)e(P04)f
,
∫
DdP0
P0 · Z2
(P01)a(P02)b(P03)e(P04)f
,∫
DdP0
P0 · Z4
(P01)a(P02)b(P03)e(P04)f
,
∫
DdP0
1
(P01)a(P02)b(P03)e(P04)f
,
(5.15)
which much like the example (5.13) can be brought into a form where the polarizations
are contracted with P1, P2, P3 and P4, or with each other. Just as in [11], after doing
the monodromy projection to eliminate the shadow block, the final expression depends on
functions of the cross ratios u, v given by
J
(i)
j,k,l =
Γ(h+ i− f) Γ(f) sin(pif)
sin
(
pi(e+ f − h− i))
∞∫
0
dx
x
∞∫
x+1
dy
y
xbye
(y + vxy − ux)h+i−f (y − x− 1)f ,
(5.16)
with
b = α+ i+ j − 1 ,
e = β −∆ + h+ i+ k − l ,
f = 1− β + h− k ,
(5.17)
and
α =
∆−∆12 − 2
2
, β =
∆ + ∆34 − 2
2
, (5.18)
where ∆ij = ∆i −∆j and h = d/2. In even dimensions, h ∈ N, the functions J (i)j,k,l can be
expressed in terms of 2F1 hypergeometric functions, see [11].
Doing the computation we arrived at the following expression for the conformal block
defined in (5.9),
g∆iT (u, v) =
u∆/2−1Γ(∆ + 2)
4P24(∆˜− 2)∆˜(2h− 1) Γ(α+ 2) Γ(β + 2) Γ(∆− α) Γ(∆− β) Γ(h−∆)
×
[
V
(Z)
2,14V
(Z)
4,12 uF1 + V
(Z)
2,14V
(Z)
4,23 vF2 + V
(Z)
2,34V
(Z)
4,12 uF3 + V
(Z)
2,34V
(Z)
4,23 vF4 +
1
2
H
(Z,Z)
24 FH
]
.
(5.19)
As expected, this conformal block is organized into tensor structures that are analogous to
the ones discussed for this four-point correlator in section 3.4.1. The functions Fi = Fi(u, v)
depend on h, ∆, α and β, and are expressed in terms of a finite number of the integrals
J
(i)
j,k,l given in (5.16) above. For clarity of exposition we decided to present these functions
in the appendix A.10
10A Mathematica notebook containing this result can be obtained from the authors upon request.
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The example at hand shows that we have a well defined algorithm to compute any
conformal block. However, before going on to compute even more complicated conformal
blocks, it would be helpful to study the functions J
(i)
j,k,l in detail. Once the relations among
them are better understood, it may well be that much shorter expressions for the conformal
blocks are possible. We hope to return to this question.
5.2 Example: two-form exchange
The conformal block for exchange of a two-form tensor F , which corresponds to the irrep
, was computed analogously in [11], however the result contained a few typos which we
now correct.11 The normalizations for the two- and three-point functions of [11] are in our
notation
〈
F
(
P1,Θ1
)
F
(
P2,Θ2
)〉
=
1
4
(
H
(Θ,Θ)
12
)2
(P12)∆+2
,
〈
F
(
P0,Θ0
)
φ3
(
P3
)
J4
(
P4, Z4
)〉
=
V
(Θ)
0,34H
(Θ,Z)
04
(P03)
∆+∆3−∆4+1
2 (P34)
∆3+∆4−∆−1
2 (P40)
∆4+∆−∆3+3
2
,
(5.20)
and the contraction of two-forms is now done using the normalized derivative ∂Θ/
√
2. The
constant S∆ is given by
S∆ =
pih(∆− 2) Γ(∆− h)
4 Γ(∆˜ + 1)
Γ
(
∆˜+∆34+1
2
)
Γ
(
∆˜−∆34+1
2
)
Γ
(
∆+∆34+1
2
)
Γ
(
∆−∆34+1
2
) . (5.21)
After doing carefully the conformal integrals we obtained a slightly shorter formula for this
conformal block,
g∆iF (u, v) =
2u∆/2−1/2 Γ(∆ + 1)
P24(2− ∆˜) Γ(α+ 1) Γ(β + 1) Γ(∆− α) Γ(∆− β) Γ(h−∆)
×
[
V
(Z)
2,14V
(Z)
4,12 u
(
(v − 1)J (2)0,1,2 + v(β − h+ 1)J (1)1,2,2 + (β −∆ + h)J (1)1,1,2
)
− V (Z)2,14V (Z)4,23 v(v − 1)J (2)0,1,1
+ V
(Z)
2,34V
(Z)
4,12 u
(
(v − 1)J (2)0,1,1 − αJ (1)0,1,1 + (β − h+ 1)
(
vJ
(1)
1,2,1 − αJ (0)1,2,1
)
+ (β − α+ h− 1)J (1)1,1,1
)
+ V
(Z)
2,34V
(Z)
4,23 v
(
−(v − 1)J (2)0,1,0 + αJ (1)0,1,0 + (α−∆ + 1)J (1)1,1,0
)
− 1
2
H
(Z,Z)
24
(
−v − 1
h+ 1
(
J
(2)
0,0,0 + J
(2)
0,0,1 + J
(2)
0,1,1 + J
(2)
1,0,1 + vJ
(2)
1,1,1 + uJ
(2)
1,1,2
)
+ (β −∆ + h)
(
αJ
(0)
1,1,1 + (α−∆ + 1)J (0)2,1,1
)
+ (β − h+ 1)
(
αJ
(0)
1,2,1 + (α−∆ + 1)vJ (0)2,2,1
))]
,
(5.22)
11We thank David Simmons-Duffin for correspondence on this point.
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where J
(i)
j,k,l is defined in (5.16), but now with
α =
∆−∆12 − 1
2
, β =
∆ + ∆34 − 1
2
. (5.23)
To compare this to the corrected result of [11], we took into account the different definitions
for Hij and Vi,jk, and used the three following identities which we checked numerically,
u
(
(v − 1)J (2)0,1,2 + v(β − h+ 1)J (1)1,2,2 + (β −∆ + h)J (1)1,1,2
)
=(β −∆ + h)
(
αJ
(0)
1,1,1 − J (1)1,0,1
)
− v(β − h+ 1)
(
J
(0)
2,2,1(α−∆ + 1) + J (1)1,2,1
)
(5.24)
− αJ (1)0,1,1 − 2v(α+ β −∆ + 1)J (1)1,1,1 − v(α−∆ + 1)
(
J
(1)
1,1,0 + J
(1)
2,1,1
)
− αvJ (1)0,1,0 + (v − 1)
(
vJ
(2)
0,1,0 + vJ
(2)
1,1,1 − J (2)0,0,1
)
,
−uJ (2)0,1,1 = J (2)0,0,0 + vJ (2)0,1,0 − αJ (1)0,1,0 , (5.25)
(v − 1) J (2)0,1,1 − αJ (1)0,1,1 + (β − h+ 1)
(
vJ
(1)
1,2,1 − αJ (0)1,2,1
)
+ (β − α+ h− 1)J (1)1,1,1
=− (v − 1)
(
J
(2)
0,1,0 + J
(2)
1,1,1
)
+ (β − h+ 1)
(
J
(1)
1,2,1 + (α−∆ + 1)J (0)2,2,1
)
+ αJ
(1)
0,1,0 (5.26)
+ (α+ β −∆ + h)J (1)1,1,1 + (α−∆ + 1)
(
J
(1)
1,1,0 + J
(1)
2,1,1
)
.
6 S-matrix rule for counting structures
The matching of tensor structures in CFT correlators and scattering amplitudes that was
found for symmetric tensors in [10] straightforwardly generalizes to general irreps when
considering non-conserved operators. The general statement is: The number of inde-
pendent structures in a correlation function of n non-conserved operators of SO(d) irreps
λ1, . . . , λn is equal to to the number of independent structures in a n-point scattering am-
plitude of massive particles of the same irreps in d+ 1 dimensional flat Minkowski space.
This is not surprising since particles have polarizations in irreps of the little group,
which is SO(d) for massive particles in d+1 dimensions. The index-free notation introduced
in section 2.4 can be employed by simply using the same Young-symmetrized polarizations.
Thus, an n-point scattering amplitude of irreps λ1, . . . , λn and momenta k1, . . . , kn can be
written as
Aλ1...λn({ki; zi}) =
n∏
j=1
njZ∏
p=1
min(ljp,n
j
Θ)∏
q=1
(
z
(p)
j · ∂θ(q)j
)∑
k
fk(va) R¯
(k)
λ1...λn
({ki; θi}) , (6.1)
where fk(va) are functions of the n(n− 3)/2 independent Mandelstams va. The momenta
and polarizations are vectors in (d+ 1)-dimensional Minkowski space and the polarizations
are transverse to the corresponding momenta
θ
(p)
i · ki = z(p)i · ki = 0 . (6.2)
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The scaling in the polarization vectors is fixed by the condition that the complete polar-
ization tensor appears linearly in the amplitude. This translates to the following scaling
of R¯
(k)
λ1...λn
in the polarization vectors, which is equivalent to the one for CFT correlators
in (3.82),
R¯
(k)
λ1...λn
({ki;βiθi}) = R¯(k)λ1...λn({ki; θi})∏
i
(
β
(1)
i
)hi1
. . .
(
β
(niΘ)
i
)hi
ni
Θ
(
β
(Z)
i
)(λi)1
. (6.3)
The functions R¯
(k)
λ1...λn
can be constructed from the two kinds of building blocks
H˜
(p,q)
ij ≡ θ(p)i · θ(q)j , V˜(p)ij ≡ θ(p)i · kj , (6.4)
where θ
(p)
i should be replaced by z
(1)
i for p = z. There are n − 2 independent V˜(p)ij ’s for
each i, because one of the possible terms vanishes due to the transversality condition (6.2)
and another one can be eliminated using momentum conservation
k1 + k2 + . . .+ kn = 0 . (6.5)
Furthermore, the building blocks depend in the same way on Grassmann polarizations as
their counterparts H
(p,q)
ij and V(p)ij that appear in CFT correlators. Hence, there is a one-
to-one correspondence between building blocks and the counting of tensor structures is the
same as in CFT correlators.
A more thorough treatment of on-shell amplitudes of arbitrary SO(d) irreps (in the
context of the open bosonic string) can be found in [39].
7 Concluding remarks
In this work we developed a formalism to elegantly describe irreducible tensor representa-
tions of SO(d) in terms of polynomials. With this formalism and the help of representation
theory, tensor structures in CFT correlators and scattering amplitudes become tangible.
We gave an algorithm for counting the number of independent tensor structures in any CFT
correlator (or massive scattering amplitude) of bosonic operators (or particles), allowing
for a systematic construction of the tensor structures for any given example.
The most obvious application for correlators of mixed-symmetry tensors is the con-
struction of conformal blocks, which we reviewed using our new index-free notation. Once
all conformal blocks appearing in a given correlator are known, it is possible to imple-
ment constrains that follow from conformal symmetry, using recent conformal bootstrap
techniques, i.e. proving bounds on the CFT data (conformal dimensions ∆i and OPE co-
efficients) by use of linear programming [3]. Since there are no further assumptions, such
bounds are universal, they hold for any CFT. Until now, in lack of conformal blocks for
mixed-symmetry tensor exchange, this has only be done for correlators of scalar operators.
While we only computed one conformal block of mixed-symmetry tensor exchange in
a correlator of two scalars and two vectors, it would be much more interesting to consider
correlators of stress-tensors. This is because the stress-tensor appears in any CFT and
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correlator new exchanged SO(d) irreps
〈φ1φ2φ3φ4〉 ...
〈φ1Jµ2 φ3Jν4 〉
...
〈Jµ1 Jν2 Jρ3Jσ4 〉
...
,
...
〈Jµ1 T νρ2 Jσ3 T λκ4 〉
...
,
...
〈Tµν1 T ρσ2 T λκ3 T τω4 〉
...
,
...
,
...
Table 6. Exchanged irreps in correlators of currents and stress-tensors, following the discussion of
possible tensor structures for three-point functions in section 3.3 and the construction of conformal
blocks in section 5.
thus could lead to truly universal bounds on CFT data. Another reason for interest in the
stress-tensor is its connection to the graviton in AdS, via the AdS/CFT duality. As was
pointed out already in [11], universal bounds on CFT data for external operators with spin
may explain the weak gravity conjecture [40] or the bounds on a and c in [41].
With the insights about three-point correlators from this work it is easy to outline what
needs to be done to compute all conformal blocks for the correlator of four stress-tensors.
Table 6 contains all irreps that are exchanged in this correlator. Some conformal blocks
can actually be written in terms of derivatives of conformal blocks for exchange of the same
irrep in a simpler correlator, as it is the case for exchange of symmetric tensors [10]. For
example, the conformal blocks for exchange of ... in 〈Tµν1 T ρσ2 T λκ3 T τω4 〉 are given by
derivatives of the conformal blocks of 〈φ1φ2φ3φ4〉. For this reason, each line in the table
displays for some correlator the irreps of exchanged operators that appear for the first time
for that correlator. If one picks a correlator in one line and a single irrep from the same
line, the computation of that conformal block is comparatively easy, since in those cases
the three-point function between external operators and the exchanged operator has only
one tensor structure. One can hope that the conformal blocks for all other cases are given
by derivatives of those simpler cases.
An interesting generalisation of our work would be to extend the formalism to general
spinor representations of SO(d). This would complete the counting and construction of
tensor structures for all CFT correlators and facilitate the conformal bootstrap for combi-
nations of operators that imply exchange of operators with half-integer spin.
Finally, note that most discussions of higher spin fields in AdS focus on the case of
spin J symmetric tensors. However, it would be interesting to consider AdS fields dual
to operators in arbitrary irreps of the conformal group. We expect that the techniques
described in this paper can also be extended to the case of AdS fields, in the spirit of [42].
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A Functions in the conformal block for hook diagram exchange
The following are the functions appearing in the conformal block (5.19) for exchange of the
primary in the irreducible representation [ ,∆] in the correlator of two scalars and two
vectors 〈φ1Jµ2 φ3Jν4 〉.
F1 = (α−∆ + 1)
[
(β −∆ + h+ 1)
(
− (2h− 1)J (1)2,1,2(β −∆ + h)− (α+ 1)J (1)1,1,1
− J (2)1,1,2
(
(2h− 1)(v − 1) + u)+ 2(2h− 1)vJ (1)2,2,2(−β + h− 1))
+ (β − h+ 1) v
(
(2h− 1)
(
vJ
(1)
2,3,2(−β + h− 2)− (v − 1)J (2)1,2,2
)
+ uJ
(2)
1,2,2
)]
+ (α+ 1)
[
(β −∆ + h+ 1)
(
2αJ
(0)
1,2,1(−β + h− 1) + (1− 2h)J (1)1,1,2(β −∆ + h)
− J (1)1,2,2(−β + h− 1)
(
(1− 2h)(v + 1) + 2u)+ J (2)0,1,2((1− 2h)(v − 1) + u)− αJ (1)0,1,1)
+ (β − h+ 1)
(
J
(2)
0,2,2
(
(1− 2h)(v − 1)− u)
+ (2h− 1) vJ (1)1,3,2(−β + h− 2) + αJ (1)0,2,1 + v(α−∆ + 1)J (1)1,2,1
)]
(A.1)
F2 = (α−∆ + 1)
[
(β −∆ + h+ 1)
(
uJ
(1)
2,2,2(−β + h− 1) + J (2)1,1,1
(
(2h− 1)(v − 1) + u))
+ (β − h+ 1) v
(
(−β + h− 2)
(
(α+ 1)J
(0)
2,3,1 + uJ
(1)
2,3,2
)
− J (2)1,2,1
(
(1− 2h)(v − 1) + u)− (α+ 1)J (1)1,2,0)]
+ (α+ 1)
[
(β −∆ + h+ 1)
(
(β − h+ 1)
(
uJ
(1)
1,2,2 − J (0)2,2,1(α−∆ + 1)− αJ (0)1,2,1
)
− J (2)0,1,1
(
(1− 2h)(v − 1) + u)+ J (1)1,1,0(α−∆ + 1) + αJ (1)0,1,0)
+ (β − h+ 1)
(
− α
(
J
(0)
1,3,1(β − h+ 2) + J (1)0,2,0
)
+ uJ
(1)
1,3,2(β − h+ 2)
+ J
(2)
0,2,1
(
(2h− 1)(v − 1) + u))] (A.2)
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F3 = (α−∆ + 1)
[
(β −∆ + h+ 1)
(
J
(2)
1,1,1
(
(1− 2h)(v − 1)− u)
− (2h− 1)
(
(α+ 1)J
(0)
2,2,1(−β + h− 1) + J (1)2,1,1(−α+ β + h− 2)
))
+ (β − h+ 1)v
(
(2h− 1)(β − h+ 2)
(
(α+ 1)J
(0)
2,3,1 − vJ (1)2,3,1
)
− (2h− 1)J (1)2,2,1(−α+ 2β −∆ + 2h) + J (2)1,2,1
(
(1− 2h)(v − 1) + u))]
+ (α+ 1)
[
(β −∆ + h+ 1)
(
J
(2)
0,1,1
(
(1− 2h)(v − 1) + u)
− (2h− 1)
(
J
(1)
1,1,1(−2α+ β + ∆ + h− 2)− αJ (0)1,2,1(β − h+ 1)− αJ (1)0,1,1
))
+ (β − h+ 1)
(
(2h− 1)(β − h+ 2)
(
αJ
(0)
1,3,1 − vJ (1)1,3,1
)
+ α(2h− 1)J (1)0,2,1
+ J
(1)
1,2,1(β − α+ h)
(
(1− 2h)(v + 1) + 2u)− J (2)0,2,1((2h− 1)(v − 1) + u))] (A.3)
F4 = (α−∆ + 1)
[
(β −∆ + h+ 1)
(
(2h− 1)
(
J
(1)
2,1,0(−α+ ∆− 2)− 2(α+ 1)J (1)1,1,0
)
+ uJ
(1)
2,2,1(−β + h− 1) + J (2)1,1,0
(
(2h− 1)(v − 1) + u))
+ (β − h+ 1)
(
(α+ 1)J
(1)
1,2,0
(
(1− 2h)(v + 1) + 2u)+ uvJ (1)2,3,1(−β + h− 2)
− vJ (2)1,2,0
(
(1− 2h)(v − 1) + u)+ (2h− 1)vJ (1)2,2,0(−α+ ∆− 2))]
+ (α+ 1)
[
(β −∆ + h+ 1)
(
α(1− 2h)J (1)0,1,0 + J (2)0,1,0
(
(2h− 1)(v − 1)− u))
+ (β − h+ 1)
(
α(1− 2h)J (1)0,2,0 + uJ (1)1,3,1(β − h+ 2)
+ J
(2)
0,2,0
(
(2h− 1)(v − 1) + u)+ uJ (1)1,2,1(β −∆ + h+ 1))] (A.4)
FH =
1
h+ 1
{
(α−∆ + 1)
[
(β −∆ + h+ 1)
((
(1− 2h)(v − 1)− u)
×
(
J
(2)
1,1,1 + J
(2)
1,0,0 + J
(2)
2,0,1 + uJ
(2)
2,1,2
))
+ (β − h+ 1)
(
v
(
(1− 2h)(v − 1) + u)(J (2)1,1,1 + uJ (2)2,2,2 + vJ (2)2,2,1 + J (2)1,1,0))
+ vJ
(2)
2,1,1
(
(1− 2h)
(
u− (v − 1)(∆− 2(β + 1)))+ (∆− 1)u)]
+ (α+ 1)
[
(β −∆ + h+ 1)(u− (2h− 1)(v − 1))(J (2)1,1,1v + J (2)0,0,0 + J (2)0,0,1 + uJ (2)1,1,2)
+ (β − h+ 1)((1− 2h)(v − 1)− u)(uJ (2)1,2,2 + J (2)0,1,0 + J (2)0,2,1 + J (2)1,1,1)
+ J
(2)
0,1,1
(
(2h− 1)
(
u+ (v − 1)(∆− 2(β + 1)))− (∆− 1)u)]
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+ J
(2)
1,0,1(β −∆ + h+ 1)
(
(2h− 1)(v − 1)(∆− 2(α+ 1))+ ∆u)
− vJ (2)1,2,1(−β + h− 1)
(
(2h− 1)(v − 1)(∆− 2(α+ 1))−∆u)}
+ 2J
(0)
2,2,1(α+ 1)(−α+ ∆− 1)(−β + h− 1)(β −∆ + h+ 1)
(
(2h− 1)(v + 1)− 2u)
+ (2h− 1)
{
(α−∆ + 1)
[
(β −∆ + h+ 1)
(
2(α+ 1)J
(0)
2,1,1(β −∆ + h)
− (α−∆ + 2)
(
J
(0)
3,1,1(β −∆ + h) + 2vJ (0)3,2,1(β − h+ 1)
))
+ (β − h+ 1)
(
v(−β + h− 2)
(
vJ
(0)
3,3,1(−α+ ∆− 2)− 2(α+ 1)J (0)2,3,1
))]
+ (α+ 1)
[
(β −∆ + h+ 1)
(
− 2αJ (0)1,2,1(−β + h− 1) + αJ (0)1,1,1(β −∆ + h)
+ J
(0)
1,3,1(−β + h− 2)(−β + h− 1)
)]}
(A.5)
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