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Abstract
Active learning environments have been shown to be beneficial for student learning, however,
including such activities can be limited by the class time available. One method that can provide
more opportunities for active learning during face-to-face class time is the flipped learning
approach. However, studies on the impacts of flipped learning environments on student
motivation are limited. Therefore, in this multi-institutional study, general chemistry students
enrolled in flipped courses at three institutions responded to measures of self-efficacy and selfregulatory strategies. The results from these measures were used to evaluate how students’
academic self-efficacy (ASE) and chemistry self-efficacy (CSE) changed over the term at each
institution, as well as to compare students’ CSE between the institutions. Evidence was found for
scalar measurement invariance across all measures, such that latent means could be used to
compare results over time and between the institutions. Overall, students at each institution
showed a decrease in ASE over the term, although their CSE increased. Comparisons between
the institutions showed that students at the Southeastern institution had a higher post CSE than
students at the Western and Northwestern institutions. One salient difference between the
institutions was the structure of the face-to-face class time, which suggests that there may be a
relation between students’ post CSE scores and the structure of the course. However, other
variables, such as the demographic profiles of the institutions, may have also played a role in the
observed differences.
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Introduction
Over the past few decades, many have advocated for the adoption of more studentcentered, active-learning pedagogical approaches in college science classrooms.1,2 The goal of
moving from a more instructor-centered, lecture-based, approach is to more fully engage
students in the learning and inquiry process, which may better instill higher-order learning (e.g.,
analysis, synthesis, and evaluation of content) and increase student-instructor and student-student
interactions. Research has supported a shift from teaching approaches that focus solely on
memorization to those that also incorporate greater levels of problem solving, which can lead to
more developed mental models for greater meaningful learning.1,3,4 With an active learning
approach, the instructor becomes a facilitator during the learning process compared to the “sage
on the stage,”5, 6 with potential to push students to become more self-directed and take greater
ownership over their learning.
A wide variety of teaching methods have been grouped under the umbrella of “active
learning” techniques, e.g., using clicker questions, peer-led team-learning (PLTL), processoriented guided inquiry learning (POGIL), problem- and project-based learning (PBL), thinkpair-share, instructor-led class discussions, and group discussions.1, 4 All of these contrast with a
more instructor-centered approach, however they can vary based on the level of student activity
and engagement generated during the learning process. The use of an active learning approach
does not necessarily mean greater student engagement and motivation unless a synergy is created
between the two.7 Thus, exploring instructional models that provide opportunities for active
learning techniques is crucial to understanding the nuanced aspects between the use of active
learning techniques and student motivation. One instructional model that has allowed for greater
opportunities to employ active learning techniques in the classroom has been flipped learning.
Flipped Learning Model and Chemistry
The flipped learning approach moves the delivery of direct instruction from the
classroom space, making room for more student-centered activities. The earliest reports of this
type of inverted classroom structure date back to 2000, with a rapid and steady rise in the
education research literature beginning in 2011 (see Fig. 1 in Casselman et al.8). Early reports
within the higher education chemistry education literature focused on suggestions for developing
and implementing the technique,9 impacts compared to traditional instruction,10 and student
attitudes.11
Many studies on flipped learning within chemistry education have utilized course-based
measures (e.g., course evaluations, exams, grades) to report on students’ perceptions of being in
a flipped course and its impact on performance-based outcomes. Fewer studies have focused on
measuring outcomes related to other constructs, with some exceptions. A 2016 study12
investigated student attitudes in a flipped organic chemistry course using the revised version of
the Attitude toward the Subject of Chemistry Inventory (ASCIv2). In 2017, the Student
Assessment of Learning Gains (SALG) was used to investigate student perceptions and attitudes
in organic13 and general14 chemistry courses. A 2018 study15 investigated students’ engagement
within a flipped physical chemistry course using the Behavioral Engagement Related to
Instruction (BERI) protocol. With specific regard to investigating motivation, the chemistry
version of the Academic Motivation Scale (AMS-Chemistry) was utilized to explore differences
in motivation between a traditional lecture course and a flipped course that included PLTL.16 As
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the AMS-Chemistry is based on Self-Determination Theory (SDT),17 results indicated that
although students’ intrinsic and extrinsic motivation were similar between the two courses at the
end of the term, students’ scored lower on amotivation (i.e., lack of motivation) in the flippedPLTL course compared to the lecture-based course. In an additional study,18 the chemistry
version of the Science Motivation Questionnaire (SMQ-II) was administered within flipped
general chemistry courses to compare motivation and final course grades. Results indicated no
discernable pattern between first-term grades and motivation, with a pattern arising at the end of
the second-term. The SMQ-II is based upon Social-Cognitive Theory (SCT),19, 20 however, the
subscales draw upon multiple theoretical frameworks of motivation while also seeking an overall
motivational composite score, which has resulted in complications for measurement and scale
adaptability.21, 22 Given this limited number of motivation-based studies of flipped learning
environments, there is still a need for the use of sound motivational theories and frameworks in
investigating their impacts.
Social-Cognitive Framework for Motivation
From a social-cognitive perspective, learning is viewed as being dynamic and dialectical
in nature between learner’s beliefs, behavior, and the environment in which the learning takes
place.19, 20, 23 As part of this dynamic aspect, psycho-social factors like motivation play an
important role for student success in college learning environments.24 Evidence has supported
the notion that academic motivational factors have a significant impact on learning outcomes
(e.g., see Anderman and Dawson25 for a summary). When drawing on a social-cognitive
perspective, two constructs that provide insight to understanding students’ goal directed actions
and the reciprocal interactions within their learning environment have been self-efficacy and
self-regulation.26
Self-Efficacy. Self-efficacy within the academic realm is the perceptual acuity one has
regarding their capabilities to learn or carry out certain tasks to attain an academic outcome.19
Even though academic self-efficacy is not the same as ability, it has been shown to predict
academic success and performance across different age levels and content areas.24, 26, 27 One
source of self-efficacy is connected to direct engagement and task completion.19 The perception
of success (or failure) upon completing a task can have a direct impact on increasing or
decreasing one’s self-efficacy.19
Many times, in academic situations, self-efficacy is measured toward the beginning of a
course and used to predict academic performance at the end,28 while mid- or end of semester
assessments might provide a different perspective on the association between academic selfefficacy and performance (e.g., Galyon et al.29). At these later time points, students have
completed a number of assignments and assessments across their course load and thus have more
feedback to inform their self-efficacy beliefs in that context. Studies in chemistry have employed
self-efficacy measures to compare different groups of students or learning environments,30, 31
other studies have measured self-efficacy for use as a predictor variable of academic outcomes32
or as one of several variables in a larger educational model.33-35 For studies that explored
changes, many found that self-efficacy generally increased over the term,36-39 although, some
have noted that this increase was dependent on the demographic group.37
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Variation in results could be based on whether self-efficacy is assessed on one’s
perception of performing a certain task, a specific subject area, particular topics or concepts
within a subject area, performance in a specific class, or compared to all of their courses within a
current semester. When the lens used to study self-efficacy is focused at a more specific level
(e.g., at the subject, content, or task level), the predictive ability becomes greater for
performance,40 future success, and re-engagement.41 For example, where Galyon and
colleagues29 found academic self-efficacy went down over a semester, Lawson and colleagues42
found science self-efficacy to go up over a semester. This variation could be based on the level
of specificity for how self-efficacy was measured, which might contribute to the magnitude of
the self-efficacy and performance association. Within chemistry, self-efficacy has commonly
been measured using a variation of either the Chemistry Attitude and Experience Questionnaire
(CAEQ)30, 37, 39 or the College Chemistry Self-Efficacy Scale (CCSS).32, 36, 38 These measures
primarily include items based around specific chemistry tasks, the course itself, or application of
chemistry concepts to real-life situations and can be considered measures of chemistry selfefficacy (CSE). Although some studies have measured self-efficacy at a more general level,33
none have included measures of CSE and academic self-efficacy (ASE) simultaneously.
Richardson and colleagues26 conducted a meta-analysis investigating the association
between ASE and university success by means of grade point average (GPA). They found 9% of
GPA variance could be explained by ASE. However, effect sizes varied widely between studies,
indicating that there could potentially be factors that mediate or moderate this relation. For
example, deep processing strategies used by students43 and effort regulation44 have been shown
to mediate the relation between self-efficacy and academic performance. Whereas, Tabak and
colleagues45 found time on task to be a moderating factor. With the potential for mediating and
moderating effects, aspects of self-regulation for how students focus their time, effort and
learning strategies have the potential to highlight aspects of this relation.
Villafañe, Garcia, and Lewis37 noted the importance of examining gender and
race/ethnicity when investigating chemistry self-efficacy over time. In chemistry, gender
differences have been identified at different time points (e.g., beginning and end of semester) and
for different qualitative factors. For example, Dalgety and Coll46 found that males had higher
self-efficacy at the beginning of a semester and qualitatively worried more about specific aspects
of chemistry content connected to their self-efficacy, while women were found to have lower
self-efficacy overall from a qualitative analysis. Sunny and colleagues47 also found men to have
higher chemistry self-efficacy at the end of a semester utilizing a task specific measure for
chemistry adapted from the motivated strategies for learning questionnaire (MSLQ). An analysis
of narrative cases in STEM48 found men’s self-efficacy beliefs to be tied more to mastery
experiences, while women’s relational experiences in the learning environment (e.g., social
persuasion and vicarious learning) were the greater influence. In connection to the classroom
structure, Boz and colleagues49 concluded that perceptions of a chemistry learning environment
mediated the relation between gender and self-efficacy at the end of a semester, after finding that
when females perceived a more positive learning environment it mediated higher levels of selfefficacy beliefs. Given these prior findings, it is important to continue to examine the
development of self-efficacy beliefs in addition to accounting for potential gender and
race/ethnicity differences while doing so.
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Self-Regulation. Self-regulated learning refers to the ability of an individual to selfgenerate thoughts, feelings, and behaviors and organize them to direct their abilities toward a
goal before, during, and after a learning task.50-52 As part of this process, students must use
effective learning strategies to organize and manage their thoughts, behaviors, and time wisely.
Individuals that tend to report using more strategic self-regulation tend to perform better than
less self-regulated students.53 Even though self-regulatory skills can be taught,52, 54 some have
noted that students need the skill and will to use self-regulatory strategies (e.g., Snow55) and thus
is something that can be controlled when assessing learning outcomes.
One component to a number of self-regulation models includes the monitoring and
management of one’s learning. For monitoring, these might be potential distractions or barriers
while trying to learn new material, e.g., not being able to concentrate on new material because
the textbook is perceived to be boring.56, 57 Whereas, management connects to how a student
plans and sustains their efforts toward the task.58 Those that use self-regulatory strategies tend to
be viewed as taking a more active stance toward their learning.59 As a flipped learning
environment requires students to use more self-regulated learning strategies both in and outside
of the classroom, they need to take ownership over and become more involved in the learning
process. For example, students must adequately manage their time and focus on the video
content assigned before coming to class. Thus, it is important to assess and control for how
students utilize different strategies and resources to learn, manage their effort and organize their
time, and monitor and evaluate their learning outcomes.52, 59
There is wide variability in students’ perceptions of self-efficacy and their use of selfregulatory strategies in learning situations.28 A consistent finding has been that domain-specific
measures of motivation have shown a greater relation to academic achievement compared to
global measures.60 Additionally, when considering a complex psychological phenomenon like
motivation, taking the multi-dimensional and multi-faceted nature of the construct into account is
crucial. As Anderman and Dawson25 note, there is no “one size fits all” when using the term
motivation. It has been maintained that a one-item measure assessing students’ perceptions of
enjoyment do not tend to assess student motivation based on its complexity.61 Thus, when
examining academic motivation, it is important to identify and measure different aspects that are
important for the learning context being studied.
Measurement
To gather data about students’ self-regulation and self-efficacy within a learning
environment, self-report survey measures are typically administered. To produce meaningful
inferences, the measures must be aligned with the constructs of interest and be shown to produce
valid and reliable results with the target population.62, 63 When using extant measures supported
by prior psychometric studies, the primary evidence for data validity is the underlying structure.
Structural validity provides evidence that the data derived from each indicator variable within a
measure are properly associated with the a priori model for the latent construct being
measured.64 If structural validity of the data from the population under investigation is supported,
then evidence is provided that the data maps onto the latent construct. However, if the structural
validity of the data is not supported, investigations of the Response Process and/or Content
Validity may need to be conducted.21, 22 Furthermore, if the measured data will be used to
compare groups on the latent construct, evidence of Consequential Validity needs to be
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established. For self-reported quantitative data, this level of validity can be supported through
measurement invariance to determine if group-bias is present in the data structure.65 Finally,
when measures are only administered once per time point, an estimate of the singleadministration reliability is warranted.66
Purpose of this study
This study employed a social-cognitive perspective to investigate chemistry students’
self-efficacy and self-regulation strategies within flipped learning environments. To broaden the
generalizability, data collection spanned courses from a range of institutions and used a
coordinated set of assessment instruments. In conducting this work, the following research
questions were addressed: 1) What evidence supports the validity and reliability of the data
generated from the coordinated assessments at our sites?, 2) How do students’ self-efficacy and
self-regulation change within each flipped learning environment?, and 3) How do these
constructs compare across sites? To answer these questions, we examined students’ self-efficacy
and self-regulation at three institutions. Prior to conducting comparative analyses, data from each
assessment instrument were explored for evidence of validity and reliability. Data validity was
further supported by cross-validation and measurement invariance studies, following which,
structural means modeling was utilized to compare outcomes within and across institutions.
Methods
Population
Three institutions from the United States were involved in this study. All three were
public research universities but varied in their acceptance rate and demographic profile (Table 1).
These data collection sites were selected based on the corresponding author’s knowledge of who
the flipped learning instructors were and that none were new to course flipping. As such, each
instructor had a minimum of two years of experience in flipping their course and was the primary
or only person involved in developing the course materials (Table 2). The general structure of
each course followed the two basic tenets of flipping: 1) foundational information was delivered
to students through pre-class materials (PCMs), and 2) the face-to-face (F2F) environment was
utilized for the application or expansion of the information through active learning.67
Table 1. Institution details.
Institutions by Region
Southeastern

Western

Northwestern

Size (Approx.)

55,000

35,000

30,000

Type

Four-year, Public,
Doctoral – Very
High Research
Activity

Four-year, Public,
Doctoral – Very
High Research
Activity

Four-year, Public,
Doctoral – Very
High Research
Activity

Acceptance

50%

30%

78%

6

Demographicsa Asian – 4%
Black – 13%
Latino/a – 60%
White – 13%
Other – 7%

Asian – 27%
Black – 4%
Latino/a – 12%
White – 39%
Other – 18%

Asian – 7%
Black – 1%
Latino/a – 9%
White – 61%
Other – 22%

a

’Other’ category includes designations of International, Pacific Islander, 2+ ethnicities, and/or other designations
inconsistently reported across institutions.

At the Southeastern and Northwestern institutions, data were collected from multiple
course sections across multiple years, with each taught by the same instructor or team of
instructors (Table 2). At the Northwestern institution, a lead instructor was responsible for the
development of the materials and structure employed in flipping the course, this instructor cotaught with the other instructors involved each year. A prior observational study with these
courses did not reveal any substantial differences in the structure of the in-class settings across
sections.68 All data collected within this study was approved by the Institutional Review Board
(IRB) at Portland State University and appropriate consent was acquired from students as
required by the IRB.
Table 2. Course details.
Southeastern

Western

Northwestern

Course Type

General I

General II

General I

Enrollment

793

281

974

Sections

4a

1

6a

Instructors

1

1

3b

Schedule

75 min, 3 times per
week, morning

80 min, 2 times
per week, evening

80 min, 2 times per
week, morning

a

Data collection spanned multiple years. bOne instructor was the primary developer of the flipped learning materials
used in each course and co-taught the sections with the other instructors each year.

Instruments
Chemistry Self-Efficacy (CSE). This measure was developed to be specific to students’
understanding and comfort level with different chemistry concepts.36 The measure includes 6
items that address how well students understand different areas of chemistry (e.g., properties of
elements, interpreting chemical equations, explaining chemical laws and theories). The items
were measured on a five-point rating scale anchored by very poorly, poorly, average, well, very
well.
Academic Self-Efficacy (ASE). Out of the 15 subscales from the Motivated Strategies for
Learning Questionnaire (MSLQ),69 we utilized the Self-Efficacy for Learning and Performance
subscale, which includes 8 items related to students’ expectancies related to their learning and
understanding. For this study, the subscale was adapted to measure a more general aspect of
academic self-efficacy by changing the phrasing from “in this class” to “in my courses” as the
referent. In addition, the scale was changed from a seven-point scale (not at all true of me to very
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true of me) to a five-point Likert scale (strongly disagree to strongly agree) to align with the
other measures used in the study.
Learning and Study Strategies Inventory (LASSI) Subscales. LASSI is an 80-item measure
with 10 subscales to assess success of course or program changes regarding academic skill, will,
and self-regulation.70 For purposes of this study, we used two of the self-regulation strategy
scales to assess students’ concentration (CON) and time management (TMT). Each subscale
included 8 items on a five-point Likert scale (strongly disagree to strongly agree). The CON
subscale centers on monitoring distractions, being able to focus one’s attention, and refocusing
attention after losing it during studying and in class. Whereas, the TMT subscale assesses how
well students organize their schedules, procrastination, and cramming behaviors.
Data Collection
In each course, two surveys were deployed. The first took place within the first two
weeks of a term (pre) and the second during the last few weeks (post), neither of which
overlapped with an exam. At both time points, the survey contained the same items from the four
noted instruments and was open for one week. Due to the use of two different response scales, all
Likert-scale instruments were presented first.71 Following these items and on a stand-alone page,
students were presented with a note indicating a change in the response options before being
presented the last set of items on the subsequent page. Demographic information was collected at
the end of a survey, following all instrument items. The instructor of each course was provided a
brief script to make an initial in-class announcement regarding the survey. A note similar to the
script was posted on the classroom management platform of each course. Students who were
interested in participating clicked on a link to the Qualtrics survey that was part of the
announcement note. Some instructors offered a nominal amount of extra-credit points for
accessing the survey.
Data Analysis
For each pre and post survey, data were examined for exclusionary criteria. Cases were
removed for records that started a session, but did not fill out any information. Duplicate cases
were also removed that had less information, or were second attempts if both cases were
complete. All analyses were completed using the lavaan package (version 0.6-5) in R (version
3.6.2) with a means and variance adjusted weighted least squares (WLSMV) estimator to
account for the ordinal scale of the items. Descriptive statistics for the aggregated data as well as
by institution are included in Tables S7 and S8 in the Supporting Information. Listwise deletion
was used for incomplete responses for each scale, thus the sample size for each scale may vary
slightly. A focus of the analyses was to consider differences in the measures of interest based
upon gender and underrepresented minority (URM) status. For these analyses, male was used as
the reference category for the by gender comparisons, and non-URM (which consisted of
individuals who identified as either non-Latino/a White or Asian) was used as the reference
category for the by URM comparisons. All demographics were self-reported by the students who
responded to the survey.
Validity and Reliability
Structural validity of the individual scales was investigated using Confirmatory Factor
Analysis (CFA). Reliability was calculated using omega. Scalar invariance was established for
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the four measures for longitudinal invariance, invariance between institutions, and invariance
between gender and URM status. Details about the procedures and methods used for these
analyses are included in the Supporting Information (Tables S1-S6, S9-S12).
Structured Means Modeling
Establishing scalar invariance provides support for the use of latent factor means when
comparing groups.65 To do so, structured means modeling (SMM) was used. SMM includes the
mean structure into the measurement model such that a relative difference between the latent
means can be determined.71 Two types of analyses were completed using SMM: 1) the change in
pre to post latent means for each factor and 2) the difference between post latent factor means
while controlling for pre factors. These analyses were completed for institutional comparisons, as
well as demographic comparisons (i.e., by gender and URM status).
The difference in latent means from the pre assessment to the post assessment of each
factor for each institution was calculated. As SMM produces a relative mean difference, the pre
factor mean for each comparison was set to zero, which allowed the value obtained for the post
factor to represent the difference between pre and post factor means, or the latent mean
difference, for that institution. This analysis was completed for all four measures and all
institutions separately. The matched data from the Western institution included incomplete use of
the entire response scale for certain items, however, for pre-post longitudinal models, the
thresholds for these missing response categories could easily be removed for the appropriate
factor in lavaan. Thus, the results for the pre to post comparisons account for those missing
response categories where appropriate. The pre to post latent mean differences were also
completed with the aggregated data set to compare differences based on gender and URM status.
In these analyses, the male and non-URM groups were set as the reference, with female and
URM groups as the comparison group, respectively.
To compare post latent means between institutions for the CSE and ASE factors, each
institution’s latent mean on the respective self-efficacy pre assessment and the pre assessments
of TMT and CON were controlled for. This was completed by incorporating these pre factors as
covariates into the model of the post factor.72 Since the factors are theoretically related,73 the pre
factors were correlated (Figure 1). All pairwise comparisons were made between the three
institutions. Since this analysis relies on mean differences, all latent means were in comparison
to a reference institution. Thus, the results from this analysis represent the difference in the latent
means between the institutions and not absolute scale values. In addition, the post latent mean
comparisons control for pre latent means included in the model. This analysis also used the
matched data sets, in which some items for the CSE scale did not include complete use of the
response scale for the Western institution. Since the thresholds between response categories
cannot easily be removed from only one institution, a ‘dummy’ response pattern was added to
the institution to account for the missing categories. A detailed description of this method is
provided in the Supporting Information. Post latent mean comparisons were also conducted for
the same demographic groups assessed in the pre-post comparisons.
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Pre SelfEfficacy

Post SelfEfficacy
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Pre CON
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Figure 1. The path model with mean structure for self-efficacy (ASE or CSE) post latent mean differences with pre
self-efficacy (ASE or CSE), TMT, and CON controlled for. For clarity, items are not shown.

The effect size for all latent mean differences were calculated as the absolute difference
in factor means divided by the square root of the pooled variance of the factors.71 Although this
effect size calculation is similar to Cohen’s d, where effect sizes are small (~0.2), medium
(~0.5), and large (~0.8),74 the magnitude guidelines for latent variables are generally accepted to
differ slightly from those used for measured variables. Since latent means are free from
measurement error, the magnitude of the effect size for latent mean differences should be larger
than those for measured variables.71
Results
Responses
The cleaned datasets by administration time and institution are detailed in Table 3. The
response rates are based on the week-1 enrollments and therefore may not accurately reflect the
percentage of participants from the actual enrollments at the time of administration. To
determine if the students who ended up in the matched dataset differed significantly from those
who did not, group means comparisons (i.e., t-tests) of the pre-scores for each scale at each
institution were conducted. These analyses detected no significant differences between groups
for any scale at any institution, indicating that the subset of students that made up each matched
dataset did not represent a unique subset of the course population.
Table 3. Institution sample sizes and response rates by survey administration time.
Institution

a

Southeastern

Western

Northwestern

Pre, n (%)a

554 (70)

212 (75)

797 (82)

Post, n (%) a

293 (37)

217 (77)

710 (73)

Matched, n (%)a

266 (34)

170 (60)

563 (58)

Percent response based on the week-1 enrollments noted in Table 2.

Evidence of Validity and Reliability
The initial and final data-model fits, along with details of the modifications undertaken to
produce the final models, are provided in the Supporting Information. For each scale, the final
CFA model was fit individually for each institution to cross-validate the structure with respect to
each institution. Overall, there was acceptable data-model fit and evidence of good reliability
(omega values above 0.80) for each final model with respect to each institution (Table S6).
10

To support the use of latent means (via SMM) for comparing measurement results by
group, scalar invariance was evaluated. First, as each measure was administered at two time
points (i.e., pre and post), and the change from pre to post was determined, the longitudinal
scalar invariance was evaluated (Table S9). Next, as the results from each measure were
compared across institutions, scalar invariance by institution was evaluated (Table S10). Finally,
as the results from each measure were compared by gender and by URM-status, scalar
invariance by gender and by URM-status were also evaluated (Tables S11 and S12 respectively).
As in evaluating the CFA data-model fits, the scalar models under all by group comparisons
showed acceptable data-model fit based on the findings and recommendations of McNeish and
colleagues.75 Therefore, we believe that the scalar invariance for each of the by group
comparisons is supported and structured means modeling could be used to compare latent means
by each of the groupings.
Pre to Post Differences Within Each Institution
The pre to post latent mean differences for both self-efficacy factors at the three
institutions are presented in Table 4. Pre to post latent mean differences for the TMT and CON
factors for each institution are included Table S13 in the Supporting Information. Each analysis
was completed separately such that only one scale and one institution was modeled at a time,
with the latent mean of the pre factor as the reference. This allowed for the difference in the pre
to post latent factor means for each scale to be determined at the institution level. For reference
purposes, the observed average pre score for each institution is also included in Table 4,
however, as the latent mean differences represent a relative difference, these values cannot be
used to determine the observed average post scale scores. For example, as shown in Table 4, the
Southeastern institution had an observed pre score of 2.88 on the CSE scale and a latent mean
difference of 1.49, which was a large effect (1.17). However, this data does not imply that the
observed post score for this institution was 4.37 (i.e., 2.88 + 1.49).
Table 4. Pre to post latent mean differences for each institution. Bolded values indicate the difference was
statistically significant (p < 0.05).
Scale

Chemistry
Self-efficacy
(CSE)

Academic
Self-efficacy
(ASE)

Institution

Responses, n

Observed
Pre Scorea

Pre to Post Latent Mean
Difference (Effect Size)

Southeastern

265

2.88

1.49 (1.17)

Western

168

3.53

0.14 (0.14)

Northwestern

551

3.34

0.31 (0.28)

Southeastern

263

4.18

-0.23 (0.19)

Western

169

3.75

-0.32 (0.26)

Northwestern

554

3.77

-0.71 (0.62)

a

Observed pre scale scores were calculated as an unweighted average of the items included in the final version of
each scale.

Overall, the difference in pre to post latent means for the CSE factor showed a positive
change for all institutions (Table 4). These differences were significant for the Southeastern and
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Northwestern institutions, with a large and small effect size, respectively. Although the Western
institution also saw a small positive change, it was not significant. These results were in contrast
to students’ ASE scores overtime, which decreased significantly at all three institutions, although
this change was only a small effect size at the Southeastern and Western institutions. Pre to post
differences for TMT and CON were also examined and nonsignificant changes for most
institutions were found (see Table S13 in Supporting Information). The exceptions to this were
the Western institution, which showed a significant decrease in TMT from pre to post, and the
Northwestern institution with an increase in CON. However, these differences only represented
small effects.
Post Differences Between Institutions
The model used for pairwise comparisons of the post latent means of ASE and CSE
between institutions included the respective pre factor (i.e., ASE or CSE), TMT, and CON as
covariates, such that they were controlled for when comparing the post factors (see Figure 1). As
SMM only allows for relative differences to be determined, one of the institutions was used as
the reference for each pairwise comparison and the latent mean differences represent the
difference between the two institutions. For example, as shown in Figure 2, when compared to
the Southeastern institution, the pre CSE latent mean for the Western institution was 0.92 higher
and this difference was found to be a medium to large effect size (0.82). When pre CSE, TMT,
and CON factors were taken into account as covariates, the post CSE latent mean difference for
the Western institution was 1.01 lower when compared to the Southeastern institution, with a
medium to large effect size (0.89). Latent mean differences for all pairwise comparisons of post
CSE and ASE between institutions are presented in Figures 2 and 3, respectively.
Latent Means Comparisons and Effect Sizes
Southeastern
(n = 259)

Western

Southeastern

(n = 152a)

(n = 259)

Northwestern

Western

(n = 536)

Northwestern

(n = 152a)

(n = 536)

0.00 (ref)

pre CSE

0.92 (0.82)

0.00 (ref)

pre CSE

0.65 (0.58)

0.00 (ref)

pre CSE

-0.34 (0.25)

0.00 (ref)

pre TMT

-0.13 (0.12)

0.00 (ref)

pre TMT

-0.11 (0.11)

0.00 (ref)

pre TMT

0.02 (0.02)

0.00 (ref)

pre CON

-0.38 (0.48)

0.00 (ref)

pre CON

-0.27 (0.36)

0.00 (ref)

pre CON

0.12 (0.16)

Pre
differences
controlled
for

0.00 (ref)

post CSE

Pre
differences
controlled
for

-1.01 (0.89)

0.00 (ref)

post CSE

Pre
differences
controlled
for

-1.41 (1.02)

0.00 (ref)

post CSE

-0.04 (0.05)

Figure 2. Pairwise post chemistry self-efficacy (CSE) latent mean differences between institutions with pre CSE,
TMT, and CON factors as covariates. Each comparison is between two institutions while accounting for the pre
latent means. The listed reference institution was used as the reference group for the designated pairwise analysis.
Bolded values indicate the difference was statistically significant (p < 0.05).
a
This data set included one dummy response pattern to account for missing response categories. See Supporting
Information for details.

When comparing post CSE latent means (Figure 2) between the Southeastern and the
Western and Northwestern institutions, the Southeastern institution was found to have a higher
post CSE latent mean than both of the other institutions, each with a large effect size. These
differences accounted for the higher pre CSE latent means of the Western and Northwestern
institutions when compared to the Southeastern institution. Although a pre CSE latent mean
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difference was also found between the Western and Northwestern institutions, the post CSE
latent mean difference was small and not significant.
Latent Means Comparisons and Effect Sizes
Southeastern
(n = 257)

Western

Southeastern

(n = 152)

(n = 257)

Northwestern

Western

(n = 539)

Northwestern

(n = 152)

(n = 539)

0.00 (ref)

pre ASE

-0.65 (0.64)

0.00 (ref)

pre ASE

-0.58 (0.54)

0.00 (ref)

pre ASE

0.08 (0.07)

0.00 (ref)

pre TMT

-0.13 (0.09)

0.00 (ref)

pre TMT

-0.09 (0.12)

0.00 (ref)

pre TMT

0.04 (0.04)

0.00 (ref)

pre CON

-0.39 (0.47)

0.00 (ref)

pre CON

-0.27 (0.34)

0.00 (ref)

pre CON

0.11 (0.16)

Pre
differences
controlled
for

0.00 (ref)

post ASE

Pre
differences
controlled
for

-0.49 (0.31)

0.00 (ref)

post ASE

Pre
differences
controlled
for

-1.04 (1.82)

0.00 (ref)

post ASE

-0.78 (0.56)

Figure 3. Pairwise post academic self-efficacy (ASE) latent mean differences between institutions with pre ASE,
TMT, and CON factors as covariates. Each comparison is between two institutions while accounting for the pre
latent means. The listed reference institution was used as the reference group for the designated pairwise analysis.
Bolded values indicate the difference was statistically significant (p < 0.05).

Post ASE latent mean differences (Figure 3) indicated that students at the Southeastern
institution had the highest post ASE, with students at the Northwestern institution having the
lowest post ASE. Pre ASE at the Southeastern institution was also higher than the other two
institutions, with no difference between the pre ASE latent means of the Western and
Northwestern institutions.
Discussion
Pre to Post Differences Within Each Institution
The increases in CSE latent means from pre to post for all institutions suggest that
students perceived their chemistry ability to be higher at the end of the term than at the
beginning. As the items used for the CSE scale are based on specific tasks students are expected
to accomplish in general chemistry (i.e., “How well can you interpret chemical equations?”), it
makes sense that students would generally have a higher CSE at the end of the term. Increases in
students’ chemistry self-efficacy throughout the term has also been found in previous studies of
non-flipped general chemistry courses.36-39 Although positive changes in CSE were seen, ASE
latent mean differences were found to be significantly lower from pre to post for all institutions.
The effect size of this difference for the Southeastern and Western institutions represented a
small effect, while the difference for the Northwestern institution represented a medium effect. A
decrease in ASE over the term has been reported in other studies (e.g., Young et al.76). In
contrast to the CSE items, the items included on the ASE were targeted toward general
statements about the courses a student was taking, not just their chemistry course (i.e., “I expect
to do well in my courses.”). Self-efficacy scales that are more specific (i.e., task-based
statements) have been shown to be a better predictor of academic performance than more general
self-efficacy scales.40 Thus, the difference in specificity between the CSE and ASE items could
have contributed to how chemistry and academic self-efficacy trended in different directions
throughout the term.
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Post Differences Between Institutions
Differences in post CSE latent means were seen between the Southeastern institution and
both the Western and Northwestern institutions. The pre latent mean comparisons between the
Southeastern institution and the other two institutions also showed significant differences, with
the Southeastern institution having a lower latent mean for pre CSE and a higher latent mean for
pre CON. Thus, although students at the Southeastern institution initially had lower CSE than
students at both the Western and Northwestern institutions, Southeastern institution students had
the highest reported CSE at the end of the term. The pairwise comparison between the Western
and Northwestern institutions also showed a significant difference between pre CSE latent
means, with the Western institution having a higher pre CSE; however, the post CSE latent
means showed no significant difference between the two institutions. Although there were some
initial differences between the pre CSE and CON latent means between all the institutions, the
pre factors were included as covariates in the model and the latent mean differences for post CSE
account for any differences the students may have had in their incoming time management,
concentration, or chemistry self-efficacy. However, even though these pre factors were
accounted for in the model, other possible confounds could have influenced the results, such as
differences in the class structure and differences in demographics.
As this study was completed across multiple institutions, there may have been course
differences that contributed to the measured post CSE differences between institutions. In flipped
courses there are two main aspects that are usually incorporated: information is provided to
students through pre-class materials (PCMs), which is then reinforced through active learning
during the face-to-face (F2F) time. The differences and similarities of these two aspects for the
courses at these institutions were detailed in a prior study,68 here we address the most salient
features. The PCMs for all institutions were in the form of online videos, however, there were
slight details that differed, such as instructor-curated versus instructor-created, video length, etc.
Results indicated that a higher percentage of students at the Western and Northwestern
institutions reported watching all of the videos compared to students at the Southeastern
institution, where most students reported watching only some of the videos. The Northwestern
institution also had a significantly higher percentage of students report that they utilized the
PCMs before the F2F time compared to the other institutions. In addition, the structure of the
F2F environments differed between institutions, with the Southeastern institution including more
student and instructor questioning (~80% of time-blocks) than the Western and Northwestern
institutions (~20% of time-blocks each), which incorporated more groupwork into their F2F time
(Figure S1 in the Supporting Information). While these course-level differences in PCMs and
F2F time cannot be said to be the cause, it is possible that these variations in how the classes
were structured influenced students’ CSE. Although one study30 has found that including POGIL
discussion sections in general and organic chemistry did not have a significant effect on students’
CSE over traditional discussion sections, different course structures have been found to influence
students’ performance, as well as the time they spent preparing for class, with moderatestructured courses having a larger impact on these variables.77 Others have found,78 in a more
controlled study with case-based learning, that a gradual shift to more autonomous active
learning environments over a semester benefit students’ motivation and learning compared to an
abrupt shift. Also, group work as a constructivist practice needs scaffolding79 as these practices
can support or undermine student motivation.73 Therefore, the potential impact of the flipped
course structure cannot be ruled out when considering the differences in post-term CSE values.
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Demographic differences could have also contributed to the differences seen in post CSE.
However, due to the small group-level sample sizes at some of the institutions (Table S14),
differences based on minority status and gender could only be evaluated using the aggregated
data set. In doing so, it was found that both male and female students increased in CSE from pre
to post (Table S15) and that there was no significant difference in post CSE factors based on
gender (Table S16). However, results indicated that although both non-URM and URM groups
increase in CSE from pre to post (Table S17), URM students reported significantly higher post
CSE than non-URM students (Table S16). While other studies have also found differences in
CSE by demographic group,37 it should be noted that the differences seen in this study could be
influenced by the demographic profiles of the institutions themselves. The Southeastern
institution had a larger percentage of URM students than the Western and Northwestern
institutions, which had equal percentages of URM and non-URM and a larger percentage of nonURM students, respectively. Therefore, as the Southeastern institution was found to have a
higher post CSE latent mean than the Western and Northwestern institutions and the URM group
was also found to have a higher post CSE latent mean than the non-URM group, these results
could be conflated. Since the sample sizes for the different groups were not large enough to
complete SMM analyses on institutional subsets (Table S14), it is unknown whether the
differences were due to course-level differences or the different demographic profiles of the
institutions.
Latent mean differences of post ASE between institutions were also significant, with
small to medium effect sizes. The Southeastern institution was found to have the highest post
ASE latent mean, with the Northwestern institution having the lowest. However, as mentioned
earlier, the items used to assess ASE were more general than the CSE items and related to all the
classes the students were taking. Thus, it is unknown whether the differences between the
chemistry courses, which may have only been one of many courses a student was taking,
influenced these results. When the aggregated data set was analyzed for demographic
differences, both non-URM and URM students were found to decrease on ASE from pre to post
(Table S17), with URM students having a higher post ASE latent mean than non-URM students
(Table S18). Thus, it is unknown whether the differences in post ASE could be a result of course
differences, institutional differences, or demographic differences across the institutions.
Conclusions, Limitations and Implications
This project investigated the self-efficacy of students enrolled in general chemistry
courses structured within flipped learning environments. The conclusions from this multiinstitutional investigation are framed by our research questions.
What evidence supports the validity and reliability of the data generated from the coordinated
assessments at our sites?
Measures of self-efficacy and self-regulation were administered and their data evaluated
for structural validity and single-administration reliability via Confirmatory Factor Analysis
(CFA). The final CFA models included a reduced set of items for each measure, which were
found to have consistently strong factor loadings across administration times. All models had
acceptable data-model fit and reliability. As Structured Means Modeling (SMM) was used to
compare the latent means of each measure pre-post and by institution, gender, and URM status,
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the scalar invariance of each was evaluated. Measurement invariance analyses help to support
that measures are equally made across groups prior to comparing their results.65 As the data from
each measure were treated as ordinal, evaluating scalar invariance required supporting the datamodel fit with both the factor loadings and response thresholds fixed across groups. Each scalar
invariance model (i.e., longitudinal, by institution, by gender, and by URM status) showed
acceptable data-model fit.
How do students’ self-efficacy and self-regulation change within each flipped learning
environment? and How do changes in each construct compare across sites?
With regard to self-regulation (i.e., the TMT and CON measures), when differences from
pre to post were detected, they were small effects. However, when examining differences across
institutions for the pre measures, several differences were found between institutions (Figures 2
and 3). Thus, the pre-TMT and pre-CON factors were added as controls for the analyses of CSE
and ASE. The evaluation of pre to post SMMs for CSE and ASE produced disparate results.
Students at each institution reported significant decreases in ASE and increases in CSE at the end
of the term. This may be due to the task-based focus of the CSE items compared to the more
general academic focus of the ASE items. As the CSE scores showed an increase over the term
for all institutions, and since more specific self-efficacy measures have been found to be a better
predictor of performance than general self-efficacy measures,40 the decrease in ASE scores may
not be representative of a change in students’ self-efficacy as a result of the structure of their
chemistry course. Therefore, as the focus of this study was to explore differences between
different flipped environments, the CSE measure was examined in more depth.
While two out of the three institutions showed significant CSE increases, students at the
Western institution showed a small, nonsignificant, increase in CSE. This nonsignificant change
could be due to the term of the course that was surveyed. At the Southeastern and Northwestern
institutions, the surveyed courses were the first-term of general chemistry, whereas, at the
Western institution it was the second-term (Table 2). It is possible that the students in the
second-term course have already had experiences informing their CSE by the beginning of this
course and thus, their CSE did not change significantly by the end. Between the two institutions
that consisted of the first-term general chemistry courses, students at the Southeastern institution
showed the largest increase in CSE and had the highest post CSE. To better explore the
difference between these courses, the in-class structures were examined. In a prior study,68 the
instructional practices at these institutions were found to vary based on the structure of the F2F
active learning techniques employed and students’ reported use of the PCMs. The F2F structure
of the Southeastern institution course primarily included instructor-student interactions in the
form of whole-class questioning, whereas the Northwestern institution course relied heavily on
peer-to-peer interactions during groupwork (see Figure S1 in Supporting Information). These
differences in F2F structure could have been a contributing factor to the differences seen in post
CSE. Differences in the amount of structure included in a task has been found to contribute to
differences in students’ self-efficacy on those tasks in secondary classrooms.80 In this prior
study, both a “well-structured” task and an “ill-structured” task were provided to the students
with the difference between the tasks described as varying “in the structural cues they provided
for students”. When students’ self-efficacy during those tasks was measured, they found that
students reported significantly higher self-efficacy when they were working on the wellstructured task compared to the ill-structured task. In our study, it could be argued that the course
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at the Southeastern institution, consisting of primarily instructor-guided questioning during F2F
sessions, may have provided more “structured” tasks to students than the predominant use of
peer-to-peer small group interactions found in course at the Northwestern institution. Given this
result, future studies would be needed to further test the impacts of these types of structural
differences in a learning environment.
When exploring the benefits of flipped learning environments on individual differences,
both males and females reported increases in CSE over the semester and there were no by gender
differences detected at the end of the term. In regard to minority status, the results were a bit
more complicated. URM differences were detected, although a potential confound by institution
could be at play, since the majority of students with URM status were at the Southeastern
institution, thus conflating a potential difference. However, previous studies have found
differences in students’ CSE based on demographic profiles. For example, Villafane et al.37
found that even though most demographic groups showed an overall increase of CSE over the
term, Black and Hispanic males reported a decrease in CSE. Thus, further research into
differences and changes of CSE based on demographic profiles may be beneficial, if there is a
large enough sample size to explore these differences at the institution level.
Overall, while students in each of the courses reported higher CSE at the end of the term,
the study was not designed to evaluate which structural features may have led to the differential
increases detected. Bandura postulated that one’s self-efficacy is derived from four experiential
sources of information: mastery experiences, vicarious learning, social persuasion, and
psychological state.19 We reflect on these sources to postulate on why the experiences of the
students in the predominantly whole-class questioning F2F environment might have led to higher
self-efficacy than those in the peer-to-peer small groupwork environment.
Mastery experiences require that individuals experience success, or failure, in a task.19
Therefore, whole-class questioning may provide more individual opportunities to experience
success (or failure), compared to small groupwork. Students may find more value in the frequent
instructor feedback that occurs with whole-class questioning compared to less feedback during
longer groupwork activities.81 Vicarious experiences occur through seeing a peer perform a task
(i.e., modeling success) or in comparing one’s own performance to that of others (i.e.,
comparative success).19 While small groupwork, in theory, should provide consistent
opportunities for both, this may be highly dependent on the makeup of a group, its discourse, and
how it is facilitated by learning assistants or the instructor.82 It cannot be assumed that
groupwork is equally supportive for all members.83 While whole-class questioning may not
provide many opportunities to observe peer success (i.e., modeling success), each individual
should at least have the chance to compile their own answers and compare them to those
discussed (i.e., comparative success). Group dynamics may also encourage or discourage the
social persuasion experiences (i.e., messages about ability)19 of students. Individuals in groups
with established and well facilitated group-norms may receive more supportive feedback than
those in groups dominated by one or more individuals.82, 84 In contrast, students may experience
supportive social persuasion19 when the answers to instructor-initiated (i.e., whole-class or
clicker) questions are discussed, as these types of questions are typically followed up with
clarifying information to support learners understanding.68 Lastly, negative feelings (e.g., stress
or anxiety) in a learning situation may be interpreted as an indicator that one is not capable.85
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Therefore, the feelings associated with groupwork86-88 or group relationships89 may not be
supportive of the self-efficacy development of all students. In concluding, Murphy and
colleagues90 posited in their review that the success of discussions with regard to learning and
motivation is less about small groups or instructor-led, but more about the level of structure
provided during the discussion sessions.
This study, and many more in the extant literature within discipline-based education
research, document the quantitative impacts of a learning environment on students’ self-efficacy.
However, few have actually studied what types of self-efficacy opportunities (SEOs) actually
exist within a given learning environment. One study in physics did investigate the SEOs
provided through the interactions among three learners performing a task from the Modeling
Instruction91 curriculum.85 This observation-based study was able to identify a variety of SEOs
while performing the task. Given the broad ways that active learning can be defined,1 or that
flipped courses can be structured,68 these types of in-depth observational designs might be
needed if researchers or practitioners wish to understand the nature of detected differences in
self-efficacy across learning environments. Therefore, it is recommended that further research on
flipped learning environments continue to account for the structural components connected to
F2F active learning to examine each environment’s specific benefits to students’ motivation and
learning, while controlling for different elements.
Limitations
This nonexperimental research has several limitations that should be considered when
interpreting the outcomes presented. The outcomes are based on voluntary and self-reported
student data and therefore only reflect the results of those students who agreed to participate in
the study. As such, the data may not reflect the outcomes of other students, especially for cases
where lower response rates were obtained. While the pre-score comparisons did not detect
differences between students who appeared in the matched dataset and those who did not, other
unmeasured factors could not be ruled out given the design of the study. Within any self-report
study, students’ responses could be influenced by social desirability; that is, students might
respond on the basis of what would make them “look best”. However, as no data from this study
was collected within the authors’ institutions and none of the course instructors were involved in
the data collection process, this influence was potentially diminished as the research team had no
connections to the students. A potential confounding aspect with regard to the consistency (or
priming) of students’ responses in this study may come from item- and/or scale-order effects, as
neither were randomized. To reduce any potential order-effects, future researchers are
encouraged to randomize their administrations at both levels. Finally, as changes in self-efficacy
were measured from pre to post, students’ self-reported pre-term self-efficacy could be overestimated based on their perceived incoming ability, which may be more targeted by the end of a
term. However, these potential discrepancies would not impact the post self-efficacy
comparisons conducted within this project, as these were not ‘gain scores’ but comparisons of
students reported self-efficacy at the end of each course at each institution.
While this study employed a coordinated set of measures, and validated the data
produced within each environment, these measures may not be supported for use in other course
types or institutions. Therefore, those interested in conducting similar analyses are encouraged to
support the validity of their data as appropriate.62, 64 This study utilized latent means to make
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comparisons among different groups. While the scalar invariance models of each measure were
supported, SMM comparisons by gender and by URM status could only be conducted using data
from all institutions combined. This was due to the low number of students within one or more
groups at certain institutions. For example, at the Southeastern institution, only 26 students (10%
of the pre-post matched data) were categorized as non-URM (i.e., non-Latino/a White or Asian),
with 211 students (80%) reporting as Latino/a. Therefore, not only was there an insufficient
number of non-URM students to conduct an intra-institution comparison, there was also an
insufficient number of Latino/a students in the other datasets to support inter-institution
comparisons at this specific level. Future studies interested in exploring these measured
outcomes by demographic groups within a single student population are encouraged to not only
seek to collect data in large-enrollment course environments, but also those with more balanced
demographics, such that large enough group-level populations are available. Another strategy
would be to oversample students of minority status in order to conduct analyses based on
race/ethnicity stratifications.
Finally, while evidence of the structural validity, single-administration reliability, and
consequential validity (via scalar measurement invariance) of the data from this study were
provided, some items from each measure were flagged, evaluated, and subsequently dropped to
produce the final models. These decisions were based on analysis of the apriori initial CFA
model data, response process validity interviews were not conducted. This type of qualitative
data could have provided insights to the functioning of the flagged items. However, this was
beyond the scope of this multi-year and multi-institutional study. In future uses of these
measures, qualitative data should be gathered to evaluate if the dropped items can be improved
upon and therefore retained.
Implications
In contrast to an increase in CSE over the term at all institutions, students’ ASE was
found to decrease. The main difference between these two measures was the specificity of the
items. Whereas the CSE measure included specific task-based items, the ASE items were more
general and referred to all of a students’ courses that they were taking. This brings into light the
importance of the specificity of the items when assessing self-efficacy. Other studies which
measured students’ CSE with task-specific items also found increases in CSE over the term,36-39
whereas a study that used a measure with more general items found that students’ self-efficacy
decreased by the end of the term.28 Therefore, when self-efficacy is assessed, or prior studies are
interpreted, it is important to keep in mind the specificity of the items to ensure that they align
with the goals of the study. As more task-specific measures have been found to be better
predictors of performance40 and future success,41 it may be more beneficial to use a task-specific
measure when assessing self-efficacy at the course-level.
It is important that the validity and reliability of the data collected with a measure in a
new environment are assessed, even if the measure has been previously shown to produce good
data. In this study, evidence of both structural validity and single administration reliability were
gathered for the data collected with each of the measures and at each of the institutions. Even if
evidence of structural validity is found, group comparisons are not recommended without
additional evidence of consequential validity.65 Evidence of consequential validity is gathered
through the evaluation of different levels of measurement invariance. If latent means are to be
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compared, scalar invariance of the different groups should be established. However, if observed
scores are to be compared across groups, then strict invariance is recommended. Without
evidence of scalar or strict invariance, comparisons between the groups would not be
supported.65 The requirement of measurement invariance necessitates a reasonably large sample
size with relatively equal populations in the different groups. For example, although it may have
been beneficial in this study to compare latent means based on URM status within the different
institutions, this analysis was limited by the sample sizes of these different populations within
each institution (e.g., the Southeastern institution only had 26 non-URM students) and so were
only assessed at the aggregate level where scalar measurement invariance could be established.
Therefore, future studies that wish to focus on group differences within a factor analysis
framework are encouraged to consider the sample sizes of the individual groups.
In this study, students’ CSE was detected to increase over the term for all three
institutions, suggesting that the students were more confident in their abilities by the end of the
term. It should be noted that studies of other chemistry classrooms36, 37 and active learning
environments39 have also found increases in CSE over the term. Thus, the inclusion of a flipped
classroom structure cannot be said to be the cause of these increases and did not seem to
negatively affect students’ CSE. Within a flipped learning environment, students are provided
with the opportunity to initially engage in the course material before coming to class, leaving the
F2F time for exploration of the material in a variety of manners. In this study, each of the three
institutions structured their F2F time differently. The Southeastern institution primarily focused
on student-instructor interactions through whole-class questioning, while the Northwestern
institution included more peer-to-peer groupwork. Since significant differences were found in
students’ post CSE between these two institutions, instructors who flip their course are
encouraged to consider the active learning techniques that will be incorporated during the F2F
time. Considering that the structure of the F2F time may lead to different student outcomes.
Some demographic groups have been shown to increase more in their performance outcomes
than other groups when additional structure is added to the course (e.g., Eddy and Hogan77).
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Individual scale analyses and modifications
For each individual scale, a priori single-factor models were investigated using Confirmatory Factor
Analyses (CFA) on the full dataset. This step was undertaken to examine potential problematic items and
to inform the need for modifications. After acceptable models were found for each scale, data-model fit
was cross-validated at the institution level. Global and local data-model fit was assessed using the
Comparative Fit Index (CFI),1 Root Mean Square Error of Approximation (RMSEA),2 and Standardized
Root Mean Square Residual (SRMR).3 For data-model fit, Hu and Bentler4 have suggested CFI values
greater than 0.95, RMSEA values less than 0.06, and SRMR values less than 0.08 as evidence of good fit.
However, McNeish and colleagues5 only suggest adherence to these aforementioned cutoff values for
models that have items with similar properties to those in Hu and Bentler’s4 simulation (i.e., all factor
loadings approximately 0.7). McNeish et al.5 found that for models containing items with higher factor
loadings (e.g., 0.9), that appropriate CFI values could be as low as 0.775 and RMSEA values could be as
high as 0.20. This suggests that data could have appropriate data-model fit even when fit indices appear
less ideal according to what Hu and Bentler4 originally found. Therefore, both item factor loadings and a
range of fit indices were used when evaluating the data-model fit across all analyses in this study.
All initial models had poor RMSEA values. Table S1 contains the summary data-model fit indices for
the initial and final models using the full data sample. Individual scale modifications were made based
upon modification indices and/or conceptual justifications.6 A discussion for each scale modification
follows in the subsequent sections.
Table S1. Fit Indices for initial and final versions of scales.
Initial Modela
Measure
CSE

ASE

CON

TMT
a

Final Modelb

CFI

SRMR

RMSEA

CI RMSEA

CFI

SRMR

RMSEA

CI RMSEA

Pre

0.984

0.035

0.150

0.138-0.162

0.994

0.024

0.168

0.143-0.195

Post

0.980

0.038

0.157

0.143-0.171

0.993

0.025

0.170

0.141-0.201

Pre

0.967

0.063

0.206

0.198-0.214

0.996

0.022

0.085

0.073-0.097

Post

0.978

0.052

0.223

0.214-0.233

0.994

0.026

0.128

0.114-0.143

Pre

0.959

0.052

0.138

0.130-0.147

0.987

0.030

0.105

0.093-0.117

Post

0.949

0.058

0.161

0.152-0.171

0.988

0.031

0.106

0.092-0.121

Pre

0.940

0.070

0.143

0.135-0.152

0.982

0.036

0.149

0.133-0.166

Post

0.928

0.081

0.162

0.153-0.172

0.977

0.043

0.183

0.164-0.202

b

Initial models include all items. Final models include a reduced set of items.
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Chemistry Self-Efficacy (CSE)
Items 1 and 6 were removed to produce the final CSE measure. Item 1 was removed because it
showed consistently high modification indices (correlated errors to other items). Item 6 was removed as it
was deemed to not necessarily be specific to the lecture portion of each course in the sample.
Table S2. Factor loadings for Chemistry Self-Efficacy scale models.
Item
1. To what extent can you explain chemical laws and theories?
2. How well can you choose an appropriate formula to solve a
chemistry problem?
3. How well can you describe the properties of elements by using the
periodic table?
4. How well can you read the formulas of elements and compounds?
5. How well can you interpret chemical equations?
6. How well can you interpret graphs/charts related to chemistry?

Pre
Initial Final
0.758
---

Post
Initial Final
0.778
---

0.812

0.784

0.775

0.745

0.765

0.760

0.784

0.781

0.883
0.905
0.754

0.907
0.903
---

0.883
0.900
0.745

0.910
0.897
---

Academic Self-Efficacy (ASE)
Items 2 and 8 were removed to produce the final ASE measure. Each was removed due to their
consistently high modification indices. Additionally, each contained an aspect that may not have
pertained to all courses (i.e., readings and assignments).
Table S3. Factor loadings for Academic Self-Efficacy scale models.
Item
1. I'm confident that I can understand the most complex material presented by
the instructor in my courses.
2. I'm certain I can understand the most difficult material presented in the
readings for my courses.
3. I believe I will receive excellent grades in my courses.
4. I'm confident I can understand the basic concepts taught in my courses.
5. I expect to do well in my courses.
6. Considering the difficulty of my courses, the instructor, and my skills, I think
I will do well in my courses.
7. I'm certain I can master the skills being taught in my courses.
8. I'm confident I can do an excellent job on the assignments and tests in my
courses.

Pre
Initial Final

Post
Initial Final

0.821

0.729

0.928

0.834

0.803

---

0.915

---

0.870
0.801
0.878

0.873
0.824
0.896

0.866
0.800
0.837

0.904
0.819
0.857

0.904

0.920

0.923

0.942

0.869

0.852

0.888

0.863

0.911

---

0.926

---
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Concentration (CON)
Items 7 and 8 were removed to produce the final CON measure. Item 7 was removed due its
consistently low factor loadings. Item 8 was removed as it was a double-barreled item.
Table S4. Factor loadings for Concentration scale models. REV indicates a reverse-coded item.
Pre
Post
Item
Initial Final Initial Final
1. I concentrate fully when studying.
0.533 0.543 0.528 0.536
2. Because I don't listen carefully, I don't understand some course material.
0.598 0.569 0.638 0.618
(REV)
3. I find it difficult to maintain my concentration while doing my coursework.
0.814 0.829 0.812 0.827
(REV)
4. My mind wanders a lot when I study. (REV)
0.839 0.859 0.848 0.869
5. I find it hard to pay attention during lectures. (REV)
0.774 0.716 0.759 0.689
6. I am very easily distracted from my studies. (REV)
0.845 0.859 0.857 0.869
7. If I get distracted during class, I am able to refocus my attention.
0.247
--0.110
--8. I find that during lectures I think of other things and don't really listen to what
0.741
--0.727
--is being said. (REV)

Time Management (TMT)
Items 2, 6, and 7 were removed to produce the final TMT measure. Each was removed due to their
consistently low factor loadings. Additionally, correlated residuals were incorporated for items 5 and 8
based on their similarity in use of the word ‘cram’/‘cramming’.
Table S5. Factor loadings for Time Management scale models.
Item
1. I find it hard to stick to a study schedule.
2. When I decide to study, I set aside a specific length of time and stick to
it.
3. When it comes to studying, procrastination is a problem for me.
4. I put off studying more than I should.
5. I spread out my study times so I do not have to "cram" for a test.
6. I do not have enough time to study because I spend too much time with
my friends.
7. I set aside more time to study the subjects that are difficult for me.
8. I end up "cramming" for every test.

Pre
Initial Final
0.688 0.697

Post
Initial Final
0.704 0.705

0.346

---

0.286

---

0.844
0.898
0.627

0.865
0.912
0.549

0.862
0.916
0.550

0.870
0.933
0.467

0.469

---

0.441

---

0.376
0.702

--0.658

0.195
0.712

--0.670
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Final CFA models by institution
The RMSEA values were outside of the range as described by Hu and Bentler,4 but are
interpreted as being acceptable based on the findings and recommendations of McNeish and colleagues.5
Within their simulation studies, McNeish and colleagues5 found that CFA models that included scales
with excellent measurement quality (defined by high standardized factor loadings and McDonald’s omega
values) showed a higher power to detect even trivial model misspecifications, thereby resulting in
“seemingly unsatisfactory [data-model fit] values”. While they make a point to not recommend alternative
acceptable values, they do note that under these conditions that SRMR values may exceed 0.14, RMSEA
values may exceed 0.20, and that CFI values may fall below 0.775. Therefore, given that the majority of
the factor loadings for our items were high (majority >0.70 for the final models, Tables S2-S5) and that
the McDonald’s omega values of each scale were also high (all above 0.80, Table S6), we believe that the
data-model fit for each measure at each institution is acceptable (Table S6).
Komperda and colleagues7 discuss various methods of estimating the single-administration
reliability of scale data. If data from scale items do not fit parallel or tau-equivalence factor structures,
alternatives to Cronbach’s alpha are preferred (e.g., McDonald’s omega). To assess the singleadministration reliability of each scale, CFA models were therefore fit as congeneric with McDonald’s
omega values reported.
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Table S6. Data-model fit indices and single-administration reliability values (omega) for CFA final models by institution.
Scale Time Institution
df
CFI
SRMR
RMSEA
90% CI
omega
c2
Pre
Southeastern
2
30.368
0.995
0.024
0.160
0.113-0.213
0.91
Western
2
9.245
0.995
0.023
0.131
0.055-0.222
0.86
Northwestern
2
50.777
0.990
0.033
0.176
0.136-0.220
0.87
CSE
Post
Southeastern
2
8.138
0.998
0.085
0.103
0.037-0.181
0.91
Western
2
23.126
0.984
0.044
0.222
0.147-0.308
0.83
Northwestern
2
45.929
0.994
0.033
0.217
0.109-0.345
0.88
Pre
Southeastern
9
56.371
0.996
0.025
0.098
0.074-0.123
0.95
Western
9
36.783
0.993
0.033
0.122
0.082-0.164
0.92
Northwestern
9
68.842
0.994
0.029
0.092
0.072-0.113
0.92
ASE
Post
Southeastern
9
74.510
0.994
0.030
0.159
0.127-0.193
0.95
Western
9
25.225
0.997
0.022
0.091
0.050-0.134
0.93
Northwestern
9
113.979
0.998
0.018
0.114
0.086-0.145
0.93
Pre
Southeastern
9
73.373
0.984
0.035
0.115
0.091-0.140
0.87
Western
9
52.195
0.967
0.049
0.153
0.115-0.195
0.84
Northwestern
9
106.381
0.986
0.033
0.099
0.078-0.121
0.86
CON
Post
Southeastern
9
62.035
0.985
0.041
0.143
0.111-0.178
0.89
Western
9
58.064
0.974
0.053
0.160
0.122-0.200
0.86
Northwestern
9
70.475
0.986
0.033
0.099
0.078-0.121
0.86
Pre
Southeastern
4
14.746
0.998
0.016
0.070
0.034-0.110
0.88
Western
4
7.181
0.997
0.023
0.062
0.000-0.135
0.84
Northwestern
4
17.901
0.996
0.019
0.067
0.037-0.099
0.84
TMT
Post
Southeastern
4
3.952
1.000
0.011
0.000
0.000-0.088
0.88
Western
4
8.811
0.996
0.022
0.075
0.000-0.144
0.82
Northwestern
4
16.374
0.997
0.017
0.067
0.035-0.102
0.84
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Descriptive statistics for each measure
Descriptive statistics for each scale were calculated using the psych package (Version 1.9.12) in R
(Table S7). All observed means were calculated as the average of the individual items retained in the
CFAs. Descriptive statistics by institution are shown in Table S8. While there is evidence of nonnormality in the data, the individual items are also ordinal in nature. Therefore, in all subsequent analyses,
the WLSMV estimator was chosen to appropriately account for these data structures.
Table S7. Descriptive statistics by scale and time point.
Scales
Chemistry Self-Efficacy (CSE)

Time Mean Standard Deviation Skew Kurtosis
Pre

3.17

0.90

-0.32

2.83

Post

3.64

0.81

-0.43

3.41

Pre

3.93

0.80

-1.08

4.44

Post

3.44

1.03

-0.44

2.41

Pre

3.23

0.87

0.06

2.44

Post

3.20

0.88

0.13

2.43

Pre

2.89

0.92

0.19

2.53

Post

2.81

0.91

0.25

2.64

Academic Self-Efficacy (ASE)

Concentration (CON)

Time Management (TMT)
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Table S8. Descriptive statistics for measures by institution.
Aggregated
Southeastern
n
1,559
554
M (SD)
3.180 (0.789)
2.883 (0.925)
Pre
Sk
-0.320
-0.048
Ku
2.920
2.688
CSE
n
1,216
293
M (SD)
3.638 (0.789)
3.892 (0.815)
Post
Sk
-0.381
-0.428
Ku
3.359
2.902
n
1,562
554
M (SD)
3.899 (0.817)
4.148 (0.793)
Pre
Sk
-1.021
-1.671
Ku
4.162
6.703
ASE
n
1,221
293
M (SD)
3.410 (1.046)
3.975 (0.940)
Post
Sk
-0.434
-1.022
Ku
2.469
3.853
n
1,562
554
M (SD)
3.197 (0.856)
3.389 (0.874)
Pre
Sk
0.066
-0.163
Ku
2.441
2.538
CON
n
1,220
293
M (SD)
3.216 (0.874)
3.373 (0.958)
Post
Sk
0.089
-0.010
Ku
2.417
2.158
n
1,560
554
M (SD)
2.865 (0.906)
2.950 (0.968)
Pre
Sk
0.211
0.060
Ku
2.591
2.419
TMT
n
1,220
293
M (SD)
2.823 (0.890)
2.950 (1.018)
Post
Sk
0.263
0.222
Ku
2.771
2.236

Western
211
3.487 (0.787)
-0.543
3.973
217
3.610 (0.670)
0.208
2.309
211
3.748 (0.816)
-0.692
3.491
219
3.474 (0.922)
-0.409
2.848
211
2.952 (0.826)
0.380
2.694
219
2.846 (0.790)
0.215
2.894
210
2.781 (0.866)
0.283
3.116
218
2.679 (0.819)
0.467
3.162

Northwestern
794
3.307 (0.804)
-0.350
3.072
706
3.540 (0.790)
-0.547
3.659
797
3.765 (0.793)
-0.836
3.607
709
3.157 (1.030)
-0.300
2.263
797
3.128 (0.825)
0.118
2.471
708
3.265 (0.830)
0.034
2.417
796
2.828 (0.753)
0.288
2.612
709
2.814 (0.847)
0.145
2.816
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Accounting for unused response categories
In this study some of the measurement invariance and structural means modeling analyzes required
comparing institutional data. However, for some institutions, the data collected for the CSE scale did not
include responses spanning the entire response scale. When conducting comparisons, response category
thresholds cannot easily be removed from only a subset of the data. Therefore, a method was developed to
account for these missing response categories when comparisons between institutions were conducted. To
conduct these analyses, at least one response is required in each response category for each item in the
scale at the institution level. Therefore, a single ‘dummy participant’ with a response pattern that included
the missing response category was added to the data set as needed. For the remaining items on the scale,
where students had used the full response scale, the dummy response pattern included the average value
for that item. For example, a ‘dummy’ response pattern was added for the Western institution, which
accounted for no students responding “strongly disagree” to Items 2, 4, and 5 on the post CSE scale. The
effect of adding dummy response patterns was examined by first evaluating data-model fit statistics and
latent means for only the institutions that included full response scale data (i.e., no dummy responses
present). Then trial dummy response patterns were added to these institutions and the measurement
invariance and latent means analysis was again examined and compared to the previous analysis that
included only real data. The results from the ‘real’ and ‘real & dummy’ data were similar and no
significant differences were detected. This suggested that adding these response patterns, in minimal
quantities, for the institutions with missing response data would not significantly affect the outcome of
the results. Based on this, a single dummy response pattern was added to the institution that was missing
at least one response category, as needed.

Establishing measurement invariance
The focus of these analyses was to establish scalar invariance of the four measures, which
involves setting factor loading and threshold response patterns equal across comparator groups. To
address this, the CFI, SRMR, and RMSEA data-model fit values for both the configural and scalar models
were evaluated and also compared, based upon the recommendations by Chen3 as well as Jin.8 With
respect to some items on the CSE scale, some of the institution’s data did not contain response for all
categories (i.e., no students responded “strongly disagree”), which resulted in a different number of
thresholds for these institutions. Since thresholds cannot be easily removed from only a subset of
institutions, a ‘dummy’ response pattern was added. A detailed description of this method is presented in
the Supporting Information. Finally, pre to post longitudinal invariance was assessed for all measures
using the full sample. Syntax for the longitudinal invariance models was generated using the
measEq.syntax feature within the semTools package (Version 0.5-3) in R.
While it is also recommended to evaluate the change in the fit indices when moving from the
configural to the scalar model, this is not a requirement to establish invariance.9 We do, however, report
the change values for each measurement invariance evaluation (Tables S9-S12) and note that while most
fall into the recommended ranges,3, 8 the RMSEA values of the by gender (Table S11) and by URM status
(Table S12) regularly fall outside of the range. However, given the model sensitivity issues noted by
McNeish and colleagues,5 we may not be able to use the recommended change values to conclude if the
change is acceptable or unacceptable in a definitive fashion. Therefore, we support the invariance of each
by group comparison based on the acceptable data-model fit to each of the scalar models.
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Table S9. Data-model fit indices for scalar longitudinal measurement invariance.
Model
df
p-Value CFI
SRMR RMSEA
c2
Ddf
CSE
Configural
15
85.338
< 0.001 0.995
0.025
0.069
--Scalar
26
99.550
0.057
0.995
0.025
0.054
11
ASE
Configural
47
241.689 < 0.001 0.994
0.028
0.065
--Scalar
64
351.229 < 0.001 0.990
0.029
0.068
17
CON
Configural
47
275.771 < 0.001 0.983
0.038
0.071
--Scalar
64
280.482
0.722
0.984
0.038
0.059
17
TMT
Configural
27
198.411 < 0.001 0.985
0.038
0.081
--Scalar
41
215.803
0.036
0.984
0.038
0.066
14

Dc2

DCFI

DSRMR

DRMSEA

--19.249

--0.000

--0.000

--0.015

--116.39

--0.004

---0.001

---0.003

--13.028

---0.001

--0.000

--0.012

--24.811

--0.001

--0.000

--0.015
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Table S10. Data-model fit indices for scalar measurement invariance by institutiona.
Model
CSE-Pre
Configural
Scalar
CSE-Post
Configural
Scalar
ASE-Pre
Configural
Scalar
ASE-Post
Configural
Scalar
CON-Pre
Configural
Scalar
CON-Post
Configural
Scalar
TMT-Pre
Configural
Scalar
TMT-Post
Configural
Scalar
a

df

c2

p-Value

CFI

SRMR

RMSEA

Ddf

Dc2

DCFI

DSRMR

DRMSEA

6
34

95.430
167.886

< 0.001
0.001

0.993
0.989

0.028
0.030

0.170
0.087

--28

--58.361

---0.004

--0.002

---0.083

6
34

76.827
90.356

< 0.001
0.142

0.993
0.994

0.028
0.029

0.172
0.064

--28

--36.026

--0.001

--0.001

---0.108

27
71

163.420
290.979

< 0.001
0.001

0.995
0.992

0.028
0.028

0.099
0.078

--44

--91.403

---0.003

--0.000

---0.021

27
71

213.658
307.834

< 0.001
0.001

0.994
0.992

0.030
0.030

0.131
0.091

--44

--86.993

--0.002

--0.000

---0.040

27
71

227.406
270.053

< 0.001
0.003

0.981
0.981

0.039
0.040

0.121
0.074

--44

--73.876

--0.000

--0.001

---0.047

27
71

190.742
283.853

< 0.001
0.001

0.983
0.978

0.038
0.039

0.123
0.087

--44

--92.904

---0.005

--0.001

---0.036

12
48

39.055
99.225

< 0.001
0.061

0.997
0.994

0.018
0.021

0.066
0.046

--36

--49.933

---0.003

--0.003

---0.020

12
48

29.444
96.164

< 0.001
0.038

0.998
0.995

0.017
0.026

0.060
0.050

--36

--53.404

---0.003

--0.009

---0.010

Southeastern institution used as the reference category
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Table S11. Data-model fit indices for scalar measurement invariance by gender.a Values in italics outside of the recommended range noted by Chen3
and by Jin.8
Model
df
p-Value
CFI
SRMR RMSEA
c2
Ddf
Dc2
DCFI
DSRMR
DRMSEA
CSE-Pre
Configural
4
81.733
< 0.001 0.994
0.026
0.159
----------Scalar
18
79.652
0.702
0.995
0.026
0.067
14
10.799
-0.001
0.000
0.092
CSE-Post
Configural
4
72.815
< 0.001 0.992
0.027
0.178
----------Scalar
18
94.682
0.005
0.991
0.028
0.089
14
31.552
0.001
-0.001
0.089
ASE-Pre
Configural
18
129.028 < 0.001 0.996
0.025
0.090
----------Scalar
40
166.346
0.006
0.995
0.025
0.064
22
42.240
0.001
0.000
0.026
ASE-Post
Configural
18
171.487 < 0.001 0.994
0.027
0.125
----------Scalar
40
204.986
0.003
0.994
0.027
0.087
22
44.416
0.000
0.000
0.038
CON-Pre
Configural
18
206.902 < 0.001 0.982
0.036
0.118
----------Scalar
40
208.585
0.002
0.984
0.037
0.074
22
45.217
-0.002
-0.001
0.044
CON-Post
Configural
18
165.400 < 0.001 0.984
0.036
0.123
----------Scalar
40
162.922
0.032
0.986
0.037
0.076
22
35.730
-0.002
-0.001
0.047
TMT-Pre
Configural
8
36.976
< 0.001 0.997
0.017
0.069
----------Scalar
26
60.562
0.080
0.996
0.019
0.042
18
26.940
0.001
-0.002
0.027
TMT-Post
Configural
8
33.507
< 0.001 0.997
0.018
0.077
----------Scalar
26
71.180
0.008
0.994
0.023
0.057
18
35.472
0.003
-0.005
0.020
a
Male was used as the reference category.
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Table S12. Data-model fit indices for scalar measurement invariance by URM status.a Values in italics outside of the recommended range noted by
Chen3 and by Jin.8
Model
df
p-Value CFI
SRMR RMSEA
c2
Ddf
Dc2
DCFI
DSRMR
DRMSEA
CSE-Pre
Configural
4
82.973
< 0.001 0.994
0.026
0.160
----------Scalar
18
120.792 < 0.001 0.992
0.026
0.086
14
38.066
0.002
0.000
0.074
CSE-Post
Configural
4
84.369
< 0.001 0.991
0.028
0.183
----------Scalar
18
101.540
0.002
0.991
0.029
0.088
14
33.921
0.000
-0.001
0.095
ASE-Pre
Configural
18
150.359 < 0.001 0.995
0.027
0.098
----------Scalar
40
180.524
0.013
0.995
0.027
0.067
22
39.180
0.000
0.000
0.031
ASE-Post
Configural
18
211.726 < 0.001 0.994
0.028
0.133
----------Scalar
40
241.346
0.002
0.993
0.028
0.091
22
45.287
0.001
0.000
0.042
CON-Pre
Configural
18
208.937 < 0.001 0.982
0.036
0.118
----------Scalar
40
209.401
0.003
0.984
0.037
0.074
22
44.352
-0.002
-0.001
0.044
CON-Post
Configural
18
197.575 < 0.001 0.982
0.036
0.129
----------Scalar
40
196.593
0.004
0.984
0.037
0.081
22
43.459
-0.002
-0.001
0.048
TMT-Pre
Configural
8
39.812
< 0.001 0.996
0.017
0.072
----------Scalar
26
60.267
0.115
0.996
0.019
0.041
18
25.371
0.000
-0.002
0.031
TMT-Post
Configural
8
31.170
< 0.001 0.997
0.016
0.070
----------Scalar
26
41.403
0.391
0.998
0.017
0.031
18
19.022
-0.001
-0.001
0.039
a
non-URM was used as the reference category.
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Supplemental structured means modeling tables
Table S13 shows the results of the pre to post latent mean differences for the TMT and CON
factors for each institution. As most of the differences were not significant, and the significant differences
only represented small effect sizes, the decision was made to use the pre TMT and pre CON factors as
controls in our larger CSE and ASE post comparisons between institutions.
Table S13. Pre to post latent mean differences for each institution. Bolded values indicate the difference was
statistically significant (p < 0.05).
Scale

Time
Management

Institution

Responses, n

Observed
Pre Scorea

Pre to Post Latent Mean
Difference (Effect Size)

Southeastern

261

2.98

-0.03 (0.03)

Western

162

2.83

-0.16 (0.18)

Northwestern

547

2.88

-0.01 (0.01)

Southeastern

258

3.42

-0.04 (0.05)

Western

163

3.02

-0.09 (0.15)

Northwestern

547

3.15

0.12 (0.19)

(TMT)

Concentration
(CON)

a

Observed pre scale scores were calculated as an unweighted average of the items included in the final version of
each scale.
Table S14. Sample size of matched data set by gender and URM status shown by institution.
Southeastern Western Northwestern Aggregated

a

Male, n (%)a

97 (37)

62 (37)

185 (33)

344 (34)

Female, n (%)a

168 (63)

106 (63)

374 (67)

648 (66)

non-URM, n (%)a

26 (10)

81 (49)

417 (75)

524 (53)

URM, n (%)a

238 (90)

86 (51)

139 (25)

463 (47)

Percentage of group responses within each data set
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Table S15 shows the pre to post latent mean differences for all four factors based on aggregated
male and female groups. Results indicated that both male and female groups had an increase in CSE and
decrease in ASE over the term. Only nonsignificant to small effects were seen for pre to post differences
for TMT and CON.
Table S15. Pre to post latent mean differences for male and female groups. Bolded values indicate the
difference was statistically significant (p < 0.05).
Scale

Group

Responses, n

Observed
Pre Scorea

Pre to Post Latent Mean
Difference (Effect Size)

Chemistry
Self-efficacy
(CSE)

Male

335

3.28

0.62 (0.52)

Female

632

3.23

0.63 (0.53)

Male

331

3.94

-0.30 (0.27)

Female

637

3.85

-0.62 (0.49)

Male

331

2.84

-0.03 (0.03)

Female

623

2.93

-0.04 (0.04)

Male

324

3.23

0.00 (0.01)

Female

628

3.19

0.07 (0.10)

Academic
Self-efficacy
(ASE)
Time
Management
(TMT)
Concentration
(CON)
a

Observed pre scale scores were calculated as an unweighted average of the items included in the final version of
each scale.

Table S16 includes the post CSE differences between demographic groups from the aggregated
data set. Comparisons between non-URM and URM groups showed that URM students had lower pre
CSE compared to non-URM students but a higher post CSE when the pre latent means are controlled for.
No differences were found between male and female groups.
Table S16. Pairwise post chemistry self-efficacy (CSE) latent mean differences by demographic group with
pre CSE, TMT, and CON factors as covariates. Each comparison is between two groups (i.e., non-URM vs.
URM and male vs. female) while accounting for the pre latent means. Bolded values indicate the difference
was statistically significant (p < 0.05).
Reference
Group

non-URM
(n = 492)

Male
(n = 324)

Comparison
Group

URM
(n = 444)

Female
(n = 637)

Pre Latent Mean
Differences (Effect Size)
CSE

-0.40 (0.28)

TMT

-0.03 (0.03)

CON

0.11 (0.14)

CSE

-0.08 (0.06)

TMT

0.10 (0.08)

CON

-0.03 (0.05)

Post CSE Latent Mean
Difference (Effect Size)

0.60 (0.60)

-0.06 (0.06)
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Table S17 shows the pre to post latent mean differences for the four factors based on aggregated
non-URM and URM groups. Results indicated that both non-URM and URM groups had an increase in
CSE and decrease in ASE over the term. Only nonsignificant to small effects were seen for pre to post
differences for TMT and CON.
Table S17. Pre to post latent mean differences for non-URM and URM groups. Bolded values indicate the
difference was statistically significant (p < 0.05).
Scale

Group

Responses, n

Observed
Pre Scorea

Pre to Post Latent Mean
Difference (Effect Size)

Chemistry
Self-efficacy
(CSE)

non-URM

509

3.35

0.34 (0.27)

URM

453

3.13

0.89 (0.79)

Academic
Self-efficacy
(ASE)

non-URM

511

3.76

-0.58 (0.51)

URM

452

4.01

-0.40 (0.31)

Time
Management
(TMT)

non-URM

502

2.91

-0.01 (0.01)

URM

447

2.88

-0.05 (0.06)

non-URM

502

3.16

0.09 (0.14)

URM

445

3.25

-0.01 (0.01)

Concentration
(CON)
a

Observed pre scale scores were calculated as an unweighted average of the items included in the final version of
each scale.

Table S18 includes the post ASE differences between demographic groups from the aggregated
data set. Comparisons between non-URM and URM groups showed that URM students had higher pre
and post ASE compared to non-URM students. Comparisons between male and female groups found that
female students had lower post ASE compared to male students.
Table S18. Pairwise post academic self-efficacy (ASE) latent mean differences by demographic group with
pre ASE, TMT, and CON factors as covariates. Each comparison is between two groups (i.e., non-URM vs.
URM and male vs. female) while accounting for the pre latent means. Bolded values indicate the difference
was statistically significant (p < 0.05).
Reference
Group

non-URM
(n = 494)

Male
(n = 321)

Comparison
Group

URM
(n = 443)

Female
(n = 616)

Pre Latent Mean
Differences (Effect Size)
ASE

0.38 (0.37)

TMT

-0.08 (0.06)

CON

0.10 (0.12)

ASE

-0.13 (0.14)

TMT

0.10 (0.09)

CON

-0.04 (0.05)

Post ASE Latent Mean
Difference (Effect Size)

0.36 (0.28)

-0.46 (0.33)
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Observations of the face-to-face environments
Observations of the face-to-face (F2F) environments were conducted at each of the
institutions10 using the Classroom Observation Protocol in Undergraduate STEM (COPUS).11
The protocol includes codes that are documented each time the instructor or student participates
in a different behavior during the F2F time. For this study, only student codes for “groupwork”
and “questioning” were examined (Figure S1), the afull COPUS timelines can be found in our
prior study.10 “Groupwork” contains the COPUS codes for working on a worksheet activity
(WG), discussing clicker questions (CG), and working on other groupwork (OG). “Questioning”
includes COPUS codes for answering questions posed by the instructor (AnQ) and asking a
question (SQ). Each code is documented if it occurs at least once within a 2-minute time-block
and multiple codes can be coded for each of the time-blocks. Thus, the percentages may add up
to more than 100%.

Average percentage of F2F time-blocks

100
90
80
70
60
50
40
30
20
10
0

Southeastern

Western
Groupwork

Northwestern

Questioning

Figure S1. Average percentage of F2F time-blocks students were observed participating in “groupwork”
(blue) or “questioning” (gray) at each institution.

a

In the prior study,10 ‘Course One’ was from the Southeastern institution, ‘Course Three’ was from the Western
institution, and ‘Course Four’ was from the Northwestern institution.
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