Many sparse linear discriminant analysis (LDA) methods have been proposed to overcome the major problems of the classic LDA in high-dimensional settings. However, the asymptotic optimality results are limited to the case that there are only two classes, which is due to the fact that the classification boundary of LDA is a hyperplane and explicit formulas exist for the classification error in this case. In the situation where there are more than two classes, the classification boundary is usually complicated and no explicit formulas for the classification errors exist. In this paper, we consider the asymptotic optimality in the high-dimensional settings for a large family of linear classification rules with arbitrary number of classes under the situation of multivariate normal distribution. Our main theorem provides easy-to-check criteria for the asymptotic optimality of a general classification rule in this family as dimensionality and sample size both go to infinity and the number of classes is arbitrary. We establish the corresponding convergence rates. The general theory is applied to the classic LDA and the extensions of two recently proposed sparse LDA methods to obtain the asymptotic optimality. We conduct simulation studies on the extended methods in various settings.
Introduction
As an important classification method, the linear discriminant analysis (LDA) performs well in the settings of small p and large n. However, it faces major problems for high-dimensional data with large p and small n. In theory, Bickel and Levina (2004) and Shao et al. (2011) showed that in the case of p > n, the classic LDA can be as bad as the random guessing.
To address these problems, various regularized discriminant analysis methods have been proposed, including those described in Friedman (1989) , Krzanowski et al. (1995) , Dudoit et al. (2001) , Bickel and Levina (2004) , Guo et al. (2007) , Xu et al. (2009) , Tibshirani et al. (2002) , Witten and Tibshirani (2011) , Clemmensen et al. (2011) , Shao et al. (2011) , Cai and Liu (2011) , Fan et al. (2012) , and many others. Asymptotic optimality has been established in some of these papers (Shao et al., 2011; Cai and Liu, 2011; Fan et al., 2012) . However, these asymptotic optimality results are limited to the case where there are only two classes.
The major difficulty preventing the derivation of asymptotic optimality for the multiclass classification is that for the two-class classification, the classification boundary of LDA is a hyperplane and there exist explicit formulas for the classification error, however, when the number of classes is greater than two, the classification boundary is usually complicated and no explicit formula for the classification error exists.
In this paper, we consider the asymptotic optimality in high-dimensional settings for a large family of linear classification rules with arbitrary number of classes under the situation of multivariate normal distribution. The classification rules of the optimal LDA, the classic LDA, and those in Shao et al. (2011) and Cai and Liu (2011) all belong to this family.
We first provide an upper bound on the difference between the conditional classification error of any classification rule in this family and the optimal classification error for arbitrary n, p and K (the number of classes). Through an example, we illustrate that there exist situations where this bound is asymptotic optimal. Based on the upper bound, we develop our main theorem which provides the conditions leading to the asymptotic optimality for a general classification rule in this family as dimensionality and sample size both go to infinity and the number of classes is arbitrary. These conditions are relatively easily verified for various particular classification rules in this family. We establish the convergence rates for the asymptotic optimality under these conditions. Then we apply this theorem to several particular classification rules. We extend the sparse LDA methods in Shao et al. (2011) and Cai and Liu (2011) from the two-class situations to the multi-class situations, and apply our general theorem to the two extended methods to obtain the asymptotic optimality and the corresponding convergence rates. Simulation studies are performed to evaluate the predictive performance of the two extended methods in various settings.
The rest of this paper is organized as follows. In Section 2, after introducing the notations and main assumptions, the classic and two sparse LDA methods are described shortly. In Section 3, we introduce a family of linear classification rules and provide the main theorems.
A necessary condition for the asymptotic optimality of the usual LDA and corresponding convergence rate are given in Section 4 as p, n and K all go to infinity. In Sections 5 and 6, two sparse LDA methods in Shao et al. (2011) and Cai and Liu (2011) are extended to the multiclass cases, and the asymptotic optimality and the corresponding convergence rates are provided. Simulation studies are performed in Section 7. A short discussion is provided in Section 8. All the proofs can be found in the supplementary materials.
LDA and sparse LDA
We first introduce some notations. For any
T , let v 2 , v 1 and v ∞ = max 1≤i≤p |v i | be the l 2 , l 1 and l ∞ norms of v, respectively. For any p × p symmetric nonnegative definite matrix M, we use λ max (M) and λ min (M) to denote its largest and smallest eigenvalues, respectively. We define two norms for M, M = sup
Mv 2 , and
where M kl is the (k, l)th entry of M. The first one is the operator norm and the second one is the max norm.
In this paper, we assume that there are K classes and the population in the ith class has a multivariate normal distribution N p (µ i , Σ), where µ i is the ith class mean, 1 ≤ i ≤ K, and Σ is the common covariance matrix for all classes. We assume that the prior probabilities for all the classes are the same and equal to 1/K. We will consider the situations where both n and p go to infinity, and K is arbitrary.
We first present two key regularity conditions for our theory.
Condition 1.
There is a constant c 0 (independent of p and K) such that
Condition 2. There exists a constant c 1 > 0 which does not depend on p and K, such that
Condition 1 is the same as (2) in Shao et al. (2011) . To understand the meaning of the inequality in Condition 2, we consider the optimal linear discriminant rule. For any 
We use R OP T to denote the misclassification rate of T OP T . It is well known that under the assumptions on the population distributions in this paper, T OP T is the Bayes rule and R OP T is the smallest among the misclassification rates of all possible classification rules. Condition 2 implies that the squared Mahalanobis distance between any two class means is not less than c 1 . If this condition is not satisfied, some class means will approach each other as n, p → ∞ and these classes will be completely mixed together. In the case of two classes, we have an explicit formula for R OP T :
, where Φ is the cumulative distribution function of the standard normal distribution (see Section 13.1 in Härdle and Simar (2012) ). If Condition 2 is not satisfied, we have R OP T → 1/2, which is the misclassification rate of a random guess. Condition 2 excludes these situations.
In practice, µ i , 1 ≤ i ≤ K, and Σ are all unknown. Let X = {x ij : 1 ≤ i ≤ K, 1 ≤ j ≤ n i } be a sample data set from the population, where x ij is the jth observation from the ith class and n i is the number of the observations from the ith class. Throughout this paper, we usē
to denote the sample class means and the sample within-class covariance matrix which are estimates of µ i and Σ, respectively. The classic LDA rule is given by
Unlike T OP T , the rule T LDA depends on the sample X. It has been argued in Chapter 1 in Devroye et al. (2013) that the conditional misclassification rate is a more natural measure of the predictive performance of a classification rule built based on X than the unconditional misclassification rate. Let T be any linear classification rule based on X. The conditional misclassification rate of T given X is defined as
P {x new belongs to the i-th class but T (x new ) = i} X where x new is a new observation independent of X. R T (X) is a function of X and the unconditional misclassification rate is the expectation of R T (X) with respect to the distribution of X. For simplicity, we use R LDA (X) to denote the conditional misclassification rate of T LDA .
In the high-dimensional settings, the classic LDA performs poorly and can even fail completely (Bickel and Levina, 2004; Shao et al., 2011) . To revise the classic LDA in the high-dimensional settings, we note that Shao et al. (2011) imposed sparsity conditions on Σ and δ = µ 2 − µ 1 , and proposed the following sparse LDA classification rule for two classes:
T SLDA : to allocate a new observation x to the first class if δ
and to the second class otherwise,
where Σ and δ are the thresholding estimates of Σ and δ, respectively. We use R SLDA (X) to denote the conditional misclassification rate of T SLDA given the sample X.
Cai and Liu (2011) further observed that in the case of two classes, the optimal classification rule T OP T depends on Σ only through β = Σ −1 δ. Hence, they only assumed that β is sparse and proposed a sparse estimate β of β based on a linear programming optimization problem. Then they proposed the following linear programming discriminant (LPD) rule for two classes,
to allocate a new observation x to the first class if β
and to the second class otherwise.
We use R LP D (X) to denote the conditional misclassification rate of T LP D given the sample X. The following definition of asymptotic optimality has been used in Shao et al. (2011), Cai and Liu (2011) and other papers.
Definition 1. Let T be a linear classification rule with conditional misclassification rate
Hence we have R T (X) → R OP T in probability and E[R T (X)] → R OP T , which have been used to define the consistency of a classification rule by Devroye et al. (2013) and others. If
Upper bounds and convergence rates
In this section, we consider a family of linear classification rules motivated by the following observation. The optimal classification rule T OP T can be rewritten in the following way. Let
where 1 ≤ i, j ≤ K. Then T OP T assigns a new observation x to the ith class if a
Based on this observation, we consider the family of classification rules having the form,
T : to assign a new x to the ith class if a
where a ji and b ji are p-dimensional vectors which may depend on the sample X, and satisfy
for all 1 ≤ i = j ≤ K. In addition to T OP T , the classification rules T LDA , T SLDA and T LP D all belong to this family. The specific expressions of a ji and b ji for them will be given in the following sections. We first provide an upper bound on R T (X) − R OP T in the following theorem.
Theorem 3.1.
where Z is a p-dimensional random vector with distribution N (0, I p ) and independent of the sample X. For the special case of K = 2, we have the following equality,
notes the conditional probability of the event { a
Since Z is independent of X, when we calculate the above conditional probability, we just need to consider a ji and b ji as constants and calculate the probability with respect to the distribution of Z. The same interpretations will be applied throughout this paper.
In the case of K = 2, we obtained an equality (3.5), but for K > 2, the upper bound on the right hand side of (3.4) is usually greater than R T (X) − R OP T . So a natural question is whether the upper bound is asymptotically optimal, that is, whether the ratio between R T (X) − R OP T and the bound converges to 1. However, it is hard to answer this question for general situations. We provide an example where the ratio converges to 1. This example is somewhat artificial, but serves to illustrate that there exist situations where the bound in (3.9) is asymptotically optimal and gives some insights into the probabilities in the upper bound. The example is shown in Figure 1 , where K = 3 and p = 2 are fixed. We assume that
Figure 1: Illustration of an example where the upper bound in (3.4) is asymptotically optimal. Here K=3 and µ 1 , µ 2 and µ 3 are the class means and the distance between any two of them is the same and equal to 2d n . The solid lines, γ 1 , γ 2 and γ 3 , denote the boundary of T OP T and the dashed lines, γ 1 , γ 2 and γ 3 , are the classification boundary of T . γ 3 is superposed on γ 3 . d n and d n + n are distances from µ 1 to the boundary lines of T OP T and T , respectively. A is the region bounded by γ 2 , γ 2 and γ 3 , and B is the region bounded by γ 1 , γ 1 and γ 3 , respectively. the pairwise distance between any two pairs of class means are the same, and Σ = 1 0 0 1 . The boundary lines γ 1 and γ 2 are parallel to γ 1 and γ 2 , respectively, and the distances between boundary lines are the same and equal to n . The regions A is actually the collection of points which are assigned to class 2 under T OP T but assigned to class 1 under T , and B is the collection of points which are assigned to class 3 under T OP T but assigned to class 1 under T . Hence, we can see that
where P i (·) denotes the conditional probability P ·|X (·|x ∈ the ith class) which is just the distribution N p (µ i , Σ). The last equality in (3.6) is because of the equalities P 2 (A) = P 3 (B)
and P 1 (A) = P 1 (B) by the symmetry of µ 1 , µ 2 and µ 3 and the identity covariance matrix.
By the definitions of T OP T and T , γ 1 , γ 2 and γ 3 are the lines satisfying the equations,
, and a
, respectively, and γ 1 , γ 2 and γ 3 are the lines satisfying equations, a
and a
The following relationship can be found in the proof of Theorem 3.1,
Therefore, for i = 3,
where { a
denotes the half space above the whole line of which γ 1 is the left half part, and {a
denote the half space below the whole line of which γ 1 is the left half part. The intersection of these two half spaces is the strip region between the two whole lines and is denoted by B. The event in the second probability on the right hand side of (3.8) is empty and the sum of the two probabilities is P 3 ( B). Similarly, we can calculate the other two sums for i = 1, 2 and then it can be shown that the right hand side of (3.4) is equal to 2 3 P 3 ( B). We will show that P 3 ( B)/[P 3 (B) − P 1 (B)] → 1. Then in this situation, the upper bound is asymptotically optimal. Let d n → ∞ and d n n → ∞.
Without loss of generality, we assume that γ 1 is on the x-axis and µ 1 is on the y-axis. Then P 3 is the two dimensional normal distribution with mean (0, −d n ) and the covariance matrix Σ equal to the identity matrix. By the relationship
we have
and hence
Similarly, P 1 is the two dimensional normal distribution with mean (0, d n ) and the identity covariance matrix. Hence,
So we have P 3 ( B)/[P 3 (B) − P 1 (B)] → 1. In this example, for simplicity, we make the boundaries of T and T OP T to be parallel, which is not necessary for the bound to be asymptotically optimal.
We observe that the asymptotic convergence rate based on the upper bound for R T /R OP T − 1 obtained when K > 2 (even if K is fixed) is slower than that when K = 2. This phenomena can be explained by comparing (3.4) and (3.5). In the case of K = 2, there is a negative term on the right hand side of (3.5), which has the same order as the positive term and the difference between the two terms has a higher order convergence rate for the classification rules we consider in this paper. But there is no negative terms in (3.4). Hence, the asymptotic convergence rate for K > 2 (even if K is fixed) is slower than that for K = 2. We use respectively. A and B denote the upper and lower regions between the two boundaries. We use P 1 and P 2 to denote the probability distributions of N (µ 1 , I) and N (µ 2 , I), respectively.
Using the same arguments as in the above example, we can obtain
For the classification rules considered in this paper, A and B actually form a "matched" pair in the sense that P 1 (B) − P 1 (A) is much smaller than P 1 (B) and P 1 (A), and so is P 2 (A) − P 2 (B). However, when K > 2, the boundaries are usually complicated. The right figure is the case of K = 3 where we cannot find matched pairs as in the case of K = 2. Now we consider the asymptotic optimality of a classification rule T in the family. a ji and b ji in the definition (3.3) of T are typically estimates of a ji and b ji in (3.1) for T OP T .
Given a classification rule T with specific forms of a ji and b ji , it is relatively easy to calculate the convergence rates of a ji and b ji as shown in the following sections. We will establish the asymptotic optimality of T and the convergence rate for R T /R OP T − 1 based on the convergence rates of a ji and
be the minimum and maximum Mahalanobis distances between any two of the K class means, respectively. By (3.1), a ji
Therefore, under Condition 2, we have
M min and M max depend on p and K, and can go to infinity as p → ∞.
Theorem 3.2. Suppose that Conditions 1 and 2 hold and {s n : n ≥ 1} is a sequence of nonrandom positive numbers with M max s n → 0 as n → ∞. For any 1 ≤ j = i ≤ K, let
be an orthogonal decomposition of a ji , where t ji a ji is the orthogonal projection of a ji along the direction of a ji , t ji is a real number, and (a ji ) ⊥ is orthogonal to t ji a ji . Let
If the following conditions are satisfied,
where O p (s n ) are uniform for all 1 ≤ j = i ≤ K, then we have
It is natural to ask whether the convergence rate in (3.12) can be improved. The following theorem answers the question for the case where K is bounded.
Theorem 3.3. Assume that all the conditions in Theorem 3.2 hold. Moreover, suppose that there exists constants c 4 and c 5 independent of n, p and K, such that
Then with probability converging to 1, the upper bound in (3.4)
(3.14)
Remark 2.
1. The inequality (3.14) indicates that any convergence rate derived from the upper bound in (3.4) of Theorem 3.1 is at most √ M max s n and cannot be faster. If K is fixed or bounded, the convergence rate in (3.12) is different from √ M max s n only by a multiplying factor log [(M max s n ) −1 ]. Hence, the convergence rate in (3.12) cannot be improved in this case except for the logarithm factor as long as the convergence rate is derived from the upper bound in Theorem 3.1.
2. The first inequality in (3.13) indicates that all the Mahalanobis distances between the K class means have the same orders. If this assumption is not true, then there are some class means among which the distances will be much smaller than those from them to other class means. R OP T will be dominated by the errors between these classes (here, the error between the ith and jth classes means the probability that an observation from the ith class is assigned to the jth class or vice versus).
3. The second inequality in (3.13) guarantees that the convergence rates of (a ji ) ⊥ 2 2 / a ji 2 2 is slower than s n . The conditions in (3.11) in Theorem 3.2 implies that the convergence rates of (a ji ) ⊥ 2 2 / a ji 2 2 is s n or faster. Under these two conditions, the convergence rate of (a ji ) ⊥ 2 2 / a ji 2 2 is exactly s n in Theorem 3.3.
In the following sections, we will apply Theorem 3.2 to T LDA , the extended T SLDA and T LP D .
Classic LDA
The classification rule T LDA of the classic LDA is a special case of the rule in (3.2) with
for all 1 ≤ i = j ≤ K. Let σ kl and σ kl denote the (k, l)-th elements of Σ and Σ, respectively, where 1 ≤ k, l ≤ p. When there is one population, that is, K = 1, it has been shown in (12) of Bickel and Levina (2008) that max k,l | σ kl − σ kl | = O p log p/n . Because we allow the number of classes K to go to infinity, in the following theorem, we will consider the effect of the large K. 
Moreover,
From Theorem 4.1, one can see that a large K has a shrinkage effect on Σ, that is, when K is large, the entry σ kl of Σ is close to the shrunk entry of Σ. The convergence rates in Theorem 4.1 plays a basic role in the following theoretical development. Shao et al. (2011) provided necessary conditions for the classic LDA to be asymptotically optimal in the case K = 2 as both n, p → ∞. We will extend the results to the case of K > 2. Before we state the theorem, we will exclude the situations where there are very small numbers of observations in some classes by assuming the following condition:
Condition 3. There exists a constant c 2 independent of n, p, and K such that
This condition implies that n j ≥ min 1≤i≤K n i ≥ c −1 2 n/K for any 1 ≤ j ≤ K. Therefore, the number of observations in any class is of the same order as the average number n/K of observations. Theorem 4.2. Suppose that Conditions 1-3 hold and K ≤ p + 1. Let
, the classic LDA is asymptotically optimal and
Remark 3. 1. We compare Theorem 4.2 with Theorem 1 in Shao et al. (2011) where it is assumed that only the first term p log p/n of s n in (4.4) converges to zero. The second term of s n in (4.4) is due to the effect of K. When K has the order √ M min p log p or larger, the second term in s n is not negligible.
2. If K is fixed or bounded and p → ∞, then the second term of s n satisfies
In this case, the condition K 2 M max s n log [(M max s n ) −1 ] → 0 in Theorem 4.2 is equivalent to M max s n → 0. When K = 2, this is the same as that in Theorem 1 in Shao et al. (2011) . To see this, note that when K = 2,
and hence the ∆ 2 p defined as
which is the condition in Theorem 1 in Shao et al. (2011) . Moreover, as discussed in Section 3, when K > 2, the convergence rate in (4.5) is smaller than that for K = 2 in Theorem 1 in Shao et al. (2011) .
Sparse LDA by thresholding
It has been shown that when p/n → ∞, the classic LDA may not be asymptotically optimal in Theorem 2 of Shao et al. (2011) . By imposing sparsity conditions on Σ and µ 1 − µ 2 , Shao et al. (2011) proposed a sparse LDA rule by thresholding and proved that it is asymptotically optimal in the case of K = 2. In this section, we extend this method to arbitrary K and provide asymptotic optimality.. As in Shao et al. (2011) , we consider the following sparsity measure on Σ in Bickel and Levina (2008) ,
where 0 ≤ h < 1 is a constant independent of p. Shao et al. (2011) used the sparse estimate of Σ in Bickel and Levina (2008) by performing a thresholding procedure on Σ. In tis case, we need to consider the effect of large K. Hence, we propose to apply the thresholding procedure to (1 − K/n) −1 Σ, instead of to Σ. Specifically, let Σ be the thresholding estimate with the (k, l)th entry
where t n = M 1 log p n , M 1 is a large enough positive constant and σ kl is the (k, l)th entry of Σ. We first derive the convergence rate for the revised thresholding estimator.
Theorem 5.1. Suppose that Condition 1 holds, log p/n = o(1) and
d n is the convergence rate of the thresholding estimate of the covariance matrix for one population in Bickel and Levina (2008) . Hence, the revised thresholding estimate has the same convergence rates for any K. Now define
for all 1 ≤ i, j ≤ K. We define the following sparsity measure on δ ji which is an extension of (9) in Shao et al. (2011) ,
where δ k ji is the kth coordinate of δ ji and 0 ≤ g < 1 is a constant independent of p and K. When K = 2, there is essentially one δ ji because δ 21 = −δ 12 . In this case, the D g,p is just that in Shao et al. (2011) . We extend the classification rule of the sparse LDA method in Shao et al. (2011) for arbitrary K as follows.
T SLDA : to allocate a new observation x to the i class if δ
where δ ji is a sparse estimator of δ ji and b ji is an estimate of (µ j +µ i )/2. One may naturally take δ ji to be δ ji thresholded and b ji = (x i +x j )/2 as in Shao et al. (2011) . However, this choice of δ ji and b ji is problematic because in this case, there may exist multiple i's which satisfy δ T ji Σ −1 (x − b ji ) < 0, for all j = i, and hence we cannot uniquely determine the class to which we assign x. Therefore, we propose the following estimates. Define the following threshold for δ ji , a n = M 2 log p n α (5.5) with M 2 > 0 and α ∈ (0, 1/2) are constants. Define the thresholding estimates
and let
where for simplicity, we first estimate δ j1 , 1 ≤ j ≤ K, but one can first estimate δ j2 , 1 ≤ j ≤ K, without any effects on the asymptotic optimality results. Under the above definitions, δ
Hence, T SLDA assigns x to the ith class if and only if x − ( δ i1 +x 1 )
is the smallest among x − ( δ j1 +x 1 )
It is easy to see that T SLDA is a special case of (3.2) with
Moreover, Let r > 1 be a fixed constant and define
{the number of k's with |δ k j1 | > a n /r}.
Then by Lemma 2 (ii) in Shao et al. (2011) , with probability converging to 1, the number of nonzero coordinates of δ j1 is less than or equal to q n and hence, the number of nonzero coordinates of δ ji is less than or equal to 2q n .
Theorem 5.2. Suppose that Conditions 1-3 hold and
where d n is defined in Theorem 5.1. Then T SLDA is asymptotically optimal and
The only difference between b n in (5.6) and that in Theorem 3 in Shao et al. (2011) is that we use C h,p + K in (5.6) to replace C h,p in Shao et al. (2011). 6 Linear programming discriminant rule Cai and Liu (2011) observed that the optimal classification rule T OP T depends on Σ only through the vectors β ji = Σ −1 δ ji , where δ ji is defined in (5.3), 1 ≤ i, j ≤ K. They proposed the linear programming discriminant rule where the key step is to estimate β through a constrained l 1 minimization. We extend the LPD rule to the case where K is arbitrary. We first define the estimates β 11 = 0 and β j1 to be the solution to
for any 1 ≤ i, j ≤ K. We use Σ in the optimization problem (6.1) instead of Σ as in Cai and Liu (2011) to remove the shrinkage effect of large K. By Theorem 4.1,
The classification rule is T LP D : to allocate a new observation x to the ith class if β
which is of the general form (3.2) with
Theorem 6.1. Suppose that Conditions 1-3 hold and
Then T LP D is asymptotically optimal and
If K is fixed or bounded. The condition is essentially the same as that in Theorem 3 of Cai and Liu (2011) .
Simulation Study
In this section, we conduct simulation studies to evaluate the classification performance of the extended LPD and SLDA, and compare them with the nearest shrunken centroids method (NSC), the classic LDA rule with a generalized inverse matrix (GLDA) and the optimal classification rule. There are several different definitions for the generalized inverse matrix.
We use the Moore-Penrose pseudoinverse and calculate it using the matlab function "pinv".
Although we cannot calculate the optimal rule in practice, we include it in this simulation study as a benchmark. All the methods are implemented in matlab except NSC, which is implemented using the R package "pamr" with the default setting and cross-validation procedure.
In LPD, we choose the tuning parameter λ n from the set {0.2, 0.25, 0.3, . . . , 0.65, 0.7} in (6.1) by the five-fold cross-validation procedure. There are two tuning parameters in SLDA:
t n = M 1 log p/n and a n = M 2 (log p/n) α , the thresholds for Σ and δ ji , respectively. M 1 is chosen from {10 −5 , 10 −4 , . . . , 1} and M 2 is from {10 −7 , 10 −6 , . . . , 1}. We choose α = 0.3 as in Shao et al. (2011) . One practical issue of SLDA is that the thresholded covariance matrix may not be invertible. We propose two different ways to overcome this problem and compare their performance in this study. In the first one, we use the Moore-Penrose pseudoinverse of Σ to replace Σ −1
in T SLDA and denote this approach by SLDA1. In the second one, we replace Σ −1
by ( Σ + εI p ) −1 , where ε is a small positive number which will be viewed as a tuning parameter and I p is the p-dimensional identity matrix. ( Σ + εI p ) −1 is the inverse of Σ + εI p if it is full rank, otherwise, ( Σ + εI p ) −1 is the generalized inverse. This approach is denoted by SLDA2. We choose ε from the set {10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 }. There are two tuning parameters for SLDA1 and three for SLDA2. For both SLDA1 and SLDA2, we choose the tuning parameters by the five-fold cross-validation procedure.
We will consider three models with different class means and within-class covariance matrices. For each model, we consider three different numbers of classes K = 3, 6, 9 and two different dimensionality p = 300, 600. The total number of observations from all the classes is fixed to be n = 450 for all models. The numbers of observations from all the classes are the same, that is, n 1 = n 2 = · · · = n K = 450/K. Therefore, when K = 3, we have 150 observations from each class, and when K = 9, we have only 50 observations from each class.
For all the three models, the class means have the forms: µ k = (0, . . . , 0
There are s 0 ones and all the other numbers are equal to zero in the pdimensional vectors of the class means. The specific details of the three models are given below:
1. s 0 = 5 and Σ = (σ ij ) p×p with σ ii = 1 for 1 ≤ i ≤ p and σ ij = 0.5 for i = j.
2. s 0 = 3 and Σ is a diagonal block matrix given by
where Σ 11 is a 100 × 100 matrix with diagonal element equal to 1 and off-diagonal element equal to 0.7, and Σ 22 is a (p − 100) × (p − 100) matrix with diagonal element equal to 1 and off-diagonal element equal to 0.5. is a sparse matrix.
For each setting in each model, we repeat the following procedure 50 times. In each repeat, we generate n = 450 training samples with n/K samples in each class, and then generate 450 test samples with n/K samples in each class independent of the training samples. For each method (except the optimal rule), we use the training data to choose the tuning parameters and find the classification rule, and then we apply the fitted classification rule to the test data to obtain the classification errors. The average classification errors and standard deviations of the 50 replications for all the setting in the three models are listed in Table 1 .
In all settings, SLDA2 has lower classification errors than SLDA1. Therefore, for SLDA, first adding a diagonal matrix with small common positive diagonal entries to the thresholded covariance matrix is better than directly calculating its generalized inverse matrix in terms of predictive performance. For all settings in both Models 1 and 2, LPD has the smallest classification errors compared to SLDA1, SLDA2, NSC and GLDA. In Model 3, when p = 300, LPD has the smallest errors and when p = 600, SLDA2 has the smallest errors. For all the three models and all the methods, the classification errors increase with the increasing number of classes when p is fixed. Given K, the optimal errors are almost unchanged when p increases from 300 to 600, and the classification errors of all other methods increase. When both K and p are large, GLDA performs much worse than other methods and have errors close to or more than 50%.
To evaluate the computational efficiency of the extended methods: LPD, SLDA1 and SLDA2, we list the average time in seconds of running one replication (including 5 fold cross-validation) for Model 1 of the three methods in Table 2 . All the computations are conducted on a compute cluster with Red Hat Linux. The CPU in each node of the cluster is : Intel(R) Xeon(R) CPU 5160 3.00GHz. All methods need longer execution time as p increases with K fixed. Compared to SLDA1 and SLDA2, the execution time of LPD is much more sensitive to the number of classes. That is because the major computation load of LPD is to solve the optimization problem (6.1) for each 1 < j ≤ K, and the major load of SLDA is the calculation of the inverse or generalized inverse matrix of the thresholded covariance matrix with or without a small diagonal matrix .
Discussion
In this paper, we aim to provide a general theory for the asymptotic optimality of the classification rules in a large family in the high-dimensional settings with arbitrary number of classes. Our main theorem provides easy-to-check criteria for asymptotic optimality of the classification rules in this family and we establish the corresponding convergence rates as both dimensionality and sample size go to infinity and the number of classes is arbitrary.
This general theory is applied to the classic LDA, the linear programming discriminant rule by Cai and Liu (2011) , and the sparse linear discriminant analysis rule by Shao et al. (2011) .
We extend the latter two methods to the case of multiclass. We establish the asymptotic optimality of the three methods and provide the convergence rates in the high-dimensional settings with arbitrary number of classes. Through simulation study, we demonstrate that the extended methods have good predictive performance when the conditions of these methods are satisfied. 
