Conservative fourth-order finite-volume Vlasov-Poisson solver for axisymmetric plasmas in cylindrical (r,vr,vθ) cylindrical phase space coordinates is cast into conservation-law form and is discretized on a structured grid. The conservative finite-volume discretization is based on fifth-order upwind reconstructions of the distribution function and a fourth-order quadrature rule that accounts for transverse variations of fluxes along control volume surfaces. High-order specular reflection boundary conditions enable high-fidelity treatment of plasma distribution functions at the axis and at wall boundaries. The numerical method is applied to simulate a confined uniform neutral gas to assess convergence properties for an equilibrium system in which effects of finite-temperature and acceleration due to centrifugal and Coriolis forces are present. The discretization is also applied to a Z-pinch configuration to study electrostatic ion confinement and the dynamics of the associated breathing mode. Simulations show that the ion distribution function exhibits non-Maxwellian features and that a temperature anisotropy develops and is sustained. The finite-volume implementation is demonstrated to converge at fourth-order for both applications.
Introduction
Kinetic theory offers one of the most complete theoretical descriptions of a plasma and treats each particle species as a probability distribution function in a six-dimensional position-velocity phase space. The evolution of each distribution function is described by the Boltzmann equation coupled to Maxwell's equations. When the dynamics of plasma particles are dominated by long-range interactions, collisions can be neglected, and the Boltzmann equation reduces to the Vlasov equation.
Numerical methods for solving the kinetic theory governing equations generally fall into one of two categories: particlein-cell (PIC) methods and continuum methods. PIC methods are widely used and sample a species distribution function with superparticles, each of which -through its charge and mass -typically represents many physical-world particles. See Refs. [1] [2] [3] [4] , for a review of PIC methods, their development, and applications. By contrast, continuum methods define a distribution function in terms of piecewise smooth functions (e.g. polynomials) on a grid in phase space, and evolve it by solving the Vlasov equation directly. Examples of different continuum kinetic approaches include spectral [5] [6] [7] , semi-Lagrangian [8] [9] [10] , finite-difference [11] , finite-volume [12, 13] , and finite-element [14] [15] [16] discretizations. Since computational cost scales exponentially with the number of dimensions, continuum methods are computationally expensive. However, recent advances in supercomputing capability have made computational cost less of an impediment, which has resulted in significant progress in continuum kinetic discretizations, including: conservative spatial discretization [12, 17, 10] , adaptive mesh refinement algorithms [18] , mapped geometry techniques [19] [20] [21] , five-dimensional simulations [22] [23] [24] , and high-order spatial discretizations [25, 26, 12] . Continuum methods offer a number of advantages. They can be applied to the conservation-law form of the governing equations so as to guarantee local and global conservation of the distribution function. Continuum methods can also readily take advantage of high-order discretization techniques, and thereby achieve enhanced solution accuracy [13] . Unlike PIC methods, the continuum approach is not subject to noise, and can thus retain accuracy over longer periods of simulated time.
While many magnetized plasmas (e.g. field-reversed configurations, Z-pinches, Hall thrusters, spheromaks, particle beams) are axisymmetric, kinetic simulations are often performed in Cartesian phase space coordinates, which are simpler to treat numerically, but cannot take advantage of axisymmetry. A continuum kinetic simulation of an axisymmetric plasma in Cartesian coordinates would require modeling a six-dimensional phase space, which presently amounts to a prohibitive computational expense. In certain limiting cases, the problem of computational cost can be mitigated. For example, in the limit of a strong magnetic field gyrokinetic approximations can be applied to average over particle Larmor orbits so as to reduce a 6D phases space representation to three position and two velocity dimensions (one parallel and one perpendicular to the magnetic field). Such approximations have been successfully applied to model low-frequency dynamics in tokamaks [23, 24] . In configurations without a strong guide field, gyrokinetic assumptions do not apply, and computational cost cannot be reduced through gyroaveraging. For example, in an axisymmetric Z-pinch the magnetic field can vary from zero at the axis to a peak value off-axis, such that Larmor orbits vary considerably and the three velocity dimensions cannot be reduced to two.
A number of approaches have been developed to model plasmas in cylindrical geometries while retaining the full kinetic treatment of at least one species. Techniques have been developed for PIC methods to handle particles traversing cells with non-uniform volumes, including: specialized weighting and interpolation [27] [28] [29] [30] , procedures involving recurring mapping from Cartesian to cylindrical or to curvilinear geometry [31] [32] [33] , advancing particles in three dimensions for axisymmetric configurations to circumvent problems at the axis [34] , and combinations of these techniques [35] . Applications of various PIC methods to axisymmetric and cylindrically symmetric configurations include high-power microwaves [36] [37] [38] [39] [40] , Hall thrusters [41] [42] [43] , wakefield accelerators [44, 35] , particle beams [45] [46] [47] , pulsed-power configurations [48] [49] [50] [51] , Z-pinches [52] [53] [54] [55] [56] , and field-reversed configurations [57, 58] . Research literature on continuum kinetic methods for discretizing cylindrical phase space coordinates is extremely sparse and typically does not include convergence studies, making it difficult to assess generalizability. Examples include semi-Lagrangian methods for modeling axisymmetric charge-dominated beam plasmas [59] and finite-difference methods for modeling plasma edge dynamics [61] , high frequency electrostatic waves in a uniform magnetic field [62] , and rarefied gas dynamics [63, 64, 60] .
To address the need for robust numerical methods that exploit axisymmetry, this paper presents a high-order accurate continuum kinetic approach for discretizing the cylindrical coordinate Vlasov equation in a way that ensures conservation of the distribution function. A conservation-law form of the cylindrical coordinate Vlasov equation is derived, and a fourth-order conservative finite-volume discretization is developed and applied to simulate axisymmetric electrostatic systems. Nuances associated with boundary conditions, centrifugal and Coriolis forces, and finite-volume quadrature rules are described in detail. The numerical formulation is applied to model a neutral gas and electrostatic ion confinement in a Z-pinch configuration. The techniques described for (r, v r , v θ ) phase space coordinates can be easily extended to 2D3V (r, z, v r , v θ , v z ) simulations, and thereby lay important foundations for capturing the dynamics of more generalized axisymmetric plasmas.
This paper is organized as follows. Section 2 presents the derivation of the conservation-law form of the Vlasov equation in full six-dimensional cylindrical phase space coordinates. Axis and wall boundary conditions for axisymmetric configurations are described. The fourth-order finite-volume discretization of the cylindrical coordinate Vlasov equation is presented in Sec. 3 and includes a discussion of quadrature rule evaluation, boundary condition implementation, time step constraints, and Poisson solver for the electrostatic potential. Applications of the algorithm are presented in Sec. 4. The cylindrical coordinate solver is applied to simulate a spatially uniform neutral gas to assess convergence properties and numerical errors. The algorithm is also applied to model electrostatic ion confinement in a one-dimensional Z-pinch configuration and is shown to agree with physically expected behavior. The detailed evolution of the ion distribution function, development of temperature anisotropy, and development of multimodal structures caused by phase mixing are described. Fourth-order accuracy is demonstrated for both applications.
Governing equations in conservation-law form
In kinetic theory of plasmas, each particle species s is represented by a probability distribution function f s (x, v, t) in a position velocity phase space. If the plasma is collisionless, then the evolution of the distribution function is described by the Vlasov equation, coupled to Maxwell's equations. It is advantageous to express the Vlasov equation in conservation-law form, which can be numerically solved in a way that exactly satisfies the discrete form of the divergence theorem. This ensures that the distribution function and its zeroth velocity moment, from which charge density is computed, are conserved to machine precision. The resulting conservation of charge is critical for accurate modeling of dynamics in plasmas since the motion of charged species couples to the evolution of electromagnetic fields. The conservation-law form of the Vlasov 
Let F =Ẋ f s denote the six-element flux vector in Cartesian coordinates. The divergence of a vector field in Cartesian coordinates can be rewritten in terms of derivatives in a different coordinate system provided that there is a smooth mapping between the two coordinate systems [65, 66] . The divergence of fluxes in Eq. (1) can thereby be expressed in terms of cylindrical coordinates using the relation
where ∂ξ ∂ X is the Jacobian matrix of transformation. The conservation-law form of the Vlasov equation in cylindrical coordinates is then
where v 2 θ /r is the acceleration due to the centrifugal force, −v r v θ /r is the acceleration due to the Coriolis force, and {a r , a θ , a z } are the components of acceleration due to the Lorentz force along each coordinate direction. Thus the flux vector in cylindrical coordinates is
Carrying out the differentiation for each term in Eq. (5) yields
which is the standard non-conservative form of the cylindrical coordinate Vlasov equation [67, 68, 60, 59, 69] . Equation (7) can be derived using Christoffel symbols [67] , Lamé coefficients [68] , or the mapping in Eq. (2). It is worth noting that the cylindrical coordinate Vlasov equation is rarely expressed in conservation-law form (see for example Ref. [70] ) likely because the standard form is easier to analyze and because conservative numerical discretizations of the Vlasov equation have largely been tailored toward Cartesian coordinates. A modified conservative form, in which velocity coordinates v r and v θ are mapped to a polar grid, is presented in Refs. [63, 64, 60] in application to rarefied gas dynamics.
For an electrostatic plasma the Lorentz acceleration is due to the electric field E = −∇φ. The electrostatic potential φ is computed from the Poisson equation, which in non-dimensionalized form [13, 71] is
where Z s = q s /|e| is the ionization state (i.e. the ratio of the charge of species s to the electron charge) and n s is the number density of species s computed from the zeroth velocity moment of the distribution function. For this choice of non-dimensionalization, time is normalized to the ion plasma frequency ω pi , lengths are normalized to the experimental spatial scale L, velocities are normalized to the product Lω pi , and the potential is normalized to the characteristic value φ 0 = en 0 L 2 / 0 , where n 0 is the characteristic number density and 0 is the permittivity of free space.
The axisymmetric plasma of interest is assumed to be uniform in the z direction, such that it can be modeled in 
where E r is computed from the potential given by Eq. (8) and M s is the ratio of the mass of species s to the ion mass. Henceforth the subscript s is omitted for clarity.
Boundary conditions for the distribution function
Solutions to the Vlasov-Poisson equation system are subject to initial conditions and boundary conditions. For the numerical investigations conducted here, the scope of physical boundary conditions [72] [73] [74] [75] is limited to an axis boundary at r = 0 and a reflecting wall boundary at the outer radius. The latter is, in effect, the free-slip wall boundary condition often used in fluid simulations.
Since collisions are not modeled by the Vlasov-Poisson equation system, a pure specular reflection boundary condition can be applied in the case of both a wall [73] and an axis of symmetry [74] . For a point x on a boundary ∂ of an arbitrary region , the specular reflection condition on the distribution function is
where n is the outward normal vector of ∂ (pointing out of ) at point x. Physically this means that any plasma particles that impinge upon the axis or wall boundary are reflected, with the original normal component of velocity changing sign. In effect the normal drift velocity of particles at the axis or at a wall must be zero and information from the appropriate velocity half-plane must be used when setting a boundary condition on f . In addition to physical-space boundary conditions, it is important to consider velocity-space boundaries. While analytically the velocity domain is infinite, for the purposes of numerical simulations the velocity domain is truncated at a finite
. This truncation can be physically justified if the dynamics of plasma particles fall well within a finite velocity range. The choice of the value of v max is important because velocity boundaries should be far enough away so as not to affect the evolution of f . Numerically this can be guaranteed if f (±v max ) is zero to machine precision for all simulated time. If f (±v max ) is non-zero, then in flux-based simulations the distribution function can "leak" through the velocity boundaries. At the same time, v max can dictate the magnitude of the maximum advection speed in the system, which for numerical simulations places a constraint on the time step size. Consequently v max should be small enough to ensure that simulations are feasible. In practice, v max is determined empirically to satisfy these constraints. To prevent any loss/gain of the distribution function through the velocity boundaries, i.e. to ensure conservation of the distribution function on a finite velocity domain, the flux at velocity boundaries is set to zero.
Fourth-order finite-volume discretization
The discretization of the cylindrical coordinate Vlasov-Poisson system is carried out using a fourth-order accurate finitevolume method on a structured grid combined with a fourth-order explicit Runge-Kutta method for time advance. The spatial discretization is based on the method described in Refs. [65, 76] , aspects of which have been applied to the Vlasov equation in Cartesian coordinates [12, 18, 13] and to gyrokinetics in annular domains [77, 20, 21] . Here the method is modified to explicitly account for volume variation with radius without mapping to a Cartesian grid. This enables robust treatment of the axis boundary. The method is distinct from high-order finite-volume discretizations based on Gaussian quadrature [78] , essentially non-oscillatory [78] , central essentially non-oscillatory [79] , weighted essentially non-oscillatory [80, 81] , and arbitrary derivative Riemann problem (ADER) [82, 83] methods.
Let each control volume be defined by its cell-center multi-index i = (i 1 
where the cell-integrated distribution function is the primary variable and is defined as , and its neighboring cells. (6)), and the face-integrated flux is defined as
where S i+ (14), are computed through a two-step process. The first step is a onedimensional fifth-order upwind polynomial interpolation of f i to cell faces to obtain f i+ 1 2 e d . The second step is the application of a fourth-order accurate quadrature rule for computing integrals of products over cell faces, which relies on computing point values from face-integrated values. Using Taylor series, the face integral f i+ 
where h d denotes the cell width along the d -th coordinate direction, and r is the Jacobian, which in this case is the radius at the center of the i + 1 2 e d cell face. The derivative term need only be evaluated to second-order accuracy, which can be achieved using a central difference approximation [65] . The face integral of the flux, which is a product of f and a given advection speed α, can be computed to fourth-order using the same relation, such that
Thus after interpolation, Eq. (15) and Eq. (16) are used in combination to compute flux integrals over faces. The details of the flux calculation are presented below for the radial direction and one non-radial direction (indexed by i and j, respectively). See Fig. 1 for an illustration of the grid indexing. The procedure extends directly to other non-radial directions, such that discretization along the z, v r , v θ , and v z directions can be handled in the same way.
One-dimensional upwind polynomial interpolation
For enhanced numerical stability, the cell-integrated primary variable f i is interpolated to cell faces using a onedimensional fifth-order upwind polynomial reconstruction. High-order methods require the inclusion of high-order dissipation to damp Fourier modes whose motion is poorly represented. For classical even-order methods, this is achieved by the addition of an explicit high-order dissipation to the flux. For odd-order methods, the dissipation is part of the truncation error of the operator, and is more robust [84] . Since the wave speeds in the system are simply the advection speeds along each of the coordinate directions, the direction of advection at any given cell face is well-defined. Along the non-radial directions the same interpolation procedure is applied as in Cartesian coordinates [13] , whereas interpolation along the radial direction requires weighting by the radius.
For non-radial directions, the fifth-order upwind interpolation stencil for evaluating f at face j + 1 2 is given by [13, 84] f i, j+
where α i, j+ 1 2 is the advection speed at the (i, j + 1 2 ) cell face. If the advection speed is zero then either stencil, or the average of the two stencils in Eq. (17) can be used.
For the radial direction, the advection speed is given by the local coordinate v r . Let P 4 be a fourth degree polynomial, such that
The coefficients {p 4 , p 3 , p 2 , p 1 , p 0 } are determined by solving a linear system of five equations that relate values of the cell-integrated distribution function, which are known, to the polynomial reconstruction within the same cell. The equations are given by (19) with m = {−2, −1, 0, 1, 2} used for v r > 0 and m = {−1, 0, 1, 2, 3} for v r < 0. Solving for the coefficients of P 4 and evaluating the resulting polynomial at the (i + 
where the index is defined as = r i+ 1 2 h r (21) and denotes the number of cell spacings away from the axis. Analogously, the stencil for v r < 0 is: 
Note that interpolation along the radial direction involves coefficients that depend on the distance from the axis, whereas the stencils for interpolation along the non-radial direction (see Eq. (17)) are coordinate independent. Note also that the coefficients in the upwind stencil given by Eq. (20) are not simply those in Eq. (22) with order reversed, but involve changes in sign as a result of the radially-weighted polynomial reconstruction in Eq. (19).
Fourth-order quadrature for face-integrated flux
The face-integrated values of the primary variable obtained from interpolation are used in combination with Eqs. (15) and (16) to compute face-integrated fluxes to fourth-order accuracy. This involves undoing face integrals of the primary variable, and computing integrals of the product of the primary variable and the advection speed.
The flux in the non-radial direction is F i, j+ 1 2 = α f i, j+ 1 2 , and is evaluated by first computing the point value f i, j+ 1 2 from the face-integrated value f i, j+ 1 2 using Eq. (15), such that
where the terms in the square brackets need only be evaluated to second-order accuracy. The point value of the advection speed α is readily evaluated at the center of the cell face, since α depends on local coordinates and/or the electric field, whose point value is known from the solution of Poisson's equation. The flux in the non-radial direction is then computed using the relation in Eq. (16), such that
Analogously, the flux in the radial direction, F i+ 1 2 , j = v r f i+ 1 2 , j , is evaluated by first computing f i+ 1 2 , j to fourth-order accuracy from face-integrated values using the relation in Eq. (15), such that f i+
The point values f i+ 
Note that the flux evaluation requires accounting for the Jacobian r at the appropriate face because cell volumes increase along the radial direction. Combined with the interpolation step, Eqs. (24) and (26) prescribe a means of computing fourthorder fluxes from discrete cell-integrated values of the distribution function. The finite-volume formalism extends directly to three or more phase space dimensions by evaluating additional flux terms, and also including additional derivative terms along transverse directions and additional factors of cell spacing, as prescribed by the quadrature rule in Eq. (16).
Boundary condition implementation
The interpolation and fourth-order evaluation steps outlined in Secs. 3.1 and 3.2 for computing fluxes apply for cells that have neighbors. For cells at domain boundaries, the finite-volume flux evaluation can be handled through ghost cells or through one-sided reconstructions. For the boundary condition implementation used here, the interpolation procedure is modified and the fourth-order quadrature evaluation is left unchanged.
The specular reflection boundary condition (see Eq. (11)) on the distribution function is applied at the axis boundary and the wall boundary. Unlike typical Neumann and Dirichlet boundary conditions, the specular reflection boundary condition on the distribution function requires non-local information. For example, for the axis boundary in (r, v r , v θ ) cylindrical phase space coordinates, the specular reflection condition is
which requires information from v r < 0 to set the boundary condition for v r > 0. Since velocity components that are parallel to a specular-reflection boundary do not play a role when it comes to setting the boundary condition, the implementation discussion is limited to the two-dimensional (r, v r ) plane. Let the radius be indexed by i = {0, 1, 2, · · · , N r − 1} and let the velocity coordinate be indexed by j = {0, 1, 2, · · · , N v r − 1}. See Fig. 2 for an illustration of the (r, v r ) plane and the associated indexing. For cylindrical phase space coordinates (r, v r ), specular reflection is implemented through an extrapolation procedure and a copy operation. This is done as follows. At the axis, for j = 0, 1, · · · , N vr 2 − 1 , corresponding to v r < 0 1. Use cells i = {0, 1, 2, 3, 4} to perform a one-dimensional extrapolation, using a fifth-order accurate polynomial reconstruction to obtain the boundary value f − 
2. Copy value of f N r − 1 2
This procedure is illustrated in Fig. 2 . The resulting values at the radial boundaries can then be used to evaluate fluxes, in accordance with the steps outlined in Sec. 3.2. Note that at r = 0 the radially-directed face-integrated flux is zero since the area associated with this cell face is zero; however, for the fourth-order discretization used here, the values f − , j) and ( 3 2 , j) faces. At these faces, the interpolation procedure described in Sec. 
, j).
As an aside, one can make an argument that much of the complexity associated with the cylindrical coordinate flux evaluations can be eliminated by evolving a volume-integral of the quantity r f with volume defined as in Cartesian coordinates (dV = drdθdzdv r dv θ dv z ) rather than evolving the volume-integral of the distribution function f with volume defined as in cylindrical coordinates (dV = rdrdθdzdv r dv θ dv z ). Analytically the two formulations are equivalent, but numerically they amount to different discretizations. The latter approach is used here because the specular reflection axis boundary condition can be applied directly to the primary variable f , whereas in the case of r f being evolved as a primary variable, the axis boundary condition would have to be applied to an auxiliary variable f since the Jacobian is singular at the axis.
CFL stability condition on time step size
Discrete solvers for hyperbolic partial differential equations are subject to the Courant-Friedrichs-Lewy (CFL) condition, which stipulates an upper bound on the time step size. The time step size for the discretization used here is subject to the constraint 
Poisson solver for electrostatic field in one dimension
In one spatial dimension the electric field can be computed either from Gauss's law or from Poisson's equation using the electrostatic potential. Here the latter approach is used. Integrating the Poisson equation (see Eq. (8)) over a one-dimensional volume and applying the divergence theorem yields the relation between the cell-integrated charge density (i.e. the total charge in a cell) ρ i and the potential φ, such that
The point value of the derivative of the potential can be evaluated at a cell face using a fourth-order accurate finitedifference stencil, which can be derived using a fifth-order accurate polynomial reconstruction, such that dφ dr i+
Using Eq. (32) to evaluate derivatives at the i ± 1 2 cell faces, substituting the result into Eq. (31), and grouping like indices yields the following relation between the discrete cell-integrated charge density and the cell-centered values of the electrostatic potential 
Note that r 1
Equations (33) to (37) are used to construct a linear system with the full discrete Laplacian operator matrix stored in memory. The equation system is solved using the iterative stabilized biconjugate gradient method with tolerance set to 10 −16 , which corresponds to the relative residual error. Note that the Laplacian operator matrix is not symmetric, which is often the case for finite-volume discretizations of elliptic equations with variable coefficients and/or non-periodic boundary conditions [85] [86] [87] . From point values of the electrostatic potential, the point values of the electric field can be derived using a fifth-order polynomial reconstruction of φ, which can either be centered,
or one-sided for cells near boundaries. The use of point values both for the potential and electric field circumvents the need for radially-weighted polynomial reconstructions for φ and also ensures more straightforward evaluation of fluxes using the quadrature rule in Eq. (16) . Note that if a given system has a net zero charge, then by Gauss's law E r will be zero at r max and will remain zero as a result of conservation (since the integral of the distribution function is conserved, so is the total charge) and the reflecting wall boundary condition, which ensures that charge cannot leave the system. Thereby, for physical fidelity it is not necessary to explicitly set a boundary condition on E r at r max .
Algorithm outline
The algorithm outline for solving the Vlasov-Poisson equation system in cylindrical phase space coordinates is as follows. The distribution function is initialized as a fourth-order volume-integrated value in each phase space cell using either analytic definite integrals or a quadrature rule, and the following steps are performed within each stage of the RK4 time integration:
1. Compute charge density from the zeroth velocity moment of the distribution functions. The distribution function is then updated using the increments obtained from each stage of RK4. Arrows indicate the direction of advection and the black circle is drawn for reference to better show the circular flow pattern.
Axisymmetric simulations in cylindrical phase space coordinates
While there have been extensive developments in the finite-volume discretization of the Euler and Navier-Stokes equations in axisymmetric geometries [88, 89] , the features of the axis singularity are distinctly different in these equation systems compared to the Vlasov equation. In particular, since velocities are coordinates in the Vlasov equation, the regularity condition often applied in fluid calculations (i.e. the condition that radial velocity is linearly dependent on radius as r → 0) does not apply. Conservative discretization of the continuum kinetic cylindrical coordinate Vlasov equation thereby constitutes largely uncharted territory. Here the fourth-order finite-volume discretization is applied to a uniform neutral gas to investigate convergence properties of the algorithm. The numerical method is then applied to an electrostatic Z-pinch configuration to study the kinetic physics of an axisymmetric plasma.
Preservation of a spatially uniform neutral gas distribution function
A unique aspect of cylindrical phase space coordinates is that the distribution function always advects in velocity space due to Coriolis and centrifugal force terms (see Fig. 3 ), which are present whenever the radial direction is involved. This feature, combined with the fact that in the absence of collisions a perturbed Vlasov equilibrium cannot return to the original state, has important implications.
Consider the case of a one-dimensional spatially-uniform thermal-equilibrium neutral gas, such that the Lorentz acceleration terms are zero. In Cartesian phase space coordinates this equilibrium is maintained as long as the associated numerical method can preserve zero-gradient solutions. By contrast, for a spatially uniform equilibrium state to be preserved in cylindrical coordinates (i.e. for ∂ f /∂t to be zero) multiple non-zero terms in the Vlasov equation have to cancel each other exactly. In conservative form (Eqs. (5) and (10)) the r, v r , and v θ derivative terms must all cancel each other. For example, setting f to be a Maxwellian distribution function (see Eq. (39)) that is spatially uniform and evaluating the terms in Eq. (5), one can show that ∂ f /∂t is indeed zero. While this cancellation is analytically exact, it is not necessarily exact in the discrete form of the Vlasov equation. This means that in cylindrical phase space coordinates numerical error alone can cause a spatially-uniform distribution function to evolve away from equilibrium.
Even if it cannot exactly preserve a spatially-uniform equilibrium state, a robust numerical method must converge to the initialized equilibrium solution as the grid is refined. Here it is demonstrated that for a function initialized to an equilibrium and integrated forward in time using the fourth-order finite-volume discretization described in Sec. 3, the change in the distribution function ∂ f /∂t is not zero, but converges to zero at the expected rate as the grid is refined.
Let f 0 be defined in (r, v r , v θ ) coordinates as a spatially-uniform Maxwellian distribution function, such that
where A is a scalar factor and v T is the thermal speed. Note that it can be shown through coordinate transformation that Eq. (39) distribution function; and the net change of the kinetic energy in the system, computed from the second velocity moment of the distribution function. The net change in mass is zero to numerical precision, independent of the resolution. This is guaranteed by the finite-volume discretization provided that the system boundaries are closed, which is ensured by specular reflection at radial boundaries and zero-flux boundaries at v r , v θ = ±v max . The total volume-integrated value of the radial momentum decreases with time from an initial value of zero, indicating that the original Maxwellian distribution function develops a drift toward the axis. As the grid is refined, the magnitude of the drift decreases toward zero, leading to smaller departures away from equilibrium. The value of the net azimuthal momentum stays fixed at zero for all time, indicating that numerical errors do not impart any rotation on the neutral gas represented by the distribution function. The total kinetic energy decreases with time from an initial value of 1.0 × 10 −2 , and the net change in the kinetic energy shrinks as grid resolution is increased, which is the expected result for a convergent algorithm. Fig. 5 shows the evolution of the net change in density and radial momentum as function of radius and time. For an equilibrium system, the net change should be zero, but due to numerical errors spatial variations develop at the axis and at the r max boundary. These arise due to the inability of the numerical method to exactly preserve the isotropic velocity dependence of the Maxwellian distribution function. The departure from a Maxwellian leads to a lack of cancellation of the terms in Eq. (10) and results in advection along the radial direction. The most significant departure from the equilibrium initial condition occurs at the axis where the advection speeds are largest. These features start off as localized spikes and then propagate into the domain, amplifying in time. The features amplify until they become on the order of the truncation error, at which point they are subject to numerical dissipation from the upwind spatial discretization, which smooths out these variations in cells that are at least 3h r away from the radial boundaries. As the grid resolution is increased, the variations converge to zero at the expected rate for a fourth-order discretization. In the context of a plasma, density features would lead to the generation of electric fields, which would result in more complicated dynamics induced by numerical errors and the ensuing departure from equilibrium.
Since analytically the net change in the solution should be zero, the convergence rate can be computed from 64 3 and 128 3 resolution simulations. The convergence rate p is computed using the L 1 -norm, such that for a discrete solution u N on a grid with N cells along each direction, Spike features arise at domain boundaries due to numerical errors and amplify in time until they are subject to dissipation by the upwind discretization, which causes them to smooth out into larger-wavelength numerical features. As the resolution is doubled the variations diminish by a factor of about fifteen for density and a factor of about twenty-five for momentum.
where V is the volume of the domain on which the variable u is defined. Evaluating the convergence rate for number density at time t = 10 (time step 50,000) yields a convergence rate of 4.23. Additional quantitative assessment of the convergence rate is shown in Fig. 6 where the L 1 -norm of the error for the distribution function and its moments are plotted as a function of grid spacing. Note that number density is a cell-averaged quantity, whereas the other moments are cell-integrated quantities. The electric field is zero in this neutral gas simulation, such that accuracy is not affected by the truncation error of the field solver. The distribution function converges at a rate of 4.7. Since time-discretization errors are much smaller than spatial-discretization errors, the convergence rate is expected to be between fourth and fifth order due to the combined use of fifth-order reconstructions and fourth-order flux evaluations [84] . Velocity moments of the distribution function likewise converge at a rate that is slightly higher than fourth-order. Based on the results in Figs. 4 to 6 it is expected that as long as the magnitude of the physical dynamics of interest are well above truncation error for the duration of a simulation, then numerical errors associated with lack of cancellation are unlikely to overwhelm a physical solution. Since the algorithm demonstrably converges at fourth-order, a convergence study can elucidate the significance of these errors in any given problem setup. It is possible that the discretization of the Vlasov equation can be modified so as to eliminate cancellation errors entirely. For example, for neutral gas dynamics, one can treat the (v r , v θ ) plane as being in polar coordinates [63, 64, 60] and thereby take advantage of the fact that characteristics are circles in this plane (see Fig. 3 ). For plasmas, however, the presence of a radial or azimuthal Lorentz acceleration in the Vlasov equation breaks this circular symmetry. Further characterization of these errors and possible means of addressing them are left as a topic for future research.
Investigating the behavior of the solution in a steady-state configuration yields insights into the numerical solutions obtained for dynamic problems. Here it is demonstrated that the finite-volume solution (a) converges to the expected steady-state value and (b) converges at the expected rate when applied to model an equilibrium. Verified convergence Fig. 6 . Convergence of the L 1 -norm of the error at time t = 10 (time step 50,000, t = 2 × 10 −4 ) in simulations of a uniform neutral gas in (r, v r , v θ ) coordinates using resolutions 64 3 , 96 3 , 128 3 . Shown are the L 1 -norms for the distribution function f , number density n, radial momentum p r , kinetic energy associated with radial motion e r , and kinetic energy associated with azimuthal motion e θ . All quantities converge at or slightly above fourth order because the dominant error is due to the spatial discretization, which uses fifth-order reconstructions and fourth-order quadratures.
yields confidence that in the limit of infinite resolution the approximate numerical solution approaches the true solution to the governing partial differential equation.
Ion confinement in a one-dimensional Z-pinch
The cylindrical coordinate Vlasov-Poisson solver described here is designed to study kinetic effects in axisymmetric plasmas. A one-dimensional plasma configuration is considered -that of the Z-pinch. Z-pinches feature a simple cylindrical geometry and rapid onset of instabilities, meaning they have fast dynamics that are accessible to kinetic simulations. Computational investigation of Z-pinch dynamics are typically carried out using fluid models; however, kinetic effects are believed to be important, particularly near the axis where the mean free path and Larmor radius can be large relative to the system size [90] and also in regions of large density gradients, which can lead to drift wave turbulence [91] .
In a Z-pinch, electrons carry the bulk of the current, and are thereby electromagnetically confined, whereas ions, which carry little current, are electrostatically confined. The objective here is to model this collisionless configuration along the radial direction, with ion dynamics modeled in (r, v r , v θ ) phase space coordinates, and electron distribution assumed to be fixed for all time. In an equilibrium setting this system can be described by the two-fluid model, such that ion pressure is balanced by the electric field
and electron pressure is balanced by the electric and magnetic field,
Assuming that electrons are stationary means physically that the electron density and pressure gradient are constant for all time, which implies that any change in E r is exactly balanced by a change in the u ze B θ term on time scales that are much faster than ion dynamics. In effect, due to their negligible inertia, electrons are assumed to act as a fixed non-uniform background.
To study ion dynamics, the ions are initialized to be radially displaced from the electrons, such that the ions are not in equilibrium with the electron profile -see Fig. 7 . The resulting electric field accelerates the ions toward the stationary electrons, and thereby the initial potential energy is converted into kinetic energy. The ions move toward the axis until they overshoot the electrons, causing the electric field to change sign and to accelerate the ions radially outward, and the process repeats. For small perturbations, this type of electrostatic oscillation is known as a Langmuir wave, and is well-characterized in the context of a spatially-uniform plasma, where the frequency as a function of wavelength of perturbation is prescribed by the Bohm-Gross dispersion relation derived from linear theory [92] . This dispersion relation, however, does not hold for large deviations from equilibrium and does not apply for the case of an axisymmetric Z-pinch because the plasma pressure is not uniform such that the plasma frequency and thermal speed can vary spatially. Moreover, in the kinetic model description, phase mixing also plays a role, such that the oscillation is nonlinear and can damp in time through mechanisms like Landau damping.
For the computational investigation of this problem, the ions and electrons are initialized to have a smooth radial profile with compact support, such that the densities are 
where r 0,i = 1.5 and r 0,e = 1.4. These polynomials satisfy the following constraints: for electrons r 0,e 0 n e rdr = 1, n e (0) = 0, n e (r 0,e ) = 0, n e (r 0,e ) = 0 and for ions r 0,i 0 n i rdr = 1, n i (0) = 0, n i (r 0,i ) = 0. The constraints on derivatives are meant to ensure smoothness and are not strictly necessary, but are helpful in the context of high-order discretizations when limiters are not used. Note that the density profiles are scaled so that the total ion charge in the system is one and the net charge is zero.
The ion velocity dependence is an isotropic zero-drift Maxwellian (Eq. (39) with A = 1) with thermal speed v T = 0.10, such that the temperature is spatially uniform. Since the electrons are assumed to be stationary their velocity dependence is of no consequence. The mean radius for each species can be evaluated using the expression 
such that r e ≈ 0.583 for all time and r i ≈ 0.686 at initial time. The mean radius indicates the average radial location of each species, and thereby provides a metric for evaluating the distance between the ion and electron distributions. The initial number densities, total charge density, and associated radial electric field, which can be derived from Gauss's law, are plotted in Fig. 7 .
The non-dimensionalized governing equations for the ions in (r, v r , v θ ) coordinates are given by Eqs. (8) and ( 3 grid is defined to be 
where
The L 1 -norm of the difference between solutions u N and u 2N defined at cell centers on two different grids is
where P i is an operator that denotes a high-order interpolation of the cell-centered solution on a given fine grid onto the cell centers (indexed by i) of the coarsest grid. To ensure that interpolation error is negligible compared to truncation error, this interpolation is chosen to be sixth-order accurate for φ and E r . The ratio of norms yields an estimate of the convergence rate p, such that
for the chosen refinement ratio of two. Table 1 shows the errors in the solution for two successive grid refinements and the associated convergence rate, which is consistently fourth-order. The largest errors for the distribution function are at r = r 0,i , where the initial density profile transitions from finite to zero. These localized errors diminish in time due to transport of ions to larger radii and due to numerical dissipation, which is why the convergence rate for the distribution function increases slightly as the solution evolves. Such errors can be reduced with smoother initial conditions and limiters, which are not explored here.
Long-time evolution of the distribution function f (r, v r , v θ ), averaged over each cell, is shown in Fig. 8 for a 128 3 resolution grid. As the ions are accelerated toward the axis, the bulk of the distribution function shifts toward negative v r , such that the magnitude of the shift is radius-dependent, which can be seen in the (r, v r ) plane. As the ions move toward the axis, they are compressed and heated, as evidenced by the distribution function widening in the (v r , v θ ) plane, which corresponds to an increase in thermal speed. When the ions overshoot the electrons they are accelerated in the positive radial direction, such that the bulk of the distribution function shifts toward positive v r . As the ions move away from the axis, they cool, resulting in a decrease in thermal energy seen by the narrowing of the distribution function in the (v r , v θ ) plane. Since the density depends on radius, the amount of time that it takes for a portion of the distribution function to move from the v r < 0 half-plane to the v r > 0 half-plane is also radius-dependent. This results in a non-linear oscillation.
Since the distribution function also moves along the radial direction, the oscillation is accompanied by phase mixing, and the development of substructures. The magnitude of the shifts in the v r direction decreases in time, and ultimately the distribution function reaches an equilibrium-like state, as indicated by the diminished amplitude of the fluctuations. The total integral of the ion distribution function in the system, and thereby the net mass and charge, is conserved to round-off error, as is guaranteed by the discretization. The evolution of the net ion momentum in the system is shown in Fig. 9 for grid resolutions 64 The evolution of the net temperature is shown in Fig. 10 . The net temperature is computed from the moments of the distribution function, such that analytically the temperature associated with plasma motion along the d-th direction is the difference between total and directed kinetic energy along the d-th direction:
where a scalar factor of ion mass is omitted as it is in effect one in this non-dimensionalized setting. From simulation data, the integrals in Eq. (50) are performed over the computational domain to fourth-order accuracy using the fourth-order quadrature rule given in Eq. (16) . A temperature anisotropy develops, such that the thermal energy associated with motion along the radial direction becomes greater than the thermal energy associated with motion along the azimuthal direction. Such anisotropy is expected since there are no collisions to drive the ions toward an isotropic distribution. The net gain in thermal energy comes at the expense of the potential energy, associated with the electric field.
The spatiotemporal evolution of ion number density is shown in Fig. 11 . At time t = 80 the mean radius of the ions is 0.722, such that the separation between the ions and electrons is 0.138. This separation distance is on the order of a Debye length, which is the distance at which the dynamic species (in this case the ions) screens out the electric field of the stationary electrons. Notably the Debye length (λ D = v T /ω pi ) does not have a single value in this system since plasma frequency is spatially dependent. As a point of comparison, the initial Debye length, using the initial condition thermal speed v T = 0.10 and plasma frequency defined in terms of the average number density in the system, is λ D = 0.283. Fig. 11 shows that the original monotonically-decreasing density profile later develops local minima and maxima, depending on the local motion of the ions. These profiles are consistent with the multi-modal structures in the electric field. The electric field evolution for the ion confinement simulation is shown in Fig. 12 . The electric field is initially negative (directed toward the axis) for r ∈ [0, 1.5] , and changes sign whenever ions overshoot the electrons as they move toward and away from the axis. The electric field magnitude decreases as a function of time, indicating that some of the original electric field energy is converted to kinetic energy. Unlike the initial condition (see Fig. 7 ), in which the electric field is localized, by the end of the simulation the electric field is non-zero throughout much of the domain. This means that ions have reached the r = r max boundary. A negative electric field develops at the periphery of the bulk ion density distribution, confining the ions to the stationary electrons. The initial ion oscillation has a period of approximately π (as evidenced in the density contours shown in Fig. 11(b) and electric field contours shown in Fig. 12(b) ), which corresponds to a frequency of two. This frequency is consistent with the Bohm-Gross dispersion relation in the low-temperature limit, which would predict an oscillation frequency of order unity for the plasma densities involved. The low-temperature approximation applies in this case since the initial thermal speed is v T = 0.10 and perturbation wavenumber is of order unity. Ultimately, however, nonlinear dynamics dominate the solution, and the initial coherent oscillation gives way to multi-modal fluctuations in space and time. These kinetic simulation results show that the ion dynamics and fields in this Z-pinch system evolve in a way that is qualitatively consistent with the physically expected behavior. At the same time, the simulations yield a vast amount of information regarding the details of ion dynamics in an axisymmetric setting. It is worth noting that our ability to analytically predict the kinetic behavior of axisymmetric systems in a quantitative way is rather limited, particularly in instances where the plasma is warm, non-uniform, and nonlinear effects are important [93] . This is why simulation capabilities such as these are critical to the development of a more complete understanding of plasma phenomena.
Conclusions
A fourth-order finite-volume Vlasov-Poisson solver is successfully developed for simulating axisymmetric plasma configurations in (r, v r , v θ ) cylindrical phase space coordinates. To ensure discrete conservation of the distribution function, the Vlasov equation is first cast into conservation-law form, which is derived through a phase space coordinate transformation. The spatial discretization relies on fifth-order polynomial reconstructions of the solution and a fourth-order quadrature rule that accounts for variations of the flux along the surface of a cell face. The quadrature rule is based on integrals of Taylor series expansions of functions and products of functions. The method provides a means of implementing high-order specular reflection boundary conditions, which are critical for adequately capturing plasma dynamics at the axis and for being able to simulate a closed system.
The solution is advanced forward in time using a fourth-order explicit Runge-Kutta scheme. The choice of explicit method places stringent constraints on the time step size because of the large advection speeds near the axis resulting from centrifugal and Coriolis accelerations. Thereby increasing resolution requires decreasing the time step size. These constraints on time step are alleviated in part through the use of high-order methods, which allow for enhanced accuracy simulations at modest resolutions and can be further alleviated through the use of implicit time-advance methods, which are not explored here.
The fourth-order discretization is applied to a uniform neutral gas system to quantitatively assess the algorithm's ability to preserve an equilibrium distribution function. It is noted that in cylindrical phase space coordinates, even a spatiallyuniform Maxwellian distribution function will exhibit advection due to the presence of centrifugal and Coriolis forces. Analytically, equilibrium is satisfied by the cancellation of multiple terms in the Vlasov equation -a cancellation that is not guaranteed in the context of a numerical discretization as numerical error alone can cause an equilibrium distribution function to evolve. Notably in a collisionless system there are no mechanisms to drive a function toward a given equilibrium state. As a result, equilibrium is not maintained by the finite-volume method, but the simulation results are shown to converge to equilibrium at a rate that is consistent with a fourth-order accurate discretization.
The algorithm is applied to simulate electrostatic ion confinement in a Z-pinch configuration, a problem in which ions are dynamic and electrons are assumed to be stationary. The distribution function and electric field are demonstrated to converge at fourth-order. The simulation results are consistent with expected behavior in that a peripheral electric field develops, confining ions to the electrons. As it evolves, the ion distribution function exhibits complex structures including local non-Maxwellian features due to phase mixing. Also observed are multi-modal features in the density and electric field and the development of temperature anisotropy due to compression of the collisionless ions. These simulations demonstrate the rich kinetic physics that in many respects can only be accessed through simulations. Because linear theory does not provide a straightforward means to analytically treat warm non-uniform axisymmetric kinetic plasmas, the algorithm described here presents an important and quantitatively verified means of advancing our understanding of unexplained plasma phenomena. Through the development of a robust high-accuracy continuum kinetic algorithm, this work presents an important step toward high-fidelity modeling of more generalized axisymmetric plasma configurations.
