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Amodular particle-continuum method is extended to include thermal nonequilibrium between translational and
rotational energy modes to simulate hypersonic steady-state ﬂows that exhibit small regions of collisional
nonequilibrium in a mainly continuum ﬂowﬁeld. This method loosely couples an existing direct-simulation
Monte Carlo code to a Navier–Stokes solver (computational ﬂuid dynamics) while allowing both time step and cell
size to be completely decoupled between each method. By limiting the size of the direct-simulation Monte Carlo
region to only areas in collisional nonequilibrium, the modular particle-continuummethod is able to reproduce full
direct-simulationMonte Carlo results for ﬂows with global Knudsen numbers of 0.01 and 0.002 while decreasing the
computational time required by factors of 2.94 and 28.1, respectively. The goal of the present study is to include
consistent models that separate rotational and translational modes in both ﬂow modules. Inclusion of rotational
relaxation decreases the computational cost of the modular particle-continuum method.
Nomenclature
Ch = heat transfer coefﬁcient
Cp = pressure coefﬁcient
C = shear stress coefﬁcient
d = diameter, m
e = energy per unit mass, J=kg
f = probability density function
g = relative speed, m=s
k = Boltzmann constant, 1:38  1023 J=K
m = molecular mass, kg
n = number density, 1=m3
P = average probability
p = pressure, Pa
Q = ﬂow quantity
q = heat ﬂux,W=m2
S = internal relaxation source term
T = temperature, K
u = velocity, m=s
w = source term
Z = collision number
" = energy, J
 = number of internal degrees of freedom
 = characteristic temperature, K
 = mean free path, m
 = coefﬁcient of viscosity, kg=ms; reduced mass, kg
 = mean collision frequency
 = mass density, kg=m3
 = reference cross section, m2
 = relaxation time, s
 = subrelaxation weight
	 = variable probability
! = variable hard sphere viscosity temperature exponent
Subscripts
ROT = rotation
ref = reference
s = species
TRA = translation
W = wall
1 = freestream
I. Introduction
A S A hypersonic vehicle enters a planetary atmosphere, thevariation of characteristic ﬂow length and time scales about the
vehicle leads to amultiscale gasﬂow.One parameter used to compare
the variation in length scales is the Knudsen number. At sufﬁciently
lowKnudsen numbers, many gas particle collisions occur around the
body and the ﬂow can be considered in collisional equilibrium such
that the velocity distribution function can be described by a small
perturbation from the equilibrium velocity distribution function.
When the ﬂow is considered near collisional equilibrium, continuum
ﬂow formulations such as the Navier–Stokes equations provide a
physically accurate description of the ﬂowﬁeld. Computational ﬂuid
dynamics (CFD) methods provide accurate and efﬁcient numerical
solutions to the Navier–Stokes equations. However, at highKnudsen
numbers, the ﬂow can be considered rareﬁed, or in collisional
nonequilibrium. In this regime, the approximations used to derive the
Navier–Stokes equations break down, and the ﬂow can only be
accurately described using a kinetic description. The direct-
simulationMonte Carlo (DSMC)method, ﬁrst proposed by Bird [1],
provides an approach that can accurately model dilute gas ﬂows
described by the Boltzmann equation. Although physically accurate
over all ﬂow conditions, the DSMC method becomes computation-
ally intensive at higher densities due to time and length scale
restrictions set by separating the move and collision processes. At
these higher densities, the approximations used to form the Navier–
Stokes equations are valid, and the ﬂow can be computed using CFD.
For many hypersonic ﬂows of interest, some regions of the ﬂowﬁeld,
such as the shock, boundary layer, and near-wake region, can be
sufﬁciently rareﬁed so that CFD cannot be used over the entire
ﬂowﬁeldwhile simultaneously having regions that can be considered
well within the continuum regime making full DSMC simulations
prohibitively expensive. Instead, a hybrid method can be employed
that takes advantage of the computational efﬁciency of CFD in
regions that are near collisional equilibrium, while maintaining the
physical accuracy of the DSMC in regions that are rareﬁed.
In addition to containing regions displaying continuum
breakdown, many hypersonic ﬂows have regions in which the
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rotational energy mode is not in equilibrium with the translational
modes. Although regions that are rareﬁed also show this thermal
nonequilibrium, other regions of the ﬂow, such as the ﬂow directly
behind a strong shock, can be considered near collisional equilibrium
while the difference between translational and rotational temper-
atures is still signiﬁcant. To decrease the size of the DSMC region,
which increases the numerical efﬁciency of the MPC method, a
rotational relaxation model that is consistent with the rareﬁed
module is implemented within the continuum module of the hybrid
method.
Previous work has been performed using a zonally decoupled
DSMC-CFD simulation method [2–4]. For these methods, a CFD
solution is calculated to a predetermined interface, then this
information is used as the boundary condition for the DSMC
simulation over the remainder of the domain. This method is only
valid when the rareﬁed region is completely downstream of the
continuum region with no recirculation occurring across the
interface. This is because the CFD solution is completely decoupled
from the DSMC solution.
Often, rareﬁed regions are highly localized, and twoway coupling
is required to obtain an efﬁcient, physically accurate simulation.
Various methods have been proposed that adaptively reposition the
interface between DSMC and CFD throughout the simulation using
different coupling methods between the two domains [5–9].
Reference [10] presents a discussion of the major considerations
involved in coupling a kinetic scheme with a continuum method,
as well as a summary of published work on past methods.
Recently, Schwartzentruber and Boyd have described a modular
particle-continuum (MPC) method that was ﬁrst developed for
one-dimensional (1-D) shock waves [11] and later extended to
two-dimensional (2-D) and axisymmetric ﬂows [12,13]. By limiting
the DSMCmethod to only regions that are rareﬁed, theMPCmethod
can achieve speedup factors exceeding three for transitional ﬂows
[14] and 13 for near-continuum ﬂows [13].
In addition to continuum breakdown, past hybrid methods applied
to hypersonic ﬂows have included continuum solvers that are
incapable of modeling the thermal nonequilibrium between
translational and rotational energy modes. To still maintain the
physical accuracy of the hybrid solver, regions in which thermal
nonequilibrium existed were automatically added to the DSMC
domain regardless of continuum breakdown [9,12,15]. Although the
results remained physically accurate, the additional breakdown
parameter increased the computational cost of the hybrid method.
Instead, by modeling the rotational relaxation in the continuum
solver, this region can be accurately modeled at a reduced computa-
tional cost.
The present study extends theMPCmethod to include a rotational
nonequilibriummodel in the continuum solver that is consistent with
the rareﬁed relaxation model [16] used in the DSMC module. By
including a rotational nonequilibrium model within the CFD
module, the regions that can be solved with CFD can be expanded
due to the increase in physical accuracy of the CFD module [17,18].
This, in turn, decreases the size of the DSMC region, which leads to
an overall decrease in the computational expense of the MPC
method. The elements of the MPC method, including the rotational
relaxation models used in each ﬂow module, the selection of the
interface location between ﬂow solvers, and information transfer
procedures between ﬂow modules, are described in Sec. II.
Section III describes the ﬂow conditions for the two cases used to
examine the effects of rotational nonequilibrium with the MPC
method, while Sec. IV compares full DSMC, full CFD, and MPC
predictions of macroscopic ﬂowﬁeld quantities and surface
properties and the computational expense of the MPC method
relative to full DSMC. Finally, conclusions drawn from these
simulations are presented in Sec. V.
II. Hybrid Method
The MPC code used in this study was developed to be capable of
simulating 1-D shock waves [11] and both axisymmetric and 2-D
steady-state hypersonic ﬂows [12,19]. It uses a CFD code, LeMANS
[20,21], for the continuum regions, while using the DSMC code,
MONACO [22], to simulate the rareﬁed regions.
A. Flow Modules
LeMANS is capable of simulating 2-D, axisymmetric, or three-
dimensional (3-D) steady-state continuum, hypersonic ﬂows using a
ﬁnite volume formulation of the Navier–Stokes equations, with the
added ability to account for vibrational and rotational non-
equilibrium. The inviscid ﬂuxes are solved using a modiﬁed form of
the Steger–Warming ﬂux vector splitting method, which is less
dissipative and can be used to calculate boundary layers. Themethod
switches back to the original form of Steger–Warming near shock
waves. Theviscous terms are calculated using properties at cell nodes
and cell centers. The no-slip condition is applied to wall boundaries,
while the inﬂow and outﬂow are treated as supersonic ﬂow. Time
integration is performed using a point-implicit method. It can also
simulate multispecies and weakly ionized ﬂows with ﬁnite rate
chemistry, but those models are not used in this study. The variable
hard sphere (VHS) model is used to calculate the viscosity–
temperature relation that can be formulated using Eqs. (1) and (2),
where !,ref , and Tref are constants, and dref is the species reference
diameter [1]. All results presented within this paper simulate
molecular nitrogen with a reference diameter of dref  4:17 
1010 m at Tref  273 K with a power law exponent of ! 0:75:
 ref

TTRA
Tref

!
(1)
ref  15


mkTref
p
2
d2ref5  2!7  2!
(2)
MONACO is a general cell-based implementation of the DSMC
method capable of simulating rotational and vibrational non-
equilibrium and multispecies ﬂow with ﬁnite rate chemistry. The
VHS collision model that replicates the macroscopic viscosity–
temperature dependence modeled in LeMANS is used. The
following subsections describe and compare the internal relaxation
processes modeled within both the CFD and DSMC modules.
B. Rotational Relaxation
Both the CFD and DSMC modules have the capability of
simulating rotational nonequilibrium [23]. For the CFD module, a
separate rotational energy equation is added to the total system of
equations solved. Equation (3) shows the time rate of change of
rotational energy per unit volume, where qROT is the rotational heat
ﬂux given by Fourier’s law,uds is the species diffusionvelocity given
by Fick’s law, and _wROT is the rotational energy source term:
@eROT
@t
r  eROTu  r  qROT  r

X
s
seROT;suds  _wROT (3)
_w ROT 
X
s
STRAROTROT;s  _wseROT;s (4)
Equation (4) shows that the rotational source term can be split into
two parts: a rotation–translation relaxation source and a source due to
the gain and loss of rotational energy through chemical reactions. For
this study of a single species gas, the chemistry source is always zero.
The rotation–translation relaxation source can be written as Eq. (5),
where eROT;s is the speciﬁc rotational energy based on the transla-
tional temperature, eROT;s is the current speciﬁc rotational energy,
ZROT;s is the rotational collision number, and coll;s is the mean
collision time. The rotational collision number, shown in Eq. (6), is
derived from Parker [24]. The mean collision frequency, which is the
inverse of the mean collision time, for the VHS model given by Bird
[1] is shown in Eq. (7):
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MONACO uses the variable rotational energy exchange
probability model of Boyd [16], which is also based on Parker
[24]. This formulation uses a probability of a rotationally inelastic
collision 	ROT;s"c that reproduces the macroscopic relaxation time
by satisfying Eq. (8), where "c is the total collisional energy between
the two particles, and f"c is the collisional energy probability
distribution function. Lumpkin et al. [25] found that the deﬁnitions of
continuum and particle relaxation times differ by a factor given by
Eq. (9), where int;TRA is the number of internal degrees of freedom
based on the translational temperature, and! is the VHS temperature
exponent. Figure 1 compares the predicted temperatures of an
adiabatic rotational relaxation process from both CFD and DSMC.
Despite differences in how relaxation is modeled, the twomodels are
consistent at the continuum limit, which results in excellent
agreement:
P ROT;s  1ZROT;s 
1
sROT;s

Z 1
0
	ROT;s"cf"c d"c (8)
DSMCint 
CFDint
1 	int;TRA=4  2!
 (9)
C. Interface Location and Continuum Breakdown
Both the accuracy and efﬁciency of a hybrid DSMC-CFDmethod
depend strongly on proper placement of the interface location. For
physical accuracy, the interface must be located within regions that
can be considered in collisional equilibrium, where the velocity
distribution is only slightly perturbed from equilibrium and the
Navier–Stokes equations are valid. To maximize efﬁciency, a hybrid
method requires the interface between CFD andDSMC to be located
near the edge of the collisional equilibrium region. TheMPCmethod
uses a gradient-length Knudsen number,ﬁrst proposed byBoyd et al.
[26] and Wang and Boyd [27]. Equation (10) shows the gradient-
lengthKnudsen number, where is the localmean free path, andQ is
some ﬂow quantity of interest. For this work, gradient-length
Knudsen numbers based on density, velocity magnitude, transla-
tional temperature, and rotational temperature are used:
KnGLQ  
rQQ
 (10)
Previous research has shown, for hypersonic reentry problems
[12,28] and 1-D normal shock waves [11], that regions where the
maximum gradient-length Knudsen number remains less than 0.05
display less than a 5% difference in ﬂow quantities predicted by
DSMC and CFD assuming perfect gas physics. Therefore, regions
where the maximum gradient-length Knudsen number exceeds 0.05
are simulated with DSMC to maintain physical accuracy within the
solution.
In addition to ensuring that the velocity distribution function is
near equilibrium at the interface, the rotational energy distribution
must also be near equilibrium. This is required so that the distribution
of internal energies assigned to particles in DSMC boundary cells
and relaxation rates calculated in bothﬂow solvers remain consistent.
In some regions of the ﬂow, the velocity distribution functions may
be very near equilibrium, while the rotational energy distribution
function requiresmore collisions to reach equilibrium. To ensure that
the rotational energy distribution function is near equilibrium, an
additional breakdown parameter must be applied that characterizes
the degree that the rotational energy distribution function departs
from equilibrium. The largest cause of the departure of the rotational
energy distribution function from the Boltzmann form is in regions
where the ﬂow is highly collisional and strong thermal relaxation
takes place, such as the ﬂow directly behind the bow shock in
hypersonicﬂow,where the density and translational energy are large,
but rotational relaxation is still signiﬁcant. To characterize this
process, the magnitude of the energy transferred by rotation–
translation relaxation processes is compared with the total amount of
energy stored in rotational energy, which results in a thermal
breakdown parameter seen in Eq. (11). This added breakdown
parameter is of the same form suggested by Schwartzentruber et al.,
as described in [12], but is further relaxed to take into account the
capability of calculating rotational relaxation processes in the
continuum solver:
KnROTNEQ  jTTRA  TROTj
2TROT
(11)
Figure 2 shows a comparison of translational temperature
prediction of the MPC method with (top) and without (bottom) the
rotational nonequilibrium switch activated along with full DSMC.
Without the nonequilibrium switch, the interface location between
CFD and DSMCmodules is located very near the shock. Since CFD
does not contain the physical accuracy required to model this portion
of the rotational relaxation process, as the rotational energy
distribution function is highly non-Boltzmann in this region, the
postshock temperatures are overpredicted compared with full
DSMC. With a breakdown parameter of 0.05, such that DSMC is
used in regions where the difference between translational and
rotational temperature exceeds 10%of the rotational temperature, the
portion of theﬂowﬁeldmodeledwith the continuum solver is slightly
decreased to only regions where the continuum solver is physically
valid, and agreement betweenMPC and full DSMC results is greatly
improved. Velocity and rotational energy distribution functions are
sampled from the full DSMC solution at locations at the edge of the
interface location predicted by each MPC simulation, denoted as A
andB in Fig. 2. Figures 3a and 3b, respectively, compare the velocity
distribution functions and rotational energy distribution function
sampled from DSMC with equilibrium theory at point A. Although
the velocity probability density functions are in excellent agreement
with equilibrium theory, the rotational energy distribution function
differs signiﬁcantly from equilibrium. The peak in rotational energy
probability density function at low rotational energies signiﬁes that
there is still a large number of particles that have not experienced a
rotationally inelastic collision at the postshock temperature and still
maintain the slope of an equilibrium probability density function at
the freestream temperature. In contrast, Figs. 4a and 4b compare the
Fig. 1 Comparison of adiabatic rotational–translational relaxation
processes predicted by DSMC and CFD.
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velocity and rotational energy distribution functions, respectively, at
the continuum interface location computed with the added
breakdown parameter at point B. At this point in the ﬂow, both the
velocity and rotational energy probability density functions are in
much better agreement with the equilibrium description, and the
models used in the continuum solver are valid. Since the equilibrium
rotational energy distribution function is calculated based on the
average rotational energy, comparison of higher-order moments,
such as the variance (calculated from sampled data and the
equilibrium distribution), can be used as a measure of degree of
rotational nonequilibrium. At point A, the sampled variance differs
by nearly 25% from equilibrium, while the sampled variance differs
by less than 10% from the equilibrium value at point B.
By applying a breakdown parameter that ensures that the energy
distribution function is near equilibrium, internal energies assigned
to particles in DSMC boundary cells are in excellent agreement with
the rotational energies predicted in a full DSMC simulation. This
ensures that the particles generated in the MPC method from the
energy distribution function at the interface are consistent with the
full DSMC simulation. This results in a ﬁnal breakdown parameter,
shown in Eq. (12):
BrmaxKnGL; KnGLTTRA ; KnGLTROT ; KnGLjVj; KnROTNEQ
(12)
Figure 5 shows the ﬁnal interface locations between rareﬁed and
continuum solvers for the two ﬂow conditions that are studied in this
paper. For ﬂow with a global Knudsen of 0.01, a large portion of the
ﬂowﬁeld, such as the thick bow shock, boundary layer, and wake
region, is rareﬁed. In contrast, only the near-wake and thin boundary
layers are rareﬁed at the lower Knudsen number. Even though the
interior of the bow shock is highly nonequilibrium at any density,
previous work [12] has shown that using DSMC in this region is not
required for accurate prediction of ﬂowﬁeld properties behind the
shock.
D. Information Transfer
The modular implementation of the MPC method allows both
DSMC and CFD modules to maintain their own mesh and data
structures. Information is transferred between each method using a
state-based coupling procedure. The state-based coupling procedure
assigns boundary cells on the edge of each module domain and
transfersﬂow information, such as density, velocity components, and
temperatures, to these cells from corresponding cells of the other
module. Figure 6 shows a schematic of how data are transferred
between the two modules at an interface location.
First, the interface location is found using the breakdown
parameter shown in Eq. (12). Next,DSMCoverlap cells are extended
to create a buffer region. This buffer region is used throughout the
unsteady portion of the simulation as the MPC method relaxes the
initial CFD solution to reproduce the full DSMC result. To obtain an
accurate DSMC prediction in rareﬁed regions, the buffer regionmust
be large enough to eliminate any error caused by the initially
inaccurate DSMC boundary conditions from the CFD module. For
this work, the buffer region is at least 20 mean free paths, which
ensures that a sufﬁcient number of collisions occur to eliminate any
error from the initial CFD solution propagating into the regions
considered rareﬁed. Periodically, the breakdown parameter is
reevaluated to ensure that the entire rareﬁed region is contained
within theDSMCdomain. Once the interfaces have stoppedmoving,
information from the DSMC region is passed to the CFD edges, and
the CFDmodule iterates. Particles are generated in DSMC boundary
cells using macroscopic averages and gradients calculated from the
Fig. 2 Comparison of translational temperatures predicted by the
MPC method with (top) and without (bottom) the rotational
nonequilibrium breakdown parameter compared with full DSMC of
Mach 12 ﬂow over a cylinder with a global Knudsen number of 0.01.
Fig. 3 Comparison of probability density functions predicted by DSMC and equilibrium theory at point A, shown in Fig. 2.
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corresponding continuum cell. Particle velocities are sampled from
the Chapman–Enskog velocity distribution function by an
acceptance–rejection technique suggested by Garcia and Alder
[29]. Rotational energies are assigned to each particle by sampling
the rotational energy distribution function by inverse transform
sampling. In CFD boundary cells, particle information is sampled in
corresponding DSMC cells, and a subrelaxation average, shown in
Eq. (13), is applied to reduce the statistical scatter in information
collected from DSMC [30]:
Q j  1  Qj1 Qj (13)
This performs a weighted average that applies a small weight to the
current sample while applying a larger weight to the previous
average. The MPC method then periodically switches between the
two modules while allowing information to be transferred,
adaptively moving the interface location at each module switch as
the entire ﬂowﬁeld iterates to the steady-state solution.
Fig. 4 Comparison of probability density functions predicted by DSMC and equilibrium theory at point B, shown in Fig. 2.
Fig. 5 Comparison of the ﬁnal continuum-rareﬁed interface locations for Mach 12 ﬂow over a cylinder at global Knudsen numbers of 0.002 and 0.01.
Interface
Overlap Cells
Continuum Simulation
Particle Simulation
DSMC Boundary Cells
NS Boundary Cells
Fig. 6 Hybrid particle-continuum coupling procedure [14].
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III. Flow Conditions
The implementation of rotational relaxation in theMPCmethod is
evaluated with simulation of hypersonic ﬂow of molecular nitrogen
about a cylinder with a freestream Mach number of 12 at two
Knudsen numbers. The freestream temperature is TTRA;1
TROT;1  217:5 K at a freestream velocity of u1  3; 608 ms1.
The cylinderwall temperature is set toTW  1000 Kwith full diffuse
reﬂection inDSMC simulations and a no-slip isothermal condition in
CFD simulations. The freestream density is set to two different
values of 1  7:48  105 kgm3 and 1  3:74  104 kgm3,
which correspond to global Knudsen numbers based on cylinder
diameters of Kn1  0:01 and Kn1  0:002, respectively. The
diameter of the cylinder simulated is d 8 cm. Constant time steps
of 1:5  108 s and 4:0  109 s are used in the DSMC method at
global Knudsen numbers of Kn1  0:01 and Kn1  0:002,
respectively, while a maximum Courant–Friedrichs–Lewy number
of 25 is used in all CFD simulations.
IV. Numerical Results of Nonequilibrium Flows
The purpose of theMPCmethod is to reproduce, towithin 5%, full
DSMC results at a reduced computational expense. This section
compares ﬂowﬁeld and surface property results obtained with full
DSMC, full CFD, and the MPC method for each of the ﬂow
conditions. In addition, code efﬁciency of the MPC method
compared with full DSMC is discussed.
A. Flowﬁeld Properties
Figure 7a qualitatively compares the translational temperature
contours calculated using full DSMC, full CFD, and the MPC
method along with the interface location between the two ﬂow
solvers for ﬂow over a cylinder with a global Knudsen number of
0.01. Overall, the MPC method is able to reproduce full DSMC
results while limiting the DSMC computation to areas that are
rareﬁed, such as the diffuse shock, boundary layer, and near-wake
region. Even in regions of the ﬂow where the continuum-based CFD
module is used, the MPC method has improved the agreement with
full DSMC over full CFD. This is because the DSMC module has
shifted the solution and provides an improved boundary condition to
the CFD module. The largest discrepancy between full DSMC and
the MPC results, which occurs far away from the body, remains
below 4%. Figure 7b compares the rotational temperature contours
predicted by DSMC, CFD, and the MPC method. Again, agreement
is very good, with the largest difference of less than 3%, occurring far
away from the body.
Figures 8a and 8b, respectively, compare the translational and
rotational temperature contours predicted by DSMC, CFD, and the
MPC method for the near-continuum case with a global Knudsen
number of 0.002. The largest discrepancy of 14% is located in the
shock interior, where the CFDmodule is used despite the ﬂow being
highly nonequilibrium. Differences between MPC and DSMC
results in the far-wake region, which are located entirely downstream
of the body in supersonic ﬂow, remain within 8% for translational
temperature and 5% for rotational temperature. Previous studies
[12,13] and the following subsection show that the differences in the
shock structure and far wake have very little effect on the prediction
of surface quantities. In addition, the MPC results remain within 2%
of full DSMC results throughout the rest of the shock layer and near-
wake region, which directly improve agreement of surface
predictions made by the MPC method with full DSMC.
Macroscopic quantities are extracted along two lines (shown in
Fig. 5) located at 45 and 135 from the stagnation streamline.
Figure 9a shows the prediction of translational temperature,
rotational temperature, and mass density along a 45 extraction line
for ﬂow with a global Knudsen number of 0.01. There is very good
agreement between full DSMC and theMPCmethod along the entire
extraction line. Especially in highly nonequilibrium regions where
large disagreements between full CFD and full DSMC are observed,
the difference between MPC and DSMC results is nearly
indistinguishable. Even in regions where the CFD module is used,
the MPC method has improved agreement with full DSMC
compared with the initial full CFD solution. Figure 9b shows the
comparison of ﬂow variables along the 135 extraction line, labeled
in Fig. 5. In general, full DSMC and CFD are in close agreement
alongmost of the extraction line, and theMPCmethodmaintains this
same level of agreement. However, near the body, full DSMC and
CFD are not in good agreement, while the MPC solution remains in
excellent agreement with the full DSMC solution. This improvement
near the body has a direct effect on surface property agreement with
full DSMC, which will be shown later. Figure 9c compares the
variation of macroscopic quantities predicted by DSMC, CFD, and
the MPC method along a 45 extraction line for the Kn1  0:002
ﬂow condition. At this ﬂow condition, the shockwas simulated using
CFD in theMPC simulation. Although there are some disagreements
in shock structurewith the full DSMC solution, all three methods are
in very good agreement from the postshock condition to midway
through the thermal boundary layer. Since the CFDmodule does not
accurately model the natural slip at this condition, full DSMC and
CFD are not in agreement in the near-wall region. However, the cells
very near to the surface are automatically tagged as DSMC cells with
the breakdown parameter, and the MPC results are able to reproduce
Fig. 7 Comparison of temperature contours predicted by DSMC, CFD, and theMPCmethod forMach 12 ﬂow over a cylinder with a global Knudsen
number of 0.01.
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full DSMC throughout the entire boundary layer. Figure 9d shows
the comparison of macroscopic quantities along the 135 extraction
line. As in the higher Knudsen number case, both CFD and DSMC
are in very good agreement far away from the body, and the MPC
method maintains this level agreement. However, near the wall,
where the ﬂow is highly nonequilibrium, full DSMC and CFD are in
poor agreement, while the MPC method maintains excellent
agreement with the full DSMC results.
Fig. 8 Comparison of temperature contours predicted byDSMC,CFD, and theMPC forMach 12ﬂowover a cylinderwith a globalKnudsen number of
0.002.
Fig. 9 Comparison along extraction lines of temperatures anddensity predicted byDSMC,CFD, and theMPCmethod forMach 12ﬂowover a cylinder
at two different global Knudsen numbers.
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B. Surface Properties
For many hypersonic ﬂow problems of interest, accurate predic-
tion of surface properties has a strong impact on vehicle design.
Predictions of heat transfer, shear stress, and pressure from full
DSMC, full CFD, and the MPC method are compared. Equ-
ations (14–16), respectively, show the deﬁnitions of the surface
pressure, shear stress, and heat transfer coefﬁcient used to compare
the surface properties predicted by the simulation methods, where p
is the pressure at thewall,p1 is the freestream pressure,  is the shear
stress at thewall, q is the heat transfer to thewall,1 is the freestream
density, and u1 is the freestream velocity:
Cp  p  p11=21u21 (14)
C  1=21u21 (15)
Ch  q1=21u31 (16)
Figure 10a compares the surface pressure and heat transfer
coefﬁcient on the cylinder surface predicted byDSMC,CFD, and the
MPC method for the Kn1  0:01 case. All three methods remain
within 5% of each other in the forebody region, while the full CFD
solution deviates from the full DSMC and MPC results as the ﬂow
expands around the cylinder. The largest difference between DSMC
and CFD is located in the aftbody of the cylinder, where CFD
overpredicts the surface pressure and heat transfer by over 200%. In
contrast, the MPC method remains in very good agreement with
DSMCalong the entire cylinder body. Figure 10b compares the shear
stress at the surface of the cylinder predicted byDSMC,CFD, and the
MPCmethod for theKn1  0:01 case. Again, all three methods are
in very good agreement along the forebody, but full DSMC and CFD
begin to differ as the ﬂow expands around the cylinder, and
nonequilibrium effects are large. In addition, the points where the
shear stress goes to zero can be used to compare the relative size of the
recirculation zone in the near-wake region. Full CFDoverpredicts the
size of the recirculation zone by 32% relative to full DSMC,while the
MPC method predicts a recirculation zone that differs from full
DSMC by 0.7%.
Figure 11a shows the surface pressure and heat transfer
coefﬁcients predicted by DSMC, CFD, and the MPCmethod for the
Kn1  0:002 case. For this higher density ﬂow, full CFD remains in
agreement with both DSMC and the MPC results along a larger
portion of the cylinder but still has large disagreement in the rareﬁed
Fig. 10 Comparison of surface quantities about the cylinder predicted by DSMC, CFD, and the MPCmethod for Mach 12 ﬂow over a cylinder with a
global Knudsen number of 0.01.
Fig. 11 Comparison of surface quantities about the cylinder predicted by DSMC, CFD, and the MPCmethod for Mach 12 ﬂow over a cylinder with a
global Knudsen number of 0.002.
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wake. Full CFD overpredicts the DSMC heat ﬂux by up to 40%,
while it underpredicts full DSMC surface pressure by up to 70%.
Interestingly, full CFD slightly underpredicts the surface heat ﬂux
along the edge of the recirculation zone, which occurs at angles
greater than 150. This could be due to the underprediction in the size
of this recirculation in full CFD relative to the full DSMC result.
Again, the MPC method remains in excellent agreement along the
entire surface with differences of less than 1.5% for both surface
pressure and heat transfer. Figure 11b compares the surface shear
stress predicted by DSMC, CFD, and the MPC method. Although
the difference between full CFD and DSMC has decreased with the
increase in freestream density, there is still some disagreement in the
magnitude in the wake region. Interestingly, now, full CFD
underpredicts the size of the recirculation zone by over 7% relative to
full DSMC, while the MPC method is within 1.5% of full DSMC.
C. Computational Performance
The MPC method reproduces full DSMC results by using DSMC
in rareﬁed regions while decreasing the computational cost by
limitingDSMC to only regions that are in collisional nonequilibrium.
Continuum regions are computed using an implicit Navier–Stokes
solver. By loosely coupling the methods and studying steady-state
ﬂows, the time step used by CFD can be over 100 times larger than
the time step required by DSMC for the corresponding ﬂow. In
addition, decoupling of the mesh densities allows CFD to be
unrestricted by DSMC cell size restrictions, and it can use cells that
are up to 18 times larger in area. This signiﬁcantly decreases the
computational time andmemory usage required by theMPCmethod
to reproduce full DSMC results. The decreases in computational cost
of the MPC method compared with full DSMC are summarized in
Table 1. To make a fair comparison, the number of sample time steps
after reaching steady state are the same for both full DSMC and the
MPC-DSMC module. In addition, all simulations are performed in
parallel with the number of processors selected such that the average
number of particles on each processor remains constant. Here, the
actual speedup is deﬁned as the ratio of the CPU time required for the
full DSMCcalculation to the CPU time required for theMPCmethod
calculation. The ideal speedup is deﬁned as the ratio of particles used
in a full DSMC simulation compared with the number in the
corresponding MPC simulation. Since the computational cost of a
DSMC simulation nearly scales linearly with the number of particles
in the simulation, this should be the upper limit for computational
speedup for that problem. TheMPCmethod actually outperforms the
ideal speedup ratio. This is because the unsteady portion of the MPC
computation is much less than that of the corresponding DSMC
simulation, since MPC simulations begin with a fully converged
CFD solution. The memory usage is deﬁned as the ratio of the
memory used by an MPC simulation to the memory used by the
corresponding DSMC simulation. Here, the MPC method requires
signiﬁcantly less memory compared with full DSMC for the higher
Knudsen number case and moderately less for the lower Knudsen
number case.
V. Conclusions
The implementation of rotational relaxationwithin aMPCmethod
was described and tested on hypersonic blunt-body conditions where
regions of the ﬂow exhibited collisional nonequilibrium. An MPC
method was outlined that uses existing DSMC and CFD codes with
very little modiﬁcation as modules within a hybrid code. This
implementation allows separate updates of either the DSMC or CFD
source codes, which reduces the development time of the hybrid code
as newer physical models are added to each code. It was found that
theMPCmethod can reproduce full DSMC results at a fraction of the
computational time. The rotational models used in both ﬂow
modules were described.
In addition, it was found that the empirical gradient-length
Knudsen number was not adequate to predict a non-Boltzmann
rotational energy distribution function. A separate breakdown
parameter that properly tags the ﬂow region where the rotational
energy distribution function is highly non-Boltzmann was proposed,
tested, and found to be adequate for the ﬂow conditions examined.
Macroscopic ﬂow variables predicted by full DSMC, CFD and the
MPC method were compared for two ﬂows with differing global
Knudsen numbers. Full CFD and DSMC remained in agreement in
regions that were in collisional equilibrium, but they differed
signiﬁcantly in regions of the ﬂow that were highly nonequilibrium.
TheMPCmethod remained in very good agreement with full DSMC
over the entire ﬂowﬁeld. Surface properties predicted by the three
methods were also compared. All three methods remained in
excellent agreement for both ﬂow conditions in the highly
compressed forebody. However, in the rareﬁed wake region, the full
CFD surface pressure and heat ﬂux differed by over 200 and 40%
compared with full DSMC for the Kn1  0:01 and Kn1  0:002
cases, respectively, while the MPC method remained in excellent
agreement, with differences of less than 5%, with DSMC along the
entire surface for bothﬂowcases. In addition, full CFDoverpredicted
the size of the recirculation zone in the near wake by over 32 and 7%
relative to full DSMC, while the MPC method remained within 0.7
and 1.5% relative to full DSMC for the Kn1  0:01 and Kn1 
0:002 cases, respectively.
The computational performance of the MPC method relative to
full DSMC was compared for the two ﬂow conditions. By using
DSMC only in regions that exhibit nonequilibrium effects, the MPC
method was a factor of 2.94 faster than DSMC for the higher
Knudsen number case. For the lower Knudsen number case, where a
larger portion of the ﬂowﬁeld can be simulated using the CFD
module, the MPC method was 28.1 times faster than DSMC.
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