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Avant-propos
Ce document dØcrit les travaux que j’ai effectuØs durant les pØriodes 1999-2005 au
Cemagref et 2005-2007 à l’INRIA Rennes - Bretagne Atlantique et plus prØcisØment au
sein de l’Øquipe projet Lagadic.
Le Cemagref, bien qu’Øtant un ESPT 1, se singularise fortement de ses homologues
comme le CNRS ou l’INRIA par exemple. Il se dit « nalisØ » dans le sens oø il se restreint
à des domaines d’applications bien prØcis. Dans ces domaines, il a un rôle de prospective
et se veut à l’Øcoute des diffØrents acteurs concernØs (pouvoirs publics, centres techniques,
industriels, Øquipementiers, etc.) pour dØnir des axes de recherche prioritaires. Cette façon
de fonctionner n’est malheureusement pas sans consØquence quant à la possibilitØ de mener
une recherche de haut niveau. Le principal obstacle concerne la pØrennitØ des travaux,
beaucoup trop courte à mon sens (de l’ordre de trois à cinq ans).
C’est dans ce contexte que ce document tente de synthØtiser les recherches que j’ai
menØes, tout en s’efforçant de dØgager un l conducteur. C’est ainsi que certains travaux
n’y sont donc volontairement pas prØsents, non pas qu’ils soient inintØressants mais ils nui-
raient malheureusement à la clartØ du document. Ils concernent en particulier le traitement
d’images, et plus prØcisØment la sØlection de points d’intØrŒt, dŁs l’image initiale, dans une
optique de suivi d’une telle primitive [Kermad et Collewet, 2001; Kermad et al., 2002],
la segmentation d’images couleur basØe sur l’Øtude des phØnomŁnes de la transparence
[GouiffŁs et al., 2004a; GouiffŁs et al., 2004b], l’extraction et le suivi de contours com-
plexes par contour actif [Mebarki et al., 2008; Dune et al., 2008] ainsi que le dØcodage
robuste de motifs de lumiŁre structurØe et codØe [PagŁs et al., 2005b].
D’un point de vue pratique, prØcisons que les rØfØrences à nos travaux sont signalØes
en italique.
1Établissement Public à caractère Scientifique et Technique.

Notations utilisØes
Notations gØnØrales
 a, λ : scalaire notØ en minuscule
 v : vecteur notØ en minuscule gras, vi dØsigne la i-Łme composante du vecteur v
 M : matrice notØe en majuscule gras, Mij dØsigne l’ØlØment situØ à l’intersection de
la i-Łme ligne et de la j-Łme colonne de la matrice M
 [v]× matrice de prØproduit vectoriel associØe au vecteur v
 M+ pseudo-inverse de la matrice M
 P dØsigne un point de la scŁne, il est dØcrit par le vecteur P = (XP , YP , ZP ). Il se
projette dans le capteur en p, dØcrit en coordonnØes projectives normalisØes par le
vecteur xp = (xp, yp, 1).
 M est un autre point de la scŁne, on introduit de façon similaire le vecteur X =
(X,Y, Z). Il se projette dans le capteur en m, dØcrit en coordonnØes projectives
normalisØes par le vecteur x = (x, y, 1).
 L’estimation d’une grandeur (scalaire ou matricielle) est indiquØe grâce au symbole ,ˆ
par exemple aˆ indique une estimation de la grandeur a.
Changements de repŁre  transformations

aMb : matrice homogŁne dØnie par
aMb =
(
aRb
atb
01×3 1
)
oø aRb et atb sont respectivement la matrice de rotation et le vecteur de translation
exprimant la transformation entre les repŁres Fa et Fb. aMb dØcrit la localisation du
repŁre Fb exprimØ dans le repŁre Fa.

cMo : Cas particulier de la matrice de pose : cMo dØcrit la localisation du repŁre de
la scŁne dans le repŁre de la camØra.
Asservissement visuel
 v : vitesse de la camØra exprimØe dans son repŁre, v = (v,ω) oø :
 v = (vx, vy, vz) : vitesse de translation
 ω = (ωx, ωy, ωz) : vitesse de rotation
 s : informations impliquØes dans la loi de commande
 Ls : matrice d’interaction relative à s
 Les grandeurs calculØes en position dØsirØe sont notØes à l’aide du symbole ∗, par
exemple : s∗ ou Ls∗ .
CHAPITRE 1
Introduction
Nos travaux concernent le domaine de l’asservissement visuel. D’une façon gØnØrale,
cette technique permet de contrôler le dØplacement d’un systŁme dynamique à l’aide d’une
ou plusieurs camØras, embarquØes ou non [Chaumette et Hutchinson, 2006; Chaumette et
Hutchinson, 2007], le systŁme considØrØ, tout comme la scŁne observØe, pouvant Œtre rØel
ou virtuel [Marchand, 2004]. Le plus souvent, on s’emploiera en fait à commander un robot.
Cette approche relŁve donc naturellement du domaine de la robotique. Les non-spØcialistes
du domaine n’y verront à notre avis pas beaucoup plus clair sans une dØnition plus prØcise
de ce que l’on entend, en robotique, par le mot « robot » ; le terme robotique Øtant à accepter
ici au sens de discipline scientique.
En effet, pour le plus grand nombre, il s’agira d’une machine à l’aspect humain des-
tinØe au travail. C’est en fait le sens primaire tel qu’il est apparu pour la premiŁre fois en
1921 dans la piŁce RUR de son auteur tchŁque Karel Cˇapek. Ce sigle dØsignait l’entreprise
Rosum’s Universal Robots, qui fabriquait à la chaîne des humains organiques articiels
destinØs à faire le travail à la place des hommes. Le mot « robot » est donc un nØologisme.
Il est toutefois issu du tchŁque robota (corvØe) et de mŒme racine que du russe rabota (tra-
vail) ou rabotnik (travailleur) 1. Le terme « robotique », quant à lui, a ØtØ introduit dans la
littØrature par Isaac Asimov en 1942 dans le livre Runaround. Il y Ønonce en particulier
les trois cØlŁbres lois de la robotique. Les progrŁs technologiques aidant, peu à peu la lit-
1Certains y voient aussi un lien avec les racines « rab », « rob » ou « rabu » de diverses langues slaves signifiant
serf ou esclave. Le lien étymologique entre « travail » et « esclave » se retrouve également dans d’autres langues.
En grec moderne, par exemple : douleia, pour le travail, et doulos, pour l’esclave. Plus révélateur encore, douleuw
signifiait « être esclave » en grec ancien et signifie « travailler » aujourd’hui. Concernant le français, « travail » est
issu de l’ancien français « tourment », « souffrance » et du latin tripalium, ce fameux instrument de torture à trois
pieux. . . (Propos tenus par les romanciers Rémi Bertrand et Alain Van Crugten recueillis sur le site internet de
Vincent Engel (http ://www.vincent-engel.com/), lui-même romancier).
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tØrature et le cinØma de science-ction conduiront à une autre dØnition du mot « robot »,
sans toutefois exclure sa premiŁre acceptation, un robot pouvant Œtre aussi un « humain »
entiŁrement mØcanique, c’est-à-dire dotØ des mŒmes facultØs de mouvement, de perception
et de prise de dØcisions. Il va sans dire que cette dØnition ne reŁte en rien la rØalitØ et
n’est donc aucunement satisfaisante.
Dans l’industrie, le sens le plus conventionnel se rapportera plutôt à celui d’automate
programmable, c’est-à-dire à un systŁme mØcanique oø les tâches à effectuer sont apprises
puis rØpØtØes quel que soit son environnement. On parle le plus souvent mŒme de « robot
industriel ». On le rencontre dans l’industrie manufacturiŁre ; l’exemple le plus connu Øtant
celui de l’industrie automobile oø les tâches d’assemblage, de soudage et de peinture sont
effectuØes exclusivement maintenant par des robots. On retrouve en somme la dØnition
primaire du mot « robot », toute la nuance Øtant à prØsent dans la nature mŒme des tâches
à effectuer. On y perçoit de ce fait Ømerger une notion d’autonomie pour rØaliser les dites
tâches.
La robotique, en tant que discipline scientique, vise nalement à doter un systŁme mØ-
canique du degrØ d’autonomie nØcessaire à la rØalisation d’une tâche donnØe. Ce systŁme
mØcanique se verra donc ØquipØ d’un certain nombre de capteurs, couplØs à une certaine
puissance de calcul pour exploiter, en temps rØel, les mesures fournies par ses capteurs. Ces
capteurs sont principalement de deux types :
 proprioceptifs, ils doivent permettre en premier lieu de remonter à l’Øtat complet du
systŁme à commander. NØanmoins, ils peuvent s’avØrer sufsants dans certains cas
pour rØaliser des tâches trŁs simples comme le suivi d’une trajectoire apprise qu’il
s’agira de rØpØter par exemple.
 extØroceptifs, ils doivent permettre d’apprØhender l’environnement extØrieur au sys-
tŁme dans lequel il est amenØ à Øvoluer et lui assurer ainsi le degrØ d’autonomie
recherchØ.
Forte des informations issues des diffØrents capteurs, la loi de commande se chargera,
quant à elle, de modier l’Øtat du systŁme pour l’amener d’un Øtat initial à un Øtat dØsirØ,
tout en assurant à la fois son intØgritØ et celle de son environnement. Environnement à
prendre au sens le plus large, il peut s’agir en effet d’autres robots, d’obstacles, Øventuel-
lement mobiles, voire d’humains, s’il est amenØ à interagir ou à coopØrer avec eux comme
ce peut Œtre le cas en robotique de service.
Les travaux dØcrits dans ce manuscrit portent d’une façon gØnØrale sur les asservis-
sements visuels, c’est-à-dire sur la synthŁse de schØmas de commande d’un « robot » par
bouclage d’informations issues d’un capteur de type camØra vidØo 2. Plus prØcisØment, ce
type d’approche repose sur l’Ølaboration d’une commande permettant d’amener le robot
de sa situation initiale à sa situation dØsirØe (Øventuellement fonction du temps pour une
2Signalons que ces techniques d’asservissement visuel peuvent également appréhender d’autres capteurs plus
complexes comme les capteurs échographique [Krupa et Chaumette, 2006] ou omnidirectionnel [Barreto et al.,
2002] par exemple. En outre, elles peuvent très bien se transposer à d’autres capteurs, comme à des capteurs
proximétriques pour la commande de robots mobiles [Samson et al., 1991] ou à des capteurs d’altitude utilisés
en robotique sous-marine[Santos et al., 1995], on parle alors de commande référencée capteur. Historiquement,
c’est même la commande référencée capteur qui est à l’origine de la commande référencée « vision » [Chaumette,
1990].
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trajectoire) grâce à des informations s et s∗ fournies respectivement par une (ou plusieurs)
camØra(s) embarquØe(s) ou dØportØe(s) en situations courante et dØsirØe.
Si le capteur « camØra » se particularise par rapport à d’autres capteurs utilisØs en robo-
tique (comme par exemple des capteurs proximØtriques de type tØlØmŁtre) de par sa grande
richesse d’informations qu’il fournit, et cela à des cadences qui peuvent Œtre maintenant trŁs
ØlØvØes [Nakabo et al., 2000; Ginhoux et al., 2004], son utilisation n’est toutefois pas sans
poser de problŁmes thØoriques inhØrents à sa façon mŒme de percevoir son environnement :
 En premier lieu, ce capteur ne dØlivre qu’une information bidimensionnelle d’un
monde tridimensionnel. En effet, l’image de la scŁne est obtenue par le biais d’une
projection de l’espace 3D sur le plan 2D du capteur. De ce fait, on a longtemps pensØ
que la reconstruction 3D de la scŁne observØe Øtait un prØalable à tout mouvement
d’un robot 3. En fait, comme on le verra dans les prochains chapitres, il est tout à
fait possible de s’affranchir de cette phase de reconstruction 3D en utilisant exclusi-
vement des informations visuelles s issues directement du capteur, donc de type 2D
(comme les coordonnØes de points par exemple). Il s’agira alors de garantir que la
trajectoire du robot gØnØrØe à partir de ces informations visuelles est satisfaisante.
 En outre, le champ de vision d’un tel capteur est limitØ. Il faudra donc s’assurer, en
premier lieu, que la scŁne est visible depuis la position initiale du robot. Quel que
soit le type d’informations s choisi (2D, 3D, 2D1/2), le schØma de commande doit
ensuite garantir que les mouvements gØnØrØs par la loi de commande conduiront à
conserver dans le champ de vision de la camØra les informations visuelles permettant
le calcul de s, sous peine de mise en Øchec de la tâche à rØaliser.
 La connaissance des informations visuelles dØsirØes s∗ peut s’avØrer Œtre Øgalement
problØmatique, en particulier dans le cas d’informations de type 2D. Elles sont gØ-
nØralement obtenues par le biais d’un apprentissage, quand celui-ci est possible à
rØaliser. Dans ce cas, le robot est amenØ à sa position dØsirØe et la camØra acquiert
simplement l’image de la scŁne. Sinon, elles sont estimØes grâce à une projection
d’un modŁle de l’objet à la pose dØsirØe. Cette approche repose, bien entendu, sur
une modØlisation prØcise de l’objet et du dispositif de projection ainsi que sur son
Øtalonnage parfait.
 L’information fournie par un tel capteur est une information de luminance alors que
ce qui intØresse le concepteur de la loi de commande est le plus souvent une in-
formation de type gØomØtrique. Il s’en suit nØcessairement d’importants travaux en
traitement d’images pour extraire les informations s à partir de l’image acquise en
position initiale, pour les mettre en correspondance avec les informations dØsirØes
s∗ mais aussi, et surtout, pour maintenir cette mise en correspondance tout au long
du mouvement du robot. Ces diffØrentes tâches ne sont pas simples, en particulier
dans le cas oø des variations de luminance doivent Œtre considØrØes, soit parce que la
scŁne n’est pas Lambertienne et / ou parce qu’elle subit des variations de l’Øclairage
ambiant, voire parce qu’elle se dØplace par rapport à la source d’Øclairage.
Par ailleurs, mais comme c’est le cas dans tout problŁme d’asservissement, il faudra
Øgalement se poser le problŁme de la stabilitØ du systŁme bouclØ par les informations s,
3Cette façon de raisonner a conduit à la fin des années 70 aux travaux organisés autour de la structure bien
connue « Look and Move » [Rosen, 1976; Tani et al., 1977].
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stabilitØ globale ou pour le moins locale, et cela en prØsence d’erreurs de mesure ou d’Øven-
tuelles imprØcisions des modŁles utilisØs (modŁle de la camØra, modŁle du robot, modØli-
sation imprØcise des informations s ou encore estimation erronØe de certains paramŁtres,
comme la profondeur de l’objet par exemple). Le concepteur de la loi de commande de-
vra aussi garantir l’absence de singularitØ dans l’espace de travail tout comme l’absence
de minima locaux. Il devra, enn, assurer un bon dØcouplage des informations s avec les
variables de contrôle garantissant une trajectoire du robot satisfaisante.
Finalement, le but de tout asservissement visuel consiste à sØlectionner des mesures
dØcrites par s et à Ølaborer une loi de commande permettant le contrôle des degrØs de libertØ
souhaitØs tout en assurant les diffØrentes contraintes ØnoncØes ci-dessus... Le problŁme
n’est donc assurØment pas simple.
Contributions. Nos contributions au domaine de l’asservissement visuel ont dØbutØ
par le biais d’un projet inscrit au contrat de plan État-RØgion Bretagne 1994-1998 lors
d’une collaboration entre l’INRIA (plus prØcisØment le projet TEMIS) et le Cemagref de
Rennes 4. C’est dans ce cadre que j’ai effectuØ mes travaux de thŁse [Collewet, 1999]. À
cette Øpoque, les recherches dans ce domaine portaient, de façon trŁs gØnØrale, sur la com-
prØhension et l’amØlioration du comportement des diffØrentes techniques d’asservissement
visuel et, de ce fait, des scŁnes trŁs simples Øtaient utilisØes pour s’affranchir des problŁmes
de traitement d’images que nous avons ØvoquØs plus haut (voir cependant les travaux rap-
portØs dans [CrØtual, 1998], Øgalement rØalisØs dans le cadre du projet VIDAC). C’est ainsi
que le plus souvent des objets de forme plane et dotØs de marqueurs Øtaient apprØhendØs ou,
le cas ØchØant, des objets parfaitement connus par le biais d’un modŁle CAO par exemple
[Marchand et al., 2001; Drummond et Cipolla, 2002]. Le champ applicatif considØrØ Øtait
alors, par voie de consØquence, restreint à celui de l’industrie manufacturiŁre.
De par les domaines d’applications traitØs au Cemagref, nous avons ØtØ confrontØs à
cette Øpoque à d’autre type de scŁnes, en particulier issues des secteurs agricole et agroali-
mentaire. Ce changement du domaine applicatif ne fut pas anodin car se posa trŁs rapide-
ment un certain nombre de problŁmes thØoriques 5. Ils peuvent se rØsumer en se posant la
question suivante : comment rØaliser (par asservissement visuel) une tâche de positionne-
ment prØcis vis-à-vis d’un objet mal connu ?
C’est en effet le cas de gure que nous avons rencontrØ dans bon nombre d’applica-
tions. Citons par exemple la robotisation de la traite des vaches laitiŁres, oø il s’agit de
poser quatre gobelets trayeurs sur chacun des trayons de l’animal ; les applications de tra-
çabilitØ dans les abattoirs oø il faut rechercher un tatouage sur une piŁce de viande puis,
une fois localisØ, rØaliser une tâche de focalisation pour assurer sa lecture par reconnais-
sance optique. La mŒme problØmatique fut Øgalement prØsente pour la rØalisation de tâches
de caractØrisation de produits de type agroalimentaire ; une camØra devait se dØplacer par
rapport à des objets circulant en vrac sur des convoyeurs pour effectuer certaines mesures
(gØomØtriques ou colorimØtriques par exemple, en rapport avec la qualitØ du produit) et
aboutir de cette façon à un tri de ces produits. Dans ces diffØrents cas de gure, il s’agissait
4Projet VIDAC : VIsion Dynamique Active et Communication : applications à la télésurveillance et à l’industrie
agroalimentaire.
5Plus généralement, c’est également le cas en robotique non manufacturière [Dauchez, 2000].
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en fait de dØplacer par asservissement visuel un bras porteur de la camØra et de rØaliser
ainsi une tâche de positionnement par rapport à un objet mal connu. Ce contexte applicatif
explique par ailleurs le fait que nos travaux se restreignent au cas d’une camØra embarquØe
et jamais dØportØe. Ils expliquent Øgalement pourquoi nous n’avons pas abordØ le domaine
de la robotique mobile.
S’efforcer de rØpondre à la question que nous nous sommes posØe à la page prØcØdente,
à savoir : « comment rØaliser (par asservissement visuel) une tâche de positionnement prØ-
cis vis-à-vis d’un objet mal connu ? » fut en fait le l conducteur des diffØrents travaux
rapportØs dans ce document. Diverses approches ont ØtØ proposØes, elles reposent cepen-
dant toutes sur la mŒme idØe gØnØrale : s’affranchir le plus possible de la scŁne observØe
ou, en d’autres termes encore, assurer une indØpendance la plus grande possible vis-à-vis
de cette scŁne 6. Dans ces conditions, nos contributions ont portØ sur les thŁmes suivants :
 En premier lieu la texture des objets à traiter peut Œtre inconnue, ou mŒme trop com-
plexe à exploiter, de telle sorte qu’il faille considØrer le contenu de l’image comme
inconnu. Du point de vue de l’asservissement visuel, il n’est alors plus permis de
faire l’hypothŁse de la prØsence de tel ou tel indice visuel dans l’image. Une ma-
niŁre d’aborder ce problŁme consiste à proposer certaines informations visuelles non
gØomØtriques. En effet, cette façon de procØder conduit à une approche beaucoup
moins dØpendante de l’apparence des objets observØs. De plus, elle Øvite les diffØ-
rentes phases de mise en correspondance, toujours dØlicates à rØaliser. Deux types
d’informations visuelles ont ØtØ investiguØs. Dans le cadre de la thŁse d’Ali Alhaj
[Alhaj, 2004], nous avons proposØ l’utilisation d’informations visuelles basØes sur
les paramŁtres d’un modŁle de mouvement afne. Lors de ma deuxiŁme annØe de
dØtachement au sein du projet Lagadic de l’INRIA, nous avons utilisØ directement
l’information de luminance en supposant la luminance constante pendant toute la
durØe de la tâche à effectuer.
De mŒme, une autre approche permettant de s’affranchir de la texture de l’objet
concerne le couplage de l’asservissement visuel et de la lumiŁre structurØe. Dans ce
cas, les informations visuelles sont apportØes directement par le motif projetØ. Nous
nous sommes focalisØs sur de telles approches dans le cadre de la thŁse de Jordi Pa-
gŁs [PagŁs, 2005] en considØrant tout aussi bien les cas oø l’Øclairage Øtait dØportØ
qu’embarquØ. Dans le cas dØportØ, une matrice codØe constituØe de points lumineux
a permis de s’affranchir, de surcroît, de tout algorithme de mise en correspondance.
Quant au cas embarquØ, un capteur basØ sur quatre faisceaux laser a rendu les phases
d’extraction et de suivi des indices visuels triviales. Nous avons ensuite conçu la
gØomØtrie du capteur de maniŁre à assurer un bon comportement du systŁme bouclØ,
tant du point de vue de sa stabilitØ que des trajectoires gØnØrØes.
 L’objet Øtant inconnu, il est lØgitime de considØrer le cas oø l’image dØsirØe est incon-
nue et, a fortiori, n’importe quelle primitive gØomØtrique 2D en position dØsirØe. En
6Certains pourront y voir un conflit avec le concept prôné en vision active [Aloimonos et al., 1987; Bajcsy,
1988; Ballard, 1991] ou en vision intentionnelle [Aloimonos, 1990] selon lequel une solution moins générique,
mais plus efficace, doit être recherchée. Néanmoins, ce concept exige, par essence, un but bien précis ainsi qu’un
cadre bien déterminé [Aloimonos, 1990]. Les applications que nous venons de citer ne vérifient malheureusement
pas ce prérequis.
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effet, comme nous l’avons dØjà ØvoquØ, ces primitives sont gØnØralement obtenues
par apprentissage ou grâce à un modŁle 3D de l’objet. Dans le cas des applications
qui nous ont intØressØes au Cemagref, la variabilitØ biologique des produits d’une
mŒme classe impliquait un positionnement du capteur adaptØ à chaque produit, un
apprentissage n’Øtait donc plus possible. Il s’agit là d’une distinction notable avec
les objets rencontrØs dans l’industrie manufacturiŁre oø, au contraire, ils se doivent
de respecter des contraintes strictes de fabrication, en particulier de type gØomØ-
trique, autorisant ainsi un unique apprentissage valide pour tous les objets d’une
mŒme classe. Nous nous sommes donc intØressØs au cours de la thŁse d’Ali Alhaj à
l’utilisation d’une technique de reconstruction 3D locale par vision dynamique per-
mettant de s’affranchir de la connaissance de cette image. Son couplage avec la loi
de commande a permis de s’assurer, en pratique, que la zone d’intØrŒt reste visible
tout au long de la rØalisation de la tâche.
 La gØomØtrie de l’objet peut Øgalement Œtre inconnue. Lors de ma premiŁre annØe de
dØtachement au sein du projet Lagadic, nous avons proposØ une approche uniØe ne
nØcessitant pas cette connaissance. Elle est uniØe dans le sens oø elle a conduit à la
rØalisation de tâches de positionnement par rapport à un objet de forme quelconque,
aussi bien plan que non, sans avoir, bien Øvidemment, à passer d’un modŁle de l’objet
à un autre comme cela a pu Œtre proposØ dans la littØrature (voir par exemple [Irani
et Anandan, 1998; Schindler et Suter, 2006]). DiffØrentes solutions ont ØtØ proposØes
pour garantir la robustesse de notre approche à la forme de l’objet observØ.
 Outre les propriØtØs physiques de l’objet lui-mŒme qui peuvent Œtre inconnues, nous
avons considØrØ que la gØomØtrie de la scŁne pouvait l’Œtre Øgalement, voire qu’elle
pouvait Œtre dynamique. PrØcisons que l’on entend ici par gØomØtrie de la scŁne, les
positions relatives du triplet observateur / objet / Øclairage. ConsidØrer une scŁne dy-
namique est donc tout à fait lØgitime dans un contexte d’asservissement visuel. C’est
ainsi que nous nous sommes focalisØs dans le cadre de la thŁse de MichŁle Gouif-
fŁs [GouiffŁs, 2005] sur la modØlisation des phØnomŁnes de rØexion. Ce travail a
conduit à l’Ølaboration d’un algorithme de suivi de motifs texturØs à partir d’infor-
mations de luminance, mais aussi de chrominance, robuste à toute modication de
cette gØomØtrie, permettant ainsi une indØpendance vis-à-vis de variations de lumi-
nance, qu’elles soient dues à l’apparition de spØcularitØs ou mŒme, à un changement
d’irradiance de la scŁne. En outre, à l’occasion de mon dØtachement au sein du pro-
jet Lagadic, nous avons mis à prot cette modØlisation pour introduire directement la
luminance dans une loi de commande, tout en nous permettant de prendre en compte
le caractŁre dynamique de la scŁne.
Comme le lecteur peut le constater, les travaux prØsentØs ci-dessus conduisent à une
certaine forme d’indØpendance. Elle s’exerce nØanmoins à divers degrØs. Nous avons donc
organisØ nos contributions suivant ce degrØ d’indØpendance. Ce document se structure ainsi
en trois chapitres :
 Le chapitre 2 rapporte tout d’abord les diffØrentes techniques se rØclamant de l’as-
servissement visuel ainsi que les fondements thØoriques sur lesquels elles reposent.
 Le chapitre 3 prØsente nos travaux visant à s’affranchir de l’objet d’intØrŒt lui-mŒme,
c’est-à-dire du contenu des images issues de sa projection sur le capteur de la camØra
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mais Øgalement de sa gØomØtrie.
 De façon plus gØnØrale, le chapitre 4 regroupe nos contributions nous permettant
de nous affranchir de la scŁne en elle-mŒme ; c’est-à-dire de l’objet mais surtout de
l’environnement dans lequel il est amenØ à Øvoluer et ainsi de pouvoir prendre en
compte explicitement le caractŁre dynamique de cette scŁne.
Ce document s’achŁve par un chapitre de conclusion, nous y Øvoquons Øgalement
quelques perspectives de recherche.

CHAPITRE 2
L’asservissement visuel
Comme ØvoquØ dans le chapitre introductif à ce manuscrit, le couplage entre une ca-
mØra et un robot permet de le dØplacer d’une position courante à une position dØsirØe
vis-à-vis d’une scŁne d’intØrŒt. Les techniques utilisØes relŁvent de l’asservissement vi-
suel, c’est-à-dire de la commande d’un systŁme en boucle fermØe, ici le robot, grâce à des
indices visuels extraits d’images acquises par la camØra.
Bien sßr, des approches en boucle ouverte existent [Rosen, 1976; Tani et al., 1977],
mais elles sont bien Øvidemment trŁs peu robustes car beaucoup trop sensibles aux erreurs
de calibration de l’ensemble robot / camØra. La premiŁre utilisation de la vision en boucle
fermØe est due à Shirai et Inoue [Shirai et Inoue, 1973] qui dØcrivirent comment un capteur
de vision pouvait limiter l’inuence de ce type d’erreur et ainsi augmenter la prØcision du
positionnement. On parlait alors de retour par vision mais, c’est à Agin [Agin, 1979] 1 que
l’on doit l’apparition du terme asservissement visuel. Depuis, cette approche a reçu ses
lettres de noblesse et joue maintenant un rôle important dans la communautØ robotique. En
effet, les asservissements visuels ont montrØ qu’ils Øtaient à mŒme d’apprØhender des appli-
cations ou des environnements trŁs complexes comme la conduite automobile autonome, la
commande de robots sous-marins, de robots à pattes (bipŁdes voire plus) ou humanoïdes,
de robots pour le handicap, de robots volants comme des dirigeables ou des drones (de
type mini avion ou hØlicoptŁre) et de robots mØdicaux, en plein essor actuellement. Le lec-
teur trouvera de plus amples descriptions en consultant les actes des diffØrentes JournØes
Nationales de la Recherche en Robotique (JNRR) par exemple.
Nous dØcrivons maintenant les fondements sur lesquels s’appuient les techniques d’as-
servissement visuel 2 et renvoyons le lecteur intØressØ par de plus amples dØtails aux tuto-
1Cet article a longtemps été attribué par erreur à Hill et Park (voir [Agin, 1985]).
2Toutefois, comme évoqué dans le chapitre d’introduction, nous restreignons notre description au cas d’une
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riels rapportØs dans [Hutchinson et al., 1996; Chaumette et Hutchinson, 2006; Chaumette
et Hutchinson, 2007].
DŁs à prØsent, nous faisons la distinction entre contrôler les 6 degrØs de libertØ du por-
teur, ce qui permet de rØaliser une liaison rigide entre la camØra et la scŁne, et ne contrôler
que m degrØs de libertØ (m < 6) et ainsi en laisser libres 6 −m pour Øventuellement rØa-
liser une autre tâche selon le formalisme de redondance [Espiau et al., 1992] comme nous
le verrons ci-aprŁs.
2.1 Contrôler les 6 degrés de liberté d’un porteur
Le plus souvent, le but de tout asservissement visuel consiste à contrôler les 6 degrØs
de libertØ du porteur en minimisant le signal d’erreur :
e = s(r(t), t)− s∗ (2.1)
oø s est un vecteur de dimension k (k ≥ 6) dØcrivant k informations obtenues pour la
situation courante r(t) du capteur vis-à-vis de la scŁne (r est donc un ØlØment de SE(3)),
s∗ dØcrivant ces mŒmes informations mais obtenues en situation dØsirØe r∗ (s∗ = s(r∗)).
Comme dØjà mentionnØ dans le chapitre introductif, rappelons que l’obtention de s∗ n’est
pas forcØment triviale comme il peut y paraître.
À ce stade, on comprend intuitivement que l’Ølaboration d’une loi de commande en
boucle fermØe sur s nØcessite de connaître la relation qui lie sa variation à celle des variables
de commande. Une phase de modØlisation de l’interaction du capteur avec l’environnement
qu’il visualise s’avŁre donc nØcessaire.
2.1.1 Modélisation
Pour ce faire, Øcrivons la dØrivØe temporelle de s :
s˙ =
∂s
∂r
r˙ +
∂s
∂t
= Lsv +
∂s
∂t
(2.2)
oø Ls est la matrice d’interaction bien connue [Espiau et al., 1992], elle est de dimension
k × 6 ; v est la vitesse de la camØra exprimØe dans son repŁre, elle peut Œtre dØcomposØe
en une composante de translation v = (vx, vy, vz) et de rotation ω = (ωx, ωy, ωz) telles
que v = (v, ω). Le vecteur ∂s/∂t dØcrit, quant à lui, un Øventuel mouvement de la scŁne
observØe.
Comme on le verra ci-aprŁs, la matrice d’interaction joue un rôle fondamental dans la
synthŁse de la loi de commande. Aussi a-t-elle ØtØ calculØe sous forme analytique pour un
grand nombre de primitives, aussi bien de type 2D que 3D.
caméra embarquée, la transcription au cas d’une caméra déportée se déduisant généralement facilement du cas
précédent. Néanmoins, nous invitons le lecteur intéressé par ce type de configuration à se référer à [Hager et
al., 1995; Dornaika, 1995; Horaud et al., 1998; Ruf et Horaud, 1999], voire à [Flandin, 2001] pour la coopération
entre une caméra déportée et une caméra embarquée.
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 Pour des informations de type 2D : elle a bien sßr ØtØ calculØe tout d’abord pour la
primitive point [Weiss et al., 1987; Espiau et al., 1992] mais elle a pu Œtre Øgale-
ment calculØe pour toute primitive gØomØtrique paramØtrable [Espiau et al., 1992],
comme par exemple la droite ou l’ellipse ou pour des primitives plus complexes
comme la primitive contour [Colombo et Allotta, 1999; Drummond et Cipolla, 1999],
[Collewet et Chaumette, 2000] ou les moments [Chaumette, 2004; Tahri et Chau-
mette, 2005][Mebarki et al., 2008].
 Pour des informations de type 3D : elle a ØtØ obtenue de façon triviale dans le cas d’un
point 3D. Elle a ØtØ Øgalement calculØe pour la primitive plan [Motyl, 1992], [PagŁs
et al., 2006c], pour des primitives associØes à une rotation [Malis et al., 1999] ou pour
d’autres informations plus complexes localement isomorphes à SE(3) [Benhimane
et Malis, 2007].
Dans le cas d’informations trŁs complexes, et c’est à nos yeux le seul cas oø de telles
approches se justient, cette matrice peut-Œtre obtenue par apprentissage, donc sous une
forme numØrique cette fois. Effectivement, cette façon de faire interdit toute analyse de
la stabilitØ du systŁme bouclØ. Par exemple dans [Nayar et al., 1996; Deguchi, 2000], les
auteurs ont utilisØ pour informations visuelles les composantes de l’image projetØe sur
une base d’images obtenues par analyse en composante principale de l’image dØsirØe. Elle
peut Œtre Øgalement estimØe en ligne comme dans [Hosoda et Asada, 1994; Jägersand et
al., 1997; Piepmeier et al., 2004] ou directement son inverse [Suh et Kim, 1993] ou sa
pseudo-inverse [LaprestØ et al., 2004] qui donnent de meilleurs rØsultats en pratique.
Remarque : Il est Øgalement possible de considØrer des informations visuelles dyna-
miques, comme les paramŁtres d’un modŁle de mouvement 2D [Odobez et Bouthemy,
1995]. Le principe de la commande consiste alors à contrôler le mouvement de la camØra de
telle sorte que le champ de vitesse 2D mesurØ atteigne un champ de vitesse dØsirØ [Santos-
Victor et Sandini, 1997; CrØtual et Chaumette, 2001].
2.1.2 Extraction, mise en correspondance et suivi d’informations vi-
suelles
Ces diffØrentes phases sont en fait des points clØs sur lesquels repose tout asservis-
sement visuel, que les informations visuelles soient de type 2D ou 3D. En effet, elles
sont issues de mesures x(r) dans l’image (combinØes dans le cas 3D avec des connais-
sances supplØmentaires (paramŁtres intrinsŁques de la camØra, modŁle 3D de l’objet par
exemple)). Dans tous les cas, une extraction robuste, une mise en correspondance (entre
x(rt) et x∗ = x(r∗) oø t est l’instant discret courant) et un suivi spatio-temporel (entre
x(rt−1) et x(rt)) doivent Œtre rØalisØs (voir par exemple [Marchand et Chaumette, 2005]
pour un Øtat de l’art rØcent de ce domaine).
Pour des informations visuelles de type 3D, une phase supplØmentaire s’avŁre nØces-
saire pour aboutir à leur estimation. Dans le cas le plus gØnØral une phase de reconstruction
3D est alors utilisØe, nous en reparlerons de façon dØtaillØe au chapitre 3. En revanche, lors-
qu’un modŁle de l’objet et les paramŁtres de calibration de la camØra sont disponibles, cette
estimation peut Œtre obtenue via un calcul de pose, c’est-à-dire une estimation de r̂t soit une
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estimation de cRo et de cto. C’est en fait le cas le plus frØquent rencontrØ en asservisse-
ment visuel 3D. Notons que, trŁs gØnØralement, ces techniques sont de type numØrique (voir
par exemple [Lowe, 1987; Haralick et al., 1989; Dementhon et Davis, 1995; Marchand et
Chaumette, 2002]).
2.1.3 Lois de commande
Une fois les informations s choisies, le vecteur de consigne s∗ connu et la matrice
d’interaction obtenue, il est possible d’Ølaborer une loi de commande. Depuis l’article fon-
dateur [Espiau et al., 1992], l’approche la plus souvent retenue s’appuie sur la spØcication
d’un comportement dØsirØ pour e :
e˙ = −λe, (2.3)
c’est-à-dire sur une dØcroissance exponentielle dØcouplØe du signal d’erreur e (le scalaire
positif λ permettant de rØgler la vitesse de dØcroissance). En exprimant la dØrivØe tempo-
relle de e, le comportement souhaitØ (2.3) conduit à la relation suivante :
e˙ =
∂e
∂r
r˙ = Lev = −λe, (2.4)
dans laquelle le terme de dØplacement libre ∂e/∂t a ØtØ omis pour allØger les expressions
obtenues. Il vient alors la loi de commande :
v = −λLe+e. (2.5)
Toutefois, comme en pratique, seules des estimations de la matrice d’interaction sont
disponibles, la loi de commande s’Øcrit :
v = −λL̂e+e. (2.6)
Bien d’autres formulations existent cependant. Certains auteurs abordent le problŁme
de l’Ølaboration de la loi de commande sous le regard de l’automatique traditionnelle. Par
exemple, Weiss a dØveloppØ une commande anticipative avec adaptation paramØtrique du
modŁle du systŁme à commander [Weiss et al., 1987], Papanikolopoulos une commande
de type PI, ou par placement de pôles [Papanikolopoulos et al., 1991]. Plus gØnØralement,
des commandes optimales basØes sur la minimisation d’un critŁre temps-Ønergie ont ØtØ
mises en uvre [Hashimoto et al., 1996; Smith et al., 1997] ou encore diverses commandes
prØdictives [Gangloff et al., 1998; Allibert et al., 2007].
Il est Øgalement possible de formuler le problŁme d’obtention d’une loi de commande
en terme d’un problŁme d’optimisation en cherchant à minimiser, en fonction de r, le critŁre
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suivant 3,4 :
C(r) = 1
2
‖e(r)‖2. (2.7)
Cette façon de faire a ØtØ retenue par exemple dans [Miura et al., 2002] oø la pose r à
atteindre est calculØe à chaque itØration t grâce à une mØthode de simplex, tout en prenant
en compte diverses contraintes assurant, par exemple, que l’objet d’intØrŒt ne sorte pas de
l’image. Dans [Malis, 2004], des schØmas de convergence diffØrentiels ont ØtØ proposØs,
plus à mŒme de se transcrire en loi de commande cinØmatique. Ils sont du type :
r = rt + ttd (rt) (2.8)
oø « + » dØsigne ici l’opØrateur consistant à combiner deux changements de repŁre ; rt
exprime la pose courante ; tt un scalaire positif (le pas de descente) et d (rt) une direction
de descente assurant la dØcroissance de (2.7). Dans ce cas, si tt est sufsamment faible, de
(2.8) on en dØduit la loi de commande suivante :
v = λd (r) (2.9)
oø les indices t ont ØtØ omis.
Suivant la direction de descente utilisØe, (2.6) se gØnØralise ainsi à :
v = −λN̂ee (2.10)
avec
•Ne = Le> pour une mØthode de gradient. Cette mØthode a ØtØ appliquØe par exemple
dans [Hashimoto et Kimura, 1993].
• Ne = Le+ pour une mØthode de Gauss-Newton, signalons que l’on reconnaît là,
exactement l’approche classique donnØe par (2.6). Il est Øgalement possible de considØrer
le cas Ne = L+e∗ [Espiau et al., 1992], trŁs utilisØ en pratique.
•Ne =
(
H + µ diag(H)
)−1
L>e pour une mØthode de Levenberg-Marquardt (oø H =
Le
>Le est une approximation de la matrice Hessienne de la fonction de coßt et µ un scalaire
positif) [Collewet et al., 2008a; Collewet et al., 2008b].
•Ne = (Le + Le∗)+ pour la mØthode ESM proposØe dans [Malis, 2004]. Notons que
par rapport aux algorithmes classiques de minimisation, cette approche tire prot du fait
que l’allure de la fonction de coßt est connue au minimum, ce qui n’est que rarement le cas
dans d’autres problŁmes classiques de minimisation. En pratique, elle s’avŁre donc beau-
coup moins sensible à la prØsence de minima locaux que les autres approches mentionnØes
ci-dessus, son domaine de convergence est Øgalement plus large.
3Le lien entre minimisation d’une fonction de coût et le cas spécifique de la régulation d’une fonction de tâche
a été établi dans [Samson et al., 1991] en considérant comme fonction de tâche le gradient de la fonction de coût.
4Outre le fait que la forme du critère à minimiser puisse être complexe, le problème est rendu plus compliqué
encore par le fait que l’argument permettant la minimisation du critère est en pratique la vitesse de la caméra (dans
le cas d’une commande cinématique). De ce fait, l’algorithme employé doit non seulement conduire à la minimi-
sation de (2.7) mais également assurer des trajectoires satisfaisantes de la caméra. Cela réduit malheureusement
en pratique l’éventail d’approches potentielles, dont en particulier les techniques de recherche linéaire, de régions
de confiance (voir néanmoins [Jägersand, 1996]) ou encore basées sur des méthodes de séparation et d’évaluation
(branch and bound) qui nous permettraient d’atteindre un domaine de convergence plus large.
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Par consØquent, Øcrire la loi de commande sous la forme gØnØrale (2.10) nous per-
mettra dans la suite de ce document d’exhiber des rØsultats pour tout un panel de lois de
commande.
2.1.4 Stabilité
L’Øtude de la stabilitØ du systŁme bouclØ nØcessite d’exprimer la variation temporelle
du signal d’erreur donnØ en (2.1). En le dØrivant par rapport au temps, puis en utilisant
(2.10), il vient :
e˙ = −λLeN̂ee = −λMee (2.11)
avec Me = LeN̂e de dimension k × k.
Tout d’abord, il faut assurer que le systŁme bouclØ ne prØsente qu’un unique point
d’Øquilibre e∗ = 0. D’aprŁs (2.11), cette condition sera vØriØe si
Ker Me = ∅, (2.12)
c’est-à-dire si les matrices Le et N̂e sont de rang plein dans tout l’espace de travail.
L’analyse de la convergence de e vers e∗ peut ensuite Œtre rØalisØe grâce à la mØthode
de Lyapunov en choisissant comme fonction candidate [Malis et Chaumette, 2002] :
L = 1
2
‖e‖2 (2.13)
dont on cherche à exhiber les conditions assurant sa dØcroissance en fonction du temps. Il
vient alors grâce à (2.11) :
L˙ = e>e˙ = −λe>Mee (2.14)
qui conduit à la condition sufsante de stabilitØ globale suivante :
Me > 0. (2.15)
Dans ce cas, la dØcroissance de ‖e‖ vers zØro est donc assurØe puisque L est dØcrois-
sante.
Remarquons que l’on peut retrouver de cette façon la contrainte bien connue en opti-
misation portant sur la direction de descente. En effet, (2.13) n’est autre que la fonction de
coßt (2.7) qui, en utilisant (2.9), conduit à :
L˙ = λ∇C (r)> d (r) (2.16)
et qui fournit nalement la contraite suivante :
∇C (r)> d (r) < 0. (2.17)
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2.1.5 Choix des informations visuelles
Ce choix est prØpondØrant puisqu’il xe la forme de la matrice d’interaction et de la
matrice N̂e et donc du comportement du systŁme bouclØ 5. IntØressons-nous tout d’abord
au choix de la dimension k du vecteur s comme proposØ dans [Chaumette, 2002].
• Cas oø s est de dimension 6 (k = 6). En considØrant que Le est de rang plein
6, le concepteur de la loi de commande doit choisir Øgalement une matrice N̂e de rang
plein 6 (voir les conditions de stabilitØ (2.12) et (2.15)). En outre, il lui faut assurer que
la trajectoire des informations visuelles est satisfaisante dans l’image, c’est-à-dire que la
matrice M est proche de la matrice identitØ I6 conduisant par voie de consØquence à une
mŒme vitesse de dØcroissance (dØcouplØe) pour toute information visuelle s˙ ≈ −λ(s− s∗)
[Chaumette, 2002]. Ce cas peut-Œtre observØ par exemple si N̂e = Le−1 est choisi.
 Cas d’informations de type 2D. En fait, trouver six informations visuelles conduisant
à un bon comportement du systŁme bouclØ est un des principaux problŁmes de l’as-
servissement visuel, sinon le principal problŁme. Il est par exemple bien connu que
construire s à partir des coordonnØes cartØsiennes de trois points dans l’image four-
nit une matrice d’interaction prØsentant des singularitØs pour certaines congurations
bien prØcises [Michel et Rives, 1993]. De plus, il existe Øgalement quatre situations
de la camØra par rapport à l’objet conduisant à la mŒme image [Dhome et al., 1989].
La fonction de coßt (2.7) prØsente donc quatre minima globaux. Il est donc impor-
tant de choisir des informations visuelles assurant un isomorphisme avec l’espace
des congurations SE(3). En fait, le Graal consisterait à trouver des informations vi-
suelles conduisant à une matrice d’interaction diagonale et, par suite, à la commande
d’un systŁme linØaire que l’on sait traiter. La stabilitØ asymptotique globale serait
alors obtenue, tout comme l’isomorphisme. En outre, la trajectoire dans l’espace 3D
serait correcte, la matrice d’interaction ne prØsentant plus alors de non linØaritØ. C’est
prØcisØment le but des travaux rapportØs dans [Corke et Hutchinson, 2001; Mahony
et al., 2002; Tahri et Chaumette, 2005; Kallem et al., 2007], [PagŁs et al., 2006c].
 Cas d’informations de type 3D. Le problŁme majeur n’est plus ici de choisir six infor-
mations visuelles, quoique le problŁme de visibilitØ de l’objet et donc de l’obtention
des mesures x(r) reste ouvert (voir cependant [Morel et al., 2000] oø cette contrainte
est explicitement prise en compte autant que faire se peut). En effet, on choisit le plus
souvent les coordonnØes cartØsiennes d’un point 3D qui correspondent typiquement
à l’origine d’un repŁre pour contrôler les translations [Wilson et al., 1996; Martinet
et al., 1997] et le vecteur uθ caractØrisant la rotation à rØaliser pour atteindre l’orien-
tation dØsirØe [Malis et al., 1999]. On obtient ainsi une matrice d’interaction trŁs
sympathique puisque sa forme est bloc triangulaire et qu’elle ne comporte qu’une
singularitØ bien identiØe (en θ = 2pi). Par contre, l’analyse de la stabilitØ pose pro-
blŁme [Chaumette, 1998]. Pour s’en persuader exprimons la matrice d’interaction
associØe à la pose estimØe :
Lrˆ =
∂rˆ
∂x
Lx (2.18)
5D’où l’intérêt de la connaissance sous forme analytique de la matrice d’interaction.
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oø Lx est la matrice d’interaction 2D associØe à x. En effet, comme nous l’avons
vu à la section 2.1.2, le premier terme n’est pas obtenu sous forme analytique mais
par calcul de pose et ne permet donc pas d’exhiber des conditions particuliŁres de
convergence. Par ailleurs, cette matrice peut dans certains cas Œtre trŁs mal condi-
tionnØe. Citons l’exemple dØsormais classique oø s est constituØ de quatre points co-
planaires, bien que, thØoriquement, il n’existe qu’une seule valeur de pose conduisant
aux valeurs courantes s [Horaud et al., 1989], diffØrentes valeurs de pose permettent
d’obtenir des valeurs quasiment identiques pour s [Chaumette, 1998]. De faibles dif-
fØrences sur les valeurs de s conduisent dans ce cas à de grandes variations de rˆ. On
suppose donc que rˆ = r, c’est-à-dire que la camØra est parfaitement calibrØe, que
le modŁle de l’objet est Øgalement parfaitement connu mais aussi que les mesures x
ne sont entachØes d’aucune erreur et que la mØthode de calcul de pose est Øgalement
parfaite. Est-il besoin de prØciser que cela n’est jamais le cas en pratique ?
 Cas d’informations de type 2D1/2. Nous avons vu dans la section dØcrivant les as-
servissements visuels 3D que les matrices d’interaction obtenues conduisaient à de
bonnes propriØtØs de dØcouplage des translations et des rotations mais qu’en re-
vanche aucun contrôle dans l’image ne permettait de garantir que l’objet observØ
reste dans le champ de vision de la camØra. A l’inverse, les asservissements visuels
2D permettent un contrôle dans l’image mais dans ce cas les translations et les ro-
tations sont en gØnØral fortement couplØes. Dans [Malis et al., 1999] un dØcouplage
partiel est obtenu en combinant des informations visuelles 2D et 3D. En outre, le
calcul de pose n’est plus nØcessaire [Malis et al., 2000] et comme les matrices d’in-
teraction sont triangulaires par bloc, il a pu Œtre exhibØ des conditions analytiques de
stabilitØ asymptotique locale et globale [Malis et Chaumette, 2002].
Signalons une approche similaire dans [Morel et al., 2000] oø l’ensemble des points
de l’objet observØ est contraint à rester dans le champ de vision de la camØra. Ce-
pendant, dans ces conditions, la matrice d’interaction n’est plus triangulaire et les
rØsultats analytiques de stabilitØ sont beaucoup plus difciles à obtenir. Un schØma
de type 2D1/2 est Øgalement dØcrit dans [Andreff et al., 2002] oø les coordonnØes
Pluckeriennes de droites sont utilisØes.
• Cas oø s est de dimension supØrieure à 6 (k > 6). Comme on l’a vu dans les
paragraphes prØcØdents, ce cas est typique des informations visuelles 2D puisque dans les
autres cas nous avons vu qu’il Øtait possible de trouver 6 informations visuelles conduisant
à un comportement satisfaisant du systŁme bouclØ 6.
Dans ce cas de gure, la matrice Me de dimension k × k impliquØe dans l’analyse de
la stabilitØ est au plus de rang 6. Par consØquent, la stabilitØ globale n’est pas assurØe (voir
les conditions (2.12) et (2.15)). En effet, toute conguration telle que e ∈ Ker Me peut
conduire à la prØsence d’un minimum local. Toutefois, pour que ce minimum local existe
vraiment, il faut que cette conguration conduise à une pose de la camØra par rapport à
l’objet rØalisable. En fait, la prØsence potentielle de minima locaux est liØe à l’existence de
mouvements e⊥ irrØalisables dans l’image [Chaumette, 1998]. Ces mouvement sont tels
que e⊥ ∈ Ker Le>, par consØquent des minima locaux peuvent apparaître si Ker Le> ∩
6Voir néanmoins [Cervera et al., 2003; Schramm et al., 2004] où des approches de type 2D1/2 sont proposées.
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Ker Me 6= ∅ ou si Ker Le> ∩ Ker N̂e 6= ∅ si Le est de rang plein. C’est par exemple le
cas quand N̂e = Le> ou quand N̂e = Le+ (puisque Ker Le+ = Ker Le>). L’existence de
minima locaux a ØtØ prouvØe dans ce dernier cas alors que dans les mŒmes conditions ils
sont ØvitØs avec N̂e = Le∗+ [Chaumette, 1998].
Par contre, en introduisant l’erreur e′ = N̂ee, la stabilitØ locale peut Œtre garantie si
les conditions Ker Me′ = ∅ et Me′ > 0, oø Me′ = N̂eLe, sont respectØes. Une façon
de faire repose alors sur la planication de la trajectoire des informations visuelles dØsirØes
contraignant de ce fait s à rester proche de s∗ [Mezouar et al., 2002]. De plus, le domaine
de convergence devient alors trŁs Øtendu en pratique.
Si en thØorie le choix k > 6 semble problØmatique, il est toutefois trŁs utilisØ en pra-
tique dans la mesure oø, rappelons-le, trouver 6 informations visuelles conduisant à un bon
comportement du systŁme bouclØ reste un problŁme ouvert. En outre, utiliser des informa-
tions visuelles redondantes permet en gØnØral une bonne robustesse vis-à-vis d’Øventuelles
occultations et rØduit la possibilitØ d’existence de plusieurs minima globaux de la fonction
de coßt.
2.2 Contrôlerm degré(s) de liberté d’un porteur (m <6)
Nous avons vu dans la section prØcØdente comment il Øtait possible de rØaliser une
tâche de positionnement par asservissement visuel. De cette façon, une liaison rigide vir-
tuelle entre la scŁne et le capteur est crØØe. Cependant, une telle liaison n’est pas toujours
souhaitØe, on peut vouloir utiliser les degrØs de libertØ non contraints par la tâche à rØali-
ser pour satisfaire simultanØment un autre objectif [Coste-ManiŁre et al., 1995; Santos et
al., 1995; Marchand et Hager, 1998; Chaumette et Marchand, 2001; Cadenat et al., 2001],
[Collewet et Chaumette, 2002] ou une autre liaison, comme une tâche de positionnement
plan à plan [PagŁs et al., 2006c] par exemple 7, exploitant ainsi au mieux les degrØs de
libertØ restant.
Une façon ØlØgante de poser ce problŁme est de l’inscrire dans le formalisme de re-
dondance de fonctions de tâche [Samson et al., 1991]. On dØnit une fonction de tâche e1
prioritaire, dite tâche principale, et de dimension m que l’on fait cohabiter avec une autre
tâche e2, dite tâche secondaire. Une fonction de tâche e permettant de rØaliser e2 sous la
contrainte e1 = 0 s’Øcrit [Samson et al., 1991] :
e = W+e1 +
(
I6 −W+W
)
e2 (2.19)
oø W est une matrice de dimensionm×6 de rang pleinm et telle que Ker W = Ker J1 oø
J1 est la matrice Jacobienne de e1 par rapport à r. La matrice I6−W+W est un opØrateur
de projection dans le noyau de la tâche e1, de ce fait la rØalisation de e2 ne pourra en
aucun cas perturber celle de la tâche principale. En pratique, J1 n’Øtant connue que par la
biais d’une estimation, le noyau de W sera donc forcØment diffØrent de celui de J1 et, par
consØquent, e1 devra Œtre amenØ à compenser ces perturbations en gØnØrant une commande
(voir un exemple dans [Collewet et Chaumette, 2002]).
7D’autres exemples de liaisons virtuelles sont données dans [Chaumette et al., 1993].
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Comme dans le cas d’une liaison rigide, la rØgulation de e à 0 est assurØe grâce à la
loi de commande donnØe en (2.10). De plus, la condition de stabilitØ (2.15) reste valable.
Cependant, le calcul de Le est maintenant plus complexe, nØanmoins il a pu Œtre montrØ
dans [Samson et al., 1991] que si la condition suivante Øtait respectØe
J1W
+ > 0 (2.20)
alors, dans le cas d’une commande de type Gauss-Newton, (2.15) Øtait le plus souvent
satisfaite. On utilise donc (2.20) en pratique pour Øtudier la stabilitØ.
2.3 Conclusion
Ce chapitre nous a permis de prØsenter les fondements thØoriques sur lesquels reposent
les asservissements visuels. Il nous a permis aussi de rappeler les principaux problŁmes
inhØrents à telle ou telle approche. Ces problŁmes sont maintenant clairement identiØs et
des solutions sont rØguliŁrement proposØes en vue de les rØsoudre. Les trajectoires, aussi
bien 2D que 3D, sont de plus en plus satisfaisantes et la convergence des lois de com-
mande obtenue pour des positions toujours plus ØloignØes de la position dØsirØe. NØan-
moins, comme nous le verrons dans le chapitre suivant, d’autres problŁmes subsistent. Ils
sont dus en grande partie aux scŁnes que nous avons dØcidØ d’aborder, scŁnes constituØes
d’objets hØtØrogŁnes à l’intØrieur d’une mŒme classe les caractØrisant mais, le cas ØchØant
aussi, d’objets de forme inconnue. De plus, contrairement à la grande majoritØ des tra-
vaux en asservissement visuel, nous ne supposerons pas la scŁne Lambertienne, ni mŒme
statique.
CHAPITRE 3
Vers une indØpendance vis-à-vis de l’objet observØ
Le chapitre prØcØdent nous a montrØ qu’un large panel d’informations visuelles pouvait
Œtre utilisØ lors de la synthŁse d’une loi de commande par asservissement visuel, pourvu que
la matrice d’interaction associØe à ces informations visuelles Øtait connue. Dans le cas oø
une connaissance a priori de l’objet d’intØrŒt est disponible, comme c’est le cas des objets
manufacturiers, le choix des informations visuelles impliquØes dans la loi de commande
peut se faire en toute connaissance de cause. De plus, lorsqu’un modŁle 3D de l’objet est
disponible, la phase de suivi des primitives nØcessaires au calcul de la loi de commande peut
se rØvØler Œtre plus robuste à rØaliser. Nous pensons notamment aux techniques de suivi 3D
basØes modŁle (voir par exemple [Drummond et Cipolla, 2002; Comport et al., 2006b]).
Le cas ØchØant, la pose mŒme de marqueurs visuels ad hoc, peut Œtre envisagØe. Dans ces
conditions, l’algorithme obtenu (la loi de commande et le traitement d’images associØ) peut
alors Œtre trŁs efcace car dØdiØ à la scŁne.
En revanche, dans d’autres secteurs applicatifs, l’objet d’intØrŒt peut Œtre mal connu.
Nous avons dØjà citØ les domaines de l’agriculture et de l’agro-alimentaire, nous pouvons
Øgalement citer les domaines de la robotique horticole, mØdicale, mobile (terrestre en en-
vironnement extØrieur), sous-marine, aØrienne, voire les domaines de la robotique de ser-
vice ou de la robotique pour le handicap oø une interaction avec l’humain est nØcessaire.
Dans ces conditions, la texture de l’objet d’intØrŒt, ou son aspect visuel, n’est pas prØci-
sØment connu, rendant en particulier le choix des informations visuelles problØmatique.
Par ailleurs, l’objet d’intØrŒt Øtant inconnu, sa forme l’est Øgalement. Dans ce contexte,
l’hypothŁse trŁs rØpandue dans la littØrature d’une gØomØtrie particuliŁre ne peut plus Œtre
formulØe. En outre, signalons que nous faisons la distinction ici entre objet complexe et ob-
jet inconnu, en effet, l’objet inconnu dont il est question peut trŁs bien s’avØrer Œtre un objet
de forme simple, comme un plan par exemple. Illustrons ce propos à l’aide de l’application
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particuliŁre consistant à caractØriser des dØfauts d’aspect sur une piŁce de viande 1, suivant
la localisation du dØfaut, la surface de l’objet peut tout aussi bien se rØvØler Œtre plane que
non plane.
À ce stade, prØcisons Øgalement que nous n’avons jamais voulu nous placer dans le
cadre des techniques basØes sur de l’apprentissage hors ligne, cadre que nous avons jugØ
inappropriØ au vu des applications visØes (voir le chapitre introductif à ce manuscrit). NØan-
moins, le lecteur intØressØ est invitØ à se rØfØrer à la section 2.1.1 oø de telles approches sont
dØcrites, voir Øgalement [Wells et al., 1996] oø la rØalisation de tâches de positionnement
est effectuØe à l’aide d’un rØseau de neurones.
Notre souci fut de nous affranchir, tout au long des travaux rapportØs dans ce chapitre,
des deux problŁmes ØvoquØs ci-dessus, à savoir l’indØpendance vis-à-vis de la texture de
l’objet et l’indØpendance vis-à-vis de sa gØomØtrie. Plusieurs solutions ont ØtØ investiguØes,
traitant plus prØcisØment de l’un ou de l’autre de ces deux problŁmes, voire des deux pro-
blŁmes simultanØment. Ces diffØrents travaux sont dØcrits à prØsent.
3.1 Indépendance vis-à-vis de la texture de l’objet
L’indØpendance vis-à-vis de l’aspect visuel de l’objet se rØvŁle problØmatique dans le
sens oø un grand nombre d’indices visuels ne peut plus Œtre considØrØ permettant, Øven-
tuellement, l’Ølaboration d’informations plus ØvoluØes (voir la section 2.1.1). Il s’agit es-
sentiellement d’indices visuels de type gØomØtrique comme des droites, des segments ou
des contours. En revanche, la primitive gØomØtrique « point » peut Œtre considØrØe comme
intØressante, dans le sens oø elle sera prØsente dans un grand nombre de scŁnes. Notons
que cette primitive est Øgalement gØnØrique au sens de l’asservissement visuel et ce choix
n’est donc pas pØnalisant en soi. En effet, comme nous l’avons vu au chapitre 2, elle
peut tout aussi bien Œtre utilisØe pour des approches 2D [Papanikolopoulos, 1995; Kelly
et al., 2000; Comport et al., 2006a] que 2D1/2 [Malis et al., 1999] ou 3D [Wilson et
al., 1996; Martinet et al., 1997], ces derniŁres approches Øtant le plus souvent basØes sur
un calcul d’homographie ou de pose.
Paradoxalement, l’indØpendance recherchØe peut Œtre obtenue, en considØrant le si-
gnal de luminance, c’est-à-dire l’image courante en elle-mŒme, ou un sous-ensemble de
cette image, conduisant ainsi à des informations visuelles de nature non gØomØtrique.
Certains travaux relatent cette façon de procØder ; citons par exemple [Deguchi et Nogu-
chi, 1996; Nayar et al., 1996; Deguchi, 2000; Kallem et al., 2007]. Soulignons que ces
approches sont trŁs intØressantes dans la mesure oø, de surcroît, elles ne requiŁrent au-
cune phase de mise en correspondance (voir Øgalement [Abdul Hafez et al., 2008]) ainsi
qu’un effort de traitement d’images vraiment minime. Ce signal de luminance peut Øga-
lement conduire à l’obtention d’informations de nature dynamique. Citons par exemple
l’utilisation en robotique mobile des paramŁtres d’un modŁle de mouvement 2D, la plupart
du temps afne, oø diffØrentes tâches d’alignement de l’axe optique de la camØra avec la
direction du mouvement [Sundareswaran et al., 1996] ou avec la direction de la normale
1Travaux réalisés dans le cadre d’une convention Cemagref / INRIA / OFIVAL (Office national interprofession-
nel des viandes de l’élevage et de l’aviculture) / Olympig (industriel du secteur de la viande).
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à un objet plan [Questa et al., 1995; Santos-Victor et Sandini, 1997] sont considØrØes, et
ce, sans requØrir une quelconque phase de reconstruction 3D. Ces diffØrentes tâches ne
contrôlent toutefois qu’un faible nombre de degrØs de libertØ du systŁme (voir Øgalement
[CrØtual et Chaumette, 1998] oø une tâche de suivi de cible est rapportØe). En revanche,
dans [Benhimane et Malis, 2007], les 6 degrØs de libertØ sont contrôlØs. Pour ce faire, une
loi de commande basØe sur l’homographie liant l’image courante à l’image dØsirØe est ex-
ploitØe. De mŒme, dans [CrØtual et Chaumette, 2001], un important travail de modØlisation
a permis d’obtenir la matrice d’interaction sous forme analytique relative aux paramŁtres
d’un modŁle de mouvement quadratique et de s’affranchir ainsi de la texture de la scŁne ob-
servØe. Signalons, en outre, que cette approche ne nØcessite pas la connaissance de l’image
dØsirØe, mais uniquement du champ de vitesse dØsirØ.
Remarquons que toutes les approches que nous venons d’Øvoquer reposent sur l’hypo-
thŁse d’un objet texturØ. NØanmoins, elles n’en font aucune quant au contenu explicite de
l’image courante.
Une autre approche, bien connue en robotique, et permettant de s’affranchir grande-
ment de la texture de l’objet d’intØrŒt consiste à utiliser un Øclairage structurØ 2. De cette
façon, les informations visuelles choisies par le concepteur de la loi de commande sont in-
troduites articiellement sur l’objet contournant ainsi le problŁme posØ. Ici aussi, signalons
que le traitement d’images peut Œtre grandement facilitØ, en particulier lorsque l’objectif de
la camØra est ØquipØ d’un ltre accordØ à la longueur d’onde de la source lumineuse. PrØ-
cisons nØanmoins que si les phases d’extraction et de suivi sont simpliØes, la phase de
mise en correspondance initiale demeure. En outre, il est possible d’estimer la profondeur
en tout point ØclairØ par triangulation pourvu que le couple camØra / source lumineuse
soit ØtalonnØ. Ce type d’approche a ØtØ [Agin, 1985] et reste trŁs largement utilisØ en re-
construction 3D [Watanabe et al., 2007], mais beaucoup moins en asservissement visuel
(voir cependant [Urban et al., 1994; Khadraoui et al., 1996; Andreff et al., 2002; Krupa et
al., 2003]).
AprŁs avoir ØvoquØ ces deux grands types d’approches, nous dØtaillons à prØsent nos
contributions s’y rØclamant.
3.1.1 Utilisation d’un éclairage structuré
L’utilisation de dispositifs à base de lumiŁre structurØe est en fait trŁs rØpandue en ro-
botique. Cette popularitØ est en partie due au fait qu’il est trŁs facile d’obtenir des informa-
tions de profondeur. En effet, la profondeur d’un point ØclairØ de la scŁne peut Œtre obtenue
par triangulation entre le faisceau Ømis et la droite de visØe de la camØra. L’alternative
consistant à utiliser deux camØras est gØnØralement plus complexe, la phase d’appariement
s’avØrant plus dØlicate à rØaliser.
La littØrature sur ce sujet rapporte diffØrents types de conguration matØriel, de un
à plusieurs faisceaux laser, de un à plusieurs plans, mobile(s) le cas ØchØant, permettant
2Notons cependant que ce type d’approche n’est pas envisageable sur des objets purement spéculaires. En
effet, théoriquement le rayon réfléchi ne peut être vu que dans une unique direction d’observation. En pratique,
l’existence d’un lobe spéculaire permet de l’observer dans une zone de l’espace beaucoup moins restrictive.
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ainsi une reconstruction rapide d’un ensemble de points de la scŁne. TrŁs tôt de tels dis-
positifs ont donc investi le domaine de la robotique et en particulier celui de la robotique
mobile. L’ensemble camØra / dispositif lumineux est alors embarquØ sur le robot autori-
sant la rØalisation de tâches de navigation et d’Øvitement d’obstacles (voir par exemple
[Dubrawski et Siemiatkowska, 1998; Haverinen et Roning, 1998; Kim et Cho, 2001; Sur-
mann et al., 2003; Kondo et Tamaki, 2004]). De tels dispositifs sont Øgalement embar-
quØs sur des robots manipulateurs pour la rØalisation de tâches de positionnement comme
dans [Kemmotsu et Kanade, 1995; Niel et al., 2004] ou pour des tâches de suivi de prol
par exemple [Kim et al., 1999; Amin-Nejad et al., 2003], voire d’inspection et d’usinage
[Kwok et al., 1998].
NØanmoins, lorsque des tâches plus complexes sont envisagØes, un Øclairage total de la
scŁne est requis. C’est ainsi que des premiŁres solutions ont ØtØ avancØes pour Øclairer tota-
lement l’objet grâce à l’utilisation d’une grille lumineuse [Hall et al., 1982]. Cette façon de
faire nØcessitait toutefois un effort important de traitement d’images an de retrouver dans
l’image les plans responsables du motif observØ et de rØaliser ensuite la phase de triangu-
lation. Des solutions ont dŁs lors ØtØ proposØes pour coder le motif projetØ et s’affranchir
ainsi le plus possible du traitement d’images [Inokuchi et al., 1984], tout en permettant
une mise en correspondance robuste (voir la gure 3.1). Depuis, la littØrature rapporte un
grand nombre de travaux sur ce sujet, le lecteur trouvera dans [Salvi et al., 2004] un Øtat
de l’art rØcent de ces diffØrentes techniques. C’est ainsi que des tâches, ou des scŁnes,
plus complexes peuvent Œtre apprØhendØes comme par exemple en robotique de service
oø une collaboration homme / robot est considØrØe [Lee et al., 2004], en robotique mØdi-
cale [Albitar et al., 2007] dans le but d’assister le praticien dans ses actes chirurgicaux,
ou encore dans les cas oø une reconnaissance d’objet est nØcessaire avant toute tâche de
prØhension [Stahs et Wahl, 1992; Alshawish et Allen, 1995; Hattori et Sato, 1995].
{C}
{P}
{W}
FIG. 3.1: Schéma de principe d’un dispositif utilisant un motif de lumière codée. Un projecteur éclaire la
scène selon un motif lumineux bien défini. La profondeur d’un point éclairé est obtenue par triangulation,
comme dans le cas classique où deux caméras stéréoscopiques sont utilisées. Toutefois, la mise en
correspondance est grandement simplifiée grâce à la connaissance du motif lumineux qui permet de
caractériser un point par rapport à son voisinage.
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Toutefois, les travaux ØvoquØs ci-dessus relŁvent tous de l’asservissement visuel 3D 3 et
reposent donc sur un parfait Øtalonnage de l’ensemble camØra / dispositif de projection tant
du point de vue des paramŁtres intrinsŁques qu’extrinsŁques. De plus, comme nous l’avons
vu dans le chapitre 2, il se pose Øgalement le problŁme de la visibilitØ des informations
visuelles tout au long du mouvement lorsque de telles lois de commande 3D sont envisa-
gØes. Nous nous sommes donc focalisØs dans le cadre de la thŁse de Jordi PagŁs sur des
schØmas de commande de type 2D, Øvitant ainsi ce type de problŁmes. Deux cas de gure
ont ØtØ traitØs, le cas oø l’Øclairage est dØportØ puis le cas oø il est embarquØ, la camØra
Øtant portØe par le bras manipulateur dans les deux cas.
3.1.1.1 Utilisation d’un Øclairage dØportØ et codØ
PrØcisons, tout d’abord, que nous nous sommes restreints dans ce travail au cas d’un
objet immobile par rapport au dispositif d’Øclairage. Ce cadre nous a donc permis d’em-
ployer un dispositif de lumiŁre codØe nous permettant de nous affranchir totalement de la
texture de l’objet observØ et de faciliter grandement le processus de mise en correspon-
dance tout en le robustiant. En particulier, des scŁnes trŁs peu texturØes ont pu Œtre prises
en compte 4.
Comme nous l’avons dØjà ØvoquØ, bon nombre de mØthodes de codage ont ØtØ propo-
sØes dans la littØrature depuis les travaux prØcurseurs dØcrits dans [Inokuchi et al., 1984].
Signalons seulement qu’elles sont principalement de trois types, soit basØes sur un multi-
plexage temporel du motif lumineux, soit basØes sur un codage spatial, ou encore basØes
sur un codage direct, grâce à la couleur le plus souvent. En pratique, seules les deux der-
niŁres approches peuvent Œtre utilisables en robotique puisqu’une unique image est requise
pour le dØcodage du motif. En effet, il est alors possible de considØrer des scŁnes dyna-
miques, soit parce que la scŁne l’est, soit parce que le capteur est en mouvement, voire les
deux le cas ØchØant. Toutefois, ces diffØrentes approches sont dØdiØes au problŁme de la
reconstruction 3D. TrŁs gØnØralement, la problØmatique consiste à obtenir un motif oø le
nombre de symboles ou de couleurs utilisØes est minimum, tout en cherchant à augmenter
la rØsolution obtenue et la vitesse du dØcodage (voir la gure 3.2). De ce fait, l’utilisation
de bandes lumineuses est à la base des motifs les plus usitØs [Salvi et al., 2004]. En effet,
elles permettent d’allier, tout à la fois, vitesse et robustesse du dØcodage et reconstruction
dense.
Choix des informations visuelles et de la matrice d’interaction. MŒme si cette pri-
mitive est rencontrØe dans de nombreux motifs, l’utilisation de bandes lumineuses en tant
que primitive impliquØe dans une loi de commande s’avŁre beaucoup plus problØmatique.
En effet, il faudrait alors envisager une primitive de type « ligne courbe » (si l’on veut pou-
voir apprØhender des objets de forme non plane) et donc obtenir la matrice d’interaction
associØe. De plus, la pertinence d’une telle primitive vis-à-vis du comportement de la loi
3Voir cependant [Kahane et Rosenfeld, 2004] où des heuristiques sont utilisées conduisant à une approche
pouvant être considérée comme de type 2D.
4Le contexte applicatif de ces travaux concernait la réalisation d’une tâche de focalisation par asservissement
visuel en vue de la lecture d’un identifiant présent sur une pièce de viande. Ce projet a été réalisé en collaboration
avec les sociétés Olympig, Marconi (industriel du marquage) et avec l’aide de l’OFIVAL.
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FIG. 3.2: Exemples de codage spatial : (a) Utilisation d’une grille [Salvi et al., 1998] ; (b) Utilisation de
lignes [Monks et al., 1992] ; (c) Utilisation d’une matrice de points [Morano et al., 1998]. Dans les cas
(a) et (b), le décodage est obtenu grâce à la donnée de la couleur de la ligne d’intérêt et de celles des
lignes adjacentes (le même système de codage est utilisé dans le cas (a) pour les lignes horizontales
et verticales). Dans le cas (c), le décodage est obtenu grâce à la propriété d’unicité de chaque sous
matrice de taille 3 × 3.
de commande reste à avØrer. En revanche, il est beaucoup plus aisØ de s’intØresser à un
motif tel que celui conduisant à la gure 3.2c. En effet, il est trŁs simple d’utiliser en asser-
vissement visuel des points, quitte à construire ensuite des informations visuelles ayant un
comportement beaucoup plus satisfaisant, comme par exemple les moments associØs à ces
points [Tahri et Chaumette, 2005]. NØanmoins, nous avons simplement considØrØ dans ce
travail les coordonnØes dans l’image de chaque point xi dØcodØ, soit
s = (x1, · · · ,xk) . (3.1)
Dans ce cas, la matrice d’interaction Ls associØe à s s’obtient de façon triviale à partir
de la matrice d’interaction Lxi associØe au point xi, ce qui nous a permis d’utiliser directe-
ment (2.10). Plus prØcisØment, la mØthode de Gauss-Newton ayant ØtØ retenue, nous avons
ici Ne = Le+ = Ls+.
Choix du motif lumineux. Le but recherchØ ici est de projeter un motif lumineux
conduisant à une mise en correspondance (entre les informations visuelles initiales et dØ-
sirØes mais aussi entre les informations visuelles courantes et dØsirØes) rapide et robuste.
La stratØgie retenue est basØe sur la thØorie des matrices parfaites pseudo-alØatoires [Mac-
Williams et Sloane, 1976] 5. De telles matrices se caractØrisent par le fait que chaque sous-
matrice n× n les composant est unique pour un alphabet donnØ (valeur pouvant Œtre prise
par chaque ØlØment de la matrice). De plus, à chaque sous-matrice peut Œtre associØ un
code dØnissant leur position absolue dans la matrice et permettant ainsi une mise en cor-
respondance rapide. Quant à la robustesse, elle est obtenue de par la conception du motif
lui mŒme [Grifn et al., 1992; Morano et al., 1998; Albitar et al., 2007]. En ligne, elle est
obtenue trŁs gØnØralement grâce à l’utilisation d’heuristiques qui exploitent la redondance
d’informations (voir par exemple [PagŁs et al., 2006a; PagŁs et al., 2006b]). La plus cou-
rante se base sur le fait que la position de chaque point d’une sous-matrice de taille n × n
peut Œtre obtenue grâce à n2 matrices, le dØcodage s’appuie alors sur des techniques de
5C’est en fait une extension au cas 2D des séquences pseudo-aléatoires de type De Bruijn, utilisées pour
générer les motifs des figures 3.2a et 3.2b.
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vote. Dans le cadre de l’asservissement visuel, nous avons cherchØ une plus grande robus-
tesse encore qu’en reconstruction 3D en imposant une mŒme rØponse pour les n2 matrices.
Nous pensons en effet qu’une mise en correspondance erronØe peut avoir des consØquences
beaucoup plus dramatiques qu’en reconstruction 3D, comme par exemple une trajectoire
fortement discontinue du robot 6.
RØsultats. En pratique, le motif lumineux a ØtØ gØnØrØ grâce à l’algorithme proposØ
dans [Morano et al., 1998] (voir la gure 3.2c) conduisant à une matrice de points de taille
20× 20 pour un alphabet de dimension 3 et des sous-matrices de taille 3× 3. Le temps de
dØcodage des 400 points est de l’ordre de 30 ms (sur un Pentium candencØ à 2 Ghz), soit
infØrieur à la cadence vidØo. La gure 3.3 rapporte le comportement de la loi de commande
lors de la rØalisation d’une tâche de positionnement par rapport à un cylindre elliptique 7.
Signalons que seuls 148 points ont satisfait les contraintes de mise en correspondance ro-
bustes. Par ailleurs, notons que dans la mesure oø des informations visuelles de type points
ont ØtØ utilisØes, la loi de commande a un comportement trŁs classique, comme la prØsence
de couplages par exemple. NØanmoins, la convergence est assurØe malgrØ le fait que la
matrice d’interaction utilisØe ait ØtØ estimØe en position dØsirØe et en supposant toutes les
profondeurs Øgales. Nous tenons à rappeler ici qu’un comportement plus satisfaisant encore
aurait pu Œtre obtenu en estimant, par exemple, la profondeur en chaque point par triangu-
lation ou encore en choisissant des informations visuelles plus pertinentes, comme nous
l’avons dØjà mentionnØ. Il est clair que toutes les potentialitØs de cette approche n’ont donc
pas ØtØ exploitØes mŒme si, en pratique, la contrainte de rigiditØ entre le dispositif lumineux
et l’objet pour lequel un positionnement est requis rend l’approche utile uniquement pour
des robots non rØpØtables.
3.1.1.2 Utilisation d’un Øclairage embarquØ
L’utilisation d’un Øclairage structurØ, codØ et dØportØ rØpond parfaitement au problŁme
de l’indØpendance recherchØe vis-à-vis de la texture de l’objet d’intØrŒt. De plus, cette
solution permet Øgalement une mise en correspondance robuste et rapide des informa-
tions visuelles. Toutefois, cette approche nØcessite un Øclairage xe par rapport à la scŁne,
contrainte qui limite ainsi son champ applicatif. L’alternative consiste bien entendu à em-
barquer le dispositif d’Øclairage. Cependant, nous n’avons pas envisagØ une telle solution,
que nous avons jugØe trop difcile à mettre en uvre en pratique compte tenu de l’encom-
brement et du poids actuel des projecteurs. Nous avons recouru à l’utilisation de diodes
laser qui permettent tout autant de s’affranchir de la texture de l’objet que de simplier le
traitement d’images.
Comme nous l’avons vu au dØbut de la section 3.1.1, cette façon de faire est trŁs rØ-
pandue en robotique. NØanmoins, les approches retenues sont gØnØralement de type 3D
nØcessitant une phase d’Øtalonnage prØalable, indispensable au processus de triangulation.
6D’où l’intérêt d’utiliser un asservissement visuel robuste aux erreurs d’extraction et de mise en correspon-
dance des informations visuelles [Comport et al., 2006a] quand une solution basée sur un éclairage codé ne peut
être retenue.
7Le lecteur pourra trouver d’autres résultats expérimentaux dans [Pagès, 2005; Pagès et al., 2006a; Pagès et
al., 2006b].
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FIG. 3.3: Tâche de positionnement par rapport à un cylindre elliptique : (a) image désirée ; (b) image
initiale ; (c) vitesse de la caméra (ms/s ou rad/s) en fonction du temps (en s) ; (d) Norme du signal
d’erreur en fonction du temps (en s).
Effectivement, la littØrature ne rapporte que trŁs peu de travaux concernant le couplage
de la lumiŁre structurØe et d’un asservissement visuel 2D. Citons toutefois Andreff et al.
[Andreff et al., 2002] qui ont introduit dans leur schØma de commande un faisceau laser
dans le but de contrôler la distance de la camØra à l’objet. De façon similaire, Krupa et
al. [Krupa et al., 2003] ont xØ un faisceau laser à un instrument chirurgical de maniŁre à
contrôler sa distance par rapport à un organe. Par ailleurs, la plupart des travaux recensØs
dans la littØrature utilisent la lumiŁre structurØe pour le contrôle d’un unique axe. TrŁs peu
de travaux ont traitØ le cas de plusieurs axes. La contribution majeure dans ce domaine est
due à Motyl et al. [Khadraoui et al., 1996]. Les auteurs ont en effet modØlisØ la variation
des informations visuelles, obtenues par projection d’un plan laser sur des objets plans ou
sphØriques, dans le but de rØaliser une tâche de positionnement par asservissement visuel.
Somme toute, à la lecture de ces diffØrents travaux, nous avons ØtØ convaincus que
toutes les potentialitØs relatives au couplage de la lumiŁre structurØ et de l’asservissement
visuel n’avaient pas encore ØtØ pleinement exploitØes. Plus prØcisØment, l’utilisation d’un
tel couplage n’avait pas encore ØtØ vu comme un moyen d’aboutir à une loi de commande
optimale au sens dØni au chapitre 2, c’est-à-dire essentiellement en terme de stabilitØ, de
dØcouplage des informations visuelles mais Øgalement en terme de trajectoire satisfaisante
de la camØra. En fait, pouvoir choisir la gØomØtrie du dispositif lumineux (en terme de
nombre de faisceaux laser mais aussi de position et d’orientation) introduit une certaine
libertØ que nous avons cherchØe à exploiter au mieux.
DØnition de la tâche à rØaliser. Traiter ce problŁme dans le cas gØnØral est, nØan-
moins, loin d’Œtre trivial. Nous avons donc considØrØ en premier lieu la rØalisation d’une
tâche de positionnement plan à plan. Cette tâche consiste à amener le plan du capteur de
façon parallŁle à celui de l’objet supposØ plan, elle constitue donc une liaison virtuelle de
classe 3 telle que les mouvements fronto-parallŁles ainsi que la rotation autour de l’axe
optique laissent les informations visuelles choisies invariantes [Chaumette et al., 1993].
Trois informations visuelles conduisant à une matrice d’interaction de rang plein sont donc
à dØnir.
Remarque : D’autres tâches ont ØtØ ØtudiØes, des objets non plans ont ØtØ Øgalement
considØrØs, cependant nous ne prØsenterons pas ces travaux ici et renvoyons le lecteur intØ-
ressØ à [PagŁs, 2005].
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Choix du dispositif lumineux. ConsidØrons au prØalable la matrice d’interaction Lx
relative aux coordonnØes dans l’image du point x = (x, y) dØcrivant la projection du point
X de l’espace 3D obtenu par intersection du faisceau laser et du plan de l’objet 8. Cette
matrice Øtant en fait de rang 1 [Andreff et al., 2002][PagŁs et al., 2006c], thØoriquement 3
faisceaux laser sont donc sufsants. NØanmoins, une conguration avec 4 faisceaux laser
(voir la gure 3.4.a) a conduit à de meilleurs rØsultats. De façon plus prØcise, les 4 lasers
sont positionnØs dans le cas idØal de façon symØtrique par rapport au centre optique de la
camØra et sont orientØs parallŁlement à la normale au plan de l’objet en position dØsirØe
(voir la gure 3.4.b).
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FIG. 3.4: Architecture du capteur caméra / dispositif lumineux en configuration idéale : (a) positionne-
ment du capteur laser par rapport à la caméra ; (b) capteur constitué de 4 faisceaux laser ; (c) image
en position désirée.
Choix des informations visuelles et matrice d’interaction associØe. Les informa-
tions visuelles les plus intuitives sont obtenues en considØrant les coordonnØes dans l’image
des 4 points ØclairØs par les faisceaux laser conduisant à la gure 3.4.c en position dØsirØe.
Toutefois, ce choix est loin de conduire à un comportement optimal de la loi de com-
mande [PagŁs et al., 2004]. Nous avons considØrØ en revanche les informations visuelles
suivantes9 :
s =
1
2
(
y−11 − y−13 , y−11 + y−13 , x−12 + x−14
)
. (3.2)
qui conduisent à la matrice d’interaction suivante :
Ls =
 α/L β/L −1/L −βγ/L αγ/L 00 0 0 −(1 + β2) αβ −α
0 0 0 −αβ 1 + α2 β
 (3.3)
oø L est la distance sØparant la position d’un laser avec le centre du dispositif lumineux
(voir la gure 3.4.b) et α, β et γ les paramŁtres dØcrivant l’Øquation du plan de l’objet
8Il est intéressant de noter ici que, contrairement au cas classique où le point x décrit simplement la projection
perspective d’un point X de l’espace, tous les termes de la matrice d’interaction contiennent maintenant des
informations 3D comme la position du laser, la distance de ce point au point X mais également les paramètres
décrivant le plan de l’objet [Pagès et al., 2006c]. Cette matrice est donc beaucoup plus complexe à évaluer.
9Notons que les grandeurs y1, y3, x2 ou x4 ne sont jamais nulles, exceptées dans le cas dégénéré où la caméra
est à l’infini.
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tel que Z = αX + βY + γ. Comme on peut le constater, cette matrice d’interaction est
trŁs intØressante. Elle est toujours de rang plein 3. De plus, elle est fortement dØcouplØe.
D’autre part, on peut montrer que les informations visuelles choisies peuvent se rØØcrire
sous la forme :
s = (γ/L, β, α) . (3.4)
Dans le cas idØal, le choix des informations visuelles (3.2) est donc particuliŁrement judi-
cieux puisqu’il permet d’estimer la totalitØ des termes de la matrice d’interaction à partir
d’informations 2D uniquement (et de la distance L). Ce qui n’est que rarement le cas en as-
servissement visuel classique puisque des informations de profondeur sont requises, faute
de quoi la stabilitØ du systŁme bouclØ peut ne plus Œtre garantie [Malis et Rives, 2003].
Analyse de la stabilitØ. Cette analyse s’appuie sur l’Øtude de la matrice Me (voir
l’Øquation (2.11)) qui dØpend de la loi de commande utilisØe. Nous nous sommes restreints
ici au cas oø la loi de commande est de type Gauss-Newton. Relatons tout d’abord le cas oø
le dispositif formØ des quatre faisceaux laser est positionnØ exactement au centre optique
de la camØra et lorsque la distance L est parfaitement connue. Deux cas de gure peuvent
Œtre envisagØs.
• Utilisation de la matrice d’interaction en position courante. En se rappelant que
(3.2) permet d’obtenir (3.4), nous pouvons considØrer que L̂s ≈ Ls, la matrice Me
vaut alors l’identitØ conduisant à une dØcroissance exponentielle dØcouplØe du signal
d’erreur e et par suite des informations visuelles et cela dans tout l’espace de travail.
Le systŁme est donc globalement asymptotiquement stable.
• Utilisation de la matrice d’interaction en position dØsirØe. La matrice Ls∗ s’Øcrivant
trŁs simplement, elle conduit à un matrice Me sufsamment simple pour que le sys-
tŁme (2.11) puisse Œtre rØsolu de maniŁre analytique [PagŁs et al., 2005a; PagŁs et
al., 2006c]. Ces rØsultats ont tout d’abord montrØ, qu’ici aussi, le systŁme bouclØ
Øtait globalement asymptotiquement stable. De plus, il a pu Œtre montrØ que les deux
derniŁres composantes du vecteur e Øtaient monotones. Par contre, la premiŁre peut,
dans certains cas, passer par un extremum avant de tendre ensuite vers zØro 10. Par
ailleurs, compte tenu de la simplicitØ de la matrice Ls∗ , les vitesses de la camØra
sont directement proportionnelles aux composantes du vecteur e et conduisent donc
à des composantes monotones pour les vitesses de rotation ωx et ωy , vz pouvant, de
la mŒme façon que pour la premiŁre composante de e, ne pas Œtre monotone. Les
trajectoires observØes sont donc extrŒmement intØressantes, en particulier beaucoup
plus intØressantes que dans le cas oø une matrice d’interaction estimØe en position
courante est utilisØe. Ce rØsultat n’est pas surprenant en soi, il est en effet bien connu
que le comportement du systŁme bouclØ peut Œtre trŁs diffØrent selon que la ma-
trice d’interaction est calculØe en position courante ou dØsirØe [Chaumette, 1998].
Ce comportement est clairement mis en Øvidence sur la gure 3.5 oø les deux lois de
commande sont comparØes.
10Bien que le système bouclé soit globalement asymptotiquement stable (au sens de Lyapunov), cette propriété
n’implique pas que ‖e(t)‖ soit décroissant quel que soit t.
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FIG. 3.5: Utilisation de la matrice d’interaction en position courante ou désirée. (a) et (b) utilisation de
Ls. (a) composantes du signal d’erreur en fonction du temps (en s) ; (b) vitesse de la caméra (ms/s ou
rad/s) en fonction du temps (en s) ; (c) et (d) utilisation de Ls∗ . (c) composantes du signal d’erreur en
fonction du temps (en s) ; (d) vitesse de la caméra (ms/s ou rad/s) en fonction du temps (en s).
Analyse de la stabilitØ en prØsence d’erreur d’Øtalonnage. Plusieurs types d’erreur
d’Øtalonnage peuvent Œtre considØrØs, le plus souvent on s’intØresse aux erreurs concernant
les paramŁtres intrinsŁques de la camØra [Espiau, 1993]. Toutefois, nous avons montrØ
qu’un mauvais positionnement du dispositif lumineux par rapport au cas modØlisØ pouvait
conduire à des erreurs de positionnement plus importantes [PagŁs et al., 2006c]. Aussi
avons-nous dß introduire les informations visuelles suivantes :
s′ =
1
2
(
y
′−1
1 − y
′−1
3 , y
′−1
1 + y
′−1
3 , x
′−1
2 + x
′−1
4
)
. (3.5)
Sans entrer dans le dØtail des calculs, elles s’obtiennent grâce à une transformation afne
de l’image dØsirØe en une image qui serait obtenue en l’absence d’erreur de positionnement
du dispositif lumineux. Signalons que dans le cas oø cette erreur est nulle, nous avons bien
sßr s′ = s de telle sorte que les rØsultats prØcØdemment Øtablis restent valables.
Ces nouvelles informations visuelles ont conduit à une loi de commande trŁs robuste
[PagŁs et al., 2006c], mais l’analyse de la stabilitØ globale s’est rØvØlØe Œtre malheureuse-
ment trop complexe. Nous prØsentons donc ici des rØsultats concernant la stabilitØ asymp-
totique locale conduisant à l’Øtude de la matrice M∗ = Ls˜′∗L+s′∗ oø Ls˜∗ est la matrice
d’interaction calculØe en prenant en compte le dØsalignement du dispositif laser. Compte
tenu de la complexitØ des calculs, nous avons dß considØrer sØparØment les mouvements de
translation du dispositif laser des mouvements de rotation. Dans ces conditions, la stabilitØ
locale a pu Œtre prouvØe quelles que soient les valeurs de ces translations ; concernant les
rotations, la stabilitØ locale a pu Œtre prouvØe pour une valeur de rotation autour des axes
X , Y ou Z dans l’intervalle [−pi/2;pi/2]. Le domaine de convergence est donc extrŒme-
ment large. Ces rØsultats trŁs intØressants sont illustrØs sur la gure 3.6 oø une tâche de
positionnement a ØtØ rØalisØe en prØsence d’un fort dØsalignement du systŁme mØcanique
liant les lasers entre eux (voir la gure 3.6a). MŒme dans ces conditions, un comportement
exponentiel dØcouplØ des vitesses de la camØra peut Œtre observØ, ainsi qu’une trajectoire
satisfaisante de la camØra.
De plus, nous avons Øgalement prouvØ dans [PagŁs et al., 2005a] que la stabilitØ locale
Øtaient Øgalement obtenue en prØsence d’erreur de calibration des paramŁtres intrinsŁques
de la camØra.
Remarque : Une approche Øgalement trŁs robuste utilisant des informations visuelles
complŁtement diffØrentes (basØes sur la surface du quadrilatŁre construit à partir des 4
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FIG. 3.6: Tâche de positionnement dans le cas d’un désalignement important. (a) vue du dispositif de
projection désaligné ; (b) image finale (avec la trajectoire des faisceaux laser) ; (c) composantes du
signal d’erreur en fonction du temps (en s) ; (d) vitesse de la caméra (ms/s ou rad/s) en fonction du
temps (en s).
points dans l’image issus des points ØclairØs par les faisceaux laser et de 2 diffØrences
d’angles issus des cotØs de ce quadrilatŁre) a ØtØ prØsentØe dans [PagŁs et al., 2004; PagŁs
et al., 2005a], toutefois aucune propriØtØ de convergence globale n’a pu Œtre exhibØe lors
d’un alignement parfait. En revanche, la stabilitØ locale a pu Œtre obtenue dans les mŒmes
conditions que ci-dessus concernant la modØlisation du dØsalignement du dispositif laser.
Comparaison avec une approche 3D. Au lieu d’utiliser (3.5) pour estimer les para-
mŁtres du plan de l’objet, il est bien Øvidemment possible de les obtenir par triangulation.
Plus prØcisØment, nous avons utilisØ une mØthode permettant de prendre en compte, dans
une certaine mesure, d’Øventuelles erreurs d’alignement du dispositif lumineux [PagŁs et
al., 2006c]. Elle aboutit toutefois à un systŁme d’Øquations non linØaires. En pratique, cette
approche s’est rØvØlØe Œtre moins robuste que l’approche 2D. En effet, la rØsolution du sys-
tŁme d’Øquations peut converger vers un minimum local. Elle est Øgalement plus sensible
au bruit prØsent dans l’image. De plus, aucune propriØtØ de convergence ne peut Œtre Øtablie,
la mØthode Øtant basØe sur une approche numØrique de rØsolution du systŁme d’Øquations.
3.1.2 Utilisation de la luminance
Nous avons recensØ au dØbut de ce chapitre plusieurs solutions cherchant à nous affran-
chir de l’apparence de l’objet observØ dont, d’une façon gØnØrale, l’utilisation d’informa-
tions visuelles non gØomØtriques. Cependant, contrairement à la plupart des travaux men-
tionnØs à la section 3.1, notre approche est radicalement diffØrente. En effet, le but consiste
ici à utiliser directement la luminance en tant qu’informations visuelles impliquØes dans
une loi de commande, et non plus en tant que signal permettant la construction d’une in-
formation visuelle particuliŁre, comme une homographie ou les paramŁtres d’un modŁle
de mouvement par exemple. Cette façon de procØder garantit, dans une certaine mesure,
l’indØpendance recherchØe ; nous y reviendrons ci-aprŁs.
Toutefois, concevoir une loi de commande basØe sur de telles informations visuelles
est incontestablement une tâche dØlicate. En effet, la valeur de la luminance mesurØe en
un point dØpend de phØnomŁnes physiques complexes relatifs à l’interaction de la lumiŁre
et de la matiŁre. Comme nous le verrons au chapitre 4, un grand nombre de paramŁtres
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inuent directement sur la lumiŁre rØØchie par la surface d’un objet dans une direction
donnØe. Citons par exemple la gØomØtrie de la scŁne, le nombre de sources lumineuses,
leur intensitØ, leur tempØrature de couleur mais Øgalement la nature physique mŒme de
l’objet. C’est ainsi que les techniques retenues en asservissement visuel basØs sur des infor-
mations de luminance s’appuient sur des techniques d’apprentissage permettant d’Øviter la
connaissance de ces divers paramŁtres impliquØs dans la mesure de la luminance [Deguchi
et Noguchi, 1996; Nayar et al., 1996; Deguchi, 2000]. Cette approche est toutefois pro-
blØmatique. Tout d’abord, elle requiert en pratique un grand nombre d’images de la scŁne
pour diverses positions de la camØra. Elle est Øgalement problØmatique dans le sens oø, à
chaque nouvel objet ou, d’une maniŁre plus gØnØrale à chaque modication d’un des ØlØ-
ments constituant le couple lumiŁre / matiŁre, une nouvelle phase d’apprentissage s’avŁre
nØcessaire et ce, mŒme si le type d’informations visuelles reste inchangØ. En fait, on ne
sait pas, indØpendamment de l’objet, exprimer la variation de telles informations par rap-
port au mouvement du porteur ; c’est-à-dire exprimer la matrice d’interaction de maniŁre
analytique. Par ailleurs, une approche intØressante, considØrant Øgalement l’intensitØ lumi-
neuse, a ØtØ proposØe dans [Kallem et al., 2007]. Elle est basØe sur une mØthode de noyaux
opØrant sur diffØrents signaux permettant d’atteindre un haut degrØ de dØcouplage de la loi
de commande. Toutefois, seules les translations et la rotation suivant l’axe optique ont ØtØ
considØrØes alors que notre approche considŁre les 6 degrØs de libertØ. Signalons Øgalement
les travaux rapportØs dans [Silveira et Malis, 2007a] oø un asservissent visuel basØ homo-
graphie est prØsentØ. Dans ce travail, les intensitØs de l’image sont utilisØes pour estimer
une homographie entre les images courante et dØsirØe par calcul d’une mise en correspon-
dance, homographie qui est ensuite utilisØe dans la loi de commande. Bien que, comme
dans notre cas, l’intensitØ de l’image soit à la base de cette approche, un effort important
de traitement d’images doit Œtre rØalisØ pour obtenir cette homographie.
Nous avons voulu explorer, au cours de ma deuxiŁme annØe de dØtachement, l’utilisa-
tion d’une matrice d’interaction obtenue sous forme analytique. Le but est bien sßr de nous
affranchir des contraintes liØes aux approches basØes apprentissage que nous venons d’Øvo-
quer. De plus, nous avons Øgalement cherchØ à Øviter l’estimation des nombreux paramŁtres
que nous avons mentionnØs. Cela n’est bien sßr possible que sous certaines hypothŁses
conduisant par voie de consØquence à autant de contraintes à respecter 11.
Remarque : Utiliser la luminance comme informations visuelles dans un schØma de
commande est Øgalement trŁs intØressant d’un point de vue traitement d’images. En ef-
fet, ces traitements se trouvent rØduits à leur minimum, les diffØrentes phases de mise en
correspondance n’Øtant plus à rØaliser. Nous tenons à insister ici sur le fait que cette ap-
proche Øvite en particulier le problŁme trŁs dØlicat de la mise en correspondance entre
les informations visuelles initiales et dØsirØes. C’est un problŁme trŁs complexe et qui est
malheureusement un prØrequis à tout asservissement visuel.
11Lever ces hypothèses est néanmoins possible, mais exige une modélisation poussée du signal de luminance
ainsi qu’un effort de traitement d’images pour estimer certains paramètres. Dans la mesure où cette modélisation
ne dépend pas uniquement de l’objet d’intérêt, mais également de son environnement, ces travaux sont présentés
dans le prochain chapitre.
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HypothŁses. Nous nous plaçons tout d’abord dans le cas oø les informations visuelles
dØsirØes I∗ sont connues grâce à un apprentissage. Cette apprentissage de l’image dØsi-
rØe I∗ pouvant Œtre rØalisØ une bonne fois pour toutes, il faut pouvoir garantir que cette
image restera invariante au cours du temps. En particulier, mais comme c’est dØjà le cas en
pratique avec la plupart des informations visuelles gØomØtriques, les sources lumineuses,
en position et en intensitØ, devront Œtre inchangØes. En outre, dans un souci de simplicitØ,
nous nous plaçons dans le cas d’une scŁne supposØe Lambertienne. En effet, dans ce cas,
le rØsultat obtenu sera indØpendant de la position de l’observateur. En revanche, il ne sera
valide que pour un nombre rØduit de matØriaux, en l’occurrence les matØriaux diØlectriques
inhomogŁnes opaques parfaits (voir le chapitre 4).
SynthŁse de la loi de commande. Comme nous l’avons vu au chapitre 2, l’obten-
tion de la loi de commande requiert le calcul de la matrice d’interaction. Ce calcul a ØtØ
rØalisØ dans [Marchand, 2007] 12 sous l’hypothŁse d’un modŁle Lambertien et d’un Øclai-
rage xe par rapport à la scŁne. De ce fait, cette matrice Øtant connue, une loi de com-
mande est donnØe simplement par (2.10). Cependant, nous avons montrØ dans [Collewet
et al., 2008a; Collewet et al., 2008b] que les lois de commande utilisØes habituellement
pour traiter des informations visuelles de nature gØomØtrique au mieux convergent, mais
en gØnØrant des mouvements 3D inappropriØs de la camØra, ou au pire divergent. Une loi
de commande dØdiØe à la luminance a donc ØtØ proposØe. Elle s’Øcrit formellement comme
une loi de commande basØe sur une mØthode de Levenberg-Marquardt (voir la section
2.1.3) ; toutefois, le paramŁtre µ est rØglØ de façon complŁtement diffØrente. Sans entrer
dans des considØrations trop techniques, cette mØthode exploite la forme particuliŁre de la
fonction de coßt. En outre, des rØsultats de simulation ont montrØ que la forme de cette
fonction de coßt ne dØpendait pas trop de l’objet observØ tant que l’image ne prØsentait pas
un motif pØriodique ou une forte variation des composantes du gradient spatial de l’image.
Elle prØsente toujours une vallØe trŁs abrupte au milieu d’un plateau en pente douce et de
pente non constante (voir la gure 3.7). Cette forme particuliŁre s’explique trŁs bien grâce
à une Øtude locale de la fonction de coßt par le biais de l’Øtude des valeurs propres de la
matrice H∗ impliquØe dans la loi de commande. En effet, cette Øtude permet d’exhiber des
directions selon lesquelles le coßt dØcroît soit de façon trŁs faible lorsque la valeur propre
associØe est trŁs faible (le fond de la vallØe), ou inversement de façon importante lorsque la
valeur propre est ØlevØe (la direction orthogonale à la vallØe), c’est-à-dire dans une direc-
tion trŁs voisine de∇C (r). En pratique, une forte valeur de µ est tout d’abord utilisØe pour
atteindre aisØment le fond de la vallØe puisque la loi de commande se comporte comme
une approche de type gradient. Une valeur intermØdiaire est ensuite utilisØe pour atteindre
le minimum avec un taux de convergence plus ØlevØ tout en assurant une trajectoire 3D
satisfaisante, tout au moins beaucoup plus satisfaisante qu’avec les lois de commande clas-
siquement utilisØes. Concernant la stabilitØ du systŁme, elle ne peut qu’Œtre locale puisque
k > 6 (voir la section 2.1.5). En pratique, le domaine de convergence est de l’ordre d’une
vingtaine de degrØs pour les rotations et d’une à quelques dizaines de centimŁtres pour les
translations.
12Dans [Marchand, 2007], cette matrice d’interaction a été utilisée pour contrôler la position de la caméra et
d’une source lumineuse afin de réaliser un éclairage optimal de la scène, sans toutefois réaliser une tâche de
positionnement rigide basée sur la luminance.
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FIG. 3.7: Fonction de coût : (a) Objet observé (plan) ; (b) Allure de la fonction de coût : par rapport
à sa position souhaitée, la caméra a subi une translation d’axe x de valeur tx et une rotation d’axe
y de valeur θy . Cette figure montre clairement la présence d’une vallée étroite ; (c) Iso-contours dans
le sous-espace (tx, θy) : la fonction de coût décroit rapidement dans une direction orthogonale aux
iso-contours, cette direction est voisine de celle du gradient du coût.
RØsultats. DiffØrentes tâches de positionnement ont ØtØ rØalisØes (voir un exemple
sur la gure 3.8) et ce, vis-à-vis de diffØrentes textures validant le fait que l’allure de la
fonction de coßt ne dØpend pas intrinsŁquement de l’image. Cette fonction de coßt est
en revanche trŁs sensible à la pose et de fait, des erreurs de positionnement extrŒmement
faibles ont toujours ØtØ obtenues. De plus, cette approche s’est rØvØlØe Œtre trŁs peu sensible
aux occultations partielles de la scŁne (voir la gure 3.9) et à de fortes approximations
des profondeurs, nØcessaires pour le calcul de la matrice d’interaction. En outre, mŒme
si son calcul a ØtØ rØalisØ à partir d’hypothŁses Lambertiennes, les expØrimentations ont
montrØ que de trŁs faibles erreurs de positionnement pouvaient Œtre obtenues mŒme dans le
cas d’une scŁne non Lambertienne. Rappelons une nouvelle fois, qu’exceptØ le calcul des
gradients spatiaux, aucun autre traitement d’images n’est requis.
3.2 Indépendance vis-à-vis de la texture de l’objet et de sa
géométrie
Les travaux rapportØs dans cette section ont ØtØ initiØs au Cemagref dans le cadre de
la thŁse d’Ali Alhaj et poursuivis au sein du projet Lagadic lors de ma premiŁre annØe de
dØtachement. Ils concernent toujours la rØalisation de tâches de positionnement vis-à-vis
d’objets dont la texture est inconnue, nous avons supposØ de plus leur forme inconnue et
avons donc pris en compte explicitement ce fait. En effet, l’approche est ici fonciŁrement
diffØrente de celles se reposant sur la robustesse Øventuelle de la loi de commande aux im-
prØcisions sur l’estimation des profondeurs comme cela est fait dans la grande majoritØ des
cas. Les objets en question sont en fait des produits carnØs et les applications sont celles
dØcrites dans le chapitre introductif à ce manuscrit. Cependant, il pourrait trŁs bien s’agir
d’autres applications non manufacturiŁres comme celles mentionnØes au dØbut de ce cha-
pitre, comme le positionnement d’un outil par rapport à un organe en robotique mØdicale
par exemple. Dans ces conditions, nous avons supposØ Øgalement qu’un apprentissage de
l’image dØsirØe n’Øtait pas possible. Les travaux rapportØs ci-aprŁs visent ainsi deux objec-
tifs, s’affranchir de la gØomØtrie de l’objet et de la connaissance de l’image dØsirØe.
44 IndØpendance vis-à-vis de la texture de l’objet et de sa gØomØtrie
 0
 5e+07
 1e+08
 1.5e+08
 2e+08
 2.5e+08
 0  10  20  30  40  50  60
(a) (b) (c)
-0.025
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0  10  20  30  40  50  60
vxvyvz
ωx
ωy
ωz
(d) (e) (f)
FIG. 3.8: Exemple de tâche de positionnement (axes des x en seconde). (a) Image initiale, (b) Image
désirée, (c) Fonction de coût, (d) Vitesse de la caméra (m/s ou rad/s), (e) I− I∗ pour la position initiale,
(f) I− I∗ pour la position finale.
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FIG. 3.9: Exemple d’une tâche de positionnement en présence d’occultations. Après avoir appris
l’image désirée, un objet a été ajouté à la scène, il a ensuite été déplacé manuellement pendant la
réalisation de la tâche. (a) Image apprise, (b) Image initiale, (c) Image intermédiaire, (d) Image finale,
(e) I− I∗ pour la position initiale, (f) I− I∗ pour la position finale.
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Le fait de ne pas disposer de cette connaissance en asservissement visuel est, on s’en
doute, trŁs problØmatique. En effet, il est dans ce cas impossible d’utiliser une approche
classique basØe sur un asservissement visuel 2D ou sur un asservissement visuel 3D basØ
sur un calcul de pose, le modŁle de l’objet observØ n’Øtant non plus pas disponible. De
mŒme, les approches dites « sans modŁle » (voir par exemple [Malis et al., 2000]) ne
sont non plus pas envisageables, l’image dØsirØe Øtant nØcessaire. De la mŒme façon, les
diffØrents travaux basØs sur des informations visuelles de nature dynamique [Questa et
al., 1995; Sundareswaran et al., 1996; Santos-Victor et Sandini, 1997; CrØtual et Chau-
mette, 2001] supposent, en l’Øtat, que la scŁne observØe soit plane.
Cette problØmatique, vØritable verrou à l’Ølargissement du champ applicatif de l’asser-
vissement visuel à la robotique non manufacturiŁre, a ØtØ initiØe lors de mes travaux de
thŁse [Collewet, 1999]. La maximisation de la surface dans l’image du triangle formØ à
partir de trois points d’intØrŒt avait ØtØ utilisØe pour la rØalisation de tâches de position-
nement vis-à-vis d’un objet plan [Collewet et Chaumette, 2002] 13. En effet, comme nous
l’avons vu au dØbut de ce chapitre à la section 3.1, la mesure de type « point » constitue
l’unique mesure gØomØtrique exploitable dans une image permettant une indØpendance par
rapport à la texture de l’objet observØ. À cet Øgard, prØcisons que les approches ØvoquØes
à la section 3.1 ne sont pas utilisables, car reposant toutes sur la connaissance de l’image
dØsirØe, inconnue ici.
Le travail rapportØ maintenant est basØ sur une reconstruction locale par vision dy-
namique parallŁlement à la rØalisation d’une tâche de positionnement par asservissement
visuel 2D1/2. Plus prØcisØment, l’approche a consistØ à contrôler l’orientation du capteur
par rapport à la normale au plan tangent en un point de l’objet observØ. Ce point pouvant
correspondre, par exemple, au centre d’une zone d’intØrŒt dans l’image. En pratique, il
s’agissait d’une zone de l’image correspondant à un dØfaut d’aspect prØsent sur une piŁce
de viande 14. L’approche prØsentØe ici est donc à la fois indØpendante par rapport à la tex-
ture de l’objet et à sa forme.
Les techniques de reconstruction 3D s’appuient le plus souvent sur l’utilisation de plu-
sieurs camØras [Ayache et Lustman, 1987; Faugeras, 1993] mais ce choix implique l’appa-
riement des donnØes perçues au sein des diffØrentes images acquises, ce que nous voulons
Øviter. La vision dynamique est une alternative à cette façon de procØder. En effet, plutôt
qu’exploiter les images issues de plusieurs camØras, il est possible de n’en dØplacer qu’une
seule et d’obtenir ainsi une sØquence d’images pour laquelle il est beaucoup plus aisØ de
rØaliser la phase de mise en correspondance. Cette façon de faire est en fait trŁs proche des
techniques dites d’obtention de la « structure à partir du mouvement » oø il s’agit, à partir
de la mesure du mouvement 2D, de retrouver des informations 3D de la scŁne observØe
ainsi que le dØplacement rØalisØ par le capteur 15.
L’obtention de la structure à partir du mouvement a ØtØ largement traitØe dans la littØ-
rature faisant Ømerger deux grandes familles d’approches selon la maniŁre dont est apprØ-
13Le contexte applicatif de cette figure concernait la réalisation d’un démonstrateur en vue du tri à l’arrivée en
salaisonnerie de jambons frais.
14Ces travaux ont été réalisés dans le cadre d’une convention Cemagref / INRIA / OFIVAL / Olympig en vue de
la caractérisation de défauts d’aspect sur des pièces de viande.
15En vision dynamique, ce déplacement peut être considéré comme connu, ou tout au moins bien estimé, car
issu d’une loi de commande.
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hendØ le mouvement 2D, de façon continue ou discrŁte.
• Les approches continues s’appuient sur une formulation diffØrentielle du mouvement
2D et nØcessitent donc, le plus souvent, la connaissance du ot optique [Prazdny,
1981; Bruss et Horn, 1983; Adiv, 1985; Sundareswaran, 1991; Heeger et Jepson,
1992; Gupta et Kanal, 1995; Irani et al., 1997; Srinivasan, 2000] 16 voire de ces
dØrivØes spatiales jusqu’à l’ordre deux dans le cas oø une reconstruction locale est
rØalisØe (on cherche alors l’orientation du plan tangent et les termes de courbure en
un point) [Longuet-Higgins et Prazdny, 1980; Waxman et Ullman, 1985; Waxman
et al., 1987; Subbarao, 1988; Calway, 2005]. Ces approches aboutissent dans le cas
gØnØral à la rØsolution d’Øquations non linØaires et nØcessitent le plus souvent des
hypothŁses quant à la scŁne observØe, en particulier la prØsence ou non de surfaces
planes [Adiv, 1985; Negahdaripour, 1992; Irani et al., 1997; Calway, 2005]. De plus,
l’unicitØ de la solution n’est pas garantie, que l’objet observØ soit plan ou non (voir
[Subbarao, 1988] oø ces diffØrents cas d’ambiguïtØ sont recensØs).
• Les approches discrŁtes reposent, quant à elles, sur un processus de mise en cor-
respondance de primitives d’une image à l’autre. Ce type d’approche conduit donc
nØcessairement à une reconstruction Øparse (voir nØanmoins les techniques d’ajus-
tement de faisceaux oø une reconstruction quasi-dense est effectuØe [Hartley, 1994;
Lhuillier et Quan, 2002]). Dans le cas de la primitive point17 des formulations li-
nØaires peuvent Œtre obtenues à l’aide de la dØcomposition de la matrice essentielle
[Hartley, 1997] ou fondamentale [Luong et Faugeras, 1996] dŁs la donnØe de 8 points
appariØs. Cependant, il est à noter la prØsence de cas dØgØnØrØs, en particulier lorsque
la scŁne est plane [Longuet-Higgins, 1984] conduisant à l’utilisation d’approches
spØciques (voir par exemple [Irani et Anandan, 1998; Schindler et Suter, 2006]).
En outre, ce type d’approche devient trŁs instable quand la camØra est soumise à de
faibles mouvements entre les deux images considØrØes ; ce qui est malheureusement
le cas dans une optique de commande puisque l’on cherche, au contraire, une frØ-
quence d’acquisition des images la plus ØlevØe possible. Une solution à ce problŁme
est de considØrer les deux images en question comme l’image courante et l’image
dØsirØe [Malis et al., 2000] ou d’exploiter toute la sØquence d’images [Soatto et Per-
ona, 1998].
Contrairement à la plupart des autres approches basØes Øgalement sur l’utilisation du
mouvement 2D [Bouthemy et François, 1993; Questa et al., 1995; Colombo et al., 1995;
Colombo et Allotta, 1999; Sundareswaran et al., 1996; Santos-Victor et Sandini, 1997],
recourir à la vision dynamique permet de contrôler les 6 degrØs de libertØ mais Øgalement de
nous affranchir de la connaissance de l’image dØsirØe et bien sßr, de la structure de la scŁne,
et pour partie Øgalement de sa texture. Nous nous sommes focalisØs, en effet, sur l’Øtude
16Voir cependant l’utilisation des méthodes directes permettant d’éviter le recours au calcul du flot optique
[Negahdaripour et Horn, 1987; Horn et Weldon, 1988; Taalebinezhaad, 1992; Stein et Shashua, 2000], ces ap-
proches se révèlent toutefois peu précises en pratique. Voir également l’utilisation de méthodes hybrides dans
le sens où elles combinent à la fois des techniques continue et discrète [Rives et Espiau, 1987; Espiau et
Rives, 1987; Xie et Rives, 1989]. En effet, des primitives particulières sont utilisées, comme dans le cas des
approches discrètes pour effectuer la mise en correspondance, évitant ainsi le calcul du flot optique.
17Nous n’évoquerons pas les travaux concernant d’autres primitives dans la mesure où, par essence, elles né-
cessitent des hypothèses quant à l’objet observé que nous ne voulons pas faire.
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d’un modŁle de mouvement uniØ, à mŒme de considØrer à la fois des scŁnes plane ou non
plane, sans avoir bien Øvidemment à faire appel à des mØcanismes de sØlection qui seraient
fonction de la scŁne observØe [Irani et Anandan, 1998; Schindler et Suter, 2006]. Notre
approche permet donc d’atteindre une forte indØpendance vis-à-vis de l’objet observØ.
Reconstruction de la normale. Le calcul de la normale unitaire n˜ en un point P ne
pose pas de problŁme en lui-mŒme, il s’obtient à partir des paramŁtres α du plan tangent
en P lorsqu’on l’Øcrit sous la forme 1/Z = α> x oø x dØcrit les coordonnØes projectives
normalisØes dans l’image d’un point m autour de p (voir les notations introduites à la
page 9). En effet, n˜ s’Øcrit simplement dans ce cas n˜ = −α/‖ α ‖. Par contre, obtenir
l’Øquation du plan tangent n’est pas trivial. Ce problŁme n’est toutefois pas nouveau (voir
le bref rappel concernant les approches continues de structure à partir du mouvement).
NØanmoins, ces travaux considŁrent comme acquis le calcul du mouvement 2D alors qu’en
pratique il n’en est rien, en particulier s’il doit Œtre calculØ au voisinage d’un point P de
forte courbure. De mŒme, l’utilisation d’une approche discrŁte est problØmatique, puisque
elle repose sur une mise en correspondance de primitives Øparses.
RØØcrivons tout d’abord la profondeur en un point M du plan tangent sous la forme
1/Z = β> u oø u = (u, v, 1) avec u = x − xp et v = y − yp et oø β s’Øcrit simplement
en fonction de xp et de α (voir Øgalement les notations page 9). Nous exprimons alors la
profondeur en tout point M de l’objet d’intØrŒt sous la forme
1
Z
= β> u + ϕ(u) (3.6)
oø la fonction ϕ(u) dØcrit uniquement les termes d’ordre supØrieur à 1. Elle vØrie de plus
ϕ(0) = 0 et s’annule pour un objet plan.
• Utilisation d’une approche continue. En utilisant l’Øquation du mouvement projetØ
[Longuet-Higgins et Prazdny, 1980] et en y introduisant (3.6), on obtient une ex-
pression gØnØrale du mouvement 2D pour tout point de l’objet. Toutefois, dans un
premier temps, nous n’avons considØrØ que les points proches du point p. Il est alors
possible de rØØcrire le mouvement 2D sous la forme d’un mouvement afne :
x˙ = M u (3.7)
oø la matrice M dØpend uniquement de la projection p du point P , de la vitesse v de
la camØra et de la structure β. Cette structure s’obtient alors facilement par rØsolution
au moindres carrØs d’un systŁme linØaire [Collewet et Chaumette, 2008] conduisant
ensuite trivialement à la normale unitaire n˜.
Remarque : Si dans M on fait coïncider p avec le point principal, on retrouve la
formulation habituelle du modŁle de mouvement afne [Koenderink et Van Doorn,
1991]. Notre formulation est donc plus gØnØrale, mais surtout elle conduit à un mo-
dŁle de mouvement beaucoup plus prØcis dŁs lors que p est loin du point principal
(voir un exemple trŁs parlant dans [Collewet et Chaumette, 2008]).
• Utilisation d’une approche discrŁte. En utilisant un raisonnement similaire au cas
continu, il est possible d’exhiber de la mŒme façon une modŁle local de mouvement
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afne
xt+1 = M ut (3.8)
reliant le mouvement 2D entre deux images acquises aux instants t et t+1, la camØra
ayant subi une rotation R et une translation t entre ces deux instants consØcutifs à
la loi de commande ; R et t sont donc supposØs connus car s’exprimant en fonction
de v. Comme dans le cas continu, la matrice M dØpend du point p et de la structure
β, elle dØpend Øgalement de v mais de maniŁre indirecte par le biais de R et t. En
revanche, l’obtention de n˜ est cette fois plus complexe, un systŁme d’Øquation non
linØaires Øtant alors à rØsoudre pour obtenir β [Collewet et Chaumette, 2008].
La mŒme remarque que dans le cas continu peut Œtre Øgalement formulØe.
Qu’une approche continue ou discrŁte soit considØrØe, un modŁle de mouvement 2D
uniØe a ØtØ obtenu. En revanche, notre approche est locale. Nous avons toutefois montrØ
qu’il Øtait possible d’Ølargir son domaine de validitØ.
Élargissement du domaine de validitØ du modŁle de mouvement uniØe. L’ap-
proche proposØe repose sur la modØlisation de l’erreur E(u) dØnie comme la diffØrence
point à point entre le mouvement 2D exact (obtenu en considØrant les profondeurs modØli-
sØes par (3.6)) et le mouvement donnØ par (3.8). Cette erreur s’Øcrit de façon trŁs gØnØrale
sous la forme de la somme de deux termes, un premier dß à la contribution des points ap-
partenant au plan tangent, et un second dß aux poins n’y appartenant pas. En pratique, le
premier terme est trŁs infØrieur au second dŁs que la courbure de l’objet devient importante
[Collewet et Chaumette, 2008]. Par ailleurs, il est mŒme souvent trŁs faible [Koenderink et
Van Doorn, 1991; Negahdaripour, 1992], il a donc ØtØ nØgligØ. Dans ces conditions, l’erreur
E(u) devient [Collewet et Chaumette, 2008] :
E(u) = ϕ(u)ξ
(
u,R, t,β, ϕ(u)
)
. (3.9)
Élargir le domaine de validitØ du modŁle de mouvement uniØ revient donc à minimiser
(3.9) en tout point u de la zone d’intØrŒt 18. Deux stratØgies distinctes ont ØtØ ØtudiØes.
• Utilisation de la vision active. La premiŁre approche a consistØ à minimiser ξ(.), le
second terme impliquØ dans E(u). Pour ce faire, nous avons ØtudiØ les conditions
portant sur R et t conduisant à une valeur minimum de ξ(.) et par suite de (3.9). En
effet, imposer certaines contraintes sur le mouvement de la camØra est bien connu
pour amØliorer la prØcision de la reconstruction [Aloimonos et al., 1987; Bajcsy,
1988; Ballard, 1991; Espiau et Rives, 1987; Xie et Rives, 1989; Chaumette et al.,
1996; Marchand et Chaumette, 1996]. En ce qui nous concerne, dans la mesure oø
R reste bornØe à une valeur faible entre les instants t et t + 1 (et ce, mŒme si la
rotation à rØaliser pour atteindre la position dØsirØe est importante), la condition de
minimisation de E(u) est simplement tz = 0.
• Utilisation d’une sØlection de points. Nous avons cherchØ un lieu de points L(u),
le cas ØchØant loin du point p, pour lequel les erreurs E(u) sont faibles. Ce lieu a
18Cette zone est en pratique la fenêtre dans laquelle le mouvement 2D est calculé.
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ensuite ØtØ exploitØ lors du calcul du mouvement 2D. Pour simplier le problŁme,
nous avons considØrØ la classe d’objets telle que
ϕ(u) = eβ(u) = β20u
2 + β11uv + β02v
2 (3.10)
oø les βij dØpendent de la pose de la camØra par rapport à l’objet et de la courbure
en P . Signalons que eβ(u) peut tout aussi bien Œtre vu comme les termes d’ordre
deux de la profondeur exacte en u (donnØe par (3.6)). De ce fait, (3.10) est valide
pour tout objet tel que sa surface en P soit au moins C2. Nous nous sommes donc
intØressØs aux isocontours eβ(u) = c oø c est une constante arbitrairement faible.
Sans entrer dans les dØtails, nous avons montrØ dans [Collewet et Chaumette, 2008]
que, suivant les valeurs propres de la matrice associØe à la forme quadratique dØnie
par (3.10), un tel lieu L(u) pouvait exister. Effectivement, il peut prendre selon les
cas la forme d’une droite, voire de deux droites et au pire d’un unique point (le point
p). En consØquence, bien que le modŁle de mouvement uniØ ait ØtØ Øtabli grâce à
une modØlisation locale, il a un caractŁre global pour tout point u ∈ L(u) quand
L(u) ne se rØduit pas à au point p.
En pratique, la sØlection des points appartenant à L(u) est rØalisØe pendant le calcul
du mouvement 2D à l’aide d’une technique statistique d’estimation robuste (les M-
estimateurs [Huber, 1981]). On cherche donc la matrice M telle que :
M̂ = arg min
M
∑
mt∈W
ρ
(
It(mt)− It+1(δ(mt,M))
σ
)
(3.11)
oø la fonction vectorielle δ(.) dØcrit le mouvement 2D entre les images t et t+1 selon
le modŁle afne uniØ, I(.) la fonction de luminance, σ la variance des rØsidus vØri-
ant le modŁle afne et ρ(.) une fonction robuste. La technique des moindres carrØs
itØratifs pondØrØs a ØtØ utilisØe pour rØsoudre (3.11) [Huber, 1981]. Pour ce faire une
fonction d’inuence [Hampel et al., 1986] trŁs stricte, dans le sens oø elle s’annule
si les rØsidus d’intensitØ sont trop ØlevØs, a ØtØ utilisØe. Il s’agit de la fonction de
Tuckey bi-pondØrØ [Huber, 1981].
RØsultats. Les techniques dØcrites ci-dessus ont permis la rØalisation de tâches de po-
sitionnement par rapport à des objets plans ou non. Dans le cas d’objets plans, les deux
techniques sont Øquivalentes. Par contre, concernant les objets non plans, ces techniques
n’ont plus un comportement similaire. En effet, tant que les termes βij impliquØs dans
(3.10) sont faibles l’utilisation de la vision active fournit de bons rØsultats, dans le cas
contraire de plus fortes erreurs peuvent Œtre rencontrØes. A contrario, l’utilisation des M-
estimateurs permet une plus grande indØpendance vis-à-vis de la valeur de ces termes. La
gure 3.10 montre un exemple de tâche de positionnement vis-à-vis d’un objet imprØcisØ-
ment connu et de forte courbure.
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FIG. 3.10: Tâche de positionnement par rapport à un objet de forte courbure. (a) image initiale ; (b)
image désirée ; (c) vitesse de la caméra (ms/s ou rad/s) en fonction du temps (en s) ; (d) Norme du
signal d’erreur e en fonction du temps (en s).
CHAPITRE 4
Vers une indØpendance vis-à-vis de la scŁne observØe
L’objet du chapitre prØcØdent fut de prØsenter certaines techniques d’asservissement vi-
suel prØsentant, à divers degrØs, une indØpendance vis-à-vis de la texture de l’objet d’intØrŒt
et, le cas ØchØant, vis-à-vis de sa forme Øgalement. En revanche, ces approches reposent
sur l’hypothŁse implicite d’une scŁne Lambertienne, ce qui peut Œtre considØrØ comme
une limite importante à ces approches. D’une façon gØnØrale, rares sont les travaux en as-
servissement visuel permettant de prendre en compte des variations brusques d’intensitØ
des sources lumineuses, voire de directions mobiles par rapport à la scŁne d’intØrŒt, scŁne
pouvant Œtre constituØe, le cas ØchØant, de matØriaux spØculaires comme c’est le cas des
produits carnØs [GouiffŁs et al., 2004c]. Le but des travaux rapportØs dans ce chapitre a
consistØ à s’affranchir de ces diffØrents phØnomŁnes. Comme nous le verrons ci-aprŁs, ils
dØpendent de la nature physique de l’objet, mais en grande partie aussi de la gØomØtrie de
la scŁne par le biais des positions relatives du triplet observateur / objet / Øclairage.
Une façon de pallier ce problŁme pourrait consister à considØrer des indices visuels
de nature gØomØtrique ; ce type d’indice procurant une relative indØpendance à la gØo-
mØtrie de la scŁne. En effet, dans ces conditions, le problŁme se pose en terme de trai-
tement d’images qui s’avŁre, en l’occurence, robuste aux variations de luminance. Cela
s’explique simplement par le fait que ces algorithmes exploitent, pour l’essentiel, les gra-
dients spatiaux du signal de luminance permettant le suivi par exemple de droite ou de
segments [Crowley et al., 1992; Gennery, 1992; Boukir et al., 1998], de coins [Sinclair et
al., 1993; Hager et al., 1995], d’ellipses [Vincze, 2001] ou de contours complexes [Kass et
al., 1987; Terzopoulos et Metaxas, 1991; Bascle et al., 1994; Precioso et al., 2005; Pressi-
gout et Marchand, 2007][Mebarki et al., 2008]. PrØcisons que ces algorithmes deviennent
plus robustes encore dŁs lors que l’on dispose d’un modŁle 3D de l’objet [Drummond et
Cipolla, 2002; Comport et al., 2006b], autorisant par exemple des occultations partielles.
52 ModØlisation de l’interaction lumiŁre / matiŁre
Cependant, pour prØserver l’indØpendance vis-à-vis de l’objet d’intØrŒt, acquise au cha-
pitre prØcØdent, nous n’avons pas considØrØ de tels indices visuels. Les travaux rapportØs
dans ce chapitre concernent donc exclusivement le signal de luminance, plus prØcisØment
l’image elle-mŒme, ou un sous-ensemble de celle-ci. Dans ces conditions, l’invariance re-
cherchØe par rapport au cas gØnØral d’une scŁne dynamique a nØcessitØ l’obtention d’une
modØlisation poussØe de ce signal. Elle a ØtØ obtenue en considØrant un modŁle plus rØaliste
que celui de Lambert. Forts de cette modØlisation, deux champs applicatifs complŁtement
diffØrents ont ØtØ investiguØs :
 Le premier porte sur l’amØlioration des algorithmes de mise en correspondance de
motifs texturØs. En effet, comme dØjà mentionnØ, c’est une primitive de bas ni-
veau dont dØpend un grand nombre d’algorithmes de vision par ordinateur et, en
consØquence, certaines approches relevant de l’asservissement visuel. De tels mo-
tifs peuvent, en effet, conduire à la mise en correspondance de points d’intØrŒt,
de rØgions ou encore au calcul des paramŁtres d’un modŁle de mouvement para-
mØtrique, informations dont dØpend un grand nombre de techniques d’asservisse-
ment visuel largement ØvoquØes dans ce document. Citons de façon non exhaustive
[Papanikolopoulos, 1995; Comport et al., 2006a; Benhimane et Malis, 2007; Questa
et al., 1995; Santos-Victor et Sandini, 1997; CrØtual et Chaumette, 2001][Collewet
et Chaumette, 2002; Collewet et Chaumette, 2008]. Notre contribution à ce thŁme
concerne principalement la capacitØ à pouvoir traiter des images acquises dans des
conditions complexes d’illumination (changement d’intensitØ de l’Øclairage, mou-
vement de l’observateur et / ou de l’Øclairage et apparition de spØcularitØs) sans
connaissance prØcise de la scŁne observØe et sans avoir à estimer en ligne un trop
grand nombre de paramŁtres, toujours dans une optique de calculs pouvant s’effec-
tuer proche de la cadence vidØo, le but nal Øtant la rØalisation d’une tâche d’asser-
vissement visuel. Des approches basØes sur la luminance, sur la couleur ainsi que
sur l’utilisation de corrections photomØtriques de certains invariants couleur ont ØtØ
ØtudiØes.
 Le deuxiŁme champ applicatif concerne l’extension aux objets non Lambertiens de
l’asservissement visuel basØ sur la luminance dØcrit à la section 3.1.2. C’est, en effet,
une approche que nous jugeons prometteuse vu les prØcisions de positionnement
obtenues ainsi que la robustesse obtenue dans certaines congurations (erreurs sur
les profondeurs, prise en compte des occultations). Notre contribution à ce thŁme
porte principalement sur l’obtention analytique de la matrice d’interaction associØe
à la luminance et ce, dans le cas le plus gØnØral d’un objet non Lambertien. Comme
nous le verrons, ces travaux nous ont permis de traiter le cas complexe d’une scŁne
dynamique.
4.1 Modélisation de l’interaction lumière / matière
4.1.1 Modélisation de la réflexion
Chaque objet d’une scŁne rØØchit la lumiŁre qu’il reçoit en modiant sa couleur ou
son intensitØ selon un modŁle de rØexion. Plus prØcisØment, un tel modŁle permet de dØ-
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crire quantitativement la lumiŁre rØØchie en fonction de divers paramŁtres caractØrisant la
scŁne, il permet donc d’Øtablir la relation liant la radiance Ømise par un ØlØment de sur-
face en fonction de l’irradiance qu’il reçoit. En pratique, les paramŁtres impliquØs dans
ce processus sont nombreux, si nombreux mŒme, que plusieurs modŁles de rØexion ont
ØtØ Øtablis. Toutefois, le phØnomŁne de la rØexion pouvant s’expliquer grâce à la thØorie
des ondes ØlectromagnØtiques, la permØabilitØ magnØtique, la permittivitØ Ølectrique et la
conductivitØ du matØriau permettent de dØcrire les propriØtØs optiques du matØriau consi-
dØrØ. De ce point de vue, on peut considØrer quatre grandes classes de matØriaux :
 Les matØriaux conducteurs. Pour ce type de matØriaux, l’onde incidente est rapide-
ment attØnuØe conduisant essentiellement à des phØnomŁnes de surface. De ce cas,
la rugositØ joue un rôle prØpondØrant ; une surface trŁs lisse aura un comportement
proche de celui d’un miroir et la lumiŁre sera rØØchie dans une seule direction.
Le comportement du matØriau est alors spØculaire et la premiŁre loi de rØexion de
Descartes peut Œtre appliquØe en pratique. Quant aux matØriaux plus rugueux, ils dif-
fuseront la lumiŁre autour de cette direction privilØgiØe, formant un lobe spØculaire.
 Les matØriaux diØlectriques (comme le verre par exemple). Ces matØriaux sont peu
conducteurs et laissent pØnØtrer trŁs profondØment l’onde incidente. Dans ces condi-
tions, le modŁle de rØexion doit tenir compte de phØnomŁnes physiques dans le
matØriau lui-mŒme, et dØpend donc fortement de ce matØriau.
 Les matØriaux homogŁnes (comme par exemple le verre ou les mØtaux). Ces matØ-
riaux se caractØrisent par un indice de rØfraction constant à l’intØrieur du matØriau
mŒme. Les phØnomŁnes de rØfraction et de diffusion sont prØpondØrants.
 Les matØriaux inhomogŁnes (comme par exemple le plastique, le papier, certains
tissus). Ces matØriaux sont composØs de particules ayant des indices de rØfraction
diffØrents. La rØexion diffuse caractØrise ce type de matØriaux.
Le modŁle de Lambert [Lambert, 1760] permet d’expliquer le comportement des di-
Ølectriques inhomogŁnes opaques [Reichmann, 1973]. Il se caractØrise par un unique terme
de rØexion diffuse et ne prend donc pas en compte la direction de l’observateur. Le modŁle
de Beckmann-Spizzichino [Beckmann et Spizzichino, 1987] est basØ sur les lois de l’Ølec-
tromagnØtisme et sur une modØlisation des aspØritØs de surface. Il permet donc de prendre
en compte les matØriaux conducteurs ou non, qu’ils soient lisses ou non. Le modŁle de
Torrance-Sparrow [Torrance et Sparrow, 1967], quant à lui, est basØ sur les Øquations de
l’optique gØomØtrique, il se restreint par consØquent au cas oø la taille des aspØritØs de sur-
face excŁde largement la longueur d’onde de la lumiŁre incidente. Ce modŁle n’est donc
valable que pour les matØriaux rugueux (conducteurs ou non). Signalons Øgalement le mo-
dŁle de Nayar [Nayar et al., 1991] qui peut se concevoir comme une synthŁse des deux
modŁles prØcØdents tout comme le modŁle de Shafer [Shafer, 1985] revisitØ ensuite par
[Healey, 1989]. Ces modŁles sont toutefois quantitatifs, ils expriment la radiance d’une
surface comme la somme d’un terme de rØexion diffuse et d’un terme de rØexion spØcu-
laire. En outre, ces auteurs Ømettent l’hypothŁse selon laquelle chaque terme de rØexion
peut s’Øcrire comme le produit d’un terme ne dØpendant que de facteurs gØomØtriques et
d’un autre terme fonction de la longueur d’onde. Ce type de modŁle est à la base des tra-
vaux portant sur la recherche d’invariants couleur. Citons Øgalement le modŁle de Phong
[Phong, 1975] ; contrairement aux modŁles rapportØs jusqu’à prØsent, ce modŁle ne repose
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pas sur les lois de la physique, c’est un modŁle issu de la communautØ de la synthŁse
d’images. Il a toutefois le mØrite d’Œtre à la fois simple et trŁs rØaliste.
4.1.2 Modélisation de la luminance
Les diffØrents modŁles rappelØs dans la section prØcØdente permettent d’exprimer la ra-
diance spectrale L(λ) Ømise par une surface. Toutefois, la luminance Øtant une grandeur
photomØtrique, c’est la sensation perçue par l’observateur, qui reçoit une certaine irra-
diance, qui nous intØresse en rØalitØ. Dans le cas d’un dispositif optique de type capteur
camØra, Horn [Horn, 1986] a montrØ que l’irradiance I(λ) s’Øcrit :
I(λ) = Kc L(λ). (4.1)
Nous supposerons que Kc est un terme constant, ce qui est une hypothŁse gØnØralement
admise comme valide (cas d’un objectif constituØ de lentilles parfaites ou dotØes du traite-
ment de surface ad hoc). Dans ces conditions, en notant p le point dans le capteur issu de
la projection du point P de la scŁne, la luminance I(p) s’Øcrit :
I(p) = Kc
∫ λmax
λmin
S(λ)L(λ, P )dλ (4.2)
oø L(λ, P ) est la radiance Ømise par un ØlØment de surface en P et oø S(λ) dØcrit la
sensibilitØ spectrale du capteur dans l’intervalle [λmin, λmax] (lorsque l’il humain est le
capteur considØrØ, la fonction d’efcacitØ lumineuse spectrale V(λ) se substitue à S(λ)).
Par suite, en utilisant explicitement un modŁle de rØexion, il est possible de rØØcrire (4.2)
sous la forme [GouiffŁs, 2005] :
I(p) = kd(p)a(p) cos θi(P ) +Ks(p)h(P, θr, ρ) (4.3)
oø kd et Ks sont des gains dØpendants du dispositif optique mais aussi de l’irradiance
perçue par l’ØlØment de surface en P ; a(p) est un terme dØpendant du coefcient de reec-
tance spectrale diffuse en P (appelØ aussi albedo), de l’irradiance spectrale en P et de la
sensibilitØ spectrale du capteur en p. Les angles θi, θr et ρ reprØsentent respectivement les
angles que forment avec la normale n en P , la direction L de la source lumineuse, la di-
rection V de l’observateur et la bissectrice B entre les vecteurs V et L (voir la gure 4.1).
La fonction h reprØsente la contribution des termes spØculaires, elle dØpend du modŁle de
rØexion utilisØe.
4.1.3 Modélisation de la couleur
On sait depuis les travaux d’Helmholtz (1866) que la perception humaine de la couleur
se caractØrise par son aspect tridimensionnel. En synthŁse d’image additive, les trois cou-
leurs primaires normalisØes sont le rouge, le vert et le bleu auxquelles sont respectivement
associØes les composantes trichromatiques spectrales ou fonctions colorimØtriques spec-
trales r¯(λ), v¯(λ) et b¯(λ) qui permettent de dØterminer les quantitØs respectives (R,G,B)
des trois primaires qu’il faut mØlanger pour reproduire chaque couleur monochromatique
Vers une indØpendance vis-à-vis de la scŁne observØe 55
V
B n
L
P
θr
ρ
θi
FIG. 4.1: Angles et vecteurs impliqués dans la description du phénomène de la réflexion.
de longueur d’onde λ. L’obtention de la couleur à l’aide d’un capteur tri-CCD est basØe
sur cette façon de faire en remplaçant les fonctions colorimØtriques spectrales par les sen-
sibilitØs spectrales SR(λ), SV (λ) et SB(λ) des trois capteurs. De ce fait, la relation (4.3)
se gØnØralise au cas de la couleur en Øcrivant C(p) = (R,G,B) avec R, G et B obtenus
grâce à (4.2) en considØrant les sensibilitØs spectrales propres à chacun des trois capteurs :
C(p) = kd(p) · a(p) cos θi(P ) + Ks(p)hf (P, θr, ρ) (4.4)
oø « · » exprime ici le produit d’Hadamard.
4.2 Application à la mise en correspondance de motifs tex-
turés
Les sections prØcØdentes nous ont permis de modØliser les signaux de luminance et de
couleur, nous dØtaillons maintenant nos travaux concernant l’application de ces diffØrentes
modØlisations au problŁme particulier de la mise en correspondance de primitives basØes
texture. Le problŁme se pose ici en terme d’estimation d’une transformation 2D permettant
de recaler au mieux un motif de rØfØrence par rapport à un motif courant. Comme nous
l’avons dØjà mentionnØ, notre contribution ne porte pas sur l’algorithme de recalage en
lui-mŒme, mais sur une modØlisation des variations d’illumination entre les deux motifs.
Notre apport concerne donc tout aussi bien les algorithmes de mise en correspondance de
primitives, oø le recalage doit Œtre effectuØ à partir d’images issues d’une mŒme camØra,
que les algorithmes d’appariement oø des camØras diffØrentes sont utilisØes. NØanmoins,
l’application prØsentØe ici, et qui nous a permis de valider nos dØveloppements thØoriques,
concerne plus prØcisØment le suivi de points d’intØrŒt ; toutefois, des motifs plus larges ont
Øgalement ØtØ considØrØs.
Vu l’importance d’une mise en correspondance prØcise de deux primitives dans un al-
gorithme de haut niveau, la littØrature est, on s’en doute, trŁs abondante sur le sujet et nous
ne tenterons pas de dresser un Øtat de l’art sur ce sujet, ce dernier n’Øtant, de surcroît, pas
l’objet de notre contribution. PrØcisons nØanmoins que parmi les deux grandes familles
d’approche, minimisation d’une mesure de dissimilaritØ (SAD, SSD, ZSAD, ZSSD,. . .) ou
maximisation d’une mesure de similaritØ (CC, NCC, ZNCC,. . .) (voir une Øtude de ces
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diffØrentes approches dans [Giachetti, 2000]), les approches de type SSD (pour Sum-of-
Squared Differences), ou leur version robuste, sont les plus utilisØes ; elles permettent en
effet l’utilisation de mØthodes de minimisation efcace (voir [Nickels et Hutchinson, 2002]
pour une Øtude dØtaillØe de ce type d’approche). En consØquence, nous avons validØ nos
rØsultats en les comparant avec des travaux relevant de cette technique.
Deux approches ont ØtØ investiguØes, une premiŁre considŁre le cas de motifs dØcrits
exclusivement par des informations de luminance alors que la deuxiŁme considŁre aussi
des informations de chrominance.
4.2.1 Utilisation de la luminance
Une façon efcace de rØsoudre le problŁme de mise en correspondance est de le traduire
en terme d’une fonction de coßt C(µ) à minimiser oø µ est un vecteur paramØtrisant le
modŁle de mouvement donnØ par la fonction δ, i.e. m′ = δ(m,µ) oø m et m′ reprØsentent
respectivement la projection d’un mŒme point M de la scŁne dans les images I et I ′. Nous
notonsW le domaine de I sur lequel opŁre δ. Dans ces conditions C(µ) s’Øcrit [Hager et
Belhumeur, 1998] :
C(µ) = 1
2
‖e(µ)‖2 (4.5)
oø e(µ) est un vecteur colonne dont chaque composante em(µ) s’Øcrit, pour tout m ∈ W ,
em(µ) = I
′(δ(m,µ))−f (I(m)) ; f Øtant une fonction scalaire dØpendant du modŁle d’illu-
mination et tel que f (I(m)) = I ′(m′). La minimisation de (4.5) repose le plus souvent sur
une mØthode de Gauss-Newton pour obtenir µ∗, le minimiseur de (4.5). Pour ce faire, (4.5)
est rØØcrit en remplaçant e(µ) par son dØveloppement en sØrie de Taylor tronquØ au 1er
ordre autour d’une approximation µˆ de µ∗ tel que µ∗ = µˆ+ δµ, conduisant à la solution
recherchØe :
δµ = −λĴ+e(µˆ) (4.6)
oø λ est un scalaire positif et Ĵ une approximation de J, la matrice Jacobienne de e par
rapport à µ. Notons à ce propos l’approche proposØe dans [Jurie et Dhome, 2002] oø un
apprentissage de J+ est rØalisØ, aboutissant à de bien meilleurs rØsultats que l’approche
originale [Hager et Belhumeur, 1998].
Par ailleurs, le lecteur pourra constater une certaine analogie entre les Øquations (4.5) et
(4.6) avec le problŁme d’obtention d’une loi de commande en asservissement visuel (voir
les Øquations (2.7) et (2.10), page 23). À ce titre, il est possible d’Øtablir ici aussi une ma-
trice M(e) dØcrivant les conditions de convergence de e(µ) vers 0 au mŒme titre que les
conditions donnØes en (2.12) et (2.15). Il en rØsulterait des contraintes fonction notamment
des gradients spatiaux de l’image I ′. L’analogie s’arrŒte toutefois ici. En effet, en asser-
vissement visuel, des dØplacements importants peuvent Œtre rØalisØs pour atteindre la pose
dØsirØe alors qu’en suivi de primitives les dØplacements sont plus faibles. De plus, et sur-
tout, la trajectoire dans l’espace des paramŁtresµ nous important beaucoup moins que celle
de la camØra lors d’une tâche d’asservissement visuel, la gamme d’approches permettant
la minimisation de (4.5) est plus importante ici. Il serait tout à fait possible, et mŒme sou-
haitable, d’utiliser des mØthodes d’optimisation beaucoup plus efcaces que la mØthode de
Gauss-Newton, comme celles dØjà signalØes à la section 2.1.3 (les mØthodes de rØgions de
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conance ou basØes sur des mØthodes de sØparation et d’Øvaluation par exemple) ; voir dans
cet esprit [Baker et Matthews, 2004] oø d’autres mØthodes de minimisation de (4.5) sont
utilisØes, elles restent nØanmoins trŁs classiques ; voir Øgalement [Silveira et Malis, 2007b]
oø une mØthode du second ordre ayant un taux de convergence plus ØlevØ que la mØthode
de Gauss-Newton est utilisØe (l’algorithme ESM [Malis, 2004]).
Historiquement, les premiers travaux dans ce domaine sont dus à Kanade, Lucas et
Tomasi [Lucas et Kanade, 1981; Tomasi et Kanade, 1991]. Leur approche repose sur la
conservation de la luminance en tout point m de W [Horn et Schunck, 1981] si bien que
la fonction f impliquØe dans e est simplement la fonction identitØ I(m) = I ′(m′). Par
ailleurs, le modŁle de dØplacement retenu dans leur cas se rØduit à une translation 2D. Dans
le cas gØnØral, ce modŁle n’est donc pas valide, il peut nØanmoins Œtre considØrØ comme
viable dans le cas d’images monoculaires acquises à frØquence ØlevØe. Les travaux qui ont
suivi ont donc naturellement portØ sur la prise en compte de modŁles de dØplacement plus
complexes, afne [Shi et Tomasi, 1994], quadratique [Odobez et Bouthemy, 1995], voire
homographique [Buenaposada et Baumela, 2002; Jurie et Dhome, 2002; Benhimane et Ma-
lis, 2004][Collewet et al., 2004]. NØanmoins, toutes ces approches reposent sur l’hypothŁse
de conservation de la luminance qui, nous l’avons vu, n’est valide que pour des matØriaux
diØlectriques inhomogŁnes opaques 1. En outre, cette hypothŁse est violØe dŁs lors que l’ob-
jet n’est plus xe par rapport à la direction de la source lumineuse. Bien Øvidement, elle est
encore violØe dans le cas d’une variation d’intensitØ de l’Øclairage ambiant.
Une façon d’aborder ce problŁme consiste à le placer dans le cadre plus large de l’es-
timation robuste. En effet, la minimisation de (4.5) ne conduit à une estimation µ∗ non
biaisØe que sous l’hypothŁse de rØsidus em(µ) indØpendants et normalement distribuØs
[Hampel et al., 1986]. L’utilisation d’une fonction robuste [Huber, 1981] permet de prendre
en compte l’occurrence Øventuelle de donnØes aberrantes [Odobez et Bouthemy, 1995; Ha-
ger et Belhumeur, 1998; Black et Jepson, 1998; Black et al., 2000; Tarel et al., 2002; Vac-
chetti et al., 2004] comme par exemple la prØsence d’occultations partielles ou de va-
riations inexpliquØes du signal de luminance. Il est toutefois plus rigoureux de considØ-
rer un modŁle d’illumination plus valide que l’identitØ pour la fonction f. C’est ainsi,
qu’en pratique, un modŁle de variation afne est abondamment utilisØ dans la littØrature
[Negahdaripour, 1998; Tommasini et al., 1999; Jin et al., 2001; Kim et al., 2005] condui-
sant à :
f (I(m)) = λI(m) + η. (4.7)
PrØcisons que dans la grande majoritØ des cas, le calcul des paramŁtres λ et η est issu d’une
simple normalisation photomØtrique des images I et I ′, alors que dans [Negahdaripour,
1998; Jin et al., 2001] par exemple, ils sont calculØs pour minimiser (4.5) au mŒme titre
que µ.
Le modŁle (4.7) est toutefois encore trŁs simple. NØanmoins, il peut Œtre considØrØ
comme localement valide [GouiffŁs et al., 2006a], d’oø son utilisation trŁs frØquente dans
le contexte de l’appariement ou du suivi de points d’intØrŒt. Dans le cas de motifs plus
larges, des approches plus complexes sont utilisØes. Elles sont quasiment toutes basØes
sur une phase d’apprentissage hors ligne. Plus prØcisØment, elles reposent sur le fait que
1De plus, la pratique montre que l’utilisation exclusive de la composante Lambertienne impliquée dans la
radiance en un point n’est plus valide pour une source ayant un angle d’incidence rasant (θi ≈ pi/2) en ce point.
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l’image d’une scŁne Lambertienne, et en l’absence d’ombres, s’exprime de maniŁre linØaire
grâce à la connaissance de trois images acquises pour le mŒme point de vue, mais dans des
conditions variables d’illumination [Woodham, 1980; Ikeuchi, 1981]. Cette propriØtØ est
mise à prot par exemple dans [Hallinan, 1994; Hager et Belhumeur, 1998; La Cascia et
al., 2000]. Ce type d’approche est gØnØralisØ dans [Black et al., 2000] au cas de scŁnes non
Lambertiennes, sans toutefois reposer sur une explication physique du phØnomŁne de la rØ-
exion. PrØcisons que cette derniŁre approche nØcessite Øgalement une phase d’apprentis-
sage hors ligne. À l’inverse, dans [Silveira et Malis, 2007b], aucune phase d’apprentissage
n’est nØcessaire. La fonction f est dØcrite sous la forme d’une fonction paramØtrique de
vecteur γ entrainant une rØØcriture de (4.5) en fonction de γ Øgalement. L’algorithme ESM
[Malis, 2004] permet d’obtenir à la foisµ et γ par minimisation du nouveau critŁre. Cepen-
dant, vu la grande dimension de l’espace des paramŁtres, cette mØthode n’est exploitable
que sur des fenŒtresW de taille importante. De plus, la fonction paramØtrique opØrant dans
ce cas sur une grande partie de l’image, l’hypothŁse implicite d’un seul matØriau prØsent
dans la scŁne doit Œtre formulØe sous peine d’augmenter encore la dimension du vecteur γ.
Compensation photomØtrique. Dans le cas de fenŒtres de taille plus rØduite, comme
c’est le cas en suivi de points d’intØrŒt ou de motif, le modŁle (4.7) demeure extrŒmement
simple et n’est en particulier pas valide en cas d’occurrences de spØcularitØs comme nous
le verrons ci-aprŁs. Par contre, puisque nous disposons d’une modØlisation de la luminance
par le biais de l’Øquation (4.3), il est possible d’Øtablir la relation exacte liant la varia-
tion de la luminance en un point entre deux instants t et t + 1. Deux formulations sont
possibles [GouiffŁs et al., 2006a]. La premiŁre s’Øcrit :
f (I(m)) = I(m) + ψ(m). (4.8)
Cette formulation est toutefois plus adaptØe au cas oø l’irradiance en P est constante et
lorsque la scŁne est immobile par rapport à l’Øclairage. En effet, dans ce cas, la fonction
ψ(m) est relativement simple, elle ne dØpend plus que de la fonction de spØcularitØ h aux
instants t et t + 1. Dans le cas gØnØral, elle dØpend malheureusement du coefcient de
rØexion diffuse a(m) qui peut varier sur W , on se restreindra donc dans ce cas à une
faible taille de fenŒtre. La seconde formulation, en revanche, n’en dØpend plus et s’Øcrit :
f (I(m)) = λ(m)I(m) + η(m) (4.9)
oø λ(m) et η(m) ne dØpendent plus que de la gØomØtrie de la scŁne (y compris la forme
de la surface observØe), de la fonction de spØcularitØ h et d’une Øventuelle variation d’irra-
diance en P . Cette seconde formulation gØnØralise la modØlisation utilisØe habituellement
(relation (4.7)) et montre qu’elle n’est valide que trŁs localement, en thØorie uniquement en
p. Toutefois, son domaine de validitØ s’Øtend dans le cas d’une scŁne Lambertienne et si la
surface est localement plane (voir [GouiffŁs et al., 2006a]).
Dans le cas de fenŒtres de taille importante, il n’est pas possible d’estimer en pratique
les paramŁtres λ(m) et η(m), ils dØpendent en effet d’un trop grand nombre de paramŁtres,
de surcroît, de maniŁre non linØaire. En revanche, siW est sufsamment petite, il est pos-
sible d’estimer ces fonctions par leur dØveloppement en sØrie de Taylor en p conduisant
à un modŁle local de variation de la luminance et ne comportant qu’un trŁs petit nombre
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de paramŁtres à identier 2. Une dØmarche similaire peut Øgalement Œtre adoptØe pour le
modŁle donnØ en (4.8). Dans ces conditions, la premiŁre formulation devient
f (I(m)) = I(m) +α>u (4.10)
oø u = (x− xp, y − yp, 1) alors que la seconde devient :
f (I(m)) = λ>u I(m) + η>u. (4.11)
Les paramŁtres α ou λ et η sont ensuite estimØs en ligne simultanØment à µ dans le cadre
de la minimisation de (4.5).
La validitØ de ce dernier modŁle (4.11) a ØtØ discutØe en dØtails dans [GouiffŁs et al.,
2006b] rapportant certains cas de gure plus intØressants que d’autres (par exemple dans
le cas oø la direction d’observation ou la direction d’Øclairage coïncide avec la normale
en P ).
RØsultats. L’apport des modŁles (4.10) et (4.11) a ØtØ validØ dans le cadre du suivi de
points d’intØrŒt, et cela pour des tailles de fenŒtres variables. Cinq mØthodes ont ØtØ com-
parØes : [Shi et Tomasi, 1994] (mØthode « C »), [Tommasini et al., 1999] (mØthode « N »),
[Jin et al., 2001] (mØthode « J »), l’utilisation de (4.10) [GouiffŁs et al., 2006a] (mØthode
« P3 ») et l’utilisation de (4.11) [GouiffŁs et al., 2006b] (mØthode « P6 »). Plusieurs critŁres
de comparaison ont ØtØ utilisØs. Le premier concerne le nombre de points perdus au cours
du mouvement. Un point est dit perdu si, une fois la minimisation de (4.5) rØalisØe, la va-
leur C(µ̂∗) reste supØrieure à un seuil donnØ. C’est un critŁre trŁs souvent utilisØ, on peut
montrer en effet que lorsque le seuil choisi est faible, C(µ̂∗) est directement liØ à l’erreur
de localisation ‖m′ − δ(m, µ̂∗)‖. Un autre critŁre à retenir consiste à comparer, pour les
diffØrentes mØthodes, l’Øvolution au cours du temps des rØsidus C(µ̂∗) calculØs au mŒme
point p en fonction de t. En outre, nous nous sommes intØressØs au conditionnement des
diffØrentes matrices à inverser impliquØes dans (4.6). Une approche utilisant les complØ-
ments de Schur a permis de comparer ces matrices. Sans surprise, les mØthodes C, N et P3
ont un bon conditionnement, par contre les mØthodes J et P6 ont un moins bon conditionne-
ment, celui de J Øtant toutefois le plus mauvais. Les matrices impliquØes dans les mØthodes
P6 et J ont donc ØtØ reconditionnØes. Dans ces conditions, la mØthode P6 s’est rØvØlØe Œtre
la mØthode la plus performante des quatre autres mØthodes et ce, quelles que soient les
causes de variation de l’illumination (variation d’irradiance ou apparition de spØcularitØs),
pourvu que la taille de la fenŒtreW soit sufsamment importante. En revanche, pour des
tailles de fenŒtre rØduites, c’est la mØthode P3 qui est la plus valide. Ces rØsultats ont ØtØ
validØs pour diffØrentes formes de surface ainsi que pour diffØrents types de matØriaux (des
exemples de scŁnes sont rapportØs sur les gures 4.2.a, 4.2.b, 4.3.a et 4.3.b). Par ailleurs,
concernant les temps de calcul, celui de la mØthode P3 est identique à ceux des mØthodes N
ou J, celui de P6 Øtant trŁs lØgŁrement supØrieur à ceux des autres mØthodes. Le dØtail de ces
rØsultats ainsi que d’autres rØsultats peuvent Œtre obtenus dans [GouiffŁs, 2005; GouiffŁs et
al., 2006a; GouiffŁs et al., 2006b].
2Cette façon de faire permet également de conserver le caractère local de la luminance (voir l’équation (4.3))
et de considérer ainsi le cas de plusieurs matériaux présents dans la scène.
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4.2.2 Utilisation de la couleur
L’intØrŒt d’utiliser la couleur en traitement d’images n’est plus à prouver. La couleur a
en particulier un pouvoir plus discriminant que l’utilisation de la luminance par le simple
fait que deux points de mŒme luminance peuvent trŁs bien se diffØrencier grâce à leurs attri-
buts de chrominance. Elle permet Øgalement de simplier fortement le traitement d’images,
et en particulier la phase de segmentation d’un objet d’intØrŒt, quand la couleur est une ca-
ractØristique connue de l’objet ou du fond. Citons par exemple, la segmentation de joueurs
de football [Vandenbroucke et al., 2003], de mauvaises herbes en agriculture [Manh et
al., 2001], d’outils en robotique mØdicale [Wei et al., 1997] ou d’identiants grâce à la
couleur de l’encre utilisØe [GouiffŁs et al., 2004a; GouiffŁs et al., 2004b]. La couleur est
Øgalement trŁs employØe pour la rØalisation de tâches de suivi de rØgions ou d’objets dans
des sØquences d’images, comme par exemple le suivi de visage [PØrez et al., 2002; Stern
et Efros, 2005; Pizarro et al., 2008] ou des mouvements humains [Wu et Huang, 2000].
En revanche, la couleur est trŁs peu utilisØe dans le contexte du suivi de points d’intØrŒt,
voir nØanmoins [Heigl et al., 1999] oø les auteurs ont Øtendu l’algorithme KLT à ce cas.
Les rØsultats sont bien sßr à son avantage. Ils montrent, en outre, qu’une taille de fenŒtre
W plus faible peut-Œtre utilisØe. À notre sens, la rØticence à utiliser la couleur dans ce cas
de gure est due à l’a priori concernant une durØe de calcul qui serait prohibitive. Compte
tenu de la puissance de calcul des machines actuelles, nous pensons que cet argument n’est
plus fondØ.
Utilisation d’invariants couleur. Nous avons vu dans le section 4.2.1 qu’il Øtait pos-
sible de compenser les variations d’illumination dans une image de luminance grâce à la
modØlisation des phØnomŁnes de rØexion. Toutefois, l’approche obtenue est locale. En
revanche, les invariants couleur ont dans certaines conditions bien connues un caractŁre
global. Les propriØtØs souhaitØes concernent l’invariance par rapport à la gØomØtrie de
la scŁne, c’est-à-dire vis-à-vis d’un dØplacement de l’objet, de la camØra ou de l’Øclai-
rage, mais Øgalement vis-à-vis d’une variation d’irradiance de la surface observØe. C’est
ainsi qu’une abondante littØrature porte sur l’utilisation d’invariants couleur pour la re-
cherche de motifs acquis prØalablement dans des conditions diffØrentes d’acquisition [Ohba
et al., 2000; Drew et al., 1998; Alferez et Wang, 1999; Kim et al., 2001; Gevers, 2001; Le-
vine et Bhattacharyya, 2005] que le motif observØ ; voir Øgalement [Mileva et al., 2007]
oø une rØcente contribution des invariants couleur au calcul du ot optique est rapportØe.
NØanmoins, chaque invariant a son propre domaine de validitØ, dØpendant à la fois du type
de matØriaux de la surface observØe et de la couleur de l’illuminant (blanc ou colorØ). Les
invariants les plus usitØs reposent sur le modŁle dichromatique de Shafer ØvoquØ à la sec-
tion 4.1.1.
Dans le cas d’un objet parfaitement Lambertien et d’un illuminant parfaitement blanc
(l’irradiance est alors indØpendante de la longueur d’onde), il est aisØ de montrer à l’aide
du modŁle de Shafer que tout rapport de composantes RGB est invariant vis-à-vis des
modications d’irradiance et de la gØomØtrie, conduisant aux invariants normalisØs par les
normes L1 ou L2. Ces invariants sont cependant sensibles au bruit dans le cas de faibles
valeurs de luminance ; ce que corrigent en partie les attributs c1c2c3 [Gevers et Smeul-
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ders, 1997]. La littØrature rapporte bien d’autres invariants encore mais leur utilisation est
basØe sur des hypothŁses d’utilisation plus restrictives. Dans le cas oø l’illuminant est co-
lorØ, un rapport de composantes RGB restera invariant à la gØomØtrie de la scŁne, mais
plus aux variations d’irradiance, de fortes hypothŁses sont alors nØcessaires pour assurer
une invariance par rapport aux variations d’irradiance (capteur à bande Øtroite, illuminant
Planckian 3) [Gevers et Smeulders, 1997; Finlayson et al., 2000].
Il existe Øgalement des invariants dØdiØs aux matØriaux conducteurs, toutefois, à notre
connaissance, ils se restreignent tous au cas d’un illuminant blanc. Dans ces conditions,
tout rapport de diffØrences de coordonnØes couleur est invariant à la fois aux variations
d’irradiance Øventuelles et à la gØomØtrie. Ainsi la teinte H est un invariant bien connu. De
mŒme, les attributs l1l2l3 conduisent à un espace de couleur invariant [Gevers et Smeulders,
1997; Gevers et al., 1998]. Comme dans le cas des matØriaux Lambertiens, ils s’avŁrent
bruitØs dans le cas d’une faible luminance mais Øgalement dans le cas de couleurs peu
saturØes (R ≈ G ≈ B). D’autres attributs ont ØtØ Øgalement proposØs, comme les invariants
diffØrentiels par exemple [Geusebroek et al., 2001], cependant une connaissance a priori
de la scŁne observØe est requise (type de matØriaux, surface plane ou non, surface terne ou
non, etc.).
Compensation photomØtrique des invariants dØdiØs aux surfaces Lambertiennes.
En pratique, les invariants dØdiØs aux matØriaux conducteurs, susceptibles donc de modØ-
liser les phØnomŁnes spØculaires, se sont rØvØlØs prØsenter une forte perte de leur pouvoir
discriminant en prØsence de deux couleurs « proches » [GouiffŁs, 2005]. Nous avons donc
proposØ d’utiliser la mØthode P3 (voir la section 4.2.1) sur chaque composante d’un inva-
riant dØdiØ aux objets Lambertiens, conduisant ainsi à une correction des effets introduits
par l’apparition de spØcularitØs.
RØsultats. Deux cas de gure ont ØtØ principalement ØtudiØs, le cas de scŁnes com-
portant des objets Lambertiens ou non, soumis à un illuminant blanc d’intensitØ lumineuse
variable (voir un exemple de scŁnes sur les gures 4.2.a et 4.2.b) et le cas de scŁnes dØ-
diØes plus particuliŁrement aux objets spØculaires, l’illuminant Øtant toujours blanc mais
d’intensitØ constante (voir les gures 4.3.a et 4.3.b). Un exemple de rØsultat est donnØ dans
les tableaux rapportØs dans les gures 4.2.c et 4.3.c oø les scŁnes respectivement dØcrites
dans les gures 4.2.a et 4.3.a ont ØtØ impliquØes. Dans les deux cas, le seuil de rØjection
des points a ØtØ xØ à une valeur conduisant un comportement trŁs sØvŁre. Dans tous les
cas de gure, l’apport de la compensation photomØtrique par la mØthode P3 a amØliorØ de
façon trŁs signicative le comportement de l’algorithme de suivi. Dans le premier cas, les
attributs c1c2c3 ainsi que ceux basØs sur la norme L2 se sont avØrØs avoir un comportement
trŁs satisfaisant, surclassant l’utilisation de la luminance ou des seules composantes RGB.
Dans le second cas, l’apport de la compensation photomØtrique s’est avØrØ Œtre indispen-
sable. En outre, dans tous les cas, l’utilisation de la luminance a toujours conduit à de moins
bons rØsultats que l’utilisation d’attributs couleur. Par ailleurs, notons que l’utilisation d’un
3Un illuminant est dit Planckian (ou Planckien) si son spectre d’émission correspond à celui d’un corps noir à
température de couleur donnée.
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Compensation photomØtrique
Attribut Sans Avec
Luminance 0% 28%
RGB 8% 56%
Invariant L2 77% 85%
(a) (b) (c)
FIG. 4.2: Exemple de scènes comportant des matériaux de différents types soumis à une variation
de l’intensité lumineuse : (a) et (b). Pourcentage de points suivis pour différents attributs dans le cas
où l’attribut considéré est compensé ou non par la méthode P3 : (c). Les objets étant spéculaires,
la correction photométrique améliore fortement le pourcentage de points suivis, et cela quel que soit
l’attribut considéré. De plus, l’intensité lumineuse étant variable, l’utilisation d’un invariant couleur est
pleinement justifiée.
Compensation photomØtrique
Attribut Sans Avec
Luminance 0% 25%
RGB 0% 69%
Invariant L2 14% 50%
(a) (b) (c)
FIG. 4.3: Exemple de scènes comportant des objets spéculaires, l’intensité lumineuse étant maintenue
constante : (a) et (b). Pourcentage de points suivis pour différents attributs dans le cas où l’attribut
considéré est compensé ou non par la méthode P3 : (c). Les objets étant spéculaires, la correction
photométrique améliore ici aussi fortement le pourcentage de points suivis, et cela toujours quel que
soit l’attribut considéré. En revanche, l’intensité lumineuse étant constante, l’utilisation d’un invariant
couleur n’est maintenant plus justifiée.
invariant couleur par rapport aux composantesRGB n’est justiØ qu’en cas d’une variation
notable de l’illumination.
4.3 Application à l’asservissement visuel basé sur la lumi-
nance
Nous avons dØjà abordØ l’Øtude de l’asservissement visuel basØ sur la luminance au
chapitre prØcØdent (voir la section 3.1.2) et les diffØrents travaux s’y rapportant. Le but re-
cherchØ ici est identique, il s’agit d’utiliser la luminance en tout point de l’image comme in-
formations visuelles d’un schØma d’asservissement visuel. L’originalitØ de notre approche
par rapport aux travaux existants repose sur le calcul analytique de la matrice d’interaction.
Rappelons qu’elle Øtait apprise jusqu’à prØsent, avec les limitations que nous avons dØjà
soulignØes. Pour ce faire, nous avons considØrØ à la section 3.1.2 le modŁle de rØexion
le plus simple, le modŁle de Lambert. Nous avons Øgalement supposØ un objet xe par
rapport à la source lumineuse. Ces deux hypothŁses nous ont conduits à une formulation
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extrŒmement simple de la matrice d’interaction, ne dØpendant pas, par exemple, de la po-
sition de cette source lumineuse. En revanche, l’utilisation de ce modŁle est soumise à des
hypothŁses trŁs restrictives concernant le type de matØriau constituant les objets prØsents
dans la scŁne. Ils se doivent Œtre des diØlectriques inhomogŁnes opaques parfaits.
Nous avons donc considØrØ un modŁle de rØexion plus rØaliste, il a conduit à une
expression gØnØrale de la luminance donnØe en (4.3). Toutefois, pour Œtre rØellement utili-
sable, il faudrait Œtre en mesure d’estimer certains paramŁtres de cette expression, en par-
ticulier kd(p)a(p) (dØnommØ ci-aprŁs Kd(p)) mais aussi d’autres paramŁtres impliquØes
dans la fonction h [Tominaga, 1996; Tan et Ikeuchi, 2005]. Dans ce premier travail, nous les
avons estimØs grâce à la connaissance a priori que nous avions de la scŁne. Nous sommes
toutefois conscients qu’en pratique une phase d’estimation de ces paramŁtres sera nØces-
saire dans le futur. Par ailleurs, nous avons utilisØ un modŁle d’illumination relativement
simple, il s’agit du modŁle de Phong, dØjà ØvoquØ à la section 4.1.1. Toutefois, l’utilisa-
tion d’un modŁle basØ sur la physique de la rØexion, comme celui de Torrance-Sparrow,
semble possible. Dans ces conditions, le seul obstacle à l’utilisation de la luminance en as-
servissement visuel reste le calcul analytique de la matrice d’interaction pour une gØomØtrie
quelconque.
Calcul de la matrice d’interaction. À partir du modŁle de Phong, il est possible
d’obtenir la matrice d’interaction en tout pointm de l’image, elle s’Øcrit dans le cas gØnØral
sous la forme suivante [Collewet et Marchand, 2008b] :
LI = −∇I> Lx + nKs
(
R>V
)n−1
L>1 +KdL
>
2 (4.12)
oø le vecteur R dØcrit la direction idØale de rØexion spØculaire ; n est un paramŁtre dØpen-
dant de la rugositØ du matØriaux utilisØ et permet de modØliser la largeur du lobe spØculaire
autour de R. Les matrices L1 et L2 ont ØtØ calculØes dans le cas gØnØral, elles dØpendent
de la gØomØtrie de la scŁne ainsi que de forme de la surface en M . Nous avons donc consi-
dØrØ deux cas particuliers. Le cas oø la source lumineuse est localisØe à l’inni et le cas oø
elle est embarquØe sur la camØra. De plus, nous avons supposØ une scŁne plane et avons
calculØ la matrice d’interaction en position dØsirØe, soit dans la position oø les plans de
la scŁne et du capteur sont parallŁles et situØs à une distance Z∗. Dans ce cas la matrice
d’interaction s’Øcrit simplement. Nous donnons à titre d’exemple le rØsultat obtenu dans
le cas oø la source lumineuse est embarquØe sur la camØra (voir Øgalement [Collewet et
Marchand, 2008a] oø le modŁle de Blinn-Phong a ØtØ utilisØ) :
L>1 =
1
‖x‖
(
1
‖ x ‖2
x
Z∗
1
‖ x ‖2
y
Z∗
−1
‖ x ‖2
x2 + y2
Z∗
y −x 0
)
(4.13)
et L>2 = 0.
RØsultats. La connaissance analytique de la matrice d’interaction nous a permis de
rØaliser diverses tâches de positionnement tout en prenant en compte l’occurrence Øven-
tuelle de spØcularitØs dans les images. La gure 4.4 illustre ce cas de gure, l’Øclairage
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Øtant solidaire de la camØra. Comme dans le cas de scŁnes Lambertiennes (voir la sec-
tion 3.1.2), la rØalisation de tâches de positionnement a toujours conduit à des erreurs trŁs
faibles. La matrice d’interaction donnØe en (4.12) a permis Øgalement de rØaliser des tâches
de suivi de cible. La gure 4.5 rapporte un exemple de tâche oø l’objet Øtait solidaire d’un
rail motorisØ, la camØra Øtant Øgalement embarquØe.
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FIG. 4.4: Exemple de tâche de positionnement dans le cas où la source lumineuse est montée sur
la caméra. Prise en compte des spécularités. Première ligne : image initiale, deux images intermé-
diaires, Image finale ; Deuxième ligne : erreur correspondante I − I∗ ; Troisième ligne : comparaison
des fonctions de coût dans le cas de l’utilisation d’une matrice d’interaction calculée sous des hypo-
thèses Lambertiennes (en vert) ou à l’aide du modèle de Phong (en rouge).
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FIG. 4.5: Tâche de suivi d’une cible. Première ligne : images acquises par la caméra ; Deuxième ligne :
erreur correspondante I−I∗. Troisième ligne (axe des x en nombre d’images) : (a) vitesse de translation
de la caméra (ms/s) ; (b) vitesse de rotation de la caméra (rad/s) ; (c) fonction de coût.

CHAPITRE 5
Conclusion et perspectives
Les travaux rapportØs dans ce manuscrit concernent, d’une maniŁre gØnØrale, le do-
maine de l’asservissement visuel. Comme nous l’avons vu tout au long de ce document,
cette technique permet le contrôle d’un systŁme dynamique grâce à des lois de commande
en boucle fermØe sur des informations visuelles. MŒme si plusieurs problŁmes d’ordre thØo-
rique ont ØtØ ØvoquØs au chapitre qui lui a ØtØ rØservØe, cette approche se comporte de façon
extrŒmement satisfaisante en pratique. Elle est, par exemple, robuste dans une certaine me-
sure à l’imprØcision de divers modŁles, modŁle de l’objet, du capteur mais Øgalement du
robot. En revanche, nous avons vu que la rØalisation d’une tâche robotique vis-à-vis d’un
objet d’intØrŒt non prØcisØment connu, de par sa texture et / ou de sa forme, voire de par
la matiŁre mŒme le constituant, s’avØrait problØmatique. De mŒme, nous avons vu que la
mØconnaissance de l’environnement extØrieur dans lequel cet objet Øtait plongØ, Øtait Øga-
lement problØmatique.
Les travaux prØsentØs dans ce document ont permis d’apporter des solutions communes
à ces deux cas de gure, conduisant à une certaine indØpendance par rapport à la scŁne
observØe ; y compris dans le cas d’une scŁne dynamique, incluant donc toute variation
d’illumination au niveau du capteur. Dans ces conditions, nous pensons avoir apportØ une
contribution importante au domaine de l’asservissement visuel en Ølargissement considØra-
blement son champ applicatif, des scŁnes mal connues peuvent maintenant Œtre considØrØes.
Plusieurs approches ont ØtØ proposØes dans ce but :
 Nous avons tout d’abord investiguØ l’apport de l’Øclairage structurØ à l’asservisse-
ment visuel. Ce type d’approche a permis de nous affranchir grandement de la tex-
ture de l’objet observØ, tout en rendant la phase d’extraction des indices visuels trŁs
simple. De plus, dans le cas d’un Øclairage codØ, toutes les phases de mise en corres-
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pondance sont extrŒmement robustes de par l’approche mŒme utilisØe. Par ailleurs,
outre l’indØpendance obtenue vis-à-vis de la texture de l’objet, une loi de commande
particuliŁrement optimisØe a pu Œtre ØlaborØe dans le cas oø l’Øclairage Øtait embar-
quØ.
 L’utilisation d’une reconstruction 3D locale par vision dynamique, autour d’une zone
d’intØrŒt, nous a permis de nous affranchir Øgalement de la texture de l’objet observØ,
en exploitant les paramŁtres d’un modŁle de mouvement uniØ. Ce modŁle est dit
uniØ dans la mesure oø des scŁnes aussi bien planes que non planes peuvent Œtre
apprØhendØes, sans aucun mØcanisme de sØlection de modŁles. En outre, cette ap-
proche a permis, comme nous l’avons vu, de nous affranchir de l’image dØsirØe qui
s’avŁre Œtre problØmatique à obtenir quand l’objet n’est pas prØcisØment connu et
lorsqu’un apprentissage n’est pas possible.
 Pour terminer la synthŁse de nos contributions, l’indØpendance par rapport à la scŁne
observØe (modication de sa gØomØtrie et prise en compte de variations Øventuelles
d’illumination) a pu Œtre obtenue grâce à l’utilisation d’une modØlisation exploitable
du phØnomŁne de la rØexion. Cette modØlisation a conduit à l’Ølaboration d’un al-
gorithme de suivi de motifs texturØs, robuste à toute variation d’irradiance au niveau
du capteur, c’est-à-dire à la dynamique de la scŁne. Dans ce contexte, nous avons pu
observer l’apport indØniable de certains invariants couleur.
En outre, la prise en compte du phØnomŁne de la rØexion, a donnØ lieu à une ap-
proche rØellement novatrice 1 en asservissement visuel, il s’agit de l’introduction di-
rectement dans un schØma de commande 2D du signal de luminance et ce, pour une
gØomØtrie de la scŁne quelconque (au sens des positions relatives du triplet observa-
teur / objet / Øclairage). En effet, la matrice d’interaction associØe à la luminance a
pu Œtre obtenue sous une forme analytique dans ce cas. Ce type d’approche permet,
ici aussi, d’assurer une certaine indØpendance vis-à-vis de la texture de l’objet. De
plus, cette approche a permis d’Øviter toutes les phases de mise en correspondance,
y compris la phase trŁs dØlicate de mise en correspondance entre les informations
visuelles initiales et dØsirØes.
Les perspectives à ces diffØrents travaux restent toutefois nombreuses, nous citons ici
celles qui nous paraissent les plus pertinentes.
Nous avons prØsentØ dans ce manuscrit une premiŁre approche de couplage de l’asser-
vissement visuel avec un dispositif de lumiŁre codØe. NØanmoins, les motifs prØsents dans
la littØrature, dont celui que nous avons utilisØ, ont ØtØ conçus dans un but de reconstruction
3D et aucunement en vue d’une utilisation en asservissement visuel.
 Une premiŁre perspective à ce travail concerne l’optimisation de la conception de
tels motifs, optimisation en terme de robustesse vis-à-vis de rotations importantes
de la camØra par rapport à l’objet ØclairØ, en particulier suivant l’axe optique, et
plus gØnØralement vis-à-vis de toute dØformation du motif dans l’image. En effet, les
motifs actuels, et en particulier ceux basØs sur une matrice parfaite, sont sensibles à
1En exceptant les approches basées sur des techniques d’apprentissage [Deguchi et Noguchi, 1996; Nayar et
al., 1996; Deguchi, 2000], difficilement exploitables en pratique.
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de telles dØformations dans le sens oø le dØcodage peut Œtre mis en Øchec, rendant
toute phase d’appariement impossible.
 Dans le mŒme ordre d’idØe, bien que nous n’ayons jamais voulu formuler une telle
hypothŁse jusqu’à prØsent, un modŁle de l’objet ØclairØ offrirait à n’en pas douter
des perspectives de recherche particuliŁrement intØressantes. Dans ces conditions,
comme nous l’avons fait pour le dispositif d’Øclairage constituØ de quatre faisceaux
laser et pour un objet plan, il serait possible de concevoir un motif optimal dØdiØ à
certaines formes d’objets simples, tels des cylindres, des sphŁres, voire des formes
quadratiques par exemple. Le but recherchØ est d’aboutir, comme dans le cas des
objets plans, à une loi de commande « optimale » garantissant tout aussi bien la
convergence vers la position dØsirØe qu’une trajectoire satisfaisante de la camØra.
De tels motifs pourraient Œtre dØnis à partir de critŁres gØomØtriques dans l’image,
comme le parallØlisme entre deux droites, la concentricitØ de deux cercles, voire des
contraintes sur des moments par exemple.
 L’hypothŁse de la connaissance d’un modŁle de la scŁne observØe est Øgalement
intØressante dans le cas d’un Øclairage dØportØ et codØ. En effet, cette hypothŁse est
en fait tout à fait rØaliste dans certains domaines d’application, comme en robotique
chirurgicale mini-invasive. Le modŁle 3D de l’organe d’intØrŒt est, en effet, obtenu
lors d’examens prØ-opØratoires à l’aide d’autres modalitØs d’imagerie. De plus, la
gØomØtrie de la scŁne Øtant entiŁrement maîtrisØe, il serait possible de concevoir un
motif à projeter dØdiØ à la forme de l’organe à traiter. Ce motif serait optimal tout à
la fois en terme de propriØtØs dØsirØes pour la loi de commande, mais aussi en terme
de dØformations minimum du motif observØ dans l’image. Il est en effet possible,
connaissant la scŁne sur laquelle le motif doit Œtre projetØ, de projeter un motif tel
qu’il apparaîtra non dØformØ dans l’image (voir par exemple [Harville et al., 2006]).
Le problŁme dans sa globalitØ est certes complexe, mais sa rØsolution conduirait à
un comportement que l’on pourrait qualier d’optimal en terme de robustesse de
la loi de commande et de la trajectoire de la camØra, tout en assurant une mise en
correspondance rapide et robuste des informations visuelles.
D’un tout autre point de vue, nous avons vu que l’utilisation du modŁle de rØexion de
Phong, plus rØaliste que le modŁle de Lambert, a conduit à la conception d’un asservisse-
ment visuel basØ sur la luminance. L’exploitation de ce signal s’est rØvØlØe trŁs prometteuse.
En effet, ce type d’informations visuelles s’est avØrØ Œtre trŁs peu sensible aux occultations
partielles de la scŁne ainsi qu’à de fortes approximations des profondeurs nØcessaires pour
le calcul de la matrice d’interaction. Rappelons Øgalement que cette approche Øvite toute
phase de mise en correspondance. Cependant, elle conduit à un domaine de convergence
de la loi de commande beaucoup plus Øtroit qu’avec des informations visuelles gØomØ-
triques. Un travail est donc nØcessaire à ce niveau pour que cette approche soit pleinement
exploitable. Nous pensons notamment à l’utilisation des techniques de rØgularisation qui
pourraient contraindre le systŁme à vØrier certaines contraintes, portant en particulier sur
la trajectoire de la camØra. Une autre façon de procØder pourrait consister, bien sßr, à ne
plus utiliser directement le signal de luminance mais une transformation de celui-ci. Nous
pensons là à des techniques basØes noyaux [Kallem et al., 2007] ou à l’utilisation des mo-
ments n’opØrant plus sur une image binaire (comme cela est le cas par exemple dans [Tahri
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et Chaumette, 2005]) mais sur l’image de luminance directement.
Nous envisageons Øgalement d’Øtudier l’apport de notre approche au calcul du ot op-
tique lorsque les scŁnes observØes sont soumises à des variations complexes d’illumina-
tion. En effet, grâce au modŁle de Phong, il est Øgalement possible de rØØcrire l’Øquation
de contrainte du ot optique dans le cas d’une scŁne non Lambertienne. À notre connais-
sance, la littØrature sur ce sujet ne rapporte que le cas d’utilisation du modŁle de rØexion
de Lambert. Une premiŁre formulation a ØtØ prØsentØe en ce sens dans [Collewet et Mar-
chand, 2008a] mais n’a pu encore Œtre validØe dans le cadre spØcique du calcul du ot
optique.
Toutefois, qu’il s’agisse de l’asservissement visuel ou du calcul du ot optique, l’utili-
sation d’un modŁle de rØexion, à mŒme de modØliser l’occurence de spØcularitØs, requiert
la connaissance d’un certain nombre de paramŁtres que nous avons ajustØs manuellement
pour l’instant. Ces paramŁtres Øtant dØpendants de la scŁne observØe, une estimation en
ligne de ces paramŁtres serait prØfØrable. Certains auteurs relatent de tels travaux (voir par
exemple [Tominaga, 1996; Tan et Ikeuchi, 2005]). NØanmoins, les approches proposØes
n’exploitent qu’un faible nombre d’images. Dans le contexte de l’asservissement visuel, il
serait tout à fait envisageable de gØnØraliser ces travaux à un plus grand nombre d’images,
quitte à fournir une premiŁre estimation de ces paramŁtres qui seraient rafnØs ensuite au
cours du mouvement.
Cependant, une alternative à ces travaux existe. Elle consiste à utiliser non plus l’in-
formation de luminance, mais des invariants couleur. En effet, certains invariants relatØs
dans ce document se sont avØrØs performants tout en s’Øcrivant de façon trŁs simple. Le
calcul de la matrice d’interaction de telles informations visuelles ne devrait donc pas poser
de problŁmes particuliers. Il s’en suivrait alors une invariance vis-à-vis d’une scŁne dyna-
mique (variations d’irradiance de la scŁne et occurence de spØcularitØs). Cette approche
permettrait en particulier de traiter simplement le cas de gure oø les informations vi-
suelles courantes sont obtenues dans d’autres conditions d’irradiance que les informations
visuelles dØsirØes. Quant à l’application des invariants couleur au calcul du ot optique, elle
a ØtØ rapportØe trŁs rØcemment dans [Mileva et al., 2007]. Les rØsultats prØsentØs montrent
clairement l’intØrŒt d’utiliser les invariants couleur et nous conrment dans l’idØe que leur
utilisation serait Øgalement judicieuse dans le cadre de l’asservissement visuel.
Pour terminer ces perspectives, nous nous proposons d’investiguer une toute nouvelle
application de l’asservissement visuel. Il s’agit du contrôle des Øcoulements des uides.
C’est un domaine de recherche rØcent et trŁs actif dans lequel nous souhaitons nous impli-
quer par le biais d’une collaboration Cemagref / CNRS / INRIA / UniversitØ de Rennes 1.
Dans la grande majoritØ des cas, il s’agit de contrôler la transition laminaire / turbulent de
la couche limite dont on souhaite avancer ou reculer le seuil. Les retombØes potentielles
sont nombreuses. Par exemple, supprimer ou retarder le phØnomŁne de dØcollement de la
couche limite autour d’un prol permet d’amØliorer la portance, de rØduire le bruit et la
traînØe des engins aØronautiques conduisant ainsi à une rØduction de la consommation de
carburant. En revanche, dans d’autres domaines d’application, comme en gØnie chimique
par exemple, il peut Œtre avantageux de favoriser les phØnomŁnes de turbulence an d’aug-
menter les Øchanges de chaleur ou de diffØrents produits chimiques et ainsi augmenter la
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vitesse de la rØaction. Le mŒme but est Øgalement recherchØ dans le domaine militaire pour
augmenter la furtivitØ. Cependant, il se pose actuellement le problŁme de l’introduction de
capteurs dans l’Øcoulement permettant de synthØtiser une loi de commande sur des infor-
mations en boucle fermØe. En effet, ils se doivent d’Œtre non intrusifs. Malheureusement,
de tels capteurs ne sont actuellement pas disponibles. Seuls des capteurs disposØs le long de
la (ou des) paroi(s) oø s’Øcoule le uide le sont [Breuer, 2002; Collis et al., 2004]. L’idØe
est alors de remonter à l’Øtat complet du systŁme grâce à une modØlisation utilisant les
seules mesures disponibles sur la (ou les) paroi(s) [Hpffner et al., 2005]. Pour pallier ce
problŁme, nous comptons utiliser un dispositif de visualisation 2 de l’Øcoulement et ainsi
remonter au champ de vitesse des particules [Corpetti et al., 2002; Corpetti et al., 2006].
De cette façon, il sera possible de proposer une loi de commande basØe directement sur
des informations visuelles issues du dispositif de visualisation et pouvant caractØriser glo-
balement l’Øcoulement, c’est-à-dire de rØaliser un asservissement visuel. La tâche sera, à
n’en pas douter ardue, les informations visuelles à considØrer ici Øtant de nature dynamique
mais ces travaux nous permettrait d’aborder des champs applicatifs complŁtement vierges.
2Il peut s’agir d’un système similaire à celui intervenant dans la mesure de vélocimétrie laser par images de
particules (PIV). C’est-à-dire, une caméra, un ensemencement de fines particules et un dispositif d’illumination
par laser, ou alors des techniques de type Schlieren ou infra-rouge selon l’écoulement étudié.
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