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The Level of Service/Case Management Inventory (LS/CMI) is one of the most frequently used tools to assess criminogenic 
risk–need in justice-involved individuals. Meta-analytic research demonstrates strong predictive accuracy for various recidi-
vism outcomes. In this exploratory study, we applied machine learning (ML) algorithms (decision trees, random forests, and 
support vector machines) to a data set with nearly 100,000 LS/CMI administrations to provincial corrections clientele in 
Ontario, Canada, and approximately 3 years follow-up. The overall accuracies and areas under the receiver operating char-
acteristic curve (AUCs) were comparable, although ML outperformed LS/CMI in terms of predictive accuracy for the middle 
scores where it is hardest to predict the recidivism outcome. Moreover, ML improved the AUCs for individual scores to near 
0.60, from 0.50 for the LS/CMI, indicating that ML also improves the ability to rank individuals according to their probabil-
ity of recidivating. Potential considerations, applications, and future directions are discussed.
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Although efforts to predict criminal recidivism date back 90 years (Burgess, 1928), the last two decades have witnessed an explosion in the use of risk-assessment tools in 
criminal justice systems around the world. These tools vary dramatically in their length, 
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scope, design, and method of calculating or appraising risk. They also vary in the type of 
forensic clientele for whom they are designed, the type of outcome they are meant to predict 
(e.g., types of recidivism), and the context in which they are applied (Andrews et al., 2006). 
yet, they also tend to have some common characteristics. For example, most risk-assess-
ment tools capture data about an individual’s criminal history, a so-called static or historical 
factor and perhaps the most well-established risk factor of subsequent criminal behavior. 
Another characteristic that binds all forensic risk-assessment instruments is that they are 
ultimately intended to promote public safety by identifying individuals who are most likely 
to reoffend. It is then the responsibility of the criminal justice system (police, courts, cor-
rectional agencies, and community organizations) to use the results of forensic risk assess-
ments to employ the appropriate means at their disposal to reduce or prevent further criminal 
behavior.
The level of service (ls) fAMily of risk-AssessMenT Tools
The Level of Service/Case Management Inventory (LS/CMI; Andrews et al., 2004) is the 
latest version of a forensic risk–need assessment measure from a family of tools known as 
the LS scales. Versions of the LS scales have been used worldwide since the early 1990s, 
with increasing popularity over the last decade. For instance, by 2010, more than one mil-
lion administrations were officially registered with the test publisher in a single year 
(wormith, 2011). The popularity of the LS scales may be attributed to several important 
characteristics. First, unlike strictly actuarial measures, the LS scales were developed from 
well-established criminological and psychological theories (e.g., differential association 
theory, social learning theory), including a general personality and cognitive social learning 
theory of criminal behavior (e.g., Andrews & Bonta, 1994). Second, the LS scales have a 
rich tradition of research supporting its content and use in practical ways for correctional 
practitioners (Gendreau et al., 1996). This includes numerous validation studies and meta-
analyses (e.g., Olver et al., 2014). Third, the LS scales have been found to have general 
applicability across many forensic populations. This includes adults and youth in custody or 
on community supervision, male and female populations, and various ancestral/ethnic 
backgrounds and cultures on diverse measures of recidivism, ranging from technical viola-
tions to criminal charges and convictions (e.g., Olver et al., 2009; Smith et al., 2009; wilson 
& Gutierrez, 2014). Fourth, the LS scales have multiple applications in corrections. This 
includes not only the prediction of criminal recidivism but also the planning and delivery of 
forensic services and case management practices to prevent recidivism (e.g., Luong & 
wormith, 2011), an attribute made possible because the scale includes dynamic risk factors, 
also known as criminogenic needs, as well as static risk factors, hence its status as a risk–
need scale. Fifth, the LS scales strike a balance between comprehensiveness and simplicity. 
Ratings in applied settings require a skilled interview of forensic clientele, yet items are 
scored in a dichotomous (0–1) fashion and then summed. As such, it can easily be scored 
manually by a trained assessor.
A pilot version of the LS/CMI called the Level of Service Inventory–Ontario Revision 
(LSI-OR; Andrews et al., 1995) was introduced in Ontario, Canada, in 1995, and remains in 
use throughout this provincial jurisdiction. More than 20,000 administrations of this version 
are applied to forensic clientele in Ontario annually. For simplicity, in this study, we use the 
more generally known and widely used name for this version of the tool, the LS/CMI.
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The LS/CMI (Andrews et al., 2004) consists of 43 items that are grouped into eight 
domains or subsections, commonly referred to as the “central eight” (Andrews & Bonta, 
2010). They include criminal history (eight items), education/employment (nine items), 
family/marital (four items), leisure/recreation (two items), companions (four items), sub-
stance abuse (eight items), pro-criminal attitudes (four items), and antisocial pattern (four 
items). Although individual items are scored in the same dichotomous fashion, the domains 
are weighted by virtue of their differing number of items. Other sections of the LS/CMI are 
used in a checklist fashion, serving as flags for issues of particular concern, but they will not 
be reviewed here because they are not the focus of the current study.
Numerous studies have examined the predictive validity of the LS scales. A recent meta-
analysis of 151 independent samples and 137,931 justice-involved individuals by Olver 
et al. (2014) demonstrated the predictive validity of the LS scales for any recidivism (mean 
random effects correlations of .30 for males and .31 for females). Although the predictive 
accuracy for general recidivism was consistently higher than the predictive accuracy for 
violent recidivism (overall mean random effects correlations r were .29 and .23, respec-
tively), the LS/CMI generated higher correlations for both general and violent recidivism 
(r = .42 and .27, respectively) than the other LS variants (r = .25–.30 and .21–.28, respec-
tively). However, the number of studies examining the LS/CMI means was modest (k = 12 
and 11, respectively) because of the relative newness of this version of the tool.
Regardless, these investigations have evaluated the prescribed arithmetic scoring of the 
LS/CMI using traditional statistical approaches. It is possible that all predictor variables 
(risk factors) may not be of equal weight or demonstrate only linear relationships with cri-
terion data (recidivism) as discussed by Garb and wood (2019) in their recent review of 
methodological advances in statistical prediction. Newer statistical approaches that exam-
ine complex predictors in novel ways may yield important insights.
ApplicATions of MAchine leArning (Ml) To forensic risk AssessMenT
It is well known that humans generally do not have the best track record when it comes to 
making rational decisions and judgments (e.g., Grove et al., 2000). Even trained professionals 
do not fare nearly as well as basic actuarial algorithms when predicting human behaviors such 
as criminal recidivism (Andrews & Bonta, 2010), especially when faced with extensive infor-
mation, limited feedback, and varying base rates for recidivistic events (Lin et al., 2020). 
The reasons for this are many, including the human mind’s limits on working memory and 
human susceptibility to cognitive bias, emotion, fatigue, and so on (e.g., Dawes et al., 1989). 
Augmenting human capabilities with actuarial algorithms and computer-aided tools, including 
ML, may help to improve risk assessment and decision-making for correctional clientele.
ML is a branch of computer science that evolved from computational learning theory in 
artificial intelligence (e.g., Marsland, 2015; Murphy, 2012). It explores the analysis and 
construction of algorithms that can learn from, and make predictions about, relevant data. 
Because the amount of data available to scientists has recently seen unprecedented growth 
and ML techniques are “designed for the analysis of high-dimensional data with hundreds 
or thousands of predictors” (Garb & wood, 2019, p. 1461), they have been attracting a great 
deal of attention. ML has been successfully applied to the solution of problems in diverse 
areas, including medicine and health care delivery systems, and has resulted in improved 
diagnostic accuracy and efficiency (e.g., Deo, 2015; Lavecchia, 2015; Topol, 2019).
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Over the last decade, a growing debate also has mounted about the use of “big data” and 
ML algorithms in criminology and criminal justice generally and forensic risk assessment 
in particular (Berk & Bleich, 2013). Some have suggested that ML may improve the “hit 
rate” of extant risk-assessment tools (true positives [TPs] plus true negatives [TNs]) such 
as the LS scales (wormith & Bonta, 2017, p. 135), whereas others have cautioned that the 
incremental validity of using ML approaches may be “modest,” especially when the data 
are less complex (e.g., a data set containing scores on a single risk-assessment instrument; 
Garb & wood, 2019, p. 1464). However, Duwe and Kim (2017) remind us that ML includes 
many different statistical techniques (e.g., decision tree [DT]–based algorithms, neural 
networks [NN], and support vector machines [SVMs]) and applications to the criminal 
justice field are still in their “infancy” (p. 597). Helpful overviews of ML techniques are 
provided by Tollenaar and van der Heijden (2013) and Duwe and Kim (2017). we limit the 
scope of our review to applications of ML to risk assessment, specifically predictive valid-
ity, given the importance of this type of validity in criminal justice decision-making and 
considering the majority of applications of ML to risk assessment has focused on predic-
tive accuracy. However, we recognize that the “success” of a model strongly depends on 
the performance metric used, and predictive accuracy is only one of many important func-
tions of risk-assessment tools. Although a range of prediction performance metrics exist, 
in addition to accuracy (ACC), we report the commonly reported area under the receiver 
operating characteristic curve (AUC) because of its frequency of use and intuitive applica-
tion. Possible AUC values range from 0 to 1, representing the probability that a randomly 
selected recidivist would have a higher score than a randomly selected nonrecidivist (Rice 
& Harris, 2005).
In an early application of ML, Liu et al. (2011) compared logistic regression (LR), clas-
sification and regression trees (CART), and NN in the prediction of violent reoffending 
using a large sample of adult males in custody in the United Kingdom (N = 1,225). 
Prediction variables were taken from the Historical Clinical Risk Management–20 (HCR-
20; webster et al., 1997), a structured professional judgment (SPJ) approach to the assess-
ment and management of violence, whereby assessors make clinical decisions based on the 
item data they collect, as opposed to quantitative estimates of risk. Although NN performed 
marginally better than LR and CART, the authors concluded that the improvement did not 
warrant the use of NN over traditional prediction schemes (with all AUCs ranging from 
0.65 to 0.72 for violent recidivism).
In 2013, Tollenaar and van der Heijden compared the use of LR with several ML tech-
niques, including multivariate regression spline, linear discriminant analysis, flexible dis-
criminant analysis, recursive partitioning, adaptive boosting, logitBoost, NN, linear support 
vector networks, k-nearest-neighbors classification, and partial least squares, in the predic-
tion of general, violent, and sexual recidivism. However, rather than using items from an 
existing risk-assessment tool, Tollenaar and van der Heijden used a host of available static 
variables that were available from offender databases (N = 20,000) in the Netherlands (e.g., 
criminal history counts). Overall, they found the most accurate model varied with the type 
of sample (e.g., offending subtypes and recidivism base rates) and the outcome being pre-
dicted (e.g., sexual, violent, and general reoffending), and ML approaches to the prediction 
of criminal recidivism generally were not superior to traditional regression-based approaches 
(with AUCs ranging from 0.708 to 0.776 for general recidivism). However, the conclusions 
drawn by Tollenaar and van der Heijden in 2013 were criticized at the time for being 
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premature (Berk & Bleich, 2013), and there were calls for further explorations of ML 
approaches (e.g., Brennan & Oliver, 2013; Bushway, 2013; Ridgeway, 2013).
More recent results have been mixed. For instance, Hamilton et al. (2015) compared the 
predictive accuracy of the washington State Static Risk Assessment using traditional (LR) 
and ML methodologies (NN and random forest (RF) approaches) in a large sample of cor-
rections clients reentering the community in the state of washington (N = 297,600). AUCs 
ranged from 0.732 to 0.762 depending on the outcome of interest, with LR and ML 
approaches demonstrating comparable performance. However, using a sample of 40,000 
individuals released from prison in Minnesota, Duwe and Kim (2016) found that prediction 
models developed with supervised learning classifiers outperformed classification tech-
niques commonly used in risk–needs assessment tools (e.g., summative classification or the 
Burgess method).
To further investigate the performance of newer ML approaches relative to traditional 
methods in predicting recidivism, Duwe and Kim (2017) subsequently compared the 
predictive accuracy of 12 supervised learning algorithms. The data set used in the study 
was derived from that used to develop the Minnesota Screening Tool Assessing 
Recidivism Risk (MnSTARR; Duwe, 2014) and comprised 27,772 individuals released 
from prisons in Minnesota. The MnSTARR contains both static (e.g., criminal history) 
and dynamic items pertaining to institutional adjustment (e.g., disciplinary infractions, 
involvement in programming; Duwe, 2014; Duwe, 2019), and as such, both static and 
dynamic predictors were included in the data set. Newer ML approaches such as 
LogitBoost (AUC = 0.777), RFs (AUC = 0.781), and MulitBoosting (AUC = 0.775) 
were found to yield better results for general recidivism, albeit only modestly. Moreover, 
the methods yielding the best performance varied across 10 “scenarios” that varied by 
gender and type of recidivism.
As Duwe and Kim (2017) pointed out, and we concur, these results would seem to sug-
gest that the type of statistical methods employed to assess risk for recidivism may depend 
on the purpose for which risk is being assessed and how they are being used. For example, 
a large correctional agency looking to automate risk classification within a geographic 
region or across institutions may require different technologies than an individual assessor 
who is looking to identify criminogenic needs and generate recommendations for case man-
agement. As with traditional methodologies, further “tuning” of ML models (e.g., calibra-
tion) is also required to address issues of diversity, including responsivity considerations 
(e.g., gender, ethnic/cultural background, age), location (e.g., region, country, institution vs. 
community settings), and time of assessment (e.g., intake, release, pre-/posttreatment). Risk 
variables may also change over time with or without intervention (e.g., cohort effects, treat-
ment change).
In the last few years, there have been some promising and also concerning findings. For 
instance, using a large data set of predictors of offending in Texas (N = 258, 248), Curtis 
(2018) found that modern ML approaches predicted general arrest. Large effects were 
reported for RFs (AUC = 0.808) and XGBoost (AUC = 0.792). However, the majority of 
the top predictors were static predictors (e.g., criminal history), and one of the top predictors 
was the number of tattoos! An examination of 336 predictor variables in a sample of 3,061 
juveniles in Florida with a history of sexual offenses by Ozkan et al. (2020) also found that 
RF models yielded strong findings with AUCs of 0.71 for an “all-predictors model” and 0.65 
a for a “legal factors” model. Although comparable with AUCs reported in a recent 
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meta-analysis of tools used to access sexual recidivism in juveniles (AUCs = 0.64–0.67; 
Viljoen et al., 2012) to be included in the data set, youth were required to have been scored 
on the Positive Achievement Change Tool (PACT; Baglivio, 2009). It is unclear as to how 
these findings may compare with the predictive accuracy of the PACT alone in this sample 
or how best to interpret and apply this “black-box” all-predictors model.
Perhaps most interestingly, using only static, historical information about adult males who 
had been convicted of a sexual offense for the first time (N = 756), Lussier et al. (2019) were 
able to generate novel insights using ML approaches, specifically decision tree algorithms 
(DTAs), including chi-square automatic interaction detection (CHAID), Quick Unbiased 
Efficient Statistical Tree (QUEST), and CART. Although classic LR and DTA predictive 
models were not appreciably different, the use of DTAs (AUCs = 0.704–0.733) revealed the 
presence of different risk profiles for entry into sexual recidivism that were not revealed by 
classic LR (AUC = 0.746). Thus, there may benefit to combining traditional and modern 
approaches when assessing risk over time, development, and the course of a criminal career.
The purpose of the current study is to extend this body of work by applying modern ML 
approaches to a widely used, general risk–need assessment tool that is theoretically informed 
(in contrast to dustbowl empiricism), includes both static and dynamic factors, and can fol-
low justice-involved individuals from intake through to case closure, often referred to as a 
“fourth-generation” tool (Andrews et al., 2006). Duwe and Kim (2017) have suggested that 
“fourth-generation risk-assessment instruments based on ML algorithms could potentially 
improve correctional practice” (p. 596; for example, access to programming). Moreover, 
the approach taken by Lussier and colleagues (2019) indicates that deductive (e.g., LR), 
inductive (i.e., ML), and combined approaches to risk modeling may contribute different 
theoretical and analytic insights. As a first exploratory step, we examine the performance of 
ML techniques relative to LS/CMI score in terms of predictive accuracy and the ability to 
rank individuals according to their probability of recidivating by means of a secondary 
analysis of two large data sets containing LS/CMI administrations for individuals in provin-
cial custody in Ontario, Canada.
MeThod
dATA seTs
Provincial correctional policy in Ontario requires the administration of the LS/CMI to all 
individuals who are given a term of probation or sentenced to a period of incarceration of 
between 3 months and 2 years. Individuals who are sentenced to more than 2 years are 
transferred to the federal correctional authority, the Correctional Service of Canada; hence, 
they are not under provincial jurisdiction and are not administered the LS/CMI by the pro-
vincial correctional authority. with the introduction of an electronic data capture and scor-
ing mechanism for the LS/CMI, the collection of large LS/CMI data sets became possible. 
In this article, we analyzed a combination of two data sets provided by the Ontario Ministry 
of Community Safety and Correctional Services (MCSCS).
The first data set (D1) consists of 72,725 records for individuals who were interviewed 
and assessed on the LS/CMI by MCSCS correctional staff during 2010 and 2011. This 
cohort included correctional clientele who had been sentenced to prison for a term of 3 to 
24 months and then released from custody as well as those who were sentenced to a period 
of probation during this 2-year period. Individuals were then followed up at the end of 2013 
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through official records of readmission to the justice system in Ontario. where applicable, 
dates of the first recidivistic event were used to determine which individuals criminally 
recidivated and how long it took them to do so. The average follow-up time during which 
individuals were eligible to reoffend was approximately 2.96 years (SD = 7.5 months), 
ranging from 1.04 to 4.5 years.
The second data set (D2) was retrieved using an earlier cohort from the same jurisdiction 
and under the same conditions as the 2010–2011 cohort; however, the second cohort spanned 
only a single year, 2004. LS/CMI data and recidivism outcomes were collected in the same 
manner as with the previous data set. A total of 26,450 individuals were then followed until 
January 2009, an average follow-up time of 4.54 years (SD = 3.5 months), ranging from 
4.02 to 5.02 years.
It is important to note that these data sets represent two cohorts of consecutive admis-
sions to the MCSCS system. Recidivism for both data sets was defined as any criminal 
offense for which an individual is returned into the MCSCS system on a reconviction, sen-
tenced to either incarceration or community supervision.
Table 1 provides summary statistics for data sets D1 and D2, including information on 
mean total LS/CMI risk scores as well as recidivism rates for each gender and risk level. we 
note that the mean LS/CMI score for D1 (M = 14.30; SD = 8.91) is higher than the mean 
score for D2 (M = 12.53; SD = 8.79). we find this difference to be statistically significant, 
with a p value of less than 10–8; however, we consider this p value to be an artifact of the 
large sample size. Effect sizes given in Table 1 using Hedges’s g suggest small effect sizes 
(≤0.27) between mean LS/CMI scores across databases (overall and sex stratified) and 
trivial effect sizes (≤0.07) across databases stratified by risk levels. Figure 1 provides a 
more detailed visual presentation of the difference in the distribution of the LS/CMI scores 
for the two data sets. Referring to the boxplots in Figure 1A and B, it can be seen that the 
box containing the middle 50% scores for D1 is located at a higher level than that of D2. 
Also, D2 contains more outliers with high scores. we also note from Table 1 that the rate of 
recidivism is significantly higher (with p value of less than 10–8) for D2, 36.01%, compared 
with 30.52% for D1. we also consider this p value to be an artifact of the large sample size. 
Effect sizes given in Table 1 using Cohen’s h suggest small effect sizes (≤0.26) between 
recidivism rates across databases (overall and stratified by sex and risk level). One possible 
explanation for this difference is the longer average follow-up time for D2 (4.54 years) 
compared with about 3 years for D1, allowing more opportunity for recidivism to occur and 
be recorded. Other summary statistics are given, including the mean, standard deviation, 
and median LS/CMI scores as well as AUCs (with 95% confidence interval) for the indi-
vidual data sets according to gender and LS/CMI risk level.
Although data sets D1 and D2 differ in potentially important ways, the AUC values asso-
ciated with the LS/CMI total scores are similar for D1 and D2 as well as for male and 
female subgroups (AUCs from 0.70 to 0.72). we make use of the combined data set (com-
prised of D1 and D2) for building and testing our predictive models to retain maximal data. 
The rationale for this approach is that our ultimate goal is to build a dynamic predictive 
model based on the maximum amount of available data. we create a training data set by 
selecting 50% of the records from each of D1 and D2 in a uniformly random fashion. These 
records are combined to form the training data set. The remaining records are combined to 
form the testing data set.
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Additional details regarding these two data sets can be obtained from wormith et al. 
(2012) and wormith et al. (2015) as well as two master’s theses (Hogg, 2011; Orton, 2014). 
Ethics approvals were obtained from the University of Saskatchewan for these projects as 
well as for a broader program of predictive research the current work sought to inform 
(BEH 16-166).
Figure 1: Visualizations of Different aspects of the Distribution of lS/CMI Scores for Data Sets D1, D2, 
and the Combined Data Set: (a) boxplot for Data Set D1 (n = 72,725); (b) boxplot for Data Set 
D2 (n  = 26,450); (C) Distribution of the lS/CMI Scores for the Combined Data Set; and (D) Rate 
of Recidivism for each lS/CMI Score for the Combined Data Set
Note. LS/CMI = Level of Service/Case Management Inventory.
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ls/cMi scores
The General Risk/Need Factors section of the LS/CMI consists of 43 risk–need items, Ai , 
scored dichotomously (0 = not present or 1 = present). Items are summed to provide a total 
score LS/CMI ranging from 0 to 43,
LS/CMI =
=
∑
i
iA
1
43
,
and there are five risk levels associated with various ranges of scores. Table 1 gives the 
proportion of scores for each risk level as well as the corresponding rates of recidivism for 
data sets D1 and D2. In practice, a total LS/CMI score is obtained and compared with avail-
able norms to get a recidivism estimate. To algorithmically simulate this process in this 
study, LS/CMI is applied in the following way to predict recidivism. For a given data set, 
the recidivism rate for each score is calculated. If the recidivism rate for a given score is 
above 0.5, then any individual with that score is classified as likely to recidivate and other-
wise not.
Ml AlgoriThMs
There are various types of ML algorithms that can be applied to our data set, but because 
we have outcome or “target” data (i.e., data on whether an individual recidivated), we 
employ a class of ML algorithms generally known as supervised algorithms (Marsland, 
2015). In supervised algorithms, the algorithm is fed by previously existing data (training 
data), where the target data are known, and the algorithm builds a model from these data. 
The goal is to enable the model to reliably predict target values on a new set of data (test 
data; that is, data on which the model has not been trained). More detailed descriptions of 
various ML algorithms can be found in Marsland (2015) and Murphy (2012). we now 
briefly describe the supervised ML algorithms used in this study.
dTs
An early example of a DT approach applied to risk assessment comes from the 
MacArthur Violence Risk Assessment study, in which Steadman and colleagues (2000) 
designed a method to predict violent recidivism among offenders with mental disorders. A 
DT learning approach refers to a predictive model that maps observations about an item to 
conclusions about the item’s target value. Tree models, where the target variable can take 
a finite set of values, are called classification trees. In these tree structures, leaves repre-
sent class labels, and branches represent conjunctions of features that lead to those class 
labels. A tree can be constructed by splitting the source set into subsets based on an attri-
bute value test. This process is repeated on each derived subset in a recursive manner 
(known as recursive partitioning). The recursion is completed when the subset at a node 
has the same value of the target variable or, when splitting, no longer adds value to the 
predictions (Marsland, 2015).
DTs may best be applied to those problems where instances are represented by attribute–
value pairs, the target function has discrete output values, and the training data may contain 
errors. This makes DTs appropriate for our study because the target function (whether an 
individual recidivated) and all the input data (scores on LS/CMI items) are binary values. In 
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fact, the LS/CMI itself can be interpreted as a DT. For example, the LS/CMI classifies an 
individual based on their LS/CMI score into one of the five risk levels; then, based on the 
existing statistics for each risk level, it determines whether they are likely to recidivate or 
not.
rfs
RFs (e.g., Marsland, 2015) represent a set of classification algorithms that make predic-
tions based on outputs of large number of decisions trees built on random subsets of features. 
RFs use the so-called bagging process to allow each individual tree to randomly sample from 
the training data set with replacement. This results in trees that are ultimately trained with 
different data and leads to more variation and diversification among the large number of trees 
in the forest. To increase the success of RF models, one needs to start with features that have 
a good level of predictive power and ensure these features are not highly correlated with each 
other. The overall idea is that if one tree can provide a good model, then many trees (a forest) 
should be able to do even better, provided there is enough diversity in the constituent trees.
svMs
SVMs provide a state-of-the-art learning method that has been highly successful in a vari-
ety of applications. They are particularly effective when dealing with continuous data and 
data sets that are not linearly separable (Schölkopf & Smola, 2002). The SVM method has 
been developed based on two main ideas. The first idea is to map the feature vectors (data 
points) in a (nonlinear) way to a high (possibly infinite) dimensional space and then utilize 
linear classifiers in this new space. This mapping produces in nonlinear classifiers in the 
original space, thus overcoming the representational limitations of linear classifiers. However, 
the use of linear classifiers in the transformed space depends heavily on the computational 
methods for finding a classifier that performs well on the training data. The second idea is 
that, among the generally infinitely many hyperplanes that may separate the data, the linear 
classifier chosen is the one that maximizes the separation of the data (i.e., the one whose 
distance from it to the nearest data point on each side is maximized; Steinwart & Christmann, 
2008). SVMs are suitable for classifying data of relatively high dimension. Because our data 
set consists of 43 LS/CMI variables, SVMs are a reasonable approach for classification.
K-fold cross-vAlidATion
The various ML models were all built in the following way using k-fold cross-validation 
with k = 10. First, the training set was randomly shuffled and divided into k equal parts (or 
folds). For each ML algorithm, k models were built using k − 1 of the folds as training data 
and the final fold as testing data. For any given performance metric, the results of the k 
models are averaged to provide the value reported.
sofTwAre used
The analytics presented in this article are the results from scripts written in Python 
programming language that use standard Python libraries for ML calculations and 
visualizations.
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dATA AnAlysis
evaluating the performance of classification Methods
we examine three types of ML algorithms (DTs, RFs, and SVMs) to predict whether an 
individual is likely to recidivate or not. These algorithms can be thought of as classifiers. To 
evaluate a classifier, we need a way to compare the performance of each one (i.e., a measure 
that shows how well a given classifier predicts positive and negative cases of recidivism). 
A natural way to do this is to apply the classifier to a data set where the outcome is known, 
and hence, the performance of the classifier can be compared with existing data. we use the 
following quantities to compare performance of various classifiers: TP, the number of cases 
correctly predicted as positive; false positive (FP), the number of cases incorrectly pre-
dicted as positive; TN, the number of cases correctly predicted as negative; and false nega-
tive (FN), the number of cases incorrectly predicted as negative. All of these numbers are 
often summarized in the following matrix:
TP FP
FN TN





.
The most popular (and yet arguably naïve when used exclusively) measure associated 
with a classifier is the accuracy (ACC), which is defined as follows:
ACC
TP TN
TP TN FP FN
=
+
+ + +
.
The accuracy tells us that what portion of the testing data is correctly classified. However, 
such a measure is not without its shortcomings. For example, consider a hypothetical clas-
sifier that classifies everything as negative (i.e., no individual is predicted to recidivate). 
The accuracy of this all-negative classifier applied to our data set is in fact about 65% 
because the recidivism rate is about 35%. Despite its high success rate, this classifier is 
likely not acceptable because it never correctly classifies positives (i.e., individuals who 
recidivate). The high accuracy can be attributed to the low recidivism rate.
hyperparameters
The hyperparameters of an ML algorithm refer to parameters of the algorithm that must 
be specified in addition to the data. we experimented with Gini and Entropy versions of 
DTs and RFs and SVMs with linear, quadratic, cubic, and radial basis function (RBF) ker-
nels. The DT and RF methods with Gini (Marsland, 2015) and the SVM method with Cubic 
kernel (Steinwart & Christmann, 2008) resulted in the best performance and hence were 
chosen as hyperparameters and used in all the comparisons with LS/CMI score.
comparing overall performance
we examine whether there is a difference in performance of the ML algorithms relative 
to LS/CMI score in predicting recidivism. we examine the predictive validity of the LS/
CMI and ML algorithms for general recidivism using receiver operating characteristic 
Ghasemi et al. / APPLICATION OF ML TO RISK–NEED ASSESSMENT 13
(ROC) analyses. ROCs generate an AUC value from 0 to 1, representing the probability that 
a randomly selected recidivist will obtain a higher score than a randomly selected nonre-
cidivist (Rice & Harris, 1995). we use the interpretive rubric of Rice and Harris (2005) in 
which the magnitude of AUC values is mapped to predictive effect sizes as follows: 0.55 to 
0.63 (small/low), 0.64 to 0.70 (medium), and 0.71 and up (large/high). AUCs are evaluated 
by magnitude and in their ability to rank predictive models according to individual LS/CMI 
scores.
sensiTiviTy AnAlysis for feATure selecTion
ML algorithms such as DT and RF have the capability to identify and report the most 
influential features in the models they build. In this study, we use sensitivity analysis to 
elicit the LS/CMI items (or features) that have the most importance predicting recidivism. 
Sensitivity analysis is generally the study of how perturbations (small changes or uncertain-
ties) in model inputs are propagated to uncertainties in model outputs. Specifically, when a 
small change to a model input leads to a large change in model output, we say that the model 
is sensitive to that input. There are a number of ways in which sensitivity can be measured. 
In this study, we consider three of the most popular methods: the Morris method, which 
performs global sensitivity analysis by making a number of local changes at different pos-
sible input values; the Sobol (or variance-based sensitivity analysis) method, which decom-
poses the variance of the output of the model into fractions and attributes them to inputs; 
and the moment-independent δ index, which measures the relative importance of an indi-
vidual input in determining the uncertainty of model output by looking at the entire distribu-
tion range of model output.
As a basic usage of sensitivity analysis, one can consider a scenario when two individu-
als have the same scores and hence the same prediction and ranking based on LS/CMI. In 
this situation, the values of the top items can be used as additional information to rank and 
predict their future recidivism. For example, a positive value for top items indicates a higher 
probability for positive recidivism, and a negative value indicates a lower probability.
resulTs
The overall rate of recidivism for the two data sets is 31.98%. Table 1 shows the distribu-
tion of individuals with respect to the five LS/CMI risk levels and their corresponding rates 
of recidivism for each data set. A typical interpretation of a row in Table 1 is, for example, 
that an individual classified as high in D2 is likely to recidivate with probability of 64.85% 
(and correspondingly will not recidivate with probability of 35.15%). In general, an indi-
vidual is classified as likely to recidivate if more than 50% of individuals with the same 
score have done so; otherwise, the individual is classified as unlikely to recidivate. From 
this table, we also see that the data are imbalanced (i.e., the risk levels do not have equal 
representation). Figure 1C provides a visual representation of the skew in the population 
distribution of LS/CMI scores in the combined data set. Figure 1D shows the rate of recidi-
vism for each LS/CMI score of the combined data set. As expected, the recidivism rate 
shows a steady increase as the LS/CMI score increases. The decrease in the recidivism rate 
and prediction accuracy for the maximum LS/CMI score (43) is likely due to insufficient 
data (n = 7).
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The distribution of the prediction accuracy of LS/CMI scores is depicted in Figure 2A. 
From this figure, it can be observed that individuals classified as very high risk (LS/CMI 
scores between 30 and 43) can be confidently regarded as likely to recidivate, and those 
classified as low or very low risk (LS/CMI scores between 0 and 10) as unlikely to recidi-
vate. However, for the relatively wide range of LS/CMI scores between 14 and 29, the LS/
CMI predictive accuracy is below 70%. This decrease in the predictive properties of LS/
CMI scores occurs for individuals classified as medium and high risk, and these two risk 
groups form over half (51.48%) of the individuals in the combined data set.
Next we calculate the performance measures for the prediction of recidivism for the LS/
CMI, DT, RF, and SVM methods. Table 2 shows the overall predictive accuracy (ACC) as 
a weighted average of the accuracies for each score. It can be observed that the overall pre-
dictive accuracy of all four methods is comparable, with RF only slightly outperforming 
LS/CMI. From Figure 2B, it can be observed that all four methods behave similarly as a 
function of the LS/CMI score, showing high predictive accuracy at the extreme scores and 
relatively low predictive accuracy for the middle scores. It is noteworthy, however, that the 
RF method essentially outperforms the LS/CMI method in terms of predictive accuracy 
Figure 2: aCC and aUC Performance Metrics for the Four Methods examined—lS/CMI, DT, RF, and 
SVM: (a) aCC of lS/CMI Method for each Score; (b) aCC of the Four Methods, lS/CMI, DT, RF, 
and SVM, for each lS/CMI Score; and (C) aUC of the Four Methods—lS/CMI, DT, RF, and SVM 
for each lS/CMI Score
Note. LSI refers to LS/CMI = Level of Service/Case Management Inventory; DT = decision tree; RF = random 
forest; SVM = support vector machine; ACC = accuracy; AUC = area under the receiver operating characteristic 
curve.
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over the entire range of LS/CMI scores. In particular, the lowest value of predictive accu-
racy for RF is approximately 0.57, whereas for LS/CMI, it is slightly below 0.50.
The performance according to AUC is also shown in Table 2. According to the interpre-
tive rubric of Rice and Harris (2005), these AUCs for all four methods correspond to large 
predictive effect sizes, with extremely small differences in magnitude between the methods. 
with this in mind, the AUC for LS/CMI total score was slightly lower than the other three 
methods, and its 95% CI does not overlap with that of SVM, which has the highest AUC, 
and represents a statistically significant difference.
Figure 2C shows the distribution of AUC values for the different methods tested at each 
possible individual LS/CMI score. This figure illustrates that ML algorithms do a better job 
in discriminating recidivists from nonrecidivists compared with traditional LS/CMI sum-
mative methods (AUC values often around 0.6 compared with 0.5 for LS/CMI summative 
score) for a broad range of scores from low to moderately high. From their construction, 
ML algorithms take into account the way in which the individual items are combined to 
produce a given total score, and this leads to improved performance compared with simple 
consideration of total scores. RF has the second-highest AUC and seems to be the most 
effective method overall in terms of both the ACC and AUC performance metrics.
Figure 3 shows a heatmap of the sensitivities of the LS/CMI items according to the three 
different sensitivity metrics discussed above and sorted in decreasing order by Sobol index. 
These analyses can be used to inform prediction of future recidivism because they demon-
strate which factors have the most influence in predicting recidivism. From Figure 3, we see 
that Items A18 (charge laid, probation breached, or parole suspended during prior commu-
nity supervision), A14 (three or more present offenses), and A423 (could make better use of 
time), and to a lesser extent, A735 (current drug problem) are the most sensitive items in the 
LS/CMI according to the Sobol and moment-independent δ indices.
discussion
ML is often misconstrued as “pitting human minds against the machine” (Ahuja, 2019; 
Norman, 2018) or equated with completely “automated offender risk assessment” (wormith, 
2017). Neither represents accurate or complete understandings of applications of ML. In 
our view, ML is a tool or set of techniques that can potentially augment current risk-assess-
ment approaches and assist in understanding behavioral patterns relevant to criminal justice 
(e.g., criminal recidivism). The results of this study build upon the limited previous findings 
demonstrating that ML algorithms can perform as well or better than summative scores on 
validated risk-assessment tools (e.g., Duwe & Kim, 2016); a novel contribution of this 
Table 2: Performance Measures for each Prediction Method
Method ACC AUC (95% CI)
LS/CMI 0.734 0.7517 [0.7511, 0.7524]
DT 0.695 0.7529 [0.7514, 0.7545]
RF 0.736 0.7531 [0.7519, 0.7545]
SVM 0.704 0.7545 [0.7528, 0.7562]
Note. ACC = accuracy; AUC = area under the receiver operating characteristic curve; CI = confidence interval; 
LS/CMI = Level of Service/Case Management Inventory; DT = decision tree; RF = random forest; SVM = support 
vector machine.
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study is that it features a theoretically driven, fourth-generation, general risk–need tool, the 
LS/CMI.
Interestingly, classification accuracy as measured by ACC was found to improve signifi-
cantly for the middle LS/CMI scores using RFs. As an example, for an LS/CMI score of 22, 
the ACC increased from 0.51 to 0.59 using RFs. The accuracy of the LS/CMI for these 
middle scores is near 0.50, making it difficult to assess as to whether an individual is likely 
to recidivate. Because as many as 15% to 20% of individuals may fall into this portion of 
the “High” risk band, these results suggested that ML algorithms may help us to increase 
the predictive capability for recidivism among individuals in lower-confidence, higher-den-
sity risk classification groupings.
Examination of a more sensitive performance metric (AUCs), which accounts for fluc-
tuations in base rates and considers the relative rankings of scores, also revealed that ML 
algorithms performed equally as well as total LS/CMI scores, with SVM slightly outper-
forming LS/CMI score (AUCs = 0.7517 for LS/CMI to 0.7545 for SVM; Table 2), with 
prediction magnitudes consistent with previous meta-analytic reviews (Olver et al., 2014). 
Figure 3: Sensitivities of lS/CMI Items according to Different Metrics
Note. LS/CMI = Level of Service/Case Management Inventory and individual LS/CMI items are numbered along 
the left-hand side (e.g., A18, A14) with methods used for sensitivity analyses across the top, including Sobol, 
Morris, and moment-independent δ index.
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This pattern was observed across all LS/CMI scores with the exception of those in the very 
high risk range, owing to insufficient n at the most extreme scores (e.g., maximum score of 
43). Moreover, all the ML approaches investigated consistently improved AUC by approxi-
mately 10 percentage points for the majority of individual LS/CMI scores (Figure 2C). 
These AUCs may be further improved with incorporation of additional risk-relevant and 
dynamic data beyond LS/CMI scores as recommended by Garb and wood (2019).
It is important to note that LS/CMI summative scoring makes an identical prediction for 
two individuals with similar scores, say a score of 22. However, mathematically, the num-
ber of distinct ways an individual can be assigned the summative score of 22 is approxi-
mately 1 trillion. In fact, the LS/CMI method does not distinguish among any of these 
different cases, whereas an ML algorithm like SVM can provide a more nuanced analysis 
and could differentiate between individuals with a summative score of 22 as likely to recidi-
vate, and others not, depending upon how the score was reached. Thus, these preliminary 
results suggest that there may be underlying patterns or different combinations of scores 
that are more predictive of recidivism. Further analyses of these patterns may be fruitful, 
not only in terms of predictive accuracy but also to identify clusters and weightings of 
criminogenic needs that may separate recidivists from nonrecidivists with similar LS/CMI 
scores, including frequently obtained and seemingly less predictive risk scores. Results of 
exploratory sensitivity analyses have begun to identify dynamic factors or criminogenic 
risk–needs that may have the most influence in the prediction of recidivism (e.g., poor use 
of time, current drug problem). Our plan for future work is to conduct additional mathemat-
ical and statistical analyses on the most common combinations of these items and the num-
ber of unique paths resulting in a specific summative LS/CMI score as well as to include 
available features beyond LS/CMI items.
Mere “prediction” should not be the primary goal of any risk assessment. Rather, preven-
tion is the primary purpose (e.g., risk reduction). Thus, all predictive technology is perhaps 
best viewed as preventive technology and this includes ML. To our knowledge, there are 
few studies that have evaluated “real world” applications of ML. In one such illustrative 
study, Berk (2016) examined the impact of ML “risk forecasts” on Parole Board decisions 
in Pennsylvania. Although some evidence for “smarter decision making” was reported, it 
was difficult to ascertain the full implications of the evidence because standard practices 
and ML approaches were drawing upon much of the same information by virtue of the fact 
that ML “forecasts were meant to supplement the information available to the Board, not 
replace it” (p. 22). This is one of many possible applied uses of ML data to augment, not 
replace, other decision-making tools and mechanisms. No one tool, computer-aided or not, 
should be used in a standalone fashion to inform criminal justice decision-making, but 
rather use of validated tools as part of comprehensive and contextualized assessments is 
required as part of best practices. Moreover, as we seek to integrate additional information 
into risk assessments, such as individual strengths or protective factors or changes in 
dynamic risk over time, ML approaches may make better use of enriched information (e.g., 
repeated or multiple assessments incorporating risk, protective factors, and change informa-
tion), and they could also uncover relationships between risk-relevant variables and out-
comes that may differ across groups, settings, and time.
Furthermore, ML may also provide new insights that can inform intervention practices. 
For instance, Lussier et al. (2019) recently used DT algorithms to identify risk factors for 
entry into sexual reoffending. Future work may be able to employ ML to test hypotheses 
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regarding changes in risk over time and test causal inferences (Barabas et al., 2018), includ-
ing the effects of intervention such as correctional programming and resultant changes in 
risk–need scores. when used in this manner, ML approaches could have utility in prevent-
ing criminal or aggressive behavior, including identifying situations that may lead to vio-
lence toward self and others. For example, Bala and Truatman (2019) have recently explored 
the applicability of ML approaches to promote identification and intervention for individu-
als in custody who may be at risk for engaging in self-harming behaviors.
sTudy liMiTATions And fuTure direcTions
Like all tools, we would encourage further evaluation of ML approaches and advocate 
for their responsible use. As cautioned by Barabas et al. (2018), some ML approaches 
“transform the space of input features into a higher order space that is often difficult to 
interpret” (p. 8). Clear interpretations must be advanced and tested, and such analyses 
should include local validation and updated models. There is also the important issue of 
algorithmic fairness (Berk et al., 2018; Corbett-Davies & Goel, 2018). It has been argued 
that both risk-assessment tools and models may be biased for a variety of reasons (e.g., label 
bias, feature bias, sample bias, and calibration issues); however, the very data used to train 
and test ML algorithms may also be compromised, and one must avoid retrenching biases 
(Corbett-Davies & Goel, 2018). Although ML approaches require large sample sizes, “big 
data” are not necessarily “deep.” The current study examined data from a single source (i.e., 
LS/CMI scores). Integrating data from other sources may improve models, advance under-
standing, and reduce inherent biases. Recently, Menger and colleagues (2019) endeavored 
to predict in-patient violence from clinical notes in patient electronic health records. As 
such, novel data sources and data elements (e.g., text data) could be integrated with tradi-
tional data sources (e.g., risk scores) to enhance statistical models and further our under-
standing of behavioral patterns relevant to criminal justice outcomes (e.g., recidivism and 
desistance).
Finally, although two large data sets of LS/CMI administrations were utilized to retain 
maximal data for exploratory analyses, it is recognized that as field research, there is a lack 
of uniformity between the samples (e.g., differences in available follow-up time and mean 
LS/CMI score). However, healthy sampling variance was observed, and use of techniques 
robust to fluctuations in base rate was employed. This said, more nuanced analyses beyond 
the scope of the present work could examine the associations between important modera-
tors and recidivism that may have bearing on LS/CMI score and outcome. For instance, ML 
approaches may further contribute to our understanding of the mechanisms that may under-
lie the relative superiority of discrimination of item patterns by gender, age, or other risk 
moderators. Further examinations of underlying risk–need patterns (e.g., pathways of crim-
inogenic needs) using ML may also assist practitioners to refine prevention and correctional 
strategies based on the patterns observed in the data.
conclusions for The “neAr fuTure” of risk–need AssessMenT
Always looking to push the field of risk assessment forward, Andrews, Bonta, and 
wormith discussed “The Recent Past and Near Future of Risk and/or Need Assessment” in 
their seminal 2006 paper. Over 10 years later, wormith (2017) provided additional glimpses 
into the future of risk assessment in his policy paper titled “Automated Offender Risk 
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Assessment: The Next Generation or a Black Hole?” Risk assessment in the digital era, use 
of artificial intelligence in criminal justice, and “smart prisons” are no longer the near 
future—they are the present. ML approaches are now making significant contributions to 
health care, not to mention business and entertainment, and there have been calls to build 
“fair algorithms” to assist criminal justice decision-making (Corbett-Davies & Goel, 2018). 
Recent preliminary findings suggest that although ML approaches can contribute meaning-
fully to risk assessment, management, and reduction, they should be developed with care. 
with smart, automated technologies advancing at “warp speed” (wormith, 2017, p. 281), 
research and statistical methodologies must keep pace to support ethical, effective, and 
cost-efficient correctional practices; promote innovation in risk assessment and manage-
ment; and ultimately, better, safer outcomes for criminal justice clients and communities.
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