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La Universidad del Magdalena se ha caracterizado por ser un ente con una alta 
orientación hacia la actividad investigativa. Sus diferentes grupos de investigación 
están enfocados en áreas del conocimiento de manera articulada con los programas 
de maestría y doctorado, con la finalidad de ejecutar proyectos asociados con el 
Sistema Nacional de Ciencia, Tecnología e Innovación – SNCTI, priorizando 
aquellos que busquen dar solución a diferentes problemáticas del desarrollo 
humano, social, tecnológico y económico principalmente de la región y del país. 
 
En este contexto, se viene desarrollando un proyecto de investigación cuyo objetivo 
es la formulación y construcción del Plan Prospectivo para el desarrollo de Ciencia, 
Tecnología e Innovación de la Universidad del Magdalena. En este proyecto se 
encuentra prevista una fase en la cual se identificarán las tendencias de la 
investigación en un conjunto de áreas de conocimiento que son estratégicas para la 
Universidad del Magdalena. Específicamente, se realizarán ejercicios de vigilancia 
científica y tecnológica en los cuales se analizarán los metadatos de las 
publicaciones científicas indexadas en la base de datos SCOPUS, ScienceDirect, 
ACM y Web of Science para determinar áreas importantes en los que se debería 
enfocar la universidad. A nivel mundial existen diferentes herramientas que, por 
medio de la minería de texto, permiten realizar este tipo de ejercicios como lo son: 
RAPIDMINER [1], WORDSTAT [2], VANTAGEPOINT [3], etc. La problemática con 
estas herramientas es que son muy costosas y se necesita una que se adecue a las 
necesidades claras que tiene la universidad. 
 
Teniendo en cuenta la problemática mostrada anteriormente, se encontró que para 
poder realizar control y seguimiento de las tendencias científicas es necesario 
efectuar un tratamiento previo de la información a ser analizada. Al observar el 
contenido de las referencias bibliográficas generadas por las diferentes bases de 
datos se identifican fallas en términos de contenido, esto debido a que muchas de 
estas no manejan un debido control en la información almacenada permitiendo así 
que al exportar un archivo generado por una consulta se encuentren con registros 
duplicados, nombres de autores, afiliaciones y revistas digitadas con diferentes 
nombres, errores ortográficos y demás. Al permitirse lo anterior, se pone en riesgo 
la fiabilidad y veracidad en los reportes generados por la herramienta de análisis 
bibliométrico. Por tales motivos se hizo necesario desarrollar un módulo encargado 
de la identificación y corrección de todos los fallos mencionados anteriormente. 
 
En este orden de ideas el siguiente informe presenta el desarrollo de un prototipo 
del módulo de limpieza de registros bibliográficos el cual se encuentra integrado 
dentro de la herramienta software de análisis bibliométrico (HAB). Esta herramienta 
genera reportes e indicadores que permitirán a los grupos de investigación de la 
Universidad del Magdalena decidir los ejes de investigación en los que se van a 




El desarrollo de este módulo se centra en la implementación de procedimientos 
basados en algoritmos para limpieza de datos (data cleansing) que permitan 
solventar fallas en datos como firmas de autores, revistas y afiliaciones, 
considerados altamente sensibles dentro del proceso de análisis. También se busca 
la detección de información duplicada dentro de los registros importados en la 
herramienta. Además, este módulo se diseñó con el objetivo de ganar fiabilidad en 
toda la información a ser tratada y mostrada garantizando así la facilidad de 
interpretación de los resultados por parte del usuario. 
 
Para alcanzar el funcionamiento del módulo de limpieza de registros bibliográficos 
se plantearon etapas de producción e investigación las cuales permitieron un 
completo despliegue de todos los procedimientos citados anteriormente. En primer 
lugar, se presentan los criterios fundamentales para el diseño de la estructura base 
de almacenamiento bibliográfico utilizada en todo el proceso de análisis 
bibliométrico dentro de la herramienta; teniendo claro lo anterior el siguiente fue la 
elección de métricas para la detección de similaridades, fallas ortográficas y 
duplicidad dentro de los registros almacenados en la estructura base para luego 
diseñar métodos que permitiesen el tratamiento de dichas faltas garantizando 
persistencia y fiabilidad en todos los reportes generados por la aplicación. 
 
Por otro lado, teniendo en cuenta todas las funcionalidades del prototipo, se 
prosiguió a establecer metas u objetivos los cuales facilitaron toda la medición del 
avance y progreso en la construcción de todos los procedimientos a ser utilizados e 
implementados dentro del módulo de limpieza de registros bibliográficos; dichos 
objetivos son presentados a continuación: 
 
 Diseñar la estructura de datos base para el almacenamiento de registros 
bibliográficos de las publicaciones científicas a analizar. 
 Establecer criterios para la clasificación, comparación y categorización de 
firmas similares en la estructura base para el almacenamiento de registros 
bibliográficos. 
 Construir algoritmos data cleansing los cuales permitan corregir y eliminar 
datos erróneos de los registros encontrados en la base de datos. 
 Implementar algoritmos de procesamiento de datos para resolver 
problemas en la estructura base. 
 
Con base en lo anterior, el siguiente paso fue la definición de una metodología ágil 
de desarrollo la cual facilitara la aplicación de un conjunto de mejores prácticas de 
trabajo colaborativo, en equipo, con el fin de obtener el mejor resultado del proyecto, 
teniendo presente que este fue realizado en conjunto. La metodología elegida y 
aplicada fue Scrum la cual cumple con todos los requisitos citados anteriormente, 
además, en esta se realizan entregas parciales y regulares del producto final, 




En Scrum un proyecto se ejecuta en bloques temporales cortos y 
fijos (iteraciones de un mes natural y hasta de dos semanas, si así se necesita). 
Cada iteración tiene que proporcionar un resultado completo, un incremento de 
producto final que sea susceptible de ser entregado con el mínimo esfuerzo al 
cliente cuando lo solicite [5]. El equipo Scrum se encuentra conformado por un 
Scrum master, el cual lidera y orienta el proyecto; el Product Owner (PO), es aquel 
que representa a los interesados en el proyecto o usuarios finales ante el equipo y 
traslada la visión del proyecto a requisitos o historias de usuarios y un Team (Equipo 
de trabajo), el cual se conforma por un grupo de profesionales que de manera 
conjunta desarrollan el proyecto cumpliendo con procesos que se realizan en esta 
metodología. Desde una visión genérica el proceso se podría dividir en diferentes 
actividades las cuales son detalladas en la Tabla 1.  
Tabla 1 Actividades realizadas en la metodología ágil SCRUM 
PROCESO DESCRIPCIÓN 
Product Backlog Es la agrupación de requisitos o historias definidas sin el uso de términos técnicos 
y priorizados por su valor en el negocio según su beneficio y costo. 
Sprint Planning Reunión en la que el Product Owner presenta las historias del backlog por orden 
de prioridad. El equipo determina la cantidad de historias que puede 
comprometerse a completar en ese sprint, para en una segunda parte de la 
reunión, decidir y organizar cómo lo va a conseguir. 
Sprint Iteración de duración determinada durante la cual el equipo trabaja para convertir 
las historias del Product Backlog a las que se ha comprometido, en una nueva 
versión del software totalmente operativo 
Sprint Backlog Lista de las tareas necesarias para llevar a cabo las historias del sprint. 
Daily sprint meeting Reunión diaria de cómo máximo 15 min. en la que el equipo se sincroniza para 
trabajar de forma coordinada. Cada miembro comenta que hizo el día anterior, 
que hará hoy y si hay impedimentos 
Demo y retrospectiva Reunión que se celebra al final del sprint y en la que el equipo presenta las 
historias conseguidas mediante una demonstración del producto. Posteriormente, 
en la retrospectiva, el equipo analiza qué se hizo bien, qué procesos serían 
mejorables y discute acerca de cómo perfeccionarlos. [6] 
 
En relación con la metodología de trabajo presentada se realizaron los siguientes 
Sprints de trabajo: 
 
 Estructura de datos de entrada de la herramienta para efectuar los diferentes 
análisis. 
 Algoritmos de data cleansing para la corrección y eliminación de registros 
erróneos presentes en la estructura de entrada.  
 Algoritmo de procesamiento de datos para registros incompletos. 
 Algoritmo de procesamiento de datos para registros con ruido. 






En definitiva, el prototipo funcional desarrollado es una herramienta de análisis y 
limpieza de registros en la cual, luego de la previa importación de registros 
bibliográficos y almacenamiento de estos en la estructura base diseñada, procede 
a realizar algoritmos, los cuales permiten eliminar concurrencia y ruido presente en 
dichas estructuras cargadas en el aplicativo, con el fin de darle exactitud, 
consistencia y uniformidad a los datos a analizar.  
 
Además, el prototipo implementa métodos de limpieza y procesamiento de registros, 
en donde, además se incluye validaciones y corrección de datos, alcanzando datos 
de gran calidad (“Data Quality”). Así mismo, utiliza procedimientos para el 
tratamiento de la información en la limpieza de los registros y la detección de 
errores; transformación de datos, para trazar mapas de datos en el formato 
esperado; eliminación de registros duplicados y métodos para comparación de 
cadena de firmas por medio de criterios difusos.  
 
Por ultimo resulta importante resaltar que, la herramienta de análisis bibliométrico 
está desarrollada como un software de escritorio, la cual maneja lenguaje Python 
[7] para el procesamiento de los datos, JavaFX [8] para la visualización de gráficas 
y Jython [9] como herramienta de integración para las dos tecnologías enunciadas. 
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1 DEFINICIÓN DE LA ESTRUCTURA BASE DE ALMACENAMIENTO 
BIBLIOGRÁFICO  
Inicialmente se presentaron inconvenientes en el diseño de una estructura base 
para almacenar los registros que iban a ser cargados por el usuario, ya que no se 
tenía el conocimiento claro de los datos realmente importantes o de mayor 
significancia al momento del análisis bibliométrico, todo esto con el fin de predecir 
la utilidad de dichos valores almacenados.  
 
Luego de realizar consultas, investigaciones, comparaciones con los registros 
obtenidos de las diferentes bases de datos científicas con las que trabajaría el 
aplicativo como Scopus, ScienceDirect, ACM. Además, observando el 
funcionamiento y el procesamiento realizado por herramientas similares como 
VantagePoint [3], SciMat [10], Sci2 [11], se diseñó una estructura que cumple con 
la mayor utilidad y los campos necesarios a tratar durante todo el análisis. La 
definición de la estructura puede detallarse en la Ilustración 1. 
 
 





Según la ilustración mostrada anteriormente, la estructura base para los registros 
está implementada en un formato ligero para el intercambio de datos conocido como 
JSON (JavaScript Object Notation) [12]. La razón por la cual se escogió la 
implementación de este formato fue que este puede ser leído por cualquier lenguaje 
de programación, lo que permite un mejor intercambio de datos entre las diferentes 
tecnologías que se manejaron en el transcurso del proyecto. Además, de la utilidad, 
JSON presenta una alternativa menos restrictiva, ligera, altamente dinámica y fácil 
de leer (para cualquier persona). 
 
Como se observa en la Ilustración 1, el formato JSON contiene pares clave-valor 
para el manejo de los datos almacenados. En este caso, la estructura cuenta con 
claves o campos ya predefinidos, los cuales almacenan todos los datos pertinentes 
y primordiales para la realización de los análisis bibliométrico, la definición de los 
nombres o claves se presenta en la Tabla 2. 
Tabla 2 Diccionario de datos para la estructura de almacenamiento 
Etiqueta Nombre Descripción Tipo 
Id Identificador 








Código numérico reconocido 
internacionalmente para la identificación de 
publicaciones seriadas [13] 
Univaluado 
Title Título Título del artículo Univaluado 
Journal Revista 




Nombre de los autores que hicieron aportes 
a la investigación de un articulo 
Multivaluado 
Year Año Año de publicación del articulo Univaluado 
Keywords Palabras Claves 
Almacena cada una de las palabras claves 
citadas por los autores de un artículo 
Multivaluado 
Abstract Resumen Resumen del artículo científico Univaluado 
Bag Bolsa de Palabras 
Almacena términos relevantes del resumen 
del artículo, dichos términos son generados 
mediante un algoritmo implementado en la 
importación de registros 
Multivaluado 
Country País 




Nombre de instituciones que hicieron 
aportes en el desarrollo de la investigación 





Para la identificación de fallas dentro de la estructura es de gran utilidad el atributo 
‘Id’ ya que este actúa como identificador único de cada registro permitiendo así 
agilizar procedimientos de búsqueda, comparación, modificación y eliminación. Los 
nombres de los autores fueron considerados uno de los datos más sensibles debido 
a estos presentan gran cantidad de fallos y duplicidad por esta razón se hizo 
pertinente tener cierto tipo de cuidado en el tratamiento de este. Además, este es 
de tipo multivaluado puesto que en cualquier redacción científica pueden colaborar 
cualquier número de autores.  
 
De igual forma ocurre con las afiliaciones para la cual se encontró que en un registro 
se presentan un gran número de estas, las cuales muestran diferentes tipos de 
fallos; en el caso de las revista se encontró que a pesar de ser único en cada registro 
ostentaban irregulares respecto a fallas ortográficas o abreviaciones, otro de los 
atributos que se tuvo en cuenta para la identificación de duplicados es el título, ya 
que al tener dos registros con un alto grado de similaridad en los títulos aumenta la 
probabilidad que sean los mismo. Cabe resaltar que en las secciones 2, 3 y 4 se 
presenta más a fondo la utilización de todos los campos presentados anteriormente, 
esto debido a que en otras fases de la herramienta estos son reutilizados. Además, 
se tienen en cuenta los países como atributo ya que en un futuro tendrá mucha 
importancia al momento optimizar todo el proceso de identificación de similaridades. 
Por convención del grupo de trabajo y del director del proyecto los nombres de los 
campos fueron manejado en el idioma inglés. 
 
Con base en lo anterior, teniendo los campos claves a ser usados en el análisis para 
cada registro bibliográfico, se buscó tener un orden para almacenar cada uno de 
estos según la base de datos científica de procedencia. 
 
Para ello, se delimitaron las fuentes de registros bibliográficos científicos que la 
herramienta manejará al momento de la importación y almacenamiento de los 
archivos ingresados por el usuario. Dichas fuentes bibliográficas son: Librería digital 
de ACM - ACMDL, ScienceDirect, Scopus y Web Of Science. Además, se 
establecieron los formatos de los archivos permitidos para mayor comodidad y 
usabilidad al momento de la importación tales como el formato de archivo de 
elementos bibliográficos de BibTeX (bib), el formato de archivo con valores 
separados por comas (.csv), el formato de etiquetas estandarizadas desarrollado 
por Research Information Systems (.ris) y el formato de exportación de Web Of 
Science (.ciw). Luego de lo mencionado anteriormente, se diseñó la estructura 
mostrada en la Ilustración 2 la cual permite tener un orden y persistencia de cada 





Ilustración 2 Estructura de almacenamiento de registros por bases de datos de procedencia 
De la ilustración anterior, se observa en la primera parte una estructura en donde 
se maneja un vector que permite almacenar diccionarios de datos los cuales 
agrupan registros bibliográficos dependiendo de la base de datos científica de 
procedencia, por ende, el tamaño máximo del vector es de tres elementos y el 
mínimo será de uno, esto teniendo en cuenta lo citado anteriormente con respecto 
a la procedencia de dichos registros. En la otra sección de la Ilustración 2 se observa 
la generación de la estructura en el caso que el usuario requiera hacer un análisis 
unificado de todos los registros sin categorizarlo según su procedencia. La definición 
de los nombres y claves de la estructura es la siguiente: 
 
 Source: Almacena el nombre de la base de datos bibliográfica de donde 
proviene cada registro. (Campo Univaluado) 
 
 Tupla: Como se observa en la estructura es un campo Multivaluado (Vector 
de registros), en donde se van a almacenar cada una de las referencias 
bibliográficas las cuales manejan la estructura mostrada en la Ilustración 2. 
 
Luego del planteamiento de la estructura de almacenamiento base el siguiente paso 
fue generar registros de prueba para observar el funcionamiento y comportamiento 
del formato escogido con pequeñas y grandes cantidades de registros obtenidos de 
bases de datos bibliográficas como ScienceDirect, ACM y Scopus. Estos registros 
fueron manejados y manipulados en toda la fase de creación de algoritmos para la 






2 INVESTIGACIÓN Y ELECCIÓN DE MÉTRICA PARA IDENTIFICAR 
SIMILARIDADES EN FIRMAS DE AUTORES, AFILIACIONES Y REVISTAS 
En este punto se prosiguió a realizar la elección de una métrica que permitiera 
identificar el nivel de similaridades de una cadena, ya sean nombres, abreviaciones 
y fallas en la digitación de autores, afiliaciones y revistas en los registros 
bibliográficos. Tradicionalmente, las bases de datos bibliográficas se han utilizado 
para almacenar y recuperar información y de este modo contribuir al proceso de 
transmisión del conocimiento científico. No obstante, estas bases también 
representan una gran fuente de datos para los estudios bibliométricos, debido a que 
en ellas se encuentra representada la producción científica de países, regiones y 
áreas científicas. Estas fuentes permiten generalmente descargar los datos que se 
han consultado para que puedan ser tratados y analizados posteriormente con otras 
herramientas informáticas. [14] 
 
De los datos procedentes de los registros bibliográficos importados en la 
herramienta existen tres que tienen gran relevancia para los estudios biométricos: 
autores, afiliaciones y revistas. Con los datos de autores se puede conocer la 
productividad de los investigadores. Las afiliaciones son importantes para analizar 
la actividad científica por instituciones académicas e investigativas. Por su parte, los 
datos de las revistas permiten estudiar la actividad en áreas de investigación por 
disciplinas. Pese a esto, estos campos no siempre se encuentran normalizados, lo 
que dificulta la exactitud y veracidad de los análisis bibliométricos generados. 
 
El campo de los autores es uno de los que presenta altas fallas en términos de 
ortografía, alteraciones y duplicidad del mismo.  Este campo es uno de los más 
sensibles, debido a las diferentes variaciones que presenta la firma de un autor en 
sus diferentes publicaciones. Además, se pueden encontrar faltas de caracteres en 
la escritura de este o ya sea fallas ortográficas. Esto es un gran impedimento para 
calcular su participación real en diferentes investigaciones, dificultando los 
resultados de los análisis bibliométrico. En la Tabla 3 se muestran ejemplos de 
variantes de firmas de autores en algunas investigaciones. 
Tabla 3 Ejemplo de tabla de control de firmas de autores 
Nombre Firma1 Firma2 
Cheng, Kam-Hoi Cheng K. Cheng K. H. 
Jeptha Curtis P. Curtis J. Jeptha P. Curtis 
Ordonez Carlos Ordonez C. Ordonez C. B. 
Costas, Rodrigo Costas R. Costas –R. 





Para obtener mayor fiabilidad en el algoritmo de similaridades de firmas de autores 
se decidió tomar para cada uno de estos las afiliaciones o instituciones con las que 
ha colaborado. Con este su buscó hacer más eficiente el funcionamiento del 
proceso puesto que al comparar dos firmas de autores existe una mayor 
probabilidad de que sean similares si tienen en común alguna afiliación. En la Tabla 
4 se observan algunos ejemplos en los que un autor con dos nombres diferentes 
comparte la misma afiliación. 
Tabla 4 Afiliaciones por firmas de autor (ejemplo) 
Firma 1 Firma 2 Afiliación 
Cheng K. Cheng K. H. University of Houston 
Curtis J. Jeptha P. Curtis Yale University School of Medicine 
Ordonez C. Ordonez C. B. University of Houston 
Costas R. Costas –R. Leiden University 
Fuente: Elaboración propia. 
Con base a lo anterior, se hizo necesario normalizar las afiliaciones antes de 
analizar similitud de autores, esto debido a que se puede presentar valores o 
registros que almacenen nombres de instituciones con diferentes abreviaturas, 
además, en algunos casos presentan fallas ortográficas o algún carácter faltante y/o 
adicional. En la Tabla 5 se mostrarán ejemplos de variantes en las afiliaciones en 
algunas investigaciones: 
Tabla 5 Ejemplo firmas de afiliaciones 
Firma 1 Firma 2 
Shenzhen Institute of Advanced 
Technology 
Shenzhen Institutes of Advanced 
Technology 
University of Magdalena Magdalena University 
University of Houston University of HoustonUH 
Fuente: Elaboración propia. 
Como se observa en la Tabla 5, el campo de las afiliaciones presenta errores ya 
sea omitiendo caracteres, en algunas ocasiones espacios de más entre palabras y 
variaciones en el orden de la abreviación. De igual forma sucede para el ámbito de 









Tabla 6 Ejemplo de variación en firmas de revistas 
Firma 1 Firma 2 
Revista Colombiana Ciencias 
Pecuarias 
Revista Colombiana de Ciencias 
Pecuarias 
Journal  of Systems Systems Journal 
Journal of Shangai Journal of Shangai (Science) 
Fuente: Elaboración propia. 
Al tener claro las diferentes fallas de normalización que presentaban las firmas de 
autores, afiliaciones y revistas, se prosiguió con abordar las diferentes técnicas y 
teoremas existentes para medir similaridades entre cadenas. Para analizar el 
funcionamiento de cada una de estas inicialmente se clasificaron en dos grupos de 
acuerdo con las estrategias utilizadas para encontrar similitud. En la Tabla 7 se 
presentan las métricas seleccionadas. 
Tabla 7 Métricas para similaridades de firmas 
Distancia Token 
Levenshtein [15] Overlap [16] 
Jaro [17] Jaccard [18] 
Jaro-Winkler [19] Cosine [20] 
Fuente: Elaboración propia. 
El criterio para la selección de las métricas mostradas en la tabla anterior estuvo 
enfocado en el uso e implementaciones de estas en diferentes ámbitos afines al de 
la herramienta de análisis bibliométrico. Luego de clasificar las diferentes métricas, 
se investigó el funcionamiento y el concepto en que se basa cada una. 
 
Distancia de Levenshtein es un algoritmo que puede ser aplicado para tareas de 
Text Mining.  Se considera a la distancia de Levenshtein como la generalización de 
la distancia de Hamming y de la distancia de Damerau-Levenshtein, y determina 
una medida de “similaridad” o “cercanía” entre dos cadenas de caracteres. Este 
algoritmo fue propuesto por Vladimir Levenshtein en 1965 y desde entonces ha sido 
ampliamente usado para realizar el matching entre cadenas, por ejemplo, para 
correctores ortográficos. [15]; se puede decir que es el número mínimo de 
operaciones que debe hacerse para transformar una cadena en otra, el algoritmo 
devuelve un numero entero que nos da una idea de lo parecidas o distintas que son, 
entre más cerca a cero sea el valor obtenido más similares son las cadenas. 
 
Distancia Jaro: Siguiendo en la misma línea de la comparación de nombres de 
personas, se encuentra esta métrica que computa los “caracteres comunes” tales 
que el i-ésimo carácter es igual al j-ésimo carácter donde el valor absoluto de i-j sea 
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menor o igual que la mitad del mínimo entre las longitudes de los dos textos. 
Además, se calcula también, el número de transposiciones de estos “caracteres 
comunes” como la comparación fallida del i- ésimo de estos entre las dos diferentes 
cadenas [17]. Para estimar el valor que retorna esta métrica se maneja la siguiente 
formula: 
 
Ecuación 1 Formula de Jaro 
Dónde: 
 m es el número de caracteres comunes   
 t es el número de transposiciones  
 s1 y s2 son la cantidad de caracteres de cada palabra 
 
Distancia Jaro-Winkler: Este algoritmo devuelve una distancia comprendida entre 
0 y 1 entre dos términos, donde 1 es un match entre las dos palabras y 0 implica la 
mayor diferencia entre ambas [19]. La fórmula para calcular esta distancia es la 
siguiente: 
 
simjaro−winkler(s1, s2) = simjaro(s1, s2) +
s
10
(1.0 − simjaro(s1, s2)) 
Ecuación 2 Formula Jaro-Winkler 
Donde ‘s’ es el número de caracteres que concuerdan en ambas cadenas (por 
ejemplo, ‘Peter’ y ‘Petra’ tendría un valor para s=3). 
 
Coeficiente de Jaccard: El coeficiente de similitud de Jaccard o índice de 
Jaccard mide la similitud entre dos conjuntos de muestras y fue concebido con la 
intención de comparar los tipos de flores presentes en un ecosistema de la cuenca 
de un río, con los tipos presentes en las regiones aledañas [18]. Se define como la 
relación entre el tamaño de la intersección de ambos conjuntos y el tamaño de la 
unión: 
 
Ecuación 3 Fórmula Coeficiente de Jaccard 
El resultado obtenido del coeficiente dará un valor comprendido entre 0 y 1. 
Significando 0 que los conjuntos no presentan ningún elemento en común, y 




Similitud de Coseno: Esta métrica se utiliza con frecuencia cuando se trata de 
determinar la similitud entre dos documentos. Puesto que hay más palabras que 
son comunes entre dos documentos.  
 
En esta métrica de similitud, los atributos (o palabras, en el caso de los documentos) 
se utiliza como un vector para encontrar el producto punto normalizado de los dos 
documentos. Mediante la determinación de la similitud del coseno, el usuario está 
tratando de manera efectiva encontrar el coseno del ángulo entre los dos objetos. 
Para similitudes coseno lo que resulta en un valor de 0, los documentos no 
comparten ningún atributo (o palabras) debido a que el ángulo entre los objetos es 




Ecuación 4 Ecuación para similaridades de coseno 
La ecuación mostrada anteriormente arroja como resultado una escala de [0,1]. 
Donde 1 se interpretaría que los vectores (palabras) son idénticos, siendo 0 una 
representación de que sus valores difieren.  
 
Coeficiente Overlap: este es una medida de similitud que se relaciona con el índice 
de Jaccard la cual mide la superposición de dos conjuntos, se define como la 
longitud de la intersección sobre el elemento más pequeño de los dos conjuntos. 
 
 
Ecuación 5 Modelo matemático Overlap 
Esta ecuación da como resultado una medida normalizada entre 0 y 1, entre más 
cercano a 1 sea este valor se puede establecer que presentan una alta similaridades 
las dos cadenas, caso contrario es para valores cercanos a 0. 
 
Luego de la recolección de información referente a las métricas, se prosiguió a 
evaluar la eficacia y rendimiento de estas mediante pruebas con conjunto de datos 
seleccionados en diferentes registros.  En los registros de prueba se presentaban 
abreviaciones, fallas y diferente orden respecto a las firmas. Los datos utilizados se 




Tabla 8 Datos de prueba para estimación de métricas 
Grupo Firma 1 Firma 2 
1 Michael I. Michael, I. 
2 Delgado-Ginebra, I.a Delgado-Ginebra, I. 
3 Curtis Jeptha Curtis Jeptha P. 
4 Lengua, I. Lengua, I., Dr. 
5 Revista Colombiana Ciencias Pecuarias Revista Colombiana de Ciencias Pecuarias 
6 Shenzhen institute of advanced technology Shenzhen institutes of advanced technology 
7 University of Houston University of HoustonUH 
8 Ordonez C. Ordonez C. B. 
9 Cheng K. Cheng K. H. 
10 GARCÍARUIZ J GARCÍARUIZ J M 
Fuente: Elaboración propia. 
Los datos presentados en la tabla anterior corresponden a firmas de autores 
afiliaciones y revistas de registros obtenidos de las diferentes bases de datos 
bibliográficas. Cabe resaltar que, las métricas de similitud definidas anteriormente 
se aplicaron a cada grupo con la finalidad de observar su funcionalidad y eficacia. 
Los resultados obtenidos son presentados a continuación en la Tabla 9: 
Tabla 9 Resultados de prueba de eficiencia de métricas 
Grupo Levenshtein Jaro Jaro-Winkler Jaccard Overlap Cosine 
1 1 0.9696 0.9818 0.9090 1.0000 0.9999 
2 1 0.9833 0.9900 1.0000 0.8947 0.8660 
3 3 0.9375 0.9625 0.8571 0.9230 0.8571 
4 1 0.9791 0.9874 0.9230 0.8000 0.8660 
5 3 0.9254 0.9527 0.9473 0.4864 0.8944 
6 1 0.9920 0.9952 1.0000 0.4390 0.7999 
7 2 0.9710 0.9826 1.0000 0.6666 0.6666 
8 3 0.9230 0.9538 0.9090 1.0000 0.8164 
9 3 0.9090 0.9454 0.8888 1.0000 0.8164 
10 2 0.9523 0.9714 0.9090 0.83333 0.8164 
Fuente: Elaboración propia. 
Los valores obtenidos en la Tabla 9 se manejaron con cuatro cifras significativas 
con la finalidad de facilitar los cálculos y medición. Para la distancia de Levenshtein 
se debe tener claro que los resultados que se obtienen de esta métrica no están 
dentro de un rango entre [0,1], sino valores enteros mayores o iguales que 0, donde 
entre más cercano a cero sea el valor obtenido se podrá decir que son altamente 




Observando el comportamiento de las métricas con cada grupo de prueba, se puede 
deducir que para aquellas basadas en el concepto de distancia (Levenshtein, Jaro, 
Jaro-Winkler) la de mayor eficiencia para identificar firmas similares es la de Jaro-
Winkler. En el caso de las métricas basadas en tokens (Jaccard, Overlap, Cosine) 
se observa que el coeficiente de Cosine es el menos eficiente. Además, para el caso 
de Overlap es muy eficiente para firmas cortas y abreviadas, pero este presenta 
algunas desventajas para cadenas más largas, a diferencia de Jaccard que 
presenta un comportamiento más estable y eficiente ya sea para firmas cortas y 
abreviadas como también para cadenas más extensas.   
 
Teniendo en cuenta la eficacia de las métricas mostradas anteriormente, se 
realizaron pruebas de tiempo de cada una de estas en un escenario parecido al que 
se presenta en el funcionamiento de la herramienta, esto con la finalidad de 
observar el tiempo de respuesta de estas métricas manejando grandes cantidades 
de registros comparando firmas de autores, afiliaciones y revistas siendo estos los 
más sensibles y propensos a fallas en las bases de datos bibliográficas. Los 
resultados conseguidos por esta prueba son registrados en la Tabla 10: 
Tabla 10 Estimación de tiempo en métricas 
Métrica Afiliaciones Revistas Autores 
Levenshtein 0.0069 0.0030 2.0621 
Jaro 1.8121 0.3440 3.6402 
Jaro-Winkler 1.8271 0.3400 3.6032 
Jaccard 5.4373 1.1700 18.6260 
Overlap 2.8811 0.6160 11.8606 
Cosine 18.2640 2.8201 55.4781 
Fuente: Elaboración propia. 
Los resultados presentados en la tabla anterior muestran el tiempo promedio 
medido en segundos que tarda cada una de las métricas estudiadas en un entorno 
simulado en el que se implementarían estas dentro de la herramienta. Cabe resaltar 
que se tomó un registro de prueba el cual contenía datos bibliográficos obtenidos 
de las bases de datos con las que trabaja la aplicación, dicho archivo contaba con 
1388 firmas de afiliaciones, 590 revistas y 3249 nombres diferentes de autores.   
 
Teniendo una estimación del tiempo medio de la implementación de cada una de 
estas métrica dentro de un ambiente controlado en la aplicación, se observó que en 
el caso de las funciones basadas en caracteres (Levenshtein, Jaro y Jaro-Winkler) 
se puede denotar que para la distancia de Levenshtein su escala de tiempo es muy 
reducida, a diferencia de Jaro y Jaro-Winkler las cuales manejan una diferencia no 
tan significativa con un tiempo un poco más alto que la anterior, pero cabe recalcar 
que la eficiencia de la distancia de Levenshtein encontrado firmas similares es muy 
baja con las demás técnicas esto gracias a las pruebas de realizadas y citadas en 
la Tabla 9. Deteniéndonos en las funciones de similitud basadas en tokens 
investigadas (Jaccard, Overlap y Cosine), se puede decir que las más eficientes con 
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respecto al tiempo es la métrica de Jaccard y Overlap, a diferencia de Cosine la cual 
es significativamente alta con respecto a las demás.  
 
Luego de tener clara la funcionalidad de cada una de las métricas citadas 
anteriormente, se prosiguió con la elección de cuál de estas se implementarían en 
el módulo de limpieza de la herramienta. Con base en las pruebas de eficiencia y 
tiempo de respuesta se decidió diseñar un algoritmo que encontrara similaridades 
de firmas con un alto grado de eficiencia y que maneje un buen rendimiento respecto 
al tiempo de computo mostrado en otras herramientas como Sci2, SciMat y The 
VantagePoint. Se encontró que al ponderar la función de similitud de Jaccard y de 
Jaro-Winkler se generaba un umbral de evaluación eficaz, el que además podría ser 
adaptable para comparar rubricas de afiliaciones, revistas y autores. Esto se debe 
a que las funciones de similaridades escogidas presentan una estabilidad en su 
rendimiento ya sea para abreviaciones cortas como para otras un poco más largas. 
Cabe resaltar que, se diseñó un algoritmo propio que ayudó al mejoramiento de 




3 DESARROLLO DE ALGORITMOS PARA LA DETECCIÓN DE FIRMAS 
SIMILARES DENTRO DE REGISTROS BIBLIOGRÁFICOS 
Con base en las investigaciones y pruebas para las métricas realizadas en la 
sección anterior, en el presente capítulo se explica de manera general el proceso 
para el desarrollo de algoritmos capaces de detectar con un alto nivel de eficiencia 
firmas similares dentro de los registros a ser analizados en la herramienta. Dichos 
campos como autores, afiliaciones y revistas son muy sensibles ya que presentan 
cierto grado de fallos generados al momento de la exportación de la información 
procedente de las diferentes bases de datos bibliográficas soportadas dentro de la 
herramienta como se explica en el apartado número 2 .  
 
Así, luego de tener claro todos datos que se tendrán en cuenta en el proceso de la 
limpieza, se empezó a diseñar una solución algorítmica fiable la cual agrupara 
eficientemente las firmas citadas anteriormente para que posteriormente según su 
criterio el usuario unifique cada uno de estas. 
 
Inicialmente en este ciclo de desarrollo se encontró una problemática con la elección 
de la métrica adecuada para la agrupación de las firmas mostrado más a fondo en 
2, teniendo en cuenta las pruebas realizadas anteriormente, se concluyó que para 
la medición de similaridades se realizaría una media del resultado obtenido por el 
Índice de Jaccard y la Distancia de Jaro-Winkler esto debido al comportamiento 
satisfactorio que estas tuvieron con abreviaciones y cadenas extensas en campos 
revistas, afiliaciones y autores, además el tiempo medio de procesamiento de estas 
con gran cantidad de registros era muy aceptable. Para la implementación de los 
algoritmos de medición se desarrolló un método propio que calcula el índice de 
Jaccard que puede observarse en el Anexo 5 y para la Distancia de Jaro-Winkler se 
empleó la librería Jellyfish [21]. 
 
Teniendo claramente la estrategia de medición para la comparación de firmas el 
siguiente paso a abordar fue la implementación de estas en un ámbito similar a la 
herramienta teniendo en cuenta que todo el manejo de los datos seria en base a la 
estructura de almacenamiento, originalmente la implementación diseñada se 
basaba en un recorrido completo por toda la jerarquía de acceso de la estructura 
base comparando firma a firma (Autores, Revistas y Afiliaciones). Para generar 
grupos de similares a medida que se comparaban los valores se tomaba el valor 
arrojado por la media de las métricas citadas, en el caso de Autores se manejó un 
umbral de 0.8, para las Revistas 0.93 y en las Afiliaciones 0.983, con base a estos 
valores al comparar dos cadenas si el valor arrojado era mayor e igual que este se 
consideraban con un alto índice de similaridades; al probar la solución mostrada 
anteriormente se encontró un problema el cual era el tiempo de computo 
procesando grandes cantidades de registros como se explica en el apartado 5.1, 
luego de esto se empezó a buscar diferentes estrategias que permitiesen optimizar 
la velocidad del algoritmo sin dejar de lado la eficiencia encontrando similaridades. 
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Dicho lo anterior, se diseñó una técnica con la que se agilizo todo el proceso de 
análisis de firmas la cual consistió en tomar de la estructura de almacenamiento los 
valores a analizar en una lista adicional la cual fuese de fácil acceso y manejo con 
una jerarquía menos robusta que la inicial. En la Ilustración 3¡Error! No se 
encuentra el origen de la referencia. se puede observar un modelo de la lista 
auxiliar utilizada para el análisis de firmas similares en autores: 
 
Ilustración 3 Lista auxiliar para el análisis de firmas similares 
De la ilustración anterior se puede observar que el arreglo cuenta con una número 
indefinido de objetos los cuales representan las firmas a ser analizadas de cada uno 
de los registros, cuenta con un campo ‘name’ el cual almacena el dato de la firma 
ya sea autor, revista o afiliación, la clave ‘Quantity’ es útil para llevar un registro de 
las apariciones de dicha firma dentro de la estructura, el campo ‘Analyzed’  es útil 
para el procesamiento de identificación de similares el cual será detallado más 
adelante en el anexo, el campo ‘Afiliation’ es generado solamente cuando se realiza 
una búsqueda para autores, ya que esta información nos ayuda a mejorar la 
eficiencia en la identificación de firmas similares de este tipo. 
Luego de haber definido el uso de la lista auxiliar como estrategia para el 
mejoramiento del rendimiento de la detección de similaridades, el siguiente paso a 
abordar consistió en manejar rangos para analizar los registros dependiendo del 
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número de firmas que se encontraban en la lista adicional, esto debido a que con 
una cantidad elevada de nombres se presentaban alguna demora en el tiempo de 
procesamiento, a este método se le llamo Find_top, la funcionalidad de este 
consiste en tomar los valores para las firmas organizarlas de mayor a menor 
teniendo en cuenta sus apariciones dentro de los registros bibliográficos importados 
en la herramienta, adicionalmente a este método se le pasa por parámetro un 
umbral a analizar dependiendo del número de firmas identificadas, en el caso de las 
Afiliaciones si se encontraron entre 4000 y 10000 se realizaba un análisis completo 
para el 20% de los primeros dentro de la lista, si el valor excede los 10000 se 
realizara a un 5%; para las Revistas si el número de firmas encontradas es mayor 
que 15000 se realizaría una búsqueda de similares completa para el 50% 
almacenado dentro de la lista auxiliar; para los nombres de los autores si se 
encontraban entre 4000 y 8000 se realizaría para un 35%, entre más de 8000 y 
10000 25%, 10000 y 20000 10% y mayores que 20000 un 5%.  
Cabe recalcar que al analizar una porción de las firmas estas son comparadas con 
todas las encontradas en la lista auxiliar, esto con la finalidad de encontrar cualquier 
tipo de similaridades dentro de los registros, además al analizar cada valor se 
marcaba para no ser tenido en cuenta dentro de otro grupo esto confiando en la 

















4 CONSTRUCCIÓN DE ALGORITMOS PARA LA CORRECCION DE DATOS 
ERRONEOS Y REGISTROS DUPLICADOS 
Luego de investigar métricas y de implementarlas dentro de los algoritmos para la 
agrupación de firmas similares se prosiguió con la construcción de un método el 
cual modificara y corrigiera fallas en los registros en base al criterio en la selección 
del usuario, además se diseñó una función para la detección y eliminación de 
registros duplicados. 
Para la unificación de datos similares el método consiste en tomar los grupos 
generados en el apartado 3 para luego mostrarlos al usuario, después con base al 
criterio de selección de este se genera un script con el cual se procede a realizar 
modificaciones dentro de los registros iniciales, esto con la finalidad de normalizar 
la mayor cantidad de firmas posibles para mejorar todo el proceso obtenido luego 
del análisis bibliométrico. A continuación, se observa un ejemplo de un script 
generado por la selección de un usuario dentro de la herramienta: 
 
Ilustración 4 Script generado por selección de usuario  
En la Ilustración 4Ilustración 4 podemos observar que el script generado es un vector 
de vectores, donde cada uno de estos contiene dos componentes fijos, el primer 
índice contiene el valor con que el usuario en base a su criterio le parece pertinente 
ser mantenido dentro de los registros, el segundo índice almacena un arreglo de 
nombres los cuales van a ser modificados dentro de la estructura. Se hace una 
aclaración los nombres alterados no son eliminados completamente dado que estos 
son almacenados dentro de un nuevo campo dentro de la estructura el cual contiene 
el historial de nombres, dicho campo se crea al hacer cualquier modificación. 
Teniendo generado el script de selección de usuario, se hace la llamada a la función 
de modificación la cual toma por parámetro la estructura de almacenamiento base 
para hacerle modificaciones, el script mostrado anteriormente y una llave la cual 
valida el campo a ser normalizado; esto se debe a que dicho método es adaptable 
para ser modificaciones de Autores, Afiliaciones y Revistas. 
Luego de la normalización y corrección de firmas similares se prosiguió a diseñar 
un algoritmo el cual identificara registros posiblemente duplicados, esto con la 
finalidad de evitar redundancia de información. Cabe resaltar que este proceso de 
eliminación va guiado en base al criterio del usuario el cual hace una selección de 
la información a ser eliminada dentro de la estructura de almacenamiento, para 
validar el registro a ser descartado se toman los id’s de los campos seleccionados 
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los cuales son únicos en la estructura validando así todo el proceso de eliminación. 
Para que los registros sean considerados como duplicados tiene que considerarse 
lo siguiente: 
 
 Haber sido generados en la misma base datos bibliográficos. 
 Ser publicaciones de una misma revista, con igual año. 
 Que cuenten con el mismo título o con una ponderación de similaridades 
mayor o igual que 0.95.  
 
Se debe tener en cuenta que la ponderación de similaridades es un promedio entre 
el Índice de Jaccard y la Distancia de Jaro-Winkler implementada como métrica para 
la medición de firmas similares.  
De todo el proceso anterior se genera un arreglo el cual almacena vectores de 
registros bibliográficos asociados los cuales son considerados como duplicados 
dentro de la estructura de almacenamiento. En la Ilustración 5 se observa la 
estructura del arreglo generado en la detección de duplicados. 
 
 
Ilustración 5 Lista generada en la detección de registros duplicados 
En relación a la ilustración anterior hay que aclarar que dentro de cada vector 
almacenado en el arreglo principal se almacenaran cualquier cantidad de registros 
bibliográficos considerados como duplicados, el contenido de cada uno de estos 
está especificado más detalladamente en el apartado 1  y en la Ilustración 1. 
Después de las consideraciones anteriores se observa por medio de la interfaz de 
la herramienta la lista generada de duplicados, con base a esta lista y al criterio del 
usuario se realiza una selección de los registros que a su consideración tienen que 
ser removidos de la estructura, teniendo dicha selección completa se prosigue con 
la eliminación de información doblada, este proceso se hace teniendo como base el 
‘Id’ de cada uno de los registros el cual es un identificador único, el cual permite 




5 INCONVENIENTES EN EL DESARROLLO DEL MÓDULO DE LIMPIEZA DE 
REGISTROS BIBLIOGRÁFICOS 
5.1 TIEMPO DE COMPUTO EN EL ALGORITMO DE IDENTIFICACIÓN Y 
PROCESAMIENTO DE FIRMAS SIMILARES 
 
Luego de las pruebas y elección de las métricas a utilizar para la detección de firmas 
similares, se realizó la implementación en un ambiente de funcionamiento similar 
dentro de la herramienta,  donde se observó que el tiempo de cómputo en el 
procesamiento de limpieza era costoso, esto debido a que se manejaban una 
cantidad elevada de registros bibliográficos y una jerarquía de almacenamiento al 
momento de acceder a la información recolectada en la estructura, todo esto basado 
en la  Ilustración 1 y la Ilustración 2. 
 
Observando que el tiempo era tan elevado y costoso al momento de la búsqueda 
de firmas similares haciendo incómodo para el usuario la espera en el proceso, se 
prosiguió a diseñar una solución algorítmica que permitiría mejorar el rendimiento 
de la implementación de las métricas en cada uno de los campos con alto índice de 
sensibilidad citados anteriormente (Afiliaciones, Revistas, Autores).  Se plantearon 
diferentes soluciones dentro de las cuales estaban la agrupación de firmas 
dependiendo de su asociación en investigaciones basadas en los registros 
almacenados, con esto se quería sesgar la búsqueda y medición puesto que se 
tenían datos en porciones de grupos relativamente pequeños lo cual nos permitiría 
ahorrar tiempo en el algoritmo para el procesamiento de similaridades, 
implementando esta solución se pudo denotar una reducción pequeña en el tiempo 
de computo pero se encontraron algunas fallas concernientes a que en algunos 
registros tenían falta de información para su agrupación como títulos, palabras 
claves, afiliaciones y autores generando así grupos aislados con gran cantidad de 
información bibliográfica reduciendo la eficiencia de la solución ideada. Otra de las 
soluciones planteadas y adoptada en la herramienta de análisis bibliométrico fue la 
de la generación de un arreglo con una sola línea jerárquica en el que se tenían 
todas las firmas filtradas y organizadas ya sea por afiliación, revistas o autores, 
permitiendo así reducir los ciclos al momento de analizar los registros, además 
según Cobo M.J. [22] al analizar el funcionamiento de otras herramientas similares 
como  SciMat, Sci2 y VantagePoint observo como estas manejaban en su 
procesamiento interno algo que podríamos llamar como un Top en el que para 
grandes cantidades de registros solo se le hacían análisis más a fondo a cierto 




Como resultado de la investigación realizada se pudo observar que el proceso de 
normalización de datos obtenidos de las bases de datos bibliográficos es esencial 
para el mejoramiento de la calidad, fiabilidad y optimización de la recuperación de 
información de todos estos registros los cuales son importantes en el proceso de 
análisis bibliométrico. Pese a esto, la mayor parte de bases de datos presentan 
algunas fallas en la normalización en campos muy sensibles como atures 
afiliaciones y revistas los cuales brindan índices importantes como resultados de 
diferentes análisis; teniendo en cuenta dichas fallas es dispendioso desarrollar 
metodologías eficientes las cuales permitan superar todas estas limitaciones. 
 
En este trabajo de investigación se plantearon una serie de procedimientos basados 
en métricas de similitud, los cuales permiten la detección de firmas similares 
identificando variantes en campos como autores, afiliaciones y revistas, 
esencialmente en nombres de autores la optimización de la metodología fue 
apoyada en base a su afiliación o lugar de trabajo. Dicha implementación presenta 
las siguientes ventajas: 
 
 Identifica variantes de nombres en firmas de autores, revista y afiliaciones las 
cuales se vuelven tediosas y difíciles de analizar manualmente debido al gran 
flujo de información. 
 Permite cuantificar el nivel de similaridades de dos firmas en base a métricas 
de evaluación, con lo que será posible realizar la normalización de las 
entradas en base a criterios automatizados. 
 Detección de variantes de firmas en diferentes idiomas de procedencia. 
 Detección de registros duplicados procedentes de la misma base de datos 
bibliográfica dentro de la estructura.  
 
Al observar el funcionamiento del algoritmo de identificación de variantes de firmas 
similares, se encontró que este método presenta una gran eficiencia. Dicho 
algoritmo presenta un acierto aproximado del 95% en la detección de similaridades. 
En cuanto a las firmas no detectadas, la mayor parte es debido a las faltas 
tipográficas o a la falta de información en los nombres ya que no cuentan con 
elementos textuales necesarios para apoyar el proceso. Las limitaciones detectadas 
en el algoritmo para la detección de similaridades son las siguientes: 
 
 Se dificulta la detección de firmas similares para el caso de los autores que 
no cuenten con información de su institución, lugar de trabajo o afiliación. 
 En el caso de las revistas se presentan algunos inconvenientes con nombres 
de conferencias ya que en muchos casos son firmas prácticamente iguales 
con un ligero cambio al final referente a su año de realización. 
 Teniendo en cuenta que el algoritmo no presenta una eficiencia del 100% es 
clave que la normalización vaya de la mano con el criterio del usuario para 
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garantizar la veracidad de la información apoyándose de información externa 
como internet o demás registros bibliográficos.  
 
Pese a que el umbral para la medición de similaridades es significativamente alto 
se presentan algunos casos en los que se mezclan nombres que son difíciles de 
controlar o medir, por lo cual es importante que el usuario en esos casos no unifique 
dichos valores para no contaminar la calidad de los registros. 
 
En conclusión, los algoritmos propuestos son de gran utilidad para la corrección de 
nombres dentro de los registros bibliográficos, teniendo en cuenta la eficiencia que 
este maneja y las diferentes variantes de firmas que este es capaz de detectar hace 
de este algoritmo una herramienta importante y pertinente en el proceso de análisis 
bibliométrico. Cabe resaltar que el método desarrollado e investigado durante toda 
la pasantía es fácilmente escalable y adaptable inicialmente a diferentes datos de 
registros bibliográficos como por ejemplo países de procedencia, títulos de las 
investigaciones y demás, como también puede ser aplicado a diferentes campos del 
conocimiento extendiéndose a controles de autoridades en bases de datos o en la 
normalización de catálogos.  Las métricas citadas y utilizadas en todo el desarrollo 
del módulo de limpieza son las más útiles al enfrentarnos a diferentes fallas en el 
proceso de tratamiento de firmas en cualquier tipo de aplicaciones donde entre en 
juego la sensibilidad de la información a ser analizada. Cabe resaltar que los 
campos de revistas, afiliación y autores fueron escogidos para ser normalizados 
debido a la gran relevancia que estos tienen dentro del proceso de análisis 
bibliométrico, ya que al estar corregidos garantizan la eficiencia y veracidad en todo 
el proceso, además dichos campos son los más útiles al momento de la difusión de 
todo lo relacionado con avances científicos. 
 
Por último, al culminar la pasantía personalmente adquirí mayor responsabilidad, 
compromiso y aprendí a trabajar de manera óptima en equipo esto gracias a la 
metodología Scrum la cual se empleó en todo el proyecto. En términos profesionales 
los conocimientos obtenidos han sido muchos y considerables, así como un 
mejoramiento de mi capacidad investigativa ya que se emplearon diferentes 
lineamientos y criterios de exploración, además el aprendizaje de nuevas 














7 TRABAJO FUTURO 
El algoritmo de similaridades es susceptible a mejoras potenciales por medio de la 
inclusión de nuevos elementos de medición que ayuden a agilizar más el proceso 
afianzando el criterio para detectar parecidos dentro de registros bibliográficos, 
dichos elementos podrían ser palabras claves del autor, palabras claves del 
resumen, otras referencias etcétera. Además, sería importante que desde el módulo 
de importación se manejen métodos o librerías que ayuden a limpiar algunas 
pequeñas fallas al momento de cargar la información, ya que eso hace más ágil, 
optimo y sencillo la medición de similaridades en los registros. 
 
Se puede considerar tener en cuenta la inclusión de información adicional como los 
coautores en los registros bibliográficos, ya que se puede afirmar que el número de 
coautores en común tiene relevancia en el proceso de identificación de 
similaridades, haciendo posible darle mayor peso a la detección de variantes en 
nombres de autores. 
 
En términos de procesamiento hay que tener en cuenta que el proceso de detección 
necesita un tiempo de computo prioritario para analizar una gran cantidad de 
registros, pese a esto es recomendable utilizar la herramienta en un ambiente 
controlado con una máquina que cuente con los requerimientos mínimos citados en 
la Tabla 11 para su efectiva ejecución. 
 
Tabla 11 Requerimientos mínimos de ejecución 
Sistema Operativo 
Microsoft Windows en las ediciones 7 o 10 
Memoria RAM 
Mayor o igual a 4GB 
Versión JRE 
1.8.0 o superior 
Tarjeta Grafica 
Intel HD Graphics Family 
Acto seguido, de la tabla anterior se observar el entorno de trabajo mínimo para el 
funcionamiento adecuado de la herramienta de análisis bibliométrico (HAB), dichos 
requerimientos surgen en base a diferentes pruebas de cómputo y procesamiento 
realizadas con el grupo de trabajo. Así mismo, como sabemos para el desarrollo de 
la herramienta se utilizó lenguaje Jython 2.7.0 para integrar el procesamiento con 
toda la interfaz gráfica de usuario, siendo esta la versión más estable dentro de las 
existente, no obstante, en base a lo anterior teniendo una versión más actualizada 
de Jython agilizaría el tiempo de ejecución en la detección de similaridades.   
 
Como última recomendación, pero no menos importante se hace énfasis en la 
implementación de hilos de proceso los cuales permitan optimizar el tiempo de 
computo en el proceso de detección y agrupación de firmas similares, todo esto con 
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la finalidad de aprovechar toda la capacidad en cuanto a procesador se refiere de 
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Anexo 1 Generación de lista auxiliar usada para la identificación de firmas similares, ruta 
Codigo\ListaAuxiliar\GeneracionListaAuxiliar.py 
Anexo 2 Procedimiento para buscar similares en toda la estructura, ruta 
Codigo\BusquedaSimilaresFull\ProcedimientosBusquedaSimilaridades.py 
Anexo 3 Procedimiento para buscar similares a un ranking de firmas 
Codigo\BusquedaRankingSimilares\BuscarRankingSimilares.py 
Anexo 4 Procedimiento para identificar registros duplicados, ruta 
Codigo\BusquedaDuplicados\IdentificacionDuplicados.py 
Anexo 5 Métodos auxiliares usados en la implementación de algoritmos, ruta 
Codigo\Busqueda\MetodosAuxiliares\MetodosAuxiliares.py 
 
 
