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Abstract
Given a Hilbert space (H, 〈·, ·〉), Λ ⊂ (0,+∞) an interval and K ∈ C2(H,R) whose gradient
is a compact mapping, we consider the family of functionals of the type:
I(λ, u) =
1
2
〈u, u〉 − λK(u), (λ, u) ∈ Λ×H.
As already observed by many authors, for the functionals we are dealing with the (PS) condition
may fail under just this assumptions. Nevertheless, by using a recent deformation Lemma
proven by Lucia in [17], we prove a Poincare´-Hopf type theorem. Moreover by using this result,
together with some quantitative results about the formal set of barycenters, we are able to
establish a direct and geometrically clear degree counting formula for a nonlinear scalar field
equation on a bounded and smooth C∞ region of the four dimensional Euclidean space in the
flavor of [19]. We remark that this formula has been proven with complete different methods
in [13] by using blow-up type estimates.
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Introduction
Let (H, 〈·, ·〉) be a Hilbert space whose associated norm will be denoted by ‖ · ‖. Given an interval
Λ of (0,∞) and K such that
K ∈ C2(H,R), with ∇K : H → H compact, (1)
let us consider the functionals which are of the form:
I(λ, u) =
1
2
〈u, u〉 − λK(u), (λ, u) ∈ Λ×H. (2)
We observe that the conditions (1)-(2) are not enough to ensure the (PS)-condition which is known
to hold only for bounded sequences. (See, [17, Lemma 2.3]). Therefore the classical flow defined
by the vector-field −∇uI(λ, u) is not suitable to derive a deformation lemma. However, by using a
recent deformation result proven by [17, Proposition 1.1], we prove the following result.
Theorem 1 Let I(λ, ·) be a family of functionals satisfying (23)-(24) and fix I¯(·) := I(λ¯, ·) for
some λ¯ ∈ Λ. Given ε > 0, let Λ′ := [λ¯− ε, λ¯+ ε] be a (compact) subset of Λ and consider a, b ∈ R
(a < b), so that all the critical points u¯ of I(λ, ·) for λ ∈ Λ′ satisfy I¯(u¯) ∈ (a, b). If
I¯ba :=
{
u ∈ H : a ≤ I¯(u) ≤ b
}
,
and assuming that I¯ has no critical points at the levels a, b, we have
degLS(∇I¯ , I¯
b
a, 0) = χ(I¯
b, I¯a). (3)
where we denoted by degLS the Leray-Schauder degree of the compact vector field ∇I¯.
∗The author was partially supported by PRIN Variational Methods and Nonlinear Differential Equations.
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Now, let Ω ⊂ R4 be a bounded connected and open set having smooth C∞ boundary, and let us
consider the following boundary value problem ∆2u = τ
h(x)eu∫
Ω
h(x)eudx
in Ω
u = ∆u = 0 on ∂Ω
(4)
where h is a C2,α positive function for α ∈ (0, 1), and τ ∈ R+. As already observed by many
authors, the importance of this equation is related to its physical meaning. In fact, it arises in
mathematical physics as a mean field equation of Euler flows or for the description of self-dual
condensates of some Chern-Simons-Higgs model. (See [15, 16, 17, 8, 18], for further details). If
H denotes the space of all functions of Sobolev class H2(Ω)∩H10 (Ω) endowed with the equivalent
norm ‖u‖H := ‖∆u‖2, than problem (4) has a variational structure and for each fixed constant τ ,
the (weak) solutions can be found as critical points of the functional
Iτ (u) :=
1
2
‖u‖2H − τ log
(
1
|Ω|
∫
Ω
h(x)eudx
)
∀u ∈ H , (5)
where we denoted by | · | the Lebesgue measure in R4. The key analytic fact which we need in order
to classify the critical points of (5) is a version for higher order operators of the Moser-Trudinger
inequality. As a direct consequence of this inequality, it follows that the functional (5) is coercive
for τ < 64π2 and thus it is possible to find the solutions of (4), by using the direct method of
the calculus of variation. If τ > 64π2, the functional Iτ is unbounded both from below and from
above and hence the solutions have to be found by other methods, for instance as saddle points,
by using some min-max scheme. A general feature of the problem is a compactness property if τ is
not integer multiple of 64π2 as proven by Lin & Wei in [10].
If τ < 64π2 or τ ∈ (64kπ2, 64(k+1)π2), k ∈ N, by elliptic regularity and by taking into account the
compactness result proven in [12, Theorem 1.2], it is possible to define the Leray-Schauder degree
for the boundary value problem (4), fixing a large ball BR ⊂ H centered at 0 and containing all
the solutions. In fact, let us consider the family of compact operators Tτ : BR → H , defined by
Tτ (u) := τ ∆
−2 he
u∫
Ω he
u
;
then the Leray-Schauder degree
dτ := degLS(I − Tτ ,BR, 0)
is well-defined for τ 6= 64kπ2, k ∈ N.
Notation 1 For any two integers k1, k2, we use the notation
(
k1
k2
)
to denote
(
k1
k2
)
:=

k1(k1 − 1) . . . (k1 − k2 + 1)
k2!
if k1 > 0
1 if k1 = 0,
and k to denote the set {1, . . . , k}.
By applying Theorem 3.1, together with a precise homological properties of the formal set of
barycenters obtained in [8] we can reprove the following result.
Theorem 2 ([13]) For τ ∈ (64kπ2, 64(k + 1)π2), and k ∈ N, the Leray-Schauder degree dτ of (4)
is given by
dτ =
(
k − χ(Ω)
k
)
,
where χ(Ω) denotes the Euler characteristic of the domain Ω.
As direct consequence if χ(Ω) ≤ 0 then the problem (4) possesses a solution provided that τ 6=
64kπ2, k ∈ N.
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In the rest of the section we briefly describe the method and the main ideas of the proof. As
already observed for τ > 64π2, the functional Iτ is unbounded both from above and below due to
the so-called bubbling phenomenum which often occurs in geometric problems. More precisely, for
a given point x ∈ Ω and for λ > 0, we consider the following function
ϕλ,x(y) =
1
4
log
(
2λ
1 + λ2dist(y, x)2
)4
where dist(·, ·) denotes the metric distance on Ω. For large λ, one has eϕλ,x ⇀ δx (the Dirac mass
at x) and moreover one can show that I(τ, ϕλ,x) → −∞ as λ → +∞. Similarly, if τ > 64π2 it
is possible to construct a function ϕ of the above form (near at each xi) with e
ϕλ,σ ⇀
∑k
i=1 tiδxi
and on which Iτ still attains large negative values. A crucial observation, as proven in [8], is
that the constant in Moser-Trudinger inequality can be divided by the number of regions where
eu is supported. From this argument we see that one is led naturally to consider the family of
elements σ :=
∑k
i=1 tiδxi with (xi)i ⊂ Ω and
∑k
i=1 ti = 1, known in literature as the formal set
of barycenyters of Ω of order k and introduced for the first time by Bahri & Coron in [3]. Using
the functions ϕλ,x, is indeed possible to map (non-trivially) this set into H in such a way that the
functional Iτ on the image is close to −∞. On the other hand, it is also possible to do the opposite,
namely to map appropriate sublevels of Iτ into the formal set of barycenters. The composition of
these two maps turns out to be homotopic to the identity on the formal set of barycenters (which is
not contractible) and therefore they are both topologically non-trivial. We remark that our method
is along the same line of a recent result proven by Malchiodi in [19], for a general Paneitz operator
on compact four dimensional Riemannian manifolds without boundary.
Acknowledgements. We would like to thank Prof. A. Malchiodi for suggesting the problem and
for many useful discussions about this research project.
1 Preliminaries
The aim of this section is to recall some abstract results from degree theory for α-contractions,
Sard’s lemma for Fredholm maps and to recall some topological and homological properties of the
so-called formal set of barycenters . Our main references will be [3, 7, 8, 9, 19].
The Sard-Smale theorem and Kuratowski non-compactness measure. We start this sec-
tion with the classical Sard-Smale theorem stated in a form suitable for our purposes. See [7,
pag.91].
Theorem 1.1 (Sard-Smale) Let Γ be an open subset of a Hilbert space X. Suppose that G ∈
C1(Γ, X) is proper when restricted to any closed bounded subset of Γ and that ∇G (x) = Id−K(x)
where for every x ∈ Γ, K(x) is a compact operator. Then the set of regular values of G is dense in
X.
We will apply this result to X = H and G = ∇Iτ . Since both the map G and its Fre´chet derivative
are of the form Id − K where K is a compact operator, than the assumptions of theorem 1.1 are
fulfilled.
Now let Γ be an open subset of X and let F : Γ → X be a strict α-contraction, meaning that
α(F (B)) < kα(B) for some fixed k ∈ [0, 1), where B ⊂ Ω is a bounded subset and where α denotes
the Kuratowski measure of non-compactness . If y /∈ (Id−F )(∂Ω) and (Id−F )−1({y}) is compact,
we can define the generalized degree Deg, in such a way that if Id−F is a compact vector field and
Γ is a bounded subset it enjoys all the properties of the Leray-Schauder degree.
Formal set of barycenters. The aim of this paragraph is to recall some facts about the formal
set of barycenters.
Following [3], these spaces are defined by
Σk :=
{
n∑
i=1
tiδxi | (x1, . . . , xn) ∈ Ω
n, (t1, . . . tn) ∈ ∆n−1
}
(6)
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where δx is the true Dirac mass at the point x and ∆n−1 is the (n − 1)-simplex of all tuples
(t1, . . . , tn) such that ti ≥ 0 and
∑n
i=1 t1 = 1. We observe that the set Σk is provided by the
weak convergence of measures. In order to give a more topological insight on these spaces, some
definitions are in order.
Let us denote by Jk the k-fold join of Ω. We recall that a point x ∈ Jk is specified by:
(i) k real numbers t1, . . . tk satisfying ti ≥ 0,
∑k
i=1 ti = 1, and
(ii) a point xi ∈ Ω for each i ∈ k such that ti 6= 0.
Such a point will be denoted by the symbol ⊕ki=1tixi, where the elements xi may be chosen arbi-
trarily or omitted whenever the corresponding ti vanishes. Furthermore we will endow this space
with the strongest topology such that the coordinate functions are continuous. Now, if Σk denotes
the symmetric group over k elements, we assume that Σk acts on Jk by permuting factors, namely
∀ σ ∈ Σk : σ(t1x1 ⊕ · · · ⊕ tkxk) := (tσ(1)xσ(1) ⊕ · · · ⊕ tσ(k)xσ(k)).
Thus, the k-th symmetric join of Ω, say SJk is defined as the quotient of Jk with respect to Σ
k.
Definition 1.2 ([9, Definition 5.1]) The k-th barycenter space Σk can be defined as the quotient
of the symmetric join SJk under the equivalence relation ∼:
t1x1 ⊕ t2x1 ⊕ · · · ⊕ tkxk ∼ (t1 + t2)x1 ⊕ · · · ⊕ tkxk.
That is a point in Σk is a formal abelian sum with the topology that when ti = 0 the entry 0xi is
discarded from the sum, and when xi moves in coincidence with xj , one identifies tixi + tjxi with
(ti + tj)xi. It is possible to show that we have the embeddings
Ω →֒ Σ2 →֒ . . . →֒ Σk−1 →֒ Σk
and each factor is contractible in the next. Let P be the projection on H (i.e. Pϕ = ϕ − h with
∆2h = 0 in Ω and h = ϕ and ∆h = ∆ϕ on ∂Ω), Σ ⊂ H be the unit sphere and finally let
R : H \{0} → Σ : u 7→ R(u) := u/‖u‖H .
Let gk : SJk → Σ be the map defined as: gk((x1, . . . , xk), (t1, . . . , tk)) := R
(∑k
i=1 tiPϕλ,xi
)
, where
λ > 0 is fixed and ϕλ,xi are given by
ϕλ,x(y) =
1
4
log
(
2λ
1 + λ2dist(y, x)2
)4
. (7)
We observe that since two elements in SJk equivalent for the relation introduced in definition 1.2
have the same image through gk, this implies that gk is well-defined on the quotient. Denoting by
Ωk the k-fold product of copies of Ω and by ∆k the collision set
⋃k
i,j=1∆i,j , where
∆i,j := {(x1, . . . , xk) ∈ Ω
k| xi = xj , i 6= j, for i, j ∈ k},
we define the configuration space X̂k := Xk\∆k. Let us consider the fibration
µ : X̂k → X̂k−1, defined by µ(x1, . . . , xk) := (x1, . . . , xk−1),
it is easy to observe that each fiber µ−1((x1, . . . , xk−1)) = Ω\{x1, . . . , xk−1} is homeomorphic to
each other. Thus by using the classical Hopf theorem for fibrations (see, for instance Spanier [21], for
further details), the Euler characteristic of X̂k can be computed through the fiber Ω\{x1, . . . , xk−1}
and X̂k−1. By an easy calculations it follows that
χ(X̂k) = χ(Ω)(χ(Ω) − 1) . . . (χ(Ω)− k + 1). (8)
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Lemma 1.3 (well-known) The set Σk\Σk−1 is an open smooth manifold of dimension 5k − 1 for
each k ∈ N.
Proof. The case k = 1 is trivial, since Σ1 = Ω and Ω is a four dimensional manifold being an open
subset of R4. For k ≥ 2 the join Jk is a smooth manifold. Since the action of the symmetric group
on Jk is free of fixed points than the symmetric join is a smooth manifold. Moreover, since Σk−1 is
the boundary of Σk, than Σk\Σk−1 is a smooth open manifold in which the elements in Σk\Σk−1 are
smoothly parameterized by 4k coordinates locating the points xi and k − 1 coordinates identifying
the numbers ti’s. The conclusion immediately follows. q.e.d.
Lemma 1.4 (well-known) For any k ≥ 1, the set Σk is a is non contractible stratified set.
Proof. (Sketch). It can be proved by arguing as follows. The case k = 1 is trivial. For k ≥ 2
even if the set Σk−2 is not a smooth manifold (actually it is a stratified set) however it is an ENR
which implies that there exists a non trivial (mod 2) orientation class with respect to its boundary.
However by using the Cˇech-cohomology, and by taking into account that it is isomorphic to the
singular cohomology and over Z2 to the singular homology, the thesis follows by using the exactness
of the pair once it is proven that
H5k−1(Σk;Z2) ≃ H5k−1(ΣkΣk−1;Z2).
(See, for instance, [8, Lemma 3.7], for further details). q.e.d.
By using the same arguments as in [19, Proposition 5.1], it can be proven the following result.
Lemma 1.5 Let η > 0 be smaller than the injectivity radius of Ω and let G : (0,+∞)→ (0,+∞) be
the non-increasing function satisfying:
G(t) =
1
t
for t ∈ (0, η] G(t) =
1
2η
for t > 2η.
If d(xi, xj) := dist(xi, xj) and F
∗ : Σk \ Σk−1 → R as follows
F ∗(
k∑
i=1
tiδxi) := −
∑
i6=j
G(d(xi, xj))−
k∑
i=1
1
ti(1− ti)
. (9)
Then we have
5k−1∑
i=1
ci = (−1)
k−1χ(X̂k)
k!
(10)
where ci denotes the number of critical points of index i.
The following result will be crucial in order to compute the Leray-Schauder degree of our result.
Proposition 1.6 For any natural number k we have:
χ(Σk) = 1−
(
k − χ(Ω)
k
)
.
Proof. The proof is given by induction over k. The case k = 1 is trivial being Σ1 homeomorphic
to Ω. For k > 1 we consider the pair (Σk,Σk−1) and we remark that the Euler characteristic is
additive. Thus χ(Σk) = χ(Σk,Σk−1) + χ(Σk−1).
Claim 1. The following formula holds for any natural number k
χ(Σk,Σk−1) = (−1)
k−1
(
χ(Ω)− k
k
)
. (11)
Once this is done the proposition easily follows. By Lemma 1.3 the space Σk\Σk−1 is an open
manifold of dimension 5k−1 with boundary Σk−1 and by the definition of F
∗, Palais-Smale condition
holds.
Observe that Σk−1 is a deformation retract of the sublevel F
∗
−L := {F
∗ ≤ −L}∪Σk for L sufficiently
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large and positive (simply by taking the limit for L→ +∞). Thus denoting by F̂ ∗ : {F ∗ ≥ −L} → R
a non-degenerate function C2-close to the restriction of F ∗ to the subset {F ∗ ≥ −L}, by excision
of the sublevel F ∗−L := {F
∗ < −L} and by the classical Poincare´-Hopf theorem it holds
χ(Σk,Σk−1) =
5k−1∑
i=1
(−1)ici.
The thesis follows by formula (10) and (8). q.e.d.
Improved Moser-Trudinger inequality. Let C∞c (Ω) be the set of all smooth functions with
compact support in Ω, and let H be the completion with respect to the norm ‖u‖H := ‖∆u‖2.
The space H is a Hilbert space with respect to the scalar product 〈u, v〉H :=
∫
Ω
∆u∆vdx for
all u, v ∈ H , and, by the local regularity theorem and by the Poincare´ inequality, it follows that
H agrees with the space of all functions on Ω of Sobolev class H2(Ω) ∩ H10 (Ω). As immediate
consequence of [12, Theorem 1.2] and the Schauder estimates, the following crucial compactness
results hold.
Proposition 1.7 ([12, Theorem 1.2]) Let h : Ω → R be a positive C2,α function and τ 6= 64kπ2
for k ∈ N. Then the solutions of (4) are bounded in C4,α(Ω) for any α ∈ (0, 1).
Proposition 1.8 ([10, Lemma 2.1]) Let u be a solution of (4) with τ ≤ c, for some constant c.
Then there exists a δ > 0 such that
u(x) ≤ c, ∀x ∈ Ωδ,
where Ωδ := {x ∈ Ω : d(x, ∂Ω) ≤ δ}.
We remark that proposition 1.8 exclude boundary bubbles.
Lemma 1.9 There exists a constant CΩ depending only on Ω such that for all u ∈ H one has:
log
(
1
|Ω|
∫
Ω
e(u−u¯)dx
)
≤ CΩ +
1
128π2
‖u‖2H (12)
where u¯ := 1|Ω|
∫
Ω
udx stands for the average of u over Ω.
Proof. In fact by [1, Theorem 1], there exists C′Ω > 0 depending only on Ω such that for all
u ∈ C2c (Ω) it holds
1
|Ω|
∫
Ω
e
32pi2(u−u¯)2
‖u‖2
H dx ≤ C′Ω, ∀u ∈ H .
Since for every a, b ∈ R, we have (8πa− 18π b)
2 ≥ 0 is 2ab ≤ 164π2 b
2 + 64π2a2, by setting a := u− u¯
and b = ‖u‖2
H
, and exponentiating, we have
1
|Ω|
∫
Ω
e(u−u¯)dx ≤ e
1
128pi2
‖u‖2
H
1
|Ω|
∫
Ω
e
32pi2(u−u¯)2
‖u‖2
H dx ≤ e
1
128pi2
‖u‖2
H C′Ω, ∀u ∈ H .
Taking the logarithm of this last inequality the conclusion follows by setting CΩ := log CΩ. q.e.d.
In order to study how the function eu is spread over Ω we need some quantitative results. In fact,
we will show that if eu has integral bounded from below on (l+1)-regions, the constant 1128π2 , can
be basically divided by (l + 1). The proof of the proposition 1.10, is up to minor modifications,
an adaptation of the arguments given in [8, Lemma 2.2]; we will reproduce it for the sake of
completeness.
Proposition 1.10 For any fixed integer l, let Ω1, . . . ,Ωl+1 be subsets of Ω satisfying dist(Ωi,Ωj) ≥
δ0, for i 6= j, when δ0 be positive real number, and let γ0 ∈ (0,
1
l+1 ). Then for any ε˜ > 0 there exists
a constant C˜ := C˜(l, ε˜, δ0, γ0) such that
log
(
1
|Ω|
∫
Ω
e(u−u¯)dx
)
≤
1
128(l+ 1)π2 − ε˜
‖u‖2H + C˜,
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for all functions u ∈ H satisfying ∫
Ωi
eu dx∫
Ω
eu dx
≥ γ0 ∀ i ∈ l+ 1. (13)
Proof. We consider the (l + 1) smooth cut-off functions g1, . . . , gl+1, satisfying the following prop-
erties: 
gi(x) ∈ [0, 1] for every x ∈ Ω;
gi(x) = 1 for every x ∈ Ωi, i ∈ l+ 1;
gi(x) = 0 if dist(x,Ωi) ≥
δ0
4 ;
‖gi‖C4(Ω) ≤ Cδ0 ,
(14)
where Cδ0 depends only on δ0. By interpolation, (see, for instance, [14, Prop. 4.1]), for any ε > 0,
there exists Cε,δ0 , such that for any v ∈ H , and for any i ∈ l+ 1 there holds
‖giv‖
2
H :=
∫
Ω
|∆(giv)|
2dx ≤
∫
Ω
g2i |∆v|
2dx+ ε
∫
Ω
|∆v|2dx+ Cε,δ0
∫
Ω
v2dx. (15)
Let u− u¯ = u1 + u2 with u1 ∈ L
∞(Ω), then from our assumptions we deduce∫
Ωi
eu2dx ≥ e−‖u1‖L∞(Ω)
∫
Ωi
e(u−u¯)dx ≥ e−‖u1‖L∞(Ω)γ0
∫
Ω
e(u−u¯)dx i ∈ l+ 1.
By invoking inequality (12) in lemma 1.9, together with the last two inequalities, it follows that
log
(
1
|Ω|
∫
Ω
e(u−u¯)dx
)
≤ log
1
γ0
+ ‖u1‖L∞(Ω) + log
(
1
|Ω|
∫
Ω
egiu2dx
)
+ CΩ (16)
≤ log
1
γ0
+ ‖u1‖L∞(Ω) +
1
128π2
‖giu‖
2
H + CΩ.
We choose i such that
∫
Ω |∆(giu2)|
2dx ≤
∫
Ω |∆(gju2)|
2dx, for each j ∈ l+ 1. Since the functions
gj have disjoint supports, the last formula and (15), implies that
log
(
1
|Ω|
∫
Ω
e(u−u¯)dx
)
≤ log
1
γ0
+ ‖u1‖L∞(Ω) + CΩ +
(
1
128(l+ 1)π2
+ ε
)
‖u2‖
2
H +
+ Cε,δ0
∫
Ω
v2dx.
Now let λε,δ0 to be an eigenvalue of −∆
2 such that
Cε,δ0
λε,δ0
< ε, and we set
u1 := PVε,δ0 (u− u¯); u2 := PV ⊥ε,δ0
(u− u¯).
Here Vε,δ0 is the direct sum of the eigenspaces of −∆
2 with Navier boundary conditions and having
eigenvalues less or equal than λε,δ0 and PVε,δ0 , PV ⊥ε,δ0
the orthogonal projections onto Vε,δ0 and
V ⊥ε,δ0 , respectively. Since Vε,δ0 is finite dimensional, the L
2 norm and L∞ norm of u − u¯ on Vε,δ0
are equivalent; then, by using the Poincare´-Wirtinger inequality (cfr. [4, pag. 308]), there holds:
‖u1‖
2
L∞(Ω) ≤ Cˆε,δ0‖u1‖
2
L2(Ω) ≤ Cˆε,δ0‖u1‖
2
(H2∩H10 )(Ω)
≤ Cˆ′ε,δ0‖u1‖
2
H ,
where C′ε,δ0 is another constant depending only on ε and δ0. Furthermore
Cε,δ0
∫
Ω
u22dx ≤
Cε,δ0
λε,δ0
‖u2‖
2
H2(Ω)∩H10 (Ω)
≤ ε‖u2‖
2
H2(Ω)∩H10 (Ω)
≤ εC′Ω‖u2‖
2
H ,
where C′Ω is a constant depending only on Ω. Hence the last formulas imply
log
(
1
|Ω|
∫
Ω
e(u−u¯)dx
)
≤ log
1
γ0
+ C′ε,δ0‖u1‖H + CΩ +
(
1
128(l+ 1)π2
+ ε
)
‖u2‖
2
H + εC
′
Ω‖u2‖H
≤ log
1
γ0
+ CΩ +
(
1
128(l+ 1)π2
+ 3ε
)
‖u‖2H + Cε,δ0
where Cε,δ0 depends only on ε and δ0 (and l which is fixed). This conclude the proof. q.e.d.
In the next Lemma we show a criterion which implies the situation described in the first condition
in (13).
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Lemma 1.11 ([8, Lemma 2.3]) Let l be a given positive integer, and suppose that ε and r are
positive numbers. Suppose that for a non-negative function f ∈ L1(Ω) with ‖f‖1 = 1 there hold∫
∪l
i=1Br(pi)
fdx < 1− ε, ∀ l − tuple p1, . . . , pl ∈ Ω.
Then there exists ε¯ > 0 and r¯ > 0, depending on ε, r, l and Ω (but not on f), and l + 1 points
p¯1, . . . , p¯l+1 ∈ Ω satisfying∫
Br¯(p¯1)
fdx ≥ ε¯, . . . ,
∫
Br¯(p¯l+1)
fdx ≥ ε¯; B2r¯(p¯i) ∩B2r¯(p¯j) = ∅ for i 6= j.
Lemma 1.12 If τ ∈ (64kπ2, 64(k+1)π2) with k ≥ 1, the following property holds. For any ε > 0 and
any r > 0 there exists a large positive L = L(ε, r) such that for every u ∈ H with 1|Ω|
∫
Ω
eudx = 1
and Iτ (u) ≤ −L there exist k points p1,u, . . . , pk,u ∈ Ω such that
1
|Ω|
∫
Ω\∪k
i=1Br(pi,u)
eudx < ε.
Proof. To prove the thesis, we argue by contradiction. Thus, there exist ε, r > 0 and a sequence
(un)n ∈ H with 1/|Ω|
∫
Ω
eundx = 1 and Iτ (un)→ −∞ such that for every k-tuple p1, . . . , pk in Ω
we have 1/|Ω|
∫
Ω\∪ki=1Br(pi,u)
eudx ≥ ε. Now applying Lemma 1.11 with l = k, f = eun and finally
with δ0 = 2r¯, Ωj = Br¯(p¯j) and γ¯0 = ε¯ for j ∈ k and where the symbols δ0,Ωj , γ¯0 were defined in
Lemma 1.9 and r¯, Br¯(p¯j), ε¯, (p¯j)j were defined in Lemma 1.11. By this it follows that, for any given
ε˜ > 0 there exists a constant C > 0 depending on ε, ε˜ and on r such that
Iτ (un) ≥
1
2
‖un‖
2
H − Cτ −
τ
64(k + 1)π2 − ε˜
1
2
‖u‖2H , (17)
where the constant C does not depends on n. Now since τ < 64(k + 1)π2, we can choose ε˜ > 0
small enough that the number 1− τ64(k+1)π2−ε˜ := δ
′ > 0. Therefore the inequality (17) reduces to
Iτ (un) ≥
δ′
2
‖un‖
2
H − Cτ ≥ −K,
where K is a positive constant independent of n. This violates our contradiction assumption, and
conclude the proof. q.e.d.
Given a non-negative L1 function f on Ω, we define the distance of f from Σk as
dist(f,Σk) := sup
{∣∣∣∣∫
Ω
fψdx− 〈σ, ψ〉
∣∣∣∣ : σ ∈ Σk, and ‖ψ‖C1(Ω) ≤ 1} ,
where we denoted by 〈·, ·〉 the usual duality product. We also define the set
Dε,k = {f ∈ L
1(Ω): f ≥ 0, ‖f‖L1(Ω) = 1, d(f,Σk) < ε}.
With this notation in mind, by Lemma 1.12 we deduce the following.
Lemma 1.13 Suppose τ ∈ (64kπ2, 64(k + 1)π2) with k ≥ 1. Then for any ε > 0 there exists a
large positive L = L(ε) such that for all u ∈ H with I(τ, u) ≤ −L and 1/|Ω|
∫
Ω
eudx = 1, we have
dist(eu,Σk) < ε.
We remark that as a direct consequence of [12, Theorem 1.2,(ii)], the blow-up points pj,u at which
the local-mass is concentrated cannot lie on the boundary of Ω.
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2 A topological argument
The aim of this section is to show that an image of the Σk can be mapped into very negative
sublevels of the Euler functional Iτ . Moreover this map is non-trivial in the sense that it carries
some homology. The goal of this section is to sketch the proof of the following result which is given
along the lines of [18].
Proposition 2.1 For any k ∈ N and τ ∈ (64kπ2, 64(k + 1)π2), there exists L > 0 such that the
sublevel H −L has the same homology as Σk.
The proof of the Proposition 2.1 will follows from the homotopy invariance of the homology groups
once the following facts will be established.
Mapping Σk into very low sublevels of Iτ . To do so, for η > 0 small enough, consider the
smooth non-decreasing cut-off function χη : R
+ → R satisfying the following properties:
χη(t) = t, for t ∈ [0, η];
χη(t) = 2η, for t ≥ 2η;
χη(t) ∈ [η, 2η], for t ∈ [η, 2η].
(18)
Then given σ ∈ Σk, and k > 0, we define the family of maps φλ : Σk → H
2(Ω) as φλ(σ) := ϕλ,σ(·)
where the function ϕλ,σ : Ω
′ → R is defined by
ϕλ,σ(y) :=
1
4
log
k∑
i=1
ti
(
2λ
1 + λ2χ2η(di(y))
)4
, y ∈ Ω (19)
where we set di(y) = d(y, xi), for xi ∈ Ω. aLet
ϕλ,σ(y) := P (ϕλ,σ)(y), ∀ y ∈ Ω. (20)
where P is the projection defined above. We observe that, since the distance function is a 1-Lipschitz
function than ϕλ,σ is also a Lipschitz function in y and hence it belongs to H
2(Ω).
Proposition 2.2 Let ϕλ,σ be defined as in (20). Then as λ→ +∞ the following properties hold
(i) eϕλ,σ ⇀ σ weakly in the sense of distributions;
(ii) Iτ (ϕλ,σ)→ −∞ uniformly with respect to σ ∈ Σk.
Proof. To prove (i) we first consider the function
ϕλ,σ(y) :=
(
2λ
1 + λ2χ2η(di(y))
)4
, ∀ y ∈ Ω,
where x is a fixed point in Ω. It is easy to verify that ϕλ,σ(y)→ δxi for λ→ +∞. Then (i) follows
from the explicit expression of ϕλ,σ.
In order to prove (ii), we evaluate separately each term of Iτ , and claim that the following estimates
hold
log
(
1
|Ω|
∫
Ω
eϕλ,σdx
)
= O(1) as λ→ +∞. (21)
1
2
‖ϕλ,σ‖
2
H ≤ (128kπ
2 + oǫ(1)) log λ+ Cǫ) (uniformly in σ ∈ Σk), (22)
where oǫ(1)→ 0 as ǫ→ 0 and where Cǫ is a constant independent (xi)i.
The proof of (21) it is easy and it follows by integrating over Ω. The proof of (22) is much more
involved and it follows by Lemma 4.2 in [8]. q.e.d.
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Mapping very low sublevels of Iτ into Σk and an homotopy inverse. The main idea is
to construct a non-trivial continuous map ψ : H → Σk from the sublevels of the Euler functional
into Σk such that the composition ψ ◦ φλ is homotopic to identity on Σk.
Proposition 2.3 Suppose that τ ∈ (64kπ2, 64(k + 1)π2) with k ≥ 1. Then there exists L > 0 and
a continuous projection ψ : H −L → Σk with the following properties.
(i) If (un)n ⊂ H −L is such that eun ⇀ σ, for some σ ∈ Σk, then ψ(un)→ σ;
(ii) if ϕλ,σ is as in (20), then for any λ sufficiently large the map σ 7→ ψ(ϕλ,σ) is homotopic to
the identity on Σk.
Proof. First of all we observe that item (i) follows directly from item (ii) and Proposition 2.2.
The non-trivial part is the construction of the global continuous projection map ψ which is a left
homotopy inverse has proven in [8, Section 3]. q.e.d.
We close this section by observing that, up to minor modifications, the above defined map ψ is also
a right inverse homotopy as proven in [19, Appendix]. Thus summing up we conclude that
Corollary 2.4 Given L sufficiently large the topological spaces H −L and Σk are equivalent, up
to homotopy.
3 A Poincare´-Hopf Theorem without (PS)
The aim of this section is to prove an analogous of the Poincare´-Hopf theorem for a special class of
functionals. To do so, let (H, 〈·, ·〉) be a Hilbert space whose associated norm will be denoted by
‖ · ‖. Given an interval Λ of (0,∞) and a map K such that
K ∈ C2(H,R), with ∇K : H → H compact, (23)
let us consider the functionals which are of the form:
I(λ, u) =
1
2
〈u, u〉 − λK(u), (λ, u) ∈ Λ×H. (24)
It is well-known (see, for instance, [17, Lemma 2.3]) that the conditions (23)-(24) could de not
enough to ensure the (PS)-condition which is known to hold only for bounded sequences . Now
by using the deformation Lemma proven in [17, Proposition 1.1], we are in position to derive the
following result.
Theorem 3.1 (A Poincare´-Hopf theorem) Let I(λ, ·) be a family of functionals satisfying (23)-(24)
and fix I¯(·) := I(λ¯, ·) for some λ¯ ∈ Λ. Given ε > 0, let Λ′ := [λ¯ − ε, λ¯ + ε] be a (compact) subset
of Λ and consider a, b ∈ R (a < b), so that all the critical points u¯ of I(λ, ·) for λ ∈ Λ′ satisfy
I¯(u¯) ∈ (a, b). Assuming that I¯ has no critical points at the levels a, b, we have
degLS(∇I¯ , I¯
b
a, 0) = χ(I¯
b, I¯a). (25)
The proof of this result will be given into two main steps. In the first step we will assume that all
the critical points are non-degenerate; in the second step we will remove this assumption.
Proof. First step: non-degenerate case. We let K denote the set of critical points of I¯ which is
compact by hypothesis. By compactness and non-degeneracy assumptions, I¯ has only finitely-many
critical levels each of whose consists only of finitely-many critical points. Let R be so large that
all the critical points of Iλ for λ ∈ Λ′ are in BR
2
(0). Then we can define the cut-off function
θ : H → [0, 1] satisfying
θ(u) = 1 for u ∈ BR(0); θ(u) = 0 for u ∈ H\B2R(0).
Following Lucia in [17], let Z ∈ C1(H,H) be defined by:
Z(u) := −[|∇K(u)|∇I¯(u) + |∇I¯(u)|∇K(u)],
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and choose ωε ∈ C∞(R) such that
0 ≤ ωε ≤ 1, ωε(ζ) = 0 for all ζ ≤ ε, ωε(ζ) = 1 for all ζ ≥ 2ε.
Finally we can define
W (u) := −ωε
(
|∇I¯(u)|
|∇K(u)|
)
∇I¯(u) + Z(u),
where ωε
(
|∇I¯(u)|/|∇K(u)|
)
is understood to be equal 1 when ∇K(u) = 0. Given the vector field:
W˜ (u) := −θ(u)∇I¯(u) + (1− θ(u))W (u),
we observe that it decreases I¯ in the complement of K . We consider the local flow η = η(t, u0)
defined by the Cauchy problem:
du
dt
= W˜ (u), u(0) = u0.
Claim 1.If I¯ has no critical levels inside some interval [a˜, b˜], then the sub-level I¯ a˜ is a deformation
retract of I¯ b˜.
To prove this, we arguing as follows. Given u0 ∈ I¯ b˜, we can prove that
I¯(η(t, u0)) ≤ −c
2t+ I¯(u0).
1 (26)
Thus there exists a t such that I¯(η(t, u0) ≤ a˜. Then we define:
ta(u0) :=
{
inf{t ≥ 0 : I¯(η(t, u0)) ∈ I¯ a˜} if I¯(u0) > a˜
0 if I¯(u0) ≤ a˜.
Now the map
η˜ : [0, 1]×H → H, (s, u0) 7→ η(sta˜(u0), u0),
is a deformation retraction, as required.
Now let c¯i be the number of critical points of I¯ of index i. By classical Morse-theoretical arguments
as in [5, Theorem 3.2, 3.3, pagg. 100-103], by excising {I¯ < a˜}, it follows that
degLS(∇I¯ , I¯
b
a, 0) =
∑
i
(−1)ic¯i = χ(I¯
b, I¯a).
This conclude the proof in the non degenerate case.
Second step: degenerate case. We reduce ourselves to the non-degenerate case. To do so, fix a small
δ > 0 so that dist(K , I¯ba) > 4δ, and define the set Kδ = {u ∈ H : dist(u,K ) < δ}. We next choose
a smooth cut-off function p such that
p(u) = 1 for every u ∈ Kδ; p(u) = 0 for every u ∈ H\K2δ.
We can also choose p such that 0 ≤ p(u) ≤ 1 for all u ∈ H and having uniformly bounded derivative
in K2δ. Now let G := ∇I¯ |Kδ : Kδ → H. Since the map G is a compact perturbation of the identity,
by applying the Sard-Smale theorem (see theorem 1.1), the set of regular values of G is dense in H.
This implies that we can find an arbitrarily small u0 such that ∇G (p) is non-degenerate for each
p ∈ G−1(u0) which is equivalent to say that ∇2I¯ is non-degenerate on the set
Γ(u0) := {u ∈ H : ∇I(u) = u0} ∩Kδ.
Moreover we observe that ‖∇I¯‖ ≥ γδ > 0 on K2δ\Kδ for some constant γδ. Now let us consider
the function
I˜(u) := I¯(u) + p(u)〈u0, u〉.
It can be shown that the following facts hold:
1The proof of this inequality is the most involved part of this claim and it can be proven up to minor modifications
reapeating word by word the arguments given in [17, pagg. 121-122].
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(i) I˜ coincides with I¯ in H\K2δ;
(ii) I˜ has the same critical points as I(τ, ·) in H \Kδ;
(iii) I˜ is non-degenerate in I¯ba.
Item (i) is trivial. To prove (ii) we observe that since I˜ and I¯ coincides out of K2δ, it is enough to
prove the claim for u ∈ K2δ\Kδ. By differentiating, we have
〈∇I˜(u), v〉 = 〈∇I¯(u) +∇p(u)〈u, u0〉+ p(u)u0, v〉, ∀v ∈ H.
Thus, by recalling that u ∈ K2δ\Kδ, it follows that
‖∇I˜(u)‖ ≥ ‖∇I¯(u)‖ − |〈u, u0|‖∇p(u)‖ − p(u)‖u0‖ ≥ γδ − ‖u0‖(‖∇p(u)‖‖u‖+ 1) > 0,
where the last inequality follows since p has uniformly bounded derivatives and u0 can be chosen
arbitrarily small. To prove (iii) we argue as follows. Since all the critical points of I˜ are in Kδ,
let us assume by contradiction that I˜ is degenerate at some critical point u¯. Now since u¯ /∈ K , it
follows that u¯ ∈ Kδ\K . Moreover ∇I˜(u¯) = 0 is equivalent to say that ∇I¯(u¯) = u0 and therefore
u¯ ∈ Γ(u0). But this is contradict the fact that ∇2I˜(p) is non-degenerate on p ∈ Γ(u0).
Now, for ‖u0‖ sufficiently small the map ∇I − Id is a strict α-contraction. (See Section 1)
and since (∇I˜)−1({u0}) = K , the generalized degree Deg(∇I˜ , I¯
b
a, u0) is well-defined; moreover it
coincides with Deg(∇I˜ , I¯ba, 0) since it is locally constant. With the above choice for R and by using
the excision property and the homotopy invariance of the generalized degree, (see, for instance, [7]
for further details), we have
degLS(∇I˜ ,BR, 0) = Deg(∇I˜ ,BR, 0).
Now choosing a possibly larger R in such a way K2δ ⊂ BR/2, the conclusion readily follows by the
first step, simply by replacing I¯ with I˜. q.e.d.
Corollary 3.2 If τ ∈ (64kπ2, 64(k + 1)π2) for some k ∈ N and if b is sufficiently large positive,
the sub-level H b is a deformation retract of H and hence it has the homology of a point.
Proof. This result follows, by using the deformation constructed in the proof of the Poincare´-Hopf
theorem. See, for instance [19, Corollary 2.8]. q.e.d.
Setting
J(u) := log
(
1
|Ω|
∫
Ω
h(x)eudx
)
(27)
the functional (5) can be put in the following form: Iτ (u) =
1
2
‖u‖2
H
− τJ(u).
Proof of Theorem 2. Proof. In order to prove 2, it is enough to apply theorem 3.1 to the
functional (5) for λ = τ , Λ = (64kπ2, 64(k + 1)π2) for k ≥ 1, H = H and finally K(u) = J(u)
where J was given in (27). The only thing it should be noted, is that all the critical points u¯ of Iτ
for τ ∈ [τ¯−ε, τ¯+ε] ⊂ (64kπ2, 64(k+1)π2) satisfy I¯(u¯) ∈ (a, b). This is a consequence of proposition
1.7 and of the boundedness of J which is consequence of the Moser-Trudinger inequality. Now the
conclusion follows choosing a = −L as in proposition 2.1 and b as in corollary 3.2. In fact by using
theorem 3.1, we have that
dτ = χ(I¯
b, I¯a) = χ(I¯b)− χ(I¯a) = χ(H )− χ(Σk) = 1− χ(Σk).
The conclusion follows by invoking proposition 1.6. q.e.d.
Remark 3.3 We observe that the Leray-Schauder degree in the Sobolev space H coincides with
the degree in every Ho¨lder space C2,α(Ω), α ∈ (0, 1). See for instance [11, Part I, Appendix B,
Theorem B.1-B.2].
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