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Abstract 
Consider the decision problem STRICT BOUNDED CIRCUIT INTERSECTION (SBCI): 
Given a finite graph G=(V,E) and K~Z +. Is there a subset E'~_E with [E'[>~K such that 
[ E'c~C [ <[ C t/L for every circuit C of G? The problem NONSTRICT BCI (NBCI) is the same, 
except that ]E'c~C[<]C[/L is replaced by ]E'c~C[<<,[C[/L. It is proved that SBCI is NP- 
complete for every fixed integer L~>2 even if G is planar and bipartite, and NBCI is NP- 
complete for every fixed integer L ~> 3 even if G is planar. For every fixed integer L ~> 4, NBCI is 
NP-complete ven if G is planar and bipartite. The case L = 2 of SBCI answers a question of 
Welsh, stemming from knot theory. The case l ,=2 of NBCI, motivated by coding theory, has 
been shown to be polynomial for every graph by Frank. 
1. Introduction 
The cycle code of an undirected graph G=(V,  E) is, by definition, the binary code 
associated with the cycle space of the graph. Recently, So16 and Zaslavsky [8,9] 
observed that the 'covering radius' of the cycle code is precisely the maximum 
cardinality of a subset E' of edges that intersects every circuit C of G in at most I C [/2 
elements. Frank [3] has recently shown that the maximum is ~> [_([ V I - 1),/2 J, and has 
given a polynomial algorithm for finding max[ E' [. 
More recently, motivated by a problem on the connection between the recognition 
of the braid index and the question whether a knot is the unknot or not Welsh [10], 
while visiting at the Forschungsinstitut ffir Diskrete Mathematik, Bonn, asked Andras 
Frank about the complexity of the above problem with strict inequality, i.e., finding 
the maximum cardinality of a subset E' of edges that intersects every circuit C in less 
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than I C I/2 elements. Frank, Tibor Jordan and Zoltan Szigeti (in preparation) showed 
that the maximum for this case is ~<L([ v I -1 ) /23 ,  and for bipartite graphs gave 
a polynomial algorithm to decide whether or not the graph attains this upper bound, 
but Welsh's question remained open. Welsh also posed it during his lectures on knot 
theory at ARIDAM VI, Rutgers University, in June 1991. 
We define the following two decision problems. 
STRICT BOUNDED CIRCUIT INTERSECTION (SBCI). Given a finite graph 
G =(V, E) and K eZ +. Is there a subset E'_~ E with IE'I>~ K, such that 
1 
IE'nCI <ZI  C I, L a fixed positive integer, not part of the input (1) 
for every circuit C of G? 
NONSTRICT BOUNDED CIRCUIT INTERSECTION (NBCI). Given a finite 
graph G =(V, E) and K~7/+. Is there a subset E'_~ E with I E'I~> K, such that 
_<1 
IE'nCI..~Z[ C l, L a fixed positive integer, not part of the input (2) 
for every circuit C of G? 
Let G11 be the class of bipartite planar graphs with maximum vertex degree 11, and 
Hl l  the class of planar graphs with maximum vertex degree 11. We prove the 
following theorem. 
Theorem 1. Problem SBCI is NP-complete for every fixed integer L>~2 for the 
class Gll. 
Theorem 2. Problem NBCI is NP-complete for every fixed inteoer L >13 for the class 
Hi1. For every fixed integer L>~4, NBCI is NP-complete for the class Gll. 
The case L=2 of Theorem 1 answers Welsh's question. This special case of 
Theorem 1, together with the polynomiality of NBCI for L=2 provide a sharp 
delineation of the P /NPC boundary, if it exists. The known points near that boundary 
usually lie on the P-side when the problem is not yet quite large or 'complex' enough 
(satisfiability with k ~< 2 literals per clause), and on the NPC-side once they are already 
a bit larger or more 'complex' (satisfiability with k ~< 3). For L=2,  however, both 
SBCI and NBCI seem to be equally large or complex, and it seems surprising that 
the boundary passes between them. The situation is superficially reminiscent of 
MAXIMUM 2-SATISFIABILITY [-4], where the problem is NP-complete for 
K ~< m = number of clauses, and polynomial for the single point K = m. 
For L = 3 we do not know whether NBCI is polynomial if G is bipartite. But apart 
from this, both results are best possible in the sense that if G is a tree, then clearly 
max(E')=E. The complexity status of SBCI and NBCI can now be summarized as 
follows. 
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Corollary. Problem SBCI is polynomial,[or L = 1. It is NP-complete for every fixed 
integer L >12 even when G is planar and bipartite with maximum vertex degree 11. The 
problem NBCI is polynomial for L= 1 and L= 2. It is NP-complete.Ibr every fixed 
integer L>~ 3 even when G is planar and has maximum vertex degree 11; and.]br every 
fixed integer L >~ 4 even when G is planar and bipartite with the same degree constraint. 
Proof. For L = 1 of SBCI, a maximum size subset E' is clearly the set of edges of any 
spanning tree, so max lU]=]  V] - I .  For L= 1 ofNBCI,  E'=E, and for L=2 there is 
Frank's proof. 
Before passing on to the proofs, we remark that the problems SBCI and NBCI can 
be interpreted in terms of edge weightings. This is useful for the coding connection 
mentioned above. The weight of any subgraph is the sum of the weights of its edges. 
For every L~Z +, the graph G with weighting w : E~{ - - (L -  1), 1 } is called sustaining if
every circuit has positive weight; it is called conserving if every circuit has nonnegative 
weight. These definitions are generalizations of the definition of 'conservative' in [6]. 
Let E' denote the subset of edges with weight - (L -  1), Then G satisfies (1) if and only 
if it is sustaining, and it satisfies (2) if and only if it is conserving. Indeed, let C be any 
circuit with ]Cl=r and k edges of weight - (L -1 ) .  Then G sustaining means that 
( r -k ) -k (L -1 )>O <~ ]E'c~CI=k<(1/L)r=(1/L)]C]. Similarly, for G conserving. 
Note that every sustaining raph is conserving. 
Definition 1. A sustaining or conserving raph is optimal if it contains a maximum 
number of edges of weight - - (L - -  1). 
Note that SBCI and NBCI are decision problem versions of finding optimal 
weightings. Here is a reformulation of our two problems in terms of weightings, which 
is equivalent o the above formulation. 
SBCI (NBCI). Given a finite graph G=(V,E)  and K~Z +. Is there a sustaining 
(conserving) weighting w:E ~ { - (L -  1), 1 }, where L is fixed positive integer, such that 
the subset E'~_E of edges of weight - (L -1 )  has size at least K? 
Any weighting which satisfies SBC1 or any weighting which satisfies NBC1 is called 
an admissible solution. 
We close this introduction by indicating briefly the connection with knots. For 
further details see [10]. A link L with c (L) components in the 3-sphere S3 is a smooth 
submanifold that consists of c(L) disjoint simple closed curves. A knot is a link with 
one component. We restrict attention to links such that for any link L considered, its 
projection p(L) into ~2 is a finite 4-regular plane graph G. The link diagram of 
L induced by p(L) is obtained by indicating at each crossing which one of the two 
curve segments goes over the other. Note that the dual C7 of G is a planar bipartite 
graph. 
A braid on m strings is constructed as follows. Take m distinct points PI ..... P,, lying 
on a horizontal ine, and link them by m disjoint simple arcs (strings)Ji in ~3 to 
m distinct points Q1 ..... Q,, lying on a parallel ine, such that f- starts at Pi and ends at 
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Fig. 1. Constructing a braid. 
+ 
Fig. 2. Constructing Seifert circles. Fig. 3. The sign of a crossing. 
Q,,), where n is a permutation of (1 ..... m). Thefi are required to 'run downwards' as 
illustrated in Fig. l(a). 
The collection of strings constitutes an m-braid. The map i~n(i) is the permutation 
of the braid. The braid is closed by joining the points PiQi (1 ~<i~< m) as illustrated in 
Fig. l(b). 
Alexander [-1] proved that every link can be represented asa closed braid. This can 
be done in many different ways. The minimum number of strings in any braid 
representation f L is known as the braid index of L, denoted by fl(L). The braid index 
is thus a natural notion of the complexity of links. For example, K is the unknot if and 
only if fl(K)= 1. 
An oriented link diagram of a link L is a link diagram directed along the link. A link 
diagram is alternating if the crossings are alternately over, under, over .... An oriented 
link diagram D may be split at each crossing of D as shown in Fig. 2. The circles 
constructed in the splitting process are called Seifert circles. The Seifert graph F(D) of 
an oriented link diagram D is a signed graph whose vertices are Seifert circles, with 
signed edges joining two circles whenever they share a crossing. The sign of the 
crossing is determined by the type of crossing; see Fig. 3. 
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It is proved in [7] that a graph is a Seifert graph of an alternating diagram if and 
only if it is planar and bipartite. 
Define the index ind(G) of a graph G=(V, E) by 
ind(G) = max {I E' l: J E'~CI<I  C I/2} 
E'~E 
for all circuits C of G. The index ind(D) of a link diagram D is the index of the unsigned 
version of F(D). Murasugi and Przytycki [7] proved that for any link diagram D of 
a link L, ~(L) <~s(D) - ind(D), where s(D) is the number of Seifert circles of the diagram 
D. Moreover, they conjecture that for an alternating link diagram D of an alternating 
link L, 
fl( L) = s( D) - ind(D). 
If we suppose that this conjecture is true, then computing the braid index of an 
alternating link L, given an alternating diagram D representing L, reduces to the 
problem of computing the index of a planar bipartite graph. It is this problem which is 
proved to be NP-hard in the present paper. 
2. NP-membership roof 
We now show that SBCI, NBCI~NP. 
2.1. Definitions 
(i) A bridge in a graph G=(V,E)  is any edge whose removal increases the number 
of components of G. 
(ii) A graph G=(V, E) is 2-edge-connected if it is connected and has no bridge. 
Given an admissible solution for SBCI or NBCI. We first verify that ]E'I~>K. 
Secondly, it suffices to check admissibility for every maximum subgraph without 
bridge, since no cycle contains any bridge. We may thus assume that G is 2-edge- 
connected. The following facts can all be found in [6, ch. 6.6]. 
(a) An ear decomposition of a finite graph G = (V, E) is a sequence G1, G2 ..... Gt = G 
of subgraphs of G, where G1 is any circuit of G, and each G~ arises from G~_ 1 by 
adjoining to Gi- 1 a path Pi in which the two (not necessarily distinct) end vertices of Pi 
belong to G~ 1, whereas the other vertices of P~, if any, do not. The paths P~ are called 
ears. 
(b) Though an ear decomposition of G is not unique in general, the number of ears 
in it is unique, namely, t= IE[--JVI + l  (induction on the number of ears). 
(c) A graph G has an ear decomposition if and only if G is 2-edge-connected. 
(d) In a graph weighted arbitrarily over { - (L -1 ) ,  l} the problem of finding 
a minimum weight path is NP-hard (when all weights are --{L-- l)  we get the 
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Hamiltonian path problem), but it is polynomial for conserving graphs, so in 
particular for every Gi. 
Given an admissible solution for the 2-edge-connected graph G=(V,E), we now 
verify (1) or (2) successively for its ears in any ear decomposition G1, G2 ..... Gt of G. This 
check is clearly linear for G1. Suppose we know already that the check is polynomial for 
Gi and that Gi indeed satisfies (1) or (2). We show that the check is also polynomial for 
G~+ x. Let G~+ 1 = GiwP~, where Pi is an ear, connected to G~ at vertices u and v. To show 
that (1) or (2) hold for G~+ x, it suffices to show that it holds for a circuit consisting of P~ 
and a path uv of minimum weight in G~, which is polynomial by d. Thus (1) and (2) can 
be verified polynomially also for G~+ 1, hence SBCI, NBCIsNP. 
3. Hardness proofs 
Throughout the proof, unless otherwise specified, we assume that L is a fixed integer 
>/2 for SBCI and t>4 for NBCI. 
Let P3SAT stand for PLANAR 3-SATISFIABILITY, as defined below. We show 
P3SATocSBCI and P3SATocNBCI using a single construction, producing a planar 
bipartite graph. At the end we indicate how to modify the construction to prove 
NP-completeness of NBCI for L = 3 for a planar nonbipartite graph. 
In order to define P3SAT, let us associate with any Boolean formula 
B = cl A""  ^  Cm in conjunctive normal form (CNF) with clauses Cl .... , cm and variables 
xl ..... x,, a multigraph G(B) whose vertex set is {cl,...,c,,,xl ..... x,} and there is an 
edge (x~, cj) if and only ifxi~cj or £iscj, i.e., xi or xi is in c i (Fig. 4). Note that different 
Boolean CNF formulas may associate with the same multigraph (e.g. 
G(xl v x2) = G(xl v x2)). 
PLANAR 3-SATISFIABILITY (P3SAT). Given a Boolean formula B in conjunc- 
tive normal form with three literals per clause (3CNF) such that its associated 
multigraph G(B) is planar. Is B satisfiable? 
Lichtenstein I-5] showed that P3SAT is NP-complete. See also Garey and Johnson1-4]. 
I 
Fig. 4. The multigraph G(B) for B =(x l  v xz v x3) ^  (x2 v x2 v x3). 
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B abbreviated as A o- 
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Fig. 5. Excluder graph for L= 3 or 4. 
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Given an instance B=cl  ^  ... ACm of P3SAT with clauses cl ..... c,, in the variables 
xl ..... x,. We construct a planar realization of G(B), which can be done in polynomial 
time. Denote by m(j) the total number of appearances of the variable xj and its 
complement ~j in B (1 <~j<~n). 
The construction of G(B) is divided into three steps. In the preliminary step 1 we 
construct a device, called an excluder, which enables exclusion of any given 
edge from the set E' of negatively weighted edges. This permits us to have a certain 
amount of control over which edges are in E', and this is exploited throughout the 
proof. In step 2 we construct polygons representing the variables, and circuits 
representing the clauses. In step 3, where the global construction is studied, these units 
are interconnected so as to be consistent with the definition of the multigraph G(B) 
(Fig. 4). This interconnection creates new circuits, which contribute a sufficient 
amount of edges to E' if and only if B is satisfiable. This is achieved by means of 
appropriate properties of the variable-polygons and the clause-circuits, asestablished 
in step 2. 
Step 1: We use an auxiliary graph called an excluder (see Fig. 5 for L = 3 or 4). The 
edge AB, both of whose vertices have degree 3, is the diagonal, and the set of the other 
edges the hull. The hull consists of two cups. A cup is a simple (2rL/2- ] + 1)-path 
connecting the two ends of the diagonal. (So a cup has L + 1 edges for L even, L + 2 
edges otherwise). 
Lemma 1. An excluder D has the following four properties (L ~ 2): 
(a) Planarity and Bipartiteness. It is planar and bipartite. 
(b) Maximum. The maximum contribution of an optimal D (see Definition 1) is 2. 
(c) Exclusion. I f  D is optimal, then its diagonal is not in E' (the subset 
of negatively weighted edges). However, two of the hull egdes, one from each cup, 
are in E'. 
(d) Robustness. Let G be a sustaining or conserving raph with a subset E' of 
negatively weighted edges. Define the transformation Implantation I: adjoin a hull (of 
2(2 [-/_,/2-] + 1) edges) around some edge d of G, remove from E' the edge d, if it was in E', 
and adjoin to E' two of the hull edges, one from each cup. (We have thus adjoined an 
optimal excluder with diagonal d.) Then I preserves (1) and (2), i.e., also G'= I(G) with 
E"= I(E') is sustaining or conserving. 
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Proof. (a) Clear by construction. 
(b) The circuit C consisting of a cup and the diagonal has L + 2 + e edges, where 
e = 0 if L is even, e = 1 if L is odd. Then 
ICI l+_~f=t2  for L=2 or 3, 
1< L = "~t<2 for L~>4. 
Hence C can have at most 1 edge in E' subject o (1) (L~>2) or (2) (L>~4). Thus the 
hull H, consisting of 2(L+ 1 +e) edges can have at most 2 edges in E'. Since 
IHI 2+2e 
L = 2 +-~ > 2 
for all L~7/+, the maximum 2 is indeed attained. 
(c) Follows directly from the proof of (b). 
(d) Let C be any circuit containing part of the implanted hull. If C consists of the 
hull only, or a cup and d, then the claim follows from (b) and (c). So suppose 
C contains an edge e ~ d outside the implanted hull, in addition to one of the two cups. 
Then there is a circuit C' containing e and d but excluding the cup. Now C' is in G, and 
so satisfies (1) or (2) by hypothesis. Replacing C' by C increases the circuit length by 
L or L+ I, so the right-hand side of( l)  and (2) is increased by at least 1. The left-hand 
side is increased by at most 1 (exactly 1 if deE' in G). In any case (1) or (2), whichever 
was valid, is preserved by I. [] 
Embedding an edge d of an optimal graph G in an excluder by implantation, 
enables exclusion ofd from the set E' of negatively weighted edges. This is the main use 
of excluders below. 
Notation. A path of excluders is a set of 1 >~ 1 excluders connected back to back, i.e., the 
vertex B of excluder i coincides with the vertex A of excluder i+ 1 (1 ~< i < l). For a path 
p of excluders, we denote by d(p) the path of its diagonals. In particular, if p is a single 
excluder, then d(p) is its diagonal. When we wish to emphasize below that a given edge 
is not the diagonal of an excluder, we call it a nonexcluder edge. 
Step 2: Let A = A (L)/> 2L be a sufficiently large function depending only on L. We 
take here 
A=2L. 
For the jth literal we construct a k-gon G~, which contains 2Am(j) nonexcluder edge 
pairs, called literal pairs, each of which is a simple 2-path, the common vertex of which 
is called the center, and k is an integer specified below. There are re(j) special centers, 
'labeled Uo, uniformly spaced among the centers, i.e., every 2Ath center is labeled u0. 
Any literal pair with center Uo is called a center pair. 
The circumference of G~ consists of k edges, namely the (2A-  1)re(j) literal pairs 
which are not center pairs, and 2Am(j) paths d(pl), where Pl is a path of 2 rL/2~ - 1 
excluders connecting ends of consecutive literal pairs, except hat two adjacent paths 
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Fig. 6. k-gon G} for the jth literal (L=3, re(j)= 1). 
Pl meet at the center u0 of center pairs, (see Fig. 6 for L = 3, m(j) = 1, where / jand / j  
denote 2 u and x u, respectively). Thus 
k =2A(2[L/2 7 + 1)m(j)--Zm(j)=2(A(2FL/2 ~ +1) -  1)m(j). 
The two ends of each literal pair are connected to each other via a path P2 of 
2 F L/2-] excluders. The centers of every two adjacent literal pairs are connected by an 
excluder D1, except hat at center pairs, the connections are to the literal pair ends. (The 
paths P2 and excluders D1 belong to G~, but not to the circumference.) The 
edges of the literal pairs are labeled consecutively, counterclockwise, by 
XIj, XIj, X2j, XZj," ",X2Am(j),j, X2Am(j),j, such that the two edges of the ith literal pair are 
labeled Yu, xu. The DI are drawn inside the circumference; the paths P2 are drawn 
outside, except at center pairs, where they are drawn inside, so as to preserve 
planarity. 
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Lemma 2. The maximum contribution to E' of G k, subject o restriction (1) (L~>2) or 
(2) (L/> 4) is 
T= 2A(SF L/2 ~ + 1)m(j). 
For this maximum contribution, either all "2ij or all xij are in E', without mixture between 
the two types. Furthermore, Gk is planar and bipartite. 
Proof. We construct E' as follows. There are 
2Am(j)( 2[ L/2 7 -- 1) + 2[-L/2-] + 1)=8A V L/2-]m(j )
excluders in G k. By Lemma l(b), their maximum contribution to E' subject to 
(1) (L>~2) or (2) (L~>4) is 16AFL/2-]m(j). Adjoin to E' 2Am(j), literal pair edges, 
either all of type xij or else all of type ~ij (1 <~i<<. 2Am(j), but without mixture between 
the two types. Then the total contribution to E' is T. The consructed E' has the 
following properties. 
(i) The set E' satisfies both restriction (1) (L~>2) and (2) (L ~>4). A way to see this is 
to consider the subgraph H k of G k, obtained by stripping off all the hulls of all the 
excluders of G k. The induced subset E" _~E' on H k consists of the 2Am(j) literal pair 
edges which are in E'. We first show that E" satisfies (1) and (2) for H k. 
The circumference C 1 of H k consists of k edges, (2A-- 1)m(j) of which are in E". 
Then 
i C1 k=(2A2VL/2"]+I 1 2 . 
~1 I=~ _ 2)m(J)>~(2A(I+L)---L) m(J) 
> (2A-- 1)m(j) = I E"nC1 l, 
so (1) and (2) are satisfied for C t for all Le2 ~+. Each of the 2Am(j) circuits C 2 
consisting of a literal pair and d(p2) has 2rL/2- ] +2 edges, one of which is in E". This 
is consistent with (1) and (2) for every L~Z ÷, since 
1 1 (2 I L ]  +2)> I=[E,,c~C21" zIc21=Z
Each of the 2Am(j) circuits C 3 consisting of d(D1), d(pt) and 2 edges, one each from 
adjacent literal pairs, has 2 [-L/2"] + 2 edges, one of which is in E". The last inequality 
implies consistency with (1) and (2) also for this case. The circuits C 4 consisting of two 
edges x 0 (or: two edges xu) from adjacent literal pairs and d(D1), d(pl) and d(p2), have 
4~L/2-] +2 edges each, 2 of which may be in E". This is also consistent with (1) 
and (2). 
Now suppose that we replace in C 1 any q of the paths C3-d(DI) not adjacent o 
center pairs, by q of the corresponding d(Da), and r of the paths Ca-d(D1)-eo 
adjacent o center pairs by the paths consisting of eo and d(D1) (0 ~<q ~<2(A--1)re(j), 
0 ~< r ~< 2re(j)), where eo is a center pair edge. The resulting circuit C 5 is shorter than C 1 
by 2q V L/2 "] + r(2 V L/2 "] -2 )  edges. Every replacement of the first type removes one 
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E"-edge from the circuit. Every replacement of the second type either removes or adds 
one E"-edge. In fact, we can write r=rl+r2, O<~ra<~m(j), O<~rz<~m(j), where rl 
replacements remove E"-edges and r2 replacements add them in. Thus C s contains 
(2A - 1)m(j) -q-r l  +r2 edges from E". Then 
] CS I=IZA(2F L/2 7 + l ) -  2)m(j)- 2qV L/2 7 -r(zF L/2 ~ - 2), 
The coefficient of 2FL/27 is 2Am(j)-q-r>~O. Hence, 
1 CS 2Am(j) 2r-re(j) 
-~l l>~2Am(j)-q -r-4 L ~- L 
9Amti~ r - - re ( j )  
= I E'c~CSl-4-m(j)-2r2 + ~ + 2  
L L 
Putting r2=m(j), rl =0, we thus get 
1 C5 2Am(J)>IE,,c~C5 I Z[ I>~[E"c~CSI -m( J )+~ 
for A>~L, so both (1) and (2) hold for C 5 for every LeT/+. On the other hand, we do 
not have to consider eplacing literal pairs of C 1 by d(p2), since any such replacement 
does not decrease the length of C 1, but reduces the size of E". Also in C s we do not 
need to consider replacing one edge of a literal pair by its mate and d(pz): such 
replacements do not increase the density of E"-edges in a circuit. 
Now restore in HI  the hull of some excluder from G], with diagonal d, and adjoin to 
E" two hull edges, one from each cup of the restored hull. This is transformation 
I considered in Lemma 1, so it preserves (1) and (2). We can now restore the hull of 
another excluder, thus establishing (i) by induction. 
(ii) The value T is maximum subject to (1) (L~>2) and (2) (L>~4), and when this 
maximum is attained then either all the Ylj or all the xij are in E' without mixture: by 
Lemma 1, no additional edge in any excluder can be adjoined to E'; by considering the 
2Am(j) circuits C 2, we see that Tis a maximal contribution to E', since adjoining to E' 
any nonexcluder edge in the circumference violates (1) and (2) for some C 2. Indeed, 
adjoining any such edge to E' means that there is a literal pair in E'c~C 2 for some C z. 
Then for L=2,  ]C2]/L=2=IE'c~C2 I. For L~>3, 
1 2 
~[CZ[=Z( [2 ]+ I)<~I +3<~2=IE'c~C2I, 
violating (1) for all L~>2. Since the second inequality is strict for L>~4, it also violates 
(2) for all L ~> 4, proving maximality. 
Now suppose that some C 3 contains two nonexcluder edges in E'. Since C a has the 
same size as C 2, we get the same violations as for C 2 just considered. Thus: 
I. The maximal value Tis actually a maximum, since no C 2 and no C 3 can contain 
more than one nonexcluder edge in E'. 
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L/ 
Fig. 7. Clause circuit Ci for L=2. 
II. When G k contributes its maximum T to E', then we cannot have both ff~j and Xhj 
in E' (i,h~{1,2 ..... 2Am(j)}), since this would imply that some C 2 or C a contains two 
nonexcluder edges in E'. 
Finally, G k is planar, and all its circuit have even length by construction, hence G k is 
bipartite. [] 
The clause circuits C~ (1 ~< i ~< m) consist of 4 (L -  1) excluders and 3 clause pairs each, 
connected to form a 6-path, each clause pair consisting of a 2-path (see Fig. 7 for 
L = 2). Note that each C~ can contribute a maximum of 4 clause pair edges to E', 
consistent with (1) or (2). 
Step 3: The global construction uses m clause circuits Ci and n k-gons G k intercon- 
nected as follows. One end of a clause pair of C~ is connected via a path P3 of 
[ -(3L- 5)/2-] excluders to the center u0 of a center pair of G k. The other end of the 
clause pair is connected, via another path Pa of [-(3L--5)/2 7 excluders, to a vertex ul 
at the end of a path P4 of length 4 from Uo to ul. The path P4 consists of an edge eo 
from the center pair, followed by two consecutive d(D1), followed by another literal 
pair edge el of the same type as eo, namely, eo =Y,j, ex =Xh-2,j if xj~c~; and eo=Xhj  , 
ea =xh+2,~ if ~jecl. (Here and below, the nonnegative indices h of Xhj and Yhj are the 
smallest positive residues modulo 2A.) The paths P4 are distributed 'almost uniformly' 
along the circumference of GR: the distance on the circumference of G k between any 
two centers of center pairs is 
A =2A(2 rL/27 + 1)--2 (3) 
edges (see Fig. 8). 
We denote by R any circuit consisting of a clause pair, the two d(pa) emanating 
from its ends to Uo and ul on some G k, and the path p4=uoul. 
As we saw, the excluders and k-gons G k are planar and bipartite; and the C~ and 
R are planar and bipartite by construction. The path d(p3) may have odd length, but it 
is easy to see that every circuit in the constructed graph G contains an even number of 
d(p3). To show that G is bipartite, it suffices to show that the distances 6 on the 
circumference of G k between two adjacent ends of paths P4 is even. In view of (3), the 
distance on the circumference of G k between the ends of two d(pa) of two adjacent 
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circuits R is 
6=2(A)(2rL/2- ] +l) -2 -e ,  e~{O,4FL/2 7 +2,8[-L/2]  +4} (4) 
or 6 = 4[-L/2-] + 2. Thus G is bipartite. The construction is complete by letting 
K=2(3A(8~L/2~ + 1)+ 6[-(3L-  5)/2-] +2(2L -  1))m. 
Since L is fixed, the construction is clearly polynomial. The maximum vertex degree 
11 is obtained at any center vertex of a center pair. 
Suppose now that the instance B is satisfiable with truth values (xl ..... x,). In G~ put 
x~jeE' i fx~= 1; 2gieE' if x j=0 for j=  1 ..... n. By Lemma 2, the maximum contribution 
to E' of all the G~ is 
~, 2A(gF L/2 ~ + 1)m(j)=6A(S[-L/2~ + l)m. 
j=l 
The excluders on the paths P3 contribute at most 12~(3L-5)/2qm to E', and the 
excluders on the clause circuits Ci at most 8 (L -  1)m. 
Each circuit R, as defined above, has 2 [-(3L--5)/2 7 + 6 edges. From among its four 
nonexcluder edges, a maximum number of 3 can be in E'. For L = 2 this follows from 
]RI/L=4; for L~>3, 
3 < 3 + 1/L <~ (2 [-(3L- 5)/27 + 6)/L <~ 3 + 2/L < 4. 
Recall that every C~ contributes at most four nonexcluder edges to E'. Since ci = 1, at 
least one of the three R intersecting with C~ contains a path P4 = UoV which contains no 
nonexcluder edge in E'. We adjoin to E' the two edges of C~r~R for this R, and two 
additional nonexcluder edges of Ci, e.g., for each of the two other R impinging on C~ 
we adjoin to E' only one of the two edges of CiteR. Since ci= 1 for i= 1, ... ,m, we thus 
have an additional contribution of 4m to E'. Taking the maximum contribution for all 
the above cases, we get a total contribution to E' of 
6A(8~ L/2 q + 1)m+ 12~(3L-5)/2 7m+8(L -  1)m+4m=K. 
We already saw that (1) or (2) are satisfied locally k for the circuits of G j, the C~ and R. 
It remains to show that the circuits created by their interconnections, with the 
specified distribution of E' on the Ci, still satisfy (1) or (2). 
Note that by construction of E', every R has at most 3 nonexcluder edges in E' and 
every Ci at most 4, consistent with (1) (L~>2) and (2) (L~>4). We show below that the 
path P4 = UoUl of R on G~ can be replaced by other parts of G~, and that the resulting 
circuit still satisfies (1) and (2) even if the clause pair C~c~R is in E'. 
We remark that if a circuit C satisfies (1) or (2), then increasing the size of C by at 
least L edges, at most one of which is in E', clearly preserves (1) or (2). 
First assume that the edge el of P4 is replaced by d(D~), a nonexcluder edge and 
d(p~). The resulting path P5 is larger than P4 by 2~L/2~ >~L and it contains at most 
one edge in E'. Thus the circuit obtained from R by replacing P4 by P5 satisfies (1) or 
(2). The path P6 obtained from P4 by replacing el by its mate and d(pz) is also larger 
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than P4 by 2rL/2 7 >>-L edges, at most one of which is in E', so again (1) and (2) are 
preserved when P4 is replaced by P6 in R. 
Another path Pv begins at Uo with eo, followed by d(D1) as in P4, but then continues 
along the circumference, ending with e~. It is larger than P4 by 2 [-L/2 ~/> L edges, one 
of which is in E', so (1) and (2) are preserved when R is changed to (R-p~)upT. 
Further, denote by P8 a path obtained from Pv by either replacing el by d(D1), 
a nonexcluder edge and d(pl), or by replacing the first inner nonexcluder edge by its 
mate and d(p2). The above remark shows that either eplacement preserves (1) and t2). 
Similarly, replacing in P4 ..... P8 the edge eo by its mate and d(p2), also preserves t l) 
and (2). 
Let P9 be the path beginning at u0 with d(p~), continuing along the circumference 
and ending in e~. It has 4FL/2 ~ +2 edges, so the circuit C9=(R- -p4)uP9  has 
2 [-(3 L -  5)/2-] + 4 [- L/2] + 4 edges, at most 4 of which are in E'. Consistency with ( 1 
and 12) follows from ]C 9 [/L>5- I /L>4.  Again e~ can be replaced by d(D~), a nonex- 
cluder edge and d(p~). Let Pa0 be the path beginning at Uo with d(pl), followed by 
a nonexcluder edge, then by d(D1), ending with el. It has 2~L/2~ +2 edges, one of 
which is in E' so (1) and (2) are satisfied for (R -  p~ )wPl0, also if el is replaced either by 
its mate and d(p2), or by d(D1 ), a nonexcluder dge and d(pl ). Also replacing P9 by its 
complement with respect o the circumference of G~ results in a circuit which is easily 
seen to satisfy (1) and (2), as in the proof of Lemma 2. In this circuit, parts of the 
circumference may be replaced by the edges d(D~ i.
The above is not a complete list of possible replacements of P4, but the point is that 
any alternate path involves the replacement of a nonexcluder edge either by another 
one of the same type and some edges not in E', or by another one of opposite type 
and ~> L edges not in U. The other possibility is that additional U-edges from G~ 
are adjoined to the alternate path, but their density is not any higher, as we saw in 
Lemma 2. 
By Lemma 2, (1) and (2) hold for the G~ (where we need L~>4 for (2)). As mentioned 
above we have to show that (1) and (2) also hold for the larger circuits created by their 
interconnection. This is not at all clear a priori, since such a circuit C may contain 
several 6-paths of Ci. In each 6-path, 4 out of 6 edges may be in E', so at those places 
C has a very high density of U-edges. On the G~, however, the density of U-edges is 
generally somewhat lower than needed to satisfy (1) and (2). The large stretches of 
G~ circumference between adjacent center pairs which C is forced to contain~ are 
imposed precisely in order to compensate for the high density of E' in CocCi, as shown 
below. 
By robustness, it suffices to consider circuits without hulls which are closed paths 
that alternate between the Ci and the G~, via the paths d(p3) of the R. Let C be such 
a circuit. If C passes h times through the C~, it also passes h times through some 
G~(1) ..... G~(h) (not all h circuits Ci or G~ are necessarily distinct), and it contains 2h 
paths d(pa) (h >~ 1). We are now seeking such a circuit C with highest density D of edges 
in E'. Without loss of generality we may assume that C contains h paths w~= C~C~ 
from h distinct C~, where each w~ is a 6-path of nonexcluder dges, 4 of which are in E', 
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since this leads to highest s. Let si= Cc~Gk(i), where we assume, at first, that all the sl 
tie on the circumferences of Gk(i). Now C can be described in the form 
C=wld(pa)sad(pa)w2d(pa)s2d(p3) ... d(pa)Whd(pa)shd(pa). 
Let qsi = qi = ] sgc~E' ] denote the number of U-edges in sl. For showing that C satisfies 
(1) and (2), it suffices to show that si contains ~>qi(2[- L/2 ] - 1)+L- -  1 edges not in 
E', i.e., 
qi = ] si~E' ] implies ] &] ~> 2 [- L/2] qi "q- L -- 1. (5) 
Indeed, if (5) holds, then [ E '~ C I = 4h + ~h.= 1ql, and 
h 
I CI>~6h+2hF(3L-5)/2] + ~, (2FL/2-]q,+L-- 1) 
i= l  
h h 
=2h~(3L-5)/2-] +Lh+ 5h+ 2~ L/2q ~ q,>4Lh+ L ~ q,. 
i=1  i=1 
Then 
1 h 
z l f l>4h+ ~, q,=lE'c~fr, 
i= l  
so (1) and (2) hold. 
To cut down on the number of different paths s~-s, we make two observations. 
(a) During traversal of s, we do not have to consider eplacing a path C 3 -d(D1) by 
d(D1), except near Uo or ul. Indeed, such a replacement, not near Uo or ua, decreases 
qsi=qs by 1, and Isl by 2~L/2-], so (5) is exactly preserved. 
(b) We may assume that no d(p2) is in s, since replacing a literal pair or one of its 
two edges by d(p2) may decrease q by 1, but Is] is not decreased, so (5) is preserved. 
Suppose first that one end of s is at a noncenter vertex u~; at the end of a path P4 
from u~ is Uo, and the other end of s is the next noncenter vertex, call it u2. The first 
part of s is P4, followed by a portion of circumference, nding in d(D~) and a literal 
edge of u2. By (4), 
]s]=2A(2~L/2-] +1) -2 -4[ -C /2 - ]  +2-2[ -L /2"]  +2, q~=2A. 
Then (5) becomes 
2r L/2]q~ + L-- 1 =4AF L /2  ] + L -  1 <~ 2A(2F L/2- ] + 1)--6[-L/2q +2, 
which is easily seen to hold for A i> 2L. In this and the other applicable cases below, P4 
can be replaced by other paths considered above. 
A rather short path s begins at u~ with el, continues with d(D1), a portion of 
circumference, to the next noncenter vertex. Then 
[sl=2A(2ffL/27 + 1)--2--8[-L/2-]--4--2[-L/2"] +2, q~=2A-4 ,  
and (5) can be seen to hold for all A/> L + 2. 
A.S. Fraenkel, M. Loebl/ Discrete Mathematics 141 (1995) 135-151 151 
The path s beginning at Uo with p,~, continuing on the circumference and ending at 
the next noncenter vertex has length 
Is 1=2A(2V L/2 ] + 1) -2 - -8 [ -L /2 ]  -4+4,  
and qs = 2A -- 3, and (5) holds for A ~> L + 2. 
Obviously, we have not exhausted the list of possible paths. In general, the larger A is 
made, the smaller p becomes, hence (5) is satisfied for all paths s if A is sufficiently large. 
Conversely, suppose that E'/> K and (1) and (2) hold for L ~> 2 and L ~> 4 respective- 
ly. Then the contr ibut ion to E' of all the G~ is at most 6A(SrL/2 7 + 1)m, and the 
excluders on the R and Ci contr ibute at most 12V(3L--5)/27m+8(L-1)m, amount-  
ing to a total of K -4m.  This implies that every Ci must have four nonexcluder edges 
in E', so at least one clause pair of every Ci must be in E'. If the edges Yhj and Yh-2.j are 
in the circuit R which contains a clause pair in U, then xj~ci and we put x j=  1; i fx, j  and 
Xh + z.i are in R, then 2i~c~ and we put xj = 0. This establishes a consistent truth assignment 
on a subset of the variables. The rest of the variables can have arbitrary truth values. 
The only remaining case is L=3 of Theorem 2. This is handled by the same 
construction, except that every exluder has 4 edges in each cup, and every Pl of the 
k-gons G~ consists of 2 excluders. The resulting graph is evidently not bipartite, but it 
remains planar. [] 
Summarizing, SBCI and NBCI  have both been shown to be NP-complete for fixed 
L when G is p lanar and bipartite, even if the maximum degree is 1 1. But we do not 
know their complexity status if the degrees are < 1 1. In particular, are the problems in 
P if G is cubic? On the other hand, our results are sharp in the sense that both 
problems are trivially polynomial  for trees. 
The results presented here were initially proved for graphs which are either bipart ite 
or planar, but not both [2], using the same method. Here we strengthened the proof  to 
yield planarity and bipartiteness simultaneously. 
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