In this paper, we consider the problem of recovering an unknown sparse signal x 0 ∈ R n from noisy linear measurements y = Hx 0 +z ∈ R m . A popular approach is to solve the
1 -norm regularized least squares problem which is known as the LASSO. In many practical situations, the measurement matrix H is not perfectely known and we only have a noisy version of it. We assume that the entries of the measurement matrix H and of the noise vector z are iid Gaussian with zero mean and variances 1/n and σ 2 z . In this work, an imperfect measurement matrix is considered under which we precisely characterize the limilting behavior of the mean squared error and the probability of support recovery of the LASSO. The analysis is performed when the problem dimensions grow simultaneously to infinity at fixed rates. Numerical simulations validate the theoretical predictions derived in this paper.
Index Terms-LASSO, mean squared error, CGMT, measurement matrix uncertainties, probability of support recovery 1. INTRODUCTION The Least Absolute Shrinkage and Selection Operator (LASSO) [1] is a powerfull method to recover a sparse unknown signal x 0 ∈ R n from noisy linear measurements: y = Hx 0 + z ∈ R m , where H ∈ R m×n is the measurement matrix, and z ∈ R m is the noise vector. In this paper, we assume that H is not perfectly known, and we only have a noisy version of it that is denoted by A. Then, the LASSO solves the following convex optimization proplem:
where || · || and || · || 1 denote the 2 -norm and the 1 -norm respectively, and λ ≥ 0 is the regularization parameter that balances between the deviation of Ax from the observations y on one side, and the sparsity of the solution as promoted by the 1 -norm on the other side. Problems of the form of (1) have many different diverse applications in science and engineering such as image processing [2] , machine learning [3] , wireless communications [4] , etc.. The LASSO has been studied from different prespectives over the years. In recent years, the asymptotic exact characterization of the estimation performance gained a lot of interest. General performance metrics have been introduced such as the mean squared error and the probability support recovery. The first well-known bounds on the estimation performance of the lasso were order-wise in nature [5, 6, 7, 8] . The Approximate Message Passing (AMP) framework has been used in [9, 10, 11] to derive precise asymptotic analysis of the LASSO performance under the assumptions of iid Gaussian sensing matrix A. A recently developed framework, that is based on the Convex Gaussian Min-max Theorem (CGMT) [12] , has been used in a series of works to precisely evaluate the estimation performance of non-smooth regularized convex estimators under noisy iid Gaussian measurements (including the LASSO) [12] - [16] . However, these results assume that the measurement matrix A is perfectly known. In many practical applications it is reasonable to expect uncertainty in the linear measurement matrix A due to, e.g., imperfections in the signal acquisition hardware, model mismatch, estimation errors [17] .
In this paper, we consider the additive uncertainty model:
where H is known and Ω is an unknown error matrix and 2 ∈ [0, 1) is the variance of the error. Such model is commonly used in communication theory and known as imperfect Channel State Information (CSI) [18] . In this work, we derive precise asymptotic predictions of the mean squared error and the support recovery of the LASSO under the presence of uncertainties in the measurement matrix that has iid Gaussian entries (both H and Ω have iid Gaussian entries). The Gaussianity assumption of the entries of A is met in a wide range of applications such as MIMO application for Rayleigh fading model. The analysis is based on the CGMT framework and is performed when the problem dimensions m, n and k all grow simultaneously to infinity at fixed rates. Although our analysis is asymptotic in nature, numerical simulations show that our theoretical predictions are valid even for a few dozens of the problem dimentions.
PROBLEM SETUP

Performance Metrics
Finding a good estimate is an application dependent, since different applications require different desired properties of x. This results in a need for a variety of different performance metrics. Here we discuss some of them.
Mean squared error (MSE):
A natural and heavily used measure of performance is the reconstruction mean squared error, which measures the deviation ofx from the true signal x 0 . Formally, the MSE is defined as M SE := 1 n ||x − x 0 || 2 . Support Recovery: In the problem of sparse recovery, a natural measure of performance that is used in many applications (e.g. parameter selection in regression, sparse approximation, structure estimation in graphical models [19] ) is the support recovery, which is defined as identifying whether an entry of x 0 is on the support (i.e. non-zero), or it is off the support (i.e. zero). The decison is based on the LASSO solution x: we say the i th entry ofx is on the support if |x i | ≥ ξ, where ξ > 0 is a user-defined hard threshold on the entries onx. In Theorem 2, we precisely predict the per-entry rate of successful on-support and off-support recovery. Formaly, let
where 1 {B} is the indicator function of a set B, and S(x 0 ) is the support of x 0 , i.e. the set of the non-zero entries of x 0 .
Working Assumptions
The unkown signal x 0 ∈ R n is a k-sparse signal, i.e. only k of its entries are sampled iid from a distribution p X0 which has zero mean and unit variance (E[X 2 0 ] = 1), and the remaining entires are zeros. For the measurement matrix A, we consider the following additive uncertainty model: A = γH + Ω, where H, Ω ∈ R m×n both have entries iid N (0, 1/n), and 2 ∈ [0, 1) is the variance of the error such that γ 2 + 2 = 1.
The noise vetor z ∈ R m has entries iid N (0, σ 2 z ). The analysis is performed when the system dimensions (m, n and k) grow simultaneously large at fixed ratios: m n −→ δ ∈ (0, ∞), and k n −→ κ ∈ (0, 1). Under these settings, the Signal to Noise Ratio (SNR) becomes SNR :=κ/σ 2 z .
Notation
Throughout this paper, we use boldface letters to represent vectors and matrices. We use the standard notation P[·] and E[·] to denote probability and expectation. We write X ∼ p X to denote that a random variable X has a probability density/mass function p X . In particular, H ∼ N (µ, σ 2 ) implies that H has Gaussian distribution of mean µ and variance σ 2 . φ(x) and Q(x) denote the pdf of a standard normal distribution and its associated Q-function respectively. For a, λ ∈ R, such that λ > 0, we define the following functions: The soft-thresholding operator: η(a; λ) = arg min x 1 2 (x − a) 2 + λ|x|, which can be written:
and its optimal value e(a; λ) = min x
Finaly, we write " P −→" to designate convergence in probability.
MAIN RESULTS
This section summarizes our main results on the precise analysis of the mean squared error and the probability of support recovery of the LASSO. Theorem 1 (LASSO MSE) Fix λ > 0, and letx be a minimizer of the LASSO problem in (1), where A, z and x 0 satisfy the working assumptions of Section 2.2. Then it holds in probability:
where (τ * , β * ) is the unique solution to the following:
τ * and β * can be efficiently computed by writing the first order optimality conditions, i.e. ∇ (τ,β) D(τ, β). The proof of Theorem 1 is based on the CGMT framework and is deferred to Section 5.
The following Theorem precisely characterizes the support recovery metrics introduced in (2).
Theorem 2 (Probability of support recovery) Under the same settings of Theorem 1 and for any fixed ξ > 0, it holds in probability that: lim
The proof of Theorem 2 is also based on the CGMT and largely follows the proof of Theorem 1 and is omitted for space limitations. 4. NUMERICAL RESULTS For illustration, we focus only on the case where x 0 , has enties that are sampled from sparse Bernoulli distribution. i.e. most of the entries of x 0 are zeros and few are equal to 1. The mean squared error of the LASSO is predicted by Theorem 1, and the particular term E[e(γX 0 + τ H; χ)], for τ > 0 in (6) can be expressed as: 5. PROOF OUTLINE In this section, we provide a proof outline of Theorem 1. For clarity, the steps of the proof are in divided into different subsections.
Convex Gaussian Min-max Theorem (CGMT)
We first need to state the key ingredient of the analysis which is the Convex Gaussian Min-max Theorem CGMT. Here, we just recall the statement of the theorem, and we refer the reader to [12] for the complete technical requirements.
Consider the following two min-max problems, which we refer to as the Primary Optimization (PO) and the Auxiliary Optimization (AO) problems:
any optimal minimizers of (7a) and (7b) respectively. Let S w , S u be convex, ψ(w, u) be convexconcave continuous on S w × S u , and G, g and h all have iid standard normal entries. Let S be any arbitrary open subset of S w . Then, if lim n→∞ P[w φ ∈ S] = 1, it also holds lim n→∞ P[w Φ ∈ S] = 1.
Identifying the (PO) and the (AO)
For convenience, we consider the vector w := γx − x 0 , then the problem in (1) can be reformulated in terms of w as: (8) is still not a form of a (PO) of the CGMT, so first we need to write it in form that suits the CGMT. To do so, we first express the loss function of (8) in its dual form through the Fenchel conjugate, ||Hw
The dual variable u is scaled by a factor √ n to have a proper normalization that guarantees the convergence afterwards. Hence, the problem in (8) is equivalent to the following:
The above problem is in the form of a (PO) of the CGMT. Therefore, we can define its corresponding (AO) as:
Simplifying the (AO)
The next step is to show that the (AO1) as it appears in (10) can be transformed to a Scalar Optimization (SO) problem. Since the vectors g and h are independent, ||w||g T u − √ nu T z d = ||w|| 2 + nσ 2 z g T u. Therefore, (10) is equivalent to
Now, it is more convenient to work with x instead of w,
The optimization problem in (12) can be seen as another primary optimization problem (PO2). Hence, we can define another auxiliary optimization problem (AO2) that corresponds to the new (PO2). First, let r ∈ R m and s ∈ R n be standard Gaussian vectors, then the (AO2) can be defined as:
Since r and g are independent standard Gaussian vectors, with abuse of notation, we have the following:
Therefore, the (AO2) becomes:
Fixing the norm of u to β := ||u||, we can easily optimize over its direction by aligning it with g. Then the (AO2) simplifies to:
To have a separable optimization problem, we use the following identity:
||g|| , andh := s + γh. This yields the following optimization problem:
The optimization over x i can be solved in a closed-form expression using the soft-thresholding operator, which is exactly the function defined in (3) . Then, the above optimization problem simplifies to the following Scalar Optimization (SO) problem:
5.4. Probabilistic asymptotic analysis of the (SO) problem After simplifiying the (AO2) as in (17), we are now in a position to analyze its limiting behavior. First, we need to properly normalize the objective function in (17) by dividing it by n. Then, using the WLLN, we have: 1 n ||g|| 2 P −→ δ, 1 n ||h|| 2 P −→ 1, 1 n ||x 0 || 2 P −→ κ and 1 n h T x 0 P −→ 0. Also, using the WLLN, it can be shown that for all τ > 0 and β > 0, 1
wherex is the solution of (AO2) defined in (14) . Therefore, the point-wise convergence in τ and β of the objective function in (17) is the quantity D(τ, β) defined in Theorem 1. Furthermore, it is possible to show that with probability one, the functions τ → max β>0D (τ, β, g, h) and τ → max β>0 D(τ, β) are convex in τ . Hence, it is possible to show using theorem 2.7 in [20] that τ n (g, h) P −→ τ * .
Applying the CGMT
We prove that the quantitiesx − x 0 andx − x 0 are concentarted in the same set. Formally, for any fixed ζ > 0, we define the set: S = v : 1 n ||v|| 2 − M (τ * , β * ) < ζ , where M (τ * , β * ) = δτ 2 * − σ 2 z + 2(γ − 1)E[η(γX 0 + τ * H; 2λτ * β * )X 0 ], and τ * and β * are as defined in Theorem 1. Letx be the solution of (AO1) defined in (12) . The error can be written as: ||x − x 0 || 2 = ||w|| 2 + 2(γ − 1)x T x 0 . Recall that τ n (g, h) = √ n ||g|| 1 n ||w|| 2 + σ 2 z . Using τ n (g, h) P −→ τ * , we find ||w|| 2 n P −→ δτ 2 * − σ 2 z . Also, it can be shown that 1 nx T x 0 P −→ E[η(γX 0 + τ * H; 2λτ * β * )X 0 ]. Putting all the results together, it can be shown that 1 n ||x − x 0 || 2 P −→ M (τ * , β * ). This proves that for any ζ,x − x 0 ∈ S with probability one. Then, we conclude using the CGMT thať x − x 0 ∈ S with probability one. A second application of the CGMT is needed to conclude thatx − x 0 ∈ S with probability one and is omitted for space considerations. This completes the proof of Theorem 1.
CONCLUSION
In this paper, we proposed a precise asymptotic analysis of the MSE and the probability of support recovery of the LASSO under imperfect Gaussian measurement matrix assumptions. Although our analysis is asymptotic in nature, numerical simulations show that our theoretical predictions are valid even for a few dozens of the problem dimentions.
