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Abstract 
We present RRTL, RFID Readers Topology Language, designed to manage RFID Readers Networks (RRN). Original RFID 
systems present RRN as a simple network where every RFID reader device can be accessed from the RFID middleware to 
acquire and to process data. This RFID middleware works as a centralized server where all configuration and processed 
information is managed. But what happens if there are RFID installations where this is not possible? Then we work in a new 
research area, the RFID distribution throw different acquisitions networks or RRN. RRTL is a language proposal to define, 
configure and manage RRN inside our RFID middleware proposal called DEPCAS (Data EPC Acquisition System). 
Keywords: RFID Readers Topology Language (RRTL), RFID Readers Networks (RRN), MDM (Middleware Device Manager), DEPCAS (Data 
EPC acquisition System) 
1. Introduction
RFID is commonly accepted by companies to be an emerging technology for product identification [1].  The
RFID technology has already several hundreds of applications in several areas of the daily life. Manufacturing, 
transportation and logistics, fleet management, health care and pharmaceutical, defense and supervise systems are 
examples of fields of applications with RFID deployment scales-up. 
The increase of RFID tags and readers also introduces a number of technical challenges. While traditional 
applications for radio-based identi¿cation, such as car immobilizers or pet tagging, usually involve no more than a 
single tag in the read range of a reader, and the readers themselves are sparsely deployed, today’s RFID applications 
manage large and densely packed tag populations which must often be read by several closely deployed readers.  
Various scenarios suggest that in seven to ten years’ time frame, item-level tagging will present significant 
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challenges to any technology platform [2]. The density of readers, the volume of data that is created and transmitted, 
and the potential uses of the information will be staggering. This situation is driven by the nature of RFID tag traffic 
which is unlike other network applications or data types like voice and video. While RFID tag traffic is within the 
scope of IP packet traffic, it is characterized by the following [3] features: 1) minuscule data, 2) considerable 
parallel data, 3) persistent tag read flow, 4) probable false positive/negative reads, 5) security traffic to prevent 
improper data use. These situations are particularly true in certain conditions like manufacturing large shops, large 
retailers or big distribution factories where we can find hundreds of readers interrogating thousands of tags. The 
RFID data volume generated from these applications, if it is directly channeled to enterprise network/LAN or 
intranet, might jam-up all the enterprise applications. To avoid such tremendous amount of non-essential RFID data 
overwhelming the system, it is inevitable to have a middleware setting between readers and enterprise/RFID 
applications. However, a middleware cannot resolve all the problems. We argue here that the design of RFID 
network plays a crucial role to support large-scale or distributed RFID deployment.  
RFID typical basic acquisition infrastructure [4] is defined with a host computer managing a set of periphericals 
via any dedicated connection (serial) or shared connection (wireless/Ethernet/zigbee). Application-centric basic 
RFID acquisition represents the typical and simplest way to obtain an RFID system. The acquisition devices use 
dedicated connection with dedicated communication with a main system where RFID middleware performs only a 
configurable connector function. 
To accommodate large RFID systems integrations, readers have integrated TCP/IP stack, connected via wired 
(Ethernet) o via wireless (802.11) LAN technology. A network of RFID readers [5] allow feeding the required RFID 
data to a variety of RFID client applications via RFID middleware(s) sitting between the readers and the business 
applications. We refer to this configuration of readers as network-centric. 
The layout of the paper is as follows: In the following section we give a basic definition of some RRN concepts 
from the paper point of view, by following the RRN topologies that we can manage. In section 3 we present RRTL 
by giving an introduction to the specification language. In Section 4 we discuss the implemented prototype scheme. 
And the paper closes with a look at future developments and research directions in Section 5. 
 
2.  RFID Readers Networks (RRN) 
The RRN specification can be solved depending on the most varied aims [6]: architecture, network dedication, 
logical network organization, specific network or application requirements, size, etc. To annotate the problem we 
suggest some definitions that restrict the network specification allowing handling in a better way the RRN topology. 
2.1. Definitions 
RRN: An RFID Readers Network is defined by the couple of sets RRN = { R , T }, where R is the set of RFID 
readers to manage inside the network and T is the set of RFID tags covered in an specific timestamp (ti). 
About the operations from the readers set to the tag set inside a RRN we define three kins of reader. The 
elements of R can be defined in term of his network function in input readers (Ri), output readers (Ro), or neutral 
readers (Rn), R = Ri   Ro   Rn. A reader is in the input readers set if it introduces tags inside the tag set, T of 
network covered tags. A reader is inside the output readers set if it deletes tags from the tag set of network covered 
tags. If a reader does not make any action inside the tag set then it is included in the neutral readers set. The tag 
addition or subtraction operations are defined as atomic operations. If a tag is yet include in T then it is not included. 
If a tag is not yet included in T then it is not deleted.  
In relationship with how to manage the reads inside the RRN we define redundancy sets and filter sets. We 
define a set of redundancy as the subset from the product of R × T where the result allows expressing a set of 
reading redundancy. A set of redundancy is defined in term of  , and   , where one tag that 
is read inside the product R’ × T’ is consolidated inside the acquisition system only if read by all the readers from R 
in the redundancy set. We express a tag filter as a product of R × T where the result allows defining a reading filter 
of a tag inside a set of readers. A tag filter is defines in term of  , and  , and the cardinality 
of T’ is 1, where if the tag defined in the filter is read inside the product R’ × T’ then is consolidated inside the 
acquisition system, in case of the tag is not defined inside the product then it is ignored. 
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Related with the way a reader inside a RRN acquire tag reads we define two reading philosophies: polled scheme 
and exception scheme. A reader uses the polled communication scheme where the reader is in total control of the 
communication systems and makes regular (repetitive) request for data reads. The set of tags under coverage is 
defined by the hardware according to their own configuration (interval time under coverage, exception, number of 
reads inside the coverage, under coverage from different antennas, etc.) but it is only read according to the polled 
scheme defined for the reader. A reader uses the exception scheme or unpolled communication if every tag read 
(with the same idea that before) under coverage generates a tag read. This technique reduces the unnecessary 
transfer of data but it demands that it is defined a reader exception policy to consolidate data.  
The middleware device manager (MDM) is a set one or more of RRN that acquire RFID tags and creates n-
tuples of WHO-WHERE-WHEN (tag ID-RRN-Timestamp) that is processes by the Middleware Logic Manager 
(MLM) to generate business related data [6]. The RRTL specification defines a network topology inside RFID 
middleware to be able to create the consolidated data for the logic processing. The consolidation data is defined by a 
WHO (tag), a WHERE (a logical reader position) and a WHEN (timestamp). This record, called relevant record 
(RR), is the result of filtering and smoothing physical reads, solving false reads, repetitive reads, hardware specific 
characteristics or any other inconsistencies that topological definition can solve. 
In order to manage RRN we can define three types of RRN relations: concentrator, master/submaster and peer to 
peer. These types of RRN allow defining acquisition distribution systems in extended RFID installations.  
A RRN is networks concentrator if it receives data from different RRN to consolidate data and generate RR. In 
term of RRN definition a system is RRN concentrator if RRNs = {RRN1, RRN2, .., RRNm} where RRNi  = { Ri , T }, 
a set of and RRNi do not consolidate information every of the RRNi manages the same tag set, T. 
A master/submaster RRN is a RRN that receive consolidate data from “N” RRN.  A “master” RRN system 
defines a set or readers that are inside others RRN (not all, may be just a subset from RRNi) and a set of tag included 
in other RRNi. The master/submaster RRN systems supports hierarchic organization when there are local RRN 
associated to local installation (submaster) and some of the acquired information needs to be forwarded to a central 
(master) RRN system. 
The peer to peer RRN system allows to share data from two completes RRN.  Two systems RRN1 = {R1, T1} and 
RRN2 = {R2, T2} work as peer to peer if there are a reader set R’ and a tag set T’ that R’ is a common subset from R1 
and R2 and T’ is a common subset from T1 and T2. The peer to peer configuration allows sharing data between 
departments (intra organization) or organizations (inter organization) solving only the acquisition process and letting 
the business process to the specific middleware environment. 
2.2. RRN Topologies  
The basic proposal in RRTL includes the following RRN topologies: 
x Point to point 
x Multipoint 
x Relay connection 
 
The point to point is the simplest configuration where data is exchanged between middleware and readers 
stations. The acquisition middleware can be setup as the master and the RFID readers as slaves. It is possible for the 
middleware to communicate in full duplex mode (transmitting and receiving) with all the readers. 
The multipoint is the network topology where data is exchanged between middleware and readers stations using a 
shared communication channel. This is a more complex arrangement requiring sophisticated protocols to handle 
collisions between two different readers wanting to transmit at the same time (normally using TCP/IP stacks). 
The relay configuration topologies uses RFID middleware to retransmit RFID acquired data to other RFID 
middleware’s. There are two possibilities here: store and forward relay operation and talk through repeaters. The 
store and forward relay operation can be a component of the other approached discussed above where one RFID 
reader retransmits messages onto another RFID network. In these situations RFID readers works as “edges readers” 
and they are not connected with the middleware, there are other readers that concentrates all RFID data.  The other 
option allows extending RFID networks using RFID switches that retransmit the reads from a network to another. 
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3. RRTL Description 
RRTL is a language to define RRN topologies. The basic idea included in a RRTL is to define every element 
included inside a RRN. The RRTL have sentences to define the elements in the network, the relations between these 
network elements, and the basic actions to do with the network tags to consolidate RFID data. 
In the basic RRTL prototype we have include an approach, seen as a semantic language standard, aims to serve 
specifically the domain of RRN by providing  schemata to manage the interaction between a RRN and a RFID 
middleware provider. By using these schemata it is possible to describe the service capabilities, semantics, functions 
and parameters in a client interpretable way. We call this approach Dynamic Service Evolution (DSE) [7] because a 
resource can change its semantics dynamically with respect to a defined schema. In such a case no adaptations are 
needed on the client side. The whole DSE process is illustrated with the followings steps from the client and the 
service point of view. 
A) The client contacts a Web Service found via a broker or registry to obtain semantic, self-describing information 
of that service. This information is called a description and specifies a service beyond its pure interface 
description.  
B) The Web Service returns its semantics represented in a client interpretable format, namely a Dynamic Service 
Description (DSD). This response can either be processed automatically or by using a GUI representation that 
allows for user interactions. 
C) Based on the user input or the automated processing the client produces a definition document and a data 
document that are both sent back to the service. We name this combination a Dynamic Service Interface (DSI).  
D) In the last phase the Web Service delivers a service instance and an optional result document that might contain 
some presentable data in form of two dimensional diagrams, tables, .. 
  
The supported dynamism is much more powerful than the usage of ordinary service data and interfaces only, 
because of the following reasons: 
x By decoupling the parts of one language into different schemata only a smaller part of the system has to be 
changed or extended in the case of a schema change. 
x The client can implement and interpret different semantic schemata (descriptions) and map them to one common 
service interface. 
 
Before starting with a detailed discussion, included in the next section, a few factors to bear in mind when 
designing the system are: 
x  Simplicity (the ‘KISS’ principle: Keep It Short and Simple) 
x  Minimum response time 
x Deterministic type operation 
x Minimum cost 
x Optimum efficiency of operations 
 
While it is difficult to generalize all RFID readers and communication systems forming part of an RRN system, a 
few considerations are discussed below: 
x Station address. Every reader (and edge reader) must have a unique address. 
x Protocol message retries. How many retries or messages transmitted before the reader station flags as 
unavailable? 
x Timeout delay. The timeout delay for a message received from an RFID reader. 
x Size of messages from RFID reader. This defines the maximum size of messages allowable from the reader 
during a poll by the master station. 
x Priority message transmit. This defines when an immediate message is required to be transmitted by the master 
station, at the conclusion of a poll of a reader station or when the master station appears in the poll sequence. 
x Poll sequence. Define the reader addresses in the poll sequence for both priority and normal message transfers. 
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4. RRTL Elements 
4.1. Basic schema 
The description schema shown in Fig. 1 builds the first part in the row of schemata that required supporting 
dynamism of a RRTL specification creation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. RRTL main schema 
 
The identifier field is used to identify a RRN implementation. The metadata section element encapsulates some 
other field to describe the service implementation and its mode of operation. The RRN topology field gives the user 
a hint about the realized RRN type while the name extends this information and specifies the service in a more 
precise way. However with the usage of the description field it is possible to describe the application area and 
domain of the RRN solution. The parameter section holds elements of type valueparam, boolparam or comboparam. 
The first one permit specifying floating point numbers, the second one to select logical value and the third one 
represents a list of items.  The data block specifies the records that should be provided for the specific network 
elements.  
4.2. Complex types 
There are several complex types managed inside RRTL schemata. In this point we present the most relevant is 
the RFID Reader Network (RRN) Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. RRN topology schema 
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  The RFID Reader Network is defined as a complete system inside DEPCAS middleware. The system can 
manage a set of RRN sites. Three types of information are required to completely define the relationships within A 
RRN system. Each type corresponds to a successively larger zone of interest. The information distributed at each 
level becomes more comprehensive, with each level building upon the information gathered from the previous level. 
The three types, in ascending order of complexity, are: RRN service is a single RFID network services. RRN site  
site consists of a group of  RRN services. The site may be capable of full RRN functionality, or it may be used for 
non-operational purposes such as training, test or simulation support. The various services which comprise a site 
are usually located in one physical network location. In contrast, different sites are usually located in different 
places. The RRN system consists of a primary site, plus optionally a another different functional sites: backup site, 
redundant site or satellite site. 
 
5. Conclusion  
The RFID middleware research is oriented to find new alternatives to solve the better way to include auto 
identification in productive processes. The new topological readers network and the heterogeneous business 
application must be connected though RFID middleware solving all the established requirements.  In this paper, 
regarding the development of MDM for RFID, there are two main focuses. One is to build an agnostic RFID device 
acquisition system in the same time it accomplish the existing standard proposals. The other one is how to manage 
topological RFID network questions like RFID levels reader point (antennas, edge readers, reader, PLC with RFID 
readers, etc.) or redundant reader points. This two main subject are covered in or solution of DEPCAS MDM, one 
with the use of MARC to hide device management or standardization protocols and topological questions with 
RRTL to express network configuration. 
  About future works there are different issues to be resolved. First, we want to extend the RRTL functionality to 
new topological structures (RFID matrix networks, flow oriented networks, ..).. Second there is one important issue 
to be solved that is the adaptability: detect and automate the RFID topological installation inside a RFID reader 
network. 
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