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Abstract
Anharmonic vibrational many-body methods are developed for and applied to small molecules and extended systems
in a bound potential energy surface (PES).
Diagrammatically size-consistent and basis-set-free vibrational coupled-cluster (XVCC) theory for both zero-point
energies and transition frequencies, the latter through the equation-of-motion (EOM) formalism, is defined for an
nth-order Taylor-series PES. Quantum-field-theoretical tools (the rules of normal-ordered second quantization and
Feynman–Goldstone diagrams) for deriving their working equations are established. The equations of XVCC and
EOM-XVCC are derived and implemented with the aid of computer algebra. Algorithm optimizations known as
strength reduction, intermediate reuse, and factorization are carried out before code generation, producing algorithms
with optimal cost scaling.
A similarity-transformed equation-of-motion vibrational coupled-cluster (STEOM-XVCC) method is introduced
as a one-mode theory with an effective vibrational Hamiltonian, which is similarity transformed twice so that its lower-
order operators are dressed with higher-order anharmonic effects. From diagonalization of this doubly similarity-
transformed Hamiltonian in the small one-mode excitation space, the method simultaneously computes accurate an-
harmonic vibrational frequencies of all fundamentals, which have unique significance in vibrational analyses. We
establish a diagrammatic method of deriving the working equations of STEOM-XVCC and prove their connectedness
and thus size-consistency as well as the exact equality of its frequencies with the corresponding roots of EOM-XVCC.
An extended STEOM-XVCC (Ext-STEOM-XVCC) method is defined as an mth order configuration interaction
method with the doubly similarity-transformed Hamiltonian including up to mth-order excitation operators. Because
the doubly transformed Hamiltonian is dressed with higher-order anharmonic effects, the frequencies of overtones and
combinations obtained are different and superior to the corresponding EOM-XVCC method. We compare and contrast
the Ext-STEOM-XVCC method to its electronic counterpart.
We apply the previously established second-order size-extensive vibrational many-body perturbation (XVMP2)
method to the anharmonic phonon dispersion curves of a model two-mass system and the optical phonons of polyethy-
lene. We obtain accurate results despite the presence of multiple Fermi-resonances in the crystalline systems.
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1.1 The vibrational structure problem
The calculation of the vibrational motion of nuclei plays an important role in the description of the structure and
dynamics of molecules and solids. Such calculations assist in understanding infrared and Raman spectra and enable
accurate assignment of vibrational bands to particular vibrational modes. [1] Furthermore, accurate models of the
vibrational motion of nuclei are required to predict important bulk material properties.
The description of the electronic and nuclear motion of a molecule is a coupled problem governed by the Schrödinger
equation [2]
ĤΨ(r,R) = EΨ(r,R), (1.1)
where Ψ is a wave function which depends simultaneously on the electronic coordinates (r) and nuclear coordinates

































where I and J label atomic nuclei, i and j label electrons, rpq is the distance between particle p and q, ∇2p is the
Laplace operator acting on the particle p, and the atomic number and mass of nucleus I are given by ZI and mI . The
Schrödinger equation can be solved exactly for hydrogen-like systems, but only approximate solutions are possible
for systems of more particles. However, the problem can be greatly simplified by invoking the Born-Oppenheimer
approximation. [3] Since the mass of the nuclei are orders of magnitude larger than the mass of the electron, the nuclear
positions are effectively frozen with respect to the motion of the electrons. This enables one to break the solution of
the Schrödinger equation into two parts. By neglecting the first term of the molecular Hamiltonian (corresponding to



























with the corresponding Schrödinger equation
ĤeΨe(r; R) = V(R)Ψe(r; R). (1.4)
The electronic wave function Ψe and the electronic energy V(R) depend parametrically on the nuclear coordinates.






∇2i + V(R). (1.5)
The nuclear Hamiltonian is invariant with respect to overall rotation and translation of the system. Therefore, it
















where Q = {Q1,Q2, . . . ,QM} are orthonormal mass-weighted vibrational coordinates, mtot is the total mass of the
system, ∇2CM is the Laplace operator for the center of mass of the system, α and β are summed over the three Cartesian
coordinates, µ is the reciprocal inertia tensor, and Π and π are angular momentum operators. The translational degrees
of freedom, which correspond to the third term, are rigorously separable from rotation and vibration, but the rotational
and vibrational degrees of freedom are not separable because µ and π in the fourth and fifth terms depend on the vi-
brational coordinates Q. However, this rovibrational coupling is usually small and becomes increasingly insignificant







The methods described throughout the remainder of this document seek the eigenvalues and eigenvectors of this purely
vibrational Hamiltonian, and we drop the subscript “vib” from all further appearances for brevity.
The PES is a high-dimensional function with no general analytical form, but one common representation is to
expand V(Q) in a Taylor-series expansion about some reference geometry


















Fi jklQiQ jQkQl + . . . , (1.8)
where V0 is the value of the potential and F’s are referred to as force constants. Typical vibrational analysis is
carried out at a potential energy minimum obtained by a geometry optimization; therefore, the first-order derivatives
of the potential (Fi) vanish. Secondly, a set of normal-coordinates can be found which diagonalize the second-order
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derivatives of the potential. Furthermore, neglecting all higher-order terms of the potential defines the harmonic
approximation frequently utilized for vibrational problems. The advances in electronic structure theory of the last two
decades have enabled the routine calculation of PES’s free of empirical parameters, and the vibrational properties of
molecules and solids can be routinely calculated within the harmonic approximation.
Unfortunately, the harmonic approximation often fails to produce even qualitatively accurate results. For example,
some of the incorrect predictions of the harmonic approximation are:
1. There is no coupling between vibrational modes.
2. Only the fundamental vibrational modes are observable by infrared or Raman spectroscopy.
3. The frequency of overtones and combinations are exact multiples of the harmonic frequencies.
4. There is no thermal expansion of solids.
5. The thermal conductivity of solids is infinite.
1.2 Vibrational self-consistent field theory
To correct the deficiencies of the harmonic approximation requires a rigorous treatment of anharmonic effects. To this
end, the toolkit of many-body methods developed for the electronic structure problem can be adapted for vibrations.
Bowman and Ratner pioneered the vibrational self-consistent field (VSCF) method which relies on a single reference
Hartree product of one-mode functions (“modals”) along normal coordinates. These modals are determined so as to
minimize the VSCF energy and are numerically defined on a grid or a basis set. [5–7]
We have recently shown that many of the Hamiltonian matrix elements of VSCF end up vanishing in the thermody-
namic limit. [8] When these elements are erased from the VSCF equation, we arrive at a far more efficient, rigorously
size-consistent, but less accurate variant of VSCF, which we call XVSCF(n) and XVSCF[n], [9–11] depending on
whether an anharmonic geometry correction is suppressed (in the former) or not (in the latter). Each modal of XVSCF
(or that of VSCF in the thermodynamic limit) is shown to be a harmonic-oscillator wave function with its frequency
and center dressed with mean-field anharmonic effects, [8,9] which is consistent with Makri’s theorem. [12] Since the
Hamiltonian matrix elements in harmonic-oscillator modals are expressed simply with force constants, XVSCF and
vibrational correlation theories based on it can be defined compactly with force constants and excitation amplitudes.
Grids, basis sets, and quadratures are no longer necessary. This more efficient formulation does restrict the potential to
be expressed as a polynomial in terms of normal coordinates. While this is computationally attractive, it is not always
sufficient for high accuracy results. Other vibrational methods, such as MCTDH, can use curvilinear coordinates,
while MCTDH and methods based on traditional VSCF do not require a polynomial form of the PES.
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Furthermore, a normal-ordered second-quantized form of the vibrational Hamiltonian has been introduced re-
cently, [13] and we have shown that the constant term and excitation amplitudes of the normal-ordered second-
quantized form of the vibrational Hamiltonian [13] are identified as the energy, gradient, and frequency expressions of
XVSCF (not of VSCF). This observation highlights the central place this theory occupies in anharmonic vibrational
structure theory and the fact that XVSCF provides an ideal reference wave function for vibrational correlation theo-
ries. It further indicates that the algebraic interpretations of vertices in diagrammatic expressions of these theories are
the XVSCF amplitudes. In this spirit, a diagrammatically size-extensive vibrationally perturbation (XVMP2) theory
which relies on XVSCF as a reference was defined and implemented. [14] A logical next step is the development of
a vibrational coupled-cluster (VCC) theory which obtains the efficiency of the underlying reference but recovers high
accuracy.
1.3 Vibrational coupled-cluster theory
Coupled-cluster (CC) theory [15] was introduced by Coester and Kümmel [16,17] in nuclear physics and soon adopted
by Čı́žek and coworkers [18, 19] in the field of quantum chemistry, where it was fully developed into the most accu-
rate, versatile, and widely applicable electronic structure theory. [20–22] Being rigorously (i.e., diagrammatically)
size consistent, [23,24] it was applied to problems in solid-state physics. [25–31] It also witnessed a revival in nuclear
physics, [32, 33] as the Hamiltonian for nucleons became increasingly more accurate. Another area where the appli-
cability of this theory is being explored is quantum nuclear dynamics in a bound potential energy surface (PES), i.e.,
anharmonic vibrational structure theory. [34, 35]
Following its applications to model PES’s, [36–38] vibrational CC (VCC) theory was pioneered and extensively
developed by Prasad and coworkers for general molecules with truncated Taylor-series PES’s. [39–47] They consid-
ered both zero-point energies and transition frequencies using the equation-of-motion (EOM) [40, 45] or multirefer-
ence [42,47] formalism. They also calculated spectra and band intensities in either the time-dependent [39,41,43,44]
or independent [46] framework. These methods are based on a single Hartree product of harmonic-oscillator wave
functions as a reference, of which the mode frequencies and coordinate center are varied to minimize its energy. Their
working equations are derived using the second-quantized ladder operators, which are valid for harmonic oscilla-
tors. The reference wave function adopted can be identified as that of the size-extensive vibrational self-consistent
field (XVSCF) method with an anharmonic geometry correction, i.e., XVSCF[n] (n is the rank of the Taylor-series
PES). [10]
In the meantime, Christiansen and coworkers [48–54] proposed alternative formulations of VCC theory and its
excited-state analog, VCC linear response (VCCLR). They may be viewed as a direct extension of vibrational corre-
lation theories pioneered by Bowman and coworkers and by Ratner and coworkers, such as vibrational configuration-
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interaction (VCI) [55] and vibrational Møller–Plesset perturbation (VMP) theories, [56] and share similar design
philosophies. They all rely on a single reference Hartree product of one-mode functions (“modals”) along normal
coordinates furnished by VSCF, and they inherit the terms of VSCF which are not size-consistent.
Insofar as the modern formulation of CC theory is based on normal-ordered second quantization or diagrams,
XVSCF should play a key role in the formulation of VCC theory. In Chapter 2, we present a rigorously (i.e., diagram-
matically) size-consistent VCC theory for the ground and excited states, the latter through the EOM formalism.
1.4 Similarity transformations with exponential operators
Coupled-cluster (CC) theory [18, 57–61] for electronic structures is one of the most successful examples of an ef-
fective Hamiltonian theory, which is an equivalent but often more advantageous approach to solving the Schrödinger
equation than the straightforward diagonalization of the bare Hamiltonian matrix. [62–67] Consider the action of a
wave operator [64, 68] on a single-Slater-determinant [such as Hartree–Fock (HF)] wave function of the ground state
|Φ0〉, which converts it into the exact wave function |Ψ0〉,
|Ψ0〉 = Ω̂|Φ0〉. (1.9)
The Schrödinger equation is then rewritten as
ĤΩ̂|Φ0〉 = E0Ω̂|Φ0〉. (1.10)
By left multiplying with Ω̂−1, one can further recast it into an alternative form:
H̄|Φ0〉 = E0|Φ0〉, (1.11)
where the effective Hamiltonian H̄ is defined by the similarity transformation of the bare Hamiltonian Ĥ,
H̄ = Ω̂−1ĤΩ̂. (1.12)
Equation (1.11) may be viewed as a trans-correlated Schrödinger equation with the effective Hamiltonian H̄. [69,70] It
has the HF wave function as an eigenfunction solution, yet the corresponding eigenvalue gives the exact ground-state
energy E0.
Such an approach falls into one of two broad categories. If Ω̂−1 = Ω̂†, the similarity transformation in Eq. (1.12)
is also a unitary transformation and H̄ is Hermitian. If Ω̂−1 , Ω̂†, the transformation is not unitary and H̄ is no longer
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Hermitian. In either case, the eigenvalue spectrum of the Hamiltonian is unchanged by the transformation.
In CC theory, the wave operator is an exponential excitation operator,
Ω̂ = eT̂ , (1.13)
where T̂ is a sum of one- through m-electron excitation operators. The effective Hamiltonian is then given by
H̄ = e−T̂ ĤeT̂ . (1.14)
The amplitudes of T̂ are determined such that |Φ0〉 satisfies the trans-correlated Schrödinger equation of Eq. (1.11)
only in the space of all n-electron (0 ≤ n ≤ m) excited determinants. If m is less than the number of electrons, this
constitutes an approximation which alters the eigenvalue spectrum. Taking CC with singles and doubles (CCSD) [60]
as an example, the equations to solve for T̂ read
〈Φai |H̄|Φ0〉 = 0, (1.15)
〈Φabi j |H̄|Φ0〉 = 0, (1.16)
where |Φai 〉 and |Φabi j 〉 are one- and two-electron excited determinants, respectively (i, j, k, . . . are occupied spinorbitals
and a, b, c, . . . are virtual). The CCSD ground-state energy ECC (as an approximation to E0) is then obtained by
evaluating
ECC = 〈Φ0|H̄|Φ0〉. (1.17)
By virtue of satisfying Eqs. (1.15) and (1.16), the effective Hamiltonian H̄ has a block structure, where the first column
of H̄ is zero in the singles and doubles blocks, as illustrated by H̄(EE) in Fig. 1.1.
Since e−T̂ , (eT̂ )†, the CC effective Hamiltonian is not Hermitian. However, this is a worthy sacrifice because the
exponential structure of the CC wave operator is responsible for both the rigorous size-extensivity and comparatively
high accuracy of the theory at a low computational cost. The size-extensivity is traced to the connectedness of the
effective Hamiltonian,







where “C” indicates the absence of disconnected terms. [71,72] The exponential excitation operator also allows the CC
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wave function to include higher excitations than the truncation order of T̂ all the way up to simultaneous excitations
of all electrons in the system. Electron-correlation effects from such higher-order excitations are folded into each
amplitude of the effective Hamiltonian H̄, making its constant part ECC much closer to the exact energy than that in
the bare Hamiltonian (which is just the HF energy EHF, capturing no correlation) or the lowest eigenvalue of Ĥ in the
space of zero-, one-, and two-electron excited determinants, i.e., the ground-state energy of configuration interaction
(CI) with singles and doubles (CISD), which lacks size-extensivity.
As implied by the use of distinct symbols X̄ versus X in Fig. 1.1, higher-order excitation effects are included
not only in the constant part (ground-state energy) but also in all the other amplitudes of the effective Hamiltonian
operator H̄. Therefore, energies of states other than the ground state can also be obtained with higher accuracy by
diagonalization of the H̄ matrix in the space of excited (EE), ionized (IP), or electron-attached (EA) determinants than
by diagonalization of the bare Ĥ matrix in the respective space (which is CI). This is the idea underlying equation-
of-motion coupled-cluster (EOM-CC) theory for excited states, [73–81] IP-EOM-CC for ionized states, [82–85] or
EA-EOM-CC for electron-attached states. [86–89] They can also be justified by a linear-response argument applied to
ground-state CC. [90–92]
Taking CCSD for excited states as an example, the corresponding method, EOM-CCSD, is stipulated simply as
a CISD problem using H̄ in lieu of Ĥ (Fig. 1.1). Therefore, the `th excited-state wave function of EOM-CCSD
is R̂(`)|Ψ0〉, where R̂(`) is a sum of one- and two-electron linear (CI-like) excitation operators, which satisfies the
trans-correlated Schrödinger equation,
H̄R̂(`)|Φ0〉 = E`R̂(`)|Φ0〉, (1.19)
in the matching determinant space, namely,
〈Φai |H̄R̂(`)|Φ0〉 = E`〈Φai |R̂(`)|Φ0〉, (1.20)
〈Φabi j |H̄R̂(`)|Φ0〉 = E`〈Φabi j |R̂(`)|Φ0〉. (1.21)
One can act R̂(`) on both sides of Eq. (1.11) and subtract its projection onto the same determinants from Eqs. (1.20)
and (1.21) to obtain
〈Φai |[H̄, R̂(`)]|Φ0〉 = ω` 〈Φai |R̂(`)|Φ0〉, (1.22)
〈Φabi j |[H̄, R̂(`)]|Φ0〉 = ω` 〈Φabi j |R̂(`)|Φ0〉, (1.23)
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|Φ0〉 = ω` 〈Φabi j |R̂(`)|Φ0〉. (1.25)
These equations prove the rigorous size-insensivity of excitation energy ω` = E` − ECC, which then implies its high
accuracy. The ground-state determinant (or the zero-electron excitation operator) does not enter the excited-state wave
functions because of the block-diagonal structure of the H̄ matrix in the first column (see H̄(EE) in Fig. 1.1). In other
words, the ground and excited states are decoupled by the similarity transformation. Because of this decoupling, the
use of the commutator is equivalent to the original CI problem except for a shift in energy










Furthermore, unlike the matrix elements of Ĥ used in CISD, those of H̄ are dressed with the size-extensive ground-
state correlation effect via the similarity transformation. For example, the matrix elements 〈Φabci jk |[H̄, R̂1(`)]|Φ0〉 are
small as only three-body terms of H̄ contribute, so EOM-CCSD implicitly benefits from the inclusion of higher-order
excitations relative to CISD. The same logic applies to IP- and EA-EOM-CCSD (see H̄(IP) and H̄(EA) in Fig. 1.1).
Viewing CC and EOM-CC as just the first application of a series of similarity transformations to the Hamilto-
nian, one can propose a potentially more powerful theory for excited states. The CC effective Hamiltonian H̄ can
be transformed a second time with another exponential excitation operator {eŜ } (where the braces bring the opera-
tors enclosed by them into a normal-order) to account for higher-order electron-correlation effects in excited states.
Such an approach was first considered by Stolarczyk and Monkhorst [93–96] in the development of Fock-space CC
(FSCC) theory and subsequently by Nooijen et al., [97–103] who proposed similarity-transformed equation-of-motion
coupled-cluster (STEOM-CC) theory.
In the STEOM-CC method with single and double excitations (STEOM-CCSD), [97–103] the second similarity
transformation,
¯̄H = {eŜ }−1H̄{eŜ }, (1.28)
decouples the 1h determinants from the 2h1p ones in the IP sector and the 1p determinants from the 1h2p ones in the
8
EA sector, i.e.,
〈Φai j| ¯̄H|Φk〉 = 0, (1.29)
〈Φabi | ¯̄H|Φc〉 = 0. (1.30)
These can be achieved by the Ŝ operator containing up to 2h1p and 1h2p operators. [104–109] The matrix representa-
tions of the resulting ¯̄H operator should have the block tridiagonal structures illustrated by ¯̄H(IP) and ¯̄H(EA) in Fig. 1.1.
The diagonalization of these matrices in the tiny 1h or 1p space (indicated by the dashed boxes in the same figure)
is equivalent to IP- or EA-EOM-CCSD, [97–99] which selectively and simultaneously determine all principal IPs or
EAs. Furthermore, since IP- and EA-EOM-CCSD have ready-available efficient implementations, they can be used to
determine the amplitudes of Ŝ expediently.
However, the objective of STEOM-CCSD is not to supply an alternative route to IP- or EA-EOM-CCSD but more
so to compute excitation energies. Notice that the amplitudes of the ¯̄H operator that are made to vanish in Eqs. (1.29)
and (1.30) are of the two-electron excitation type. Hence, the ¯̄H operator largely, albeit not completely, decouples the
one- and two-electron excited determinants also, i.e.,
〈Φabi j | ¯̄H|Φck〉 ≈ 0, (1.31)
rendering the ¯̄H(EE) matrix an approximate block tridiagonal structure shown in Fig. 1.1. The reason for the incom-
plete decoupling (the approximate equal sign in the above equation) is that the left-hand side contains three-electron
contributions that are insignificant but remain nonzero.
Owing to this matrix structure and the connectedness of ¯̄H proven by Nooijen, [110] the diagonalization of this
matrix in its tiny singles-singles block (dashed-boxed area of ¯̄H(EE) in the figure) yields size-intensive excitation
energies of all predominantly one-electron character simultaneously that are roughly of the same accuracy and, for
certain classes of excitations (such as charge-transfer excitations), distinctly superior to EOM-CCSD. [99, 111] The
ground-state energy ECC is unchanged by the second similarity transformation.
In Chapters 3 and 4, we will investigate the utility of the STEOM ansatz for vibrations.
1.5 Vibrational structure theory for one-dimensional periodicity
Here we outline the calculation of phonon dispersion curves for a system with periodicity in one dimension.
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where V is the electronic energy of the system and Xν(m) is the νth Cartesian coordinate in the mth unit cell. The









where mν is atomic mass associated with the νth Cartesian coordinates, a is the lattice constant, and k is the linear




, {n ∈ Z|0 ≤ n < K}, (1.34)
where K is the number of unit cells.
Diagonalizing the dynamical force constant matrix as a function of the quasimomentum k yields eigenvalues ω2pkp
and eigenvectors Cµpkp . The pth phonon branch of the phonon dispersion curves is then obtained by plotting the
frequency ωpkp as a function of the linear quasimomentum kp.
The working equations of the diagrammatically size-consistent vibrational methods described in this work all rely
on an expansion of the PES in a Taylor series. The force constants in normal coordinates which define the Taylor-series































































where ∆k enforces the momentum conservation condition. That is ∆k = 1 if k = 2nπ/a where n is an integer and ∆k is
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zero otherwise. Since the normal coordinates are centered at the equilibrium lattice structure, we have
Fpkp = 0, (1.39)








|Φ0〉 |Φai 〉 |Φabi j 〉
〈Φ0 | EHF 0 X
〈Φai | 0 X X




|Φ0〉 |Φai 〉 |Φabi j 〉
〈Φ0 | ECC X̄ X̄
〈Φai | 0 X̄ X̄





〈Φi | X̄ X̄





〈Φa | X̄ X̄





〈Φi | ¯̄X ¯̄X





〈Φa | ¯̄X ¯̄X




|Φ0〉 |Φai 〉 |Φabi j 〉
〈Φ0 | ECC ¯̄X ¯̄X
〈Φai | 0 ¯̄X ¯̄X
〈Φabi j | 0 ≈ 0 ¯̄X

Figure 1.1: Structure of the bare (Ĥ), singly (H̄), and doubly ( ¯̄H) similarity-transformed Hamiltonian of electronic
CCSD in the excited (EE), ionized (IP), and electron-attached (EA) sectors. The blocks whose elements are zero and
approximately zero are represented by 0 and ≈ 0, respectively, while the others by X, X̄, and ¯̄X. The blue-colored
blocks are the ones expressly made to vanish by the similarity transformation. EHF and ECC denote the HF and CCSD
energy, respectively, for the ground state. The dashed-boxed areas are the formal diagonalization spaces of EOM-
CCSD (H̄(EE)), IP-EOM-CCSD (H̄(IP)), EA-EOM-CCSD (H̄(EA)), and STEOM-CCSD ( ¯̄H(EE)). Diagonalization in the






In this chapter,1 we present rigorously (i.e., diagrammatically) size-consistent VCC theory for the ground and excited
states, the latter through the EOM formalism. We call them XVCCm and EOM-XVCCm theories, respectively, where
m stands for the highest excitation rank considered. We propose a rational and expedient method of deriving their
algebraic definitions using the rules of normal-ordered second quantization and Feynman–Goldstone diagrams. We
demonstrate its utility through the derivation of low-order XVCC and EOM-XVCC equations. The formalisms thus
derived are valid for any single reference Hartree product of harmonic-oscillator modals along delocalized, rectilinear
coordinates, such as XVSCF(n), [9] XVSCF[n], [10] and the closely related self-consistent-phonon (SCP) method
[112–116] as well as the harmonic approximation. In its current implementation, XVCC is ill-equipped for a PES with
multiple minima along one coordinate. Some diagrammatic contributions are shown to vanish in the XVSCF and SCP
reference, making them more favorable, although higher-order XVCC and EOM-XVCC are increasingly insensitive
to the reference choice. XVCC and EOM-XVCC with the XVSCF[n] reference are found to be equivalent to the VCC
formalism first developed by Prasad and coworkers, [40, 45] shedding light on the relationship between the two VCC
theories and XVCC theory: the VCC theory of Prasad and coworkers and XVCC theory are diagrammatically size-
consistent and infinite-basis counterparts of the VCC theory of Christiansen and coworkers in a truncated Taylor-series
PES, if no other approximations are made.
We furthermore derive and implement high-order XVCCm and EOM-XVCCm equations up to m = 8 or octuple
excitations, with the aid of computerized derivation, optimization, and code synthesis. We apply these methods to
the zero-point energies and frequencies of the fundamentals, overtones, and combinations as well as Fermi-resonant
modes of the water and formaldehyde molecules, using quartic force fields (QFF’s). [117] A comparative analysis
is performed for the results of these methods and of XVSCF(n), XVSCF[n], size-extensive second-order vibrational
many-body perturbation theory (XVMP2), [14] and full VCI. It shows that XVCCm and EOM-XVCCm with m equal
to the truncation rank of the Taylor-series PES are uniformly accurate and stable for both resonant and nonresonant
1The work in this chapter has been published in Ref. 132. Reprint permission is granted by AIP.
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modes and are likely the methods with the greatest practical utility of all considered.
2.2 Theory
2.2.1 XVCC formalism
We express the mth-order XVCC (XVCCm) wave function for the zero-point (ground) state (labeled by subscript ‘0’)
as
|Ψ0〉 = eT̂ |Φ0〉, (2.1)
where |Φ0〉 is a reference wave function. The latter, in turn, is a Hartree product of harmonic-oscillator modals (which





where |np〉 denotes the harmonic-oscillator wave function with quantum number np and frequency ωp along the pth
normal, first-order Dyson, [11] or other delocalized rectilinear coordinate. Operator T̂ is the sum of the single, double,
through m-fold cluster excitation operators,







τp1 p2···pn â†p1 â
†






τp1 p2···pn {â†p1 â†p2 · · · â†pn }, (2.5)
where τp1 p2···pn is an excitation amplitude, the value of which is to be determined by solving the amplitude equations
(see below). Operator â†p and its adjoint âp are the ladder operators for the harmonic-oscillator modals, i.e.,
âp|np〉 = n1/2p |np − 1〉, (2.6)
â†p|np〉 = (np + 1)1/2|np + 1〉. (2.7)
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The braces {· · · } in Eq. (2.5) bring the operators enclosed by them into a normal order. [13] Two or more of the mode
indices (p1, p2, . . . , pn) in Eq. (2.4) are permitted to be coincident.
We require that the wave function of Eq. (2.1) satisfy the vibrational Schrödinger equation in the space of Hartree
products reachable by T̂ from |Φ0〉:
〈Φ0|ĤeT̂ |Φ0〉 = 〈Φ0|E(m)0 eT̂ |Φ0〉, (2.8)
and
〈Φp1 p2···pn |ĤeT̂ |Φ0〉 = 〈Φp1 p2···pn |E(m)0 eT̂ |Φ0〉, (2.9)
for all p1, p2, . . . , pn and each n (1 ≤ n ≤ m). Here, E(m)0 is the XVCCm total energy and
|Φp1 p2···pn〉 = â†p1 â†p2 · · · â†pn |Φ0〉. (2.10)
The number of the amplitude equations expressed collectively by Eq. (2.9) is equal to the number of unknown excita-
tion amplitudes {τ} in Eq. (2.4). Furthermore, it can be shown below that E(m)0 , which is also unknown, is eliminated
from Eq. (2.9). Hence, by solving Eq. (2.9), we obtain {τ}. Substituting the latter in the energy equation [Eq. (2.8)],
we determine E(m)0 .
The reference wave function |Φ0〉 can be furnished by any of the following: XVSCF(n), [9] XVSCF[n], [10]
SCP, [112–116] or the harmonic approximation. They differ from one another in the coordinates, their center, and
the modal frequencies, [11] but they all share the same form: the Hartree product of harmonic-oscillator modals. The
XVCCm formalisms are essentially unchanged by the choice of the references except that some terms may vanish in
some references. The foregoing definition of XVCCm and the working equations derived in the following are valid
for any of these references.
One may notice at this stage a striking difference between electronic CC and XVCC. Since the one-mode basis
functions of XVCC are harmonic-oscillator wave functions, which need not be stored numerically, XVCC can take
account of an infinite number of them implicitly. This means that, even when the Hamiltonian is truncated after the
n-body term (n ≥ 3) for a molecule with N vibrational degrees of freedom, neither XVCCn nor XVCCN is exact
mathematically, though XVCCm is shown below to be rapidly convergent with m in practice. In other words, XVCC
is an infinite-basis or basis-free method despite the finiteness of its equations. This is where XVCC and Christiansen’s
VCC (Ref. 48) also differ from each other fundamentally. The excitation space reached by T̂ is limited by the number
of basis functions included in VCC, whereas it is not in XVCC.
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The VCC ansatz of Prasad and coworkers [40, 45] is the same as above, but it is predicated on a reference Hartree
product of Gaussian modals along normal coordinates, whose centers and widths are varied to minimize its energy.
This reference method is identified as the XVSCF[n] method. [10] Therefore, XVCCm with the XVSCF[n] reference
corresponds to the VCC theory of Prasad and coworkers, [40, 45] although XVCCm is defined for more general
reference Hartree products, including XVSCF(n), SCP, and the harmonic approximation.
2.2.2 Algebraic derivation of XVCC
Here, we illustrate an algebraic derivation of working equations of XVCCm using the normal-ordered second quan-
tization and Wick’s theorem. [13] We use, as an example, XVCC1 or XVCC with single excitations (XVCCS) for a
vibrational Hamiltonian with a QFF.
This Hamiltonian can be written in the normal-ordered second-quantized form [13] as




































































The constant term in Eq. (2.11), E(0)0 , is the total ground-state energy expression of XVSCF, [9, 10, 13] regardless
of the actual reference method adopted in the calculation, and given by



















+ . . . , (2.12)
where V0 is the value of the PES at the minimum, ωp is again the frequency of the pth modal, and F’s are the force
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hp = hp, (2.18)












qrs = hpqrs. (2.21)
These amplitudes are invariant to any permutation of indices. With the XVSCF(4) reference, hpp = ωp holds. In the
XVSCF[4] reference, additionally, hp = 0 is true. Furthermore, hpq = 0 for p , q with the SCP reference. The fact that
these key quantities of the XVSCF methods naturally emerge in the expression of the normal-ordered Hamiltonian
underscores their fundamental significance in many-body vibrational theory. [13]
From Eq. (2.8), we find the XVCCS energy equation to be
E(1)0 = 〈Φ0|Ĥ
(












where E(1)0 is the XVCCS total energy and the Taylor-series of the exponential operator is truncated after the T̂
4
1 term






















in a QFF. Here, the Taylor-series can be terminated after the T̂ 51 term (see below).
Wick’s theorem states that the vacuum expectation value of a product of two or more normal-ordered series of
operators is the sum of all full contractions with no internal contractions. [13, 118] It also states that the vacuum
expectation value of just one normal-ordered series is zero. [13, 118]
Using this theorem, one can evaluate the first term of Eq. (2.22) as
〈Φ0|Ĥ|Φ0〉 = E(0)0 . (2.24)































The fourth and fifth terms are evaluated similarly, yielding
1
3!
















Since the Hamiltonian with a QFF has only up to four-body operators, the T̂ 51 term and higher in the exponential
operator cannot produce a full contraction.























It may be noticed that each of the second and subsequent terms is connected in the sense that every factor has at least
one common summation index with another factor. This ensures the extensivity of E(1)0 . [23, 24]
The connectedness of the energy equation is a universal feature of XVCCm for all m. For future convenience,







where ĤN = Ĥ − E(0)0 , ∆E(m)0 = E(m)0 − E(0)0 , and (· · · )C deletes terms that are disconnected. We call this the energy
equation of XVCCm.
The XVCCS amplitude equation can likewise be derived by Wick’s theorem. The first term of Eq. (2.23) has one
nonzero full contraction:
〈Φ0|{âp}Ĥ|Φ0〉 = 〈Φ0|{âp}{â†q}|Φ0〉 = hp. (2.31)
























































The remainder are evaluated similarly, yielding
1
3!




























The higher-order terms in the exponential operator cannot produce a full contraction and are zero.
Combining these, we find the XVCCS amplitude equation to read
E(1)0 τ




































Note that the first five terms in the right-hand side are disconnected in the sense that there is a factor (τp) that has no
common summation index with any other factor; each of them is, therefore, a simple product of two factors.
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where we use the fact that the sum in the parenthesis is equal to E(1)0 as per Eq. (2.29). We can, therefore, further
simplify the amplitude equation into














hpqrsτqτrτs = 0. (2.40)
Notice that this amplitude equation consists of connected terms only.
In fact, we can recast the amplitude equations of XVCCm in general into a form that is equivalent to, but more






|Φ0〉 = 0, (2.41)
for all p1, p2, . . . , pn and all n (1 ≤ n ≤ m). We call this the Tn amplitude equation of XVCCm. The diagrammatic
derivations of XVCC and the EOM-XVCC formulations to be discussed below are based on Eqs. (2.30) and (2.41).
We now outline a general, systematic derivation of the connected form of the XVCCm equations. The vibrational
Schrödinger equation for a general XVCC wave function can be written as
ĤNeT̂ |Φ0〉 = ∆E(m)0 eT̂ |Φ0〉. (2.42)
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Multiplying Eq. (2.42) by eT̂ from the left yields
e−T̂ ĤNeT̂ |Φ0〉 = ∆E(m)0 |Φ0〉. (2.43)
The similarity transformed Hamiltonian can be rewritten using the Baker-Campbell-Hausdorff expansion as








+ · · · . (2.44)
Unlike in electronic CC, this expansion is formally infinite for vibrations and is only truncated after truncating the
Hamiltonian. Evaluation of the commutators in Eq. (2.44) eliminates all disconnected terms. Furthermore, the only








Substituing the connected form of the Hamiltonian into Eq. (2.43) and projecting onto the space spanned by T̂ yields
the connected forms of the energy and amplitude equations given in Eqs. (2.30) and (2.41) respectively.
2.2.3 Diagrammatic derivation of XVCC
The equations of XVCC can be derived even more expediently with Feynman–Goldstone diagrams, which is equiv-
alent to the normal-ordered second-quantized derivation; a diagram corresponds to all topologically related Wick’s
contractions. Here, we introduce the rules of drawing closed diagrams for XVCC energy equations and open dia-
grams for XVCC amplitude equations as well as the rules of translating them into algebraic expressions. These rules
differ from those for XVMP energies and self-energies. [119] We illustrate their application to XVCCm with m = 1
(XVCCS) and m = 2 (XVCCSD) in this subsection.
We recast each term in the normal-ordered Hamiltonian, Ĥ, into diagrammatic forms, as shown in Fig. 2.1. There
is a term-by-term correspondence with the Hamiltonian defined by Eq. (2.11). The cluster excitation operators, {T̂n},
are expressed diagrammatically in Fig. 2.2.
Table 2.1 lists the rules to generate diagrams of the XVCCm energy and amplitude equations in an nth-order
Taylor-series PES. Applying these rules, we find the energy diagrams of XVCCS in a QFF (n = 4) to be those in Fig.
22









where the summands are the algebraic interpretation of the diagrams. Since each T̂k vertex in an energy diagram has
only upgoing lines (signifying the fact that they describe an excitation process), all of its lines have no choice but to
connect with the ĤN vertex, making the whole diagram always connected when closed, guaranteeing its thermody-
namic extensivity as per the extensive diagram theorem. [23, 24, 120]
Table 2.2 provides a set of rules to translate these diagrams into algebraic expressions. For example, diagram E4
of Fig. 2.3 can be labeled as shown in Fig. 2.5 using rules 1 through 5 of the table. Following the remaining rules, we





where the 1/4! factor comes from rule 8 because there are four equivalent T̂1 vertices. It is straightforward to confirm
that the algebraic interpretations of E1, E2, and E3 obtained with Table 2.2 agree exactly with the second, third, and
fourth term of the XVCCS energy expression [Eq. (2.29)], respectively.


































The factor of (1/2!)3 in the penultimate term (diagram E7) arises from the fact that there are one pair of equivalent T̂2
vertices and two pairs of equivalent lines.
Table 2.1 also outlines rules to enumerate all diagrams in the XVCCm amplitude equations. Unlike energy dia-
grams, a diagram in the Tl amplitude equation is open with l external lines. Such diagrams can be disconnected, in
which case they must be deleted as per rule 3.
23





S i ≡ T (1)1 , (2.51)
where S i is the algebraic interpretation of the corresponding diagram. The T1 amplitude equation of XVCCSD in a
QFF is diagrammatically expressed by Figs. 2.6 and 2.7. The T2 amplitude equation of the same method is defined








Di ≡ T (2)2 . (2.53)
The interpretation rules in Table 2.2 apply to open diagrams in these amplitude equations also. For example, lines







Applying the same rules to diagrams S 1, S 2, and S 3 and substituting the results in Eq. (2.51) reproduces the T1
amplitude equation [Eq. (2.40)] derived algebraically.
The T1 amplitude equation of XVCCSD in a QFF is likewise obtained directly from Figs. 2.6 and 2.7:
0 = T (2)1 (2.55)








































where T (1)1 is given algebraically in Eq. (2.40).
24
Similarly, the T2 amplitude equation of the same method can directly result from Fig. 2.8 and reads





























































































In the same way, the diagrammatic energy and amplitude equations of XVCCm for m ≤ 8 in a QFF are derived
and documented in Appendix A. They were generated with the aid of computer algebra based on the rules provided in
Tables 2.1. The algebraic equations can be easily generated by application of the rules provided in Table 2.2.
2.2.4 EOM-XVCC formalism
In a vibrational analysis, it is usually the frequencies (excitation energies) that are of greater interest than the zero-point
energies (total energies in the ground state). Here, we stipulate and implement an excited-state XVCC theory using
the EOM formalism, [73–77, 81] which is equivalent to CC linear response [78–80, 90–92] for excitation energies.








where T̂ is truncated after the m-fold cluster excitation operator [Eq. (2.3)] and all of its amplitudes should have been
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determined by a preceding XVCCm calculation.
Let R̂ be a linear excitation operator truncated after the same rank,
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rp1 p2···pn {â†p1 â†p2 · · · â†pn }, (2.63)
where rp1 p2···pn is an excitation amplitude. We require that the excited-state wave function R̂|Φ0〉 satisfy the Schrödinger
equation with the modified Hamiltonian H̄N in the space of Hartree products reachable by R̂ from |Φ0〉. That is,
〈Φ0|H̄NR̂|Φ0〉 = 〈Φ0|∆E(m)` R̂|Φ0〉, (2.64)
〈Φp1 p2···pn |H̄NR̂|Φ0〉 = 〈Φp1 p2···pn |∆E(m)` R̂|Φ0〉, (2.65)
for all p1, . . . , pn and all n (1 ≤ n ≤ m), where ∆E(m)` = E(m)` − E(0)0 and E(m)` is the total EOM-XVCCm energy of the
`th excited state. The constant term r0 is formally necessary in Eq. (2.61) for excited states of the same symmetry as
the ground state. Although R̂ and its amplitudes vary with ` and should thus carry a ` identifier, it is suppressed for
brevity.
Equations (2.64) and (2.65) define EOM-XVCCm as an eigenvalue problem with a non-Hermitian matrix of H̄N,
which thus has both left and right eigenvectors with R̂ corresponding to the latter. They can, however, be further
simplified by using the fact that T amplitudes in H̄N satisfy the XVCCm equations. Equation (2.30) and (2.41)
indicate that |Φ0〉 satisfies the Schrödinger equation with H̄N in the same Hartree-product space. This implies
〈Φ0|R̂H̄N|Φ0〉 = 〈Φ0|R̂∆E(m)0 |Φ0〉, (2.66)
〈Φp1 p2···pn |R̂H̄N|Φ0〉 = 〈Φp1 p2···pn |R̂∆E(m)0 |Φ0〉, (2.67)
because R̂†|Φ0〉 ∪ {R̂†|Φp1 p2···pn〉} spans the same space as |Φ0〉 ∪ {|Φp1 p2···pn〉}. Subtracting these from Eqs. (2.64) and
(2.65), we obtain
〈Φ0|[H̄N, R̂]|Φ0〉 = ω̄(m)` r0, (2.68)






− ∆E(m)0 and is the EOM-XVCCm transition energy (frequency) to the `th excited state.









|Φ0〉 = ω̄(m)` rp1 p2···pn , (2.70)
for all p1, . . . , pn and all n (1 ≤ n ≤ m). We call this the Rn amplitude equation of EOM-XVCCm. The nested
connectedness requirement is always met when the term is simply connected because both T̂ and R̂ are excitation
operators and can only directly connect with ĤN, but not with each other.
Equation (2.70), therefore, refers to a set of equations whose number is equal to the number of unknowns (exclud-
ing r0) minus one (because ω̄
(m)
`
is also unknown) and, with an appropriate normalization condition, can determine
ω̄(m)
`
and all the amplitudes in R̂ except r0. The value of r0, in turn, can be determined by Eq. (2.68), though it is not
necessary if only frequencies are sought. Equation (2.70) satisfies the intensive diagram theorem, [23, 24] ensuring
the size consistency of EOM-XVCCm for total excited-state energies and frequencies, despite its CI-like structure.
Just like the electronic counterpart, EOM-XVCCm can also be derived by applying the first-order time-dependent
perturbation (linear-response) theory to XVCCm. This derivation (not repeated here because it is identical to the
electronic case [92]) elegantly explains why the truncation ranks of T̂ and R̂ should be the same. EOM-XVCCm with
the XVSCF[n] reference is the same as excited-state VCC of Prasad and coworkers. [40, 45]
2.2.5 Algebraic derivation of EOM-XVCC
Here, we illustrate the normal-ordered second-quantized derivation of the amplitude equations of EOM-XVCCm using
m = 1 (EOM-XVCCS) in a QFF as an example.






























where we use the facts that the nested connectedness means simple connectedness in this case and that the terms
containing higher powers of T̂1 cannot yield any connected contributions.
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2.2.6 Diagrammatic derivation of EOM-XVCC
The diagrammatic forms of the R̂n operators are given in Fig. 2.10. They are isomorphic to the diagrams of the T̂n
operators with the only difference being the colors of the vertices. The rules to generate all diagrams entering the
amplitude equations of EOM-XVCCm are given in Table 2.3. The rules for interpreting these diagrams algebraically
are provided in Table 2.2.
As an illustration, we derive the R1 amplitude equation of EOM-XVCCS in a QFF diagrammatically. Diagrams in
this equation are drawn in Fig. 2.11. The R1 amplitude equation can thus be formally written as
R(1)1 ≡ S ′1 + S ′2 + S ′3 = ω̄(1)` rp. (2.76)
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where the 1/2! factor is due to a pair of equivalent T̂1 vertices. The other two diagrams can be interpreted similarly,
yielding the same R1 amplitude equation as Eq. (2.75).
The diagrammatic equations of EOM-XVCCm for m ≤ 8 were generated with the aid of computer algebra based
on the rules provided in Tables 2.3 and are documented in Appendix B. For brevity, the EOM-XVCCm equations
were drawn using the vertices of the transformed Hamiltonian H̄ which are defined in Appendix C. The algebraic
expressions are generated by application of the rules in Table 2.2.
2.3 Automated computer implementation
The XVCCm and EOM-XVCCm methods with m = 1 through 8 in a QFF were implemented. The Hamiltonian
employed was the pure vibrational one, neglecting any coupling between vibrations and rotations. The XVSCF(4),
XVSCF[4], or the harmonic reference wave function was used (‘4’ standing for the QFF). The choice of the reference
wave function is indicated by a suffix as in XVCCm(4), XVCCm[4], or XVCCm{4}, respectively; “{n}” suffix indicates
the use of a harmonic reference with the nth-order PES.
The Tn amplitude equations of XVCCm were solved with a standard Newton–Krylov algorithm, [121] imple-
mented in igmres, available from scipy. The initial values of τ were zero. The Rn amplitude equations of EOM-
XVCCm with m ≥ 2 were solved with the iterative Arnoldi method, a non-Hermitian generalization of the Lanczos
method, [122–124] available in arpack. [125] The eigenvalue convergence criterion was set to machine precision. The
Arnoldi method does not require the matrix elements of H̄N stored in memory; instead, it evaluates the left-hand sides
of the Rn amplitude equations [Eq. (2.70)] directly for several trial r vectors. This allows a small subset of low-lying
excited-state roots to be determined in a memory-efficient manner. On the other hand, the EOM-XVCCS problem was
solved by diagonalization of the H̄N matrix, solving Eqs. (2.64) and (2.65) for all excited-state energies instead.
The XVCCm and EOM-XVCCm diagrammatic equations were derived by a symbolic algebra program using the
rules presented in Tables 2.1 and 2.3. These diagrammatic equations were then translated also by the same symbolic
algebra program into the algebraic form according to the interpretation rules given in Table 2.2. Terms that originate
from a single diagram and are thus related by a permutation operator were identified and consolidated. When the
resulting expressions are evaluated literally, the operation costs of XVCCm and EOM-XVCCm in an nth-order Taylor-
series PES can scale as steeply as O(Nn+m), where N is the number of modes. To reduce the cost, three types algorithm
29
optimizations were performed computationally before the automatic synthesis of c++ codes was carried out. [126,127]
The optimizations considered in this work were the strength reduction of the matrix chain products, intermediate reuse,
and factorization. [126] The details of each optimization procedure are given below.
2.3.1 Strength reduction
The algebraic equations of XVCC and EOM-XVCC are sums of products of matrices (i.e., force constants h, τ
amplitudes, and r amplitudes). The operation cost of evaluating a product of more than two matrices is greatly
reduced by carrying out a series of binary matrix multiplications. Suppose a matrix chain product E = ABCD, where
A through E are matrices of some dimension (including possibly scalars). This product can be evaluated stepwise as
I1 = CD, I2 = BI1, E = AI2, (2.78)
where I1 and I2 are the so-called intermediate matrices. Alternatively, the same product may be evaluated as
I3 = AB, I4 = CI3, E = DI4. (2.79)
Both orders of multiplication give the same final result (E) but at generally different operation and memory costs.
Strength reduction determines the sequential multiplication order with the minimal operation cost for each product by
blanket search; it neglects parallel multiplication such as (AB)(CD).
The result of this procedure is depicted in Fig. 2.13 for one diagram of the T3 amplitude equation of XVCCm [see














A literal evaluation of this equation involves an O(N7) arithmetic operations, as it must perform N4 multiplications
and additions to evaluate each of N3 elements of T17, where N is the number of modes. However, the same result
can be obtained at an O(N4) cost by breaking the quaternary matrix multiplication into three separate binary matrix










This step involves N4 multiplications and additions and defines an intermediate, T17a, of dimension N3. This interme-
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Therefore, the cost of evaluating diagram T17 was reduced from O(N7) to O(N4).
2.3.2 Intermediate reuse
This optimization simply stores an intermediate appearing two or more times in the whole equation and reuses it
without recalculating. Consider the following sum-of-product expression of matrices: E = A(BC) + D(BC). If the
strength reduction procedure suggests the optimal multiplication orders specified by the parentheses, intermediate
I1 = BC is calculated only once and stored for reuse. Hence, the whole sum is evaluated as
I1 = BC, E = AI1 + DI1. (2.84)
The number of multiplications and additions as a function of N required to evaluate all the amplitude equations of
XVCCm and EOM-XVCCm with no optimization and with strength reduction and intermediate reuse are compared in
Table 2.4. For all methods with m ≥ 2, strength reduction leads to a great reduction in the operation cost from O(Nm+4)
to O(Nm+2). Generally, for an nth order PES, the optimal scaling of XVCCm and EOM-XVCCm is O(Nm+bn/2c) when
m ≥ n and is no greater than O(Nn+b(m−1)/2c) when m < n. A proof of this statement is given in Appendix D.
2.3.3 Factorization
The operation cost of XVCC and EOM-XVCC can be further reduced by factorization. Let us consider the sum-of-
product matrix equation, E = A(BC) + A(BD), where the parentheses indicate the optimal order of multiplication for
each product. This sum can be evaluated as
I1 = C + D, I2 = BI1, E = AI2. (2.85)
Two multiplications by the common matrix factor B in I2 = BC + BD are consolidated into one by factorization,
I2 = B(C + D), reducing the multiplication cost by half. Also, two multiplications by A are also merged into one,
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further halving the multiplication cost. This procedure should not be confused with intermediate reuse.
Factorability of equations depends on the multiplication order of each product, making strength reduction and
factorization a coupled optimization problem. Since a complete solution of this coupled problem is exponentially
complex, we approach it as two separate, sequential optimizations. Strength reduction is performed first for each
product, whereupon factorization is carried out by blanket search without altering the order of multiplication. Hence,
a sum of intermediates multiplied by the same final matrix and the same permutation operator is factored; in this work,
the permutation operator itself is not decomposed into a product of smaller permutation operators, which increases
factorability. [126] The resulting new intermediates are sums of matrices and they are recursively factored. An example























































where the parentheses specify the optimal order of multiplication for each product determined by the preceding
strength reduction step. Factorization does not alter these orders. When evaluating the sum of these five terms,



































with the subscripts indicating the diagrammatic origin of the intermediates. The first intermediate does not lend itself




































































The operation costs of XVCCm and EOM-XVCCm after factorization (in addition to strength reduction and inter-
mediate reuse) are listed in Table 2.4. It should be understood that intermediate reuse (combined with factorization)
applies to common intermediates appearing two or more times that are either a product or a sum-of-product of matri-
ces. Since factorization is more likely for the final multiplication step in our implementation, it is especially effective
when the final step is the most costly. Factorization always reduces a multiplication cost, but replaces an addition
cost of product matrices by that of matrix factors. Therefore, it cannot alter the overall scaling of the cost function,
but generally reduces the prefactor multiplying the leading-order term, while it may increase or decrease prefactors of
sub-leading-order terms.
Factorization is more important for EOM-XVCC and for higher values of m. In particular, for m > 4, factorization
lowers the prefactors on the leading-order term of the cost functions. For m = 3 or 4, only the prefactors of the
second and third leading-order terms of the cost functions are reduced. For m = 1 and 2, the cost is dominated by
the multiplication of the force-constant matrix with a matrix of τ amplitudes, which occurs first in each product (see
Appendix D); therefore, factorization is found least effective there.
The cost scaling of the final optimized algorithm including strength reduction, intermediate reuse, and factorization
was computationally verified on model QFFs. The CPU time spent in one cycle of the iterative solution of XVCCm
and EOM-XVCCm (3 ≤ m ≤ 5) as a function of the number of modes N is illustrated in Fig. 2.15. The timing results
for each method were fit to a polynomial of the form ANm+2 and showed good agreement with the expected scaling.
2.4 Numerical tests
The XVCCm and EOM-XVCCm methods were applied to the vibrational zero-point energies and frequencies of the
water and formaldehyde molecules. Their equilibrium structure, normal modes, and QFF’s were calculated at the
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MP2/aug-cc-pVDZ level using nwchem [128] and sindo. [129] The results were compared with those obtained from
full VCI calculations with mavi [130] using the 20 lowest-lying harmonic-oscillator wave functions of each mode as
the basis set. The VCI results were converged to within 0.1 cm−1 of the exact solutions for the QFF. Our results
were also compared with the XVMP2(4) and XVMP2[4] results, [14] obtained either in the frequency-independent
approximation to the self-energy or by solving the Dyson equation with the frequency-dependent self-energy.
2.4.1 Water
Table 2.5 compiles the errors in the XVCCm zero-point energy (E0) and EOM-XVCCm frequencies (ν) from the VCI
results for the water molecule. These errors decrease nearly monotonically with the excitation rank m, reaching the
accuracy of a few cm−1 at m = 3 (CCSDT) for both E0 and ν. At m = 4 (CCSDTQ), the results are generally within
tenths of cm−1 of the VCI results with a few exceptions. The results for m ≥ 5 are given in Table 2.6 and are converged
with accuracy higher than necessary, e.g., within 0.001 cm−1 at m = 8.
Note that the VCI results in this table were obtained with 20 basis functions per mode. The number of Hartree
products involved in such a calculation grows exponentially with size or as O(bN), where b is the number of basis
functions and N is the number of modes. The numbers of the τ and r amplitudes in XVCCm and EOM-XVCCm, on
the other hand, increase only polynomially or as O(Nm). The values of bN for VCI and Nm for XVCCSDTQ (N = 3,
b = 20, and m = 4) are 8,000 and 81, respectively, implying a much severer limitation in VCI’s applicability to larger
molecules. The number of unknowns in Christiansen’s VCC (Ref. 48) grows as O(bm). Therefore, it too suffers from
the consequence of having a finite number of basis functions, unlike XVCCm, which is inherently an infinite-basis
method.
The accuracy of E0 from XVCCm is relatively insensitive to the choice of the reference wave function, despite
much larger differences in the results of the reference methods themselves: harmonic approximation, XVSCF(4), and
XVSCF[4]. This is in line with the similar observation [81] made in the electronic CC results for correlation energies,
which is understood to be due to the single-excitation operator which corrects any deficiency in the reference wave
function. Likewise, the XVCCS(4) and XVCCS[4] results of E0 are close to each other, while the XVSCF(4) results
differ considerably from those of XVSCF[4]. This difference is due to the anharmonic shift in the geometry, neglected
in XVSCF(4) but included in XVSCF[4]. Diagrammatically, this contribution is largely represented by E1 of Fig. 2.6
with the T̂1 vertex replaced by its isomorphic vertex of ĤN (i.e., the open circle filled). The fact that this diagram is
found among the XVCCS energy equation means that the effect of anharmonic geometry shift is included in XVCCS
regardless of the reference wave function.
XVSCF[4] determines and adopts the first-order Dyson geometry [11] as the center of coordinates, where hp = 0
for all p. The T1 amplitude equation of XVCCS[4], Eq. (2.40), then has a trivial solution of τp = 0 for all p. This
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renders the XVCCS correction, E(1)0 − E(0)0 in Eq. (2.29), zero, making the XVCCS[4] and XVSCF[4] values of E0
identical to each other. This expected behavior is observed in Table 2.5. Furthermore, substituting τp = 0 into the R1
amplitude equation of EOM-XVCCS [Eq. (2.75)], we find the EOM-XVCCS[4] frequencies to be the eigenvalues of
the hpq matrix, whose eigenvectors are known to define the first-order Dyson coordinates. [11, 13] These eigenvalues
are usually, but not always, close to the XVSCF[4] frequencies, [11] the latter being the diagonal elements (hpq ) of the
same matrix. This is also observed in Table 2.5. Therefore, XVCCS can take into account the leading-order effects in
E0 and ν from anharmonic corrections both in geometry and coordinates.
It may be noted that XVMP2 performs considerably better than XVCCSD for E0. This is in striking contrast with
the electronic counterparts; CCSD has been observed to consistently outperform MP2. [15] This difference can be
traced to the difference in the rank of the Hamiltonians in the two cases: the electronic Hamiltonian is a two-body
operator, whereas the vibrational one is an n-body operator, where n is the rank of the Taylor-series PES (n = 4 in this
calculation). The most important anharmonic correction to E0 is the ninth diagram of Eq. (A.1), which involves cubic
force constants and first appears at XVCCSDT. This contribution is to a great extent accounted for by the isomorphic
diagram in XVMP2 labeled 2C′ in Ref. 14. This explains why only at m ≥ 3 does XVCCm outperform XVMP2. It
is generally recommended to set the value of m equal to n, if not higher, because the overall cost of the calculation is
dominated by the O(Nn) step of the force-constant evaluation.
The rather small change in E0 from XVCCS to XVCCSD can also be understood as follows. The chief contribution
of XVCCSD to E0 is E5 of Fig. 2.4 This is nearly zero in the XVSCF reference where hpp = 0 holds. When the
normal coordinates are close to the first-order Dyson coordinates, which is usually the case, hpq = h
p
q ≈ 0 is also true
for p , q, making the remaining (i.e., off-diagonal) contributions to E5 insignificant. Furthermore, the smallness of
hpq implies the smallness of the T2 amplitudes. Although XVCCSD has terms which include cubic force constants,
they are always multiplied by the small T2 amplitudes and can hardly alter E0 of XVCCS. The frequencies from
EOM-XVCCSD, on the other hand, are considerably better than EOM-XVCCS and are similar to those of XVMP2.
This may be ascribed to the second diagram of Eq. (B.1), included in EOM-XVCCSD, which can describe the same
essential cubic corrections accounted for by self-energy diagrams 2e′ and 2f′ (Ref. 14) of XVMP2.
For the zero-point energies and frequencies that are not affected by any resonance, we observe the following
general order of accuracy: Harmonic ≈XVSCF(n) <XVCCS{n} ≈XVCCS(n) <XVSCF[n] ≈XVCCS[n] <XVCCSD
< XVMP2 < XVCCSDT < XVCCSDTQ ≤ XVCC5 ≤ XVCC6 ≤ XVCC7 ≤ XVCC8, which differs from the order
established in electronic-structure theory. [15] In a QFF (n = 4), XVCCSDTQ or m = 4 already achieves accuracy
high enough for practical purposes and XVCCm with m > n seem to have diminishing returns. Here, XVCC stands
for both XVCC and EOM-XVCC and the effects of the reference wave functions and the frequency-independent
approximation in XVMP2 are insignificant because there are no resonances.
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2.4.2 Formaldehyde
The XVCCm and EOM-XVCCm results for the formaldehyde molecule are summarized in Tables 2.7 and 2.8. The
calculated zero-point energy and frequencies of the fundamentals (except for ν1 and ν5) confirm the general observa-
tions made above for the water molecule.
The ν5 fundamental is known to undergo Fermi resonances with combinations ν3ν6 and ν2ν6. For this mode,
XVMP2[4] in the frequency-independent approximation shows a sign of divergent perturbation series, with a large
error of −414 cm−1 (the VMP2 result is even worse). [14] XVMP2(4) in the same approximation, on the other hand,
is reasonable (with an error of 33 cm−1), but breaks down unexpectedly for nonresonant ν1 with an error of −191
cm−1. [14] Therefore, the behavior of XVMP2 in the frequency-independent approximation is rather unpredictable.
This method also lacks roots for Fermi-resonant counterparts.
Solving the Dyson equation with the frequency-dependent XVMP2 self-energy rectifies the aforementioned prob-
lems of the frequency-independent approximation. [14] With this approach, the frequency of ν5 is reproduced within
3 cm−1 of VCI and the roots corresponding to Fermi-resonant counterparts, ν3ν6 and ν2ν6, can be located within 30
cm−1. The calculated results of ν1 also regain stability with an error of less than 10 cm−1. The price one pays is that a
numerically cumbersome pole search needs to be performed along each mode.
Without any pole search, EOM-XVCC yields results that display stable convergence and have generally high
accuracy for these strongly correlated modes. EOM-XVCCSDT seems to systematically outperform XVMP2 with
the frequency-dependent self-energy for all listed modes including the Fermi resonances. EOM-XVCCSDTQ yields
near-exact results with the largest error being merely 2.4 cm−1. Remarkably, EOM-XVCCSD, though lacking an R̂3
operator to fully describe cubic anharmonicity, locates all three Fermi-resonant transitions (ν5, ν3ν6, and ν2ν6) with
uniform, medium accuracy. XVSCF and EOM-XVCCS, as expected, do not have roots corresponding to ν3ν6 and
ν2ν6 and give rather poor results for ν1 and ν5.
The combinations and overtones accessible by XVMP2 with the frequency-dependent self-energy are limited to
those that are in resonance with a fundamental, which may be an advantage in some cases, but a disadvantage in
others. EOM-XVCCm does not have such limitation and has roots for all low-lying states involving up to m modes
and is accurate for those involving up to (m − 1) modes. This is analogous to the electronic case: EOM-CCSD has
roots for up to two-electron excited states and is accurate for one-electron excitation energies; for accurate results
for two-electron excitation energies, one needs to use EOM-CCSDT. [131] Table 2.9 attests to this general trend for
two- and three-mode combinations or overtones. The errors in EOM-XVCCSD for two-mode excitations and those
in EOM-XVCCSDT for three-mode excitations have on the same order of magnitude as those in EOM-XVCCS for
nonresonant fundamentals (ν2, ν3, ν4, and ν6). EOM-XVCCSDTQ for three-mode excitations, EOM-XVCCSDT for
two-mode excitations, and EOM-XVCCSD for nonresonant fundamentals have comparable, high accuracy.
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For transition frequencies to strongly correlated states involving at least two modes (Fermi resonances, combina-
tions, and overtones), the following is the order of accuracy: XVCCSD < XVMP2 with pole search < XVCCSDT <
XVCCSDTQ < XVCC5 < XVCC6 < XVCC7 ≤ XVCC8. The methods not mentioned in the list either do not have
the corresponding roots or tend to display signs of nonconvergence.
2.5 Conclusion
We have presented an accurate, stable, efficient, and widely applicable vibrational CC (XVCC) theory for both zero-
point energies and transition frequencies, the latter through the EOM formalism, of a molecule with an anharmonic
PES. It relies on a Hartree product of harmonic-oscillator modals as a reference wave function and a truncated Taylor-
series as a PES. These assumptions lead to streamlined sets of equations defining XVCC and EOM-XVCC, which
mirror exactly those of electronic CC and EOM-CC theories. XVCC and EOM-XVCC are diagrammatically size
consistent, free of modal basis sets, and thus an inherently infinite-basis theory.
We have established the rules for enumerating Feynman–Goldstone diagrams for XVCC and EOM-XVCC theo-
ries and the ones for translating them into algebraic equations. This method of derivation is not only expedient but
also insightful because the diagrammatic topology can more immediately determine size consistency of a theory or
its lack thereof as well as the relationships among various diagrammatic theories. The rules are justified by the un-
derlying normal-ordered second-quantized method of derivation, which gives the same equations as the diagrammatic
derivation in each case.
XVCC and EOM-XVCC theories are general in the sense that their formalisms are unchanged for any single-
reference Hartree product of harmonic-oscillator modals, including the wave functions of XVSCF(n), XVSCF[n],
SCP, or the harmonic approximation. Reflecting the centrality of XVSCF (which includes SCP) as the size-consistent
single-Hartree-product method in many-body vibrational theory, some diagrammatic contributions in XVCC and
EOM-XVCC vanish in this reference, simplifying their equations further. Low-order XVCC and EOM-XVCC re-
sults are also the same or very close to the XVSCF results for the same reason.
The VCC theory of Prasad and coworkers [40,45] can be identified as XVCC and EOM-XVCC with the XVSCF[n]
reference. XVSCF is a diagrammatic size-consistent simplification of VSCF. Christiansen’s VCC theory, [48] which
relies on VSCF and modals that are numerically defined, differs completely from XVCC; unlike XVCC, VCC likely
inherits many terms that are not size-consistent in the sense that they vanish identically in the thermodynamic limit.
In VCC, the rank of disconnected excitations are also limited by the number of basis functions, which is not the case
with basis-set-free XVCC.
The XVCCm and EOM-XVCCm methods up to m = 8 have been formulated and implemented by computer
algebra of the aforementioned diagram logic as well as of algorithmic optimizations such as strength reduction, inter-
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mediate reuse, and factorization. The numerical tests of these methods show that the results are smoothly and rapidly
convergent towards the exact values. This is in contrast to XVMP2 in the frequency-independent approximation to the
self-energy, which displays signs of divergent perturbation series not only for resonant modes, but also for nonresonant
modes. While this problem is rectified by solving the Dyson equation with the frequency-dependent self-energy in
XVMP2, EOM-XVCC may be said to achieve the same with a more well-studied diagonalization algorithm instead of
a pole search. XVCCm and EOM-XVCCm with m = n, where n is the truncation rank of the Taylor-series PES, seem
to be ones with the best cost-accuracy balance and hence the greatest practical utility.
2.6 Figures
Figure 2.1: Diagrammatic representation of the normal-ordered Hamiltonian Ĥ with a QFF.
T̂1 T̂2 T̂3 T̂4
Figure 2.2: Diagrammatic representation of the cluster excitation operators.
E1 E2 E3 E4
Figure 2.3: Diagrams in the energy equation of XVCCS in a QFF.
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Figure 2.5: Diagram E4 with labels.
S1 S2 S3 S4
Figure 2.6: Diagrams in the T1 amplitude equation of XVCCS in a QFF.
S5 S6 S7 S8
S9 S10 S11 S12
Figure 2.7: Additional diagrams in the T1 amplitude equation of XVCCSD in a QFF.
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Figure 2.9: Diagram S 4 with labels.
R̂1 R̂2 R̂3 R̂4
















Figure 2.12: Diagram S ′3 with labels.
T17a T17b T17
Figure 2.13: Strength reduction of diagram T17 in the T3 amplitude equation of XVCCSDT (see Appendix A).
D6 D8 D9
D17 D23
Figure 2.14: Factorable diagrams in the T2 amplitude equation of XVCCSDT (see Appendix A).
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Figure 2.15: CPU time (in seconds) spent in one cycle of the iterative solution of XVCCm or EOM-XVCCm for a
molecule with N modes in a QFF.
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2.7 Tables
Table 2.1: Rules to draw all closed diagrams in the energy equation and all open diagrams in the Tl amplitude equation
of XVCCm in an nth-order Taylor-series PES.
(1) Draw an ĤN vertex having up to n lines.
(2) Draw 0 to n T̂k vertices (1 ≤ k ≤ m) beneath the ĤN vertex.
(3) Connect the lines of the T̂k vertices with the lines of the ĤN
vertex without altering (upgoing or downgoing) line directions,
leaving l external (i.e., dangling) lines to form a connected
diagram, which is either closed (l = 0) or open (l > 0).
(4) Repeat steps (1)–(3) to enumerate all topologically distinct
diagrams. If permutation of T̂ vertices allows two diagrams
to overlap, they are deemed topologically equivalent.
Table 2.2: Rules to translate the closed and open diagrams of XVCC and EOM-XVCC into algebraic expressions.
(1) Label each internal line with a mode index.
An internal line is a line terminated by vertexes at both ends.
(2) Label each external line with a mode index.
An external line is a line terminated by a vertex at only one end.
(3) Associate each ĤN vertex with a Hamiltonian amplitude h.
The indices of h are given by the labels of the lines connected
to that vertex.
(4) Associate each T̂k vertex with an excitation amplitude τ.
The indices of τ are given by the labels of the lines connected
to that vertex.
(5) Associate each R̂k vertex with an excitation amplitude r.
The indices of r are given by the labels of the lines connected
to that vertex.
(6) Sum over all internal line indices.
(7) Sum over all permutations of external line indices.
(8) For each set of n equivalent vertices, multiply by a factor of
(1/n!). If permutation of two vertices leaves the diagram
unchanged topologically, the two vertices are equivalent.
(9) For each set of m equivalent lines, multiply by a factor of
(1/m!). If permutation of two lines leaves the diagram
unchanged topologically, the two lines are equivalent.
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Table 2.3: Rules to draw all open diagrams in the Rl amplitude equation of EOM-XVCCm in an nth-order Taylor-series
PES.
(1) Draw an ĤN vertex having up to n lines.
(2) Draw an R̂h vertex (1 ≤ h ≤ m) and zero to (n − 1) T̂k vertices
(1 ≤ k ≤ m) beneath the ĤN vertex.
(3) Connect the lines of the R̂h and T̂k vertices with the lines of
the ĤN vertex without altering (upgoing or downgoing) line
directions, leaving l external (i.e., dangling) lines to form
a connected diagram.
(4) Repeat steps (1)–(3) to enumerate all topologically distinct
diagrams. If permutation of T̂ vertices allows two





























































































































































































































































































































































































































































































































































































































































































































































































































































































Table 2.5: The calculated zero-point energy (E0) and frequencies (νi) of the fundamental transitions (in cm−1) of the
water molecule. Except for VCI, the errors from VCI are shown.
Method1 E0 ν1 ν2 ν3
VCI 4642.4 3682.4 1556.6 3791.5
Harmonic 108.4 139.7 71.7 156.4
XVSCF(4) 104.5 280.2 −17.9 289.4
XVSCF[4] 21.5 105.3 11.7 116.1
XVCCS{4} 21.9 196.5 −1.2 206.7
XVCCS(4) 26.6 197.2 −2.4 207.0
XVCCS[4] 21.5 105.3 11.7 116.1
XVCCSD{4} 22.1 33.6 7.9 34.3
XVCCSD(4) 23.8 38.3 8.5 38.3
XVCCSD[4] 21.5 26.0 6.8 26.6
XVCCSDT{4} 0.2 −1.7 2.2 −2.0
XVCCSDT(4) 0.1 −2.4 2.2 −2.7
XVCCSDT[4] 0.4 −1.7 2.4 −1.9
XVCCSDTQ{4} 0.0 −0.7 0.2 −0.7
XVCCSDTQ(4) −0.0 −1.0 0.1 −1.0
XVCCSDTQ[4] 0.0 −0.1 0.1 −0.1
XVMP2(4)2 4.5 −24.6 3.8 −28.3
XVMP2[4]2 −1.3 −18.9 2.4 −20.3
XVMP2(4)3 4.5 −14.3 3.8 −20.8
XVMP2[4]3 −1.3 −14.8 2.5 −17.0
[1] XVCC for zero-point energy and EOM-XVCC for frequencies. Suffix ‘{4}’ means the use of a harmonic reference, ‘(4)’ means the use of a
XVSCF(4) reference, and ‘[4]’ the use of a XVSCF[4] reference.
[2] In the frequency-independent approximation. [14]
[3] Solutions of the Dyson equation with the frequency-dependent self-energy. [14]
Table 2.6: The calculated zero-point energy (E0) and frequencies (νi) of the fundamental transitions (in cm−1) of the
water molecule. The errors from XVCC8 with the corresponding reference wave function are shown.
Method1 E0 ν1 ν2 ν3
XVCC5{4} −0.02 −0.05 0.02 −0.06
XVCC5(4) −0.03 −0.12 0.01 −0.12
XVCC5[4] −0.03 0.00 0.02 0.00
XVCC6{4} −0.001 0.004 0.004 0.005
XVCC6(4) −0.001 0.005 0.002 0.006
XVCC6[4] −0.001 0.006 0.003 0.007
XVCC7{4} −0.0004 0.003 0.001 0.003
XVCC7(4) −0.0002 0.004 0.001 0.005
XVCC7[4] −0.0005 −0.001 0.002 −0.001
XVCC8{4} 0 0 0 0
XVCC8(4) 0 0 0 0
XVCC8[4] 0 0 0 0
[1] XVCC for zero-point energy and EOM-XVCC for frequencies. Suffix ‘{4}’ means the use of a harmonic reference, ‘(4)’ means the use of a
XVSCF(4) reference, and ‘[4]’ the use of a XVSCF[4] reference.
46
Table 2.7: The calculated zero-point energy (E0) and frequencies (νi) of the fundamental transitions (in cm−1) of the
formaldehyde molecule. Except for VCI, the errors from VCI are shown.
Method1 E0 ν1 ν2 ν3 ν4 ν5 ν3ν6 ν2ν6 ν6
VCI 5813.6 2837.2 1719.8 1501.5 1160.7 2873.3 2702.8 2989.2 1237.5
Harmonic 74.3 136.2 33.2 38.6 36.2 174.2 . . . . . . 29.4
XVSCF(4) 73.0 185.0 41.0 10.8 −13.7 216.4 . . . . . . −3.3
XVSCF[4] 22.9 79.0 20.4 9.8 10.6 106.7 . . . . . . 11.2
XVCCS{4} 24.0 134.8 31.9 9.4 −1.3 164.7 . . . . . . 4.0
XVCCS(4) 25.5 134.1 31.9 9.7 −0.8 163.6 . . . . . . 4.4
XVCCS[4] 22.9 79.1 20.9 9.3 10.6 106.7 . . . . . . 11.1
XVCCSD{4} 23.5 30.1 6.7 5.1 6.7 38.1 31.6 34.6 6.4
XVCCSD(4) 24.1 31.6 6.6 5.4 7.5 38.9 32.2 35.4 6.8
XVCCSD[4] 22.9 24.2 6.0 4.2 6.0 31.0 35.5 33.0 5.6
XVCCSDT{4} 0.6 0.3 0.5 1.2 1.7 1.9 7.3 2.2 1.4
XVCCSDT(4) 0.6 −0.0 0.5 1.2 1.7 1.8 7.9 2.4 1.4
XVCCSDT[4] 0.8 0.1 0.5 1.2 1.9 1.3 6.1 1.4 1.4
XVCCSDTQ{4} 0.0 −0.2 0.0 0.1 0.1 0.5 2.4 0.9 0.1
XVCCSDTQ(4) 0.0 −0.3 0.0 0.1 0.1 0.4 2.4 0.9 0.1
XVCCSDTQ[4] 0.1 0.2 0.0 0.1 0.0 0.7 2.3 1.0 0.0
XVMP2(4)2 1.3 −190.9 0.7 0.9 2.7 33.0 . . . . . . 3.0
XVMP2[4]2 −1.0 −15.9 0.1 1.3 1.6 −414.3 . . . . . . 1.8
XVMP2(4)3 1.3 −6.6 1.4 1.0 2.6 −0.2 6.6 29.3 3.0
XVMP2[4]3 −1.0 −8.9 0.3 1.4 1.5 2.2 18.0 24.8 1.8
[1] XVCC for zero-point energy and EOM-XVCC for frequencies. Suffix ‘{4}’ means the use of a harmonic reference, ‘(4)’ means the use of a
XVSCF(4) reference, and ‘[4]’ the use of a XVSCF[4] reference.
[2] In the frequency-independent approximation. [14]





































































































































































































































































































































































































































































































































































































































































































































































































































































































vibrational coupled cluster theory
3.1 Introduction
In the previous chapter, we introduced basis-set free, diagrammatic anharmonic vibrational CC theories for ground-
state (zero-point) energies and transition frequencies, referred to as XVCCm and EOM-XVCCm, respectively, where
m is the number of modes that are simultaneously excited by the cluster excitation operator T̂ . [132] The XVCCm
and EOM-XVCCm energies are the eigenvalues of the similarity-transformed Hamiltonian H̄ as defined by Eq. (1.18),
which decouples the ground (zero-point) state and all higher-order excited products up to the mth order, as illustrated
in Fig. 3.1 in the case of m = 4. For a meaningful anharmonic calculation, m has to be greater than two, rendering
the H̄ matrix too large for storage or full diagonalization. Hence, a subspace diagonalization algorithm [123,124,133]
needs to be used to determine its several lowest eigenvalues only.
In a vibrational analysis, however, one is typically less interested in the lowest transition frequencies, but more
in the frequencies of all fundamental modes. This is because fundamentals are the only bright modes in infrared
absorption (IR) and Raman scattering spectra within the harmonic approximation. Even in the spectra of a realistic
molecule with an anharmonic potential energy surface (PES), they tend to be responsible for a vast majority of intense
IR and Raman bands since anharmonicity is usually a small perturbation. These are in contrast with electronic transi-
tions, which have a varied degree of two-electron character and whose significance tends to correlate more with their
energies than with their one-electron character. Since the fundamentals have transition frequencies spanning one to
two orders of magnitude (i.e., from tens to thousands of reciprocal centimeters) and thus tend to be buried in a dense
manifold of overtones and combinations, a method that can selectively and simultaneously determine all fundamental
frequencies is highly desirable.
The STEOM-CC ansatz can achieve exactly this and is, therefore, uniquely appealing for vibrational analyses.
Here, we report its application to anharmonic molecular vibrations in a Taylor-series PES, abbreviated as STEOM-
XVCCm, where m has the same meaning as before. It computes all fundamental frequencies accurately, selectively,
and simultaneously by diagonalization of the doubly similarity-transformed vibrational Hamiltonian ¯̄H matrix in the
space of only singly (one-mode) excited Hartree products. The effective Hamiltonian ¯̄H is obtained as a second
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similarity transformation of the XVCCm similarity-transformed Hamiltonian H̄ by Eq. (1.28) such that its singles and
higher-order excited Hartree products up to the mth order are decoupled, as shown in Fig. 3.1. This decoupling allows
the eigenvalues of ¯̄H in the space of single through mth-order excitations to be obtained exactly by its diagonalization
in the singles space only.
In this chapter, we stipulate the STEOM-XVCCm ansatz, establish a diagrammatic method of derivations, and
implement them up to m = 4 in a quartic force field (QFF) with the aid of our previously reported symbolic algebra
program. [132] We analyze the results of their applications to the fundamentals of the water, formaldehyde, and
ethene molecules, in comparison with the results from the second-order many-body perturbation (XVMP2) [14, 119]
approximation to vibrational many-body Green’s function (MBGF) theory as well as from the EOM-XVCC4 theory.
We prove the size-intensivity and exact equality of the STEOM-XVCCm frequencies for fundamentals with the
EOM-XVCCm frequencies, unlike the electronic case where STEOM-CCSD excitation energies differ from those of
EOM-CCSD. The proof is based on the connectedness of ¯̄H shown by Nooijen, [110] which is valid for vibrations
also, and on the fact that the ¯̄H operator in the singles space contains only up to one Ŝ operator of STEOM-XVCCm,
which can then be one-to-one mapped onto the R̂ operator of EOM-XVCCm for the same eigenvalue. The relationship
between STEOM-XVCCm and EOM-XVCCm for fundamentals is analogous to the equivalence of the principal IPs
and EAs obtained from the diagonalization of ¯̄H with IP- and EA-EOM-CC.
In this sense, STEOM-XVCCm may be viewed as a particularly convenient root-homing algorithm of EOM-
XVCCm, the one that can determine all fundamental frequencies simultaneously instead of one mode at a time.
However, it also has a greater theoretical significance as it defines a systematic series of approximations converging at
an exact one-mode theory, which, therefore, is closely related to MBGF theory based on the Dyson equation, which is
also a formally exact one-particle theory. [134]
In this chapter, therefore, we also elucidate the algebraic and diagrammatic correspondence between the STEOM-
XVCC one-mode equation and the vibrational Dyson equation with the self-energy expanded in a Feynman–Dyson
perturbation series. [14, 119] We show that STEOM-XVCC diagrams for anharmonic corrections and XVMP2 self-
energy diagrams share the same topology, and a second-order perturbation approximation to the former reduces to
the latter in the frequency-independent approximation. The parallels between STEOM-XVCC and vibrational MBGF
have inspired the following three approximations to the former: the diagonal, perturbation, and frequency-independent
approximations, all of which have been widely used for the self-energy. The impact of these approximations to the
STEOM-XVCC frequencies is measured numerically and will be discussed.
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3.2 XVCC
Equations (2.30) and (2.41) suggest that XVCCm can also be viewed as a mean-field (single-Hartree-product) method
for the trans-correlated Schrödinger equation with the similarity-transformed Hamiltonian,





















h̄pq {â†pâq} + . . . , (3.2)
where the normal-ordered vibrational Hamiltonian Ĥ is defined in Chapter 2. [13] The amplitudes h̄’s (whose su-
perscript and subscript indices separately have permutation symmetry) are the tensor contractions of the τ and bare
normal-ordered Hamiltonian amplitudes [13,132] and are thus dressed with higher-order anharmonic effects in a size-





whereas the amplitude equation [Eq. (2.41)] is nothing but
h̄p1 p2···pn = 0, (3.4)
for all p1, p2 . . . , pn and each n (1 ≤ n ≤ m).
The algebraic expressions of the amplitudes of H̄ can be obtained by straightforward, but tedious applications of
the Born–Huang rules, [9, 135] or the method of second quantization. [114, 136, 137] Alternatively, they are derivable
by the use of normal-ordered second quantization and Wick’s theorem. [13] In the case of XVCCm in a QFF, the
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constant term is given by


























































where h’s are the amplitudes of the bare normal-ordered vibrational Hamiltonian Ĥ. [13] The one-mode excitation
amplitude reads

































































































However, by far the most expedient and insightful approach is the Feynman–Goldstone diagrammatics. [132,138]
The similarity-transformed Hamiltonian H̄ is formally drawn as
H̄ = + +
+ + + . . . .
(3.7)
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There is a term-by-term correspondence with Eq. (3.2), and a h̄ amplitude is expressed by a filled-circle vertex with a
single strike-through.
The constant part of this Hamiltonian (the first term in the right-hand side) is a sum of closed, connected diagrams
made up of the Ĥ and T̂ vertices:
= + + +
+ + + +
+ + + + ,
(3.8)
which has a term-by-term correspondence with Eq. (3.5). See Table 2.2 for the rules of translating these diagrams into
algebraic expressions. The one-mode excitation operator [the third term of Eq. (3.7)] is
= + + +
+ + + +
+ + + +
+ + + +
+ + + + ,
(3.9)
which has a term-by-term correspondence with Eq. (3.6). The diagrammatic definitions of the remaining terms in H̄
that are relevant for subsequent discussions are documented in Appendix C. Unlike Ĥ, which is at most an n-mode
operator (for an nth-order Taylor-series PES), H̄ of XVCCm contains up to an n(m − 1)-mode excitation operator.
Diagrammatically, the energy and amplitude equations of XVCC4 (XVCCSDTQ) are
= Ē(m)0 , (3.10)
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and
= 0 , (3.11)
= 0 , (3.12)
= 0 , (3.13)
= 0 . (3.14)
The algebraic interpretations are given as Eqs. (3.3) and (3.4), respectively. A diagrammatic expansion of each of the
left-hand sides in terms of the T̂ and Ĥ amplitudes is given in Appendix C.
3.3 STEOM-XVCC
3.3.1 Ansatz
Here, we introduce the mth-order similarity-transformed EOM-XVCC method, abbreviated as STEOM-XVCCm, as
an mth-order CI problem with the doubly similarity-transformed Hamiltonian ¯̄H,
¯̄H = {eŜ }−1H̄{eŜ }
= {eŜ }−1e−T̂ ĤeT̂ {eŜ }, (3.15)
where the braces bring the exponential operator in a normal order. [13, 110] The amplitudes of operator Ŝ are deter-
mined so as to decouple singly excited Hartree products from all higher-order excited products up to the mth order.
Therefore, Ŝ consists of exactly one lowering operator and n (2 ≤ n ≤ m) raising operators, and can be written as









sp1 p2···pnq {â†p1 â†p2 · · · â†pn âq}, (3.17)
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where sp1 p2···pnq is an excitation-deexcitation amplitude, which is invariant to any permutation of superscript indices but
not of the subscript index. Their values are determined by requiring
〈Φp1 p2···pn | ¯̄H|Φq〉 = 0, (3.18)
for all q and all p1, p2, . . . , pn for each n (2 ≤ n ≤ m). We call the equation for a given n the Ŝ n,1-amplitude equation
and the whole set the Ŝ -amplitude equations collectively.
As shown in Sec. 3.3.2, this second similarity transformation does not spoil the decoupling of the ground-state
Hartree product and all excited products achieved by the first similarity transformation,
〈Φp1 p2···pn | ¯̄H|Φ0〉 = 0, (3.19)
making the ¯̄H matrix partially block diagonal as depicted in Fig. 3.1 in the case of m = 4. This implies that the constant
term of the ¯̄H operator remains to be the XVCCm energy for the ground state,
〈Φ0| ¯̄H|Φ0〉 = Ē(m)0 . (3.20)
Furthermore, the excitation energies of STEOM-XVCCm of predominantly one-mode character can be obtained by
the diagonalization of ¯̄H in the singles block only (i.e., the area enclosed by dashed lines of ¯̄H in Fig. 3.1).
We can, therefore, stipulate STEOM-XVCCm as a CI-singles (CIS) problem (as opposed to the mth-order CI)
with the doubly similarity-transformed Hamiltonian ¯̄H, when one is interested in predominantly one-mode excitations







〈Φp| ¯̄HĈ1(`)|Φ0〉 = ¯̄E(m)` cp(`) (3.22)
be satisfied, where ¯̄E(m)
`
is the STEOM-XVCCm total energy of the `th excited state, which we will later show is equal
to the EOM-XVCCm total energy Ē(m)
`
. Furthermore, Eqs. (3.19) and (3.20) imply
〈Φp|Ĉ1(`) ¯̄H|Φ0〉 = Ē(m)0 cp(`), (3.23)
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− Ē(m)0 , which we will prove is identical to EOM-XVCCm frequency ω̄(m)` for the `th fundamental.
We call the above the STEOM-XVCC eigenvalue equation, which is to be solved for frequencies ¯̄ω for all fundamentals
at once.
Next, let us consider the diagrammatic expression of the STEOM-XVCCm Ŝ -amplitude equation (3.18) and eigen-
value equation (3.24). Delaying for now the definition of the amplitudes in terms of those of Ĥ, T̂ , and Ŝ , we can
formally write the doubly similarity-transformed Hamiltonian in a normal-ordered form as















¯̄hpq {â†pâq} + . . . , (3.25)
which is nonterminating. As shown in Sec. 3.3.2, each of the ¯̄h amplitudes is connected, allowing its diagrammatic
expression to be
¯̄H = + +
+ + + . . . ,
(3.26)
corresponding term-by-term to Eq. (3.25). A filled-circle vertex with a double strike-through denotes an ¯̄h amplitude.
Since




¯̄hp1···pi−1 pi+1···pn + ¯̄hp1 p2···pnq , (3.27)
and the zeros from the previous transformation are preserved [Eq. (3.19)], the Ŝ -amplitude equation [Eq. (3.18)] can
be simplified to
¯̄hp1 p2···pnq = 0, (3.28)
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in the case of m = 4 (STEOM-XVCC4).
Designating the operator Ĉ1(`) diagrammatically as
Ĉ1(ℓ) = , (3.32)





3.3.2 Doubly similarity-transformed Hamiltonian
To arrive at the working equations of STEOM-XVCC, a precise definition and method of calculation of the doubly
similarity-transformed Hamiltonian ¯̄H need to be established. In this subsection, we show that (1) Nooijen’s method
of evaluating the inverse of {eŜ } is valid for vibrations, (2) the constant part of the ¯̄H operator is the same as that of
H̄, and (3) the zeros of the H̄ are preserved by the second similarity transformation. In the next subsection, on these
bases, we derive the STEOM-XVCC Ŝ -amplitude and eigenvalue equations, which are shown to be “linearized.”
First, we establish a general formula of evaluating ¯̄H. Because of the presence of a lowering operator in each Ŝ n,1,
different components of Ŝ n,1 do not commute, [110] necessitating the normal-ordered exponential in the definition of
¯̄H. This, in turn, causes the inverse of {eŜ } to be not as simply written in a connected form as in the case of the first
transformation:







In the electronic case, [110] instead, ¯̄H was obtained by solving the equation,
{eŜ } ¯̄H = H̄{eŜ }, (3.35)


























Nothing in the derivations [110] of these expressions is specific to the forms of electronic Ĥ, T̂ , or Ŝ , and hence these
remain correct for the vibrational case. The connectedness of ¯̄H and of the eigenvalue equation (3.24) ensures the
rigorous size-intensivity of the STEOM-XVCC frequencies.
Second, we prove the invariance of the constant part of the similarity-transformed Hamiltonian operator H̄ by the
second transformation, i.e., ¯̄h0 = h̄0 = Ē
(m)
0 (the XVCCm ground-state energy). To show this, we first note that
{Ŝ n}|Φ0〉 = 〈Φ0|{Ŝ n} = 0 (n ≥ 1), (3.38)
because Ŝ contains at least one lowering and two raising operators. Evaluating the vacuum expectation value of Eq.
(3.35), we find
〈Φ0|{eŜ } ¯̄H|Φ0〉 = 〈Φ0| ¯̄H|Φ0〉 = ¯̄h0
= 〈Φ0|H̄{eŜ }|Φ0〉 = 〈Φ0|H̄|Φ0〉 = h̄0 = Ē(m)0 , (3.39)
proving the above assertion.
Third, we show that the zeros of H̄ are preserved by the second similarity transformation, i.e., h̄p1 p2···pn = ¯̄hp1 p2···pn =
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|Φ0〉 + . . .













〈Φp1 p2···pn |{Ŝ 2}|Φq1q2···ql〉h̄q1q2···ql + . . .
= 0, (3.40)
where we have used Eq. (3.38) in the second equality and also in excluding l = 0 from the summations in the
penultimate equality (which is further justified by noting that the l = 0 contributions are disconnected). The last
equality follows from Eq. (3.4). To understand the upper bounds of the summations over l, note that each Ŝ is at least
net one-mode excitation operator. This completes the proof of the preservation of zeros of H̄ in ¯̄H.
3.3.3 Amplitude and eigenvalue equations
The Ŝ -amplitude equation can be expanded by substituting Eq. (3.36) into Eq. (3.18), yielding











































|Φq〉 + . . .






of which the second equality follows from
{Ŝ n}|Φq〉 = 〈Φq|{Ŝ n−1} = 0 (n ≥ 2), (3.43)
because {Ŝ n} has at least n lowering and 2n raising operators and Φq is only a one-mode excited Hartree product.
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The second term of Eq. (3.41) is expanded by inserting the resolution of the identity, leading to
〈Φp1 p2···pn |
(
{eŜ − 1} ¯̄H
)
C
|Φq〉 = 〈Φp1 p2···pn |{Ŝ +
1
2!




〈Φp1 p2···pn |{Ŝ +
1
2!






〈Φp1 p2···pn |{Ŝ +
1
2!




〈Φp1 p2···pn |{Ŝ +
1
2!




〈Φp1 p2···pn |Ŝ |Φr〉〈Φr | ¯̄H − Ē(m)0 |Φq〉. (3.44)
In the second equality, Eq. (3.38) is used to show that the first term in its left-hand side is zero (also the whole term is
disconnected). In the same equality, Eq. (3.18) requires the last factor in the third term of the left-hand side to vanish.
The last equality comes from Eq. (3.43).
In the very last factor, 〈Φr | ¯̄H − Ē(m)0 |Φq〉, subtracts the constant part from the ¯̄H operator so that there is no
disconnected contribution. It can be further simplified by using Eq. (3.43) as

















− Ē(m)0 |Φq〉. (3.45)
Summarizing, the Ŝ -amplitude equation (3.18) of STEOM-XVCCm can be rewritten in a vastly streamlined form
as
〈Φp1 p2···pn | ¯̄H′|Φq〉 −
∑
r
〈Φp1 p2···pn |Ŝ |Φr〉〈Φr | ¯̄H′|Φq〉 = 0, (3.46)
for all q and all p1, p2, . . . , pn for each n (2 ≤ n ≤ m), with





− Ē(m)0 . (3.47)
The STEOM-XVCCm eigenvalue equation (3.24) also reduces to
∑
q
〈Φp| ¯̄H′|Φq〉cq(`) = ¯̄ω(m)` cp(`). (3.48)
In other words, for the matrix elements of our interest, the {eŜ } operator is linearized to 1 + Ŝ , and the ¯̄H operator is
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equal to ¯̄H′ in the diagonalization space of STEOM-XVCC.
3.3.4 Diagrammatic derivation
Here, we illustrate a diagrammatic derivation of the working (matrix-algebraic) equations of the Ŝ -amplitude and
eigenvalue equations, taking STEOM-XVCC4 with a QFF as an example. The amplitudes of the H̄ operator are
assumed to be available from a preceding XVCC4 calculation.
We express the Ŝ operator truncated at Ŝ 4,1 diagrammatically as
Ŝ = + +
. (3.49)
A hexagon vertex designates an amplitude of the Ŝ operator. The diagrammatic Ŝ 2,1-, Ŝ 3,1-, and Ŝ 4,1-amplitude
equations (3.46) are then written as
− = 0 ,′ ′
(3.50)
− = 0 ,′ ′
(3.51)
− = 0 ,′ ′
(3.52)
respectively, where a double-strike-through vertex with a “ ′ ” denotes an amplitude of ¯̄H′.
A diagrammatic representation of an amplitude of ¯̄H′ [Eq. (3.47)] is obtained as a sum of the H̄ diagrams and all
possible contractions of H̄ with one vertex of Ŝ from below:





= + + +
+ + + + ,
′
(3.54)






= + + +
+ + + + .
′
(3.56)
Substituting these into Eqs. (3.50)–(3.52), we can write the Ŝ -amplitude equation in terms of the H̄ and Ŝ vertices.
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For instance, the Ŝ 2,1-amplitude equation [Eq. (3.50)] is re-expressed as
+ + + +
+ + + −
− − − −
− = 0 ,
(3.57)
which can be further expanded in terms of the amplitudes of Ĥ, Ŝ , and T̂ (not shown). Each of these diagrams is then
interpreted algebraically by using the previously established rules for the XVCC and EOM-XVCC diagrams Table 2.2
of with new types of vertices translated appropriately. For instance, an algebraic interpretation of the tenth diagram in









with the vertex and line labeling illustrated in Fig. 3.2, where P̂(pq) is the permutation operator defined by Eq. (2.59).


























































































































v = 0, (3.59)
which corresponds term-by-term with Eq. (3.57).
Equation (3.53) is also the kernel of the STEOM-XVCC4 eigenvalue equation (3.24), defining all elements of the
matrix to be diagonalized. The matrix-algebraic interpretation of this equation is


































according to the rules in Table 2.2 applied to the diagrammatic counterpart [Eq. (3.53)].
The singly similarity-transformed Hamiltonian H̄ amplitudes that become necessary in XVCC4, EOM-XVCC4,
and STEOM-XVCC4 are given explicitly in terms of the bare normal-ordered Hamiltonian Ĥ amplitudes and T̂
amplitudes in Appendix C.
3.4 Comparisons of related theories
3.4.1 STEOM-XVCC versus EOM-XVCC
Here, we prove that the STEOM-XVCCm frequencies for the fundamentals are equal to those of the corresponding
roots of EOM-XVCCm. Specifically, for a solution, R̂(`), of EOM-XVCCm, we show that there exists a STEOM-
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|Φq〉cq(`) = R̂(`)|Φ0〉, (3.61)
or equivalently,
rq(`) = cq(`), (3.62)
rp1 p2···pn (`) =
∑
q
sp1 p2···pnq cq(`) (n ≥ 2), (3.63)





Substituting R̂(`) of Eq. (3.61) into the EOM-XVCCm amplitude equation (2.70), we find
ω̄(m)
`




































rp1 p2···pn (`), (3.64)







































. Diagrammatic representations of
identities (3.62) and (3.63) are depicted in Fig. 3.3.
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This characterizes STEOM-XVCCm as a convenient root-homing algorithm of EOM-XVCCm, yielding identical
frequencies of all fundamentals simultaneously from diagonalization of the ¯̄H′ matrix in the singles space (see Fig.
3.1). The diagonalization of the ¯̄H matrix in a broader space gives different frequencies from EOM-XVCCm, as its
matrix elements include additional size-extensive correlation effects captured by higher-order excitations generated by
{eŜ } from each excited state.
3.4.2 Vibrational versus electronic STEOM-CC
In electronic STEOM-CCSD, [97,99] we require the 1h-2h1p and 1p-1h2p blocks of ¯̄H to vanish, satisfying Eqs. (1.29)
and (1.30). For practical reasons an active space is used, [99] but this aspect is not essential for the present discussion.
As pointed out in Sec. 1.4, diagonalization of the resulting ¯̄H matrix in the IP or EA sector is identically equivalent [99]
to IP- and EA-EOM-CCSD for principal IPs and EAs or the corresponding FSCC methods of Lindgren, Mukherjee,
and coworkers. [105, 106, 108, 139] It is, therefore, possible to map Ŝ amplitudes onto the IP- or EA-EOM-CCSD
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|Φa〉ca(`) = R̂+(`)|Φ0〉, (3.67)













{ci(`)} or {ca(`)} is the `th eigenvector of the Ĥeff matrix in the space of the 1h or 1p determinants, which, in turn, is a
linearized form of ¯̄H: [99]






where ECC is the CCSD ground-state energy. The linearization of {eŜ } into 1 + Ŝ occurs for the same reason as in the
vibrational case: the {(Ŝ ∓)n} operator (n ≥ 2) contains n hole annihilation (particle creation) operators and its action
on a 1h (1p) determinant results in zero. In STEOM-CCSD, this equivalence between the Ŝ -amplitude equations and
IP- and EA-EOM-CCSD was exploited to determine the Ŝ amplitudes with the latter methods, which are then used to
construct ¯̄H in the singles-singles space for excitation energies.
67
Equations (3.66) and (3.67), which are a basis of the equivalence of the electronic Ŝ -amplitude equation with
IP- and EA-EOM-CCSD, mirror Eq. (3.61), which has been used to prove the equivalence of STEOM-XVCC and
EOM-XVCC in Sec. 3.4.1. In both cases, the doubly similarity-transformed Hamiltonian is linearized in the space
of diagonalization to compute {cq(`)} (for principal IPs and EAs or for fundamentals). In fact, the proof of the latter
equivalence in Sec. 3.4.1 borrows heavily from Ref. 99 on the electronic case, and Ĥeff of the electronic STEOM-CC
is isomorphic to ¯̄H′ of the vibrational STEOM-XVCC. Taken together, STEOM-XVCC can be viewed as exactly
analogous to the first step (the Ŝ -amplitude equation) of electronic STEOM-CC, or more specifically, EA-EOM-CC.
This view may be supported by noting that a vibrational excitation (â†p) is most analogous to an electron attachment
(â†), as opposed to, e.g., an electronic excitation (â† î), which seems to have no counterpart in vibration.
In the second step of the electronic STEOM-CC, we diagonalize the ¯̄H matrix in the space of singly excited
determinants. The corresponding step does not exist in the vibrational STEOM-XVCC; recall that the diagonalization
of the vibrational ¯̄H′ matrix in the space of one-mode excited products is more analogous to the diagonalization of the
electronic Ĥeff matrix in the 1p determinant space as mentioned above.
The ¯̄H operator of the electronic STEOM-CC in the space of singly excited determinants is not linearized. This
is because such a determinant Φai has a two-spinorbital difference from the ground-state determinant Φ0, and a non-
linear operator such as {Ŝ +Ŝ −} or {Ŝ −Ŝ +} can act on it to yield a non-vanishing result. These nonlinear excitations
caused by {eŜ } fold in higher-order correlation effects in the doubly similarity-transformed Hamiltonian ¯̄H ampli-
tudes, making the STEOM-CCSD excitation energies differ from and, in many cases (such as for charge-transfer
excitations), distinctly superior to the EOM-CCSD excitation energies. [97, 99] In contrast, the vibrational STEOM-
XVCC frequencies are identical to the corresponding EOM-XVCC frequencies, as shown above. This argument may
attach greater significance and interest to diagonalization of the vibrational ¯̄H outside the space of one-mode excited
products where {eŜ } no longer truncates at the linear term. For example, one could diagonalize ¯̄H over the space of
two-mode excitations to obtain frequencies of overtones and combinations that are different from the corresponding
EOM-XVCC frequencies. This is analogous to the calculation of double electron affinites in DEA-STEOM-CC. [97]
Since ¯̄H does not have an exact block triangular structure, this is an approximation, but it is expected that the coupling
to higher excitations is already highly suppressed by the sequential similarity transformations. The neglected coupling
can always be accounted for by diagonalizing ¯̄H in the space of two- through m-mode excitations which may define
an extended-STEOM-XVCCm method. [101]
FSCC and IP- or EA-EOM-CC can be formulated alternatively by the eigenvalue-independent partitioning tech-
nique of Sinha et al., [140] which shares features similar to STEOM-CC. [99] At the level equivalent to EA-EOM-
CCSD, in this technique, the ¯̄H matrix in the EA sector (denoted by ¯̄H(EA)) is partitioned into components in the 1p
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where S+QP is the matrix representation of Ŝ
+, whose elements are determined such that ¯̄HQP = 0, which is expanded
as
0 = ¯̄HQP (3.73)





= ¯̄H′QP − S+QP ¯̄H′PP, (3.75)
with
¯̄H′ = H̄ + H̄S+QP − ECC1. (3.76)
The principal EAs are obtained as eigenvalues of ¯̄H′PP. It is evident that Eqs. (3.75) and (3.76) are the matrix represen-
tations of the electronic STEOM-CCSD working equations, whose vibrational counterparts are Eqs. (3.46) and (3.47),
respectively. This technique, therefore, can be viewed as utilizing the linearization of {eŜ } in the QP and PP pro-
jections of ¯̄H from the outset. STEOM-XVCCm can also be reformulated as the eigenvalue-independent partitioning
technique with the P space spanning all one-mode excited products and Q all two- to m-mode excited products.
3.4.3 STEOM-XVCC versus MBGF
STEOM-XVCCm is a one-mode theory that is convergent toward the exact solution of the vibrational Schrödinger
equation with increasing m. It should, therefore, bear some formal relationship with the vibrational MBGF, which
is also an exact one-mode theory. XVMP2 (Ref. 14) is an example of the vibrational MBGF with its self-energy
approximated by a second-order perturbation theory. Here, we elucidate the relationship between these two methods.












−ν − (En − E0) , (3.77)
where Ψn and En are the exact wave function and energy of the nth vibrational state and Âp = Â
†
p = âp + â
†
p. The
first and second terms are the retarded and advanced Green’s functions, respectively. We seek poles of the Green’s
function, i.e., the frequency ν that is equal to one of the exact vibrational transition frequencies, En − E0, causing a
divergence in G(ν).
This Green’s function is subject to a Feynman–Dyson perturbation expansion [141] with the vibrational analog of
the Møller–Plesset partitioning [13] of the normal-ordered Hamiltonian: Ĥ = Ĥ(0) + Ĥ(1). With the SCP reference in
a QFF, the perturbation operator Ĥ(1) is essentially the sum of the normal-ordered cubic and quartic force-constant
operators. The zeroth-order Green’s function then reduces to
{G(0)(ν)}pq =
δpq
ν − ωp +
δpq




Defining the self-energy Σ(ν) by the Dyson equation,
G(ν) = G(0)(ν) + G(0)(ν)Σ(ν)G(ν), (3.79)
we find the exact transition frequency ν to be a solution of the one-mode eigenvalue equation (inverse Dyson equation)













where 2ωi{Σ(ν)}pq serves as an effective anharmonic correction to the pqth element of the quadratic force-constant
matrix. The eigenvector {cp} defines an anharmonicity-dressed set of coordinates, which may be called the Dyson
coordinates, [11] i.e., a vibrational analogue of the Dyson orbitals. [142, 143]
Expanding the self-energy in a perturbation series with the SCP reference in a QFF, we find the second-order
correction to be diagrammatically expressed [14] as







































−ν − ωr − ωs − ωt , (3.82)
in the same order of the terms as the diagrammatic equation. A dashed line, called the resolvent line, in each diagram
represents a denominator that depends on the root (ν) of the Dyson equation. Note that the first two diagrams (terms)
have +ν in their denominators and originate from the retarded Green’s function, whereas the other two with −ν in their
denominators come from the advanced Green’s function.
Solving Eq. (3.79) with its Σ(ν) approximated by Σ(2)(ν) for ν, we obtain the second-order approximation to the
vibrational frequencies in XVMP2. [14] In the original paper, we invoked the diagonal approximation,
{Σ(2)(ν)}pq ≈ δpq{Σ(2)(ν)}pp, (3.83)
without or further with the frequency-independent (“non-self-consistent”) approximation,
{Σ(2)(ν)}pq ≈ δpq{Σ(2)(ωp)}pp. (3.84)
To clarify the relationship of STEOM-XVCC to XVMP2, let us point out that the following alternative, definition
[141] (distinguished by a prime) of the exact one-mode Green’s function also contains the entire information about





ν − (En − E0) , (3.85)
with the corresponding zeroth-order Green’s function,
{G′(0)(ν)}pq =
δpq
ν − ωp . (3.86)
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cq = νcp, (3.87)
where {Σ′(ν)}pq represents an anharmonic correction to the pqth element of the Hamiltonian matrix (or roughly a SCP
frequency) and the eigenvector {cq} relates to (if not immediately defines) the Dyson coordinates. In the diagonal
approximation, the above equation reduces to
ωp + {Σ′(ν)}pp = ν. (3.88)
In the diagonal, frequency-independent approximation, it further simplifies to
ωp + {Σ′(ωp)}pp = ν. (3.89)
We now show how this form of the Dyson equation maps onto the STEOM-XVCC eigenvalue equation (3.48)
with the corresponding self-energy containing the same diagrammatic contributions as Eq. (3.81) at the second order,
but in frequency-independent approximation. More specifically, the second-order approximation of 〈Φp| ¯̄H′|Φq〉 of Eq.
(3.47) or (3.53) corresponds to δpqωp + {Σ′(2)(ν)}pq in the above equation, where {Σ′(2)(ν)}pq is given by Eq. (3.82) or




























−ωp − ωr − ωs − ωt , (3.90)
in a QFF. The derivation of this will be given below.
The zeroth-order approximation to ¯̄H′ is simply
〈Φp| ¯̄H′(0)|Φq〉 = 〈Φp|Ĥ|Φq〉 = δpqωp, (3.91)
in the SCP reference. The first-order correction 〈Φp| ¯̄H′(1)|Φq〉 is zero. Starting with Eq. (3.47), we find its second-order
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correction formally written as






Again, using STEOM-XVCC4 in a QFF as a concrete example, the diagrammatic expression of the above reads





























where a parenthesized integer denotes the perturbation order of each vertex. Note that the perturbation order of a
T̂ and Ŝ amplitude is at least one. The second and fourth terms in the right-hand side vanish in the SCP reference
because




= = 0 .
(1)
(3.95)










in which an open-circle vertex with ‘(1)’ represents a first-order perturbation correction to the T̂ amplitude. It satisfies
the first-order approximations to the T̂ -amplitude equations [Eqs. (A.4) and (A.5)], which are depicted diagrammati-
cally
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which can be immediately solved:
(τ(1))pqr =
hpqr
−ωp − ωq − ωr , (3.100)




p q r p q r
(3.101)





p q r s p q r s
(3.102)
Substitution of these expressions into Eq. (3.96) leads to the last two terms of Eq. (3.90).
The remaining, nonzero terms of Eq. (3.93) involve the first-order corrections to the Ŝ amplitudes, which satisfy
the first-order approximation to the Ŝ -amplitude equation (3.46):
〈Φp1···pn | ¯̄H′(1)|Φq〉 −
∑
r
〈Φp1···pn |Ŝ (1)n,1|Φr〉〈Φr | ¯̄H′(0)|Φq〉 =
〈Φp1···pn | ¯̄H′(1)|Φq〉 − (s(1))p1···pnq ωq = 0. (3.103)
where we have used Eq. (3.91).
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In the case of STEOM-XVCC4 in a QFF, the corresponding diagrammatic equations (3.50)–(3.52) reduce to




























which can be readily solved for the first-order correction to Ŝ 2,1:
(s(1))pqr =
hpqr
ωr − ωp − ωq . (3.108)









where, again, a wiggly line is a frequency-independent resolvent line, understood to be interpreted algebraically as
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p q r s
t (3.111)
The latter is a consequence of the QFF approximation to the PES and causes the last term in Eq. (3.93) to vanish.
Substituting them in Eq. (3.96), we recover the first two terms of Eq. (3.90).
Together, the diagrammatic expression of the second-order approximation of STEOM-XVCC4 (QFF) effective
Hamiltonian ¯̄H′(2) in the space of singles reads










whose algebraic interpretation is Eq. (3.90). This diagrammatic equation differs from the XVMP2 self-energy [Eq.
(3.81)] only in the resolvent lines. The former is a frequency-independent approximation to the latter.
Both the Feynman–Dyson (XVMPn) perturbation series [14] of the self-energy and the perturbation approximation
to the STEOM-XVCC discussed here are convergent at the exact solutions of the vibrational Schrödinger equation,
but at different rates. The frequency-independent approximation is inherent in the latter, which should somehow
recuperate the effect of frequency dependence in the self-energy in a perturbative manner. It may be speculated that
this is achieved through the linked-disconnected diagrams in higher-order perturbation corrections of STEOM-XVCC
just as in IP- and EA-EOM-CC or ∆MPn for electrons. [134, 144]
3.5 Approximate STEOM-XVCC methods
Inspired by the relationship between STEOM-XVCC and MBGF discussed in Sec. 3.4.3, we introduce three approxi-
mations to STEOM-XVCC: the diagonal, perturbation, and frequency-independent approximations.
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3.5.1 Diagonal approximation
The diagonal approximation to STEOM-XVCC neglects all off-diagonal elements of 〈Φp| ¯̄H′|Φq〉 both in the Ŝ -
amplitude equation (3.46) and eigenvalue equation (3.48). We call this approximation ‘1’ and the method 1-STEOM-
XVCCm. The 1-STEOM-XVCC frequencies are the diagonal elements of the singles block of the doubly similarity-
transformed Hamiltonian,
¯̄ω[1]q = 〈Φq| ¯̄H′|Φq〉, (3.113)
where the ‘[1]’ superscript merely indicates approximation 1 and should not be taken as a perturbation order. The
amplitude equation also reduces to
〈Φp1···pn | ¯̄H′|Φq〉 − 〈Φp1···pn |Ŝ [1]|Φq〉〈Φq| ¯̄H′|Φq〉 =
〈Φp1···pn | ¯̄H′|Φq〉 − (s[1])p1···pnq ¯̄ω[1]q = 0, (3.114)
where ¯̄H′ is defined by Eq. (3.47) with Ŝ [1] that is the solution of the above equation. The frequency ¯̄ω[1]q is no longer
equal to the corresponding EOM-XVCCm frequency ω̄q and is, therefore, dressed with a double overbar in addition
to the ‘[1]’ superscript. Diagrammatically, the Ŝ -amplitude equations of the 1-STEOM-XVCC4 method in a QFF are
expressed as
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p q r s
(3.117)
The internal line in the second term is no longer associated with a summation over the mode index, but instead is
restricted to the downward external mode index.
While this approximation does not reduce the overall size dependence of arithmetic operation cost (scaling), which
is O(N7) with the number of modes N for STEOM-XVCC4 in a QFF (see below), it decouples the Ŝ -amplitude
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equation into individual equations for each fundamental, which are still nonlinear, but allow a subset of roots to be
determined. In STEOM-XVCCm without the diagonal approximation, on the other hand, all roots must be determined
simultaneously.
3.5.2 Perturbation approximation
Here, we apply a first-order perturbation approximation only to the left-hand side of the Ŝ -amplitude equation of 1-
STEOM-XVCCm [Eq. (3.114)] by partitioning the singly similarity-transformed Hamiltonian, H̄ = H̄(0) + H̄(1), where
H̄(0) consists of zero- and diagonal two-mode operators of H̄ (as opposed to Ĥ in Sec. 3.4.3) We call this approximation
‘2’ and the method 2-STEOM-XVCCm. The frequencies of this method are given by
¯̄ω[2]q = 〈Φq| ¯̄H′|Φq〉, (3.118)
which is formally the same as in the diagonal approximation, but ¯̄H′ is defined with the Ŝ [2] that satisfies
〈Φp1···pn | ¯̄H′[2]|Φq〉 − 〈Φp1···pn |Ŝ [2]|Φq〉〈Φq| ¯̄H′|Φq〉 =
〈Φp1···pn | ¯̄H′[2]|Φq〉 − (s[2])p1···pnq ¯̄ω[2]q = 0, (3.119)
where ¯̄H′[2] is the first-order perturbation correction to ¯̄H′, i.e.,










P̂(p1 · · · pn)h̄p1···pnq





for n ≥ 2. Again, the superscript ‘[2]’ designates approximation 2 and has nothing to do with a perturbation order.
The diagonal approximation is always implied in approximation 2.
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which can be solved analytically:
(s[2])pqr =
h̄pqr
¯̄ω[2]r − h̄pp − h̄qq
. (3.125)
The amplitudes of Ŝ [2]3,1 and Ŝ
[2]
4,1 are likewise obtained without numerically solving nonlinear equations, but by a
one-shot evaluation of the general formula:
(s[2])p1 p2···pnq =
h̄p1 p2···pnq
¯̄ω[2]q − P̂(p1 p2 · · · pn)h̄p1p1
. (3.126)
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¯̄ω[2]s − h̄pp − h̄qq − h̄rr − h̄ss
, (3.127)
which may be viewed as an inverse Dyson equation (3.88) in the diagonal approximation, but with frequency-
dependent denominators. The right-hand side can be evaluated at an O(N5) arithmetic-operation cost (where N is
the number of modes) for one mode or at an O(N6) cost for all (N) fundamentals.
Similarity of this approximation to XVMP2 is evident. Equations (3.121)–(3.123) mirror Eqs. (3.104)–(3.106),
which are used to underscore the relationship between STEOM-XVCC and XVMP2 in Sec. 3.4.3. The major differ-
ence, however, is the presence of ¯̄ω[2]s in the denominators, reviving the frequency dependence in the third and fifth
terms in the right-hand side of Eq. (3.127), which now resemble more closely the first two terms of the frequency-
dependent second-order self-energy of Eq. (3.82). This, in turn, permits multiple solutions for a single equation
(3.127), which is one of the important advantages of the inverse Dyson equation (3.87). The other two terms of Eq.
(3.82) are hidden in h̄ss (the first term) of Eq. (3.127), which still lacks frequency dependence.
3.5.3 Frequency-independent approximation
If we apply the first-order perturbation approximation with the Hamiltonian partitioning H̄ = H̄(0) + H̄(1) consistently
to both the left- and right-hand sides of the 1-STEOM-XVCC amplitude equations (3.114), we obtain
〈Φp1···pn | ¯̄H′[2]|Φq〉 − 〈Φp1···pn |Ŝ [3]|Φq〉〈Φq|H̄(0)|Φq〉 =
〈Φp1···pn | ¯̄H′[2]|Φq〉 − (s[3])p1···pnq h̄qq = 0, (3.128)
which has a solution for the Ŝ [3] amplitudes:
(s[3])p1 p2···pnq =
h̄p1 p2···pnq
h̄qq − P̂(p1 p2 · · · pn)h̄p1p1
. (3.129)
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Substitution of this into Eq. (3.113), leads to the 3-STEOM-XVCC frequencies as
¯̄ω[3]q = 〈Φq| ¯̄H′|Φq〉, (3.130)
where ¯̄H′ is constructed with the Ŝ [3] amplitudes. The 3-STEOM-XVCC method is a frequency-independent approx-
imation to 2-STEOM-XVCC or a more consistent second-order perturbation approximation to 1-STEOM-XVCC.













































−h̄pp − h̄qq − h̄rr
, (3.131)
which is another incarnation of the inverse Dyson equation (3.89) in the diagonal and frequency-independent approx-
imations. The cost scaling of this method is O(N6) for all N fundamentals.
3.6 Computer implementation
STEOM-XVCCm and its approximations defined in Sec. 3.5 were implemented for a XVSCF reference with a QFF
up to m = 4, using a symbolic computing program [132] automating the formula derivations and code synthesis.
The Ŝ -amplitude equations, such as Eq. (3.59), and eigenvalue equation (3.60) are fully expanded in terms of the
Ĥ, T̂ , and Ŝ amplitudes (rather than of the H̄ amplitudes) by this program. They are transformed into an efficient
computational sequence (a sum of binary tensor contractions) [126,132,145] and translated into c++ computer codes.
The asymptotic cost functions with the number of modes (N) of the optimal computational sequences for each method
discussed below were determined by the symbolic computing program (although the same can be easily inferred
analytically from working equations).
The nonlinear Ŝ -amplitude equations of STEOM-XVCC and 1-STEOM-XVCC were solved iteratively with a
Newton–Krylov algorithm, available from scipy, which utilized the LGRMES method to approximate the Jacobian.
[146,147] This procedure could be sped up dramatically if an approximate inverse of the Jacobian matrix was available,
which in this study was supplied by that of 3-STEOM-XVCC. An initial guess of the Ŝ amplitudes was also furnished
by 3-STEOM-XVCC, in which large amplitudes (|s| ≥ 1), often signaling Fermi resonances, were replaced by zero
to avoid slow convergence. The self-consistent roots of the Dyson-like equation (3.127) of 2-STEOM-XVCC were
located with minpack’s HYBRD algorithm available via scipy. [148]
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Table 3.1 summarizes the characteristics of the STEOM-XVCC4 approximations as well as the EOM-XVCC4
and XVMP2 methods. [14, 132] In STEOM-XVCC, the peak operation cost is incurred during the construction of the
necessary parts of the ¯̄H′ matrix, which is O(N7) for a QFF. The subsequent diagonalization of the singles block of
this ¯̄H′ matrix only costs O(N3), and, therefore, no cost reduction occurs by seeking any less than the whole set of N
fundamentals in STEOM-XVCC.
Calculating all fundamentals by fully diagonalizing the H̄ matrix of EOM-XVCC4 in a QFF will be a prohibitive
O(N12) task. However, EOM-XVCC is implemented in an efficient iterative subspace diagonalization algorithm, [132]
which determines only a requested number of several lowest roots. The cost of a contraction of the H̄ matrix and a
trial vector, which is the overall cost-determining step, is O(N6) in EOM-XVCC4 with a QFF. [132] Therefore, a root-
homing algorithm that is as efficient as the subspace diagonalization algorithm (not considered in this work) should
bring down the scaling of EOM-XVCC4 to O(N7) for all N fundamentals. In other words, STEOM-XVCC and EOM-
XVCC give the identical fundamental frequencies (see Sec. 3.4.1) at an identical asymptotic cost. The usefulness of
STEOM-XVCC, therefore, lies in the convenience it offers in providing a whole set of fundamentals simultaneously,
which has special significance in vibrational analyses.
The diagonal approximation used in 1-, 2-, and 3-STEOM-XVCC decouples the coupled set of the Ŝ -amplitude
equations into individual ones, allowing one fundamental frequency to be determined at a one-rank lower cost function.
This approximation alone, however, does not change the overall scaling of cost for all N fundamentals, which is still
O(N7) in 1-STEOM-XVCC. The perturbation approximation to the Ŝ -amplitude equations, adopted in 2- and 3-
STEOM-XVCC, reduces the overall cost scaling for all N fundamentals from O(N7) to O(N6). An iterative algorithm
for the root search in the self-consistent Dyson-like equation of 2-STEOM-XVCC is efficient and does not affect the
scaling of cost.
The XVMP2 methods [14] also treat one mode at a time (irrespective of the diagonal or frequency-independent
approximation to the self-energy) at an O(N4) cost for all N fundamentals, when a QFF is used.
Figure 3.4 numerically confirms that the asymptotic limits of the cost functions of STEOM-XVCC4 for all N
fundamentals and of 1-STEOM-XVCC4 and 2-STEOM-XVCC4 for one fundamental are reached already at N = 20.
It also provides the reader with a sense of how expensive/inexpensive these calculations are and how quickly the cost
rises with N.
3.7 Numerical tests
The vibrational frequencies of the water, formaldehyde, and ethene molecules were calculated with the various ap-
proximations of STEOM-XVCC4, EOM-XVCC4, and XVMP2. Their equilibrium structures, normal coordinates,
and QFF’s were calculated at the MP2/aug-cc-pVTZ level using nwchem [128] and sindo. [129] The reference wave
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function was furnished by the XVSCF[4] method. [10]
3.7.1 Water
Table 3.2 lists the errors in the frequencies of the water molecule calculated by the various methods relative to the
EOM-XVCC4 benchmark. As analytically proven in Sec. 3.4.1 and thus expected, STEOM-XVCC4 gives the identi-
cal results as EOM-XVCC4 for the fundamentals. The diagonal approximation in 1-STEOM-XVCC causes negligible
errors of no more than 1 cm−1.
The frequencies of the 2- and 3-STEOM-XVCC4 methods, which are without and with the frequency-independent
approximation, respectively, are similar to each other. This parallels the results of XVMP2 with and without the
frequency-independent approximation to the self-energy. Since none of the fundamental modes of the water molecule
are appreciably affected by any resonance, the self-energy is roughly constant with frequency. Therefore, a self-
consistent solution of the Dyson equation does not differ much from the non-self-consistent one (i.e., in the frequency-
independent approximation).
Both 2- and 3-STEOM-XVCC4 noticeably outperform XVMP2 for ν1 and ν3, which experience Morse-like PES.
This may be understood that the strong one-mode anharmonicity in these PES cannot be adequately described by a
second-order perturbation theory of XVMP2. While 2- and 3-STEOM-XVCC4 also invokes a similar perturbation
theory argument, its zeroth-order Hamiltonian is a part of H̄ (not Ĥ) and, therefore, they take into account much
greater degree of anharmonic effects.
3.7.2 Formaldehyde
The results for the formaldehyde molecule in Table 3.3 confirm the general observations made above for the water
molecule, except for ν5.
The ν5 fundamental is known to undergo a Fermi resonance with combinations ν3ν6 and ν2ν6. For this mode,
both XVMP2 in the frequency-independent approximation and 3-STEOM-XVCC4 (also invoking the frequency-
independent approximation) suffer from large errors in excess of 400 and 100 cm−1, respectively. In either case,
the self-consistent solution of the Dyson equation by XVMP2 (without the frequency-independent approximation) or
by 2-STEOM-XVCC4 rectifies this problem and reproduces the ν5 frequency within 5 cm−1 of the EOM-XVCC4
result. Furthermore, roots corresponding to the combinations ν3ν6 and ν2ν6 exist in the same Dyson equation. The
accuracy for these roots is somewhat poorer than for the fundamental. Overall, 2- and 3-STEOM-XVCC4 are com-
parable in accuracy with XVMP2 and frequency-independent XVMP2, respectively, for fundamentals unaffected by
resonance and those strongly affected by a resonance.
In a STEOM-XVCC4 or 1-STEOM-XVCC4 calculation, exactly 6 fundamental frequencies are obtained by diag-
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onalizing the 6 × 6 ¯̄H′ matrix in the singles space with one common set of Ŝ amplitudes. These eigenvalues are the
frequencies listed in the columns labeled ν1 through ν6 (but not in the columns of the combinations). The frequencies
of the combinations ν3ν6 and ν2ν6 were obtained as follows: We seek a different solution of the nonlinear Ŝ -amplitude
equation, starting with an initial guess with a large magnitude assigned to s3,65 (if ν3ν6 is the target) in its iterative
solution algorithm. A more accurate initial guess may be obtained by first performing an inexpensive EOM-XVCC
calculation (such as EOM-XVCC2) for the target root and inverting the corresponding R̂ amplitudes into guess Ŝ am-
plitudes via Eq. (3.62). Once the Ŝ amplitudes for the target root are determined, we then construct the ¯̄H′ matrix in
the singles space with this different set and diagonalize it. The eigenvalues for all fundamentals other than ν5 are un-
changed, but that for ν5 now reports the frequency for ν3ν6. The existence of multiple solution sets of the Ŝ -amplitude
equations more or less corresponds to the frequency dependence of the Ŝ amplitudes in 2-STEOM-XVCC, permitting
multiple roots of a Dyson equation.
Remarkably, the 1-STEOM-XVCC4 frequencies of ν3ν6 and ν2ν6 are as accurate (relative to EOM-XVCC4) as
they are for the other fundamentals unaffected by resonance. In other words, the diagonal approximation and the re-
sulting absence of coordinate mixing hardly influence the ability of STEOM-XVCC to describe the states that undergo
significant anharmonic mode-mode coupling. This can be understood by recalling the equivalence of STEOM-XVCC
and EOM-XVCC discussed in Sec. 3.4.1, or specifically Fig. 3.3. A large R̂3 amplitude needed to describe a resonance
caused by cubic anharmonicity can still be fully accounted for by an equally large Ŝ amplitude combined with nearly
unit {cp(k)} vector.
3.7.3 Ethene
Table 3.4 compiles the results for the ethene molecule. This molecule has a number of modes (ν1, ν2, ν5, ν8, and
ν10) whose anharmonic effects are not fully recuperated by XVMP2. In particular, ν5 appears to be affected by some
resonance, causing XVMP2 in the frequency-independent approximation to suffer from a large error of −237 cm−1.
The 3-STEOM-XVCC4 method, which is also frequency independent, has a large, if not larger, error of −43 cm−1.
For ethene also, we observe that 1-STEOM-XVCC4 is an exceedingly accurate approximation to STEOM-XVCC4,
suggesting that the off-diagonal elements of the ¯̄H′ matrix are negligible. The 2- and 3-STEOM-XVCC4 frequencies
behave similarly as those of XVMP2 without and with the frequency-independent approximation, respectively, al-
though the former are much more expensive than the latter. This underscores the exceptionally good performance of
second-order perturbation theory for MBGF in anharmonic vibrational problems.
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3.8 Conclusion
We have introduced STEOM-XVCCm (with m being the truncation rank of the T̂ and Ŝ operators) for a simultaneous
calculation of anharmonic vibrational frequencies of all fundamentals. We have proved that the STEOM-XVCCm
frequencies are size-intensive and identical to EOM-XVCCm, rendering STEOM-XVCC a convenient root-homing
algorithm for fundamentals, which have special significance in understanding and simulating IR and Raman spectra.
We have also elucidated the relationship between the vibrational and electronic STEOM-CC methods and between
STEOM-XVCC and vibrational MBGF, the latter inspiring three approximate STEOM-XVCC methods.
We have presented the diagrammatic and algebraic working equations of STEOM-XVCC4 in a QFF as well
as its three approximations, simply named 1-, 2-, and 3-STEOM-XVCC. With the aid of a symbolic computing
program, they have been implemented into efficient computer codes, which have been applied to three molecules
with varied degree of anharmonicity in their PES’s. We numerically confirm the identity of the STEOM-XVCC4
and EOM-XVCC4 frequencies not only for the nominal fundamentals but also Fermi-resonant counterparts coupled
with one of the fundamentals. We also show that the diagonal approximation in 1-STEOM-XVCC has negligible
(< 1 cm−1) effects on the frequencies and a second-order perturbation approximation to the Ŝ -amplitude equations
used in 2-STEOM-XVCC4 makes it behave similar to XVMP2. The frequency-independent approximation to 2-
STEOM-XVCC4, called 3-STEOM-XVCC4, also performs similarly with XVMP2 in the frequency-independent
approximation, both suffering from large errors for resonant modes. With the much greater operation costs, 2- and
3-STEOM-XVCC may not be the methods of choice in the presence of XVMP2, but STEOM-XVCC and 1-STEOM-





|Φ0〉 |Φν〉 |Φνν〉 |Φννν〉 |Φνννν〉
〈Φ0 | EXVSCF 0 X X X
〈Φν | 0 X X X X
〈Φνν| X X X X X
〈Φννν | X X X X X




|Φ0〉 |Φν〉 |Φνν〉 |Φννν〉 |Φνννν〉
〈Φ0 | EXVCC X̄ X̄ X̄ X̄
〈Φν | 0 X̄ X̄ X̄ X̄
〈Φνν| 0 X̄ X̄ X̄ X̄
〈Φννν | 0 X̄ X̄ X̄ X̄




|Φ0〉 |Φν〉 |Φνν〉 |Φννν〉 |Φνννν〉
〈Φ0 | EXVCC ¯̄X ¯̄X ¯̄X ¯̄X
〈Φν | 0 ¯̄X ¯̄X ¯̄X ¯̄X
〈Φνν| 0 0 ¯̄X ¯̄X ¯̄X
〈Φννν | 0 0 ¯̄X ¯̄X ¯̄X
〈Φνννν| 0 0 ¯̄X ¯̄X ¯̄X

Figure 3.1: Structure of the singly (H̄) and doubly ( ¯̄H) similarity-transformed Hamiltonian of XVCC4 as well as
of the bare Hamiltonian (Ĥ) in the basis of the Hartree products of XVSCF modals (expressed in a self-explanatory
manner). The blocks whose elements are zero are represented by 0, while the others by X, X̄, or ¯̄X. EXVSCF and EXVCC
denote the XVSCF and XVCC4 energy, respectively, for the ground state. The dashed-boxed areas are the formal














Figure 3.3: Diagrammatic correspondence of the equivalent roots for a fundamental of STEOM-XVCC4 and EOM-
XVCC4.
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2.5 × 10−8 × N7
1-STEOM-XVCC4
2.8 × 10−8 × N6
2-STEOM-XVCC4
5.7 × 10−8 × N5
Figure 3.4: CPU time (in seconds) spent in one cycle of the iterative solution of the Ŝ -amplitude equations of STEOM-
XVCC4 for all N fundamentals, 1-STEOM-XVCC4 for one fundamental, and 2-STEOM-XVCC4 for one fundamen-
tal, as a function of the number of modes N. A QFF is used as a PES.
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3.10 Tables
Table 3.1: A summary of the methods considered in this work for a QFF and their asymptotic dependence of cost on
the number of modes (N).
Method Diagonal1 Perturbation1 ω-independent1 1 fundamental N fundamentals
EOM-XVCC42 No No No O(N6) O(N7)
STEOM-XVCC4 No No No . . . O(N7)
1-STEOM-XVCC4 Yes No No O(N6) O(N7)
2-STEOM-XVCC4 Yes Yes No O(N5) O(N6)
3-STEOM-XVCC4 Yes Yes Yes O(N5) O(N6)
XVMP23 Yes Yes No O(N3) O(N4)
ω-independent XVMP24 Yes Yes Yes O(N3) O(N4)
[1] The use of the diagonal, quasi-second-order perturbation, and/or frequency-independent approximations, as defined in Sec. 3.5.
[2] Cost functions assume a root-homing algorithm for fundamentals as efficient as an iterative subspace diagonalization algorithm for several
lowest roots. [132]
[3] Vibrational MBGF with the self-energy in the second-order perturbation and diagonal approximations. [14] Cost functions assume a constant
number of frequencies at which the self-energy needs to be computed to locate a pole by an interpolation.
[4] Vibrational MBGF with the self-energy in the second-order perturbation, diagonal, and frequency-independent approximations. [14]
Table 3.2: The calculated frequencies (νi) of the fundamental transitions (in cm−1) of the water molecule obtained by
the methods listed in Table 3.1 using the XVSCF[4] reference in a QFF. Except for EOM-XVCC4, the errors from
EOM-XVCC4 are shown.
Method ν1 ν2 ν3
EOM-XVCC4 3682 1557 3791
STEOM-XVCC4 0 0 0
1-STEOM-XVCC4 −0 0 0
2-STEOM-XVCC4 −4 1 −5
3-STEOM-XVCC4 −7 1 −7
XVMP2 −15 2 −17
ω-independent XVMP2 −19 2 −20
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Table 3.3: The same as Table 3.2, but for the formaldehyde molecule.
Method ν1 ν2 ν3 ν4 ν5 ν3ν6 ν2ν6 ν6
EOM-XVCC4 2837 1720 1502 1161 2874 2705 2990 1238
STEOM-XVCC4 0 0 0 0 0 01 01 0
1-STEOM-XVCC4 −0 −0 1 0 −0 −11 −01 0
2-STEOM-XVCC4 −1 −0 1 0 5 13 19 1
3-STEOM-XVCC4 −6 −0 1 0 −111 · · · · · · 1
XVMP2 −9 0 1 2 1 16 24 2
ω-independent XVMP2 −16 0 1 2 −415 · · · · · · 2
[1] Obtained with a different set of the Ŝ amplitudes than the rest.
Table 3.4: The same as Table 3.2, but for the ethene molecule.
Method ν1 ν2 ν3 ν4 ν5 ν6 ν7 ν8 ν9 ν10 ν11 ν12
EOM-XVCC4 3043 1621 1349 1116 3000 1436 983 3133 815 3112 1223 950
STEOM-XVCC4 0 0 0 0 0 0 0 0 0 0 0 0
1-STEOM-XVCC4 −0 −0 0 0 −0 0 −0 0 0 −0 0 −0
2-STEOM-XVCC4 14 7 1 −1 11 2 −1 9 0 11 1 1
3-STEOM-XVCC4 9 5 1 −1 −43 2 −1 5 0 7 1 0
XVMP2 15 9 2 −2 13 4 −1 8 2 10 2 2







In the previous Chapter, we introduced the STEOM-XVCCm method for the selective and simultaneous calculation
of all fundamental modes of a molecule where m stands for the highest excitation rank considered. The method
requires two sequential similarity transformations of the vibrational Hamiltonian with exponential excitation operators.
The resulting structure of the doubly similarity-transformed Hamiltonian ¯̄H is illustrated in Fig. 4.1 using STEOM-
XVCC4 as an example. The STEOM-XVCC frequencies are then obtained by diagonalization of the doubly similarity-
transformed Hamiltonian ¯̄H over the space of one-mode excited Hartree products. As implied by the block structure of
¯̄H, the one-mode excited products are decoupled from higher-order excited products up to mth order. This decoupling
ensures that the STEOM-XVCC frequencies (obtained by blockwise diagonalization) are identical to the eigenvalues
of ¯̄H in the space of single through mth-order excitations.
Here, we define the extended STEOM-XVCC (Ext-STEOM-XVCC) method for the calculation of overtones and
combinations of a molecule. The Ext-STEOM-XVCC frequencies are obtained by diagonalization of ¯̄H in the space
of two-mode to m-mode excited products as illustrated by the blue dashed-box in Fig. 4.1. Unlike the STEOM-XVCC
method, the frequencies of Ext-STEOM-XVCC are not equivalent to those obtained by EOM-XVCC because the
matrix elements of ¯̄H are dressed with higher-order excitation effects due to the second similarity transformation.
Although not exactly decoupled, it is expected that the coupling between more highly excited Hartree products
is also greatly reduced by the two similarity transformations. The doubly transformed Hamiltonian ¯̄H then has an
approximate upper block triangular form as illustrated in Fig. 4.1. This implies that the eigenvalues of ¯̄H may be
obtained to good approximation by blockwise diagonalization. Therefore, we also define approximate Ext-STEOM-
XVCC methods which are defined by including only up to n-mode excited products in the diagonalization space where
n < m as illustrated by the red and green dashed-boxes in Fig. 4.1.
We establish a diagrammatic method for the derivation of the Ext-STEOM-XVCCm equations and the doubly
similarity-transformed vibrational Hamiltonian. We derive and implement the Ext-STEOM-XVCCm equations and
its approximations for 2 ≤ m ≤ 4 with the aid of our previously described symbolic algebra program. We apply these
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methods to the frequencies of the overtones and combinations of the water and formaldehyde molecules using quartic
force fields (QFF’s). A comparative analysis is performed for the results of these methods and of EOM-XVCCm.
4.2 Formalism
Here, we introduce the mth-order extended similarity-transformed equation-of-motion vibrational coupled-cluster
method, abbreviated as Ext-STEOM-XVCCm, as an mth-order CI problem with the doubly similarity-transformed
Hamiltonian ¯̄H,
¯̄H = {eŜ }−1e−T̂ ĤeT̂ {eŜ },
(4.1)
where the braces bring the exponential operator in a normal order. [13, 110] The operator T̂ is the sum of single,
double, through m-fold cluster excitation operators







τp1 p2···pn {â†p1 â†p2 · · · â†pn }, (4.3)
while the operator Ŝ is the sum of single, double, through (m − 1)-fold net excitation operators which contain exactly
one lowering operator









sp1 p2···pnq {â†p1 â†p2 · · · â†pn âq}. (4.5)
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The first transformation defines the singly transformed Hamiltonian of XVCCm
















h̄pq {â†pâq} + . . . , (4.7)
where the h̄ amplitudes are connected products of the amplitudes of T̂ and Ĥ. The excitation amplitudes τp1 p2···pn are
determined such that the amplitudes of the pure excitation components of H̄ are transformed to zero
h̄p1 p2···pn = 0, (4.8)
for all p1, p2, · · · pn for 1 ≤ n ≤ m. This is equivalent to the XVCCm amplitude equations in Eq. (2.41).
The doubly transformed Hamiltonian can also be formally written in a normal-ordered form as
















¯̄hpq {â†pâq} + . . . , (4.9)
where the ¯̄h amplitudes are connected products of the amplitudes of H̄ and Ŝ . The amplitudes sp1 p2···pnq are determined
such that the amplitudes of the net excitation components of ¯̄H which contain exactly one lowering operator are
transformed to zero
¯̄hp1 p2···pnq = 0, (4.10)
for all p1, p2, · · · pn for 2 ≤ n ≤ m. This is equivalent to the STEOM-XVCCm amplitude equations in Eq. (3.46).
As shown in Sec. 3.3.2, the second similarity transformation preserves the decoupling achieved by the first trans-
formation, so the pure excitation components of ¯̄H remain zero
¯̄hp1 p2···pn = 0, (4.11)
for all p1, p2, · · · pn for 1 ≤ n ≤ m. Furthermore, the zero-mode component of the ¯̄H operator is simply the XVCCm






Due to Eqs. (4.11) and (4.10), the zero-mode and one-mode excited Hartree products are exactly decoupled from
more highly excited Hartree products and need not be included in the diagonalization space as illustrated in Fig. 4.1.
Therefore, we define an two-mode to m-mode excitation operator







cp1 p2···pn (`){â†p1 â†p2 · · · â†pn }. (4.14)
We require that
〈Φp1 p2···pn | ¯̄HĈ(`)|Φ0〉 = ¯̄E(m)` cp1 p2···pn (`), (4.15)
be satisfied, where ¯̄E(m)
`
is the Ext-STEOM-XVCCm total energy of the `th excited state. Furthermore, Eqs. (4.8) and
(4.12) imply
〈Φp1 p2···pn |Ĉ(`) ¯̄H|Φ0〉 = E(m)0 cp1 p2···pn (`), (4.16)










− E(m)0 . We call this the Ĉn amplitude equation of Ext-STEOM-XVCC.
4.3 Approximations to Ext-STEOM-XVCC
As discussed in the previous section, both the ground state block and the block corresponding to one-mode excited
products of ¯̄H are exactly decoupled from more highly excited blocks
¯̄hp1 p2···pn = 0, (4.18)
¯̄hp1 p2···pnq = 0. (4.19)
While the matrix elements are not explicitly considered, the coupling between more highly excited products is also
significantly reduced by the transformations. Consider the blocks of ¯̄H in Fig. 4.1 which are represented with “≈ 0”.
The only components of ¯̄H which are non-zero in those blocks are five- or higher-mode operators. Since the original
Hamiltonian is only a four-body operator (in a QFF), it is expected that these terms are relatively small. Therefore, we
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suggest approximations to the Ext-STEOM-XVCC method which neglect these blocks of ¯̄H.
We construct a hierarchy of approximations to the Ext-STEOM-XVCCm method by considering all possible trun-
cations of Ĉ = Ĉ2 + · · ·+Ĉn for n < m. Using STEOM-XVCC4 as a concrete example, the lowest order approximation
is to include only Ĉ2. This corresponds to diagonalization over the space of two-mode excited products only (the red
dashed-box in Fig. 4.1). The next order approximation is to include up to Ĉ3 which is equivalent to diagonalizing over
the space of two-mode and three-mode excited products (the green dashed-box in Fig. 4.1). We will refer to these
methods as Ext-STEOM-XVCC-Ĉn where n represents the truncation rank of Ĉ.
The approximations described here are quite analogous to a corresponding approximation in the electronic STEOM-
CC formalism. As outlined in Fig. 1.1, the electronic STEOM-CC method obtains the energies of electronic excita-
tions by diagonalization of the doubly transformed electronic Hamiltonian in the space of singly excited determinants.
However, the electronic ¯̄H is not exactly block upper triangular. There are three-body terms which couple singly
excited determinants and doubly excited determinants which are neglected. Since the electronic Hamiltonian is fun-
damentally a two-body operator, these three body terms are generally small, and STEOM-CC is an effective approx-
imation. The extended electronic STEOM-CC method includes these previously neglected terms by diagonalizing ¯̄H
in the full space.
4.4 Diagrammatic derivation
We now consider a diagrammatic representation of the Ext-STEOM-XVCC method. Since each amplitude of the
doubly transformed Hamiltonian is connected it can be represented as
¯̄H = + +
+ + + . . . ,
(4.20)
where there is a term-by-term correspondence with Eq. (4.9), and Ĉ [Eq. 4.13] is represented as
Ĉ(ℓ) = + + . (4.21)
The Ĉn amplitude equations of Ext-STEOM-XVCC are obtained as a sum of all possible contractions of ¯̄H with
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one vertex of Ĉ from below. Using Ext-STEOM-XVCC4 as an example, the Ĉ2, Ĉ3, and Ĉ4 equations are
¯̄ω(m)
ℓ
= + + +




= + + +




= + + +
+ + + ,
(4.24)







The expansion of ¯̄H in terms of the vertices of the singly transformed Hamiltonian H̄ and Ŝ are discussed below.
4.4.1 Diagrammatic form of ¯̄H









Instead ¯̄H is obtained by solving the equation,
{eŜ } ¯̄H = H̄{eŜ }, (4.29)












Despite the recursive structure of the above equation, the components of ¯̄H can be easily obtained with the diagram-
matic technique outlined in Table 4.1. [110]




= − − ,
(4.33)
= − − − .
(4.34)
As illustrated in the above equations, because a Ŝ vertex connecting from above always raises the excitation level,
each component of ¯̄H only depends on lower-order components of ¯̄H. Therefore, a closed form expression may be
obtained despite the recursive structure of Eq. (4.30). These equations also prove that the decoupling achieved by the
first similarity transformation is preserved. Each term contains a pure excitation component of H̄, which are zero to
satisfy the XVCCm amplitude equations [Eqs. (3.11) - (3.14)], so
= 0 , (4.35)
= 0 , (4.36)
= 0 , (4.37)
= 0 . (4.38)
We may also use the rules of Table 4.1 to generate the STEOM-XVCC4 amplitude equations. Applying the rules
to the one-mode net excitation component of ¯̄H with one lowering operator, we obtain the STEOM-XVCC4 Ŝ 2,1
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amplitude equation
= + + +




Likewise, applying the rules to the two- and three-mode net excitation components with one lowering operator, we
obtain
= + + +
+ + + +
+ − − ,
(4.41)
= + + +
+ + + +
− − − .
(4.42)
Using Eqs. (4.25) and (4.26), Eqs. (4.41) and (4.42) may be simplified to obtain the STEOM-XVCC4 Ŝ 3,1 and Ŝ 4,1
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amplitude equations respectively
= + + +
+ + + +
+ − ,
(4.43)
= + + +
+ + + +
− .
(4.44)
Each of these diagrams is then interpreted algebraically by using the previously established rules for the XVCC
and EOM-XVCC diagrams in Table 2.2 with new types of vertices translated appropriately. The doubly similarity-
transformed Hamiltonian amplitudes that become necessary in Ext-STEOM-XVCC4 are given in terms of the H̄
amplitudes and Ŝ amplitudes in Appendix E, while the required H̄ amplitudes are expanded in terms of the normal-
ordered Hamiltonian Ĥ amplitudes and T̂ amplitudes in Appendix C.
4.5 Comparision to EOM-XVCC
Here we compare the wave functions obtained by Ext-STEOM-XVCC and EOM-XVCC. The Ext-STEOM-XVCC
wave function for the `th mode is
|Ψ`〉 = eT̂ {eŜ }Ĉ|Φ0〉, (4.45)
while the EOM-XVCC excited state wave function is
|Ψ`〉 = eT̂ R̂|Φ0〉. (4.46)
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The two are equal in the exact limit
{eŜ }Ĉ|Φ0〉 = R̂|Φ0〉,
where the common factor of eT̂ has been eliminated. We may expand {eŜ } and compare the wave functions order by
order
Ĉ1 = R̂1,
Ŝ 2,1Ĉ1 + Ĉ2 = R̂2,
Ŝ 3,1Ĉ1 + Ŝ 2,1Ĉ2 + Ĉ3 = R̂3,
Ŝ 4,1Ĉ1 + Ŝ 3,1Ĉ2 +
1
2!
{Ŝ 2,1}2Ĉ2 + Ŝ 2,1Ĉ3 + Ĉ4 = R̂4,
... . (4.47)
Using this logic, we can estimate the effect of the second similarity transformation. For example, the Ext-STEOM-
XVCC4 excited state wave function includes 1/2{Ŝ 2,1Ŝ 4,1}Ĉ2, 1/2{Ŝ 2,1Ŝ 4,1}Ĉ3, and 1/2{Ŝ 2,1Ŝ 4,1}Ĉ4 which approx-
imate R̂6, R̂7, and R̂8 respectively. This further justifies the approximations introduced in Sec. 4.3. Although Ext-
STEOM-XVCC4-Ĉ2 only includes up to Ĉ2, the wave function still approximately includes up to sixth-order excita-
tions via 1/2{Ŝ 2,1Ŝ 4,1}Ĉ2.
4.6 Numerical implementation
Ext-STEOM-XVCCm with 2 ≤ m ≤ 4 were implemented for a XVSCF reference with a QFF, using our symbolic
computing program [132] which automated derivation and code generation. To obtain optimal cost scaling, the Ĉn
equations [Eqs. (4.22), (4.23), and (4.24)] are fully expanded in terms of the Ĥ, T̂ , and Ŝ amplitudes (rather than of
the ¯̄H amplitudes) by this program. They are transformed into an efficient computational sequence [126,132,145] and
translated into c++ computer codes. The nonlinear Ŝ -amplitude equations of STEOM-XVCC were solved iteratively
with a Newton–Krylov algorithm, available from scipy. The Ĉn amplitude equations of Ext-STEOM-XVCCm were
solved with the iterative Arnoldi method, a non-Hermitian generalization of the Lanczos method, [122–124] available
in arpack. [125]
The peak cost scaling of the Ext-STEOM-XVCCm method (2 ≤ m ≤ 4) with respect to the number of modes
N is illustrated in Table 4.2. The cost scaling of EOM-XVCCm and STEOM-XVCCm are included for reference.
Implementation of the Ext-STEOM-XVCC method first requires the calculation of the Ŝ amplitudes via STEOM-
XVCC. Alternatively, one can calculate the frequencies of all N fundamentals via EOM-XVCCm and use Eq. (3.62) to
obtain the Ŝ amplitudes. Assuming an efficient root homing algorithm in conjunction with a subspace diagonalization
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routine, the calculation of all N fundamentals by EOM-XVCCm has the same cost scaling as STEOM-XVCCm.
Since the fundamental frequencies have special significance in a vibrational analysis and are likely to be routinely
calculated, the applicability of the Ext-STEOM-XVCCm method will be greatly enhanced if the cost scaling does
not exceed the preceding STEOM-XVCCm calculation. This is the case for Ext-STEOM-XVCC2 and Ext-STEOM-
XVCC3; however, Ext-STEOM-XVCC4 increases the cost scaling by one rank relative to STEOM-XVCC4. Analysis
of the Ext-STEOM-XVCC4 equations reveals that only one term, which is illustrated in Fig. 4.2, is responsible for
the O(N8) cost scaling. This term involves the product of four Ŝ amplitudes and partially accounts for eighth-order
excitations which should be very small for most modes of interest. Therefore, we propose neglecting this term as
an approximation to Ext-STEOM-XVCC4 which generates an algorithm with the same cost scaling as the preceding
STEOM-XVCC4 calculation.
While the peak cost scaling of Ext-STEOM-XVCCm described above is relevant for analyzing the relative ac-
curacy of Ext-STEOM-XVCCm to other methods, the cost of the diagonalization step of Ext-STEOM-XVCCm is
relevant for practical matters. The cost scaling of the Ĉn amplitude equations are the dominate cost of an iterative sub-
space diagonalization routine applied to ¯̄H for a few low lying roots. We report the cost scaling of the Ĉn amplitude
equations of Ext-STEOM-XVCCm and its approximations in Table 4.3. Of particular note, the diagonalization step
of Ext-STEOM-XVCC2 has the same cost scaling as EOM-XVCC2. Likewise the diagonalization step of the Ext-
STEOM-XVCC4-Ĉ3 approximation has the same cost scaling as EOM-XVCC4. The peak cost scaling of both of these
method is determined by the preceding STEOM-XVCC calculation. Therefore, if one has already calculated all the
fundamental modes (either via STEOM-XVCC or EOM-XVCC), overtones and combinations can then be calculated
at the same cost scaling as EOM-XVCC. This is not the case for Ext-STEOM-XVCC3 or Ext-STEOM-XVCC4 where
the diagonalization step is the same as the peak cost scaling and one rank higher than the corresponding EOM-XVCC
method.
4.7 Numerical tests
The vibrational frequencies of the water and formaldehyde molecules were calculated with Ext-STEOM-XVCC and
its approximations. Their equilibrium structures, normal coordinates, and QFF’s were calculated at the MP2/aug-




Table 4.4 lists the errors in the frequencies of overtones and combinations of the water molecule relative to the EOM-
XVCC8 benchmark. The rigorous Ext-STEOM-XVCCm methods (truncation of Ĉ is equal to m) consistently outper-
form the corresponding EOM-XVCCm methods with drastically better results for certain overtones and combinations.
Neglecting the product of four Ŝ amplitudes in Ext-STEOM-XVCC4 has a negligible effect on the accuracy of the
method.
The average errors of the Ext-STEOM-XVCC3 and Ext-STEOM-XVCC4 methods including only Ĉ2 are roughly
on par with EOM-XVCC3 and EOM-XVCC4 respectively, but they perform relatively poorly for highly anharmonic
overtones and combinations. These modes are better described by EOM-XVCC3 and EOM-XVCC4 which include
up to 3-mode and 4-mode excited products in the diagonalization space.
The results obtained with Ext-STEOM-XVCC4 including Ĉ3 for overtones and combinations with a quantum
number of two are on the same order of accuracy as rigorous Ext-STEOM-XVCC4. The modes with a quantum
number of three are mixed in accuracy. This method would seem to be a very effective choice if one is interested
only in overtones and combinations with a quantum number of two. This would often be the case for overtones and
combinations which are in resonance with the fundamentals. Assuming one has already paid the cost to obtain all the
fundamental modes (whether by EOM-XVCC4 or STEOM-XVCC4), the final diagonalization step has the same cost
scaling as EOM-XVCC4.
4.7.2 Formaldehyde
The ν5 fundamental of formaldehyde is known to undergo a Fermi resonance with combinations (001001) and (010001).
In the case of Fermi resonance, alternate solutions to the Ŝ amplitude equations can be found. Diagonalization of the
singles block of ¯̄H (STEOM-XVCC) defined by these alternate Ŝ amplitudes yields an overtone or combination mode
in place of one of the fundamental modes. This situation can usually be identified by the presence of a large (> 1)
Ŝ amplitude. For example, the amplitude s2,65 has a magnitude of over 1.5 for the alternate solution of the STEOM-
XVCC equations for formaldehyde corresponding to the overtone (010001). Here we used the formaldehyde molecule
to investigate the effect of these alternate Ŝ amplitudes on the accuracy of Ext-STEOM-XVCC.
Table 4.4 lists the errors in the frequencies (from the EOM-XVCC8 benchmark) of fundamental ν5 along with
selected combination modes of the formaldehyde molecule calculated by Ext-STEOM-XVCC3 with two sets of Ŝ
amplitudes. The first set corresponds to the normal solution where the fundamental ν5 is obtained from the preceding
STEOM-XVCC3 calculation. The second set corresponds to an alternate solution in which the combination mode
(010001) is obtained from STEOM-XVCC3 in place of ν5. The frequencies obtained with each set of Ŝ amplitudes are
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relatively similar and both outperform EOM-XVCC3. Despite the similar accuracy, the eigenvectors of the overtones
and combinations obtained by Ext-STEOM-XVCC which involve the modes affected by resonance become muddled.
For example, the amplitude c2,6 becomes very large for the fundamental mode ν5 when obtained by Ext-STEOM-
XVCC3 with the alternate Ŝ amplitudes. Likewise, the amplitude c2,4,6 becomes large for the overtone (000110)
obtained with the alternate Ŝ amplitudes.
4.8 Conclusion
We have introduced Ext-STEOM-XVCCm (with m being the truncation rank of the T̂ and Ŝ operators), for calculation
of anharmonic vibrational frequencies of overtones and combinations. We have presented the diagrammatic working
equations of Ext-STEOM-XVCCm in a QFF (2 ≤ m ≤ 4). They have been implemented into efficient computer codes
with the aid of a symbolic algebra program and have been applied to two molecules with varied degrees of anhar-
monicity in their PES’s. The Ext-STEOM-XVCCm method outperforms the corresponding EOM-XVCCm method at
an increased cost scaling, but are equivalent in cost scaling to STEOM-XVCCm for m = 2 and m = 3. By invoking an
approximation that has a negligible effect on the accuracy, Ext-STEOM-XVCC4 can be implemented at the same cost
scaling as STEOM-XVCC4 as well. We have also investigated approximate Ext-STEOM-XVCC methods which we
refer to as Ext-STEOM-XVCCm-Ĉn where n < m. The Ext-STEOM-XVCC4-Ĉ3 method proves to be an especially






|Φ0〉 |Φν〉 |Φνν〉 |Φννν〉 |Φνννν〉
〈Φ0 | EXVCC X X X X
〈Φν | 0 X X X X
〈Φνν | 0 0 X X X
〈Φννν | 0 0 ≈ 0 X X
〈Φνννν | 0 0 ≈ 0 ≈ 0 X

Figure 4.1: Structure of the doubly ( ¯̄H) similarity-transformed Hamiltonian of STEOM-XVCC4 in the basis of Hartree
products of XVSCF modals. The blocks whose elements are zero or expected to be close to zero are represented by
0 and ≈ 0, respectively, while the others by ¯̄X. EXVCC denotes the XVCC4 energy for the ground state. The black
dashed-boxed area is the formal diagonalization space of STEOM-XVCC4, while the blue dashed-box represents
Ext-STEOM-XVCC4. The red and green dashed-box areas are approximations to the rigorous Ext-STEOM-XVCC4
method.
Figure 4.2: A diagram of the Ĉ4 amplitude equation of Ext-STEOM-XVCC4 in a QFF which contains a product of
four Ŝ amplitudes. Neglecting this term reduces the cost scaling of the Ĉ4 amplitude equation Ext-STEOM-XVCC4
from O(N8) to O(N7).
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4.10 Tables
Table 4.1: Rules to draw a component of the doubly similarity transformed Hamiltonian lines of STEOM-XVCCm in
a nth-order Taylor-series PES with k upward lines and l downward lines.
(1) Draw a H̄ vertex with up to n(m− 1) lines. A H̄ vertex
with h downward lines can have at most (n− h)(m− 1)
upward lines.
(2) Connect zero to l Ŝ vertices from beneath the H̄ vertex
leaving k upward external lines and l downward exter-
nal lines.
(3) If k > 1, connect a Ŝ h,1 vertex (for 2 ≤ h ≤ k) from
the top to a ¯̄H vertex with k − h + 1 upward lines and l
downward lines. Associate a negative sign with these
terms.
Table 4.2: The cost scaling of the EOM-XVCCm, STEOM-XVCCm, and Ext-STEOM-XVCCm methods for 2 ≤
m ≤ 4. The cost scaling reported for EOM-XVCCm and Ext-STEOM-XVCCm corresponds to the calculation of a
few low lying roots using a subspace diagonalization routine, while the STEOM-XVCCm cost is for the calculation
of all N fundamentals.
m EOM-XVCCm STEOM-XVCCm Ext-STEOM-XVCCm
2 O(N4) O(N5) O(N5)
3 O(N5) O(N6) O(N6)
4 O(N6) O(N7) O(N8)1
[1] The scaling may be reduced to O(N7) by neglecting Ŝ 4.
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Table 4.3: The cost scaling of the Ĉn amplitude equations, which dominate the cost of an iterative subspace diago-
nalization for a few low lying roots, applied to ¯̄H for Ext-STEOM-XVCCm and its approximations. In cases where
the cost scaling is lower than the preceding STEOM-XVCCm calculation, the overall cost scaling of the method is
determined by the STEOM-XVCCm calculation.
Ext-STEOM-XVCCm
m Ĉ2 Ĉ3 Ĉ4
2 O(N4) · · · · · ·
3 O(N4) O(N6) · · ·
4 O(N4) O(N6) O(N8)1
[1] The scaling may be reduced to O(N7) by neglecting Ŝ 4.
Table 4.4: The calculated frequencies of overtones and combinations (in cm−1) of the water molecule with a quantum
number up to three. Except for EOM-XVCC8, the errors from EOM-XVCC8 are shown.
Ext-STEOM-XVCCm EOM-XVCCm
2 3 4 2 3 4 5 6 8
Mode Ĉ2 Ĉ3 Ĉ2 Ĉ3 Ĉ4 Ĉ41
(020) 23 9 8 4 2 1 1 46 14 5 1 0 3079
(110) 44 8 3 5 0 1 1 86 8 2 1 0 5193
(011) 47 7 2 6 0 0 0 110 12 3 1 0 5274
(200) 51 −19 −4 −13 1 0 0 321 11 −3 −1 1 7331
(101) 42 −36 −8 −27 −1 −1 −1 544 15 −6 −4 0 7431
(002) 50 −17 −5 −12 −0 −0 −0 465 11 −4 −2 0 7553
(030) · · · · · · 33 · · · 21 9 9 · · · 109 39 17 6 4553
(120) · · · · · · 14 · · · 5 2 2 · · · 38 20 9 3 6681
(021) · · · · · · 15 · · · 8 3 3 · · · 76 29 9 3 6730
(210) · · · · · · 20 · · · 21 3 3 · · · 215 38 11 4 8766
(111) · · · · · · 10 · · · 13 2 2 · · · 422 49 11 2 8832
(012) · · · · · · 10 · · · 8 1 1 · · · 361 38 9 2 8951
(300) · · · · · · −82 · · · −64 4 4 · · · 688 56 3 −5 10973
(201) · · · · · · −152 · · · −129 4 4 · · · 1322 72 −7 −14 11099
(102) · · · · · · −130 · · · −113 5 5 · · · 1210 82 −4 −14 11211
(003) · · · · · · −64 · · · −54 3 3 · · · 430 55 −6 −7 11302
[1] Neglecting Ŝ 4.
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Table 4.5: The calculated frequencies of the fundamental ν5 and selected combination modes (in cm−1) of the
formaldehyde molecule. Except for EOM-XVCC8, the errors from EOM-XVCC8 are shown.
Ext-STEOM-XVCCm EOM-XVCCm
Mode m = 3 m = 31 m = 3 m = 8
ν5 1 −1 1 2873
(010001) 1 1 1 2989
(000101) 4 4 6 2400
(011000) 2 2 4 3213
(000110) 6 4 24 4001
(000011) 4 2 34 4082
(010002) 1 9 39 4226
(010010) 1 11 57 4555
(020001) −5 4 67 4717
[1] Obtained with a different set of Ŝ amplitudes. The combination mode (010001) was obtained by the preceding STEOM-XVCC3 calculation
and ν5 was obtained by Ext-STEOM-XVCC3.
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Chapter 5
XVMP2 for one-dimensional crystalline
systems
5.1 Introduction
To date, the size-extensive vibrational methods of XVMP2 and XVCC have only been implemented on molecular
systems. The rigorous size-consistency of these methods, along with their efficiency, make them ideal methods for
anharmonic vibrational calculations on extended systems.
In this chapter, we present the first application of XVMP2 to calculate anharmonic phonon dispersion of one-
dimensional periodic systems. Since XVMP2 was designed with ultimate applications to large molecules and solids
in mind, there is no need to modify the formalism except to adapt it to periodic boundary conditions. However, the
continuous nature of phonon dispersion seemingly leads to many divergent integrals in the XVMP2 equations. We
demonstrate that this is only a technical challenge and successfully calculate finite corrections to the anharmonic
phonon dispersion curves.
We first apply XVMP2 to a model solid with anharmonic nearest neighbor interactions. We demonstrate that the
self-consistent solution of the XVMP2 equations allows us to obtain accurate results even in the presence of resonance
between branches. We then apply XVMP2 to the optical phonon modes of polyethylene with a cubic force field. We
obtain reasonable agreement with experiment and other theoretical calculations despite the relatively low accuracy
PES. Furthermore, we also find examples of resonance between branches as predicted by experiment and previous
VCI calculations.
5.2 XVMP2 for one-dimensional periodicity
The XVMPn method (where n is the perturbation order) is based on the vibrational Dyson equation, which reads
G(ν) = G0(ν) + G0(ν)Σ(ν)G(ν), (5.1)
where G and G0 are the exact and zeroth-order single particle Green’s functions respectively and Σ is the Dyson self-
energy. The exact vibrational transition frequencies are given by the poles of G. To find the poles of G, we multiply
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G−1 from the right and G−10 from the left to obtain the inverse Dyson equation
G−1(ν) = G−10 − Σ(ν). (5.2)
The zeroth-order Green’s function utilized in XVMPn (originally defined in Ref. 14) is given by
{G(0)(ν)}pkpqkq =
δpq∆kp+kq
ν − ωpkp + iδ
+
δpq∆kp+kq
−ν − ωpkp + iδ
= δpq∆kp+kq
2ωpkp
ν2 − ω2pkp + iδ
, (5.3)
where we have modified the definition for periodic boundary conditions. The reference frequency of the pth phonon
branch with quasimomentum kp is given by ωpkp , iδ is a positive infinitesimal, and ∆k enforces the momentum con-
servation condition. That is ∆k = 1 if k = 2nπ/a where n is an integer and ∆k is zero. In the XVMPn formalism, the




− Σmkm (ν), (5.4)
where Σmkm (ν) = {Σ(ν)}
mkm
m−km . The off-diagonal elements of Σ(ν) in the first-order perturbation approximation have been
shown to be negligible. The off-diagonal elements of Σ for higher-orders are accounted for by the definition of the
self-energy. [14] The XVMPn frequencies are then given by the poles of G(ν) which occur at
νmkm =
√
ω2mkm + 2ωmkm Σmkm (νmkm ). (5.5)
The form of the self-energy utilized in our calculations will be defined in the next section.
5.2.1 Second-order Dyson self-energy
All possible second-order self-energy diagrams in a QFF were illustrated in Ref. 14. In this work we considered
only up to cubic anharmonicity and utilized a harmonic reference. In this case, only the four self-energy diagrams
illustrated in Fig. 5.1 are required. The corresponding algebraic interpretations of the diagrams are generated by the
rules described in Ref. 14 with one modification for periodic boundary conditions: each line is labeled with a branch
















the F̃’s are scaled force constants





















The contribution from this term is only non-zero when p does not label an acoustic branch. Otherwise, the term is








|F̃m−km pkp q−(kp−km) |2









|F̃mkm pkp q−(kp+km) |2
−ν − ωpkp − ωq−(kp+km )
, (5.12)
where the sum over kq vanishes due to momentum conservation.
Inspection of Σ(ν)(2e) reveals a potential issue. Since the anharmonic and harmonic phonon dispersion curves are
continuous, it would be expected that the integrals would be plagued with a large number of divergences. However,










|F̃m−km pkp q−(−km+kp ) |2
ν − ωpkp − ωq−(−km+kp ) + iδ
dkp (5.13)
where a is the lattice constant which is equal to a volume element for a one-dimensional system. A well known








x − x0 − iπ f (x0), (5.14)














where a1 and a3 are integration limits and a2 is the location of a pole. Applying this relationship to Σ(ν)(2e), the
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|F̃m−km pkp q−(−km+kp) |2
ν − ωpkp − ωq−(−km+kp )
dkp, (5.16)
and the second term of Eq. (5.14) corresponds to a linewidth. Although the denominator of the integral may still go
to zero, the principal value of the integral may remain finite and is calculated per Eq. (5.15). While the above analysis
holds true for all four self-energy diagrams, only Σ(ν)(2e) is affected by resonance. Therefore, the other terms may be
accurately calculated on a grid using Eqs. (5.10) and (5.12).
5.3 Numerical tests
The XVMP2 method with a harmonic reference was used to calculate the phonon dispersion curves of a model two-
mass solid and the optical modes of polyethylene.
Since ν appears on both sides, the solution of Eq. (5.5) requires a self-consistent solution. The frequency-
dependence of the right-hand side arises from the presence of ν in the denominator of Σ(ν)(2e) and Σ(ν)(2f). The
XVMP2 frequency of phonon branch m with quasimomentum km was found by locating the roots of F(ν) with the
secant method available from scipy where
F(ν) =
√
ω2mkm + 2ωmkm Σmkm (ν) − ν. (5.17)
In cases of resonance, multiple solutions of Eq. (5.17) may be found.
The principal value integrals required to calculate the contribution of Σ(ν)(2e) were calculated as follows. First, the
roots of the denominator ν −ωpkp −ωqkq were located in the range of −π/a to π/a where a is the lattice constant. If no
roots were found, the contribution of that term was simply calculated by Eq. (5.11). Otherwise, an interpolating spline
was calculated separately for the numerator and denominator of Σ(ν)(2e). Using the splines, an adaptive quadrature
routine (available from scipy) was applied to each segment of the integral between the poles per Eq. (5.15).
The potential energy as a function of the Cartesian coordinates for the model system is








x2(0) − x1(0))2 + 12k
′ (x1(1) − x2(0))2 + 12k






x2(0) − x1(0))3 + 13!k
′′ (x1(1) − x2(0))3 + 13!k
′′ (x1(0) − x2(−1))3 + · · · , (5.20)
where xµ(m) is the displacement of the µth mass in the mth unit cell from its equilibrium position and k′ and k′′ are
constants. The Cartesian force constants are then given by derivatives of the potential. For example, the non-zero











for µ , ν and mµ is the mass associated with the µth coordinate. The constants k′ and k′′ were set to 0.5 for each
calculation. The mass associated with the first coordinate m1 was set to unity for each calculation, while we considered
values of 3.5 and 5 for m2. The third-order force constants are obtained in the same manner.
The polyethylene PES was approximated by a cubic force field generated by electronic structure calculations on
long oligomers. Harmonic force constants were calculated for oligomers with 13 unit cells. Cubic force constants
between atoms more than one unit cell apart were neglected. The equilibrium structure was determined by geometry
optimizations of the oligomers at MP2 with the 6-31g(p,d) basis set using Gaussian. [149] The structural parameters
utilized for all force constant calculations are listed in Table 5.1. The harmonic force constants were obtained via
the analytic Hessian matrix available in the Gaussian program. The cubic force constants were obtained by finite
difference of analytic gradients. Symmetry considerations were used to set force constants to zero when applicable.
The Cartesian force constants for each system were transformed into the normal-coordinates using Eqs. (1.36) and
(1.37).
5.3.1 Two-mass system
The anharmonic and harmonic phonon dispersion of a two-mass system with m2 = 5 are shown in Fig. 5.2. There are
no major qualitative changes to the shapes of the curves, but there is a significant decrease in the frequency of both
curves. This is expected since anharmonicity effectively softens the harmonic spring constant. It should be noted that
despite the seemingly subtle anharmonic corrections, a self-consistent solution of Eq. (5.5) was required. A one-shot
evaluation of Eq. (5.5) with νmkm equal to the reference frequency leads to divergent results for certain portions of the
phonon dispersion curves.
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The anharmonic and harmonic phonon dispersion of a two-mass system with m2 = 3.5 are shown in Fig. 5.2.
The effect of anharmonicity has a much larger effect on this system because of the smaller gap in energy between the
two harmonic branches. There is coupling between the optical branch and branches which correspond to overtones
and combinations of the acoustic branch (which are dark in the harmonic approximation). This gives rise to multiple
solutions to Eq. (5.5) in certain regions of the dispersion curve. For example, a graphical representation of the solution
of Eq. (5.5) is shown in Figs. 5.4 - 5.6. At the gamma point the self-energy is relatively weakly dependent on ν and
there is only one root in the vicinity of the reference frequency. However, as seen in Fig. 5.5, at a phase difference
of 0.5 the self-energy is more strongly dependent on ν and two roots are present. At a phase difference of 1.0, shown
in Fig. 5.6, the self-energy is again more weakly dependent on ν and only one root is found in the vicinity of the
reference frequency. Interestingly, there is no smooth curve connecting the frequencies obtained at the edges of the
dispersion curves. The dispersion curve can be understood as follows. Near the gamma point, there is no strong
coupling between the optical branch and overtones and combinations of the acoustic branch. However, as the phase
difference approaches 0.5, the optical branch becomes close in frequency and couples with a branch corresponding to
overtone and combination modes. The character of the branches is mixed in this region and assignment of one or the
other to the optical branch is poorly defined. Moving towards the edge of the dispersion curve, the branches separate
in frequency and the coupling weakens. However, the character of the branches flips. The higher frequency branch
corresponds to the optical branch, while the dark branch has a lower frequency.
5.3.2 Optical modes of polyethylene
The anharmonic and harmonic phonon dispersion of the optical modes of polyethylene in the range of 700–1700 cm−1
are shown in Fig. 5.7. There is a modest correction (on the order of 10s of cm−1 for most of the branches. The
magnitude of the corrections are similar to the anharmonic corrections obtained previously with VMP2 within the
gamma approximation ( only in phase vibrations are considered). [150] Since VMP2 is not rigorously size-consistent,
the gamma approximation is required, so phonon dispersion cannot be calculated. The XVMP2 method can be equally
applied to the entire phonon dispersion curve.
The XVMP2 calculations also successfully predict the presence of Fermi resonance. A Fermi doublet has been ex-
perimentally observed in Raman spectra [151–153], and VCI calculations within the gamma approximation revealed
the presence of Fermi resonance between ν2(0) (the second-highest frequency branch) and the first overtone of ν8(π)
(the lowest frequency branch). [150] (The naming convention for the modes is discussed in Ref. 154.) The experimen-
tally observed frequencies are at approximately 1442 and 1468 cm−1, while the VCI calculations predicted frequencies
at 1498 and 1542 cm−1. As illustrated in Fig. 5.8, XVMP2 also captures this resonance with roots at roughly 1482 and
1526 cm−1. While the absolute frequencies are somewhat higher than the experimentally observed peaks, the split in
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frequency is semi-qualitatively reproduced.
The results obtained here are still less accurate than harmonic frequencies scaled with a single empirical factor
with a PES calculated by density functional theory. [154] Much of the error in our calculations can be attributed to the
relatively inaccurate PES we utilized for these initial calculations. A PES obtained with a larger basis-set that includes
up to quartic anharmonicity would be expected to significantly improve the accuracy. Furthermore, unlike XVMP2,
the harmonic calculations are incapable of capturing the experimentally observed Fermi doublet.
5.4 Conclusion
We applied periodic boundary conditions to the XVMP2 formalism and reported the first application of XVMP2 to a
system with one-dimensional periodicity. We demonstrated that finite results could be obtained by direct calculation
of the principal value integrals which contribute to the Dyson self-energy. We applied XVMP2 to a model solid with
varying degrees of coupling between branches. We demonstrated that XVMP2 could successfully describe Fermi
resonance between branches which correspond to overtones and combinations and the fundamental branches. We
successfully applied XVMP2 to polyethylene in a cubic force field. We obtained results which are on the same
order of accuracy as similar VMP2 calculations obtained in the gamma approximation. However, unlike the VMP2
calculations, XVMP2 is rigorously size-consistent and can be applied to the entire phonon dispersion curve.
5.5 Figures
2a 2b 2e 2f
Figure 5.1: Required self-energy diagrams of XVMP2 with a harmonic reference in a 3rd-order Taylor-series PES.
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Figure 5.2: Calculated anharmonic phonon dispersion of two-mass sytem with m1 = 1 and m2 = 5 using XVMP2 with
a harmonic reference. The harmonic approximation is shown for comparison.
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Figure 5.3: Calculated anharmonic phonon dispersion of two-mass sytem with m1 = 1 and m2 = 3.5 using XVMP2
with a harmonic reference. The harmonic approximation is shown for comparison. The portions of the dispersion
curves labeled with points and lines were obtained as the fundamental solutions of the XVMP2 equations and cor-
respond to the original optical branch obtained in the harmonic approximation. The absence of points indicates the
frequencies were obtained as alternate solutions to the XVMP2 equations and correspond to weaker intensity modes
which involve excitation of multiple quanta.
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Figure 5.4: A graphical representation of the self-consistent solution of the XVMP2 equation at the gamma point for
the two-mass system with m2 = 3.5 where f (ν) =
√
ωmkm + 2ωmkm Σ(ν)mkm . The intersection of the two lines (marked
by a circle) is the XVMP2 frequency.











Figure 5.5: Same as Fig. 5.4 except the calculation corresponds to a phase difference of 0.5.
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Figure 5.6: Same as Fig. 5.4 except the calculation corresponds to a phase difference of 1.0.
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Figure 5.7: Phonon dispersion of the optical modes of polyethylene in the range of 650 cm−1 to 1700 cm−1.
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Figure 5.8: A graphical representation of the self-consistent solution of the XVMP2 equation at the gamma point
for the phonon branch ν2(0) of polyethylene where f (ν) =
√
ωmkm + 2ωmkm Σ(ν)mkm . The intersection of the two lines
(marked by a circle) is the XVMP2 frequency.
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5.6 Table
Table 5.1: The structural parameters (in Å and degrees) of polyethylene obtained with MP2/6-31g(d,p).
rC–C rC–H aCCC aHCH




In Chapter 2, we presented the XVCC and EOM-XVCC methods for the calculation of zero-point energies and tran-
sition frequencies. The methods were built upon the diagrammatically size-consistent vibrational self-consistent field
method XVSCF, and they inherit the underlying efficiency of the reference method which requires no basis-sets, grids,
or quadrature. We established the rules for the derivation and interpretation of their diagrammatic equations. We
authored a symbolic algebra program which enabled derivation of arbitrarily high-order XVCCm and EOM-XVCCm
and was utilized to derive and implement the equations up to m = 8. The initial numerical tests on small molecules
show that these method smoothly and rapidly converge towards the exact results.
In Chapter 3, we formulated the STEOM-XVCC method for the simultaneous calculation of all fundamental fre-
quencies of a molecule. We proved the equivalence between the STEOM-XVCC and EOM-XVCC approach for the
fundamentals. Therefore, STEOM-XVCC may be viewed as a particularly convenient root-homing implementation
of the EOM-XVCC method. We clarified the relationship between the STEOM approach in the electronic and vibra-
tional contexts and also highlighted the relationship between STEOM-XVCC and vibrational MBGF. We presented
the diagrammatic and algebraic equations of STEOM-XVCC4 in a QFF and implemented the method on molecular
systems.
In Chapter 4, we further investigated the effectiveness of similarity transformations for the vibrational correla-
tion problem with the development of Ext-STEOM-XVCC for the calculation of the frequencies of overtones and
combinations. Unlike STEOM-XVCC, Ext-STEOM-XVCC is not equivalent to EOM-XVCC. The frequencies ob-
tained are higher in accuracy than those of the corresponding EOM-XVCC method but at a higher cost. We identified
approximate Ext-STEOM-XVCC methods that give more accurate results than EOM-XVCC at the same cost for
certain classes of overtones and combinations. The diagrammatic equations of Ext-STEOM-XVCC4 and the doubly
transformed vibrational Hamiltonian in a QFF were documented.
In Chapter 5, we presented the first application of the XVMP2 formalism to a one-dimensional periodic system.
We demonstrated that the continuous nature of phonon dispersion curves leads to a technical challenge in the im-
plementation of XVMP2. We directly calculated the required principal value integrals which arise in the XVMP2
formalism under periodic boundary conditions to obtain finite anharmonic corrections. We demonstrated, in anal-
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ogy with the molecular implementation, that a self-consistent solution of the XVMP2 equations allows the accurate
description of phonon branches in resonance.
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Appendix A
XVCC energy and amplitude equations
Below we document the diagrammatic form of the energy and amplitude equations of XVCCm for m ≤ 8 in a QFF.
The equations of XVCCm for m < 8 are easily obtained by removing all terms which include a T̂n vertex with n > m.
The diagrammatic form of the XVCCm energy equation (m ≥ 4) is
E(m)0 = + + + + +
+ + + + + .
(A.1)
No new terms appear in the energy equation beyond m = 4 due to the truncation of the PES to a QFF. However,
the numerical value of the energy changes since the T̂ amplitudes which satisfy the XVCCm amplitude equations are
different.
The T̂n amplitude equations (1 ≤ n ≤ 8) of XVCC8 in a QFF are
0 = + + + + + + + +
+ + + + + + + + +
+ + + ,
(A.2)
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0 = + + + + + + + +
+ + + + + + + + +
+ + + + + + + + +
+ + + + + + ,
(A.3)
0 = + + + + + + + +
+ + + + + + + + +
+ + + + + + + + +
+ + + + + + + + +
+ + + + + + + ,
(A.4)
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0 = + + + + + +
+ + + + + + +
+ + + + + + +
+ + + + + + +
+ + + + + + +
+ + + + + + +
+ + + + + + +
+ + + + + + + ,
(A.5)
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+ + + + + + +
+ + + + + + +
+ + + + + + +
+ + + + + + +
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Below we document the EOM-XVCCm amplitude equations for m ≤ 8 in a QFF in terms of the vertices of the singly
transformed Hamiltonian H̄ and the vertices of R̂. The formal definition of H̄ and its diagrammatic representation are
presented in Sec. 3.2. The required vertices of H̄ in terms of the vertices of Ĥ and T̂ are illustrated in Appendix C.
The equations of EOM-XVCCm for m < 8 are easily obtained by removing all terms which include a T̂n or R̂n vertex
with n > m.
The R̂n amplitude equations (1 ≤ n ≤ 8) of EOM-XVCC8 are
ω̄(m)
ℓ









= + + + + + + +
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Below we document the diagrammatic expressions of the singly similarity-transformed Hamiltonian H̄ in terms of
the vertices of Ĥ and T̂ , which are necessary to define XVCCm, EOM-XVCCm, and STEOM-XVCCm in a QFF for
m ≤ 8.
The zero-mode component of H̄ is equivalent to the XVCC energy equation and is illustrated in Eq. (A.1). The n-
mode excitation components (1 ≤ n ≤ 8) of H̄ are equivalent to the T̂n amplitude equations of XVCC and are defined
in Eqs. (A.2)-(A.9). The other net zero-mode parts of H̄, which appear in the EOM-XVCC and STEOM-XVCC
formalisms, are
= + + + + + + +
+ + + ,
(C.1)





The net one-mode dexcitation components are given by
= + + + + + + ,
(C.4)
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The net two-mode dexcitation components are





The three-mode dexcitation component is
= + ,
(C.9)
while the four-mode dexcitation counterpart is simply
= .
(C.10)
There are three pertinent net one-mode excitation components of H̄, which are
= + + + + + + +
+ + + + + + + ,
(C.11)
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The net two-mode excitation components of H̄ are
= + + + + + + +
+ + + + + + + +
+ + ,
(C.14)






The net three-mode excitation component of H̄ are
= + + + + + + +
+ + + + + + + +
+ + + + ,
(C.17)





There are three pertinent net four-mode excitation components which are
= + + + + +
+ + + + + +
+ + + + + +
+ + + + + ,
(C.20)
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The net five-mode excitation components are
= + + + + +
+ + + + + +
+ + + + + +




= + + + + + ,
(C.24)
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while the six-mode excitation components are
= + + + + +
+ + + + + +
+ + + + + +
+ + + + + +
+ + + ,
(C.25)
= + + + + .
(C.26)
Finally, the seven-mode excitation component is
= + + + + +
+ + + + + +
+ + + + + +





Cost scaling of XVCCm and EOM-XVCCm
in an nth-order PES
Theorem. The peak operation cost of XVCCm or EOM-XVCCm in an nth-order PES can be expressed as O(NC)
where N is the number of vibrational degrees of freedom and C is an integer. The lowest value of C (Cmin) is m+ bn/2c
for m ≥ n and is not greater than n + b(m − 1)/2c for m < n.
Remark. The proof is given below separately for m ≥ n and for m < n. In both cases, we first show that the
aforementioned values of C are an upper bound; for any matrix chain product appearing in XVCCm or EOM-XVCCm,
there is at least one multiplication order whose cost function rank does not exceed the respective value. For m ≥ n, we
additionally show that the aforementioned value of C is also a lower bound; there is always one matrix chain product
whose minimal cost function rank is exactly this value. Together they prove that the expression of C given above is
minimal for m ≥ n.
In what follows, we call an R amplitude of EOM-XVCC a T amplitude because they need not be distinguished
in this context. We also only need to consider sequential multiplication orders in which the force-constant matrix is
always multiplied first without losing rigor of the proof. Let T (k) be the kth T amplitude to be multiplied, having T (k)ext
external lines and T (k)int internal lines. Let I
(k) be the kth intermediate with I(0) being the force-constant matrix, i.e.,
I(0) = n. The symbol I(k) also denotes its size, i.e., the total number of lines.
In the multiplication of I(k−1) with T (k), the number of summation indexes is T (k)int , because two T amplitudes never
share common internal lines and, therefore, all internal lines of T (k) must connect with I(k−1). The size of the product,
i.e., the kth intermediate, is I(k−1) + T (k)ext − T (k)int and the cost function rank of the multiplication is I(k−1) + T (k)ext.
The argument should apply not only to XVCCm and EOM-XVCCm but also to other CC and EOM-CC methods
for electrons and nucleons.
Lemma. Let h be the total number of T amplitudes in a matrix chain product. Given intermediate I(i) (0 ≤ i ≤ h),
there is at least one multiplication order of remaining (h − i) T amplitudes in which the size of any of the subsequent
intermediates does not exceed max(I(i), I(h)).
Proof of the lemma. The size of the kth intermediate is given by








Let T (k) amplitudes be ordered as follows: T (k)’s with negative values of the difference in the external and internal
lines (T (k)ext − T (k)int ) are multiplied first, next by T (k)’s with zero difference, and lastly by T (k)’s with positive values of
the difference. Then, I(k) as a function of k for this multiplication order is a convex function and thus cannot exceed
the greater of their values at the end points: I(k) ≤ max(I(i), I(h)).
Proof of the theorem for m ≥ n. First, we show that C = m + bn/2c is an upper bound. We consider the following
two cases: (1) there is at least one T (k) with T (k)int ≥ dn/2e; (2) otherwise.
In case 1, the T amplitude with T (1)int ≥ dn/2e is multiplied first with the force-constant matrix. The cost function
rank of this multiplication is given by
C = n + T (1)ext ≤ n + m − T (1)int ≤ n + m − dn/2e
= m + bn/2c, (D.2)
where we use T (1)ext + T
(1)
int ≤ m in the first inequality. The size of the resulting intermediate is
I(1) = n + T (1)ext − T (1)int ≤ m + bn/2c − dn/2e ≤ m, (D.3)
where Eq. (D.2) is used in the first inequality.
In case 2, T (k)int ≤ bn/2c for all k. In the second and subsequent multiplications in case 1, T (k)int ≤ bn/2c for all k ≥ 2.
Here, we multiply T amplitudes in one of the orders of the lemma. As per the lemma, this guarantees I(k) ≤ m in both
cases [see Eq. (D.3) in case 1]. The sizes of the kth and (k − 1)th intermediates are related to each other by
I(k) = I(k−1) + T (k)ext − T (k)int ≤ m. (D.4)
Therefore, the cost function rank of the kth multiplication is
C = I(k−1) + T (k)ext ≤ m + T (k)int ≤ m + bn/2c. (D.5)
Equations (D.3) and (D.5) prove Cmin ≤ m + bn/2c.
Second, we show that the same value of C is a lower bound. There is always a binary product of the force-constant
matrix, I(0), and a Tm amplitude with dn/2e internal lines. Note that dn/2e cannot exceed n or m because m ≥ n ≥ 1.
Furthermore, the number of external lines is m + n− 2dn/2e ≤ m. Hence, this is a valid matrix chain product. The cost
function rank of this multiplication is
C = I(0) + T (0)ext = n + m − dn/2e = m + bn/2c, (D.6)
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which proves Cmin ≥ m + bn/2c.
Together, we obtain Cmin = m + bn/2c for m ≥ n.
Proof of the theorem for m < n. We multiply T amplitudes in one of the orders of the lemma. As per the lemma,
this ensures I(k) ≤ n. We consider the following three cases in each multiplication: (1) T (k)ext < T (k)int ; (2) T (k)ext > T (k)int ; (3)
T (k)ext = T
(k)
int .
In case 1, since T (k)ext + T
(k)
int ≤ m, we have T (k)ext ≤ b(m − 1)/2c. The cost function rank of the kth multiplication is
C = I(k−1) + T (k)ext ≤ n + b(m − 1)/2c. (D.7)
In case 2, similarly, T (k)int ≤ b(m − 1)/2c holds. The size of the kth intermediate is given by
I(k) = I(k−1) + T (k)ext − T (k)int ≤ n, (D.8)
which implies
C = I(k−1) + T (k)ext ≤ n + T (k)int ≤ n + b(m − 1)/2c. (D.9)
In case 3, m must be even and T (k)ext = T
(k)
int = m/2. The intermediate resulting from the multiplication of this T
amplitude has the size:
I(k) = I(k−1) + T (k)ext − T (k)int ≤ m < n. (D.10)
The first inequality follows from the fact that I(l) is a convex function with its minimum occurring at l = k, where
T (k)ext − T (k)int = 0. The cost function rank of this step is
C = I(k−1) + T (k)ext ≤ n + T (k)int − 1 ≤ n + m/2 − 1. (D.11)
Equations (D.7), (D.9), and (D.11) prove Cmin ≤ n + b(m − 1)/2c for m < n.
Remark. This upper-bound expression for m < n happens to agree with the optimal cost function ranks for all





Below we document the doubly transformed Hamiltonian vertices required for Ext-STEOM-XVCCm (2 ≤ m ≤ 4) in
terms of the vertices of H̄, and Ŝ .
The zero-mode component of the doubly transformed Hamiltonian is equivalent to the zero-mode component of
the singly transformed Hamiltonian defined in Eq. (A.1). The pure excitation components up to four-mode excitations
are shown in Eqs. (4.31) - (4.34) and are zero due to satisfaction of the XVCC amplitude equations. The net one-
mode, two-mode, and three-mode excitation components of ¯̄H with one lowering operator are illustrated in Eqs.
(4.39), (4.43), and (4.44). These components are also equal to zero and are identical to the STEOM-XVCC amplitude
equations.
The other net zero-mode parts of H̄, which appear in the Ext-STEOM-XVCC formalism, are




= + + +
+ + + +
+ + + +
+ + − ,
(E.2)
= + + +
+ + + +




= + + +
− − − .
(E.4)
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The required net one-mode dexcitation components of ¯̄H are
= + + + ,
(E.5)
= + + +
+ + + + ,
(E.6)
= + + +




= + + −
− .
(E.8)
The net two-mode dexcitation components are
= + + + ,
(E.9)
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= + + + ,
(E.10)
and
= + − ,
(E.11)
while the net three-mode dexcitation component is
= .
(E.12)
The required one-mode excitation components are given by
= + + +
+ + + +
+ + + +
+ + + +




= + + +
+ + + +
+ + + +
+ + + −
− − .
(E.14)
Finally, the required two-mode excitation component is
= + + +
+ + + +
+ + + +
+ + + +
+ + + +
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