Abstract. We present an algorithm that finds polynomials with many roots modulo many primes by rotating candidate Number Field Sieve polynomials using the Chinese Remainder Theorem. We also present an algorithm that finds a polynomial with small coefficients among all integral translations of X of a given polynomial in Z Z [X]. These algorithms can be used to produce promising candidate Number Field Sieve polynomials.
Introduction
The Number Field Sieve (NFS) [1] is the fastest (asymptotically) known general integer factorization algorithm. When attempting to factor an integer N with NFS, we must first choose a polynomial f ∈ Z Z[X] with a known root m modulo N . When f has many roots modulo many small primes, then we say f has good root properties. If the magnitude of values taken by f are small, then we say that f has small size. It can be shown (heuristically) that if f has good root properties and has small size, then NFS should run faster than when f does not have these properties.
Procedures for generating candidate NFS polynomials with good root properties and small size are described in [2] . Specifically, through the use of rotations and translations, we hope to generate polynomials with better than average root properties and size. In Sect. 2 we recall some basic facts about homogeneous polynomials and their roots modulo primes. In Sect. 3 we then recall the standard method for generating candidate NFS polynomials. In Sect. 4 we describe a method for rotating candidate NFS polynomials to generate new candidate NFS polynomials with many distinct roots modulo many primes. We discuss how to find potentially small polynomials among polynomials of the form f (X − α), where f ∈ Z Z[X] is fixed and α ∈ Z Z in Sect. 5. We present an algorithm in Sect. 6 that finds candidate NFS polynomials with good root properties and small size based on the methods discussed in Sect. 3-5. Finally, we conclude in Sect. 7 with a discussion of how "good" candidate NFS polynomials generated by the algorithms presented in this paper should be. 
Root Properties
Suppose f = a d X d + · · · + a 0 ∈ Z Z[X] is a polynomial of degree d and p ∈ Z Z is prime. The homogenization of f is the polynomial F ∈ Z Z[X, Y ] defined by F (X, Y ) = Y d f (X/Y ). A co-prime pair (a, b) is a root of F modulo p if F (a, b) ≡ 0
Base-m Method
Given positive integers m, N with m ≤ N , it is not difficult to find a polynomial f ∈ Z Z [X] such that f (m) ≡ 0 mod N . A well-known method for doing this is the base-m method described in [1] .
and constructing f as above. Furthermore, suppose we want to construct a polynomial with leading coefficient L and 
then it is not hard to see that a base-m polynomial with
The parameter i allows the user to vary the value of m.
, then print "i is too big" and terminate the algorithm. Note that the homogenization of the polynomial generated by Algorithm 1 will have projective roots modulo each prime dividing L.
Rotations
Given a finite set of powers of distinct primes S, we look for a rotation that yields a polynomial with good root properties with respect to S. In [2] , linear rotations (r = 1) are found using a sieve-like procedure. We present an algorithm that finds promising higher degree rotations using the Chinese Remainder Theorem (CRT). The basic idea is to first choose roots k ij mod p ei i . Then for each i find a rotation that yields a polynomial with roots k ij mod p ei i , and finally use CRT to find a single rotation that yields a polynomial with roots k ij for all i, j. 
To determine the b i modulo p ei i , we must solve the matrix congruence   
We have chosen the k ij so that we may solve this system uniquely. Let (b i0 , . . . , b ir )
T denote the unique solution vector modulo p ei i . Finally, we solve the system of linear congruences
We now have a polynomial
We should note that the coefficients of g may be larger than the coefficients of f .
where
We would usually take the b i as the least positive residue modulo C, but it should be noted that we may as well take b i + lC, where l ∈ Z Z, if it suits our purposes. In the best case scenario, we can choose the b i so that g is a skewed polynomial with coefficients that grow geometrically (roughly) from c d to c 0 . If this is not the case, then it may be possible by using a suitable translation (see Sect. 5). Finally we note that if f has many roots modulo many primes, then its homogenization F will have many regular roots modulo many primes.
We summarize this discussion with the following algorithm: 
for some j, then set k ij ← r + 1 and recalculate z ij . Note: there will be at most one such j for each i.
. . .
. [Output and Terminate] Return g(X)
and {k ij } and terminate the algorithm.
Translations
Let us fix a polynomial
with a d = 0. Note that for α ∈ Z Z, the roots of f (X −α) ∈ Z Z[X] will just be the roots of f translated by α. However, the coefficients of f (X − α) will not (in general) be the coefficients of f . So f (X − α) has the same root properties as f , but perhaps differs in size. We now examine the effect of translation on the coefficients of f .
We define T f (U ) = {f (X − α) | α ∈ U }, where we will be interested in the cases U = Z Z, IR. Also, fix ω = (ω 0 , . . . , ω d ) ∈ IR d+1 and let
We will use the more covenient notation · ∞ and · k and drop ω from the notation. Since polynomials with small coefficients tend to have small size, we will refer to f ∞ as the size of f . For our fixed f and ω, we seek h ∈ T f (Z Z) with minimal size. The following proposition is the first step in finding such an h.
