Abstract. First-Principles Molecular Dynamics (FPMD) is an accurate atomistic simulation method that has been applied to numerous problems of materials science. Its ability to describe simultaneously the electronic structure and the dynamical properties of a given system make it a tool of choice for investigations of systems involving varying chemical environments. During the past decade, the advent of terascale computers has considerably enhanced the capabilities of FPMD. In this paper, we discuss recent progress in the implementation of First-Principles Molecular Dynamics on parallel computers. In particular, we consider the new challenges presented by current terascale computers and discuss the steps that will have to be taken to exploit efficiently future petascale architectures. Examples of large-scale FPMD applications using the Qbox code on the BlueGene/L computer are presented.
Introduction
First-principles molecular dynamics (FPMD) is an atomistic simulation method that combines a quantum mechanical description of electrons with a classical description of atomic nuclei. FPMD is free of empirical or adjustable parameters, and therefore provides a very powerful and predictive tool for investigations of physical properties. Since its inception, FPMD has been applied very successfully to solid-state physics and materials science problems. During the past decade, it has also been applied to a wide variety of problems in areas as diverse as high-pressure physics, physical chemistry, biochemistry and nanotechnology.
In FPMD simulations, a large part of the computational effort is devoted to the calculation of the electronic structure [1] . This is most often done within the framework of Density Functional Theory [2] , which represents a considerable simplification of the full many-particle Schroedinger equation. In spite of this simplification, FPMD remains a computationally intensive approach, which often requires the use of supercomputers.
The growing demand for FPMD simulations of increasingly large systems has driven the development of high-performance implementations of this method. In the rest of this paper, we briefly describe the algorithms electronic structure commonly used in FPMD, and consider issues that affect the scalability of FPMD implementations. Finally, we discuss the path to future petascale implementations of FPMD.
FPMD electronic structure algorithms
In the course of an FPMD simulation, the one-particle electronic wavefunctions ( ) i ϕ r are calculated by solving the Kohn-Sham equations [3] . 1 ( , ) 1 2 ( ) ( , ) ( ) ( ( ), ( (Ω), where Ω is the simulation domain). When using orthonormal basis functions b i (r), and for a given, fixed effective potential V(ρ,r), this reduces the Kohn-Sham equations to an algebraic eigenvalue problem 1, ,
This eigenvalue problem must be solved repeatedly, and the effective potential V(ρ,r) must be updated at each iteration, until a fixed point is reached. The number of eigenvectors u i needed corresponds to the number of electrons N present in the system (up to a factor of two in spin-unpolarized systems). This number is usually much smaller than the size M of the basis set. It is therefore advantageous to use eigensolvers that are capable of computing a limited subset of all eigenvectors. The choice of basis set is critical to a successful operation of FPMD. Basis sets built from localized functions centered at the atomic nuclei lead to efficient representations of electronic orbitals if moderate accuracy is required. However, they are usually not orthonormal, which in turn leads to generalized eigenvalue problems. Furthermore, the fact that such basis functions change when nuclei are moving increases the complexity of the computation of ionic forces (introducing so-called Pulay forces). For periodic systems, the basis set most often chosen for the representation of the wavefunctions in FPMD is the plane wave basis set. Solutions are represented as three-dimensional 
where m is the electron mass and E cut is an energy cutoff defining the size of the basis set. The plane wave basis has shown excellent numerical properties for the representation of electronic wavefunctions. However, since the convergence of the Fourier representation is slow if electronic wavefunctions are rapidly varying, the plane wave basis must be used in conjunction with pseudopotentials [4] , which eliminate the rapidly varying core electron wavefunctions from the calculations. The efficiency of the plane wave approach comes from the fact that the matrix H can be written as the sum of two sparse matrices, corresponding to a kinetic energy and a potential energy operator, respectively. The kinetic energy matrix is diagonal in the Fourier representation, whereas the potential matrix is diagonal in the real-space representation. The real-space representation of the solutions can be obtained efficiently using Fourier transforms.
The calculation of the electronic structure using the plane wave basis therefore involves numerical linear algebra (for the solution of the eigenvalue problem) and three-dimensional Fourier transforms. It is essential to implement these operations efficiently in order to obtain a high-performance implementation of FPMD.
The computational cost of FPMD scales as O (MN 2 ). This results from the computational complexity of the Kohn-Sham eigenvalue problem in which only N eigenpairs are computed. Since the size of the basis set M must grow proportionally to the number of electrons N, it is conventional to describe FPMD scaling as O(N 3 ).
FPMD implementations and parallelization strategies
FPMD made its first appearance in 1985 with the pioneering work of Car and Parrinello [5] , who demonstrated for the first time that the time evolution of atomic nuclei and electrons could be computed simultaneously, unifying the fields of molecular dynamics and first-principles electronic structure computations. This first implementation of FPMD was a serial code running on a Gould 32/87 minicomputer that had a performance comparable to a VAX 11/780. Car and Parrinello's simulation of a silicon crystal with a unit cell containing eight atoms constitutes a tour de force in view of the computational capabilities available at the time. This first implementation was quickly ported to more powerful platforms such as the Cray-1, and in the following years to other vector computers. Until the early 90's, the optimization of FPMD codes was focusing on making the most efficient use of the vector units of large computers such as the Cray-YMP or the NEC SX/4. In the mid 90's, FPMD codes were achieving a sustained performance of approximately 1 GFlop/s on platforms having a peak performance of about 2 GFlop/s. This remarkable boost in performance enabled a wide range of new applications of FPMD and contributed to the remarkable success of the FPMD approach [6] .
At the same time, the first attempts at parallelizing electronic structure calculations appeared. In 1992, Stich et al. implemented the plane-wave method (without molecular dynamics) on a 64-node i860 Meiko parallel compuer [7] and computed the energy of reconstructed silicon surfaces. In the following years, parallel implementations of FPMD were developed for large platforms such as the IBM 3090, the Cray T3D or the NEC SX/4.
The parallelization strategies adopted in most FPMD codes were based on a block distribution of the Fourier coefficients of the wavefunctions n c G , either with respect to the orbital index n, or with respect to the reciprocal lattice vector index G. The first approach, which is easier to implement, requires the capability of computing the Fourier transform of a wavefunction on a single node. This places a limit on the size of the simulation cell and on the size of the basis set due to the finite amount of memory available on a node. The other parallelization approach does not suffer from this limitation but requires the distribution of the plane wave basis set. Special care must be taken in order to distribute the reciprocal lattice vectors while maintaining proper load balancing [8] . Distributing the basis set leads to a more complicated implementation of the three-dimensional Fourier transform algorithm, which involves communications among all processors. A straightforward decomposition of the real-space grid among processors (or "slab" decomposition) leads to the constraint that the total number of processors should not exceed the largest dimension of the grid in order to maintain appropriate load balancing. For typical moderate-sized calculations, this limits the total number of processors to 100-200.
The increasing power of new computers towards the end of the 90's impacted the design of FPMD codes in two important ways. First, the architecture of large computers changed from vector processors to cache-based commodity processors. This change in processor architecture forced developers to rewrite large parts of FPMD codes originally written for vector processors, so as to avoid the penalty of limited memory bandwidth offered by commodity processors. Second, the number of processors increased dramatically, while the total amount of memory per processor grew rather slowly and eventually became stable in the range of 1-4 GB. Thus both of the simple parallelization approaches mentioned above were limited either by lack of memory or by lack of load balancing. Nevertheless, some FPMD codes such as CPMD [9, 10] and GP [11] provided good scalability up to about 1000 CPUs using a simple data distribution. The availability of parallel computers led to a fast growth of the performance of FPMD codes. Figure 1 . shows the evolution of the performance of some FPMD codes during the past twenty years, which indicates that performance doubled every 8 months. This growth-which is faster than Moore's Law-reflects the fact that modern parallel computers are made of increasingly large numbers of processors.
As the number of processors available on large computers grew past 1000, the need for a mixed parallelization strategy became apparent. The distribution of wavefunction Fourier coefficients according to both the orbital and plane-wave indices is similar to the block distribution of a matrix on a two-dimensional process grid such as, e.g. the one adopted in the ScaLAPACK parallel linear algebra library (see Fig. 2 ). This strategy was adopted in the development of the Qbox code [12], a C++/MPI implementation of FPMD built on top of the BLACS and ScaLAPACK libraries, thus benefiting from the efficiency of highly optimized linear algebra subroutines. Other FPMD codes (e.g. CPMD [9] , PWscf [13] and ABINIT [14] ) have adopted a mixed parallelization scheme. Using a two-dimensional process grid leads to simple communication patterns during the course of an FPMD simulation. This can be seen e.g. in the calculation of the electronic charge density. In a first phase, three-dimensional Fourier transforms are used to compute contributions from each wavefunction to the charge density. This operation involves communication within columns of the process grid (see Fig. 3 ). In a second phase, the contributions from all wavefunctions are collected to compute the total charge density using a collective reduction operation within rows (see Fig. 4 ). Limiting global communications during electronic structure calculations is a key ingredient in the development of high-performance implementations of FPMD. The mixed parallelization strategy was used successfully on parallel computers comprising up to 4096 CPUs. For example, on the Thunder platform [15] at the Lawrence Livermore National Laboratory, the Qbox code achieved 83% parallel efficiency between 1120 and 3920 CPUs in simulations of 512 H 2 O molecules.
The design of FPMD algorithms becomes more complex when targeting thousands of processors, since some subtasks of the electronic structure calculation become too large to fit on a single node, yet are too small to be distributed among all processors. In such situations, a compromise must be found between the cost of communication and memory limitations. This sometimes leads to partial replication of a subtask. An example is the calculation of the exchange correlation potential from the electronic charge density, an operation which, in the Qbox code is distributed along columns of the two-dimensional process grid, but replicated along process rows. In that case, a part of the electronic structure calculation does not scale ideally-consistent with Amdahl's law-but this cost is limited in comparison to the larger communication cost that would result if that subtask were distributed over the full machine.
Finally, a third level of data distribution can be used in electronic structure calculations of metals, for which multiple k-points must be used in the Brillouin zone [2] . In that case, a three-dimensional data layout can be used (orbital index, plane-wave index, k-point) to distribute subtasks among processors. The calculations of wavefunctions at different k-points are loosely coupled since they only share the total electronic density or the effective potential. For this reason, a straightforward distribution of the wavefunctions at different k-points usually leads to very good parallel efficiency.
The BlueGene/L platform
The world of high-performance computing was recently revolutionized with the introduction of the BlueGene/L computer (BG/L) [16] . The BGL platform was designed with special attention paid to the power dissipated by modern CPUs, resulting in an unprecedented performance-space ratio (flops/rack). BG/L uses a torus network architecture, complemented by a tree network. It provides a theoretical peak floating-point performance of 360 TFlop/s with 65536 nodes and 131072 CPUs. The total memory available on each node is 512 MB.
Each BG/L node includes two CPUs that can be used in two different modes. In the so-called "coprocessor" mode, only one CPU per node is used for computation, while the other CPU is used for communications. In that mode, the highest attainable floating-point performance is 180 TFlop/s. In "virtual node" mode, both CPUs are used for communication and computation on each node, and they execute separate MPI tasks. In that mode, the total memory available for each task is limited to 256 MB. However, the full floating-point performance of the machine (360 TFlop/s) is accessible. These characteristics impose severe constraints on the design of FPMD codes. First, the small memory available for each task requires that all data of significant size be distributed on multiple nodes. Furthermore, the torus network architecture and its limited bisectional bandwidth require one to redesign algorithms so as to use nearest-neighbor communication as much as possible. This constitutes a qualitative change in the type of constraints imposed on code design: it is now necessary to take into account the physical layout of nodes in the design of the software. In the case of the Qbox code, this raises the question of how to map a two-dimensional process grid onto a three-dimensional rectangular grid. A straightforward distribution of processes according to a column-major ordering is illustrated in Fig. 5 (for the first two columns of a process grid) . Fig. 5 . Column-major mapping a two-dimensional process grid onto a three-dimensional torus.
The choice of logical-to-physical node mapping scheme appears to be relatively unimportant on BG/L when using less than about 1024 processors. However, it becomes critical for larger partitions. Experiments run with Qbox show that, when using the full BG/L machine (65,536 nodes), adopting a "good" node mapping scheme can result in a 60% overall speedup of the simulation. It therefore becomes essential to choose an optimal node mapping before carrying out long simulations. This optimization procedure is however a formidable task for the following reasons. First, the number of possible mappings grows rapidly with partition size (there are N! mappings for N processors), thus precluding any form of exhaustive search strategy. Second, it is difficult to define a priori a node mapping that will be efficient for all the communication patterns present in a simulation, especially since some of the communication is not under the control of the simulation code but occurs in parallel libraries (e.g. ScaLAPACK). Furthermore, the optimal choice of node mapping is in general dependent on the size of the problem being solved. Three examples of node mappings of 65536 tasks onto a 64x32x32 torus are shown in Fig. 6 .
The choice of node mapping therefore appears to be an integral part of the code optimization process, and becomes critical for large partition sizes. A trial and error approach based on simple heuristics appears currently to be the only viable process, and more research is clearly needed in this area. The development of appropriate tools for visualization of message traffic on a torus network may help in this exploration, and the development of automatic optimization procedures will ultimately be necessary. Scalability of FPMD on large numbers of processors of BG/L was demonstrated in 2005 using the Qbox code in a single k-point calculation of bulk molybdenum, including 1000 atoms and 12,000 electrons [17] . This calculation achieved a floating-point performance of 64 TFlop/s on 65536 nodes of BG/L. More recently, a calculation involving 8 k-points was performed on the same system and yielded a performance of 207.3 TFlop/s, currently the highest floating-point performance attained by any scientific application code (see Fig. 7 ). The node mapping used in that calculation was a variant of a bipartite map (Fig. 6 , center panel) optimized to facilitate broadcast operations within columns of the process grid [18] . Such large-scale calculations allow for unprecedented simulations of materials properties, such as e.g. accurate calculations of defect energies or of mechanical properties at high pressure and high temperature. The highest performance attained is 207 TFlop/s.
Moving to petascale computing
Petaflop-capable platforms such as e.g. the IBM BlueGene/P computer are being actively developed and will become available in the coming few years. Although the details of future petaflop platforms
are not yet fully established, it is expected that hardware design considerations will favor a torus network architecture. This will bring the issue of finding optimal node mappings to the forefront of petascale FPMD code design. Addressing this problem will require the development of advanced performance evaluation tools. Other new approaches such as self-adapting numerical software (SANS) [19] may become essential to exploit petascale architectures efficiently. The unfavorable scaling (O (N  3 ) ) of the conventional plane-wave method also makes it necessary to explore alternative electronic structure methods for inclusion in FPMD. Steady progress has been made over the past decade in the development of linear-scaling (O(N)) electronic structure methods [20, 21] , some of which are now competitive with the plane-wave method in terms of accuracy for MD simulations [22] . The adoption of a linear-scaling method for petascale FPMD should reduce considerably the amount of communication taking place during the calculation of electronic structure, thus increasing the likelihood of achieving good parallel efficiency on hundreds of thousands of processors.
A number of issues not mentioned so far will also potentially become more relevant on petascale platforms. A first example is I/O performance. It is already apparent on terascale platforms that the time spent reading and writing data between simulations can become important. This drawback is particularly severe in the case of FPMD where the amount of data stored between simulations scales as O(N 2 ). Improvements in the performance of parallel file systems may alleviate this problem. However a full resolution of this issue will have to involve new research, e.g. on the development of data compression algorithms specific to the FPMD problem.
Finally, the reliability of the hardware and of the operating systems of future computers may become a serious issue. The mean time between failures (MTBF) of terascale platforms has so far remained large enough not to affect the feasibility of significant simulations. It is however uncertain whether this level of quality will be sustainable on petascale platforms. This implies the possibility that petascale application codes will have to be designed to be fault-tolerant, which would further complicate software design.
Conclusions
The continuing progress in computer technology achieved during the past two decades has dramatically changed our ability to simulate and predict the physical properties of materials. FPMD has greatly benefited from these advances and its various implementations have been able to exploit hardware efficiently during this period. The appearance of terascale computers has had a large impact on the design of FPMD codes, requiring a growing investment in new code design.
Moving to petascale architectures will bring new challenges to FPMD code development and will lead to increased code complexity. As was the case upon the appearance of terascale platforms, it is likely that radically new code architectures will have to be developed to take full advantage of the performance of future platforms. A combination of research on new parallel FPMD algorithms and on advanced performance analysis tools will be critical in order to advance the frontier of first-principles simulations in the years to come.
