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Abstract
In this article, the Stein–Haff identity is established for a singular Wishart distribution with a positive
definite mean matrix but with the dimension larger than the degrees of freedom. This identity is then used to
obtain estimators of the precision matrix improving on the estimator based on the Moore–Penrose inverse
of the Wishart matrix under the Efron–Morris loss function and its variants. Ridge-type empirical Bayes
estimators of the precision matrix are also given and their dominance properties over the usual one are
shown using this identity. Finally, these precision estimators are used in a quadratic discriminant rule, and it
is shown through simulation that discriminant methods based on the ridge-type empirical Bayes estimators
provide higher correct classification rates.
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1. Introduction
The estimation of the precision matrix, namely the inverse of the covariance matrix Σ , of
a multivariate normal distribution has been an important issue in practical situations as well as
from theoretical aspects, and when the dimension p is smaller than the number of observations n,
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Efron and Morris [5] considered this problem. But, when p > n, the Wishart matrix is singular,
and thus many estimators can be constructed by using a generalized inverse of the sample
covariance matrix. However, Srivastava [14] proposed the unique Moore–Penrose inverse of the
sample covariance matrix as it uses the sufficient statistic for Σ . In this paper, we obtain several
estimators theoretically improving on the Moore–Penrose inverse estimator of the precision
matrix, some of which are shown to be very useful in discriminant analysis. The proposed
improved estimators may also help obtain better and more powerful tests for testing the equality
of means and equality of covariances. The alternative of not using any information from the
sample covariance V by assuming that Σ = cI is not a viable alternative as it has been shown
by [15] that a test using the diagonal elements of V is more powerful than using just trV or
no information at all. In large dimension, using correlations to obtain some structure on the
covariance matrix Σ , conditional or unconditional, is not an easy task. For this reason, we have
included only the DLDA method of [4] in our comparison of discriminant procedures.
To specify the problem considered here, let x1, . . . , xN be independently and identically
distributed (i.i.d.) as multivariate normal with mean vector µ and a p× p positive definite matrix
Σ denoted as Np(µ,Σ ), Σ > 0. Let
x = N−1
N∑
i=1
xi , n = N − 1
and
W =
N∑
i=1
(xi − x)(xi − x)t .
Then
W d= YYt ,
where Y = (y1, . . . , yn), y1, . . . , yn are i.i.d. Np(0,Σ ), and W has a Wishart distribution with
mean nΣ and degrees of freedom n, denoted asWp(Σ , n). When n < p, it is called a singular
Wishart distribution, whose distribution has been recently studied by Srivastava [13]. In many
inference procedures, an estimate of the precision matrix Σ−1 is required. Srivastava [14] used
nW+, whereW+ is the Moore–Penrose inverse ofW. We shall consider a generalized version of
this estimator for estimating the precision matrix. It is given by
δMP (a) = aW+ (1.1)
for a constant a. The main aim of this paper is to develop estimators of Σ−1 improving on the
usual one δMP (a) in terms of risk in a decision-theoretic framework. To evaluate the risk of
δMP (a), however, we cannot employ the Stein loss function L S(δ,Σ ) = tr δΣ − log |δΣ | − p
for estimator δ, because of the singularity ofW+. Alternative loss functions are of the forms
Lk(δ,Σ ) = tr (δ −Σ−1)2Wk for k = 0, 1, 2, (1.2)
where the L1-loss was used by Efron and Morris [5], and the L1- and L0-losses were used by
Haff [8].
To develop analytical dominance properties of the proposed estimators, we need to derive
the so-called Stein–Haff identity in the singular Wishart distribution. The Stein–Haff identity
was derived by Stein [17] and Haff [7] for the full rank Wishart distribution. A similar identity
1908 T. Kubokawa, M.S. Srivastava / Journal of Multivariate Analysis 99 (2008) 1906–1928
for the elliptically contoured model has been given by Kubokawa and Srivastava [10]. It has
been well known that the Stein–Haff identity is a very useful tool to develop dominance results.
In the Appendix, we derive the Stein–Haff identity for the singular Wishart distribution, which
is equally powerful. With the help of this identity, we obtain in Section 2 several estimators
dominating δMP (a) under the three loss functions L0, L1 and L2. In Section 3, the empirical
Bayes approach to the estimation of the precision matrix is given to provide ridge-type stable
procedures dominating δMP (a) under the loss function L2. The risk-performances of the
proposed estimators are investigated numerically.
It may be of great interest to investigate how much useful the improved estimators of the pre-
cision matrix are in practical multivariate inference procedures. While its application in tests and
confidence intervals for mean vectors are currently under investigation, we in Section 4 consider
an equally important problem of classifying an observation vector into one of two groups with
unequal covariance matrices. Through simulations we show that our empirical Bayes procedures
using non-singular ridge-type estimators for the precision matrices provide significantly higher
correct classification rates for the quadratic classification rules. Also the discrimination methods
based on the empirical Bayes procedures are applied to the two real datasets of microarray, where
their performances are investigated using the Leave-One-Out cross validation method.
2. Estimation of the precision matrix
For estimating the precision matrix in the case of p > n, let H1 be a p × n matrix of
eigenvectors ofW such that Ht1H1 = In , that is, H1 ∈ Hn,p, the Stiefel manifold, and
W = H1LHt1,
where L = diag (`1, `2, . . . , `n), an n × n diagonal matrix, where `1 > `2 > · · · > `n are the n
non-zero eigenvalues of the p × p matrix W of rank n. Let ` = (`1, . . . , `n). In this paper, we
consider orthogonally equivariant estimators of the general form
δ(Φ) = H1Φ(`)Ht1, (2.1)
Φ(`) = diag(φ1(`), . . . , φn(`)).
Instead of the function Φ(`), we often use the function Ψ = Ψ(`) = diag (ψ1(`), . . . , ψn(`))
for
Ψ(`) = LΦ(`),
ψi (`) = `iφi (`), i = 1, . . . , n.
To evaluate the estimators, we use three types of loss functions Lk(δ,Σ ) = tr (δ − Σ−1)2Wk ,
k = 0, 1, 2, which are called the L0-loss, the L1-loss and the L2-loss functions here. The risk
function of estimator δ relative to the Lk-loss is written by Rk(Σ , δ) = E[Lk(δ,Σ )] for k = 0,
1 and 2. Dominance results in terms of the risks are given below for the L1-, L0- and L2-loss
functions, but all the proofs are given in the Appendix. It is specially noted that the Stein–Haff
identity (A.1) in the singular Wishart distribution is quite useful for establishing the dominance
properties and the derivation of the identity is also given in the Appendix.
2.1. Dominance results relative to the L1-loss
We first handle the L1-loss, for it is the most tractable of the three. The dominance results
under the loss function have been studied for n > p [3,5,9]. In the case of p > n, the risk
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function of δ(Φ) under the loss L1(δ,Σ ) is expressed as
R1(Σ , δ(Φ)) = E
[
tr {δ(Φ)}2W − 2tr δ(Φ)WΣ−1
]
+ n trΣ−1. (2.2)
Then the Stein–Haff identity given in Lemma A.1 is applied to rewrite E[tr δ(Φ)WΣ−1] as
E
[
tr δ(Φ)WΣ−1
]
= E
[
trH1ΦLHt1Σ
−1]
=
n∑
i=1
E
[
(p − n − 1)φi + 2 ∂
∂`i
(`iφi )+ 2
∑
j>i
`iφi − ` jφ j
`i − ` j
]
. (2.3)
Combining (2.2) and (2.3), we get the following expression of the risk function.
Proposition 2.1. Assume that R1(Σ , δ(Φ)) < ∞ for p > n. The risk function of the
orthogonally equivariant estimator δ(Φ) relative to the L1-loss is expressed by
R1(Σ , δ(Φ))− ntrΣ−1
=
n∑
i=1
E
[
`iφ
2
i − 2(p − n − 1)φi − 4
∑
j>i
`iφi − ` jφ j
`i − ` j − 4
∂(`iφi )
∂`i
]
=
n∑
i=1
E
[
ψ2i − 2(p − n − 1)ψi
`i
− 4
∑
j>i
ψi − ψ j
`i − ` j − 4
∂ψi
∂`i
]
.
Since the Moore–Penrose inverse ofW is written asW+ = H1L−1Ht1, from Proposition 2.1,
the estimator δMP (a) = aW+ has the risk {a2 − 2(p − n − 1)a}E[trL−1] + ntrΣ−1, which is
minimized at a = p − n − 1. Hence, the estimator with the best multiple is
δMP1 = a1H1L−1Ht1, a1 = p − n − 1 (2.4)
with the risk R1(Σ , δMP1 ) = −a21E[trL−1] + ntrΣ−1. Although it is not possible to get an
unbiased estimator of the risk R1(Σ , δ(Φ)) in the case of p > n, we can provide an unbiased
estimator of the risk difference R1(Σ , δ(Φ))− R1(Σ , δMP1 ), which gives a sufficient condition
for improving on the estimator δMP1 .
Proposition 2.2. The estimator δ(Φ) dominates δMP1 relative to the L1-loss if ψi (`)’s satisfy
the inequality
n∑
i=1
{
ψ2i
`i
− 2a1ψi
`i
− 4
∑
j>i
ψi − ψ j
`i − ` j − 4
∂ψi
∂`i
}
≤ −
n∑
i=1
a21
`i
,
for p > n + 1, and ψi = `iφi .
The following proposition is very useful for developing improved estimators.
Proposition 2.3. Assume that Ψ(`) = diag (ψ1(`), . . . , ψn(`)) satisfies the following
conditions for p > n + 1:
(a) ∂ψi (`)/∂`i ≥ 0 for i = 1, . . . , n.
(b) ψ1(`) ≥ · · · ≥ ψn(`) = p − n − 1.
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(c) n + p − 2i − 1 ≥ ψi (`) for each i .
Then the estimator δ(L−1Ψ) = H1L−1Ψ(`)Ht1 dominates the estimator δMP1 relative to the
L1-loss.
Proposition 2.3 directly provides an example of the Stein-type estimator given by
δS1 = H1DL−1Ht1, (2.5)
D = diag (d1, . . . , dn),
di = n + p − 2i − 1 for i = 1, . . . , n.
This corresponds to the case of φi = `−1i di or ψi = di , and the dominance property follows from
Proposition 2.3.
Proposition 2.4. The Stein-type estimator δS1 dominates δ
MP
1 under the L1-loss for p > n + 1.
The Stein-type estimator δS1 can be further improved by using the estimator
δ I S1 (g) = δS1 +
g(`)
trW
Ip, (2.6)
where g(`) is an absolutely continuous function. This dominance property follows from
Proposition 2.5.
Proposition 2.5. Assume that g(`) satisfies the conditions for p > n + 1:
(a) ∂g(`)/∂`i ≥ 0 for i = 1, . . . , n.
(b) 0 < g(`) ≤ 4(n − 1).
Then the estimator δ I S1 (g) dominates the Stein-type estimator δ
S
1 under the L1-loss.
Putting g(`) = 2(n − 1) in (2.6) gives the improved estimator
δ I S1 = H1DL−1Ht1 +
2(n − 1)
trW
Ip, (2.7)
which we shall call the improved Stein-type estimator. It is noted that δ I S1 has a form similar to
the Efron–Morris-type estimator given by
δEM1 = (p − n − 1)H1L−1Ht1 +
(n − 1)(n + 2)
trW
Ip. (2.8)
Using the same arguments as in the proof of Proposition 2.5 shows that δEM1 dominates δ
MP
1
relative to the L1-loss, but it is not known if it dominates δS1 or δ
I S
1 .
Proposition 2.3 allows us to produce a new type of improved estimator, given by
δR1 = H1diag (φR1 (`), . . . , φRn (`))Ht1, (2.9)
where for i = 1, . . . , n,
φRi (`) =
di
`i + λˆi
and di = n + p − 2i − 1.
Here, for i = 1, . . . , n − 1, λˆi is a function of `i , . . . , `n−1 defined sequentially by
λˆi = (di λˆi+1 + 2`i )/di+1, (2.10)
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and λˆn = 0. It is interesting to note that the estimator δR1 is a ridge type because of non-
negativeness of λˆi ’s.
Proposition 2.6. The ridge-type estimator δR1 dominates δ
MP
1 under the L1-loss for p > n + 1.
2.2. Dominance results relative to the L0-loss
The risk function of δ(Φ) under the loss L0(δ,Σ ) is expressed as
R0(Σ , δ(Φ)) = E
[
tr{δ(Φ)}2 − 2tr δ(Φ)Σ−1
]
+ trΣ−2.
Using the Stein–Haff identity given by Lemma A.1 for the term E[tr δ(Φ)Σ−1], we get the
following expression of the risk function.
Proposition 2.7. Assume that R0(Σ , δ(Φ)) < ∞ for p > n. The risk function of the
orthogonally equivariant estimator δ(Φ) relative to the L0-loss is expressed by
R0(Σ , δ(Φ))− trΣ−2
=
n∑
i=1
E
[
φ2i − 2(p − n − 1)
φi
`i
− 4
∑
j>i
φi − φ j
`i − ` j − 4
∂φi
∂`i
]
=
n∑
i=1
E
[
ψ2i − 2(p − n − 3)ψi
`2i
− 4
∑
j>i
` jψi − `iψ j
`i` j (`i − ` j ) −
4
`i
∂ψi
∂`i
]
,
where Φ(`) = L−1Ψ(`) = diag (ψ1(`)/`1, . . . , ψn(`)/`n) for ψi = `iφi .
From Proposition 2.7, the estimator δMP (a) = aW+ has the risk that
R0(Σ , δ
MP (a))− trΣ−2 = {a2 − 2(p − n − 3)a}E[trL−2] + 4a
n∑
i=1
∑
j>i
E[1/(`i` j )]
= {a2 − 2(p − n − 2)a}E[trL−2] + 2aE[(trL−1)2], (2.11)
since 2
∑n
i=1
∑
j>i 1/(`i` j ) = (trL−1)2 − trL−2. This expression shows that the best constant
a does not exist, but we suggest a reasonable choice of a given by
δMP0 = a0H1L−1Ht1, a0 = p − n − 3. (2.12)
As seen from (2.11), R0(Σ , δMP0 ) ≤ R0(Σ , δMP (a)) for any a > a0 and any Σ , which
implies that δMP0 dominates δ
MP
1 . An unbiased estimator of the risk difference R0(Σ , δ(Φ)) −
R0(Σ , δMP0 ) can be provided and a sufficient condition for improving on the estimator δ
MP
0 is
given in the following.
Proposition 2.8. The estimator δ(Φ) dominates δMP0 relative to the L0-loss if ψi (`)’s satisfy
the inequality
n∑
i=1
{
ψ2i − 2a0ψi
`2i
− 4
∑
j>i
` jψi − `iψ j
`i` j (`i − ` j ) −
4
`i
∂ψi
∂`i
}
≤
n∑
i=1
{
−a
2
0
`2i
+
∑
j>i
4a0
`i` j
}
,
for p > n + 3.
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Proposition 2.8 provides the condition for the estimator δ(Φ) to dominate δMP0 in the case
of p > n. Some improved estimators proposed by Haff [8] and Dey [2] for n > p can hold
dominance properties in the case p > n by interchanging n and p. Of these, Dey [2] proposed
the use of estimators of the form
δD0 (g) = δMP0 +
g(`)
trW2
W, (2.13)
where g(`) is an absolutely continuous function. The following proposition provides conditions
for δD0 (g) to dominate δ
MP
0 .
Proposition 2.9. Assume that g(`) satisfies the conditions for p > n + 3:
(a) ∂g(`)/∂`i ≥ 0 for i = 1, . . . , n.
(b) 0 < g(`) ≤ 2(n − 1)(n + 4).
Then the estimator δD0 (g) dominates the estimator δ
MP
0 under the L0-loss.
Putting g(`) = (n − 1)(n + 4) in (2.14) gives the improved estimator
δD0 = δMP0 +
(n − 1)(n + 4)
trW2
W, (2.14)
which we shall call the Dey-type estimator.
Finally, we shall derive a Stein-type estimator dominating δMP0 like Propositions 2.3 and 2.4.
Let r = (n − 1)/2 if n is odd and r = n/2 if n is even. Define constants dĎi by
dĎi = max {a0 + 2(n + 1− 2i), a0}
= max{p + n − 4i − 1, p − n − 3}
=
{
p + n − 4i − 1, if i = 1, . . . , r,
p − n − 3, if i = r + 1, . . . , n
and let DĎ = diag (dĎ1 , . . . , dĎn ). The resulting Stein-type estimator is of the form
δS0 = H1DĎL−1Ht1. (2.15)
The dominance property of δS0 over δ
MP
0 follows from the following proposition.
Proposition 2.10. Assume that Ψ(`) = diag (ψ1(`), . . . , ψn(`)) satisfies the following
conditions for p > n + 3:
(a) ∂ψi (`)/∂`i ≥ 0 for i = 1, . . . , n.
(b) ψ1(`) ≥ · · · ≥ ψn(`) = p − n − 3 ≡ a0.
(c) dĎi = max{p + n − 4i − 1, p − n − 3} ≥ ψi for i = 1, . . . , n.
Then the estimator δ(L−1Ψ) = H1L−1Ψ(`)Ht1, given by (2.1), dominates the estimator δMP0
relative to the L0-loss.
Proposition 2.10 provides not only the Stein-type estimator δS0 , but also a ridge-type estimator
for improving on δMP0 . Define λˆ
Ď
i sequentially by
λˆ
Ď
i =
{
(dĎi λˆ
Ď
i+1 + 4`i )/dĎi+1, for i = 1, . . . , r,
0, for i = r + 1, . . . , n.
T. Kubokawa, M.S. Srivastava / Journal of Multivariate Analysis 99 (2008) 1906–1928 1913
The ridge-type estimator is given by
δR0 = H1diag (φRĎ1 (`), . . . , φRĎn (`))Ht1, (2.16)
where for i = 1, . . . , n,
φ
RĎ
i (`) =
dĎi
`i + λˆĎi
.
Then the same arguments as in the proof of Proposition 2.6 can be used to show that δR0 dominates
δMP0 .
Proposition 2.11. The ridge-type estimator δR0 dominates δ
MP
0 under the L0-loss for p > n+3.
2.3. Dominance results relative to the L2-loss
The risk function of δ(Φ) under the loss L2(δ,Σ ) is expressed as
R2(Σ , δ(Φ)) = E
[
tr{δ(Φ)}2W2 − 2tr δ(Φ)W2Σ−1 + trW2Σ−2
]
.
Using the Stein–Haff identity given by Lemma A.1, we can derive an expression of the risk
function.
Proposition 2.12. Assume that R2(Σ , δ(Φ)) < ∞ for p > n. The risk function of the
orthogonally equivariant estimator δ(Φ) relative to the L2-loss is expressed by
R2(Σ , δ(Φ))− E[trW2Σ−2]
=
n∑
i=1
E
[
ψ2i − 2(p + n + 1− 2i)ψi − 4
∑
j>i
` j (ψi − ψ j )
`i − ` j − 4`i
∂ψi
∂`i
]
,
where Φ(`) = L−1Ψ(`) = diag (ψ1(`)/`1, . . . , ψn(`)/`n) for ψi = `iφi .
From Proposition 2.12, the estimator δMP (a) = aW−1 has the risk that n{a2 − 2pa} +
E[trW2Σ−2], which is minimized at a = p. Hence, the estimator with the best multiple is
δMP2 = a2H1L−1Ht1, a2 = p (2.17)
with the risk R2(Σ , δMP2 ) = −np2 + +E[trW2Σ−2]. Although it is not possible to get an
unbiased estimator of the risk R2(Σ , δ(Φ)) in the case of p > n, we can provide an unbiased
estimator of the risk difference R2(Σ , δ(Φ))− R2(Σ , δMP2 ), which gives a sufficient condition
for improving on the estimator δMP2 .
Proposition 2.13. The estimator δ(Φ) dominates δMP2 relative to the L2-loss if ψi (`)’s satisfy
the inequality
n∑
i=1
{
ψ2i − 2(p + n + 1− 2i)ψi + p2 − 4
∑
j>i
` j (ψi − ψ j )
`i − ` j − 4`i
∂ψi
∂`i
}
≤ 0
for p > n.
1914 T. Kubokawa, M.S. Srivastava / Journal of Multivariate Analysis 99 (2008) 1906–1928
One candidate for improving on δMP2 may be the Efron–Morris-type estimator
δEM2 (g) = δMP2 +
g(`)
trW
Ip, (2.18)
where g(`) is an absolutely continuous function. The following proposition provides the
conditions for δEM2 (g) to dominate δ
MP
2 .
Proposition 2.14. Assume that g(`) satisfies the conditions for p > n:
(a) ∂g(`)/∂`i ≥ 0 for i = 1, . . . , n.
(b) 0 < g(`) ≤ 2(n − 1).
Then the estimator δEM2 (g) dominates the estimator δ
MP
2 under the L2-loss.
Putting g(`) = n − 1 in (2.18) gives the improved estimator
δEM2 = δMP2 +
n − 1
trW
Ip. (2.19)
From Proposition 2.13, we can also get another condition for the estimator δ(Φ) to dominate
δMP2 in the case of p > n.
Proposition 2.15. Assume that Ψ(`) = diag (ψ1(`), . . . , ψn(`)) satisfies the following
conditions for p > n:
(a) ∂ψi (`)/∂`i ≥ 0 for i = 1, . . . , n.
(b) ψ1(`) ≥ · · · ≥ ψn(`).
(c)
∑n
i=1{ψ2i − 2(p + n + 1− 2i)ψi + p2} ≤ 0.
Then the estimator δ(L−1Ψ) = H1L−1Ψ(`)Ht1 dominates the estimator δMP2 relative to the
L2-loss.
Proposition 2.15 provides an example of the Stein-type estimator given by
δS2 = H1D∗L−1Ht1, (2.20)
D∗ = diag(d∗1 , . . . , d∗n ),
d∗i = p + n − 2i + 1 for i = 1, . . . , n.
Proposition 2.16. The Stein-type estimator δS2 dominates δ
MP
2 under the L2-loss for p > n.
It is noted that we could not get an estimator improving on δS2 among estimators like δ
I S
1 given
by (2.7).
3. Empirical Bayes estimator of the precision matrix
The estimators of the precision matrixΣ−1 given in the previous section have the shortcoming
of their singularity in the case of p > n. An approach to deriving non-singular estimators ofΣ−1
is to consider ridge-type estimators of the form a(W+λIp)−1 for positive constants a and λ. The
important issue in the use of the ridge-type estimators is how to choose the ridge parameter λ.
Here we employ an empirical Bayes method for giving estimators of λ and show that the resulting
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ridge-type empirical Bayes estimators dominate the usual estimator δMP2 = pW+ relative to the
L2-loss function.
3.1. Empirical Bayes procedures
In our Bayesian setup, we assume that Σ−1 has a Wishart distribution with mean rλ−1Ip,
λ > 0, r > p, and degrees of freedom r . That is, Σ−1 ∼Wp(λ−1Ip, r), λ > 0, r ≥ p, with the
density
pi(Σ−1) = c(p, r)|λ−1Ip|−r/2|Σ−1|(r−p−1)/2etr
(
−1
2
λΣ−1
)
,
where etr (A) stands for the exponential of the trace of the matrix A and
c(p, r) =
[
2(pr)/2Γp(r/2)
]−1
, Γp(r/2) = pi p(p−1)/4
p∏
i=1
Γ
(
r − i + 1
2
)
.
Since W is distributed as the singular Wishart distribution Wp(Σ , n) for n < p, there exists a
random variable Y = (y1, . . . , yn) such thatW = YYt and yi ’s are i.i.d.Np(0,Σ ),Σ > 0. Then,
the joint p.d.f. of y1, . . . , yn , given Σ−1, is given by
(2pi)−(np)/2|Σ−1|n/2etr {−2−1Σ−1YYt }.
Hence, the joint p.d.f. of Y and Σ−1 is given by
c(p, r)(2pi)−(pn)/2|λIp|r/2|Σ−1|(n+r−p−1)/2etr {−2−1Σ−1(λIp + YYt )}.
From this joint density, it is seen that the posterior distribution of Σ−1, given Y, is given by
Wp((λIp + YYt )−1, n + r). Hence the mean of this distribution, known as the Bayes estimator
of Σ−1, is given by
δB(λ) = E[Σ−1|Y] = (n + r)(λIp + YYt )−1. (3.1)
Since λ is unknown, it should be estimated from the marginal density of Y whose density is
given by
c(p, r)
c(p, n + r) (2pi)
−pn/2|λIp|r/2/|λIp + YYt |−(n+r)/2.
Making the transformation V = YtY, we obtain its marginal density from Lemma 3.2.3 of [16]
as
c(p, r)
c(p, n + r)
2−pn/2
Γn(p/2)
λ−np/2|V|(p−n−1)/2|In + λ−1V|−(n+r)/2
= c(p, r)
c(p, n + r)
2−pn/2
Γn(p/2)
|λ−1V|(p−n−1)/2|In + λ−1V|−(n+r)/2λ−n(n+1)/2
with respect to the non-singular matrix V. Note the expectations E[|λ−1V|1/n], E[tr λ−1V] and
E[tr λV−1] are constants independent of λ. These suggest the use of the following moment
estimators as possible candidates of estimators of λ:
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λˆG = C |V|1/n = C
(
n∏
i=1
`i
)1/n
,
λˆA = C trV = (Cn)1n
n∑
i=1
`i ,
λˆH = C/trV−1 = (C/n) nn∑
i=1
`−1i
,
(3.2)
for positive constant C and the eigenvalues ` = (`1, . . . , `n) of V. It is noted that the estimators
λˆG , λˆA and λˆH are based on the geometric, the arithmetic and the harmonic means of `1, . . . , `n .
Another type of estimator is provided by the solution of the equation
n∑
i=1
λˆM
λˆM + `i
= c, (3.3)
for a constant c satisfying 0 < c < n. This is analogous to the maximum likelihood estimator in
the marginal density.
An empirical Bayes estimator can be derived by substituting an estimator of the
hyperparameter into a Bayes estimator. When λ is estimated by an estimator λˆ = λˆ(`), the
empirical Bayes estimator of Σ−1 is given by
δEB(a, λˆ) = a
(
W + λˆIp
)−1
, (3.4)
where a is a positive constant suitably chosen. In the Bayes estimator (3.1), a is given by
a = n + r . For r = p − n, a is a2 = p, which is the best multiple under the L2-loss
function, though the prior distribution pi(Σ−1) is improper. In the next subsection, we examine
the dominance property of the estimator in (3.4) under the loss function L2.
3.2. Dominance property under L2-loss
Now we shall investigate whether the empirical Bayes estimator δEB(a, λˆ) given in (3.4)
dominates the estimator of the form δMP (a) = aW+ for W+ = H1L−1Ht1 relative to the L2-
loss. Using the Stein–Haff identity given by Lemma A.1, we derive in the following proposition
an unbiased estimator of the risk difference of the two estimators δEB(a, λˆ) and δMP (a), the
proof of which is given in the Appendix.
Proposition 3.1. The difference of the risk functions of δEB(a, λˆ) and δMP (a) relative to the
L2-loss is written as
R2(Σ , δ
EB(a, λˆ))− R2(Σ , δMP (a)) = E
[
∆̂2(a, λˆ)
]
,
where
∆̂2(a, λˆ) = a
n∑
i=1
λˆ
`i + λˆ
{
(a + 2) λˆ
`i + λˆ
+ 2
n∑
j=1
λˆ
` j + λˆ
− 2(a − p + n + 1)+ 4 `
2
i
λˆ(`i + λˆ)
∂λˆ
∂`i
}
. (3.5)
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As demonstrated in Section 2.3, it is noted that the best multiple a of estimators aW+ is given
by a = p relative to the L2-loss. From Proposition 3.1, it is seen that the ridge-type empirical
Bayes estimator
δEB2 (λˆ) = p(W + λˆIp)−1
dominates the estimator δMP2 = pW+ if the ridge function λˆ satisfies the inequality
n∑
i=1
λˆ
`i + λˆ
{
(p + 2) λˆ
`i + λˆ
+ 2
n∑
j=1
λˆ
` j + λˆ
− 2(n + 1)+ 4 `
2
i
λˆ(`i + λˆ)
∂λˆ
∂`i
}
≤ 0. (3.6)
Using the condition (3.6), we first obtain a condition on c for the function λˆM to satisfy the
inequality (3.6), where λˆM is the solution of the equation
n∑
i=1
λˆM
λˆM + `i
= c. (3.7)
Then from the implicit function theorem, we can see that the partial derivative ∂λˆM/∂`i is given
by
∂λˆM
∂`i
= λˆM/(`i + λˆM )
2
n∑
j=1
` j/(` j + λˆM )2
,
which is used to obtain
∑
i
`2i (∂λˆM/∂`i )
(`i + λˆM )2
= λˆM
∑
i
`2i /(`i + λˆM )4∑
i
`i/(`i + λˆM )2
≤ λˆM
{∑
i
`i/(`i + λˆM )2}2∑
i
`i/(`i + λˆM )2
= λˆM
∑
i
`i
(`i + λˆM )2
=
∑
i
λˆM
`i + λˆM
−
∑
i
λˆ2M
(`i + λˆM )2
.
From the inequality (3.6) and the equation c =∑ni=1 λˆM/(`i+λˆM ), we get a sufficient condition
given by
(p − 2)
∑
i
λˆ2M
(`i + λˆM )2
− 2(n − 1)c + 2c2 ≤ 0,
which can be satisfied for 0 < c ≤ 2(n − 1)/p since∑i λˆ2M/(`i + λˆM )2 ≤ c2. We thus get the
following dominance result.
Proposition 3.2. Assume that the constant c satisfies the inequality 0 < c ≤ 2(n−1)/p. Let λˆM
be the unique solution of Eq. (3.7). Then, the ridge-type empirical Bayes estimator
δEB2 (λˆM ) = p(W + λˆMIp)−1 (3.8)
dominates δMP2 under the L2-loss.
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We next show that the function λˆH = c/trV−1 = c/∑ni=1 `−1i satisfies the inequality (3.6).
It is noted that
`2i
λˆH
∂λˆH
∂`i
= λˆH
c
,
λˆH/`i = c/(1+
∑
j 6=i
`i/` j ) ≤ c.
(3.9)
Then from the condition (3.6), we can get a sufficient condition given by
(p + 2) c
1+ c + 2n
c
1+ c − 2(n + 1)+ 4
1
1+ c ≤ 0,
which can be satisfied for 0 < c ≤ 2(n − 1)/p.
Proposition 3.3. Assume that the constant c satisfies the inequality 0 < c ≤ 2(n − 1)/p. Then,
the ridge-type empirical Bayes estimator
δEB2 (λˆH ) = p(W + λˆH Ip)−1 (3.10)
dominates δMP2 under the L2-loss.
From Propositions 3.2 and 3.3, it is seen that λˆM and λˆH are two superior estimators of λ in
the sense that the resulting ridge-type empirical Bayes estimators δEB2 (λˆM ) and δ
EB
2 (λˆH ) have
smaller risks than δMP2 relative to the L2-loss. For the other estimators λˆG and λˆA given by
(3.2), however, we could not show similar dominance properties of the resulting empirical Bayes
estimators under the L2-loss. This may be due to the unboundedness of the functions λˆG/`i and
λˆA/`i .
4. Simulation study and an application to multivariate classification
4.1. Simulation study for comparing estimators
Now we investigate numerically how much improvement the proposed estimators make over
the estimators based on the Moore–Penrose inverse of the Wishart matrix. We study the risk-
performance of the proposed estimators of Σ−1 numerically, where the risk of the estimator δ
relative to the loss function L i (Σ , δ) is denoted by Ri (Σ , δ) for i = 1, 2, 3. The values of the
risks of the estimators are obtained from 1000 replications through simulation experiments which
are done in the case that p = 100, n = 20 and
Σ = diag (σ1, . . . , σp)R(k)ρ diag (σ1, . . . , σp), (4.1)
where σi = 2+ ui for random numbers ui ’s on the interval (0, 1). Here R(0)ρ for k = 0 is defined
by R(0)ρ = Ip and R(k)ρ = (ρ(k)i j ) for for k = 1 and 2 where ρ(k)i j = (0.2 · k)|i− j |
1/7
. We shall
compare the risks of the following estimators:
(1) For the loss L0(Σ , δ), the Moore–Penrose estimator δMP1 , the Stein-type estimator δ
S
1 , the
improved Stein-type estimator δ I S1 , the Efron–Morris estimator δ
EM
1 and the ridge-type
estimator δR1 are treated. These are, respectively, given by (2.4), (2.5), (2.7), (2.8) and (2.9),
and denoted by MP, S, IS, EM and R.
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Table 1
Relative risks of the estimators for p = 100 and n = 20
k L0(Σ , δ) loss L1(Σ , δ) loss L2(Σ , δ) loss
S IS EM R S D R S EM EBh EBm EBa
0 71.8 71.7 83.3 84.8 99.1 99.2 98.8 66.5 98.5 98.5 98.5 178.0
1 80.1 80.0 87.8 88.7 99.4 99.5 99.2 81.2 99.1 99.1 99.1 152.7
2 84.5 84.5 91.6 91.1 99.5 99.8 99.4 90.9 99.5 99.5 99.5 134.6
(2) For the loss L1(Σ , δ), the Moore–Penrose estimator δMP0 , the Stein-type estimator δ
S
0 , the
Dey estimator δD0 and the ridge-type estimator δ
R
0 are treated. They are, respectively, given
by (2.12), (2.15), (2.14) and (2.16) and denoted by MP, S, D and R.
(3) For the loss L2(Σ , δ), the Moore–Penrose estimator δMP2 , the Stein-type estimator δ
S
2 , the
Efron–Morris estimator δEM2 and the empirical Bayes estimators δ
EB
2 (λˆM ), δ
EB
2 (λˆH ) are
treated. They are, respectively, given by (2.17), (2.20), (2.19), (3.8) and (3.10), and denoted
by MP, S, EM, EBm and EBh . Also we add the empirical Bayes estimator δEB2 (trW/n) for
λˆ = trW/n, denoted by EBa , which will be used in the next subsection.
To investigate the improvement of the estimator δ over the Moore–Penrose estimator δMPi ,
we use the relative risk function
Relative Risk: RRi (δ) = Ri (Σ , δ)/Ri (Σ , δMPi ) for i = 1, 2, 3.
The values of the relative risk for the estimators described above are given in Table 1. From
this table, it appears that the Stein-type estimators S and the improved Stein-type estimator IS
provide more improvements for L0- and L2-losses, though the risk gain of IS over S is small.
Although the ridge-type empirical Bayes estimators EBm and EBa are certainly better than the
Moore–Penrose estimator MP, their improvements are small. The estimator EBa where the ridge
parameter λ is estimated by trW/n is worse than MP. This shows that the performance of the
ridge-type empirical Bayes estimators depends on how to estimate the ridge parameter, and the
choice of λˆH or λˆM is preferable as superior estimators of the precision matrix Σ−1.
4.2. Application to multivariate classification
It is of great interest to investigate how much useful the proposed estimators of the precision
matrix are in practical multivariate analysis. Here we consider applying them to the multivariate
discriminant analysis. It should be noted that the use of the improved precision estimators does
not theoretically guarantee the improvement in reducing the classification errors. Although the
idea of using the improved precision estimators in the discriminant rule is quite intuitive, it is
worth inspecting the simulation studies. The related problems have been studied by Friedman
[6], Loh [11], Zhao et al. [18] and Dudoit et al. [4] and others. Here we try to answer the query
whether the correct classification rates can be improved or not by using the improved precision
estimators derived in the previous sections.
We treat the problem of classifying observations into two classes of the distributions: pii :
Np(µi ,Σ i ) for unknown µi and Σ i , i = 1, 2. For i = 1, 2, let xi,1, . . . , xi,ni be a training
sample of size ni simulated from pii , the mean µi is estimated by the sample mean xi and that of
the precision matrixΣ−1i is estimated by δi based onWi =
∑ni
j=1(xi, j − xi )(xi, j − xi )t . A new
observation x is classified into pi1 if
(x− x1)tδ1(x− x1) < (x− x2)tδ2(x− x2), (4.2)
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Table 2
Correct classification rates by simulation for p = 100 and (n1, n2) = (20, 20), (20, 5) and (5, 20)
k TR MP DLDA EBa S EM EBh EBm
0 99.8 70.9 97.8 97.5 73.6 71.7 95.5 95.5
n1 = 20 1 99.6 68.5 98.9 99.6 70.0 69.3 97.4 97.4
n2 = 20 2 96.9 66.3 95.7 99.1 66.3 66.7 91.0 91.0
3 84.0 66.2 93.8 99.1 65.7 66.8 82.9 82.9
0 99.7 50.4 58.6 93.8 50.6 50.4 78.4 78.3
n1 = 20 1 99.4 50.2 58.7 92.9 50.3 50.3 85.5 85.5
n2 = 5 2 96.8 50.1 58.1 92.8 50.1 50.1 97.5 97.5
3 85.6 50.1 57.4 89.0 50.1 50.1 99.1 99.1
0 99.7 51.6 53.3 77.2 52.0 51.7 61.8 61.8
n1 = 5 1 99.4 50.7 55.0 80.9 51.2 51.0 64.0 64.0
n2 = 20 2 96.8 47.8 58.0 79.6 48.1 48.0 62.2 62.2
3 85.6 42.0 62.5 78.5 42.5 42.4 62.9 62.9
and into pi2 otherwise. For x in (4.2), we use a testing sample of size 50 from each population
pii , a total of 100 observations. We apply the quadratic classification rule (4.2) to these testing
samples and the number of misclassified observations are counted out of 100. The experiment is
replicated 50 times. Thus, the number of classifications is 100× 50 and the classification rate is
obtained by the total number of misclassified observations divided by 5000.
For each i , the improved estimators of the precision matrix Σ−1i based on Wi is used
as an estimator δi in the classification rule (4.2). Here we consider the classification rules
using the following estimators proposed in Sections 2.3 and 3.2: the Moore–Penrose estimator
δMP2 = pW+, the Stein estimator δS2 , the Efron–Morris estimator δEM2 and the ridge-type
empirical Bayes estimators δEB2 (λˆH ) and δ
EB
2 (λˆM ) for c = (n−1)/p, which are given by (2.17),
(2.20), (2.19), (3.10) and (3.8). The quadratic discrimination rules based on these estimators are
denoted by MP, S, EM, EBh and EBm . We also treat the quadratic discrimination rule based on
the ridge-type empirical Bayes estimator δEB2 (trW/n), which is not minimax but stable, and this
rule is denoted by EBa . [4] proposed the classification rule that x is classified into pi1 if
(x− x1)t (n1 − 1)diag (w−11,11, . . . , w−11,pp)(x− x1)
< (x− x2)t (n2 − 1)diag (w−12,11, . . . , w−12,pp)(x− x2),
where w1, j j and w2, j j are the j th diagonal elements ofW1 andW2, respectively. This is denoted
by DLDA and added to our comparison. In the simulation experiments, the mean vectors µ1 and
µ2 take the values µ1 = (µ1, . . . , µp)t and µ2 = 0 where µi = (−1)i+1(1 + ui ) for random
numbers ui ’s on the interval (0, 1). Also the covariance matrices Σ1 and Σ2 take the values
Σ1 = diag (σ11, . . . , σ1p)R(k)ρ diag (σ11, . . . , σ1p),
Σ2 = diag (σ21, . . . , σ2p)diag (σ21, . . . , σ2p),
where σi j = 2 + ui j for random numbers ui j ’s on the interval (0, 1), and R(k)ρ is defined below
(4.1).
Table 2 reports the correct classification rates when the classification rules TR, MP, DLDA,
EBa , S, EM, EBh and EBm are used for p = 100, (n1, n2) = (20, 20), (20, 5) and (5, 20) where
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Table 3
Correct classification rates of DJS, RH and RA given by leave-one-out cross validation on the two real datasets
p 500 1000
Location 1 501 1001 1501 2001 2501 3001 1 1001 2001
Colon
DLDA 86.9 80.3 80.3 85.2 – – – 86.9 86.9 –
EBh 77.0 80.3 75.4 78.7 – – – 77.0 77.0 –
EBa 82.0 82.0 73.8 82.0 – – – 85.2 80.3 –
Leukemia
DLDA 97.2 97.2 100.0 98.6 97.2 97.2 98.6 98.6 100.0 97.2
EBh 95.8 98.6 98.6 97.2 97.2 95.8 94.4 98.6 97.2 97.2
EBa 94.4 95.8 98.6 100.0 98.6 97.2 98.6 98.6 100.0 98.6
TR means the correct classifications rates based on the rule
(x− µ1)tΣ−11 (x− µ1) < (x− µ2)tΣ−12 (x− µ2),
based on the true parameters. From the table, it is seen that the classification rules EBa , EBh and
EBm have high correct classification rates than MP, DLDA, S and EM. Especially, EBa gives the
best performance. Although DLDA is good in the case (n1, n2) = (20, 20), it is not good in the
other cases. The improvements of S and EM over MP are small. These observations show that
the ridge-form in the precision estimators significantly affects the improvement in the correct
classification rates rather than the dominance property of the precision estimators.
We now investigate the performances of the classification rules for the following real datasets
of microarray: Colon and Leukemia.
[1] Colon. This dataset contains gene expression levels of n1 = 40 tumor and n2 = 22 normal
colon tissues for 2000 human genes. These data are publicly available at
“http://www.molbio.princeton.edu/ colondata”.
[2] Leukemia. This dataset contains gene expression levels of 72 patients either suffering from
acute lymphoblastic leukemia (n1 = 47 cases) or acute myeloid leukemia (n2 = 25 cases) for
3571 genes. These data are publicly available at
“http://www-genome.wi.mit.edu/cancer”.
The description of the above datasets and preprocessing are due to [1], except that we do not
process the datasets such that each tissue sample has zero mean and unit variance across genes,
which is not explainable in our framework.
The three discrimination methods DLDA, EBh and EBa are applied to the Colon and
Leukemia datasets. The Leave-One-Out cross validation is used to test their performance. For
the Colon dataset, we first decompose the 2000 dimensional data into four p = 500 dimensional
data 1–500, 501–1000, 1001–1501 and 1501–2000, and the correct classification rates based on
the cross validation are reported in Table 3 for each p = 500 dimensional data. Second, we
handle the case that the same data is decomposed into two p = 1000 dimensional data, and
the correct classification rates are given in Table 3. A similar analysis can be applied to the
Leukemia dataset, and the results are shown in Table 3. From Table 3, it appears that all three
methods perform well, especially DLDA outperforms EBh and EBa . Perhaps the two groups are
far apart or there are low correlations among genes.
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Appendix
Here we give the proofs of the propositions in Sections 2 and 3. For this purpose, we first
develop the so-called Stein–Haff identity for the singular Wishart distribution.
A.1. Stein–Haff identity for the singular Wishart distribution
From [13, p. 1549], it is noted that the joint probability density function (p.d.f.) of ` and H1
is given by
f (`,H1,Σ ) = cn(Σ )b(`)gm,p(Ht1) exp
{
−2−1trH1LHt1Σ−1
}
,
where
b(`) =
n∏
i=1
{
`
(p−n−1)/2
i
∏
i< j
(`i − ` j )
}
,
cn(Σ ) = 2
−nc(n, n)
2n(2pi)pn/2|Σ |n/2 ,
for
c(n, n) = 2npin2/2Γn(n/2) and Γr (m/2) = pir(r−1)/4
r∏
i=1
Γ ((m − i + 1)/2).
Hence, the p.d.f. of ` is given by
f1(`,Σ ) = cn(Σ )b(`)
∫
Hn,p
exp
{
−1
2
n∑
i=1
ai i (H1)`i
}
gn,p(Ht1)dH1,
where A = (ai j ) = Ht1Σ−1H1 is an n × n matrix.
Next, we state a lemma stating the Stein–Haff identity for the singular Wishart matrix W; a
similar identity for n > p has been obtained by Sheena [12].
Lemma A.1. Let W have a singular Wishart distribution Wp(Σ , n), Σ > 0, n < p, W =
H1LHt1 and Φ(`) = diag (φ1(`), . . . , φn(`)), where Ht1H1 = In , and L is the diagonal matrix
with ordered non-zero eigenvalues of the matrixW. Then the following identity holds:
E
[
trH1Φ(`)Ht1Σ
−1] = n∑
i=1
E
[
(p − n − 1)φi
`i
+ 2 ∂
∂`i
φi + 2
∑
j>i
φi − φ j
`i − ` j
]
. (A.1)
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Proof. We follow [12] in proving this identity. Let `0 = ∞, `n+1 = 0 and dL(i) = ∏ j 6=i d` j ,
where the product term does not include the term d`(i). Let L(i) be the set defined by
L(i) = {(`1, . . . , `i−1, `i+1, . . . , `n)|`1 > · · · > `i−1 > `i+1 > · · · > `n > 0}.
Let I = E[trH1ΦHt1Σ−1] =
∑n
i=1 E[φiai i ]. Then, I is expressed as
I =
n∑
i=1
∫
L(i)
∫ `i−1
`i+1
φib(`)
[∫
Hn,p
ai i exp
{
−1
2
n∑
k=1
akk`k
}
gn,p(Ht1)dH1
]
d`idL(i)
= −2
n∑
i=1
∫
L(i)
∫ `i−1
`i+1
φib(`)
∂
∂`i
[∫
Hn,p
exp
{
−1
2
n∑
k=1
akk`k
}
gn,p(Ht1)dH1
]
d`idL(i).
Using integration by parts, we rewrite I as
I = 2
n∑
i=1
∫
L(i)
∫ `i−1
`i+1
∂
∂`i
{φib(L)}
∫
Hn,p
exp
{
−1
2
n∑
k=1
akk`k
}
gn,p(Ht1)dH1d`idL(i),
which is equal to
2
n∑
i=1
E
[
1
b(`)
∂
∂`i
{φib(`)}
]
= 2
n∑
i=1
E
[
∂φi
∂`i
+ φi ∂
∂`i
log b(`)
]
.
Since log b(`) =∑nk=1{2−1(p − n − 1) log `k +∑k< j log(`k − ` j )}, it is noted that
∂ log b(`)
∂`i
= p − n − 1
2`i
+
∑
j 6=i
1
`i − ` j ,
which implies that
I =
n∑
i=1
E
[
(p − n − 1)φi
`i
+ 2∂φi
∂`i
+ 2
∑
j 6=i
φi
`i − ` j
]
.
This proves Lemma A.1 since
∑n
i=1
∑
j 6=i φi/(`i −` j ) =
∑n
i=1
∑
j>i (φi −φ j )/(`i −` j ). 
A.2. Proofs of the propositions
Proof of Proposition 2.3. It is noted that
n∑
j=i+1
ψi − ψ j
`i − ` j =
1
`i
n∑
j=i+1
(ψi − ψ j )+ 1
`i
n∑
j=i+1
` j (ψi − ψ j )
`i − ` j
= 1
`i
{
(n − i)ψi −
n∑
j=i+1
ψ j
}
+ 1
`i
n∑
j=i+1
` j (ψi − ψ j )
`i − ` j . (A.2)
Then, the l.h.s. of the inequality in Proposition 2.2 is expressed by
n∑
i=1
1
`i
{
ψ2i − 2(n + p − 2i − 1)ψi + 4
∑
j>i
ψ j
}
− 4
n∑
i=1
∑
j>i
` j (ψi − ψ j )
`i (`i − ` j ) − 4
n∑
i=1
∂ψi
∂`i
,
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which, from the conditions (a) and (b), can be seen to be less than or equal to
n∑
i=1
1
`i
{
ψ2i − 2(n + p − 2i − 1)ψi + 4
∑
j>i
ψ j
}
.
From the conditions (b) and (c), it is noted that n + p − 2i − 1 ≥ ψi ≥ ψi+1, so that
ψ2i − 2(n + p − 2i − 1)ψi ≤ ψ2i+1 − 2(n + p − 2i − 1)ψi+1. Repeating this argument, we
see that
ψ2i − 2(n + p − 2i − 1)ψi + 4
∑
j>i
ψ j
≤ ψ2i+1 − 2(n + p − 2i − 1)ψi+1 + 4ψi+1 + 4
∑
j>i+1
ψ j
= ψ2i+1 − 2{n + p − 2(i + 1)− 1}ψi+1 + 4
∑
j>i+1
ψ j
≤ · · · ≤ ψ2n − 2(p − n − 1)ψn = −(p − n − 1)2, (A.3)
which implies that
n∑
i=1
1
`i
{
ψ2i − 2(n + p − 2i − 1)ψi + 4
∑
j>i
ψ j
}
≤ −
n∑
i=1
(p − n − 1)2
`i
.
Hence, Proposition 2.3 is proved. 
Proof of Proposition 2.5. Since tr δS1W = trD, the risk difference of the two estimators δS1 and
δ I S1 (g) is written as
∆ = R(Σ , δ I S1 (g))− R(Σ , δS1 )
= tr E
[
g(`)2
(trW)2
W + 2g(`)
trW
(δS1 −Σ−1)W
]
= E
[
g(`)2
trW
+ 2g(`)trD
trW
− 2g(`)trWΣ
−1
trW
]
. (A.4)
The Stein–Haff identity given in Lemma A.1 is used to evaluate E[g(`)trWΣ−1/trW] as
E
[
trH1
g(`)
trL
LHt1Σ
−1
]
=
n∑
i=1
E
[
(p − n − 1)g(`)
trL
+ 2g(`)
trL
− 2g(`)`i
(trL)2
+ 2 `i
trL
∂g(`)
∂`i
+ 2
∑
j>i
g(`)
trL
]
=
n∑
i=1
E
[
(p + n − 2i − 1)g(`)
trL
+ 2g(`)
trL
− 2g(`)`i
(trL)2
+ 2 `i
trL
∂g(`)
∂`i
]
= E
[
trD
g(`)
trL
+ 2(n − 1)g(`)
trL
+ 2
n∑
i=1
`i
trL
∂g(`)
∂`i
]
. (A.5)
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Combining (A.4) and (A.5) gives the expression
∆ = E
[
g(`)2 − 4(n − 1)g(`)
trW
− 4
n∑
i=1
`i
trL
∂g(`)
∂`i
]
,
which leads to the conditions given in Proposition 2.5 for the domination of δ I S1 (g) over δ
S
1 . 
Proof of Proposition 2.6. It is sufficient to check the conditions (a), (b) and (c) of
Proposition 2.3 for
ψ Ri = `iφRi =
di`i
`i + (di λˆi+1 + 2`i )/di+1
.
Since λˆi+1 does not depend on `i , it is easy to see that ψ Ri is increasing in `i . For the condition
(b), we have that ψ Rn = dn since λˆn = 0. Also it is seen that the inequality ψi ≥ ψi+1 is
equivalent to the inequality
λˆi ≤ `idi+1
(
di − di+1 + 1
`i+1
di λˆi+1
)
= 1
di+1
(
2`i + `i
`i+1
di λˆi+1
)
.
Hence, the condition (b) follows from the definition of λˆi and the fact that `i/`i+1 > 1. Finally,
it is easily verified that ψ Ri ≤ di for i = 1, . . . , n. 
Proof of Proposition 2.9. Since the estimator δD0 (g) belongs to the class of the estimators (2.1)
as ψi = a0 + `2i g(`)/trL2, we can evaluate the condition in Proposition 2.8 as
n∑
i=1
{
`2i g
2
(trL2)2
− 4(n − i) g
trL2
− 8 g
trL2
+ 8 `
2
i g
(trL2)2
− 4`i (∂g/∂`i )
trL2
}
≤ 0,
or
1
trL2
{
g2 − 2(n − 1)(n + 4)g − 4
n∑
i=1
`i∂g
∂`i
}
≤ 0.
Hence, we get the conditions of Proposition 2.9 for the dominance of δD0 (g) over δ
MP
0 . 
Proof of Proposition 2.10. It is noted that∑
j>i
` jψi − `iψ j
`i` j (`i − ` j ) =
∑
j>i
` j (ψi − ψ j )+ (` j − `i )ψ j
`i` j (`i − ` j )
= 1
`i
∑
j>i
ψi − ψ j
`i − ` j −
∑
j>i
ψ j
`i` j
= 1
`2i
{
(n − i)ψi −
∑
j>i
ψ j
}
+ 1
`2i
∑
j>i
` j (ψi − ψ j )
`i − ` j −
∑
j>i
ψ j
`i` j
,
where Eq. (A.2) is used to obtain the third equation. Hence, the condition given in Proposition 2.8
is expressed by
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n∑
i=1

ψ2i − 2a0ψi − 4(n − i)ψi + 4
∑
j>i
ψ j + a20
`2i
+ 4
∑
j>i
ψ j − a0
`i` j
− 4
`2i
∑
j>i
` j (ψi − ψ j )
`i − ` j −
4
`i
∂ψi
∂`i
 ≤ 0. (A.6)
From the condition (b), ψi − a0 is non-negative, and we observe that∑
i
∑
j>i
ψ j − a0
`i` j
≤
∑
i
∑
j>i
ψ j − a0
`2j
=
∑
i
(i − 1)ψi − a0
`2i
.
Using the conditions (a) and (b), we see that the inequality (A.6) holds if hi (`) ≤ 0, where
hi (`) = ψ2i − 2(a0 + 2n − 2i)ψi + 4
∑
j>i
ψ j + a20 + 4(i − 1)(ψi − a0),
which can be rewritten by
hi (`) = (ψi − a0)2 − 4(n − 2i + 1)(ψi − a0)+ 4
∑
j>i
(ψ j − a0). (A.7)
To prove the inequality hi (`) ≤ 0, note that
2max{n − 2i + 1, 0} ≥ ψi − a0 ≥ ψi+1 − a0 ≥ 0. (A.8)
Then, (A.8) implies that ψi − a0 = 0 for i = r + 1, . . . , n, so that it is easy to see that hi (`) ≤ 0
for i = r, . . . , n. For i = 1, . . . , r − 1, from the inequalities in (A.8) and the same arguments as
in the proof of Proposition 2.3, it follows that
hi (`) ≤ (ψi+1 − a0)2 − 4(n − 2i + 1)(ψi+1 − a0)+ 4(ψi+1 − a0)+ 4
∑
j>i+1
(ψ j − a0)
= (ψi+1 − a0)2 − 4(n − 2(i + 1)+ 1)(ψi+1 − a0)
− 4(ψi+1 − a0)+ 4
∑
j>i+1
(ψ j − a0)
≤ (ψi+1 − a0)2 − 4(n − 2(i + 1)+ 1)(ψi+1 − a0)+ 4
∑
j>i+1
(ψ j − a0)
≤ · · · ≤ (ψr−1 − a0)2 − 4(n − 2(r − 1)+ 1)(ψr−1 − a0)+ 4(ψr − a0)
≤ (ψr − a0)2 − 4(n − 2r + 1)(ψr − a0)− 4(ψr − a0),
which is not positive. Therefore we get Proposition 2.10. 
Proof of Proposition 2.14. Since the estimator δEM2 (g) belongs to the class of the estimators
(2.1) as ψi = p + `ig(`)/trL, we can evaluate the condition in Proposition 2.13 as
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n∑
i=1
 `
2
i g
2
(trL)2
+ 2p `ig
trL
− 2(p + n − 2i + 1) `ig
trL
− 4
∑
j>i
` jg
trL
− 4`ig
trL
+ 4 `
2
i g
(trL)2
− 4 `
2
i
trL
∂g
∂`i
 ≤ 0,
or
g2
trL2
(trL)2
− 2(n + 1)g + 4g trL
2
(trL)2
− 4
n∑
i=1
`i
trL
∂g
∂`i
≤ 0.
Since trL2 ≤ (trL)2, we get the conditions given by Proposition 2.14 for δEM2 (g) to dominate
δMP2 relative to the L2-loss. 
Proof of Proposition 3.1. We first consider the empirical Bayes estimator δEB(a, λˆ) = a(W +
λˆIp)−1 and the estimator
δ+(a, λˆ) = aH1(L+ λˆIn)−1Ht1.
It is noted that both are p× p matricial estimators ofΣ−1, δ+(a, λˆ) is singular while δEB(a, λˆ)
has the full rank p and is non-singular. However, we will show that both estimators have the
same risk under the L2-loss function. Let
H = (H1,H2),
where H2 is a p × (p − n) matrix belonging toHp−n,p, Ht2H2 = Ip−n and Ht1H2 = 0. Thus, H
is an orthogonal matrix, and it is noted that
HtΣ−1H =
(
Ht1Σ
−1H1 Ht1Σ
−1H2
Ht2Σ
−1H1 Ht2Σ
−1H2
)
and (HtΣ−1H)11 = Ht1Σ−1H1. Then we observe that
tr {δEB(a, λˆ)}2W2 = a2trH
(
L+ λˆIn 0
0 λˆIp−n
)−2
HtH
(
L2 0
0 0
)
Ht
= a2tr (L+ λˆIn)−2L2
= tr {δ+(a, λˆ)}2W2,
and
trW2δEB(a, λˆ)Σ−1 = atrH
(
L2 0
0 0
)
HtH
(
L+ λˆIn 0
0 λˆIp−n
)−1
HtΣ−1
= atrL2(L+ λˆIn)−1(HtΣ−1H)11
= trW2δ+(a, λˆ)Σ−1.
Thus, the two estimators δEB(a, λˆ) and δ+(a, λˆ) have the same risk under the L2-loss.
We next apply Proposition 2.12 to get the unbiased estimator of the risk difference of the
estimators δ+(a, λˆ) and δMP (a) where ψi (`) = a`i/(`i + λˆ(`)) in the estimator (2.1). Then, we
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have
∆2(a, λˆ) = R2(Σ , δEB(a, λˆ))− R2(Σ , δMP (a))
=
n∑
i=1
E
{
a2`2i
(`i + λˆ)2
− 2(p + n − 2i + 1) a`i
`i + λˆ
− 4 a`i
`i + λˆ
− 4a
∑
j>i
` j λˆ
(`i + λˆ)(` j + λˆ)
− (a2 − 2pa)+ 4a `
2
i (1+ ∂λˆ/∂`i )
(`i + λˆ)2
}
,
which, since `i/(`i + λˆ) = 1− λˆ/(`i + λˆ), can be rewritten as
a
n∑
i=1
E
{
(a + 4) λˆ
2
(`i + λˆ)2
− 2(a − p + n + 1) λˆ
`i + λˆ
+ 4 λˆ
`i + λˆ
∑
j>i
λˆ
` j + λˆ
+ 4`
2
i (∂λˆ/∂`i )
(`i + λˆ)2
}
.
Using the equation{∑
i
λˆ
`i + λˆ
}2
=
∑
i
λˆ2
(`i + λˆ)2
+ 2
∑
i
∑
j>i
λˆ
`i + λˆ
λˆ
` j + λˆ
,
we can get the expression (3.5) of the risk difference. 
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