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Resumo 
Provamos a existência de um par de soluções positivas para o problema 
f(x,u) em n 
O sobre ôíl, 
onde ~Pu é o operador p-Laplaciano, O é um domínio limitado em RIV, com fronteira de 
classe C2 A não linearidade f : O x JR+ -+ lR é Caratheodory, "sublinear" em zero, com 
crescimento subcrítico, e satisfaz a condição de Ambrosetti-Rabinowitz. Na primeira parte 
do trabalho supomos a existência de uma super-solução estrita para provar a existência 
do par de soluções positivas. A existência da primeira solução é obtida via um processo de 
minimização clássico. A segunda solução é obtida via argumentos variacionais tais como o 
Teorema do Passo da Montanha e o Principio Variacional de Ekeland. Na segunda parte 
do trabalho, usamos técnicas de Simetrização de Schwarz, para determinar condições sobre 
a não-linearidade f que garantam a existência de uma super-solução estrita, primeiro no 
caso de uma bola e depois no caso do domínio geral !1. 
Abstract 
prove the exístence of a paír of posítive solutions for the problem 
{ 
-!::.Pu = f(x, u) em fl 
u = O sobre 8fl, 
where l::.p u is the p-Laplacian operator, fl is a bounded domain in lR. N with a C2 boundary. 
The non-linearity f : fl x JR.+ -+ lR. is Caratheodory, "sublinear" in zero, with subcritical 
grov.'th, and satisfies the Ambrosetti-Rabinowitz condition. At the first part o f the work, 
we suppose the existence of a strict super-solution to prove the existence of a pair of 
positíve solutions. We obtain the existence of the first positive solution using classical 
minimization. The second solution is obtained using variational arguments such that The 
Mountain Pass Theorem and the Ekeland Variational Principie. At the second part of 
the work, we use Schwarz Symmetrization techniques to obtain conditions about the non-
linearity f such that, it guaranteed the existence of the strict super-solution, first in the 
case of the ball and then after in the case of the general domain fl. 
Notações 
No que segue, D sempre denotará um domínio limitado de IFtN, N 2: 2. 
111 : fim de uma demonstração 
u := u+ -u-, onde u+ := max{u,O} e u- := max{-u,O} 
pN 
p* := N , se 1 S, p < N 
-p 
lluiiLP(fl): norma em V'(D), onde 1 S, p S, oo. 
l!ull := (fnivuiP dx) l/p' norma em W~·P(f!). 
-+ : convergência forte 
-" : convergência fraca 
lul := lu(x)l 
!vul := lvu(x)l 
medA: medida de Lebesgue do conjunto A. 
B 1: bola aberta em lRN com centro na origem e raio 1, Vol(B1) = WN 
Bp(xo): bola aberta em IFtN com centro x0 e raio p, Vol(Bp(O)) = WN pN 
: norma da função u no espaço de Banach 
XA : função característica sobre o conjunto 
(O)'= 
"'"' ' 
E C1(!t) : u =O em éKl} 
(!I) : conjunto das funções de classe 
1 1 
-+- = 1 p p' 
'Pp(s) := lsiP-2s 
àu: derivada de u na direção normal v 
à v 
com suporte compacto em !t 
v(x0 ) : vetor unitário normal exterior em x0 
q,t,p, : quase toda parte 
Imersões de Sobolev: 
Imersão continua: W~'P(!t) <-t Lq(!t), para 1 :::; q:::; p* 
Imersão compacta: W~'P(!t) CC Lq(!t), para 1 :::; q < p* 
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Introdução 
Em 1985, de Figueiredo e Lions [14] provam que o problema 
{ 
-flu = f(u) em fl 
(P2) 
u = O sobre ôfl, 
onde fl é um domínio limitado suave em JRN, N 2: 2, e f: JR+---> lR uma função localmente 
lipschitziana satisfazendo as seguintes condições 
.. 
.. 
" 
. . f(s) hmmf-- > À1 
s-+0+ S 
e liminf f(s) > .\1 
s-+oo S 
(i. e. sub-linear em zero e super-linear em infinito) 
com 1 < a::; (N + 2)/(N 2) 
1 < a < oc, se N = 2 
. . sf(s)- BF(s) J;~.;~ s2f(s)2/(N+l) 2: 0 com(}> 2, 
se N 2: 3 ou 
possuí um par de soluções positivas ordenadas. Aqui .\1 = .\1(fl) é o primeiro autovalor de 
em HJ(fl). A suposição fundamental que se faz em [14] para provar a existência das 
duas soluções, seja por métodos topológicos ou por métodos variacionais, é que ( P2 ) possui 
uma super-solução estrita w. A sub-solução é obtida da sub-linearidade em zero. Para f 
satisfazendo as condições acima, o tratamento que se faz de (P2), em [14], é variacional. 
1 
2 
Usando um resultado de 1984, devido a de Figueiredo e Solimini [15], provam a existência 
de u 1 E [:g, tal que é um mínimo local do funcional g;: HJ(fl) -+ 1R definido por 
F(u) onde F(s) = 
existência da segunda solução é obtida usando o Teorema do da Montanha, no 
caso de u 1 ser um mínimo local e o Principio Variacional de Ekeland no caso de 
u 1 não ser um mínimo local estrito. 
Uma das questões centrais do artigo de de Figueiredo e Lions [14], é garantir a ex-
istência de uma super-solução estrita. Nesse sentido, no caso de fi ser uma bola, eles 
obtém uma condição sobre f que garante a existência de uma super-solução para (P2 ) 
explorando o conhecimento explícito da solução do problema 
{ 
-L>u = Àu + 1 em B1 
u = O sobre é!B1, 
onde O ::; J.1 < À1(B1). No caso de fi ser um domínio geral eles usam técnicas de 
Simetrização de Schwarz para obter uma condição análoga a obtida no caso da bola. 
Em 1988, Bhattacharya [7] -na sua tese de doutorado- estuda o problema de Dirichlet 
envolvendo o operador p-Laplaciano no caso de uma bola. Usando técnicas do grau 
topológico consegue provar que 
possui um par de soluções positivas ordenadas. Da mesma forma que em [14], para provar 
este resultado, ele supõe a existência de uma super-solução estrita, e as condições que 
assume sobre f são as seguintes: 
" 
f : JR+ -+ JR+ localmente lipschitz crescente 
.. 
3 
.. =0 algum p - 1 < u s: p* - 1 
" sf(s) S: BF(s) para sE (0, +oo), os: e< p*. 
"""u"''" consegue obter, uma condição sobre f que garante a existência da super-solução 
estrita w, explorando o conhecimento explicito da solução do seguinte problema 
w>O 
= w(R) =O 
)
p-1 
w+C =0 
onde O <À < (p, BR) e C é uma constante positiva. 
emO<r<R 
emO<r<R 
Ao extender os resultados em [14] para um operador mais geral, o p-Laplaciano (p =f 2), 
vemos que surgem de forma natural inúmeras dificuldades de ordem bastante técnicas, 
essencialmente pelo fato de este operador não ser linear e não ter estrutura hilbertiana. 
Para salvar algumas das dificuldades nos temos a disposição, por exemplo, a Desigual-
dade de Díaz-Saa (1987) [12] para provar unicidade; o Princípio de Comparação Fraco, e o 
Princípio de Comparação Forte de Guedda-Veron (1989) [19] para comparar duas funções; 
o Principio do Máximo de Vazquez (1984) [31] e o Lema de Hopf (1987-1988) [25], [26]; 
para obter positividade. Também usaremos os resultados, já clássicos, de Anane (1988) 
[2] para obter estimativas em L 00 , e os resultados de Liebermann (1988) [21] e Tolksdorff 
(1983) [30] para obter regularidade C 1"'. Estes resultados serão apresentados no decorrer 
do trabalho como Lemas. 
Mais especificamente, seguiremos as idéias de de Figueiredo e Lions, para provar a 
existência de duas soluções positivas -usando métodos variacionais- para o problema de 
Dirichlet 
onde 
{ 
-LlpU = f(x,u) em í} (P) 
u = o sobre an, 
4 
é o operador yJ'-'"J'HoAJn~cuv e í! é um domínio limitado em 2: 2, com fronteira de 
classe e 1 :S p < N. A não-linearidade f será Caratheodory, "sub-linem'' em zero, 
com crescimento sub-crítico e satisfazendo a condição de Ambrosetti-Rabinowitz, ou seja 
f : x JR+ --+ lR é Carat.hec>dory 
f(x.s) 
(!2) l~~j~f sP · 1 > .\1 (p, í!) 
(f3) lf(x, s)J :S C(1 + Jsla-l); para alguma constante C> O, onde 1 :S o-< p* 
(!4) Existem constantes e> p e 1\.1 >O tais que paras 2: M 
O< eF(x, s) :S sf(x, s). 
É interessante notar que da condição de Ambrosetti-Rabinowitz temos que f é "super-
linear'' no infinito. 
Este trabalho divide-se em 2 capítulos que estão distribuídos da seguinte forma: 
No Primeiro Capítulo provamos a existência da primeira solução via o método da sub-
e super-solução. Para isso, vamos supor a existência de uma super-solução estrita de (P), 
uma vez que a existência da sub-solução é garantida por (!2). A seguir, provamos que 
esta solução é um mínimo local na topologia C 1, fazendo uso do Principio de Comparação 
Forte de Gueda-Veron [19]. É importante observar que para provar esse fato aparece a 
necessidade de acrescentar uma hipótese sobre f, a saber 
(!5) f(x, ·) é estritamente crescente no intervalo [0, m_Q;Xw] 
n 
Usando o resultado de Garcia-Manfredi-Peral (2000) [18], concluiremos que esta função 
também é um mínimo local na topologia wJ·P. Vale lembrar que o resultado em [18] é 
uma extensão para o p-Laplaciano do conhecido resultado de Brezis-Niremberg (1993) [8] 
para o caso semilinear, ou seja quando p = 2, que diz que um mínimo local na topologia 
C 1 é um mínimo na topologia HJ. Para provar a existência da segunda solução, usaremos 
o Teorema do Passo da Montanha se a primeira solução é um mínimo local estrito, e o 
Principio Variacional de Ekeland se a primeira solução não é um mínimo local estrito. 
O principal resultado de este capítulo é o seguinte: 
5 
Teorema . Suponhamos que o problema (P) possui uma super-solução estrita w E 
w~·P(!J) n C1·"( !J ), algum Q E 1) tal que w > o em !J . Suponhamos ainda que, f 
satisfaz as hipóteses (fl), (!2), e (!5). Então (P) tem duas soluções positivas. 
:\o Segundo Capítulo, determinaremos uma condição sobre f que nos garanta a ex-
istência uma super-solução estrita para o problema ( P). Para isso, introduziremos 
primeiro o conceito e alguns resultados da Simetrização de Schwarz. Definiremos u* como 
a Simetrizada de Schwarz da função u. A função u* será positiva, radialmente simétrica 
e decrescente. Dado o domínio limitado !J, o conjunto !J* será definido corno uma bola 
com o mesmo volume que condição que nos garante a existência da super-solução, 
corno veremos no decorrer deste Capítulo, esta ligada a existência e unicidade da solução 
do problema 
{ 
-l::.vu = 11lufP-2u + 1 em !J (p \ . f.'} 
u = O sobre &!J, 
onde O S: 11 < À1 (p, !J). O problema (P") é um caso particular do problema estudado por 
Fleckinger-Pellé, Hernández, Takác e De Thélin [16], [17]. 
No caso de !J ser um bola unitária, provaremos que a solução de (F"} é radialmente 
simétrica decrescente, então teremos que o seu máximo Mp. é atingido no centro da bola. 
Observemos que a diferença do caso p = 2, nós não conseguimos obter explicitamente a 
solução de (P") e conseqüentemente de M,. Contudo, conseguimos provar que a condição 
Existem números s0 > O e O S: 11 < À 1 (p, B 1) tais que : 
(f6) 
f(x,s) < fJ/,Pp(s) + (;;Jp-l, \;10 S: s S: s0 
nos garante a existência da super-solução estrita para (P). Fazendo p = 2 em (f6) ternos 
a condição obtida em [14]. 
O caso de fl ser um domínio geral é um pouco mais delicado. Precisaremos provar 
primeiro o seguinte resultado 
Teorema 0.2. Seja f E v' (!J), e sejam u E W~'P(!J) e v E W~'P(!J*) soluções fracas de: 
(Pt) { 
-!::.Pu f em fl 
(Pr) { 
-l::.Pv f* em !J* 
e 
u o sobre &!J v o sobre a!J* 
respectivamente" Então :'ÔV q"tpem 
resultado é urna extensão para o p-Laplaciano do resultado provado em 1976 por 
Talenti [28], para p = 2, usando as Desigualdades Isoperimétricas" Em 1981, Lions [23] 
apresenta urna demonstração mais simples que Talenti, prescindindo do uso Desigual-
dades Isoperimémetricas" Nos seguiremos as idéias de Lions para demonstrar o Teorema 
acrrnao 
Um dos principais resultados deste capítulo é o seguinte: 
Sejam u, v E WJ'P(fl) soluções fracas de, 
(P,) { 
em !1 
u - o sobre 8!1 
o sobre 8!1* 
onde O :s; 11 < )'!(p, O*)" Então u* :s; v qoi.po em[!* 
Com auxilio deste Teorema provaremos que uma condição análoga a (!6) nos garante 
a existência da super-solução estrita para (P)" 
Na parte final deste capítulo mostraremos como obter a existência de uma super-
solução para o problema autônomo (Pa) em fl, a partir do conhecimento da solução do 
problema autônomo (Pa*) em f!* o 
Finalmente, no apêndice A, apresentamos e provamos algumas desigualdades técnicas 
que serão usadas no decorrer deste trabalho, e no apêndice B, apresentamos as versões que 
usaremos de dois resultados clássicos na teoria das equações diferencias parciais elípticas" 
CAPÍTULO 1 
Existência de d as Solucões Positivas 
' 
1.1 Introdução 
Neste capítulo, vamos estabelecer a existência de duas soluções positivas para o problema 
quasilinear com condições de Dirichlet 
{ 
-b.Pu = f(x, u) em fl (P) 
u = O sobre 8fl, 
onde -.Ó.pU = -dív(!vuiP-2\i'u) é o operador p-Laplaciano, Q é um domínio limitado em 
IRN, N 2: 2, tal que a fronteira 8Q é de classe C2 , e f satisfaz um conjunto de condições 
que serão apresentadas no que segue. 
Seja .>'l(p, fl) > O o primeiro autovalor de -b.P em w5·P(fl). É bem conhecido (ver [2], 
[6], [22] e [25]) que À1 (p, Q) é simples, isolado, e que pode ser definido como segue 
llvuiPdx 
ÀJ(p,Ü)= 
1
inf n , (1.1) 
uEWo•P([J)\{0} lluiP dx 
ou também por 
ÀJ(p, fl) = inf { lvuiP dx: u E wJ·P(fl) e (12) 
7 
CAP. 1 s EXISTÊNCIA DE DUAS SOlUÇÕES POSITIVAS !l 
Daqui para frente, escreveremos indistintamente )q ou >'l(p, 
Assumiremos as seguintes condições sobre a função f: 
f : fl x JR+ ---+ lR é Caratheodory (i.e. f ( x, ·) é continua para quase todo x E fl e 
, s) é mensurável para todo s E lR+). 
(!2) liminff(x,:) > Ã1(p,fl) 
s-+0+ sP-
(!3) lf(x,s)l :<::: C(l+ !sla-1); para alguma constante C> O, onde 1 < u <p*, onde 
se 1:::; p < 
(f 4) Existem constantes () > p e M > O tais que para s 2: M 
O< ()F(x, s) :<::: sf(x, s). 
Observemos que a condição (f 4) implica que f ( x, s) 2: C s0- 1 para s 2: M, ou seja 
f(x, s) > Cse-p 
sP 1 - ' 
então 
'-f"-( x"-, s..:..) 
- -t +oo 
8p-1 
pois () > p. No caso p = 2 isto significa que f é super-linear em infinito. 
As condições (fl) a (f 4) não são suficientes para garantir a existência de uma solução 
positiva para (P). Por exemplo, se f(x, s) 2: asP- 1 para a > >.1 e s 2: O, é possível 
provar que a única solução possível para (P) é a trivial. Assim, vemos que para ter solução 
positiva, o gráfico de f deve cortar o gráfico de >.1sP-l Porém, a pergunta é: quão abaixo 
de Ã1 sp-l deve estar o gráfico da função f ? É claro que se f ( s 0 ) = O para algum s 0 > O 
o problema (P) tem uma solução positiva usando apenas as hipóteses (!1), (!2) e (!3). 
Isto é possível, uma vez que da condição (!2) temos garantida a existência da sub-solução 
e w(x) = s0 será uma super-solução para o problema (P). A resposta para a pergunta 
acima motiva os resultados que serão estudados no Capítulo 2. 
CAP. 1 e EXISTÊNCIA DE DUAS SOLUÇÕES POSITIVAS 9 
Definamos f(x, s) f(x, O) para s negativo, e consideremos o funcional 
<li : -> IR definido por 
' 
( 
\ J. <Jí U; =-
p 
F(x, u) (1.3) 
onde F(x, s) = 
C1 com derivada 
f(x, T)dL De (fl) e (!3) o funcional <li está bem definido e é de classe 
(<lí'(u),v) = r l\7ulP-2\7u\7vdx- r f(x,u)vdx, Vv E W5•P(ít). (1.4) Jn Jn 
Assim, por solução entenderemos uma função u E W5·P(f!) que satisfaz (P) no sentido 
fraco, isto é 
(1.5) 
Isto significa que u é um ponto crítico do funcional <li. É claro que as soluções de ( P) com 
a f estendida são as mesmas que as soluções do problema original (P). 
Para obter a existência da primeira solução vamos supor que existe uma super-solução 
estrita w para o problema (P), uma vez que a sub-solução 11: será um múltiplo da primeira 
auto-função correspondente a .\1 (p, ít), em virtude da hipótese (!2). Truncando a função 
f usaremos minimização clássica para provar que o problema 
f(x,ur) em n 
o sobre an, 
tem uma solução tal que 
Esta solução será em particular a primeira solução de (P). 
Como nosso objetivo é provar a existência de uma segunda solução precisaremos de 
compacidade para nosso problema. A condição (!4) vai nos garantir que <li satisfaz a 
Condição de Palais-Smale. Porem precisaremos também acrescentar uma hipótese de 
motononícidade sobre f, a saber, 
(!5) f(x, ·)é estritamente crescente no intervalo [O,miJXwJ. para quase todo x E n. 
n 
CAP. 1 o EXISTÊNCIA DE DUAS SOLUÇÕES POSITIVAS 
hipótese nos permitirá usar o Principio de Comparação Forte Guedda-Veron 
[19], para concluir que u1 é um mínimo local no topologia Cl, e assim usar o resultado 
de Garcia-Manfredi-Peral [18] para garantir que é um mínimo local na topologia W~,p 
Supondo que u 1 é um mínimo local estrito, e usando (!4) para provar que 1> não esta 
limitado por uadAv, nos encontraremos com a geometria Passo da lv!ontanha, portanto 
teremos garantida a existência da segunda solução, Porém, u1 pode não ser um mínimo 
local estrito, neste caso com o auxílio de um resultado análogo ao de Cuesta-de Figueiredo-
Gossez [9], que usa o Principio Variacional de Ekeland na sua demonstração, concluiremos 
que (P) tem mais uma solução, 
1.2 Existência da Primeira Solução Positiva 
Lembremos que as soluções de (P) são pontos críticos do funcional 1>, Observemos que 
elas são positivas, de fato, fazendo v = u- em (L5) temos que 
- f lvu-IP dx = r f(x, u) u- dx = r f(x, O) u- dx ?_O, 
}{uSO) }{uSO) }{uSO) 
Daí, fnivu-IP dx =O o que implica que u- =O q,t,p, em ft Portanto, 
u ?_O em !1, 
Definição 1.1. A função :g E W1,P(fl) n C1'"( f!), algum a E (0, 1), é chamada sub-
solução de ( P) se 
{ 
fniv:glp-ZVY:_VVdY:_X << Ül f(x,yJvdx, 
sobre 8!1, 
Escrevemos -Ll.pY:. :::; f ( x, Y:.), 
v?_O 
Da mesma forma, a função w E W 1,P(fl) n C1'"( !1 ), algum a E (0, 1), é chamada 
super-solução de ( P) se 
{ 
fn1vwiP- 2vw'Vvdx > l f(x,w)vdx, 
w > O sobre 8!1, 
Escrevemos -Ll.Pw ?. f(x, w), 
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A super-solução w é chamada super-solução estrita de ( P) se 
[P- 2vwvvdx > f(x, \;fv E c: v ?: o, v =1- o 
Escrevemos > f(x, w) 
seguinte foi provado por Liebermann [21] e Tolksdorff [30]. 
Lema 1.3 (Estimativa C 1"', Tolksdorff, Liebermann). Seja !1 um domínio limitado 
de classe C2·{3 para algum (3 E (0, 1), e seja u E w~·P(!l) n L00(f!) tal que Ll.pu E L00 (!1). 
Então u E C1·"(!1) e flul/cLa(l"f):::; K1, para algum a E (0, 1) e uma constante K 1 >O. As 
constantes a e só dependem de p, ffu[[L= e 11 
O seguinte resultado foi provado por Anane [3]. 
Lema 1.4 (Estimativa L'x', Anane, 1988 (3]). Seja u E W~·P(!l) tal que Ll.pu E 
Lroc(!l). Suponhamos que existem números reais a > O, u E [1,p*), q E [1, ?-l e uma 
função b E U' (!1) (b?: O) tais que 
Então u E P 0 (!1) e fluiiL=(n) :::; C, onde C é uma constante que depende de a, 0', q, N, 
p, llblfL,'(n)• e lfuifLPo(n), onde 
Po = { 
p* se p* <co 
2max{pq,u} se p* =co. 
Teorema 1.5. Suponhamos que f satisfaz (fl) e (f3), e sejam y, e w sub- e super-solução, 
respectivamente, de (P), tais que g :::; w em !1. Então, (P) tem uma solução fraca 
UJ E W~·P(!l) tal que 
Além do mais, u 1 E C1·"(!1), para algum a E (0, 1). 
Demonstração: Para provar o Teorema definamos a função f: !1 x IR+ -> IR por 
{ 
f(x,y,(x)); 
f( x s\ = f(x s\. 
' ) ' }• 
f(x, w(x)); 
s < g(x) 
y,(x):::; s:::; w(x) 
s > w(x). 
(1.6) 
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É imediato que J(x, ·)é contínua. Usando concluímos que ela é limitada, isto é, 
lf(x,s)i::; .7) 
onde 
consideremos o ím1crona! <!> : 
~ . 1 
<P(u) =-
p 
--+ iR definido por 
ivu!Pdx- F(x, dx, 
F(x,u)= 1uJ(x,s)ds. 
Continuaremos a demonstração do Teorema seguindo por pa:3sos: 
(1.8) 
Passo 1: Primeiro provaremos que i!' é coercivo. Usando (L 7) e a imersão de Sobolev 
w~·P(Q) <--;. L 1(Q) temos que 
Comop > 1, 
daí o resultado. 
lim ii>(u) = +oo, 
ilull-+oo 
A seguir, provaremos que<!> é fracamente semicontinuo inferior. Como II·IIP, para p > 1, 
é fortemente continua e convexa, então é fracamente semicontinua inferior, portanto, só 
falta provar que o segundo termo de (1.8) é fracamente semicontinuo inferior. Para isso 
definamos o funcional 
w : V(O) _, iR 
u >-> l F(x,u(x))dx, 
e provemos que ele é continuo. Seja {un}::"=1 C L 1(0) tal que Un --+ u em L 1(0), então 
existem h E L1 (Q) e uma subseqüência {un;}J,;,1 tais que 
!uni(x)l::; h(x) q.t.p., 
Uni(x)--+ u(x) q.t.p. 
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Usando a continuidade de F(x, ·)temos que 
i\x, Un;(x))-> F(x, u(x)) q.t.p., 
e como 
IF(x,un;(x))l :'::: h(x), onde h= ·h E (íl), 
pelo Teorema da Convergência Dominada de Lebesgue concluímos que 
Assim, se {un}~=l C é uma tal que Un-'" u, de Sobolev 
wJ·P(fl) CC L 1(íl) temos que Un --+ u em L 1(!1), então, usando a continuidade de iJ1 
resulta que 
l F(x,un(x))dx--+ l F(x,u(x))dx, 
e daí 
Logo, existe u1 E WJ•P(fl) tal que 
isto é, u 1 é um mínimo global de <I>. Como <I> é diferenciável, u 1 é um ponto crítico de 
(1.8), e assim solução do problema 
sobre 80. 
Passo 2: 1!: :'::: u 1 :'::: w em !1. 
Como 1!: é sub-solução e u 1 é solução de ( P) temos que 
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para todo v E w~·P(f!), v 2': o. Então 
Es,~olherldo v= (:g- u1)+, e substituindo na desigualdade acima temos que 
pela definição de f. Conseqüentemente 
o > r (lvlllp-2v:g- lvuriP-2vul) v(:g-
J{J!,-Ul?:,O) 
dx 
se p > 2 
> 
se 1 < p ::; 2, 
pela Proposição A.2. Logo, para qualquer p > 1 temos que 
o= r lv(:g- urJIP dx = f lv(:g- ur)+lp dx, 
J{J!,-U1?:.0) lo 
então 
ou seja, :g- ur ::; O, ou o que é a mesma coisa 
Da mesma forma, podemos verificar que u1 ::; w. Portanto, a solução u1 de (P) é tal que 
:g ::; u 1 ::; w em íl, (1.9) 
logo, f(x, u 1) = f(x, ur), pela definição de J, e assim u1 é solução de (P). 
Passo 3: Regularidade da solução li! E w~·P(fl). 
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(L7) é imediato que 
L l tn\ loc\")· outro lado 
t;ntao u 1 E L00 (fl) pelo Lema 
L00 (f!), então 
u1 E C 1·"(fl), para algum a E (0, 1), 
pelo Lema 1.3. 
O seguinte resultado foi provado por 
15 
11111 
Lema (Principio do Máximo Forte, 1984 [:n]). Seja fl c JRN um 
domínio, e sejam u E C1(fl) tal que u 2': O q.t.p. em fl, L::.Pu E Lfoc(fl) e f:lpu :S fJ(u) 
q.t.p. em fl, onde 
{3 : [O, +oo) ---> JR, 
é uma função continua, não-decrescente com {3(0) = O e satisfaz uma das duas seguintes 
condições : 
fJ(so) =O para algum so >O 
ou .B(s) >O para todos> O e 
11 1 0 (sfJ(s)p; ds = oo. 
Seu i O em fl, então u >O em fl. Além disso, seu E C 1(flU{x0}) com u(x0 ) =O para 
algum Xo E an que satisfaz a condição da bola interior ( i. e. existe uma bola B c fl tal 
que n n an = {xo} ), então 
ou 
0)xo) <O, 
onde v é a normal unitária exterior em x 0 . 
Proposição 1.7. Seja u E wt·P(fl) uma solução fraca não-trivial do seguinte problema 
de autovalor 
u 2': o 
u - o 
em fl 
sobre an 
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Então u E C 1•"(0), para algum a E 
Máximo Forte, isto é, 
1). Além do mais verifica-se o Princípio do 
u>O em f! e ou <o b e;r; so re uH. 
Seguiremos por passos: 
Passo 1: Estudemos a regularidade de u. É imediato que ilpu E LfoAO) pois 
lu!P- 2u E V' (O) implica que !u!P-2u E Lfoc(O), e como -uilpu = À1!u!P, com À1 > O 
e 1 :::; p < p*' então u E L""(O) n w~·P(f!), pelo Lema 1.4. Daí, !uiP-2u E L00 (f!), ou 
1), pelo 
Passo Definamos a função (3 : [0, +oo) _, JR por (3( s) = À1 sP-1 , é claro que ela é 
continua, crescente, com ,8(0) =O, tal que .B(s) >O para todos> O e 
11 ( (3( ))-1/p d - '-Jfp 11 ds - '-1/p I 11_ s s s - "l - - "l n s 0- +oo o o s 
Como u ~O, então u >O em f!, pelo Lema 1.6. Por outro lado, como of! é de classe C 2 , 
então a condição da bola interior é satisfeita em todos os pontos da fronteira, logo 
ou < O sobre ôf!. 
ôv 
111 
Observação 1.1 (Notação). Daqui para frente, escreveremos cp1 para representar a 
primeira autofunção positiva de -ilp em f! com condições de Dirichlet. 
1 -Lema 1.8 (Lema de Hopf, 1987-1988). Seja u E W0•P(f!) n C1(0) tal que 
élu 
Então élv <O sobre 80. 
Demonstração: Ver [25] e [26]. 
em O (no sentido fraco), M;::: O 
em O 
sobre 80. 
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Suponhamos que (P) possui uma super-solução w E WJ'P(fl) n C1'"(fl), 
algum a E 1), tal que w > O em fl e f ( x, w) 2: O, Suponhamos ainda que f satisfaz 
(fl), (f2) e (f3). Então, (P) tem uma solução fraca Uj E wJ·P(Q) nC1'"(fl), para algum 
a E tal que 
para um f > O apropriado. 
Demonstração: De (!2) temos que para um e > O suficientemente pequeno a função 
eqy1 é uma sub-solução de (P), ou seja, 
< JJ), U ·-.
Da Proposição 1.7 temos que Jl E WJ·P(fl) n C1•"(!1) é tal que 
ou a~ < o sobre &!1. Jl >O em !1 e 
Por outro lado, como -t:.Pw 2: f(x, w) 2: O, então 
&w 
&v < O sobre 8!1, 
(1.10) 
(1.11) 
pelo Lema 1.8 (com M = 0). Assim, para um e> O apropriado temos que Jl :S w em !1. 
1 -Logo, o problema (P) tem uma solução u1 E W0 ·P(fl) n C 1·"(!1) tal que 
pelo Teorema 1.5. 111 
Observação 1.2. Se supomos que f(x, ·) é estritamente crescente no intervalo [O, ffii'JCW] 
[J 
temos que f ( x, w) 2: O, então ~: < O, pelo Lema 1. 8. Assim, podemos substituir a 
hipótese f(x, w) 2: O no Teorema 1.9, por uma hipótese apropriada de monotonicidade 
para f(x, ·). 
Observação 1.3. O fato de ter as derivadas normais de :g e w, respectivamente, tais que 
ou &w 
-= < - < O em é!fl, ov ov 
nos garante que :g :S w. Ver por exemplo, o caso das funções :g(x) = ejX e w(x) = x. 
Por menor que seja a escolha do E, não temos como garantir que Jl :S w em (0, +oo ). 
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seguir provaremos que as condições (f2) e (f3) (inclusive (f4)) não são su-
ficientes para garantir a existência de solução positiva para (P). Para provar este fato 
usaremos o seguinte resultado: 
Lema 1 de Picone, 1998 [1]). Seja fl um domínio limitado. Sejam 
v > O, u 2: O diferenciáveis. Denotamos por 
Então 
L(u,v) = R(u,v). 
Mas ainda, L(u,v) 2: O, e L(u,v) =O q.t.p. em fl se e somente se \l(ujv) =O q.t.p. em 
fl, isto é u = kv para alguma constante k. 
Demonstração: Ver [1]. 
Proposição 1 . Seja f(x,s) 2: asP-l para a> .\1 e s 2: O. Suponha ainda que f 
satisfaz as condições (fl) e (f3). Então o problema (P) só tem a solução trivial. 
Demonstração: Por contradição. Suponhamos que (P) tem uma solução fraca não-
trivial. Sabemos que neste caso, u 2: O. Por (f3) temos que !:::,.Pu E Lfoc(fl) e também 
-u/:::,.pu ::; uf(x, u) ::; CU0 +cu para 1 ::; (J < p*. Então u E L00 (fl) n wJ·P(fl), pelo 
Lema 1.4, logo !:::,.Pu E L00 (fl), então u E C 1·"(fl), pelo Lema 1.3. Por outro lado , como 
ou 
!:::,.Pu E Lfoc(fl), /:::,.Pu :S 0 = (3(u) eu# O temos que u > O em fl e EJv < O sobre 80, 
pelo Lema 1.6. Como ljJ1 >O em fl e 0:: <O sobre EJfl, ver Proposição 1.7 (ver também 
d/, 
Observação 1.1) então uP~ 1 E WJ'P(fl), logo, estamos em condições de aplicar o Lema 
1.10 para as funções ljJ1 eu, ou seja 
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o::; dx -
- À 1 41; dx- f(x, u) 
o que é uma coJCltradtçao. 
Observação 1.4. É possível provar o resultado acima, usando a Desigualdade de Díaz-
Saa [12]. 
Observação 1.5. Observemos que se f satisfaz as condições (fl), (!2), (!3) e: 
f(x, so) =O para algum s0 >O, 
então w(x) = so é uma super-solução de (P). Por outro lado, é imediato que para um 
E> O apropriado 11:::; w em fl, onde 11: = EdJ1 . Então o problema (P) tem uma solução 
Uj E wg·P(fl) n C1·"(fl) tal que 
por uma aplicação direta do Teorema 1.5. 
1.3 A Condição de Palais-Smale 
Para provar que o funcional 1> satisfaz a Condição de Palais-Smale provaremos primeiro 
que 1>' satisfaz a Condição ( S+). 
Definição 1.12. Seja X um espaço de Banach. Dizemos que o operador T : X -> X', 
satisfaz a condição (S+) se para cada seqüência {un}~=l C X tal que 
{ 
Un-"uemX 
lim sup(Tun, Un u) ::; O, 
n-+oo 
(1.12) 
CAP. 1 " EXISTÊNCIA DE DUAS SOlUÇÕES POSITIVAS 20 
para algum u E ver~ifica-se que 
- !:::.p satisfaz a condição ( s+) 
{ 
Un--' U em W~·P(fl) 
limsup(-LI.pun, Un- u) :S O, 
n-++oo 
(1.13) 
(1.14) 
Afirmamos que o segundo termo de (1.14) converge para zero. De fato, fixemos u E 
W~·P(fl) e definamos 
'Pu: WJ•P(fl) ---t JR 
v ,__, r lvuJP-2vu. \?v dx. Jn 
Claramente 'Pu é linear, a continuidade segue-se da Desigualdade de Holder, pois vv E 
(V(ft))N e JvuJP-2\?u E (V'(rt)(. Portanto, 'Pu E (WJ·P(fl))'. Como Un--' u em 
WJ·P(fl), então 
isto é, 
logo 
r lvuJP-2\?u. \?(un- u) dx......, o Jn 
Para estudar o primeiro termo de (1.14) consideremos dois casos: 
(1.15) 
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1 : Se p ?: 2, pela Observação A.l temos que 
Usando 13), e 15) em (L temos que 
O > sup( -f::.pun, Un-
lim sup 1 (i'Vunip- 2\7un JvuJP-2vu) · v(un- u) dx 
+ lim lvulp-2vu. v(un- u) dx 
Por outro lado, u - Un --'- O implica que inf I lu- Un ?: O, então 
O :S liminf llu- uniiP :S limsup ilu- unllP :S O, 
ou seja, 
Caso 2 : Se 1 < p::; 2, pela Observação A.l temos que 
21 
(116) 
pois Un -'" u implica que llunll < C. Continuando da mesma forma que no Caso 1 
concluímos que 
Proposição 1.14. <!'>' satisfaz a condição (S+)· 
Demonstração: Seja {un};"=1 C WJ·P(Q) tal que 
{ 
Un __,. uem wJ·P(Q) 
l~r:!:f(i!'>'(un), Un- u) :S O, 
111 
(1.17) 
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para algum u E . Sabemos que 
I"''( \ I \'*' UnhUn- Uj - dx 
- u)dx. (118) 
r 1 1 Afirmamos que Jr:J ( x, un) · ( Un - u )dx --> O. De fato. seja a' tal que -;; + a1 = 1 e 
consideremos uma subseqüência de {un}~~ que ainda chamaremos Un. Para cada n E lN 
temos que 
' '" d IUnl < 00 X 1 
pela Imersão de Sobolev w~·P(fl) "-+ L"(fl). Então f(·, Un(·)) E L"' (fi), logo 
pela Desigualdade de Holder. Por outro lado, a Imersão de Sobolev W~·P(f!) CC L"(fl) 
nos garante que 
Un--> u em L"(!l), 
Então, existem g E L"(fl) e uma subseqüência {un;}~1 tais que 
q.t.p. em !1. Pela continuidade de J(x, ·)é imediato que 
J(x,uni(x))-> J(x,u(x)), q.tp. em O, 
e por (J3) 
[J(x, Uni (x))[ < C(1 + [un; (x)["-1) 
< C(l + [g(x)]"-1) := h(x) 
onde h E L"' (0). Pelo Teorema da Convergência Dominada de Lebesgue concluímos que 
J(x, unJ -+ J(x, u) em L"' (!1), 
. . 
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logo, a seqüência {f(x, Un;)} é limitada em L"' (fl). Aplicando limites em (1.19) para a 
subseqüência Un, temos que 
(120) 
e daí a afirmação. 
Para finalizar a demonstração do Lema apliquemos limites em (1.18), então 
por (1.17) e (1.20), Jogo 
pelo Lema 1.13 
Definição 1.15. Sejam X um espaço de Banach e <P : X ---+ lR um funcional de classe 
C1 . Dizemos que <P satisfaz a Condição de Palais-Smale ( ou de forma mais breve, <P 
satisfaz a Condição (PS} ) se cada seqüência { un};;-'~ 1 C X tal que 
{ 
I<P(un)l :S C, C> O 
<P'(un)---+ O, para n---+ oo, em X', 
possui uma subseqüência convergente (na norma de X). 
Lema 1.16. <P satisfaz a condição (PS). 
Demonstração: Seja {un};;"~l c w~·P(!J) uma seqüência tal que 
então 
(1.21) 
e também 
(1.22) 
onde v E w~·P(fl) e Cn -to. Fazendo v Un E wJ·P(!J) em (1.22) temos que 
I 
f(x, Un)Un dxl :S Enllunll· (1.23) 
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(1.21) e (1.23) temos que 
onde c= "e, então 
Usando (!4) temos que: 
< r [e F(x, Un) J(x, Un)un] dx 
l{xEfl,05Un5M} 
Substituindo este resultado em (1.24) temos 
onde C2 = C1 +C. Como (~- 1) >O e p > 1 é simples verificar que 
onde C3 é uma constante positiva. Logo, usando que wJ·P(íl) é um espaço de Banach 
reflexivo temos que existe uma subseqüência { un, }j:;,1 tal que 
logo, a seqüência {llun, - ull} é limitada. Escolhendo v= un, - u em (1.22) temos que 
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_.,O. resumo 
Lembrando que satisfaz a condição (S+) ,ver Proposição L14, concluímos que 
1.4 Um lema de Existência e Unicidade 
Lema Seja !1 um domínio limitado em JRN, N 2': 2. Seja f E LP' (!1) tal que f =f O. 
Então, existe uma única solução fraca u E WJ'P(fJ) de 
em !1 
em EJ!l 
Demonstração: Seguiremos por passos: 
Passo 1 (Existência): Consideremos o funcional 
P(u)=~ ri'VuJPdx- r f·UdX 
Pln ln 
Pela Desigualdade de Young e pela Desigualdade de Poincaré temos que 
<I>(u) 2': - JvuJP dx- _;:__ JvuJP dx- -,-li - i c 
P n .\1p n EPIP 
- ~ (1- E) r j'VuJP dx- ~' 
P .\1 ln EP IP 
onde C= C(p', llfiiLP' ). Escolhendo O <c< .\1 temos que o funcional <I> é coercivo. 
Seja {un};;"=1 em wJ·P(fJ) uma seqüência tal que Un-""" u em W01'P(f2), então 
e 
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daí temos que i!'> é fracamente semicontinua inferior. 
Portanto, existe u0 E W5·P(Q) tal que il'>(u0 ) = inf il'>(u), e como i!'> é de classe 
uEVY"{i'P(D) 
, u é um crítico de i!'> e assim solução fraca de ( Pf). 
Passo 2 (Unicidade): Definamos o operador 
f -+ u 
onde ué solução fraca de (Pt ), e sejam u1 e u2 , duas soluções fracas de (PJ ), ou seja, 
e 
para todo <p E w5·P(f?). Tomando <p = u 1 - u2 como função teste, temos 
O = 1 (l'i7uiJP-2'i7ur -l'i7uzlp-2'i7uz) 'i7(ur- uz) dx 
cpllur - u2IIP 
llur- u2ll2 
pela Observação A. L Daí é imediato que u1 = u2. 
se p 2: 2 
se p < 2, 
Observação 1.6. Notemos que o operador T é injetor, pois para cada f E V', existe 
uma única u E W5·P(fl) tal que T f= u. 
Observação 1. 7. Se supusermos que f E L 00 ( fl), é possível obter a mesma conclusão de 
existência e unicidade. 
Observação 1.8. Se &fl é de classe C2 podemos obter regularidade C 1•" para a solução 
de (PJ)· De fato, como f E V'(n) então llpu E Lfoc(O) e -ullpu :S llfiiL=Iul, logo 
pelo Lema 1.4, daí u E L 00 (0) n W5·P(f?). Finalmente, como llpu E L00 (0), pelo Lema 
1. 3 concluímos que 
u E C1·"(0) para algum a E (0, 1). 
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O!)SE,rvação 1.9. Se supusermos que f 2': O é imediato que u 2': O e como f f O então 
u f O. Observemos que Llp u E L fac (O) e Llp u ::; O = 
M~áximo de Vázquez, Lema 1.6, concluímos que 
então, Pelo Principio do 
u> O em 
1.5 Princípios de Comparação 
Proposição 1.18 (Princípio de Comparação Fraca). Seja O c IRN (N > 2) um 
domínio limitado com fronteira ao suave. Sejam Uj, u2 E W 1·P(0) tais que 
Então 
em Q (no sentido fraco) 
em ao. 
Demonstração: Como -Llpu1 ::; -Llpu2 é uma desigualdade no sentido fraco, então 
fnl'i7ullp-Z'i7uJ'V<pdx::; fni'i7u2JP-2\7uz'i7<pdx, V<p E w~·P(ft), 'P 2': o 
Escolhendo 'P = (u1 - u2)+ E W~·P(ft) como função teste, em (1.25) temos que 
0 > r (J'i7ullp-2\7ul -J'i7u2JP-2\7u2) 'i7(ul- Uz)+ dx 
Jn 
Usando a Proposição A.2 temos que, para qualquer p > 1 
o= r J'i7(ul- u2)1P dx = r l'i7(ul u2)+1p dx 
J{u1 -u2?::0} Jn 
então 
ou seJa 
u 1 ::; u2, q.t.p. em O, 
(1.25) 
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Alguns resultados de comparação, incluindo princípios de comparação 
fraca e forte, para um operador que em particular é o p-Laplaciano, foram provados por 
Damascelli [11]. 
Agora enunciamos o Princípio de Comparação Forte de Guedda-Veron 
Lema (Principio Comparação Forte, Guedda-Veron, 1989). Suponha que 
p > 1, O c R" um domínio limitado com fronteira 80 de classe C2 , f, g E L00 (!L), u e v 
duas funções em C1(!L) tais que satisfazem as equações 
{ - f ; em !L u o ; sobre an e { g ; em O o ; sobre an v 
Suponha também que O:::; f:::; g q.t.p. em !L, e que o conjunto 
C= {x E !L: f(x) = g(x)} 
tem interior vazio, então 
O<u<v em!L 
av au 
e av < av :::; o sobre an. (1.26) 
Observação 1.11. Para obter o Princípio de Comparação Forte, Guedda- Veron impõem 
a condição de que o conjunto C= {x E n: f(x) = g(x)} tenha interior vazio. Supondo 
que f # g num conjunto de medida de Lebesgue positiva, Cuesta e Takãc {10) provaram 
(1.26) impondo uma restrição sobre o domínio n, a saber, que sua fronteira an seja uma 
variedade conexa de classe C2·", para algum a E (0, 1). 
Proposição 1.20. Suponha que p > 1, !1 c JRN um domínio limitado com fronteira 8!1 
de classe C2 e f : lR -+ lR uma função continua crescente. Sejam u e v duas funções em 
C 1 (!1), onde u 2: O eu# O, tais que 
Então 
u=v=O em80 
O<u<v emfl e 8v ou - <- <0 eman.· OV av 
(1.27) 
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Observemos primeiro que, as desigualdades em (1.27) são consideradas 
no sentido fraco, isto é, 
(1.28) 
para que cp 2: O e cp i O. 
Pelo Princípio do lV!áximo de Vasquez, Lema 1.6, temos que u > O. De fato, é imediato 
que b.pu E Lfoc(fl). Escolhendo a função /3(s) =O temos que b.Pu <O e como u 2: O e 
u i O concluímos a afirmação. 
Por outro lado, de (1.27) temos que u ::; v, pelo Principio de Comparação Fraca. 
Como E então os seguintes problemas 
(Pu) { 
-b.pu 
-
f(u) em n 
(Pv) { 
-b.p'ií f(v) emfl 
e 
u 
- o em 8fl v - o em f)fl 
tem soluções únicas u, v E W~'P(fl) respectivamente, pelo Lema 1.17. Agora consideremos 
o seguinte conjunto 
C= {x E fl: f(u(x)) = f(v(x))}. 
Afirmamos que int C = 0. Provaremos esta afirmação por contradição. Seja x 0 E int C 
então, existe p > O tal que Bp(x0 ) c int C e 
f(u) =f( v) emBP(xo), (1.29) 
logo 
u =v em Bp(xo). (1.30) 
Caso contrario, existe x 1 E Bp(x0 ) tal que u(x1 ) < v(x1 ), e pela continuidade de u e de v 
existe uma bola Br(x1) C Bp(xo), com r< p, tal que u <v em Br(x1 ). Então f(u) < f(v) 
em Br(x1 ) C Bp(xo), pois f é crescente, contradição com (1.29). 
Seja cpo E C1(fl) tal que cp0 2: O e supp cp0 c Bp(x0 ). De (1.27) temos que 
r JvuJP-2vu· 'ií'cpodx < r JvvJP-2vv · 'ií'cpodx j Bp(xo) } Bp(xo) (1.31) 
Porém, 'ií'u = 'ií'v em Bp(x0 ), logo 
r JvuJP-2vu · 'ií'cpo dx = r JvvJP-2vv · 'ií'cpo dx, j Bp(xo) J Bp(xo) 
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contradição com .31 ). Portanto, int C= 0. 
AyJllc:an.do o Principio de Comparação Forte (Lema 1.19) aos problemas (Pu) e 
concluímos que 
O<u<v emf! e a:v av: - < - < O em iJf!. iJv iJv- (1.32) 
Finalmente, observemos que (1.27) pode ser escrito como 
(1.33) 
O < u ::; u < v ::; v em f! 
e como 
éJv a:v av: ou 
- < - < - < - < O em iJf!, av - av iJv - av 
então, a conclusão da Proposição é imediata. 11 
Observação 1.12. Na demonstração do Lema, em (1.31), usamos que 
(1.34) 
no sentido da desigualdade (1.28). Porém, se em lugar de (1.27) temos que 
(isto é, a função v é uma super-solução estrita) ou 
a condição (1.34) também é satisfeita. 
1.6 Existência da Segunda Solução Positiva 
De (!4) o funcional i!? não é limitado por baixo. 
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temos que 
d(f} t) < d(ln F(x, t)) 
dt dt 
integrando de a s temos que 
1 s) < 1 f F(x,sJl f}!n(- _,nlF(x,Jvf)J 
F(x.M) 
Fazendo C(x) = Me temos que 
parat2:: 
paras 2:: M. 
C(x)s8 :S: F(x,s) paras 2:: 
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(1.35) 
e daí s) 2:: Cs8 - C1 para s 2:: O e alguma constante C1 > O. Assim, para t >O 
temos que 
Como f} > p concluímos que 
lim q)(tq)!) = -oo. 
t-+oo 
Observação 1.13. Usando (1.35} em (!4) temos que f(x, s) 2:: Cs8- 1 paras 2:: M, então 
f(x,s) > Cse-p 
3p-1 - ' 
e como e > p concluímos que 
f(x,s) 
:_;,__:..,_:_ -+ +oo quando s -+ +oo. 
8p-1 
(1.36) 
Definição 1.22. Seja q:, : X -+ IR um funcional sobre o espaço de Banach X Dizemos 
que u0 E X é um mínimo local de q:, se existe co > O tal que 
q)(uo) :S: q)(u); Vu E X onde llu- uoll :S: co. 
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análc•go ao ~<UE,iredo. Gossez [9]). 
Seja u0 um mínimo local estrito do funcional <P (i. e. existe é o > O tal que 
W(uo) < <J'>(u); 'lu E W~·P(!J) onde 0 < llu- Uoll < éo). 
Então, para cada O < é < s0 temos que 
inf {<l'>(u): llu- uoll =é}> <l'>(uo). (1.37) 
Demonstração: Na demonstração do Lema usamos idéias encontradas em [9]. Seguire-
mos por contradição. Suponhamos que 
{<l'>(u): - uoll =o:}= <l'>(uo) 
para algum o: tal que O< o:< s0 . Então, existe uma seqüência minimizante {un};;'=1 C 
W~·P(!J) tal que 
(1.38) 
Consideremos agora o seguinte anel 
onde 5 é escolhido de tal forma que 
O < o:- S e o:+ 5 < éo. 
Para cada n E IN, aplicamos o Principio Variacional de Ekeland (ver Proposição B.l) ao 
funcional <l'> sobre R, então existe Vn E R tal que 
<P(vn) :S <l'>(u,), 
1 
llvn- Unll :S -, 
n 
<l'>(vn) :S <l'>(u) + ~llu- Vnll \;fu E R. 
n 
Afirmamos que {vn};;'=1 é uma seqüência (PS) para <P, ou seja, 
I<P(vn)l :S C 
ií>'(vn)--+ O. 
(1.39) 
(1.40) 
(1.41) 
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De como uo é míJcürr:o local estrito, usando (1.38) e (1.39) temos que 
<P(uo) < <P(vn) < iP(uo) + ~ 
n 
< iP(u0 ) + 1, para todo n E 
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(1.43) 
logo I<P(vn)l ::; C, assim temos a primeira parte da afirmação. Para provar que <P'(vn)-+ O 
seguiremos por passos: 
Passo 1: Para n grande temos que n > ~ (ou 5 >~),usando (1.40) temos que 
ou seJa, 
1 
a-o< a--< 
n 
- uoll <a+~ <o+ 5, 
n 
Vn E íntR. 
(1.44) 
Passo 2: Seja t > O e w E wJ·P(fl) uma função tal que ilwll = 1. Consideremos 
então, a função 
Ut = Vn + tw, 
e observemos que para, t suficientemente pequeno, u, E R. De fato, 
lim llut- uoll = llvn- uol!, 
t-+0-r-
onde o lado direito é 
e também 
2: llun- uoll - llvn- unll 2: o:-~ > a- 5. 
n 
Passo 3: Substituindo u por u, em (1.41) temos que 
l 
<P(vn) :S iP(vn + tw) + -t. 
n 
(1.45) 
Usando a Formula de Taylor para iP em torno deu, junto com a desigualdade (1.45) temos 
que 
<l?(vn +tw) - <l?(vn) + t(<P'(vn), w) + o(t) 
< <P(vn + tw) +~i+ t(<I>'(vn), w) + o(t), 
n 
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. o(t) _ 
onde hm -- = O. Entao 
t-o+ t 
1 i '( . O:::; - + ,<'P Vn), 
n 
o(t) 
-i--'-
' t ' 
e como esta expressão é verdade em particular para -w E W~·P(fi) temos que 
ou seja 
I(<P'(vn),w)l:::; ]:_'para todo w E w~·P(fl) com llwll = 1, 
n 
I' 
" 11 
" 1 I• <-11- n 
e daí iP1(vn)-+ O em (W~·P(fl))'. 
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Agora, como {vn};;:"=1 é uma seqüência (PS) para iP então, pelo Lema 1.16 existe uma 
subseqüência tal que 
então 
1 1 
a-- < llvn; - uoll <a+-, 
nj nj 
pois em particular (1.44) é válida para a subseqüência VnJ' Daí lim llvn;- uoll =a, e pela 
continuidade da norma 
llv- uoll =a, 
ou seja v f u0 . Por outro lado, como (1.42) é verdade também para a subseqüência Vnj 
temos que <P(uo) < iP(vn;):::; <l'>(uo) +~.então 
nj 
logo iP(vn,)-+ <l'>(u0 ) =!I'>( v), pela continuidade de !1'>. Contradição com o fato de uo ser 
mínimo local estrito. 111111 
O seguinte Lema é uma extensão para W~·P(fi) do conhecido resultado de Brezis-
Niremberg [8]. 
Lt,!Hd 1.24 (Garcia-Manfredí-Peral, 2000, [18]). Se Uo E w~·P(fl) é um minimizador 
local de iP em C 1(ü), então u0 é um minimizador local em W~·P(fl). 
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V. r 8' er ll J· 
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Teorema 1.25. Suponhamos que o problema (P) possuí ·uma super-solução estrita w E 
w~·P(fl) n C1·"(fl), algum Q E 1), tal que w >o em n. Suponhamos ainda que f 
satisfaz as hipóteses (fl), (!2), (!3), e a hipótese adicional 
(!5) f(x, ·) é estritamente crescente no intervalo [O,m_§Xw], para quase todo x E Q 
o 
Então ( P) tem duas soluções positivas. 
Demonstração: Pelo Teorema 1.9 sabemos que (P) tem uma solução Uj E w~·P(Q) n 
Cl·"( ) que 
onde :g = s1;1, para E> O suficientemente pequeno. Então, usando (!5) temos que 
O< f(x,y:.)::; j(x,u1)::; f(x, w) 
Agora, estudaremos (1.46) por partes: 
Consideremos os seguintes problemas 
P-
\ p-1 A1Jl: 
e 
(1.46) 
{ 
-ll. u 
:JL o 
em n 
sobre 8!1 { 
-ll.pul = f(x, ui) ; em n 
u1 = O ; sobre 8!1 
Sejam }(x) À1 Y:(x )P-1 e g(x) f(x, u1 (x) ), então i, g E L""(fl) são tais que i < g em 
f!. Então, o conjunto 
tem interior vazio. Portanto 
0 < J!: < U1 
C= {x E f!: i(x) g(x)} 
emfl e 
OU) ôu 
-<-=<O 8v 8v 
pelo Princípio de Comparação Forte (Lema 1.19). 
sobre 8fl, (1.47) 
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Proposição L20 (ver também a Observação L12) temos que 
em n e 
Juntando (L47) e (1.48) temos que 
o < !d < ul < w em n e 
aw au, 
-<-" av av sobre an. 
aw aul au 
- < - < -= < O sobre av av av 
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(148) 
Logo, se v E CJ(rt) e ilv- u 1 llc1 ::; r, para r> O suficientemente pequeno temos que 
!d ::; v ::; w em n. 
Então 
F(x, v(x))- F(x, v(x)) - f(x, r) dr- f(x, r) dr- f(x, r) dr 1
v(x) 1:g(x) _ lv(x) _ 
O O :g(x) 
1
v(x) lv(x) 
- f(x, r) dr- f(x,Q(x))Jd(x)- f(x, r)dr 
O :g(x) 
F(x,Q(x))- f(x,Q(x)) · Jd(x), 
só depende de x, isto é, F(x,v(x))- F(x,v(x)) é uma função independente de v. Mas 
ainda, 
<P(v)- ;r;(v) 1[F(x,v(x))- F(x,v(x))Jdx 
- fnlt(x,Q(x))!d(x)- F(x,Q(x)] dx =C, 
é constante para llv- udlc1 ::; r, logo 
pois u 1 é um mínimo global de ;r;. Assim, u1 é um mínimo local de <I> na topologia C 1 
Então, usando o Lema 1.24 concluímos que 
u1 é mínimo local de <I> na topologia 
Logo, existe f 0 > O tal que 
url.p 
YV 0 . 
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Notemos que o mínimo local u 1 pode ser estrito ou 
essas duas alternativas: 
assim consideraremos a seguir 
Alternativa 1: u 1 é um mínimo local estrito 
Neste caso, para cada O < p < f 0 temos que 
pela Proposição 1.23. Logo, existe b E R tal que 
Por outro lado, como iP não é limitado por baixo, 
tal que <I>( e)< b, então 
max{iP(u1), <I>( e)}< b. 
Mas ainda, iP satisfaz a condição (PS), Lema 1.16, conseqüentemente pelo Teorema do 
Passo da Montanha temos um ponto crítico u2 de iP (i.e. <I?'(u2 ) =O) no nível 
c= inf max <I>( v)> b, 
")'Ef uE1'([0,1]) -
onde 
r= {ir E C([O, 1]; W~·P(fl)) : J'(O) = u1 , J'(l) =e} 
é a classe de caminhos que juntam u1 a e. 
Alternativa 2: u1 é um mínimo local, sem ser estrito. 
Então, existe O < p < fo, tal que 
inf{iP(u): llu- u1ll = p} =<I>( ui)· 
Neste caso, pela demonstração da Proposição 1.23 temos que existe v E W~·P(fl) tal que 
ou seja, v é um mínimo local de 1?, e assim um ponto critico de 1?. Portanto, u2 =v é a 
segunda solução de (P), que esta no mesmo nível de <I?(u1). 111111 
Observação 1.14. Quando p = 2 em [14] provaram que esta segunda solução é estrita-
mente maior que a primeira. 
CAPÍTULO 2 
Existência da Super-solução 
2.1 Introdução 
Como já foi mencionado anteriormente, neste capítulo, determinaremos uma condição 
sobre a função f que nos garanta a existência de uma super-solução estrita para o problema 
(P). É importante observar que esta condição esta relacionada, como veremos no decorrer 
do capítulo, com a solução do problema 
onde J.l é um número tal que O :5 J.l < ,\1(p, fl). A unicidade da solução de (P'") será 
provada usando a bem conhecida Desigualdade de Díaz-Saa [12]. A regularidade, e o fato 
de ela satisfazer o Principio do Máximo Forte, será provada -como já foi feito no capítulo 
anterior - usando os resultados clássicos de Anane, Liebermann, Tolksdorff, e Vasquez, 
respectivamente. 
A estratégia que seguiremos, será usar o conceito, e algumas propriedades clássicas 
da Simetrização de Schwarz. Com o auxílio desta ferramenta provaremos que no caso 
da bola, a solução de (P") é radialmente simétrica decrescente. Assim, seu máximo, que 
chamaremos M", será atingido no centro da bola. Aqui devemos lembrar que a existência 
38 
CAP. 2 .. EXISTÊNCIA DA SUPER-SOlUÇÃO 39 
da super-solução esta relacionada com o fato de f se encontrar suficientemente por baixo 
da função sP-1. Provaremos então, que se existem s 0 > O e O ::; 11 < À 1 (p, tais que 
p-1 
f(x, < I1'Pp( s) + para todo O ::; s ::; so 
a existência da super-solução, no caso da bola, está garantida. É interessante observar 
que esta condição implica que o ponto onde o gráfico da função f corta À 1sP-l é menor 
que o ponto s0 , o que nos permitirá compreender melhor o comportamento de 1\1w 
azEmdlo p = 2 em (F'") temos o problema estudado em [14], os autores obtém 
uma expressão explícita da solução u, e seu máximo Afw p =f 2 e só quando 
ft = O, nos obtemos por integração direta uma expressão para u0 e A10 respectivamente. 
Para O< ft < À 1 obtemos uma expressão 'integral' deu'" e Afw Diferentemente do que nos 
faremos aqui, em [7] o autor consegue uma expressão explícita para a solução do problema 
sobre ôB1 
e conseqüentemente para o seu máximo Mw No entanto, nos consideramos que o prob-
lema (F1_,_) que nos estudaremos aqui, é uma extensão natural para o p-Laplaciano do 
problema estudado em [14]. 
No caso de 0 ser um domínio geral, estabeleceremos primeiro, uma relação entre as 
soluções dos seguintes problemas 
(F'") { 
-Ll.pu 11luiP-2u + 1 em f! 
u 
- o sobre ôfl 
{ -il. v - 11lviP-2v + 1 em O* (F;) P v 
- o sobre 80* 
onde O::; 11 < À 1(p, O*) e O* é uma bola com o mesmo volume que O. Provaremos então 
que u* ::; v em 0*, onde u* é a Simetrizada de Schwarz deu. Usando que o máximo 
de v é [iP'Mf"pP, onde pé o raio da bola0*, e como lluJIL=(Q) llu*IIL=(Q•) S: llviiL=(Q•), 
obteremos uma cota superior para u, ou seja, O < u ::; r' M'"P"· Daí, seguindo forma 
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análoga ao caso da bola unitária, provaremos que se existem s0 > O e O :S: f.L < 
tais que 
para todo O :S: s :S: so 
a existência da super-solução, no caso de um domínio geral, também está garantida. 
Na parte final do capítulo, usaremos os resultados acima, para mostrar como obter a 
existência de uma super-solução para o problema autônomo (Pa), o denotaremos assim 
para diferencia-lo do problema não autônomo (P), a partir do conhecimento da existência 
solução do problema 
f(u) 
v > o 
v = o 
2.2 Simetrização de Schwarz 
em f!* 
em f!* 
sobre EJQ* 
O objetivo de definir o rearrangamento de uma função u : O c JRN -> JR, é substituir u 
por uma outra função u* cujos conjuntos de nível {x E 0* : u*(x) > t} são bolas que tem a 
mesma medida que os conjuntos de nível {x E O: u(x) > t} deu. A seguir, lembraremos 
algumas definições e alguns resultados bem conhecidos na literatura, ver por exemplo, 
Bandle [5], Kahwol [20], Mossino [24], e Talenti [28]. 
Definição 2.1. Seja Q C JRN um conjunto mensurável e u : O -> lR uma função men-
surável. A função f.L : JR+ -> JR+ definida por 
;.t(t) = med{x E 0: iu(x)l > t}, 
é chamada função de distribuição de u (ou de lu I). 
Observemos que 11(t) é uma função é continua a direita em t, decrescendo de 11(0) = 
med{suporte deu} a 11(+oo) = O, quando t cresce de O a +oo. Seja J.L(C) o limite a 
esquerda de 11 num ponto t >O, então 11(r) = med{x E O: lu(x)l 2': t}. A função 11 
pula no nível t se e somente se lu I assume o valor t em cada ponto de algum subconjunto 
de n com medida positiva: 
med{x E f!: iu(x)l t} = 11(r)- J.L(t). 
CAP. 2 " EXISTÊNCIA DA SUPER-SOlUÇÃO 41 
Definição Seja !1 C JRN um domínio limitado, o domínio simetrizado !1* é a bola 
com centro na origem { x E JRN : lxl < p}, e com a mesma medida (volume) que !1. 
Definição 2.3. Seja u : JRN ~ lR uma função em , a Simetrizada de Schwarz ou 
Rearrangamento Simétrico Decrescente de u, denotada por u*, é a função u* : JRN ~ lR 
positiva, radialmente simétrica e decrescente, tal que 
med{x E JRN: iu(x)l > t} med{x E Rilf: u*(x) > t}, para todo t >O. 
Mas precisamente, u* pode ser definido por 
= inf[t :2: O : med{ x E JRN : I> t} < 
onde WN é o volume da bola unitária em JRN 
Observemos que se u* é radialmente simétrica decrescente temos que 
u*(x) = u*(y) se lxl = IYI 
e 
u*(x) :2: u*(y) se lxl :S IYI· 
Como nosso interesse é simetrizar funções em !1 c Rilf, seu E V(fl) então u* está definida 
sobre !1* por 
u* = (ii)* In•, 
onde 
ií(x) = · 
{
u: sexEfl 
O; sexERilf\!1 
As seguir resumiremos algumas das propriedades da Simetrização de Schwarz que 
usaremos no que segue e decorrem-se diretamente da definição. 
Proposição 2.4. Verificam-se as seguintes propriedades: 
(i) Se O :S u :S v em !1, então u* :S v* em fl* (a função u ,_..., u* preserva a ordem ) . 
{ii) Se c E lR é uma constante, então (u +c)*= u* +c. 
(iii) Para cada t :2: O, (tu)*= tu* (a função u >--> u* é homogênea positiva de grau 1 ). 
CAP. 2 • EXISTÊNCIA DA SUPER-SOLUÇÃO 42 
(a função u ,._., é idempotente ) . 
Para outras propriedades da Simetrização de Schwarz ver [5], [20], [24]. 
Sejam u E L 1(rl) tal que u 2: O e, h : R+ -+ R+ uma função continua 
crescente. Então 
(h(u))* = h(u*). 
Demonstração: Ver [24]. 
A seguir, apresentamos alguns resultados clássicos do Rearrangamento Simétrico Decres-
cente que usaremos no resto do capítulo. 
Teorema 2.6. Seja u: Q C íRN-+ R uma função integravel, então 
(i) Para cada função real F continua em JR+ e positiva, temos 
r F(lul) dx = r F( u*) dx. Jn ln· 
Em particular, se u E L 5 (Q) então u* E L 5 (Q*) para 1 :::; s :::; oo, e 
lluiiY(fi) = llu*IIL•(fi•) (ou h lu(x)ls dx =L (u*(x)Y dx) . 
(ii} Para cada u E IJ'(Q) e v E IJ'' (Q) onde ~ + ]:_ = 1, 
p p' 
r uv dx ::::: r u*v* dx. Jn Jn* 
(iii} (Desigualdade de Polya-Sego) Seu E WJ·P(Q) então u* E WJ•P(Q*) e 
r lvu*IP dx :S: r lvuiP dx. Jn,. Jn 
Demonstração: Ver [5], [24], [20]. 
Corolário 2.7. Seja .\1(p,Q*) o primeiro autovalor do -I:!,.P em fl* com condições de 
Dirichlet, então 
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Lembremos que 
= inf 
e que cp1 E wJ·P(fl) é a primeira autofunção positiva do -ilP em D com condições de 
Dirichlet. Sem perda de generalidade podemos supor que llcf;IiiLF(fl) = L Usando o 
Teorema 2.6 temos que <;Dj E WJ·P(fl*) é tal que 
Então 
daf o resultado. 
2.3 Super-solução na Bola 
Começaremos estudando a existência e unicidade de solução para o seguinte problema de 
Dirichlet, 
onde 11 é um número tal que O ::; 11 < ,\1 (p, !1) e 1 < p < oo. Para nossos objetivos 
suporemos que D C JRN é um domínio limitado com fronteira de classe C 2. Provaremos 
unicidade, positividade e regularidade da solução, seguindo as mesmas idéias encontradas 
no artigo de Fleckinger-Pellé, Hernández,Takác,De Thélin [16], onde eles consideram um 
problema de Dirichlet envolvendo o p-Laplaciano bem mais geral, num domínio limitado 
com fronteira C 1·" . Para provar a existência usaremos minimização clássica, uma outra 
demonstração de existência para (FI') pode ser encontrada em [17]. 
Lema 2.8 (Desigualdade de Díaz-Saa). Sejam w1 E L00 (fl), para i = 1, 2, tais que 
Wi :::0: O q.t.p. em D, w1 E W 1·P(fl), ilpwi E L00 (!1) e w1 = w2 em 8!1. Suponhamos que 
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Demonstração: Ver [12]. 
Observação 2.1. Em (2.1) temos igualdade se e somente se w1 = tw2 ou w2 = tw1, para 
algum tE (0, +oo). Ver [2], Proposição 1, pag 726 ou [3], Proposição 3.1, pag 19 . 
Teorema Seja !1 C RN um domínio limitado com fronteira de classe C2 • Seja f.1 um 
numero tal que O :-:; f.1 < ..\1 . Então, o problema (P") tem uma única solução fraca 
u E WJ·P(f!). Mas ainda, u E C1•"(!1) para algum a E (0, e verifica-se o principio do 
máximo forte, isto é, 
u>O emf! &u e &v < O sobre &!1. 
Demonstração: Se f.1 =O o resultado segue-se do Lema 1.17 e das observações conti-
das na seção 1.4. Suponhamos então que O< f.1 < >'l(p, !1). 
Passo 1 (Existência): O funcional associado ao problema (P") é dado por 
$(u) = ~ r ivuiP dx- t!:. r iuiP dx- r U dx. Pln P Jn Jn (2.2) 
As soluções de (P~") são pontos críticos de <P. Usando a Desigualdade de Poincaré e a 
Imersão de Sobolev wJ·P(f!) "--+ V(f!) temos que 
<P(u) 2: ~ ( 1- ~1 ) lluliP- Gil ui!, 
e como 1 - ~~ > O, concluímos que <P éoercivo, isto é: 
lim <P(u) +oo. 
llull-+oo 
Agora, seja { un};;"=1 C wJ·P(f!) uma seqüência tal que Un-' u em wJ·P(f!), então 
(i) lluiiP S liminf iluniiP 
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iuiP 
' I 
De fato, seja 
- Un)ldx + 1((/) (u)- "' (u )l · u i dx 1 rP rp n " n, 
Usando a Desigualdade de Holder temos que 
(2.3) 
pois a Imersão de Sobolev WJ•P(f!) CC V(f!) garante que Un -> u em V(f!). Por 
outro lado, usando o Corolário A.4 temos que 
{ ( )IW Jn I('Pp(u)- 'Pp(un)) ·uni dx < lluniiLP(i:l) fn!'Pp(u)- 'Pp(un)IP' dx 
< M ·II'Pp(u)- 'Pp(un)IILP'(!1J-+ O, 
pois l!uniiLP(!1) S: 1\11. De (2.3) e (2.4) temos a afirmação. 
(iii) k Undx-+ l udx 
Esta afirmação é imediata pela Imersão de Sobolev Wt·P(f!) CC L1 (f!). 
Portanto, de (i), (ii) e (iii) temos que 
1>(u) S: liminf1>(un), 
n--+oo 
ou seja, 1> é fracamente semicontinuo inferior. Logo, existe u E wt·P(Q) tal que 
(2.4) 
isto é, ué um mínimo global de<'!'>, e como i!'> é de classe C 1, ué um ponto crítico de (2.2), 
e assim solução de ( P".). 
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Passo 2 ,n.egm<>rH.Ia<.IeJ: Como tJiuiP-2u + 1 E If 
outro lado 
então D.pu E 
onde 11 > O, 1 < p < e b(x) = 1, 
L 00 (f!). Assim 
, pelo Lema 1.4, uE 
então 
Usando o Lema concluímos que 
u E C1"'(fl) algum a E (0, 1). 
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Passo 3 (Positividade): Multiplicando a primeira equação de (Pp.) por u- e inte-
grando sobre !1 obtemos, 
-11vu-IP dx -ti 1 (u-)P dx + 1 u- dx 
> -:
1 
11vu-IP dx + 1 u- dx 
> _.!!:_livu-IP dx, 
À! (l 
usando que 1 u- dx 2: O e a Desigualdade de Poincaré. Então, 
(l 
logo 11vu-IP dx =O, o que implica u- =O q.t.p. em !1, daí 
u 2: O q.t.p. em !1. 
Como D.pu E Lfoc(!l) e D.Pu :S O= p(u) então 
u>O em!l e 
pelo Lema 1.6. 
EJu < O sobre 8!1, 
8v 
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Passo 4 : Sejam u1o u 2 E WJ·P(O) duas soluções fracas de (Pp), pelo 
~ 
OU i 
Passo 3 sabemos que u1 > O e [)v < O, para i= 1, 2, então 
(2.5) 
Se v. 1 = u 2 não temos nada que provar. Suponhamos então que u 1 # u 2 , logo 
1 ( ~u"f- 1 + 1 _ ~u~-! + 1) ( P u u~) dx n ui 1 u~ 1 1 
( u\' - u~) dx. 
Como a função g : (0, +oc) _, IR definida por g(s) = 1 é decrescente concluímos que 
(2.6) 
Por outro lado, como u 1 e u2 satisfazem (2.5) a Desigualdade de Díaz-Saa, Lema 2.8, nos 
garante que 
1 ( -~p~l - -~P~2 ) (u"f- u~) dx 2: O n 111{ 112 (2.7) 
Juntando (2.6) e (2.7) temos que 
o que é possível, se e somente se 111 tu2 para t > O (ver Observação ao Lema 2.8). 
Substituindo esta informação em ( P~') resulta que 
daí (t)P-1 = 1, logo t = 1, portanto 111 = u2. 111111 
Nesta seção determinaremos uma condição sobre f que nos garanta a existência da 
super-solução do problema (P) no caso de O= B 1. Para isso, usaremos as propriedades 
da solução do problema (P~") em B1 , que são análogas as determinadas no Teorema acima. 
seguir, provaremos que no caso da bola, esta solução tem uma propriedade adicional 
muito importante, ela é radialmente simétrica decrescente. Para tal fim, usaremos os 
conceitos apresentados na seção anterior sobre a Simetrização de Schwarz. 
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C(Jrcolário 2.10. Seja u E wJ·P(B1 ) solução fraca de (Pp). então u = u*, isto é, ué uma 
função decrescente radialmente simétrica. 
Como = Bj temos que u* E VVJ·P(BI), pelo Teorema 2.6, então, 
iP(u) < <l\(u*), pois ué um mínimo global de <l\ (ver Teorema 2.9) 
usando o Teorema 2.6 
<l\(u), 
ou seja <l\(u) = <l\(u*). Pela unicidade deu (ver Teorema 2.9) concluímos que u = u*. 1111 
Denotemos por Up a solução de (P,J em n = Bl· Sabemos que Up. é positiva, decres-
cente, radialmente simétrica, então seu máximo MP. é atingido no centro da bola, isto 
é: 
logo, 
O< u":::; M~" em B1 . 
Como u(x) é uma função que depende somente do raio r= lxl, a denotaremos novamente 
por u(r ), ela é solução do seguinte problema 
{ 
- (rN-1cp (u'))' = rN-1 (fJ.'P (u) + 1) (PR) P P 
u'(O) =O= u(l) 
em (0, 1) 
Integrando a equação acima e observando que u'(O) =O e que cpq o 'PP = id temos que 
-u'(t) '(Jq c;_1 1' SN-1(fJ.'fJp(u) + 1) ds) . 
Integrando mais uma vez temos que 
u(r) = u(O) -1r 'Pq c;_1 1' sN-1(fJ.cpp(u) + 1) ds) dt. (2.8) 
Fazendo r = 1 em (2.8) e lembrando que u(l) = O e u(O) = M" temos uma expressão 
para 1\11', 
= u'"(O) = [ t . fJ. 1' '{Jq N + tN-1 o (2.9) 
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Se J.L = por integração direta temos que a solução de (PR) é 
conseqüentemente 
l'vfo = ou p-l 1Vfo = pNl/p 1 . 
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(2.10) 
(2.11) 
No caso particular em que p = 2 é possível, ver [14], obter uma expressão explícita da 
função ul'('r) em termos da função de Bessel de ordem k = (N- 2)/2, ou seja, 
( ) = .!:_~ Jk(for) -Uu r , ( , 
• j.L JK Jk foi 
e daí uma expressão explícita para 
Em [7], o autor consegue obter uma expressão explícita para a solução do problema 
a saber, 
{ 
- (rN-1'/'p( u') )' = rN-1 (w:, U + 1 r-1 
u'(O) =O= u(l) 
1 [<P(<f[ir) ] 
u"(r)= w'-
1 
<P(<f[i) -1, 
em (0, 1) 
e assim uma expressão para l\1[11 
onde <P é solução do problema 
{ 
- (rN-1rpp(u'))' = rN-l 'Pp(u) em (0, +oc) 
u'(O) =O e u(O) = 1 
Proposição 2.11. Suponhamos que f : íl x IR+ -> IR+ satisfaz a seguinte condição: 
Existem números s0 > O e O ::; J.L < ,\1 (p, íl) tais que 
f(x, s) < J.LSp- 1 + ( 1~") p-J (!6) Vs E [O, so]. 
Então, o problema (P) com !1 = B1, tem uma super-solução estrita. 
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{tlw!P-2w + cP-1 em 
w - O sobre 8B1 
onde c > O é uma constante e O :.; {L < (p, . Como a solução w de (Pc) é tal que 
(1 ) (1 )c-l -tlP ;;w = p ;;w + 1 
então ~w é solução de (PI'J, logo O < w :.; c M" em B 1 . Escolhendo c= :J, temos que 
O < w :.; so, 
( )
p-1 
f(x,w) < {LWP- 1 + -~;, 
daí 
11vwiP-2vw VipdX?: 1 f(x, w) 'P dx Vip E wJ·P(fi), 'P?: o, 
ou seja w é super-solução de (P). Agora, seja 1/J E CJ(íi) tal que 1jJ?: O e 1/J I= O, então 
> 1 f(x,w)?j;dx 
{>/>>0} 
isto é, w é uma super-solução estrita de ( P). 
Observação 2.2. Seja u, solução de (P,) em fi= Bp, é possível provar que 
logo, 
o< u"(x):.; ri'' Mf.'pP, em n, 
11111 
pois O:.; pP{t < pP>.r(p, BP) :.; À 1 (p, B 1). Assim, temos uma condição análoga a (!6), a 
saber: 
Existem números s0 > O e O :.; {L < >.1 (p, Bp) tais que: 
(!6') 
( )
p-1 
v-1 1 3 0 f(x,s)<{ts· .,- pP'I'vl"pP , V sE [0, so] 
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Observação 2.3. Como w(O) = 
da solução do problema ( Pc). 
· c = s0 a existência de s0 é garantida pela existência 
Seja Se > O um número real tal que 
(2.12) 
onde .\1 = .\1(p, B1), pela Proposição 2.11 temos que O< se::; s0 , ou seja, f intercepta ao 
menos duas vezes o gráfico de .\1sP-1 Então 
logo, 
Se 1-k =O em (2.13) temos que 
De (2.13) temos que 
so 
1 
> I . 
- (.\1- J-k)l p-1 
1 
Mo 2: .\r e por (2.11) resulta que 
.\ (p B ) > __l!_Nlfp-I 
1 ' 1 - 1 p-
lim M" = +oo. 
f.L-Àl 
2.4 Um Teorema Importante 
(2.13) 
Seja f E V' (O) tal que f -1 O, pela parte (i) do Teorema 2.6 temos que f E V' (0*). 
Consideremos então os seguintes problemas de Dirichlet 
em O 
sobre éifl 
e 
em O* 
sobre éifl* 
Pelo Lema 1.17 temos que u E W.i·P(fl) e v E W.i·P(Q*) são soluções fracas únicas de (Pt) 
e (Pr) respectivamente. Além do mais 
algum a E (0, 1). 
Observemos que se f 2: O pode-se concluir ainda que u > O em fl e que ~~ < O sobre 3fl. 
outro lado, como fl* é uma bola e f* 2: O temos que 
v E C 1•"(fl*) algum a E (0, 1) 
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v> O em 
a v 
e - <0 em [)v 
Ver Observações 1.8 e 1.9 respectivamente. 
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A seguir enunciaremos um que será muito usado no decorrer do capítulo, e 
diferentemente do que foi feito nas seções anteriores, aqui enunciaremos e demonstraremos 
primeiro os lemas necessários para sua demonstração, que só será feita no final da seção. 
Teorema 2.12. Seja f E V' (!1), e sejam u E WJ·P(!l) e v E W~'P(!l*) soluções fracas de 
( Pf) e (Pr) respectivamente. Então 
u* ::; v em 
No caso p = 2, o Teorema 2.12, foi provado por Talenti [28] e por Lions [23]. A demon-
stração de Lions dispensa o uso das Desigualdades Isoperimétricas usadas por Talenti na 
sua demonstração. Aqui nos seguiremos as ideias usadas por Lions. 
Sem perca de generalidade podemos supor que, f 2: o. De fato, seja u E w~·P(!l) 
solução fraca do problema 
em n 
sobre an 
A existência de u é garantida pelo lema 1.16. É claro que 
então u :S u em !1, pelo Principio de Comparação Fraca, logo 
u* ::; (ií)* em !1*, (2.14) 
pela parte (í) da Proposição 2.4. Assim, provando que (u)* ::; v em 0*, de (2.14) temos 
que 
u* :S v em !1*. 
A seguir demonstraremos alguns resultados preliminares que nos auxiliaram na demon-
stração do Teorema 2.12. 
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A solução v E wJ·P(fl*) do problema (Pr) é radialmente simétrica 
estritamente decrescente. 
Lembremos que v é o mínimo global do funcional <P associado ao 
problema (Pr ). Pela parte (iii) do Teorema temos que E WJ·P(fl*), e pela parte 
(i v) Proposição = f*, então usando e ( iii) do Teorema 
<P(v) < <P(v*), 
1 
p 
1 
< -
p 
<I>( v), 
I'Vv*IP dx- f*· v* dx 
lvviP dx-
' ' 
ou seja, <I>( v) <I>( v*). Pela unicidade da solução de (Pr) concluímos que v= v*. 
Como v(x) é uma função que depende somente do raio r= lxl (a denotaremos por v( r)) 
será solução do seguinte problema 
{ 
_ (rN-l'Pp(v'))' = rN-1 f* 
v'(O) =O= v(p) 
em(O,p) 
onde pé o raio da bola !1*. Como f*> O temos que rN-l'Pp(v') é estritamente decrescente, 
conseqüentemente 'Pp(v') <O para todo r E (O,p), daí concluímos que 
v'(r) <O para todo r E (0, p). 
Lembremos que o volume da bola de raio pé Vol(Bp) = pNWN e sejam, 
f.L(t) med{x E !1: u(x) > t} e v(t) = med{x E !1*: v(x) > t}, 
as funções de distribuição de u e v respectivamente. Estas funções são monótonas de-
crescentes, então f.L e v são funções diferenciáveis q. t. p. em JR+. No que segue, e para 
simplificar omitiremos nas derivadas a notação q.t.p. 
Lema 2.14. Sejam u e v soluções fracas de (Pt) e (Pr) respectivamente, então verificam-
se, as seguintes desigualdades 
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(a) _!}__ (1 /'Vu? dx) :S r . J(x) dx::; r J*(x) dx. 
{u>t) J{u>tl J{u'>t) 
d (1 ) ( d l/p' r d (1 ) 11/p (b) ----:;: /'Vu*l dx :S - 11 11-- /Vu/P dx 1 . de {u'>t) \ dt L dt {u>t) J 
(c) _!}__ (1 /'Vu*/ dx) = wj;{TV 11(t) 1- 1 /~'I 
dt {u'>t) 
pfp' 
(d} (N w'i:N v(t) 1- 11N)P' = (- dv) ( r J*(x) dx) 
\ dt J{v>t) 
{ 
O:O<s<t 
F,,h(s)= s-t ; t<s:St+h 
h ; s > t +h. 
--+ JR+ definida 
Como f 2: O temos que u > 0 em !1, então Fi,h(u) E W~·P(!1), e também 
'VFi,h(u)={ \lu; t<u:St+h 
O ; em outro caso. 
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Parte (a): Multiplicando a equação em (P1) por Ft,h(u) e integrando por partes temos 
que 
(2.15) 
e 
r f(x)Ft,h(u(x)) dx = r f(x)(u(x)- t) dx +h r f(x) dx. (2.16) 
Jn J{t<u:;t+h} J{u>t+h) 
Então, de (2.15) e (2.16) resulta que 
1 (u~)-t) 1 f(x) dx+ f(x)dx { t<u:;t+h} h { u>t+h) 
< 1 f(x)dx+1 f(x)dx 
{ t<u:;t+h} { u>t+h} 
(2.17) 
1 f(x) dx. {u>t) 
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Por outro lado 
-- lvuiP d (1 dt {u>t) · ' - -lim~ (1 lvu[Pdx-1 h-O h {u>t+h). . {u>t) 
lim 
11 [vuiP dx) . 
h-O h {t<u:St+h) . . 
então, usando (2.17) temos que: 
-: (1 [vufP dx) ::; 1 f(x) dx. 
t {u>t) {u>t} 
(2.18) 
que, parte 2.6 
1 f(x) dx - 1 f(x)X{u>t}(x) dx, {u>t) 
< 1 f*(x) (X{u>t) )* (x) dx 
(2.19) 
- 1 f*(x)X{u'>t)(x) dx 
- 1 j*(x)dx. 
{u•>t} 
Finalmente, de (2.18) e (2.19) temos o resultado. 
Parte (b): Primeiro observemos que 
-- [vu*l dx = hm - [vu*[ dx . d (1 ) . (11 ) dt {u•>t) h~o h {t<u•:;t+h) 
Agora, como Ft,h é crescente temos que (Ft,h(u))* = Ft,h(u*), pela Proposição 2.5. Então 
(2.20) 
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pela parte ( iii) do Teorema 2.6. Usando a Desigualdade de Holder e (2.20) temos que 
1 ivu'idx < {t<u"~t+h} ' 1 - 1/p' (1 dx) (1 lvu*IP { t<u* $_t+h} { t<u* $_t+h} 1/p 
dx) I v F,,h(u*)IP dx ) 
1/p 
1/p 
- [,U(t)- ,U(t + 
daí 
_dd (1 lvu*ldx) 
t {u">t) 
< (- d,U) 1/p' (lim ~ 1 lvuiP dx) 11P 
dt h~o h {t<u:St+h} 
_ _!!:_ -- lvuiP dx ( d ) 
1
/P' [ d (1 ) ] 1/P 
dt dt {u>t) 
Parte (c): Lembremos que para cada t 2': O, o conjunto 
{x E fl*: u*(x) > t} = Bz(t)(O), 
é a bola de centro na origem e raio z = z(t). Seja u*(x) w(r) com r= lxl, então 
1 1z(t) ( dw ) lvu'(x)l dx = NwN --(r) rN-1 dr, {u">t} o dr (2.21) 
pois w é decrescente em (0, +oo), isto é, ~~ ::; O. 
Por outro lado, observemos que para cada t ?: O, w(z(t)) = te ,U(t) = WN(z(t))N 
Assim, fazendo a mudança de variável r= z(s) em (2.21) resulta que 
1 lvu'(x)l dx = NwNj+oo[z(s)]N-1 ds {u">t} t (2.22) 
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logo, como 
r (t. )] 1/N 
= li!:..._,:_ temos 
WN 
_dd (j Jvu'(x)l dx) 
t \ 'u'>t\ l . 
Parte : Seguiremos por Passos 
_!:._ (Nwcc dt 1 ~ 
[z(t)]N-1 
( \ 1 !L t; z(t) 
N JL(t)l-l/N wj,/N 
[z(s)]N-1 ds) 
Passo 1 Trocando u por v na desigualdade em (a) obtemos igualdade. 
De fato, 
_!:._ (j JvvjP dx) 
dt {v>t) 
hm- jvvjP . 1 (j ) 
h~o h { t<v:St+h} 
- lim (j j*(x) (v(x)- t) + j j*(x)) 
h~o {t<v:St+h) h {v>t+h} 
- j f*(x)dx, 
{v>t) 
(2.23) 
pois 
1
11 j*(x) (v(x)- t) dxi < 
{t<v:St+h) h j IJ*(x)l dx {t<v:St+h} 
< lf*(ü)l j dx--+ o. 
{t<v:St+h) 
Passo 2 Trocando u* por v na desigualdade em (b) obtemos 
_!:._ (j jvvl dx) = (- dv) l/p' [-!:._ (j jvvjP dx)] l/p (2.24) 
dt {v>t} dt di {v>t) 
De fato, fazendo a mesma mudança de variável que em (2.22) temos que 
e 
j Jvv(x)l dx = NwNJ+oo[z(s)]N-l ds, 
0>0 t 
j Jvv(x)IP dx = NwN {v>t) lv'(z(s))IP-1 [z(s)]N-! ds. 
(2.25) 
(2.26) 
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Derivando (2.25) e (2.26) temos 
_dd ( r jvv(x)l dx) = 
t J{v>t) 
[z(t)]"'v-r (2.27) 
e 
_:!_ (r lvv(x)IPdx 1 = NwNiv'(z(t))ip-l[z(t)]N-l (2.28) 
J{v>t) J 
respectivamente. Por outro lado, como v(t) = wN[z(t)V" então 
dv N- I dt (t) = Nwn[z(t)] - z'(t). 
dv) lfp' r d (J . )] l/p 
- i-- lvv(x)!Pdx = 
dt L dt {v>t} 
{-NwN[z(t)]N-I z' (t)} lfp' { NwNiv' (z(t)) lp-l [z(t)]N-l} l/p 
- N wN[z( t) ]N -llz' ( t) 11/p'iv' ( z( t)) 11/p' 
NwN[z(t)]N-l, pois v'(z(t)) · z'(t) = 1 
- _dd (r lvv(x)ldx)' 
t J{v>t} 
que é o que nos queríamos provar. 
Passo 3 Trocando u* por v em (c) é imediato que 
d
d ( r I v vi dx) = N w~N v(t)l-l/N 
t J{v>t} 
Passo 4 Substituindo (2.30) em (2.24) temos que 
N w~N v(t)l-ljN = (- dv) ljp' [-i ( r lvviP dx)] ljp 
dt dt J{v>t} 
e usando (2.23) resulta que 
( N w~N v(t)l-I/NY' = (- dv) ( r f*(x) dx)p' fp. 
dt }{v>t) 
(2.29) 
(2.30) 
CAP. 2 e EXISTÊNCIA DA SUPER-SOLUÇÃO 59 
Verifica-se a seguinte igualdade 
r f*(x) dx = r'"(t) f* ((~) 1/N) ds. 
J{u*>t} Jo WN (2.31) 
Como {x E !J: u*(x) > t} = Bz(t) então 
r f*(x) dx = NwN t(t) f*(r)rN-l dr. 
J{u'>t) Jo 
( 
\ 1/N . 
Fazendo r= w:,) e lembrando que 11(t) = wN(z(t))'" temos o resultado. 
Fazendo = t*((·-s )líN) em J \ WN / -' temos que 
r f*(x) dx 
J{u'>t) 
rt-t( t) 
}
0 
,P(s) ds. 
Substituindo u* por v na igualdade acima obtemos 
1 l v(t) j*(x) dx = ,P(s) ds. {v>t) O 
Demonstração do Teorema 2.12 : 
Seja E > O um número suficientemente pequeno, e definamos a função 
F: [E, med(!J)]--+ lR por 
F(>.)= (N wj.fN ~1-1/N)p' ([' ÇJ(s) ds r'/p 
É claro que F é positiva e continua em [s, med(!J)]. 
Substituindo (c)P' em (b)P' do Lema 2.14, depois usando (a)P'/p e a Observação 2.4 
temos 
( _d!l) [-!!.. (r I'VuiPdx)]p'fp dt dt }{u>t) 
< (- dd!l) ( r f*(x) dx)p'fp 
t J{u*>t) 
( 
d!l) (l'"(t) ) p' fp 
- -- o(s) ds 
dt o 
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1::; d:)F(Jk(t)) 
outro lado, da parte (d) do Lema 2.14 e da Observação 2.4 temos que 
1 = (-~) F(v(t)). 
Portanto 
( d:) F(tt(t))::; ( ~) F(v(t)). (2.32) 
- dF F uma função tal que dt = em (e, med(!l)), então 
E ( (0, med(!l)J), 
(ii) é estritamente crescente, pois F > O. 
Então, de (2.32) temos que 
d - d -
dt (F o tt) ::; dt (F o v). (2.33) 
Integrando (2.33) de O a t temos que 
F(f.L(t))- F(J.L(ü))::; F(v(t))- F(v(O)), 
e como tt(O) = v(O) = med(!l) resulta que 
F(f.L(t))::; F(v(t)). 
Daí concluímos que f.L(t) ::; v(t) (pois F é estritamente crescente), isto é 
J.L(t) = med{x E !1*: u*(x) > t}::; med{x E !1*: v(x) > t} = v(t) Vt 2': O. (2.34) 
Afirmamos que a desigualdade em (2.34) implica que u*(x) ::; v(x) em !1*. De fato, 
suponhamos que existe xo E !1* tal que u*(x0 ) > v(x0 ). Se v(x0 ) = t0 então u*(x0 ) > t 0 . 
Como u* é decrescente, existe x1 > x0 tal que u*(x0 ) > u*(x1) = t0 , logo 
v( to) < f.L(to), 
contradição com (2.34). 
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2.5 Super-solução num Domínio Geral 
seção determinaremos a condição sobre f que garanta a existência da super-solução 
estrita para o problema (P), com Q C Jll?.N um domínio limitado com fronteira 8Q 
classe 
Teorema Sejam u, v E VV~'P(Q) soluções fracas de, 
(P~") { -Ê>pU MiuiP-2u + 1 emQ 
u o sobre an 
(P;) { 
-f:> v +1 p em 
v - o sobre 8Q* 
onde O :S J,t < À1(p, Q*). Então 
u* :S v q.t.p. em Q* 
Demonstração: Se J,t = O o resultado é imediato por uma aplicação direta do Teorema 
2.12. Suponhamos então, que O < fL < >.1(p, Q*). Observemos primeiro que u0 O 
e v0 = O são sub-soluções de (PI') e (P;) respectivamente, e a seguir consideremos os 
seguintes problemas de Dirichlet: 
(Pl) { -Llpu1 = 1 em Q 
UJ = 0 sobre 8Q 
e { 
-Llpv1 = 1 em Q* (Pl) 
v1 = O sobre 80* 
onde u1 e v1 são soluções fracas únicas e positivas de (P1) e (P{) respectivamente (ver 
Lema 1.17), então 
ui :S v1 q.t.p. em 0*, (2.35) 
pelo Teorema 2.12. Lembremos que 'Pp(s) isiP-2 s. Agora, seja w2 solução fraca do 
problema 
(JL'Pp(ul) + 1)* em Q* 
O sobre âfl*, 
e seja v2 solução fraca do problema 
o sobre 8fl*. 
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Por e da Proposição 2.4, pela Proposição e por (2.35) temos que 
lwn (u \ • \r'Yp 1; ' 
então 
em Q*, 
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(2.36) 
pelo Principio de Comparação Fraca(Lema 1.18). Por outro lado, consideremos o seguinte 
problema 
/l'Pp(u!) + 1 em n 
u2 - O sobre 
aplicando o Teorema 2.12 a (P2 ) e (P2 ) temos que u2 :<:; w2 q.t.p. em íl*, então, usando 
(2.36) concluímos que 
u!; S V2 q.t.p. em !1*. 
Continuando com este processo de forma indutiva construímos as seqüências {un};:'=1 e 
{ vn};:'=l• cujos elementos são soluções fracas dos problemas: 
(Pn) { 
-Ó.pUn - J.l"Pp( Un-1) + 1 em n 
Un o sobre aí! 
(P:) { 
-Ó.pVn /h'Pp( Vn-d + 1 em íl* 
Vn o sobre 8!1* 
respectivamente, tais que: 
u* <v n- n q.t.p. em íl*. 
Daqui para frente, para simplificar, escreveremos h(·) = /.l'Pp(·) + l. É claro que h(-) é 
uma função crescente. Observemos que a existência e a unicidade das soluções de (Pn) e 
(P;;) são garantidas pelo Lema 1.17. 
Continuaremos a demonstração do teorema por passos: 
Passo 1: O< v1 :<:; v2 :<:; ... ::; Vn::; ... ::; v em íl*. 
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Como vo = O, é claro que h( v0 ) = L Pelas observações ao Lema 1.17 temos que v1 > O, 
então -upv1 = < h(v1) = -Úpv2 , pelo Principio de Comparação Fraca 
O<v1:S:vz em 
Continuando com este processo forma 
Por outro lado, sabemos que v > O em fl* então 
<h( v)= -L,~IL 
daí, pelo Principio de Comparação Fraca 
O< v1 ::; v q.t.p. em fl* 
Continuando com este processo de forma indutiva concluímos que 
O< Vn::; v, q.t.p. em fl*, 1;/n E IN, 
daí a afirmação. 
Seja Vn E w5·P(fl*) solução fraca de (P~), então 
(2.37) 
Fazendo 'P = Vn em (2.37) ternos que: 
r lvvniPdx = r h(Vn-l) · VndX::; r h(vn) · VndX = f.t r lvniPdx + r VndX ln- ln- ln· ln· ln· 
pois h(·) é crescente. Por outro lado, corno r lvniP dx ::; ,1 r lvvniP dx, onde Ãj = Jn- "1 ln· Ãj(p, fl*), ternos que 
r lvvnlp dx :S: f.t r lvnlp dx + r Vn dx :S: ~ r lvvnlp dx + r Vn dx, Jn- ln- ln· À1 ln· Jn-
então 
CAP. 2 e EXISTÊNCIA DA SUPER-SOLUÇÃO 64 
v dx ::; 
Daí 
ou seJa, 
< onde = C(p, 'f-1, , med(IJ*)) 
Pelo Passo 2 existe uma subseqüência Vnk que chamaremos Vn, tal que Vn -'- V em 
w~·P(IJ*). A Imersão de Sobolev w~·P(iJ*) CC JJ'(IJ*) nos garante que Vn -t v em 
JJ'(IJ*). Observemos que 
(-LlpVn,Vn-V) - 11vvnlp-2'Vvn·v(vn-V)dx 
n· 
- 1 h(vn-l) · (vn- V) dx 
n· 
< 1 h( Vn) · ( Vn - V) dx 
n· 
< I Ih( Vn) IILP' (n•) llvn - VIILP(l:l•), 
e como llh(vn)IILP'(n•)::; Cl, onde cl = (11llvii1:0\n•) + 1). med(IJ*), temos que 
( -LlpVn, Vn- V) ::; cl llvn- VIILP(l:l•), 
portanto 
Usando o fato de que -L>.P satisfaz a condição (S+), Lema 1.13, obtemos que 
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4: é solução de 
Sabemos que Vn é solução fraca de (P~), então 
E 38) 
Como Un ---+ em V ( fl*) então <pp ( Vn- r) -+ em V' (fl*), ver Corolário A.4, temos 
que 
h(V) · <pdx-
< 
ou seja 
ilcn i1r ---+ o, 
(2.39) 
Por outro lado, como 'Vvn -+ 'VV em (V(fl*))N implica que <çp(vV) -+ 'Pp('Vvn) em 
(V' (fl*))N, ver Observação A.2, então 
lfn.1vVjP-2vV · v<pdx- fn.ivvnjP- 2\lvn · v<pdxl:::; 
< r I'Pv('VV)- 'Pv('Vvn)ljv<pj dx ln· 
ou seja 
r 'Pp('Vvn)v<pdx -t r 'Pp(vv)v<pdx Jn,. ln* (2.40) 
Finalmente usando (2.39) e (2.40) em (2.38) temos que 
r jvVjP-2vV · v<p dx = r (J.t!VIp-2V + l)<p dx, Jn,. Jn,. 
ou seja, V é solução fraca de (P;). Pela unicidade da solução, ver Teorema 2.9, concluímos 
que V= v. 
Esta afirmação prova-se seguindo os mesmos passos acima para a solução Un do prob-
lema (Pn), e observando que: 
CAP. 2 • EXISTÊNCIA DA SUPER-SOlUÇÃO 66 
(i) o< ::; ... ::; u* em íl*, usando (i) Proposição 
(ii) I lu~ II ::; C, para C= C(p, À i, p,, I lu* , med(íl*)), usando (i) e (iii) do Teorema 
em íl*. 
Como Vn -+v em W~'P(íl*), pela imersão de Sobolev W~'P(fl*) <-+ V(Q*) temos que 
Vn -+ v em IJ'(Q*), daí, existe um subseqüência Vn• tal que Vnk -+ v q.t.p. em !1*. 
Portanto 
em 
q.t.p. em Q*. 
Finalmente, como u~ ::; Vn q.t.p. em Q* é imediato que 
u* ::; v q.t.p. em Q*. 
Proposição 2.17. Suponhamos que f: Q x JR+-+ JR+, satisfaz a seguinte condição: 
Existem números s0 > O e O ::; p, < ,\1 (p, Q*) tais que : 
f(x, s) < p,sP-l + ( , ~ )p-l, V sE [0, s0] 
pP I'PP 
onde p é o raio da bola Q*. Então, o problema ( P) tem uma super-solução estrita. 
Demonstração: Consideremos os seguintes problemas de Dirichlet, 
{ -Ll.Pw - p,jwjP-2w + d'-1 em f? w 
- o sobre an 
{ -Ll.Pv p,jvjP-2v + cp-1 em Q* v o sobre 8Q* 
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onde c > O é uma constante. Como u e w são soluções de ( Pc) e ( Pc•) respecti'varneJlte, 
temos que 
em !1 
+1 em 
Pelo Teorema 2,16 temos que 
q,t,p, em !1*, 
Usando (iii) da Proposição 2A junto com a Observação 22 resulta que 
daí 
1 . 1 ' O < -w' < -v < ri' lvi p c -c- ~<P em 
Por outro lado, como llw*IIL=(n•) = llwiiL=(n), (parte (i) do Teorema 2.6) temos que 
' O:::; w:::; crf' M,Pp, 
so 
Escolhendo c = 'M temos que 
{iP l'pP 
f(x,w) < ftWp-l + ( .: )p-l 
{fP I'PP 
daí w é super-solução de (P). Prova-se que w é uma super-solução estrita seguindo as 
mesmas idéias que na prova da Proposição 2.11. 1111 
A seguir mostraremos como uma solução de 
{ 
-L:!. u (Pa) Pu f(u) em n 
o sobre en 
pode ser obtida a partir da solução de 
em !1* 
em íl* 
sobre aí!* 
Aqui vamos a supor as seguintes condições sobre f 
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f : -+ JR+ localmente lipschitziana 
(!2') inf f(s) > 
s--.0+ sP-l 
(p, 
Seja f : JR+ -+ JR+ uma função crescente que satisfaz e 
Suponhamos que o problema (Pa*) tem uma solução v E n C1·"(í1*), algum 
a E (0, Então o problema (Pa) tem uma solução minimal !f e 
em í1, 
onde :y_ é solução minimal de (Pa*). 
Demonstração: Seja ~1 a autofunção correspondente a .\1 (p, í1*) que 
~1 >O em í1* e 1 
Usando (!2 1) temos que uo = êrf;1 é sub-solução de (Pa) e v0 77r/J1 é sub-solução de 
(Pa*), então 
em fl*. (2.41) 
Agora consideremos os seguintes Problemas de Dírichlet 
e (Pai) { 
(f(uo))* fl* 
onde u 1 e w1 são soluções fracas únicas e positivas de (Pai) e (Pa1 ) respectivamente. 
Então, 
ui :::; w1 em fl*, 
pelo Teorema 2.12. Consideremos agora o seguinte problema de Dirichlet 
f(vo) í1* 
âí1* 
onde v1 é a única solução positiva de (Pai). Como f é crescente usando a Proposição 2.5 
temos que (J(uo))* = f(u0):::; f(vo) em fl* ou seja 
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Pelo Principio de Comparação Fraca concluímos que 
Continuando este processo de forma indutiva construímos as seqüências { un} e { vn} cujos 
elementos são soluções fracas dos problemas 
respectivamente, tais que 
e 
u* <v em n- n 
Seguiremos a demonstração por passos: 
(Pa~) { 
Passo 1: O:':: Vo :':: v 1 :':: ... :':: Vn :':: ... :'::v em ít*. 
Como -f).pvo < f(vo) = -f).pv1 então v0 :':: v1 em fl*. Agora, usando que f é crescente 
temos que - f).P v1 = f ( vo) :':: f (v1) = - f).P v2 então v1 :':: v2 em ít*. Continuando este 
processo de forma indutiva temos que 
O :':: vo :':: v1 :':: ... :':: Vn :':: . . . em fl*. 
Como - f).P v 2: O em fl*, então ~~ < O sobre é)ít*, pelo Lema de Hopf, assim para um 
'f/ > O apropriado temos que v0 :':: v. Observemos que v é em particular uma super-solução 
de (Pa*). Usando que f é não-decrescente temos que -f).pv1 = f(v0 ) :'::f( v)= -f).Pv, 
então v0 :':: v1 :':: v em fl*. Continuando de forma indutiva com este processo temos o 
resultado. 
Como Vn é solução de (Pa~) e f é crescente então 
r l"i7vnlp dx = r f(vn-l)vndx :':: f(ko). ko. med(fl*), },.,. },.,. 
onde k0 = maxv(x). Logo 
xE!1"' 
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existe uma subseqüência que chamaremos Vn 
Pela Imersão de Sobolev Vn _, em (!1*). Como 
Vn- V) = dx 
então 
Finalmente, usando que - i'::.p satisfaz a condição ( S+) temos o resultado. 
Passo 3: é solução de (Pa*) 
Lembremos que 
Como f é continua e Vn-> V q.t.p. em fl* então 
llJ(V)(f?dx-lJ(vn-l)(f?dxl < l.lf(V)-f(vn-dl·IY?Jdx 
< llf(V)- f(vn-l)I!L=cn•) L IY?l dx-> O. 
Por outro lado, como 
(ver Passo 4 da demonstração do Teorema 2.16) então a afirmação é imediata. 
Passo 4: V é uma solução mínima! de (Pa*) 
Esta afirmação é imediata pois para todo n E lN temos que v0 (x) ::; vn(x) ::; v(x) 
q.t.p. em fl* implica que 
vo(x) :S (limvn(x) V(x))::; v(x) q.t.p. em 
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5: é solução minimal de (Pa) 
Seguindo as mesmas ideias que no Passo 2 temos que 
O< uo ~ U1 ~ -·- ~ Un ~ ... q.t.p. em 
Observemos que neste caso não temos uma super-solução para (Pa), porém pela 
do Teorema 2.6 temos que 
Usando esta estimativa resulta que 
fnivuniP dx = f(un-1)- Un dx ~ · ko · med(<J) 
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ou seja llunllw~·P(n) ~ ctte. Continuando da mesma forma que no Passo 3 e no Passo 4 
concluímos o resultado. 
Passo 6: U* ~ V q.t.p. em !1* 
A prova desta afirmação segue as mesmas idéias que no Passo 6 na demostração do 
Teorema 2.16. 11 
Corolário 2.19. Seja h : JR+ -> JR+ uma função crescente satisfazendo as hipóteses (fl') 
e (!2'), tal que 
f1(s) > f(s) para todos E JR+ 
Suponhamos que o problema 
(PajJ { 
-/:,.Pv - h(v) 
v - o 
em !1* 
sobre 8!1* 
1 1 -tem uma solução v E W0 'P(O*)nC ·"(!1*). Então o problema (Pa) tem uma super-solução 
estrita w. 
Demonstração: Como f 1 é crescente e satisfaz (fl') e (!2'), pelo Teorema 2.18 temos 
que o seguinte problema 
h(z) em!1 
z - o sobre 8!1 
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tem uma solução mínima! w tal que ::; !d. em fl*, onde !d. é a solução mínima! (PajJ 
é possível pois v > O em , pelo Principio do Máximo de Vazquez. É imediato que 
w é uma super-solução de (Pa). Afirmamos que w é uma super-solução estrita. De fato, 
seja ?j; E C~ tal que ?j; 2: O e ?j; i= O, então 
dx > dx 
daí a afirmação. 11111 
" APENDICE A 
Uma Desigualdade Importante 
Lema A.l. Seja p > 1. Existe uma constante Cp >O tal que, para todo s1, s2 E JRN, 
onde(·,·) é o produto interno usual em JRN 
cpls2- s1IP 
ls2-s1l2 
Cp ls2l + lsll)2-p 
se p 2: 2 
se p :S 2, 
Demonstração: A demonstração deste lema pode ser encontrada em [27]. 
Proposição A.2. Sejam u1, u2 E W01·P(fl), onde p > 1, então 
Demonstração: Dividiremos a prova em dois casos: 
Caso p 2: 2: Neste caso, o resultado é uma aplicação imediata do Lema acima. 
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Caso 1 < p ::; 2: Usando a Desigualdade de Hõlder temos que 
< 
Então, usando o lema acima temos que 
< (2-p)jp 
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(2-p)/2 
daí o resultado. 111 
Observação A.l. A desigualdade acima, pode ser escrita em termos da norma em 
wJ·P(Q). De fato, como 
então 
Logo, 
(fn (jvu1l + lvu2I)P) l/p - lllvu1l + lvu2IIILP 
< llu1ll + lluzJI, 
1 1 
(fn(ivull+lvuzi)P)l/p?: llulll+lluzll. 
C, !luz u1JIP 
c Jlu2 u1JI 2 
P (JJuzJI + llu1JI)2 P 
se p?: 2 
se p ::; 2. 
Definamos a função 'Pp: lR-> lR por 'Pp(s) = JsJP-2s. Observemos que 'Pp o 'Pq =ide 
'P q o 'PP = id, onde ~ + ~ = 1. 
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Seja p > L Existe uma constante ê;, > O que, pam todo t 1 , E 
se p ::; 2 
se p ;:: 2, 
Demonstração: Usando a desigualdade triangular no Lema A.l para 1 < q < +oo 
temos que 
I c,("l ~ ,,(">)! 2 { c ls2 - s1lq-l q . ls2- s1l 
para s 1 Sz. Para i = 1, 2 seja 
A conclusão do Lema é obtida pela consideração dos seguintes casos: 
1 Caso 1 (q;:: 2): Usando (A.l) e o fato de p- 1 = ;z---1 temos que 
itz- t1lp-1 ;:: ~- 1 I'Pp(t2)- 'Pp(t1)1. 
Caso 2 (q::; 2): Usando (A.l) temos que 
Usando a desigualdade 
temos que 
cqi'Pp(t2)- <pp(t1)l < lt2 -tii(Itzlp-l + lt1IP-1)2-q 
< it2- t1i(it21 + itll)(p-1)(2-q) 
lt2- td(lt2l + itliY-2 
(A.l) 
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Cp lin1- n2ll~;fn) 
Cp lln1 - n2 ( [ILP(íl) + I' )p-2 J!LP(Q) p ?:2. 
Seja p' que l + 1, = L Pela Proposição A.3 temos que p p 
.P
1 11 llp-l CP lij Uz LP(fl) 
; p ?': 2. 
desigualdade acima temos que o caso p :S 2 esta provado, assim, nos resta provar o 
caso p ?': 2. Pela Desigualdade de Holder temos que 
(r )~~ (r )~(i6y ;
0
ln1- n2[P Jn (lu!]+ lu2 I)P 
1Ju1- n2llfP(fl) 1Jiu1l + ln2111{;(;)2) 
I I ( 2) 
< 1Ju1 nzii~P(íl) (llu!]JLP(íl) + llnzllvcnJ)P p- . 
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Observação A.2. Sejam vu1 , vu2 E (V'(!l))N, isto é, para cada 1 :Si :S N tem-se que 
~ !b!a. E V'(!l). Então Ôxi 1 8xí 
{ Cpllvnz- vnl]i(iP\íl))""' 
Cp IJvuz- VUiif(LP(íl))N(IIvnlii(LP(fl))N + llvnzii(LP(fl))N )p-Z 
"' APENDICE B 
Alguns Resultados Importantes 
Proposição B.l (Principio Variacional de Ekeland). Seja X um espaço métrico 
completo e i!? : X -> lR U { +oo} um função semicontinua inferior que é limitada por 
baixo. Seja E > O e u E X dado, tal que 
Então, dado .\ > O existe u-" E X tal que 
d( UA, ii) :S .\ 
E 
il?(u;,) < il?(u) + ;:d(u,uÀ), Vu =f. u-". 
Demonstração: Ver [13]. 
Proposição B.2 (Teorema do Passo da Montanha, Ambrosetti-Rabinowitz [4]). 
Seja X um espaço de Banach e i!? : X -> R um funcional de classe C1 que satisfaz a 
condição de (PS). Seja S um subconjunto fechado de X que o disconecta. Sejam x0 , x 1 E 
X que estão em componentes conexas distintas de X. Suponhamos que i!? é limitado por 
baixo em S, isto é, 
77 
CAP. B e AlGUNS RESUlTADOS IMPORTANTES 
Seja o conjunto 
então 
r= E C([O, 1]; X) I At(O) = Xo e 
c= inf max il>b(t)), 
"IEf tE[O,J) 
é tal que c > -oo e é um valor crítico. Isto é, 
= x;}, 
3io E X tal que i!>(io) =c e i!>'(io) =O. 
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