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1. Motivation
Over the last fifty years a huge effort in both experimental and theoretical physics has been
made to shed light on the internal structure of the constituents of nuclei, the protons and
neutrons. In the 1960s, it was Murray Gell-Mann [1], and independently Georg Zweig [2],
who proposed the quark model originally as a classification scheme for the large number
of different hadrons identified in accelerator experiments by that time. In this model the
hadrons are no elementary particles but bound states of quarks and antiquarks. In 1969,
on the experimental side groundbreaking results were obtained at the Stanford Linear Ac-
celerator Center (SLAC), where high-energy electrons were scattered off a nuclear target in
a so-called deep-inelastic scattering (DIS) experiment. The measured data unambiguously
showed that the electrons interacted with point-like spin-1/2 particles within the protons,
which were called partons and later identified with the quarks in Gell-Mann’s model.
This observation laid the ground for the development of Quantum Chromodynamics
(QCD), the quantum field theory describing the strong interaction of color-charged par-
ticles which build up nuclear matter, namely quarks and gluons. However, theorists were
facing immense problems in modeling the quarks’ and gluons’ behavior as they seemed
to posses ambiguous properties: On the one hand, the SLAC experiment suggested that
quarks in the proton behave as almost free particles on short time or distance scales, on
the other hand, all experimental efforts to detect isolated free quarks failed. More pre-
cisely, quarks and gluons can only be observed in color-neutral combinations, the hadrons.
This remarkable feature of strong interaction physics is referred to as color confinement.
The problem of the almost vanishing interaction at short distance scales was success-
fully resolved in 1973 when Gross, Wilczek, and Politzer [3, 4] discovered that QCD, as
a non-abelian quantum field theory, possesses another fundamental property: asymptotic
freedom. I.e. on large momentum scales or, equivalently, short time or distance scales the
strength of the coupling between quarks and gluons decreases and quarks and gluons be-
come quasi-free particles. This feature allows to treat the strong interaction perturbatively
as a power series in the strong coupling αs. Perturbation theory was then successfully ap-
plied to the derivation of corrections to the structure functions measured in the SLAC DIS
experiment. Later, advanced experimental setups enabled physicists to precisely measure
these corrections in DIS. The observed data clearly verified the theoretical predictions.
Due to this successful application to DIS, perturbative QCD was used to predict cross
sections for more sophisticated hadronic processes. However, perturbation theory is only
1
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valid if in the derivation of a hadronic observable the perturbatively calculable hard part,
i.e. the process associated with a large momentum transfer, is separated from the soft
part including the momentum distribution of quarks and gluons inside the hadron. In
field theory this separation is known as factorization. For inclusive processes, such as DIS
and the Drell-Yan process, elaborate factorization theorems have been worked out, while
for several exclusive hadronic processes reasonable factorization arguments exist, but have
not been proven to all orders. A factorized hadronic cross section σ can schematically be
written as a convolution,
σ = fH ⊗ σˆ, (1.1)
where fH is referred to as parton distribution function (PDF) and parameterizes the dis-
tribution of quarks and gluons in the hadron H. The hard-scattering function σˆ can be
calculated in perturbation theory as a series expansion in αs. For most processes cal-
culations of the hard-scattering function have been performed to leading order (LO) or
next-to-leading order (NLO) in the strong coupling. It turns out that the soft functions
are universal and do not depend on the considered hadronic process. This feature makes
perturbative QCD a powerful and indispensable tool in the exploration of the internal
structure of hadrons. In part I of this thesis we outline the fundamental concepts needed
for such a perturbative calculation, namely factorization, regularization and renormaliza-
tion. The framework which we introduce in principle allows to calculate hard-scattering
functions for any high-energy process involving strongly interacting particles.
By means of Eq. (1.1) an analysis of all available experimental data from different
hadronic processes can be employed to extract one set of universal parton distributions.
Several such global analyses have been performed to determine the parton distributions
of the proton to a very good accuracy [5–7]. The same approach has also been used to
uncover the internal structure of mesons, especially the pion. Due to its dual role as
the lightest quark-antiquark bound state and the Nambu-Goldstone boson of dynamical
chiral symmetry breaking in QCD it plays a significant role in strong-interaction physics.
It is therefore all the more regrettable that its internal structure is still rather poorly
known. The reason for that is the lack of reliable experimental data. Since the pion is
a short-lived particle, the experimental setup for measuring processes with a pion in the
initial state is more involved than for stable particles, such as the proton. Most of the
available information comes from Drell-Yan dimuon production. That is the production
of a virtual massive photon, which subsequently creates a pair of muons, in the collision
of two hadrons. These data have been analyzed using LO and NLO cross sections [8–11].
However, the behavior of the extracted pion PDFs is at odds with theoretical predictions
based on perturbative QCD and several low-energy effective models of hadronic structure
[12]. This discrepancy is an important long-standing problem in strong-interaction physics
and challenges our understanding of hadronic structure.
3In part II we try to resolve this issue. We find that in the kinematic regime accessed
by the available pion Drell-Yan data perturbative corrections beyond NLO are significant.
In the Drell-Yan process, the relation z = Q2/x1x2S = 1 sets a threshold for the partonic
reaction, where Q and
√
S denote the invariant mass of the lepton pair and the overall
hadronic center-of-mass energy, respectively, and x1 and x2 are the momentum fractions
of the partons participating in the hard-scattering reaction. Near the threshold the cross
section receives large logarithmic corrections of the form
αns
(
ln2n−1(1− z)
1− z
)
+
(1.2)
at the nth order of perturbation theory. These so-called threshold logarithms become
particularly important in the fixed-target regime, because here the ratio Q2/S is relatively
large. It then becomes necessary to take these large corrections into account to all orders
by resumming the perturbative series, a technique known as threshold resummation. For
the Drell-Yan process threshold resummation was originally derived by Sterman [13] and
Catani and Trentadue [14] more than 20 years ago. The techniques developed in these
seminal papers have later been extended and successfully applied to the resummation of
large logarithmic corrections in numerous other hard QCD processes. In this thesis, we
perform a new analysis of pion Drell-Yan data including threshold-resummation effects
in the calculation of the cross section. In contrast to all previous fixed-order analyses,
the extracted valence PDF of the pion agrees with predictions based on the QCD parton
model and perturbative QCD.
Part III of this thesis is dedicated to a quite different topic. We study so-called single-
spin asymmetries. These are asymmetric observables in high-energy processes with one
polarized initial-state particle. The phenomenology of single-spin asymmetries is gen-
erally different for transversely and longitudinally polarized particles. While large single
transverse-spin asymmetries were already measured in the 1970s in processes involving elec-
tromagnetic and strong interactions [15], single longitudinal-spin asymmetries in hadronic
collisions were only recently detected in parity-violating observables in the production of
W±-bosons at RHIC [16, 17]. Since in hadronic processes weak interaction is strongly sup-
pressed at momentum transfer Q  MW , parity-violating observables can generally only
be observed at very large momentum scales. By contrast, observed single transverse-spin
asymmetries are associated with so-called naive-time-reversal-odd (T -odd) observables,
i.e. quantities which change sign under simultaneous reversal of both spins and three-
momenta. T -odd effects are generally not forbidden in strong interaction physics and
may therefore also be detected in fixed-target experiments. To explain the large size of
the asymmetries theorists have developed certain QCD-based mechanism over the last 20
years, which rely on the use of transverse-momentum dependent parton distributions and
include higher-twist effects.
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However, higher-order perturbative corrections can also account for T -odd effects, even
in the longitudinally polarized case. Although these perturbative corrections are rather
small, the predicted T -odd single longitudinal-spin asymmetries can still be measured by
means of accurate experiments foreseen for the planned high-luminosity electron-ion col-
lider at RHIC (eRHIC), and may serve as a thorough test for the validity of higher-order
QCD predictions. In this thesis we calculate the lowest-order non-vanishing perturba-
tive contribution to the single longitudinal-spin asymmetry in semi-inclusive deep-inelastic
scattering and perform a numerical analysis of the results in the kinematic regime relevant
for the eRHIC project.
Part I.
Introduction
5

2. Foundations of Perturbative Quantum
Chromodynamics
In this first chapter, we present the general framework needed for perturbative calculations
in QCD. The starting point for our considerations is the Lagrangian density of QCD. As
for any quantum field theory, all properties of the respective theory can be deduced from
this single expression. Particularly, in perturbative QCD the Lagrangian serves as a ’book
of rules’: The so-called Feynman rules provide a framework, which allows to write down
an analytic expression for any given partonic process to any given order in perturbation
theory. The Lagrangian and the deduced rules are characterized by the symmetries of the
theory. The fundamental symmetry of QCD is SU(3) gauge symmetry. In Sec. 2.2 we
therefore study the properties of the group SU(3) and its underlying algebra. Section 2.3
deals with the running of the coupling αs in QCD. It exhibits asymptotic freedom, which
is a necessary condition for a perturbative treatment of gauge theories at high energies.
2.1. The Lagrangian
As mentioned above, the form of the Lagrangian density is determined by the symmetries
of the corresponding theory. For example, Poincare symmetry implies that the Lagrangian
density is invariant under Lorentz transformations and hence has to be a Lorentz scalar.
Another symmetry which is fundamental to QCD is SU(3) color gauge symmetry, i.e. the
Lagrangian density is invariant under a local SU(3) gauge transformation of the fermionic
(spin-12) quark fields Ψf (x),
Ψf (x)→ eigθa(x)taΨf (x), (2.1)
where θa(x) are position-dependent scalar functions with the index a running from 1 to 8.
The subscript f denotes the quark flavor. The generators of the gauge transformation ta
obey the commutator relation [
ta, tb
]
= ifabctc (2.2)
with fabc structure constants which define the underlying SU(3) Lie algebra. Respecting
both the Poincare and the SU(3) gauge symmetry, the classical Lagrangian density of
7
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QCD reads
Lcl =
∑
f
Ψ¯f (x) (iγ
µDµ −mf )Ψf (x)− 1
4
F aµν(x)F
aµν(x), (2.3)
where the sum runs over all active quark flavors f with masses mf . The vector Dµ denotes
the covariant derivative and is defined as
Dµ = ∂µ − igAaµ(x)ta, (2.4)
where the bosonic fields Aaµ are the massless spin-1 gluon fields. The field strength tensor
F aµν of these bosonic fields is defined as
F aµν(x) = ∂µA
a
ν(x)− ∂νAaµ(x) + gfabcAbµ(x)Acν(x). (2.5)
The third term in the field strength tensor implies that the gluon fields interact with
themselves, in contrast to the photon fields in Quantum Electrodynamics (QED), which
only couple to electromagnetically charged fermions. This self-interaction of the gauge
fields is due to the non-abelian character of the underlying gauge group SU(3), manifest
in the commutator relation in Eq. (2.2).
Owing to the invariance of the classical Lagrangian under gauge transformations the
gauge fields cannot be uniquely determined by physical observables. This freedom results
in an infinite number of possible gauge choices for the gluon fields. Quantization of the
Lagrangian of QCD, however, requires to eliminate those unphysical degrees of freedom.
This is done by adding a gauge-fixing term to the Lagrangian. Since we want the gauge
condition to be invariant under Lorentz transformations, we choose the covariant gauge
∂µAaµ = 0. This special gauge is implemented in the Lagrangian by adding the term
Lgf = − 1
2ξ
(
∂µAaµ
)
(∂νAaν) (2.6)
with a gauge parameter ξ. As physical observables are independent of the choice of gauge,
the value of the parameter ξ is arbitrary. It is convenient to choose ξ = 1, referred to as
Feynman gauge. The prize of a covariant gauge-fixing term in a non-abelian gauge theory
is that the unphysical degrees of freedom remain for the self-interaction of gauge fields.
To eliminate these degrees of freedom additional anti-commuting scalar particles, which
couple to the gluon fields, have to be introduced to the theory. This is done by adding the
ghost Lagrangian
Lghost = gfabcχ¯a∂µ(Acµχb)− χ¯a∂µ∂µχa (2.7)
with the anti-commuting Faddeev-Popov ghost fields χa [18].
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Altogether the Lagrangian of QCD in covariant gauge takes the form,
LQCD =Lcl + Lgf + Lghost
=
∑
f
Ψ¯f (x) (iγ
µDµ −mf )Ψf (x)− 1
4
F aµν(x)F
aµν(x)
− 1
2ξ
(
∂µAaµ
)
(∂νAaν)
+ gfabcχ¯a∂µ(Acµχ
b)− χ¯a∂µ∂µχa. (2.8)
From this expression our main tool in perturbative QCD, the Feynman rules, can be
deduced. They are defined from the action of the theory
SQCD = i
∫
d4xLQCD. (2.9)
In case the interaction of fields can be treated as a perturbation of the corresponding
interaction-free theory, it is intuitive to split up the action into two terms,
SQCD = S0 + Sint, (2.10)
where Sint contains all terms of the Lagrangian describing the interaction of fields. Of
course, a necessary condition for treating the interaction as a perturbation is that the
coupling between the fields is small. We will come back to this point later. The propagators
of the fields are now deduced from the free part S0 of the action. For example, the fermion
propagator is given by the inverse of the Dirac operator in momentum space,
iS(p) =
i
/p−m+ iη , (2.11)
where we use the symbolic notation /p = γµp
µ. The iη prescription in the denominator
preserves causality. Similarly, the propagator for the gluon fields is derived from S0 and
rules for the interaction of quarks and gluons (and ghost fields) are deduced from Sint. In
Appendix A.1 we present all Feynman rules and corresponding diagrams in QCD.
2.2. The Group SU(3)
As we have seen above, the symmetry under SU(3) gauge transformations is a striking
property of the QCD Lagrangian. Another classic example for a gauge theory is QED
and its local gauge group U(1). The properties of the gauge-group algebra can directly
be translated to the properties of the corresponding gauge fields. E.g. since U(1) is
an abelian group, the photons in electromagnetism do not interact with each other. By
contrast, SU(3) is a non-abelian group and hence self-interaction of gluon fields occurs.
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In the following, we state some major properties of the algebra and the representations of
the group SU(3). An extensive review on group theory can be found in Ref. [19].
Let us first consider the most intuitive and also most important representation of the
group SU(3): the fundamental representation. Group elements can be visualized as unitary
3× 3 - matrices with complex arguments and determinant 1,
U =


u11 u12 u13
u21 u22 u23
u31 u32 u33

 , UU † = 1, detU = 1. (2.12)
Due to the two constraints the matrix has 18−9−1 = 8 degrees of freedom. An important
property of a unitary matrix is that it can be expressed in terms of a hermitian matrix H
as
U = eiH . (2.13)
The determinant of the unitary matrix then takes the form
detU = eiT r(H). (2.14)
Each element of the group can be represented by 8 real numbers θa as
U = eiθ
ata , (2.15)
with the generators ta. As we have already stated above, the generators obey the SU(3)
Lie algebra
[ta, tb] = ifabctc. (2.16)
From Eq. (2.12) and Eq. (2.15) we see that in the fundamental representation the gener-
ators ta are expressed as a set of 8 linearly independent hermitian and traceless matrices.
In principle, there exists an infinitesimal number of sets of matrices satisfying Eq. (2.16).
The most convenient choice for the generators ta are the Gell-Mann matrices λ
a
2 defined
as
λ1 =


0 1 0
1 0 0
0 0 0

 , λ2 =


0 −i 0
i 0 0
0 0 0

 , λ3 =


1 0 0
0 −1 0
0 0 0

 ,
λ4 =


0 0 1
0 0 0
1 0 0

 , λ5 =


0 0 −i
0 0 0
i 0 0

 , λ6 =


0 0 0
0 0 1
0 1 0

 ,
λ7 =


0 0 0
0 0 −i
0 i 0

 , λ8 = 1√
3


1 0 0
0 1 0
0 0 −2

 . (2.17)
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In this context we state another important property of the Lie algebra which is very useful
for the calculation of color factors: The generators fulfill the Jacobi identity[
[ta, tb], tc
]
+
[
[tb, tc], ta
]
+
[
[tc, ta], tb
]
= 0. (2.18)
This representation, generated by 3×3 matrices, is called fundamental since the quantum-
mechanical state, on which the elements of the group act, has the least number of degrees of
freedom (in our matrix representation the state is a vector with three elements). The three
degrees of freedom are referred to as colors red (R), blue (B) and green (G). States which
belong to higher representations of the group SU(3) are obtained by coupling fundamental
triplets. The easiest way of coupling fundamental triplets is
3⊗ 3¯ = 1⊕ 8, (2.19)
where 3 denotes the fundamental triplet, 3¯ is its conjugate (referred to as anti-colors
carried by antiquarks). 1 is the color singlet (1/
√
3)(RR¯ + BB¯ +GG¯), which transforms
trivial under SU(3). 8 denotes the color octet, it transforms under the so-called adjoint
representation of the group. The generators of the adjoint representation are 8×8-matrices
satisfying the SU(3) Lie algebra, for example
(ta)bc = −ifabc, a, b, c = 1 . . . 8, (2.20)
where b and c denote the matrix indices. This procedure of combining multiplets is similar
to the coupling of spins in quantum mechanics. For example, coupling two spin-12 doublets
yields four possible states, the spin-0 singlet and the spin-1 triplet.
For the special unitary group SU(N), there exists a set of distinguished elements, the
Casimir operators, which commute with all generators ta of the algebra. The number of
these operators depends on the dimension N of the group. In the case of SU(3) there are
two Casimir operators, namely
C1 =
∑
a
tata, C2 =
∑
abc
dabctatbtc, (2.21)
where dabc are the so-called symmetric structure constants, which are defined by the anti-
commutation relation {
ta, tb
}
=
1
3
δab1+ dabctc. (2.22)
The eigenvalues of the Casimir operators are characteristic for the representations of the
group. When calculating color factors of Feynman diagrams we will often encounter the
Casimir operator C1 in the fundamental and adjoint representation. For our choice of
generators of the algebra, the operators C1 in the fundamental and adjoint representation
are diagonal 3× 3 and 8× 8 matrices, respectively,
(C1)F =
4
3
13×3 ≡ CF13×3, (C1)A = 318×8 ≡ CA18×8. (2.23)
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For arbitrary N the eigenvalues of the Casimir operator are given by
CF =
N2 − 1
2N
, CA = N. (2.24)
2.3. Asymptotic Freedom
By now, we have demonstrated some important properties of the QCD Lagrangian, but
we have not yet justified the validity of a perturbative approach to QCD. A perturbative
treatment can only be reasonable, if the coupling of quarks and gluons is small. The
observation of confinement, however, indicates that the forces between quarks and gluons
have to be strong. But, the fact that QCD is based on a non-abelian gauge group accounts
for one of the most astonishing features of the strong interaction: asymptotic freedom. In
QCD the strength of the interaction between quarks and gluons is given by the running
coupling,
αs(µR) =
g(µR)
2
4pi
, (2.25)
which is a function of the scale µR. As µR, which is usually chosen to be similar to the
momentum transfer in a reaction, increases, the running coupling decreases. Therefore,
at large momentum transfer or short distance the quarks and gluons behave as quasi-free
particles and their interaction can be treated perturbatively.
The scale-dependence of the running coupling is a remnant of the renormalization pro-
cedure. In any higher-order QCD calculation one encounters singularities. To remove
these singularities from physical observables one has to apply a regularization and renor-
malization procedure. In the following chapter, we explain in detail how to regularize and
renormalize a quantum field theory. Presently, it is sufficient to know that removing the
singularities inevitably introduces a scaling parameter µR. A physical observable f should,
of course, not depend on the arbitrary value of µR, i.e.
df
dµR
= 0. (2.26)
To satisfy this condition the strong coupling αs has to depend on µR in such a way that
it compensates the scale dependence of the calculated matrix elements. The dependence
of αs on µR is then governed by the renormalization group equation,
µR
∂
∂µR
αs = β(αs), (2.27)
where the QCD beta function β(αs) is a power series in αs,
β(αs) = −β0
4pi
α2s −
β1
(4pi)2
α3s + . . . . (2.28)
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Figure 2.1.: Dependence of the running coupling αs on the renormalization scale µR = Q.
Picture taken from Ref. [20].
The coefficients are currently known to O(α4s). For our purpose, it is sufficient to know
the first and second coefficient,
β0 =
11
3
CA − 2
3
Nf ,
β1 =
34
3
C2A −
10
3
CANf − 2CFNf , (2.29)
where Nf is the number of active flavors. The coefficients β0 and β1 can be obtained from
a perturbative one- and two-loop calculation, respectively.
The sign of the first coefficient β0 in the beta function is crucial to the large-µR behavior
of the theory. In QCD β0 is positive, as long as the number of active flavors is less than
33/2 = 16.5. Hence, the strength of the coupling decreases with increasing scale µR. Note
that the positivity of β0 is due to the contribution proportional to CA, which mainly
comes from non-abelian diagrams containing gluon self-interactions. In abelian quantum
field theories such as QED the sign of the first coefficient is negative and, therefore, the
theories are not asymptotically free.
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The non-linear differential equation (2.27) is exactly solvable only at leading order. At
higher orders, solutions are approximated by a series expansion. The approximate solution
at two loops reads
αs(µR) =
4pi
β0 ln
(
µ2
R
Λ2
QCD
)

1− β1β20
ln ln
(
µ2R
Λ2
QCD
)
ln
(
µ2
R
Λ2
QCD
) + . . .

 , (2.30)
where ΛQCD is the low energy scale, where the running coupling diverges and perturbation
theory breaks down. The value of the scale ΛQCD is determined experimentally. This is
done by measuring αs at a certain mass scale, conventionally the mass of the Z boson. In
Fig. 2.1 measurements of αs in different hadronic processes, as well as, its scale dependence
predicted by perturbative QCD are shown. It can clearly be seen a logarithmic decline of
the strong coupling at large energy scales.
Precise measurements of αs allow to determine the parameter ΛQCD by inverting Eq.
(2.30). The obtained value, of course, depends on the number of active flavors Nf and on
the order of the loop calculation. Generally in this thesis, we deal with kinematics, where
four active quark flavors have to be taken into account, and we use the NLO expansion of
the running coupling. The corresponding value of ΛQCD is approximately
Λ
(4)
NLO ≈ 250 MeV. (2.31)
By means of Eq. (2.30) we can also express the strong coupling at a scale µ2 in terms of
the coupling at scale µ1:
αs(µ2) =
αs(µ1)
1 + β04piαs(µ1) ln
µ2
2
µ2
1

1− β1
β04pi
αs(µ1) ln
(
1 + β04piαs(µ1) ln
µ22
µ2
1
)
1 + β04piαs(µ1) ln
µ2
2
µ2
1
+ . . .

 . (2.32)
Despite of the fact that the strong coupling αs vanishes at large scales or large mo-
mentum transfer, perturbation theory might not yield reasonable results. In fact, the
perturbative expansion of a physical observable f in powers of αs,
f =
∞∑
n=0
f (n)αns , (2.33)
does not uniquely define f in the limit αs → 0, even if the series is summed to all orders.
The reason for this ambiguity is the factorial growth of the perturbative coefficients f (n),
i.e. they diverge as n!. This divergence often indicates that non-perturbative effects are
non-negligible in the calculation of the observable. One of the main assumptions within
perturbative QCD is therefore that the expansion in powers of αs is asymptotic. A series
expansion is said to be asymptotic to f(αs) for αs → 0, if∣∣∣∣∣f −
N∑
n=0
f (n)αns
∣∣∣∣∣ ≤ CN+1αN+1s (2.34)
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for all integer N . The perturbative expansion may then give a good approximation of
the physical observable, even if the series is truncated after a few terms (of course, the
observable is approximated best when the series is truncated at its minimal term). In
practice only the first two (NLO) or for some specific processes three terms (NNLO) of the
perturbative series have yet been calculated. However, a multitude of collider and fixed-
target experiments has shown that perturbative QCD has a very good predictive power
for high-energy reactions. Despite of these achievements, particularly in the fixed-target
regime higher-order corrections turn out to be large and the behavior of the perturbative
series is not under control. For these processes it is therefore necessary to identify the large
perturbative contributions and take them into account to all orders, a procedure known
as resummation. In Part II of this thesis we will consider the subject of resummation in
great detail.

3. Regularization and Renormalization
The factorial growth and hence divergence of perturbative coefficients is not the only
cumbersome problem we have to face in a higher-order perturbative-QCD calculation. In
principle, we can write down an analytic expression for a matrix elementM, which governs
the transition from an initial state i to a final state f , to any given order in perturbation
theory by means of Feynman diagrams. At leading order the calculation is straight-forward
and the results are finite and unambiguous. However, in the calculation of higher-order
diagrams we encounter various divergences yielding infinite results. Obviously, physical
quantities must be finite and can therefore not be directly derived from infinite matrix
elements. In the following, we classify the various types of singularities emerging in loop
calculations and show how they are isolated and removed from the matrix elements. This
procedure then allows to calculate physical quantities to higher orders in perturbation
theory.
3.1. Singularities in QCD
In massless QCD we encounter three different kinds of divergences
• soft or infrared divergences,
• collinear divergences,
• ultraviolet divergences.
Soft divergences occur in matrix elements where partons with very low energy, which
are said to be infrared, are emitted. Since the radiation of infinitely soft partons does
not ’cost’ any energy, the probability of such radiation formally becomes infinitely large.
However, experimentally we cannot distinguish between processes with and without soft
radiation. For example, in Hilbert space a state with a single quark |q〉 and a state with
a quark and an infrared gluon |q +G〉 are orthogonal although we are not able to detect
the arbitrarily soft gluon. Therefore, to any given order in perturbation theory we do
not only have to calculate the diagrams with soft-parton emission but also those, where
no additional partons are radiated. In Fig. 3.1 the Feynman diagrams at NLO for the
Drell-Yan process are shown. The third diagram, where no gluon is radiated, is often
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Figure 3.1.: NLO Feynman diagrams contributing to the Drell-Yan cross section.
referred to as virtual correction. The interference term of this diagram with the LO Drell-
Yan diagram is of the same order in αs as the squared matrix elements for the first two
diagrams. The contributions from both real and virtual diagrams to the cross section are
infrared divergent, but in the sum of all diagrams the infrared divergences cancel. This
statement is true to all orders in perturbation theory and is known as Bloch-Nordsieck
theorem [21] in QED and Kinoshita-Lee-Nauenberg theorem [22, 23] in QCD.
The second type of divergences occurs, when a parton is radiated collinear from another
on-shell massless parton. Let us consider a massless quark with momentum p, which emits
a gluon with momentum k. After the emission the propagator of the quark is given by
/p− /k
(p− k)2 =
/p− /k
−2p · k = −
/p− /k
2p0k0(1− cos θ) , (3.1)
where θ is the angle between the momentum of the quark and the gluon. Again we
encounter an infrared divergence for vanishing gluon energy k0. The second singularity
of Eq. (3.1) arises for θ = 0 corresponding to the collinear radiation of the gluon. For
infrared divergences we have argued that, since it is impossible to detect an arbitrarily soft
gluon, we are not calculating a physically measurable quantity. For collinear divergences
this is also the case. There is a classical example that illustrates this fact. Consider
an electron that is boosted to a velocity v ≈ c. The electromagnetic field of this very
fast electron possesses exactly the same properties as a photon moving collinearly to the
electron. Thus, the field can be described as a bunch of photons accompanying the electron
(for details see Ref. [24]). What we observe is not the ’naked’ electron, but the electron
in its surrounding Coulomb cloud of photons. The same argument holds for quarks and
collinear gluons. The cloud of gluons and other partons, which accompanies a quark, is
absorbed into the definition of the parton distribution functions. Therefore the collinear
divergences are factorized from the hard partonic scattering cross section and linked to the
bare parton distribution functions. In the next chapter, we will discuss the factorization
procedure in detail.
The third kind of divergences which we encounter in higher-order perturbative QCD
calculations are ultraviolet divergences. They are present in most Feynman diagrams
which contain a closed loop. Since we do not observe the internal loop momentum, we
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have to integrate it over and find that for high momenta the loop integral is singular. We
note that these ultraviolet divergences are in a way related to the incompleteness of QCD
and quantum field theory in general. As a theory without gravity, QCD is not valid to
arbitrarily large momentum scales. At the Planck scale EP l ≈ 1019 GeV the gravitational
force is of the order of the strong interaction and can no longer be neglected. It would
need a unified theory to calculate observables at such high energy scales. The standard
model of particle physics is supposed to be the low-energy limit of any candidate of a
unified theory.
Before the divergences can be removed from the matrix elements in a perturbative
calculation, they have to be isolated and made manifest. This procedure is referred to as
regularization and contains the introduction of an auxiliary parameter, the regulator. For
divergent loop integrals the most intuitive way of regularization is to cut off the momentum
integral at a scale Λ. The matrix elements for a given process then yield finite results, but
they do not only depend on measurable quantities, such as the momentum transfer Q2
in a scattering process, but also on the arbitrary scale Λ. Fortunately, for renormalizable
quantum field theories like QCD and QED the cross section difference of two identical
scattering processes with different momentum transfer Q2 and Q20 does not depend on the
regulator Λ,
σ(Q2,Λ)− σ(Q20,Λ) = ∆σ(Q2, Q20). (3.2)
The divergences and hence the dependence on the arbitrary parameter Λ can be removed
by redefining the bare quantities (fields, masses and coupling constants) in the Lagrangian.
The procedure of absorbing the divergences into the constituents of the Lagrangian is called
renormalization.
The simple cutoff regularization mentioned above has the advantage that it is physi-
cally transparent at first sight. However, for explicit perturbative calculations it is rather
inapplicable. The generic cutoff introduces an energy scale to the theory which for a
massless field theory spoils invariance under scale transformations and therefore breaks
the conformal symmetry. A decent regularization procedure for QCD should respect all
the fundamental properties of the theory, namely Lorentz invariance, gauge invariance and
unitarity. In the following section we introduce the most often used regularization method
which fulfills all these requirements: dimensional regularization.
3.2. Dimensional Regularization
The main feature of dimensional regularization is the extension of four-dimensional Minkowski
space-time to d-dimensional euclidean space [25–27]. Since in a renormalizable field theory
only logarithmic divergences arise, the d-dimensional integral is defined in such a way that
at most logarithmic divergences give contributions and all higher divergences are set to
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zero.
The first step in this procedure is the transition from four-dimensional Minkowski space
to a four-dimensional euclidean space. To this end, we perform a Wick rotation of the
zero component of every momentum integral to the imaginary axis. It can be shown that
for a suitable choice of external momenta all poles of the calculated matrix elements lie in
the second and fourth quadrant of the complex momentum space. We can therefore write
∫ ∞
−∞
dk0 · · · = −
∫ −i∞
i∞
dk0 · · · ≡ i
∫ ∞
−∞
dkE4 . . . , (3.3)
where k0 = ik
E
4 . With the identifications k1 ≡ kE1 , k2 ≡ kE2 and k3 ≡ kE3 the square of the
Minkowski four-vector k is given by
k2 = −(kE)2 = − [(kE1 )2 + (kE2 )2 + (kE3 )2 + (kE4 )2] . (3.4)
The four-dimensional euclidean integral is then analytically continued to d dimensions by
the replacement ∫
d4kE
(2pi)4
−→
∫
ddkE
(2pi)d
. (3.5)
Conveniently one chooses for the number of dimensions d = 4−2, where  is arbitrary but
assumed to be small. All singularities of the unregularized theory are then manifest as 1/
and 1/2 poles. The extension of space-time to d dimensions requires to modify several
quantities, which are associated with the number of dimensions. First and foremost the
right hand side of the replacement in Eq. (3.5) is of energy dimension 4 − 2. To cancel
the −2 additional energy dimensions the dimensionless coupling constant g is replaced
by a coupling constant g˜ of energy dimension ,
g → g˜ = µRg, (3.6)
where µR is an arbitrary mass scale.
The extension of Lorentz vectors and tensors to d dimensions is straightforward, e. g.
the contraction of the metric tensor yields
gµνg
µν = d. (3.7)
The algebra of the γ-matrices is extended to d dimensions such that the anti-commutation
relation,
{γµ, γν} = 2gµν , (3.8)
is still valid. However, by means of Eq. (3.7) the well-known identities for the contraction
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of γ-matrices are slightly modified:
γµγµ = d,
γµγνγµ = −(d− 2)γν ,
γµγνγργµ = 4g
νρ − (4 − d)γνγρ,
γµγνγργσγµ = −2γσγργν + (4− d)γνγργσ. (3.9)
The continuation to d dimensions is more involved for quantities which are exclusively
defined in four-dimensional space-time. One of these is γ5 defined as
γ5 ≡ iγ0γ1γ2γ3. (3.10)
By definition it anti-commutes with the four gamma matrices. In d dimensions, however,
there is no unique way to treat γ5. One either has to give up anti-commutativity or modify
the definition in Eq. (3.10). The most convenient choice for γ5 is adopted in the so-called
HVBM-scheme [25, 28]. In this scheme γ5 anti-commutes with the gamma matrices in
four dimensional space-time and commutes in the remaining d− 4 dimensional subspace.
All the modifications, which have to be applied when going from four to d dimensional
space, are of O(d − 4) or O(2). In the limit  → 0 additional contribution only arise, if
the corresponding terms are combined with 1/ poles. Singularity-free quantities such as
LO cross sections are not altered by the regularization procedure. This is a key feature
of any kind of regularization prescription. If this was not the case, the Lagrangian would
not be renormalizable.
3.3. Renormalization
The dimensional-regularization procedure allows to identify singular terms in matrix el-
ements as poles in 1/. This is only the first step to arrive at meaningful results. The
second one is to remove the singularities from the cross section by a proper redefinition of
the fields and coupling constants of the theory. This redefinition is equivalent to adding
a finite number of terms, order by order, to the Lagrangian density. The bare quantities
in the unrenormalized QCD Lagrangian are replaced by their renormalized (subscript r)
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Figure 3.2.: One-loop diagram contributing to the quark self-energy.
counterpart
Aaµ = Z
1/2
3 A
a
r,µ,
χa = Z˜
1/2
3 χ
a
r ,
Ψ = Z
1/2
2 Ψr,
g = Zggr,
ξ = Z3ξr,
m = Zmmr,
(3.11)
where Z3, Z˜3, Z2, Zg and Zm are the renormalization constants for the fields, masses and
coupling constants. Gauge invariance requires that the renormalization constant is the
same for the gauge field Aaµ and the gauge parameter ξ. Actually, the other constants are
also not independent from each other. The gauge symmetry of QCD gives rise to so-called
Slavnov-Taylor identities [29, 30], which determine relations among the renormalization
constants.
In the following we exemplarily demonstrate the derivation of the renormalization con-
stants. The quark self-energy serves as the classic example, since at one-loop order only a
single diagram, which is depicted in Fig. 3.2, contributes to its matrix element. Neglecting
the quark mass the full propagator for a quark with momentum p reads
iS(p) =
i
/p+ iη +Σ(p)
(3.12)
with the self-energy Σ(p). By means of the Feynman rules of QCD we can write down the
one-loop contribution to the self-energy,
Σ(1)(p) = −g2
∫
d4k
(2pi)4
taγµ
/p− /k
(p− k)2 + iη t
bγν
δabgµν
k2 + iη
. (3.13)
The color matrices are easily evaluated and yield the color factor
taδabtb = tata = CF . (3.14)
The integral over the loop momentum k is singular, as its argument diverges in the limit
k →∞. We use dimensional regularization to make the integral finite. After continuation
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to d dimensions we obtain
Σ(1)(p) = −CF g2µ2R
∫
ddk
(2pi)d
(2− d)(/p − /k)
(p− k)2k2 , (3.15)
where we used the modified gamma algebra in Eq. (3.9) to simplify the numerator. To
cast the denominator into a more convenient form we apply a Feynman parametrization
and find
Σ(1)(p) = −CF g2µ2R (2− d)
∫ 1
0
dz
∫
ddk
(2pi)d
(/p − /k)
[(1− z)k2 + z(p− k)2]2 . (3.16)
By substituting kµ → kµ + zpµ the integral takes the simple form
Σ(1)(p) = −CF g2µ2R (2− d)
∫ 1
0
dz
∫
ddk
(2pi)d
[(1− z)/p− /k]
[k2 + z(1 − z)p2]2 . (3.17)
It is now straightforward to perform a Wick rotation in the zeroth component of the loop
momentum and evaluate the integral in d = 4−2 dimensional euclidean space. The result
reads
Σ(1)(p) = i/pCF
g2
(4pi)2
(
4piµ2R
−p2
)
(1 + )
(
1

− γE
)
+O()
= i/pCF
g2
(4pi)2
(
1 + ln
µ2R
−p2 +
1

− γE + ln 4pi
)
+O(), (3.18)
where γE is the Euler-Mascheroni constant. This expression diverges in the four dimen-
sional limit  → 0. As mentioned above, renormalization removes these divergences by a
redefinition of the bare quantities in the Lagrangian. The renormalized quark spinor field
reads Ψr = Z
−1/2
2 Ψ. Since the quark propagator is a two-point function consisting of two
quark fields, it is consistently renormalized as
Sr(p) =
1
Z2
S(p) =
1
Z2
1
/p+Σ(p)
. (3.19)
Neglecting terms beyond O(αs) we write
Sr(p) =
1
/p+Σ(1)(p)− /p αsZ(1)2
+O(α2s), (3.20)
where we have expanded the renormalization constant Z2 as
Z2 = 1− αsZ(1)2 +O(α2s). (3.21)
To obtain a meaningful result at one-loop order the divergent part of Σ(1)(p) must be
canceled by the term /p αsZ
(1)
2 . In fact, the renormalized propagator has to be a quantity
free of divergences to any given order in perturbation theory. Therefore the renormalization
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constant Z2 has to subtract the singularities from the quark self-energy Σ order by order.
Of course, this requirement does not uniquely define the renormalization constants. Along
with the singular terms any finite term may be subtracted from the result. The choice of
this finite term defines a renormalization scheme. In the MS (minimal subtraction) scheme
[31] the finite term is set to zero and only the poles in  are subtracted from the matrix
elements. However, in dimensional regularization the  poles are alway accompanied by
the finite terms −γE + ln 4pi. It is therefore more convenient to work in the MS (modified
minimal subtraction) scheme [32], where the combination
1

− γE + ln 4pi (3.22)
is absorbed into the renormalization constants. In this specific scheme the one-loop coef-
ficient of the renormalization constant Z2 is of the form
Z
(1)
2 = iCF
1
4pi
(
1

− γE + ln 4pi
)
(3.23)
and we obtain for the renormalized quark propagator:
Sr(p) =
1
/p
[
1 + iCF
g2
(4pi)2
(
1 + ln
µ2R
−p2
)
+O(α2s)
]−1
. (3.24)
In the same way any divergent quantity in perturbative QCD can be renormalized and is
then well-defined within a specific renormalization scheme.
4. Parton Distribution Functions
In the previous chapters, we have learned that the Lagrangian of QCD contains all the
information we need to describe the interaction of quarks and gluons. Although the deriva-
tion of perturbative results is very cumbersome due to the various types of singularities
which we encounter in higher-order calculations, regularization and renormalization pre-
scriptions allow to obtain meaningful and finite matrix elements for any process involving
quarks and gluons. However, free partons have never been experimentally observed. Ac-
tually, the existence of free partons would be at variance with one of the most astonishing
and still hardly understood findings in strong interaction physics: confinement. It is there-
fore crucial to find a framework, which allows to translate the perturbatively calculable
partonic matrix elements to hadronic experimentally measurable observables.
4.1. Factorization Theorem
This brings us to another key concept of perturbative QCD: factorization. It relies on
the incoherence of long-distance and short-distance effects in hadronic processes. In mo-
mentum space short distances correspond to large momentum transfers. If factorization
applies, the partonic cross section of a hard process (momentum transfer Q & 1 GeV)
is separated from the non-perturbative soft functions involved in the process. Rigorous
proofs of factorization are generally very complex and hardly worked out to all orders in
perturbation theory. Sophisticated factorization theorems only exist for simple processes
in strong-interaction physics, such as inclusive deep-inelastic scattering and the Drell-Yan
process [33–39]. However, over the last 20 years also many arguments for the factorization
of semi-inclusive and exclusive hadronic processes have been worked out (e.g. see Ref.
[40]).
For example, in semi-inclusive deep inelastic scattering the hadronic cross section is
schematically written as a convolution of the form
σ(Q) =
∑
a,b
D0a ⊗ σˆab(Q,µR)⊗ f0b +O(1/Q2), (4.1)
where f0b is the bare PDF of a parton b in the initial-state hadron and D
0
a is the bare
fragmentation function for a parton a fragmenting into the final-state hadron. The partonic
hard-scattering cross section σˆab(Q,µR) can be calculated in perturbation theory and is a
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function of the momentum transfer Q and the generic renormalization scale µR. It contains
all deep-inelastic-scattering diagrams with a parton a in the final state and a parton b in
the initial state. The sum over a and b runs over all quark and antiquark flavors and
the gluon (a, b = u, u¯, d, d¯, . . . , G). Equation (4.1) is valid up to corrections suppressed by
powers of the momentum transfer Q. These corrections are due to higher-twist effects in
QCD.
In Ch. 3 we demonstrated how ultraviolet divergences in the partonic scattering cross
section are made manifest and removed by a regularization and renormalization prescrip-
tion. We have also noted that infrared divergences cancel in the sum of all diagrams to
a given order in perturbation theory. However, the hard part may still involve collinear
divergences stemming from the collinear emission of partons in either the initial or final
state. Those divergences can be factorized from the partonic scattering cross section and
be associated with the bare PDFs and fragmentation functions. To this end, we introduce
two functions Cb′b and C
′
aa′ that absorb the collinear parts of σˆab in the initial and final
state, respectively. The hadronic cross section then takes the form
σ(Q) =
∑
a,b,a′,b′
D0a ⊗ C ′aa′(µ′F )⊗ σˆa′b′(Q,µR, µF , µ′F )⊗ Cb′b(µF )⊗ f0b , (4.2)
where µF and µ
′
F are two generic momentum scales referred to as factorization scales. As
with the renormalization scale µR, the physical observable σ(Q) should be independent
of the arbitrarily introduced scales µF and µ
′
F . However, in perturbation theory this can
only be true for an all-order calculation. If the perturbative series is truncated at a given
order, σ(Q) still exhibits a factorization-scale dependence.
The factorized form of Eq. (4.2) immediately allows to couple the collinear functions
C ′aa′ and Cb′b to the bare parton densities and thereby define physical parton distribution
and fragmentation functions,
fb′(µF ) ≡
∑
b
Cb′b(µF )⊗ f0b ,
Da′(µ
′
F ) ≡
∑
a
C ′aa′(µ
′
F )⊗D0a, (4.3)
which depend on the factorization scales µF and µ
′
F . The collinear functions C
′
aa′ and Cb′b
play a similar role as the renormalization constants in Ch. 3. Along with the collinear
singularities they may contain arbitrary finite terms, which consequently have to be sub-
tracted from the partonic cross section σˆ. It is therefore necessary to specify a factorization
scheme with an accurate prescription for the choice of the collinear subtraction. Most com-
monly employed is the MS factorization scheme. Like in the MS renormalization scheme
the characteristic combination of 1/-poles and finite terms,
1

− γE + ln 4pi, (4.4)
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is subtracted. The ambiguity in the choice of the collinear functions implies that the
definition of the physical parton densities in Eq. (4.3) is not unique. For example, in
the DIS factorization scheme the collinear subtractions are chosen in such a way that the
distribution function of a quark q times the square of its fractional electromagnetic charge
eq is equal to its contribution to the deep inelastic structure function F1,
e2qf
DIS
q (x, µF ) = F1,q(x, µF ). (4.5)
Note that in the previous schematic expressions we have omitted the argument x of the
PDF, which corresponds to the fraction of the hadron’s momentum carried by the parton.
The scheme dependence of the parton distributions makes a universal physical inter-
pretation impossible. As an exception, at LO we do not have to specify a factorization
scheme, since the partonic hard-scattering cross section is free of any divergences. In this
case the PDFs can be interpreted as probability densities. The probability of finding a
parton b with momentum fraction in the range [x, x+ dx] is then given by
Pb(x, x+ dx) = fb(x, µF )dx. (4.6)
4.2. Evolution of Parton Distribution Functions
We have argued above that by virtue of factorization theorems the soft part of the hadronic
cross section, namely parton distribution and fragmentation functions, can be separated
from the partonic hard part. The soft functions are non-perturbative objects and can
therefore not be calculated in perturbative QCD from first principles. Theory can only
estimate them by means of heuristic phenomenological models on the hadron level. Nev-
ertheless within perturbative QCD the evolution of the PDFs with the factorization scale
can be computed. The evolution is governed by a set of coupled differential equations,
which have been developed by Dokshitzer [41] and Altarelli and Parisi [42] independently
from each other, and even earlier by Gribov and Lipatov [43] in a different context. They
are therefore known as DGLAP equations and take the form
µF
d∆ab(x, µF )
dµF
=
αs
2pi
∫ 1
x
dy
y
Pqq
(
x
y
)
∆ab(y, µF ),
µF
dΣ(x, µF )
dµF
=
αs
2pi
∫ 1
x
dy
y
[
PNSqq
(
x
y
)
Σ(y, µF ) + 2NfPqG
(
x
y
)
fG(y, µF )
]
,
µF
dfG(x, µF )
dµF
=
αs
2pi
∫ 1
x
dy
y
[
PGq
(
x
y
)
Σ(y, µF ) + PGG
(
x
y
)
fG(y, µF )
]
, (4.7)
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where ∆ab are singlet combinations of the quark and antiquark PDFs and Σ is the non-
singlet combination,
∆ab(x, µF ) = fa(x, µF )− fb(x, µF ), a, b = u, u¯, d, d¯, . . .
Σ(x, µF ) =
∑
q=u,d,...
(fq(x, µF ) + fq¯(x, µF )) . (4.8)
The functions Pab(x/y) are referred to as splitting functions. They can be calculated in
perturbation theory as a series expansion in αs,
Pab(x/y) = P
(0)
ab (x/y) +
αs
pi
P
(1)
ab (x/y) + . . . (4.9)
and are currently known up to three loops [44, 45]. In a physical picture they can be
interpreted as probability for the transition from a parton b with momentum fraction y to
a parton a with momentum fraction x.
A very subtle approach to solve the DGLAP equations is to make the transition to
Mellin moment space. The N -th Mellin moment of a function f defined on the interval
[0, 1] is
fN ≡
∫ 1
0
dxxN−1f(x). (4.10)
Applying this transformation to both sides of Eq. (4.7) decouples the convolution integral
of splitting functions and PDFs into an ordinary product of Mellin moments. In this form
it is straightforward to solve the evolution equations and evolve the moments of the PDFs
to any factorization scale µF . The distribution functions in x-space are then obtained by
inverting the Mellin transform,
f(x) =
1
2pii
∫ c+i∞
c−i∞
dNx−NfN , (4.11)
where c is a real number, which has to be chosen in such a way that all singularities of
fN lie to the left of the integration contour in the complex plane. Note that the Mellin
transform is closely related to the Fourier transform. Actually, it can be cast into the form
of a Fourier transform by substituting x = eiw.
In Lattice QCD moments of PDFs for integer N can directly be calculated. However,
as we see from Eq. (4.11) the knowledge of some integer moments is not sufficient to pin
down the functional form of the PDFs in x-space. Besides, numerical calculation on the
lattice are very time consuming.
As stated above, a derivation of the functional form of PDFs from first principles in
QCD is not feasible. Due to the lack of reliable models of hadrons and the only limited
input from lattice QCD a phenomenological analysis of experimental data is by far the
most reliable approach to determine the partonic distribution in hadrons. In the context
of such an analysis the DGLAP equations play a crucial role. They allow to compare
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theoretical cross sections based on a set of PDFs defined at some low momentum scale
with experimental data at various energy scales. To this end, the PDFs are parameterized
at a fixed low momentum scale µ, the parameterization is then evolved to the desired
factorization scale of the corresponding process and used to calculate the hadronic cross
section in the kinematic regime relevant for the experiment. A comparison of the the-
oretical cross section with the experimental data allows to determine the quality of the
chosen parameterization. It is measured in terms of a score function, such as χ2. The
parameterization is then optimized by repeating the procedure several times and thereby
minimizing the score function.
In this way global analyses of unpolarized, i.e. spin-averaged, PDFs of the proton have
been performed by a number of groups. The most commonly used parameterization are
those of the CTEQ [5] and MSTW [6] groups. We note that there exist also different
approaches to fitting parton distributions. For example, the NNPDF group [7] uses neural
networks to generate distribution functions. The aim of this procedure is to perform a
global fit of PDFs which is not biased by the initial choice of the parameterization.
In Fig. 4.1 the unpolarized NLO PDFs obtained by the three groups in the MS-scheme
are shown at momentum scale µ2F = 2 GeV
2. Also included are the uncertainty bands of
the respective analyses. As can be seen, the singlet distribution, which is dominated by the
valence quarks, is well-determined over the whole x-range. By contrast, the uncertainties
of the gluon distribution function are rather large. Not only for small values of x but also in
the valence region the gluon distribution cannot be precisely determined by current data.
Concerning the strange quark densities the analyses seem not to be consistent. Although
their respective uncertainty bands are rather small, the distribution functions obtained
by the CTEQ and MSTW groups are at odds in the small-x region. The reason for this
discrepancy is that for the most part experimental data from inclusive processes is used
in these analyses. However, inclusive data has little discriminatory power with respect
to the flavor of the involved partons. Therefore, the obtained strange quark content of
the proton is often biased by heuristic assumptions, which are employed in the analyses,
such as a vanishing strange quark distribution at some low resolution scale or a SU(3)
flavor-symmetric quark sea.
So far we have only considered unpolarized PDFs, i.e. we have neglected the spin polar-
ization of the partons in a hadron. Taking spin into account the unpolarized distribution
function of a parton a in a hadron for instance with positive helicity can be written as
fH+a (x) = f
H+
a+ (x) + f
H+
a− (x), (4.12)
where f
H+
a± (x) is the distribution function of a parton a with positive/negative helicity
in a hadron H with positive helicity. This identity suggests to define polarized, or spin-
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Figure 4.1.: The singlet Σ(x) =
∑
q (fq(x) + fq¯(x)), gluon g(x) = fG(x) and total
strangeness s+(x) = fs(x)+ fs¯(x) distribution functions (top-down) and their
uncertainties from the NLO analyses of the CTEQ [5], MSTW [6] and NNPDF
[7] groups at scale µ2F = Q
2
0 = 2 GeV
2. The distribution functions are plotted
both on a logarithmic (left) and linear (right) scale in x. The figures are taken
from Ref. [7].
dependent, PDFs as
∆fH+a (x) ≡ fH+a+ (x)− fH+a− (x). (4.13)
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Figure 4.2.: The polarized sea and gluon distribution functions from the NLO analyses of
DSSV [46, 47], GRSV [48] and DNS [49] at scale µ2F = Q
2 = 10 GeV2. Also
shown are uncertainty bands of the DSSV analysis. The figures are taken from
Ref. [47].
Note that due to parity conservation distribution functions are equal for hadrons with
positive and negative helicity
∆f
H−
a− (x) = ∆f
H+
a+ (x), f
H−
a+ (x) = ∆f
H+
a− (x). (4.14)
The evolution equations in Eq. (4.7) also apply to the polarized case provided the splitting
functions Pab are replaced by their spin-dependent counterparts ∆Pab, which are known
to NLO [50–52]. Polarized parton distributions are generally not extracted directly from
measured cross sections. Instead one usually considers so-called spin asymmetries. For
example, for a process with one hadron in the initial state a longitudinal spin asymmetry
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is schematically given by
A =
dσ+··· − dσ−···
dσ+··· + dσ−···
, (4.15)
where dσ±··· denotes the differential hadronic cross section for the incoming hadron with
positive/negative helicity. The dots denote spins of initial- or final-state particles, which
are kept fixed in the cross section. By means of the factorization theorem the numerator
of the spin asymmetry takes the form (in the following we drop the subscript a denoting
the parton species)
dσ+··· − dσ−··· =
(
f
H+
+ ⊗ dσˆ+··· + fH+− ⊗ dσˆ−···
)
−
(
f
H−
− ⊗ dσˆ−··· + fH−+ ⊗ dσˆ+···
)
=
(
f
H+
+ − fH−+
)
⊗ dσˆ+··· −
(
f
H−
− − fH+−
)
⊗ dσˆ−···, (4.16)
where dσˆ±··· is the differential partonic hard-scattering cross section for the initial-state
parton with positive/negative helicity. Equation (4.14) allows to simplify
dσ+··· − dσ−··· =
(
f
H+
+ − fH+−
)
⊗ (dσˆ+··· − dσˆ−···) = ∆fH+ ⊗ d∆σˆ, (4.17)
where we have defined d∆σˆ ≡ dσˆ+··· − dσˆ−···. The numerator of the spin asymmetry is
expressed as convolution of polarized PDFs and perturbatively calculable partonic hard-
scattering cross sections. This factorized form allows to extract polarized PDFs from
experimental data similar to the global analysis of unpolarized PDFs. However, since it
is experimentally much more involved to produce a polarized beam (or target) than an
unpolarized one and since spin asymmetries are usually very small (A 1), there is fewer
accurate data to be analyzed. A comprehensive analysis of the available data was done
by the DSSV group [46, 47]. Figure 4.2 shows their fitted polarized PDFs for sea quarks
and the gluon compared to previous analyses by the groups GRSV [48] and DNS [49].
Also included are uncertainty bands corresponding to ∆χ2 = 1 and ∆χ2/χ2 = 2%. In the
figure a usual convention for labeling PDFs is applied, namely (∆)fq(x, µF ) ≡ (∆)q(x, µF ),
(∆)fq¯(x, µF ) ≡ (∆)q¯(x, µF ) with q ≡ u, d, s, . . . and (∆)fG(x, µF ) ≡ (∆)g(x, µF ). As can
be seen, the parameterizations of the sea and gluon distributions obtained in the three
analyses do not agree with each other and exhibit large uncertainties. This is a clear
indicator for a lack of sound data in the small-x region, where the sea quark and gluon
distribution functions dominate.
This insufficient determination is all the more regrettable since polarized PDFs play an
important role in the composition of the proton’s spin. The spin sum rule states that the
spin of the proton, which is well-known to be 1/2, is built up from the spin and the orbital
angular momentum of it constituents,
Spz =
1
2
∆Σ(µ) + ∆G(µ) + Lq(µ) + Lq¯(µ) + LG(µ) =
1
2
, (4.18)
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where Lq, Lq¯ and LG denote the orbital angular momentum of quarks, antiquarks and
gluons, respectively, and
∆Σ(µ) =
∫ 1
0
dx
∑
q=u,d,s,...
[∆q(x, µ) + ∆q¯(x, µ)] , ∆G(µ) =
∫ 1
0
dx∆g(x, µ). (4.19)
Summing up the first moments of the DSSV polarized PDFs one finds that ∆Σ . 0.2
and ∆G ∼ 0 which implies that huge contributions to the total spin have to be due to
the orbital angular momentum of the partons. Therefore, it is an important challenge in
strong-interaction physics to not only determine the distribution of longitudinal momen-
tum among the partons but also resolve the spatial structure of nucleons. A promising ap-
proach to this issue is the on-going development of generalized parton distributions, which
contain the distribution of partons in the plane transverse to the nucleon’s momentum.
Information on their functional form can experimentally be obtained from appropriate
exclusive scattering processes [53, 54]. On the theoretical side Lattice-QCD calculations
[55, 56] help to gain valuable insight. However, it is beyond the scope of this thesis to go
into more detail on generalized parton distributions.
4.3. Parton Distribution Functions of the Pion
The exploration of the internal structure of hadrons is not limited to the nucleons. There
have also been various approaches to determine the partonic content of mesons. Spe-
cial significance is assigned to the pion, which is one of the most important particles in
strong-interaction physics. It exhibits a dual role in this context, since it is not only the
lightest quark-antiquark bound state but also serves as the Nambu-Goldstone boson of the
dynamical chiral symmetry breaking in QCD. However, our knowledge about its internal
quark and gluon partonic structure is still rather poor.
On the experimental side, most of the available information comes from Drell-Yan
dimuon production. The Fermilab E615 [8] and CERN NA10 [57] experiments provide
Drell-Yan data for charged pions incident on a nuclear fixed target. These data primarily
constrain the distribution of the valence quarks in the pion,
vpi ≡ upi+v = d¯pi
+
v = d
pi−
v = u¯
pi−
v . (4.20)
The equality holds, if we assume that the three pions (pi+, pi− and pi0) form an ideal
isospin triplet. In the small-x region some data from prompt-photon production with
incident pions exist [58], but not enough to gain reliable information on the sea and gluon
distributions in the pion. Nevertheless, several NLO analyses of the Drell-Yan and prompt-
photon data have been performed to extract pionic PDFs [9–11]. A striking feature has
been that the resulting valence distribution vpi(x, µF ) turned out to be rather hard at high
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Figure 4.3.: Compilation of valence quark distributions of the pion at scale µF = 4 GeV
(top-down in key): LO extraction of Fermilab Drell-Yan data [8], NLO analysis
of Drell-Yan data (Wijesooriya et al.) [11], Dyson-Schwinger equation study
(DSE) [63], Nambu-Jona-Lasinio model (NJL) [12, 65], instanton model [66],
light-front constituent-quark model (CQM) [67]. The figure is taken from Ref.
[12].
momentum fraction x, typically showing a linear or slightly faster falloff, i.e. vpi ∼ (1−x)1
at high x.
Indeed, this finding is at variance with theoretical predictions (For a review see Ref.
[12]). Calculations based on the parton model and perturbative QCD find a much faster
falloff ∼ (1 − x)2 [59–62]. This soft high-x behavior is also predicted by recent non-
perturbative calculations using Dyson-Schwinger equations [63, 64]. On the other hand,
some low-energy models of hadronic structure favor a linear behavior of the pionic valence
distribution. In Fig. 4.3 several model predictions are compared to valence distributions
obtained by LO and NLO analyses of pionic Drell-Yan data.
This discrepancy between theoretical predictions and analyses of experimental data
concerning the high-x behavior of vpi is widely regarded to be an important problem in
strong-interaction physics. Part II of this thesis is dedicated to solving this problem. It
turns out that fixed-order analyses of data from low-energy fixed-target experiments are
not sufficient to determine pionic PDFs at large x. Higher-order contributions to the
cross section are sizable in this specific kinematic regime and hence have to be taken into
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account to all orders in perturbation theory. We do so by resumming threshold logarithms
and find a much softer pionic valence distribution well in line with expectations based on
perturbative-QCD counting rules and Dyson-Schwinger equations.
4.4. Fragmentation Functions
Finally, we consider the last non-perturbative object in the factorized cross section in Eq.
(4.1), the fragmentation function. At leading order it can be interpreted as probability
density for the collinear fragmentation of a parton a into a hadron H. It is a function of
the factorization scale µ′F and the fraction z of the parton’s momentum that is carried by
the produced hadron. As in the case of PDFs, the dependence on the factorization scale is
governed by evolution equations similar to DGLAP, whose splitting functions are currently
known to NLO [68]. The extraction of fragmentation functions from experimental data
is also similar to global PDF analyses. However, to determine fragmentation functions
hadrons in the final state have to be identified which turns out to be a challenging task
for high-energy experiments.
Analyses of fragmentation functions mainly focus on data from e+e− collider experi-
ments with the advantage that the results are not biased by the choice of a PDF set for
hadrons in the initial state. On the other hand, it is very hard to separate contributions
from the fragmentation of the light quark flavors u, d and s in e+e− annihilation. There-
fore also semi-inclusive data from e.g. lepton-hadron scattering have to be included in the
analyses. The knowledge of the partonic content of the initial state hadron makes it easier
to determine the dominating fragmenting quark flavors in the respective reaction. LO
and NLO fits of fragmentation functions have been performed by several groups [69–72].
Figure 4.4 shows parameterizations for charged pions from the most recent analysis by the
group DSS [73, 74].
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5. Fixed-Order Cross Sections for the
Drell-Yan Process
In this chapter we introduce a fundamental and very important process in strong interac-
tion physics, the Drell-Yan process [75]. At lowest order in perturbation theory, it is the
annihilation of a quark and antiquark into a virtual photon, which subsequently creates
a pair of leptons. Its properties have been extensively studied since the emergence of
high-energy physics for good reasons. First, it is relatively easy to detect pairs of leptons
and thereby reconstruct the momentum of the parent virtual photons. Secondly, since
photons and leptons only interact via the electromagnetic force, final-state interactions
can be neglected and we obtain a clear probe of the involved initial-state quark antiquark
pair. The Drell-Yan process is therefore well-suited to investigate the internal structure
of the participating hadrons. To this end, it is necessary to compute the perturbatively
calculable partonic cross section to a good accuracy.
We rederive the LO and NLO partonic cross sections for the Drell-Yan process in the
following two sections and identify contributions to the fixed-order result that may become
large in certain kinematic regimes.
5.1. Drell-Yan Cross Section at LO
On the parton level the Drell-Yan process can schematically be written as
q(p1) + q¯(p2)→ (l+ + l−)(q) +X, (5.1)
where p1 and p2 denote the momenta of the quark and antiquark, respectively, and q is
the total momentum of the lepton pair. As we have mentioned above the lepton pair and
its parent virtual photon do not interact strongly. Since higher-order QED corrections are
negligible, it is sufficient to calculate the leading squared matrix element for the splitting
of a virtual photon into a pair of leptons and only consider the partonic cross section for
the production of a virtual photon to higher orders. The partonic Drell-Yan cross section
then takes the form
dσˆ
dQ2
(q + q¯ → l+ + l− + . . . ) = dσˆγ
dQ2
(q + q¯ → γ∗) α
3piQ2
, (5.2)
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Figure 5.1.: LO Feynman diagram contributing to the Drell-Yan process.
where Q2 denotes the squared invariant mass of the lepton pair. At LO we have to consider
only one Feynman diagram in the calculation of dσˆ, which is depicted in Fig. 5.1. By
means of the Feynman rules in Appendix A.1 it is trivial to write down the corresponding
matrix element,
M(0) = v¯(p2, s2)(−ieqeγµ)u(p1, s1)∗µ(q), (5.3)
with the momentum and spin of the incoming quark, p1 and s1, and the momentum
and spin of the incoming antiquark, p2 and s2. The quark’s fractional electromagnetic
charge is denoted by eq and the polarization vector of the outgoing virtual photon by µ.
Squaring the matrix element and averaging over spins and colors of the incoming quark
and antiquark we obtain
1
9
1
4
∑
s1,s2
|M(0)|2 = e
2
qe
2
12
Tr(− /p2γµ /p1γµ) =
e2qe
2sˆ
3
, (5.4)
where sˆ = (p1 + p2)
2 is the partonic center-of-mass energy. The partonic differential cross
section for the production of a virtual photon to LO is then given by
dσˆ(0)γ (q + q¯ → γ∗) =
1
F
e2qe
2sˆ
3
dP (5.5)
with the invariant flux factor, F = 2sˆ, for massless quarks and the differential phase space,
dP = d
4q
(2pi)3
(2pi)4δ(4)(p1 + p2 − q), (5.6)
The delta function assures momentum conservation at the quark-photon vertex. Since we
are only interested in the mass of the virtual photon, we integrate over its momentum to
obtain
dσˆ
(0)
γ
dQ2
(q + q¯ → γ∗) = e
2
qe
2
6
∫
d4q
(2pi)3
(2pi)4δ(4)(p1 + p2 − q)δ(q2 −Q2)θ(q0)
=
e2qe
2pi
3
δ(sˆ −Q2) = 4pi
2αe2q
3
δ(sˆ −Q2). (5.7)
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Equation (5.2) now allows to write down the partonic Drell-Yan cross section to LO accu-
racy,
dσˆ(0)
dQ2
=
dσˆ
(0)
γ
dQ2
(q + q¯ → γ∗) α
3piQ2
=
4piα2e2q
9Q2
δ(sˆ −Q2). (5.8)
The factorization theorem for the Drell-Yan process now allows to make the transition
from the partonic cross section to the hadronic one. In the naive collinear parton model
we neglect transverse motion of partons in a fast moving hadron. Therefore the momentum
of the quark and antiquark can be written as fraction of the parent hadron’s momentum,
p1 = x1P1, p2 = x2P2. (5.9)
The probability of finding a parton a with momentum fraction x in the hadron H is given
by the parton distribution fHa (x). Hence, the cross section at the hadron level is of the
form
dσ(0)
dQ2
=
∫ 1
0
dx1
∫ 1
0
dx2
∑
q
dσˆ(0)
dQ2
[
fH1q (x1)f
H2
q¯ (x2) + f
H1
q¯ (x1)f
H2
q (x2)
]
=
4piα2
9Q2S
∫ 1
0
dx1
x1
∫ 1
0
dx2
x2
∑
q
e2q
[
fH1q (x1)f
H2
q¯ (x2) + f
H1
q¯ (x1)f
H2
q (x2)
]
δ
(
1− τ
x1x2
)
(5.10)
with τ = Q2/S and S = (P1+P2)
2 being the hadronic center-of-mass energy squared, i.e.
x1x2S = sˆ. This is the full LO result for the hadronic Drell-Yan cross section.
As we will see in the next section, to higher orders in perturbation theory qq¯ annihilation
is not the only partonic channel to produce a massive photon. In NLO contributions arise
also from qG and q¯G scattering. Beyond that the partonic channels qq, q¯q¯ and GG
contribute at the NNLO level. The hadronic Drell-Yan cross section to arbitrary order in
perturbation theory is therefore more conveniently written as a sum over parton flavors a
and b,
dσ
dQ2
= σ0
∑
a,b
∫ 1
0
dx1
x1
∫ 1
0
dx2
x2
fH1a (x1, µ
2)eabωab
(
τ
x1x2
,
Q
µ
)
fH2b (x2, µ
2), (5.11)
where σ0 = 4piα
2/9Q2S is the so-called Born cross section. The coupling eab equals e
2
q for
the qq¯ and qG, q¯G scattering processes which we are interested in. The factorization and
renormalization scales are collectively denoted by µ. Scale dependence emerges at NLO.
The hard-scattering functions ωab are perturbatively calculable as a series in αs,
ωab = ω
(0)
ab +
αs
pi
ω
(1)
ab +
(αs
pi
)2
ω
(2)
ab + . . . . (5.12)
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So far we have calculated the zeroth order term in the Drell-Yan cross section. To this
order the qq¯ channel gives the only non-vanishing contribution to ωab. Comparing Eq.
(5.11) with Eq. (5.10) we can identify
ω
(0)
qq¯ = ω
(0)
q¯q = δ(1− z) (5.13)
with z = Q2/sˆ = τ/x1x2.
Equation (5.11) gives the Drell-Yan cross section differential in the invariant mass of
the lepton pair. However, to obtain more information on the momentum fractions of
the participating partons it is useful to additionally consider the rapidity of the virtual
photon with respect to the beam axis. Similar to Eq. (5.11) the factorized form of the
rapidity-differential cross section can be written as
dσ
dQ2dη
= σ0
∑
a,b
∫ 1
x0
1
dx1
x1
∫ 1
x0
2
dx2
x2
fH1a (x1, µ
2)eabω¯ab
(
x1, x
0
1, x2, x
0
2,
Q
µ
)
fH2b (x2, µ
2),
(5.14)
where x01,2 are given in terms of the rapidity η by
x01,2 =
√
τ e±η. (5.15)
The bounds of the integrals in Eq. (5.14) immediately imply that the cross section at
large forward rapidities is built up by contributions from high x1 and at large backward
rapidities (i.e. η < 0) from high x2. Drell-Yan experiments at large rapidities are therefore
well-suited to investigate the high-x behavior of PDFs. The calculation of the rapidity-
differential hard-scattering functions ω¯ab is analogue to the derivation of ωab. The only
difference is that in Eq. (5.7) the longitudinal momentum of the photon q‖ is not integrated
over but substituted by the rapidity
η =
1
2
ln
(
q0 + q‖
q0 − q‖
)
. (5.16)
At lowest order one then obtains
ω¯
(0)
qq¯ = ω¯
(0)
q¯q = x1x2δ(x1 − x01)δ(x2 − x02). (5.17)
5.2. Drell-Yan Cross Section at NLO
Let us now go beyond the lowest-order approximation and calculate the O(αs) correction
to the Drell-Yan cross section. Due to the emergence of different types of singularities the
NLO calculation is much more involved than the lowest-order calculation. To regularize
the divergences we work in d = 4 − 2 dimensions throughout. We note that the sign of
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Figure 5.2.: Real gluon-emission diagrams for the Drell-Yan process at NLO.
 is different for the regularization of infrared/collinear ( < 0) and ultraviolet ( > 0)
divergences. Subtraction of singularities is performed in the MS scheme. In this scheme
the NLO corrections to the Drell-Yan process were fist derived by Altarelli et al. [76] in
the late 70s.
In the following we will discriminate between real and virtual corrections to the cross
section. In this context, real refers to contributions from Feynman diagrams, which do not
contain undetermined loop momenta. I.e. each added gluon or fermion line has to have
one external end and is therefore on mass shell. By contrast virtual diagrams originate
from adding a gluon or fermion line attached to two internal vertices. The virtual particle’s
mass is then undefined and has to be integrated over.
At NLO we encounter two real diagrams, which originate from radiating an additional
gluon from the external quark and antiquark lines of the LO diagram. These diagrams
are depicted in Fig. 5.2. By means of the Feynman rules of QCD, it is straightforward
to evaluate the corresponding matrix element. Taking the modulus squared of the matrix
element and averaging over spin and color of the incoming particles we find
1
9
1
4
∑
s1,s2
|Mqq¯→γ∗G|2 = 2
3
e2g2e2qµ
2
RCF (1− )
{
(1− )
(
uˆ
tˆ
+
tˆ
uˆ
)
+
2Q2sˆ
uˆtˆ
− 2
}
, (5.18)
where uˆ, tˆ and sˆ are the partonic Mandelstam variables defined as
uˆ = (p1 − k)2 = (p2 − q)2,
tˆ = (p1 − q)2 = (p2 − k)2,
sˆ = (p1 + p2)
2 = (q + k)2, (5.19)
where k is the momentum of the gluon. The factors proportional to  stem from the
modified gamma algebra in d dimensions.
The contribution of the real NLO diagrams to the partonic Drell-Yan cross section is
given by their modulus-squared matrix element multiplied by the flux factor, the factor
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for the production of a lepton pair and the differential phase space
dσˆ(1)
dQ2
=
1
2sˆ
∫
α
3piQ2
1
9
1
4
∑
s1,s2
|Mqq¯→γ∗G|2dP. (5.20)
In this case the evaluation of the phase-space integrals is more involved since we have two
particles, namely the massless gluon with momentum k and the massive virtual photon
with momentum q and mass Q, in the final state:
dP = d
dk
(2pi)d−1
ddq
(2pi)d−1
(2pi)dδ(4)(p1 + p2 − q − k)δ(k2)θ(k0)δ(q2 −Q2)θ(q0)
=
dd−1~k
(2pi)d−22k0
δ
(
(p1 + p2 − k)2 −Q2
)
θ [(p1)0 + (p2)0 − k0] . (5.21)
In the partonic center-of-mass system, where we can write pµ1 = (p, 0, 0, p), p
µ
2 = (p, 0, 0,−p),
the phase space is of the form
dP = d
d−1~k
(2pi)d−22k0
δ
(
sˆ− 2|~k|
√
sˆ−Q2
)
, (5.22)
where we have dropped the theta function θ [(p1)0 + (p2)0 − k0] = θ(
√
sˆ− |~k|) because the
argument of the delta function does not have a root for |~k| > √sˆ. The matrix element
only depends on the absolute value of the gluon momentum |~k| and the angle between the
beam axis and the emitted gluon θ = ∠(~p,~k). The d-dimensional momentum of the gluon
can then be written as
kµ = (|~k|, . . . , |~k| cos θ). (5.23)
The dots indicate d − 2 unspecified momenta, which can be integrated over in spherical
coordinates,
dd−1~k =
2pi
d−2
2
Γ
(
d−2
2
) |~k|d−2(1− cos2 θ)d/2−2d(cos θ)d|~k|
=
2pi1−
Γ (1− ) |
~k|2−2(1− cos2 θ)−d(cos θ)d|~k|, (5.24)
where Γ denotes the gamma function. Let us now introduce the dimensionless variable
y = 12(1 + cos θ), which has values in the interval [0, 1]. After coordinate transformation
the phase-space factor takes the form
dP = (4pi)

4piΓ(1 − )2
1−2|~k|1−2d|~k|(y(1 − y))−dy δ
(
sˆ− 2|~k|
√
sˆ−Q2
)
=
(4pi)
4piΓ(1 − )2
1−2 1
2
√
sˆ
(
sˆ−Q2
2
√
sˆ
)1−2
(y(1− y))−dy
=
1
8pi
(
4pi
Q2
) 1
Γ(1− )z
(1− z)1−2(y(1− y))−dy.
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To this point, we have simplified the phase-space integrals of the massive photon and
the massless gluon such that the multi-dimensional momentum integrals in Eq. (5.20)
are reduced to a single integral over a dimensionless quantity. The partonic Mandelstam
variables defined in Eq. (5.19) can be expressed in terms of the dimensionless variables y
and z and the invariant mass of the lepton pair Q as
sˆ =
Q2
z
, tˆ = −Q
2
z
(1− z)(1 − y), uˆ = −Q
2
z
(1− z)y. (5.26)
With these identities we can combine the squared matrix element and the phase-space
factor to obtain the contribution of the real NLO diagrams to the partonic Drell-Yan cross
section in Eq. (5.20)
dσˆ(1)
dQ2
=
2α2αse
2
qCF
9sˆQ2
(
4piµ2R
Q2
)
1− 
Γ(1− )z
(1− z)1−2
×
∫ 1
0
dyy−(1− y)−
[
(1− )
(
1− y
y
+
y
1− y
)
+
2z
(1− z)2y(1− y) − 2
]
=
σ0
x1x2
e2q
αs
2pi
CF
(
4piµ2R
Q2
)
1
Γ(1− )z
(1− z)1−2
×
∫ 1
0
dyy−(1− y)−
[
(1− )
(
1− y
y
+
y
1− y
)
+
2z
(1− z)2y(1− y) − 2
]
≡σ0e
2
q
x1x2
αs
pi
ω
(1)
qq¯ |real, (5.27)
where
σ0 =
4piα2
9SQ2
(1− ) (5.28)
is the Born cross section in d = 4− 2 dimensions. We have defined ω(1)qq¯ according to Eqs.
(5.11) and (5.12). We perform the integral over y, where we use∫ 1
0
dyya(1− y)b = Γ(a+ 1)Γ(b+ 1)
Γ(2 + a+ b)
, (5.29)
and apply the recurrence relation of the gammma function, Γ(x + 1) = xΓ(x), several
times to find
αs
pi
ω
(1)
qq¯ |real = CF
αs
2pi
(
4piµ2R
Q2
)
Γ(1− )
Γ(1− 2)
{
−2

[
(1− z)1−2z + 2z1+(1− z)−1−2]} .
(5.30)
In this expression we encounter singularities as  → 0. We can make these singularities
manifest by introducing so-called plus prescriptions. Through these prescriptions distribu-
tions are defined which have finite integrals in the limit → 0. A plus distribution g(z)+
has the well-known property when convoluted with a smooth function f(x),∫ 1
0
dzf(z)g(z)+ =
∫ 1
0
dz(f(z)− f(1))g(z). (5.31)
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Figure 5.3.: Virtual diagram contributing to the Drell-Yan cross section at NLO.
By means of these particular distributions the singular terms in Eq. (5.30) can be expanded
in powers of  [77], for example
(1− z)−1−2 = − 1
2
δ(1 − z) + 1
(1− z)+ − 
(
ln(1− z)
1− z
)
+
+O(2). (5.32)
The singularities are then manifest as poles in 1/. After expansion, we finally obtain the
contribution of the real diagrams to the NLO hard-scattering function,
αs
pi
ω
(1)
qq¯ |real =CF
αs
2pi
(
4piµ2R
Q2
)
Γ(1− )
Γ(1− 2)
×
[
2
2
δ(1 − z)− 2

1 + z2
(1− z)+ + 4(1 + z
2)
(
ln(1− z)
1− z
)
+
− 21 + z
2
1− z ln z
]
.
(5.33)
The term proportional to 1/2 is singular as z → 1. It is an infrared divergence due to
the emission of an arbitrarily soft gluon from the quark or antiquark. As discussed in Ch.
3 infrared singularities cancel in the sum of all diagrams to a given order in perturbation
theory. In our case this is the sum of real and virtual diagrams.
The only virtual diagram contributing at NLO is depicted in Fig. 5.3. Actually, there
are two more virtual diagrams at this order in perturbation theory, namely the one-loop
self-energy diagrams for the quark and antiquark lines. However, we see from Eq. (3.18)
that the contributions from the self-energy diagrams vanish, if the quark (antiquark) is
massless and  < 0. We note that in Landau gauge, where ξ → 0 in the gauge-fixing term
in the Lagrangian (see Eq. (2.6)), self-energy diagrams do not contribute regardless of the
mass of the fermions. The virtual contribution to the O(αs) cross section is calculated
from the interference of the diagram in Fig. 5.3 with the LO diagram. Its derivation is
similar to the derivation of the contribution from the real diagrams. We therefore do not
show the entire calculation and simply state the result,
αs
pi
ω
(1)
qq¯ |virtual = CF
αs
2pi
(
4piµ2R
Q2
)
Γ(1− )
Γ(1− 2)
[
− 2
2
− 3

− 8 + 2
3
pi2
]
δ(1 − z). (5.34)
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Adding the real and virtual contributions we obtain the full expression for the hard-
scattering function ωqq¯ at NLO,
ω
(1)
qq¯ =ω
(1)
qq¯ |real + ω(1)qq¯ |virtual
=
CF
2
(
4piµ2R
Q2
)
Γ(1− )
Γ(1− 2)
[
−2

1 + z2
(1− z)+ −
3

δ(1 − z)− 21 + z
2
1− z ln(z)
+4(1 + z2)
(
ln(1− z)
1− z
)
+
+
(
−8 + 2
3
pi2
)
δ(1 − z)
]
. (5.35)
Indeed, the infrared pole cancels in the sum of both contributions. However, the expression
still exhibits a collinear divergence proportional to 1/ corresponding to the emission of
the real gluon collinear to either the incoming quark or antiquark. These divergences are
’renormalized’ by a collinear subtraction. To this end, let us first expand the prefactors
according to (
4piµ2R
Q2
)
= 1 +  ln
µ2R
Q2
+  ln 4pi +O(2),
Γ(1− )
Γ(1− 2) = 1− γE+O(
2) (5.36)
to find
ω
(1)
qq¯ =Pqq(z)
(
ln
Q2
µ2R
− 1

+ γE − ln 4pi
)
+ CF
[
2(1 + z2)
(
ln(1− z)
1− z
)
+
−1 + z
2
1− z ln(z) +
(
−4 + 1
3
pi2
)
δ(1 − z)
]
, (5.37)
where
Pqq(z) = CF
(
1 + z2
(1− z)+ +
3
2
δ(1 − z)
)
= CF
(
1 + z2
1− z
)
+
(5.38)
is the lowest-order quark-quark splitting function. In the MS-scheme the collinear sub-
traction reads
ω
(1)
qq¯ |coll =
1
Γ(1− )
(
4piµ2R
µ2F
)
Pqq(z), (5.39)
where µF denotes the factorization scale. Subtracting this term we do not only remove the
1/ pole, but also the terms proportional to ln(4pi)−γE from the hard-scattering function.
The final result in the MS-scheme reads
ω
MS(1)
qq¯ =CF
[
2(1 + z2)
(
ln(1− z)
1− z
)
+
− 1 + z
2
1− z ln(z) +
(
−4 + 1
3
pi2
)
δ(1 − z)
]
+ Pqq(z) ln
Q2
µ2F
. (5.40)
When we calculate the hadronic cross section, we integrate over the momentum frac-
tions x1 and x2 of the initial state partons. With the relation z = Q
2/x1x2S one of the
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Figure 5.4.: Leading diagrams for the QCD Compton process q +G→ γ∗ + q.
integrals may be transformed into an integral over z. The lower bound of this integral
then corresponds to x1 = x2 = 1 or zmin = Q
2/S = τ . If the ratio Q2/S is relatively large,
which is particularly the case in the fixed-target regime, the integral over z is restricted
to the threshold region, where z . 1. As z increases towards unity, little phase space for
the emission of real gluons remains, since most of the initial partonic energy is used to
produce the virtual photon. This suppression of real-gluon radiation leads to an imbalance
of the infrared cancellation of real and virtual contributions and hence the hard-scattering
function in Eq. (5.40) receives large logarithmic contributions from the term proportional
to
αs
pi
(
ln(1− z)
1− z
)
+
, (5.41)
which is referred to as threshold logarithm. Such large logarithms are present to any order
in perturbation theory. In kth order the logarithmic term is of the form
(αs
pi
)k( ln2k−1(1− z)
1− z
)
+
. (5.42)
Since for values of z near the partonic threshold the logarithms compensate the smallness
of αs, fixed-order calculations do not sufficiently approximate the perturbative series.
Instead, the large logarithmic corrections have to be taken into account to all orders to
obtain reliable results. The technique to resum these logarithms is known as threshold
resummation or soft-gluon resummation. In the next chapter, we elucidate this procedure
in detail.
Before we do so, let us complete the calculation of the NLO partonic Drell-Yan cross
section. So far we have only considered the O(αs) correction to the qq¯ annihilation process,
but to this order in perturbation theory also the process
q(q¯) +G→ γ∗ + q(q¯) (5.43)
referred to as QCD Compton scattering contributes to the cross section. The respective
Feynman diagrams are depicted in Fig. 5.4. Their derivation can be found in Ref. [76],
5.2. Drell-Yan Cross Section at NLO 49
we simply state the result in the MS-scheme,
ω
MS(1)
qG =
1
4
[
(z2 + (1− z)2) ln (1− z)
2
z
− 3
2
z2 + z +
3
2
]
+
1
2
PqG(z) ln
Q2
µ2F
, (5.44)
where
PqG(z) =
1
2
[
(1− z)2 + z2] (5.45)
is the lowest-order gluon-quark splitting function.
In the previous section, we also introduced the rapidity-differential cross section (see Eq.
(5.14)). The O(αs) corrections to this quantity were first derived by Kubar et al. [78] in
the DIS factorization scheme. For completeness, we present their full NLO result adapted
to the MS-scheme in Appendix A.2.

6. Exponentiation of Eikonal Cross Sections
The previous chapter dealt with fixed-order calculations of the Drell-Yan cross section. In
the NLO hard-scattering functions we identified large logarithmic corrections, which are
due to the radiation of soft gluons from the quark lines and which dominate the cross
section in the threshold region, i.e. z → 1. These logarithms turn out to give large con-
tributions to the cross section to any order in perturbation theory. A reliable theoretical
study of the Drell-Yan cross section should therefore take into account these large cor-
rections to all orders. However, since it is impossible to calculate all-order observables in
the full theory of QCD, certain approximations have to be applied which allow for the
resummation of large logarithms in the perturbative series.
This was first done a long time ago for soft-photon radiation in QED [79]. The proof
of resummation makes use of the eikonal approximation, which we will consider below in
detail. By means of this approximation a cross section X, which incorporates multiple
soft-photon radiation to all orders in perturbation theory, can be written as the exponential
of the cross section for the emission of one soft photon Y ,
X = exp(Y ). (6.1)
The proof of this equation, however, does not directly apply to QCD. It makes use of the
factorization of matrix elements for multiple photon emission. Since QCD is a non-abelian
gauge theory, the gauge bosons interact with each other and therefore do not posses
the same simple abelian factorization property as photons. Nevertheless, Sterman [80]
observed 30 years ago that exponentiation in the eikonal approximation is also applicable
in non-abelian QCD. A formal proof was little later provided by Gatheral [81] and Frenkel
and Taylor [82]. They showed that the exponential of a special subset of diagrams contains
contributions from the emission and interaction of soft gluons to all perturbative orders.
In the procedure of exponentiation the diagrams included in the subset are dressed with
a modified color factor.
The first section of this chapter deals with the soft-photon exponentiation in QED.
Following the discussion in Ref. [83], we rederive the resummed formula in the eikonal
approximation. In Sec. 6.2 we outline the proof of exponentiation of eikonal diagrams
in non-abelian gauge theories, which allows to resum large logarithmic corrections due to
soft-gluon radiation in QCD.
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p
p¯
k3
k2
k1
Figure 6.1.: Outgoing electron in a hard process emits three photons with momenta k1, k2
and k3.
6.1. Soft-Photon Exponentiation in QED
Let us consider an arbitrary hard process, which involves an outgoing lepton line. For
simplicity we assume the lepton to be an electron and neglect its rest mass. The outgoing
electron with momentum p¯ emits n photons with momenta k1, . . . , kn. The corresponding
QED Feynman diagram is depicted in Fig. 6.1 for n = 3. The blob denotes the hard
process. We do not yet specify whether the emitted photons are on mass shell (real) or
not (virtual). The matrix element is then of the form
u¯(p¯)(−ieγµ1) i(/¯p + /k1)
(p¯ + k1)2
(−ieγµ2) i(/¯p + /k1 + /k2)
(p¯ + k1 + k2)2
· · · (−ieγµn) i(/¯p + /k1 + · · ·+ /kn)
(p¯ + k1 + · · ·+ kn)2 (iMhard) · · · ,
(6.2)
where we omit the polarization vectors of the emitted photons. The matrix element of the
hard-scattering process is denoted byMhard. InMhard all interactions, which involve high
momenta, are contained. Therefore, we allow only soft radiation from the external fermion
line. In this limit of soft radiation it is useful to apply the eikonal approximation to the
matrix element. In our case the approximation involves the following two simplifications:
1. Neglect kµi compared to p¯
µ in the numerator.
2. Neglect k2i compared to p¯ · ki in the denominator.
By means of the anti-commutation relation of the gamma matrices, we bring all the factors
of /¯p to the left of the gamma matrices and use the massless Dirac equation, u¯(p¯)/¯p = 0, to
remove them from the matrix element. Equation (6.2) then becomes
u¯(p¯)
(
e
p¯µ1
p¯ · k1
)(
e
p¯µ2
p¯ · (k1 + k2)
)
· · ·
(
e
p¯µn
p¯ · (k1 + · · · + kn)
)
(iMhard) · · · . (6.3)
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Since it is experimentally impossible to determine, in which ordering the photons with
momenta k1, . . . , kn are emitted from the electron, we have to sum over all possible per-
mutations of the photon momenta. The sum over permutations looks very cumbersome
at first sight. Let us therefore fist consider the trivial case of the emission of two photons,
where the sum consists of only two terms and is easily simplified to
1
p¯ · k1
1
p¯ · (k1 + k2) +
1
p¯ · k2
1
p¯ · (k2 + k1) =
1
p¯ · k1
1
p¯ · k2 . (6.4)
By mathematical induction the argument can be generalized to the emission of n photons
[83], ∑
pi
1
p¯ · kpi(1)
1
p¯ · (kpi(1) + kpi(2))
· · · 1
p¯ · (kpi(1) + · · · + kpi(n))
=
1
p¯ · k1 · · ·
1
p¯ · kn , (6.5)
where pi denotes a permutation of the n photon lines. Equation (6.5) is usually referred
to as generalized eikonal identity. With this identity we find for the matrix element of
multiple soft-photon emission
u¯(p¯)
(
e
p¯µ1
p¯ · k1
)(
e
p¯µ2
p¯ · k2
)
· · ·
(
e
p¯µn
p¯ · kn
)
(iMhard) · · · . (6.6)
QED (as well as QCD) conserves the lepton number in any reaction. Therefore, in
our arbitrary hard process each outgoing electron is either accompanied by an incoming
electron or equivalently an outgoing positron. Let us assume the hard process includes
an incoming electron line with momentum p. Now that we have worked out the matrix
element for the emission of n soft photons from an outgoing electron line, it is straightfor-
ward to apply the same method to the emission of m photons from an incoming electron.
The only difference in the calculation is that the photon momenta, which we denote by
kn+1, . . . , kn+m, are subtracted from the electron’s momentum p, which results in a neg-
ative sign for each photon-emission factor. In analogy to Eq. (6.6) we can write for the
matrix element of the emission of m soft photons from an incoming electron line
· · · (iMhard)
(
−e p
µn+1
p · kn+1
)(
−e p
µn+2
p · kn+2
)
· · ·
(
−e p
µn+m
p · kn+m
)
u(p). (6.7)
We have mentioned above that the ordering of the external photon momenta cannot
be determined experimentally. For the same reason, we cannot distinguish whether a soft
photon is emitted from the incoming or outgoing electron, i.e. we have to sum over all
possible diagrams with a total number of l = n+m soft photons in the final state. Let us
again first consider the simple case of two photons with momenta kµ11 and k
µ2
2 in the final
state. We can immediately write down the corresponding matrix element,
u¯(p¯)iMhardu(p)e2
[
p¯µ1
p¯ · k1
p¯µ2
p¯ · k2 −
p¯µ1
p¯ · k1
pµ2
p · k2 −
pµ1
p · k1
p¯µ2
p¯ · k2 +
pµ1
p · k1
pµ2
p · k2
]
= u¯(p¯)iMhardu(p)e2
(
p¯µ1
p¯ · k1 −
pµ1
p · k1
)(
p¯µ2
p¯ · k2 −
pµ2
p · k2
)
. (6.8)
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It is easily proven by induction that for a number of l soft photons the sum over all
diagrams yields
u¯(p¯)iMhardu(p)el
(
p¯µ1
p¯ · k1 −
pµ1
p · k1
)(
p¯µ2
p¯ · k2 −
pµ2
p · k2
)
· · ·
(
p¯µl
p¯ · kl −
pµl
p · kl
)
. (6.9)
The virtue of this formula is that the matrix element completely factorizes into the hard-
scattering part and l identical factors for the emission of soft photons. This factorized
expression is of course only true in the eikonal approximation. An exact analysis in the full
theory would yield additional terms proportional to combinations of the photon momenta
ki.
So far in our derivation, we have not specified whether the emitted photons are real or
virtual. Let us first consider the case of n real photons. To this end, we multiply the
matrix element by the polarization vector µii for each radiated photon. Subsequently we
take the absolute square of the matrix element, sum over polarizations and integrate over
the photon phase space. What we obtain are n factors of the form,∫
d3~k
(2pi)32k0
e2(−gµν)
(
p¯µ
p¯ · k −
pµ
p · k
)(
p¯ν
p¯ · k −
pν
p · k
)
≡ Yreal. (6.10)
Hence, our considered cross section has n identical bosons in the final state, where by
’identical’ we mean that they carry the same amount of energy, which is zero. Speaking in
the language of quantum mechanics, the n bosons occupy the same energy level. Statistical
physics now tells us that there are n! ways of realizing this specific state and therefore an
observable corresponding to that state has to be divided by the symmetry factor n!. The
cross section of the hard process including the emission of n additional soft gluons is then
given by
σ(e− + · · · → e− + nγ + . . . ) = σ(e− + · · · → e− + . . . ) · Y
n
real
n!
, (6.11)
where σ(e− + · · · → e− + . . . ) denotes the cross section without emission of soft photons.
Next, we address the emission and absorption of virtual photons. We obtain a virtual
photon by connecting two photon lines. In our derivation this is done by multiplying
Eq. (6.9) by a photon propagator and integrating over the virtual photon’s momentum.
Besides, to prevent counting virtual graphs twice we divide each virtual contribution by a
factor 2. For m virtual photons we get m factors in the matrix element of the form (note
that we have not yet taken the absolute square),
1
2
∫
d4k
(2pi)4
e2
−igµν
k2 + iη
(
p¯µ
p¯ · k −
pµ
p · k
)(
p¯ν
−p¯ · k −
pν
−p · k
)
≡ Yvirt. (6.12)
As interchanging the m virtual photons with each other does not alter the diagram, we
again have to multiply by a symmetry factor of 1/m! when calculating the cross section.
Since we are interested in the corrections due to soft-photon emission to all orders in
perturbation theory, we sum over the number of real and virtual photons when calculating
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the cross section. Suppose two external electron (respectively positron) lines are attached
to the hard process, the cross section is then given by
σall orders =
∞∑
n,m=0
σ(e− + · · · → e− + nγ + . . . )
= σ(e− + · · · → e− + . . . ) ·
∞∑
n=0
Y nreal
n!
·
( ∞∑
m=0
Y mvirt
m!
)2
= σ(e− + · · · → e− + . . . ) · exp(Yreal) · exp(2Yvirt). (6.13)
This expression shows that the emission of soft photons, as well as, the virtual correc-
tions exponentiate in the eikonal approximation and are, consequently, resummed to all
orders. We did not address the fact that both the expression for Yreal and Yvirt are infrared
divergent. It turns out, however, that these divergences cancel in the sum Yreal + 2Yvirt
order by order. In the context of exponentiation of soft real and virtual contributions,
this cancellation of infrared divergences to all orders was proven by Yennie, Frautschi and
Suura [79].
6.2. Eikonal Exponentiation in Non-Abelian Gauge Theories
The exponentiation of soft-emission diagrams is by far more difficult in QCD due to the
non-abelian character of the theory. Nevertheless, an exponentiation theorem for non-
abelian gauge theories was developed and proven [81, 82]. It states that similar to QED a
cross section X with two external colored fermion lines can schematically be written as
X = exp(Y ), (6.14)
where Y has the properties [82]:
1. Y is calculated as a perturbative series of terms, each of which corresponds to a
Feynman diagram.
2. The diagrams in Y are a subset of the diagrams contributing to X.
3. Each diagram in Y is dressed with a modified color factor, which is in general different
from the one in X.
4. The phase space is symmetric in the real gluon momenta.
In the following we outline the proof developed by Gatheral, Frenkel and Taylor [81, 82].
The proof relies on two theorems: the first one is the generalized eikonal identity in Eq.
(6.5). In the previous section we have already shown how the eikonal identity factorizes the
Feynman integrals associated with soft momenta. The second theorem, which is presented
56 6. Exponentiation of Eikonal Cross Sections
in the following subsection, deals with the color factors of the diagrams in Y . At the
heart of the approach lies that Feynman diagrams can be decomposed into a product of a
Feynman integral and a color factor (however, this is not completely true for a Feynman
diagram which contains a four-gluon vertex. Such a diagram can only be decomposed into
a sum of products of Feynman integrals and color factors.). To visualize the calculation of
the color factors we use color diagrams. The color diagram for an arbitrary cut Feynman
graph is given by closing the fermion lines and keeping the order of the attached gluons
to the lines. For example,
−→ .
We can neglect photon lines, when we draw color diagrams, since photons do neither in-
teract with each other nor with gluons. All soft-gluon lines have to be drawn inside the
fermion loop. The rules for the evaluation of the color diagrams follow directly from the
color part of the QCD Feynman rules. Consequently a quark-gluon vertex is associated
with the generator taij , where i, j are the matrix indices. A three-gluon vertex is associ-
ated with ifabc, a quark line with δij and a gluon line with δ
ab. With these rules it is
straightforward to evaluate fundamental color diagrams, such as
1
N
≡ C
( )
= CF ,
1
N
≡ C
( )
= −1
2
CFCA.
(6.15)
6.2.1. Decomposition of Color Diagrams
Considering more involved diagrams it is useful to classify different types of topologies.
We adopt the definitions in Refs. [81] and [82], where a web is defined as a set of gluon
lines, which cannot be partitioned without cutting at least one of its lines. More strictly
a connected web (’c-web’) is defined as a connected set of gluon lines. Since crossed gluon
lines are not counted as being connected, a c-web must not contain crossed lines. Some
examples are illustrated in Fig. 6.2. The color factor of a c-web W is in general not equal
to the color factor C(D[W ]) of the corresponding Feynman diagram D[W ]. We therefore
denote the color factor of a c-web by C˜(W ).
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(a) (b) (c)
Figure 6.2.: The diagram (a) is a web, (b) is a c-web and (c) is not a web at all.
(a) − =
(b) − =
Figure 6.3.: The commutation relation a) and the Jacobi identity b) in the language of
color diagrams.
The major theorem we need for the exponentiation in non-abelian field theory is that
each color diagram can be decomposed into a sum of products of c-webs by using the
commutation relation in Eq. (2.16) and the Jacobi identity in Eq. (2.18). Both identities
are visualized in terms of color diagrams in Fig. 6.3. For the color factor C of a Feynman
diagram D the theorem states
C(D) =
∑
k
C(k), (6.16)
where C(k) itself is a sum of terms containing exactly k factor c-webs. Each C(k) is
uniquely determined by C(D). Fig. 6.4 illustrates the theorem. Its proof can be found in
the appendix of Ref. [82]. Each term in the sum in Eq. (6.16) is called a decomposition.
The color factor C(d) of a decomposition d into n(d) c-webs is the product of the color
factors of the c-webs Wi in d,
C(d) =
n(d)∏
i=1
C˜(Wi). (6.17)
The set of decompositions of a web W is denoted by Dec(W ). Furthermore we denote
the subset of decompositions, which only contains non-trivial decompositions of the web,
by Dec′(W ). If the web W is a c-web, the trivial decomposition is the web itself and its
color factor corresponds to the term C(1) in Eq. (6.16). Hence a non-trivial decomposition
is characterized by the property that it contains more than one c-web. It follows from
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= +
+ +
Figure 6.4.: Decomposition of a color diagram into a sum of products of c-webs.
these definitions that the color factor of a web W is the color factor of the diagram D(W )
minus the sum over the color factors of all non-trivial decompositions of W ,
C˜(W ) = C(D[W ])−
∑
d∈Dec′(W )
n(d)∏
i=1
C˜(Wi), (6.18)
or equivalently,
C(D[W ]) =
∑
d∈Dec(W )
n(d)∏
i=1
C˜(Wi). (6.19)
Equation (6.18) is a recursive definition of the color factor of a web. Comparing Eq. (6.18)
with Eq. (6.16) one can identify the color factor of a web C˜ with the term C(1). As we
will see in the following, the factor C˜(W ) is the modified color factor which multiplies
the corresponding Feynman integral in the resummed exponent. From this observation we
can immediately state that only diagrams which consist of a single web are exponentiated,
otherwise C(1) = 0 and thus C˜ = 0.
6.2.2. Generalized Eikonal Identity
As mentioned earlier, the second key ingredient next to the decomposition of color diagrams
is the factorization of the ’Feynman part’ in the eikonal approximation. We denote the
Feynman integral of the diagram corresponding to a webW by F(W ). InF it is understood
that the absolute square of the matrix element is taken and the phase space integral is
included. What we need is the non-abelian analogue of the eikonal identity in Eq. (6.5).
By contrast to QED, quarks do not only radiate single independent gluons but also bundles
of gluons, which are woven together in a web due to the gluonic self-interaction. Hence,
we cannot find an eikonal identity, which allows to factorize the emission of individual
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X(2) = C
( )
+ C
( )
+ C
( )
+ C
( )
= C˜
( )2
+
[
C˜
( )2
+ C˜
( )]
+ C˜
( ) +


= C˜
( )2 +


+ C˜
( ) + +


= C˜
( )2 1
2




2
+ C˜
( ) + +


Figure 6.5.: Example for the reordering of the sum in equation (6.21) to order α2s for two
eikonal lines.
gluons but instead the emission of gluonic webs. This generalized identity reads [81]: If
Sd is a set of Feynman diagrams F , whose color diagrams have decompositions d into n(d)
webs and if F(Wi) is the Feynman integral in the eikonal approximation corresponding to
a given web Wi, then
∑
F∈Sd
F =
n(d)∏
i=1
F(Wi). (6.20)
The left hand side is nothing but the sum over all permutations of the gluon lines, where
the order of the gluon lines within a web is kept fixed. The proof is basically the same as
in QED, the only difference is that you must not permute the gluon lines within the webs.
It can be found in Ref. [81].
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6.2.3. Proof of Exponentiation
The decomposition of color diagrams into a sum over products of c-webs in Eq. (6.19)
and the generalized eikonal identity in Eq. (6.20) provide the framework for the proof of
exponentiation of eikonal cross sections in non-abelian gauge theories. We define X(m) as
the sum of squared matrix elements for any process with two eikonal lines to order αms .
The set of Feynman diagrams contributing to X(m) is denoted by G(m). By means of the
two identities in Eq. (6.19) and Eq. (6.20), X(m) can be written as
X(m) =
∑
F∈G(m)
C(F )F
=
∑
F∈G(m)
∑
d∈Dec(D[F ])
n(d)∏
i=1
C˜(Wi)F
=
∑
d∈Dec(G(m))
n(d)∏
i=1
C˜(Wi)
∑
F∈Sd
F
=
∑
d∈Dec(G(m))
n(d)∏
i=1
C˜(Wi)
n(d)∏
i=1
F(Wi)
=
∑
d∈Dec(G(m))
n(d)∏
i=1
C˜(Wi)F(Wi). (6.21)
The sum over Feynman diagrams with their corresponding color factor is cast into a sum
over decompositions. Each decomposition is a product of diagrams multiplied by the color
factor of the corresponding c-web. Since this reordering is far from trivial, we show the
procedure step by step for the contributions of O(α2s) in QCD in Fig. 6.5. In case the
phase space integration measure is symmetric in the real gluon momenta, the combinatorial
factor of 1/2! in the last line of the figure has to be included to prevent overcounting of
identical diagrams. A systematical treatment of combinatorial factors in Eq. (6.21) can
be employed by arranging webs of the same order in αs. Following the discussion and
notation in Ref. [84] we split up the sum over decompositions into two sums of the form,
X(m) =
∑
{ni},
∑
ini=m
∏
i
1
ni!
( ∑
webs of order i
C˜(W )F(W )
)ni
, (6.22)
where i denotes the order of the c-web in αs and {ni} are sets of integers with the constraint∑
i ini = m. The factor of 1/ni! is the combinatorial factor due to the symmetry of the
ni real gluon momenta in phase space. Comparing Eq. (6.22) with our example in Fig.
6.5 we find that to order α2s the sum over {ni} consists of two terms, namely {2, 0, . . . }
and {0, 1, 0, . . . } corresponding to n1 = 2 c-webs of order 1 and n2 = 1 c-web of order 2,
respectively.
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To obtain the cross section to all order in perturbation theory we resum the perturbative
series in powers of αms . The sum over m removes the constraint
∑
i ini = m on the first
sum in Eq. (6.22) and we obtain
X =
∞∑
m=0
X(m)
=
∑
{ni}
∏
i
1
ni!
( ∑
webs of order i
C˜(W )F(W )
)ni
=
∞∏
i=1
{ ∞∑
ni=0
1
ni!
( ∑
webs of order i
C˜(W )F(W )
)ni}
=
∞∏
i=1
exp
( ∑
webs of order i
C˜(W )F(W )
)
= exp
( ∞∑
i=1
∑
webs of order i
C˜(W )F(W )
)
≡ exp(Y ). (6.23)
The exponent Y is given by the infinitesimal sum
Y =
∞∑
i=1
∑
webs of order i
C˜(W )F(W ). (6.24)
This completes the proof of Eq. (6.14) for processes with two eikonal lines with Y fulfilling
the properties 1 through 4 stated at the beginning of this section.
As in the case of exponentiation of soft photon emission in QED, infrared divergences
of the eikonal diagrams emerge in the exponent. However, those divergences cancel order
by order, which was shown by Gatheral, Frenkel and Taylor. We refrain from presenting
the proof here but refer to their original work in Ref. [85]. We note that exponentiation in
non-abelian gauge theories was also performed beyond the eikonal approximation (’next-
to-eikonal’ exponentiation) [86, 87]. Besides, in recent years other approaches to the
resummation of large logarithmic corrections have been worked out. Most notable are the
renormalization group approach [88] and the resummation in soft-collinear effective theory
(SCET) [89–91].

7. Resummed Cross Section for the
Drell-Yan Process
The formal proof of exponentiation of eikonal diagrams, which we outlined in the previous
chapter, laid the ground for the resummation of soft-gluon radiation in QCD. In their sem-
inal papers Sterman [13] and Catani and Trentadue [14] derived the resummed exponents
for the Drell-Yan process and deep-inelastic scattering. The techniques developed in these
papers have since then been successfully applied to the resummation of large contributions
associated with soft radiation in many hard QCD processes.
For the Drell-Yan process the eikonal approximation corresponds to taking the partonic-
threshold limit, i.e. z = Q2/sˆ → 1. As we have observed in Ch. 5, soft-gluon radiation
leads to logarithmic corrections of the form
(αs
pi
)k( ln2k−1(1− z)
1− z
)
+
(7.1)
in kth order of perturbation theory, which are particularly large near the partonic thresh-
old. The exponentiation of these logarithms is therefore referred to as threshold resumma-
tion. Beside the leading logarithms (LL) in Eq. (7.1) subleading terms, which are down
by powers of the logarithm and are referred to as next-to-leading logarithms (NLL) and
so forth, emerge in the calculation of the cross section. These subleading logarithms may
also be exponentiated to improve the validity of the resummed formula. For the Drell-Yan
process threshold resummation is currently worked out to NNLL accuracy [92]. However,
in the following we will consider soft-gluon resummation only to NLL order.
We present threshold-resummed formulae for both the rapidity-integrated and rapidity-
differential Drell-Yan cross section in the MS-scheme.
7.1. Phase Space Factorization in Mellin-Moment Space
In the previous chapter, we presented the proof of exponentiation in non-abelian gauge
theories and in Eq. (6.24) we gave a general formula for the resummed exponent. Never-
theless, this expression is only formal since we have not at all considered the underlying
hard process. Although the phase space is symmetric in the momenta of the emitted real
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gluons, the phase-space integral of particles involved in the hard process may still couple
the gluons’ momenta and spoil the factorization of multiple soft-gluon emission.
This is the case for the Drell-Yan cross section dσ/dQ2. Considering the emission of n
soft gluons, the differential phase space is of the form
dP = (2pi4) δ(4)
(
p1 + p2 − q −
∑
i
ki
)
δ(q2 −Q2)θ(q0) d
4q
(2pi)3
n∏
i=1
d3~ki
(2pi)32(ki)0
= 2pi δ


[
p1 + p2 −
∑
i
ki
]2
−Q2

 n∏
i=1
d3~ki
(2pi)32(ki)0
≈ 2pi δ
(
sˆ−
∑
i
2(ki)0
√
sˆ−Q2
)
n∏
i=1
d3~ki
(2pi)32(ki)0
=
2pi
sˆ
δ
(
1− z −
∑
i
zki
)
n∏
i=1
d3~ki
(2pi)32(ki)0
, (7.2)
where zki = 2(ki)0/
√
sˆ denotes the energy fraction of the ith gluon. The momenta of the
n real gluons are denoted by ki and q is the momentum of the virtual photon of mass Q.
Due to the delta function the gluon-momentum integrals are not independent from each
other and cannot readily be exponentiated. However, in the threshold region the phase
space can still be factorized. To this end, we express the delta function by its inverse
Laplace transform,
δ
(
1− z −
∑
i
zki
)
=
1
2pii
∫ c+i∞
c−i∞
dNeN(1−z−
∑
i zki), (7.3)
with c an arbitrary real number. In the limit z → 1, it holds eN(1−z) ≈ e−N ln z = z−N .
Therefore, in the significant region of the phase space the delta function can be expressed
in terms of an inverse Mellin transform,
δ
(
1− z −
∑
i
zki
)
=
1
2pii
∫ c+i∞
c−i∞
dNz−N
∏
i
e−Nzki . (7.4)
Consequently, we find for the Mellin transform of the differential phase space∫ 1
0
dzzN−1dP ≈ 2pi
sˆ
n∏
i=1
d3~ki
(2pi)32(ki)0
e−Nzki , (7.5)
which indicates that in Mellin moment space the phase space for multiple soft-gluon emis-
sion completely factorizes and can hence be exponentiated.
The transition to Mellin moment space is already made on the hadron level. As men-
tioned in Ch. 5 the hadronic rapidity-integrated Drell-Yan cross section is of the form,
dσ
dQ2
= σ0
∑
a,b
∫ 1
0
dx1
x1
∫ 1
0
dx2
x2
fH1a (x1, µ
2)eabωab
(
τ
x1x2
,
Q
µ
)
fH2b (x2, µ
2), (7.6)
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with the perturbative hard-scattering cross sections ωab and the non-perturbative PDFs
fH1a and f
H2
b . Applying a Mellin transform in the variable τ = Q
2/S = x1x2z to the cross
section,
dσN
dQ2
≡
∫ 1
0
dττN−1
dσ
dQ2
, (7.7)
the convolution integrals in Eq. (7.6) algebraically decouple into ordinary products. Defin-
ing the moments of the PDFs,
fN (µ2) ≡
∫ 1
0
dxxN−1f(x, µ2), (7.8)
and introducing the corresponding transform of the hard-scattering cross sections,
ωNab ≡
∫ 1
0
dzzN−1ωab, (7.9)
one finds
dσN
dQ2
= σ0
∑
a,b
fH1,Na (µ
2)fH2,Nb (µ
2)eabω
N
ab(Q/µ). (7.10)
As mentioned earlier, the dominating partonic channel in the Drell-Yan process is quark-
antiquark annihilation corresponding to the hard-scattering function ωNqq¯. In Mellin mo-
ment space large logarithmic corrections due to the emission of soft gluons in ωNqq¯ can now
be resummed to all orders.
7.2. NLL Resummation for the Cross Section dσ/dQ2
For the rapidity-integrated Drell-Yan process the threshold-resummed cross section is in
the MS-scheme given by [13] [14]
lnωNqq¯(Q/µ) = Cq
(
Q2
µ2
, αs(µ)
)
+ 2
∫ 1
0
dζ
ζN−1 − 1
1− ζ
∫ (1−ζ)2Q2
µ2
dk2⊥
k2⊥
Aq(αs(k⊥)), (7.11)
where Aq(αs) is a perturbative series. The terms of the expansion correspond to those
of the series of diagrams in Eq. (6.24). For resummation to NLL accuracy the first two
orders are sufficient [13, 14]:
Aq(αs) =
αs
pi
A(1)q +
(αs
pi
)2
A(2)q + . . . , (7.12)
with [93]
A(1)q = CF , A
(2)
q =
1
2
CF
[
CA
(
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18
− pi
2
6
)
− 5
9
Nf
]
. (7.13)
The first term in Eq. (7.11) does not originate from soft-gluon emission but instead mostly
contains hard virtual corrections. It is also a perturbative series in αs, and we need only
its first-order term:
Cq =
αs
pi
CF
(
−4 + 2pi
2
3
+
3
2
ln
Q2
µ2
)
+O(α2s), (7.14)
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whose exponentiated form is given in Ref. [94].
Since the running coupling αs(k⊥) diverges at k⊥ = λQCD, Eq. (7.11) is ill-defined for
arbitrary values of N . However, the singularities turn out to be subleading in the invariant
mass Q [95]. To NLL, Eq. (7.11) can therefore be simplified and brought into an infrared
safe form. To this end, we use that to NLL accuracy it holds [14]
ζN−1 − 1 ' −θ
(
1− ζ − 1
N¯
)
, (7.15)
where N¯ = NeγE . The two integrals in the resummed formula can easily be interchanged,∫ 1
0
dζ
∫ (1−ζ)2Q2
µ2
dk2⊥ . . . −→
∫ Q2
µ2
dk2⊥
∫ 1
0
dζ . . .
−
∫ Q2
0
dk2⊥
∫ 1
1−
√
k2⊥
Q2
dζ . . . , (7.16)
and after performing the trivial ζ integral one finds for the second term in Eq. (7.11)
2
∫ Q2
Q2/N¯2
dk2⊥
k2⊥
Aq(αs(k⊥)) ln
N¯k⊥
Q
+ 2
∫ µ2
Q2
dk2⊥
k2⊥
Aq(αs(k⊥)) ln N¯ . (7.17)
The remaining integral in k⊥ can be performed analytically by making use of the two-
loop expansion of the running coupling αs(k⊥) in terms of the running coupling at mo-
mentum scale µ (c.f. Eq. (2.32)),
αs(k⊥) =
αs(µ)
1 + b0αs(µ) ln
k2⊥
µ2

1− b1
b0
αs(µ) ln
(
1 + b0αs(µ) ln
k2⊥
µ2
)
1 + b0αs(µ) ln
k2⊥
µ2
+ . . .

 , (7.18)
where the coefficients b0 and b1 are
b0 =
β0
4pi
=
1
12pi
(11CA − 2Nf ), b1 = β1
(4pi)2
=
1
24pi2
(17C2A − 5CANf − 3CFNf ). (7.19)
The entire resummed exponent can then be brought into the form [96, 97],
lnωNqq¯ = Cq + 2h
(1)(λ) ln N¯ + 2h(2)
(
λ,
Q2
µ2
)
, (7.20)
where
λ = b0αs(µ) ln N¯ . (7.21)
The functions h(1), h(2) collect all LL and NLL terms in the exponent, which are of the
form αks ln
k+1 N¯ and αks ln
k N¯ , respectively. They read
h(1)(λ) =
A
(1)
q
2pib0λ
[2λ+ (1− 2λ) ln(1− 2λ)] , (7.22)
h(2)
(
λ,
Q2
µ2
)
= − A
(2)
q
2pi2b20
[2λ+ ln(1− 2λ)] + A
(1)
q b1
2pib30
[
2λ+ ln(1− 2λ) + 1
2
ln2(1− 2λ)
]
+
A
(1)
q
2pib0
[2λ+ ln(1− 2λ)] ln Q
2
µ2
− A
(1)
q αs(µ)
pi
ln(N¯) ln
Q2
µ2
. (7.23)
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The last term of the function h(2) depends on the factorization scale and compensates
the evolution of the PDFs. The scale dependence of the second-to-last term results from
the running of the strong coupling constant. Since scale evolution exponentiates and is
therefore taken into account to all orders, one expects a significant decrease in the scale
dependence of the resummed cross section compared to a fixed order cross section (For
example, see Refs. [98–102]).
The scale dependence can even further be reduced by taking into account certain sub-
leading terms in the resummation [103–105]. Let us first rewrite Eqs. (7.20)-(7.23) as
lnωNqq¯ =
1
pib0
[2λ+ ln(1− 2λ)]
(
A
(1)
q
b0αs(µ)
− A
(2)
q
pib0
+
A
(1)
q b1
b20
+A(1)q ln
Q2
µ2
)
+
αs(µ)
pi
CF
(
−4 + 2pi
2
3
)
+
A
(1)
q b1
2pib30
ln2(1− 2λ) +B(1)q
ln(1− 2λ)
pib0
+ [−2A(1)q ln N¯ −B(1)q ]
(
αs(µ)
pi
ln
Q2
µ2
+
ln(1− 2λ)
pib0
)
, (7.24)
where B
(1)
q = −3CF /2. The last term in Eq. (7.24) can be identified as the LL expansion
of the integral ∫ Q2/N¯2
µ2
dk2⊥
k2⊥
αs(k⊥)
pi
[−2A(1)q ln N¯ −B(1)q ]. (7.25)
The term in square brackets is the leading term in the large-N limit of the anomalous
dimension of the one-loop diagonal (q → q) splitting function PNqq , i.e. it governs the
evolution of the parton distributions between scales µ and Q/N¯ . To improve the scale
dependence of the resummed formula we replace it by the full flavor nonsinglet LO splitting
function [103, 104]
[−2A(1)q ln N¯ −B(1)q ]→ CF
[
3
2
− 2S1(N) + 1
N(N + 1)
]
, (7.26)
which entirely reproduces the diagonal part of the quark and antiquark evolution. We
could also include a non-diagonal contribution from g → q splitting, corresponding to
singlet mixing. However, this contribution turns out to be numerically unimportant for
the Drell-Yan process in fixed-target kinematics.
The resummed exponent to NLL in Eq. (7.20) still exhibits singularities due to the
terms proportional to ln(1− 2λ). The singularity at
N = exp
(
1
2b0αs
− γE
)
≡ NL (7.27)
is referred to as Landau pole. When performing the Mellin inversion, special care has to
be taken of this pole and the associated branch cut on the real axis for N > NL. However,
before we turn to the inverse transformation of the cross section, let us first consider
resummation of the rapidity distribution of the Drell-Yan process.
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7.3. NLL Resummation for the rapidity-differential Cross
Section dσ/dQ2dη
For rapidity-differential cross sections it is more involved to derive resummed formulae.
The reason for that is the additional degree of freedom, which is not integrated over
in the phase-space integral and leaves us with one more delta function in Eq. (7.2).
While in the rapidity-integrated case a Mellin transform is sufficient to factorize the phase-
space integrals for multiple soft-gluon emission, an additional Fourier transform has to be
applied for the rapidity-differential cross section.1 This method of doubly transforming the
hadronic cross section was developed and applied in Ref. [107] to the resummation of large
logarithms in prompt-photon production. Later the method was successfully adopted to
the production of W -bosons [108], which is in large part equivalent to Drell-Yan lepton
pair production.
Let us first recall the hadronic rapidity-differential cross section for the Drell-Yan process
from Eq. (5.14)
dσ
dQ2dη
= σ0
∑
a,b
∫ 1
x0
1
dx1
x1
∫ 1
x0
2
dx2
x2
fH1a (x1, µ
2)eabω¯ab
(
x1, x
0
1, x2, x
0
2,
Q
µ
)
fH2b (x2, µ
2).
(7.28)
As mentioned above, to factorize the multiple-gluon phase space, we apply a Mellin trans-
form in τ and, additionally, a Fourier transform in the rapidity η to the hadronic cross
section [108],
σ(N,M) ≡
∫ 1
0
dττN−1
∫ ln 1√
τ
− ln 1√
τ
dηeiMη
dσ
dQ2dη
. (7.29)
We define the double transform of the partonic hard-scattering functions as
ω˜ab(N,M) ≡
∫ 1
0
dzzN−1
∫ ln 1√
z
− ln 1√
z
dηˆeiMηˆω¯ab, (7.30)
where ηˆ = η − 12 ln(x1/x2) is the partonic center-of-mass rapidity, and find in analogy to
Eq. (7.10) that the hadronic cross section factorizes in Mellin and Fourier space:
σ(N,M) = σ0
∑
a,b
f
H1,N+i
M
2
a f
H2,N−iM2
b eabω˜ab(N,M). (7.31)
We note that by contrast to Eq. (7.10) the Mellin moments of the PDFs are shifted by
±iM/2.
By means of the Fourier transform, the rapidity dependence of the partonic hard-
scattering functions is translated to a dependence on the Fourier ’frequency’ M . Let
1Alternatively, instead of the Fourier transform a second Mellin transform can be used [106].
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us explicitly calculate the M -dependence of the partonic cross section to lowest order. To
this end, we transform the lowest order contribution to ω¯ab, namely
ω¯
(0)
qq¯ = x1x2δ(x1 − x01)δ(x2 − x02). (7.32)
By making use of the relations
x01
x1
=
√
zeηˆ,
x02
x2
=
√
ze−ηˆ, (7.33)
the Fourier transform of ω¯
(0)
qq¯ is easily calculated:
∫ ln(1/√z)
− ln(1/√z)
dηˆeiMηˆx1x2δ(x1 − x01)δ(x2 − x02)
=
∫ ln(1/√z)
− ln(1/√z)
dηˆeiMηˆδ(1 −√zeηˆ)δ(1 −√ze−ηˆ)
=
1
2
(
eiM ln(1/
√
z) + e−iM ln(1/
√
z)
)
δ(1 − z)
= cos
(
M ln(1/
√
z)
)
δ(1 − z), (7.34)
where we appropriately averaged over the two possible solutions for the integral in the sec-
ond line. The emerging factor δ(1−z) is just the lowest-order hard-scattering contribution
ω
(0)
qq¯ in Eq. (5.10) to the rapidity-integrated Drell-Yan cross section. Hence, the Fourier
transform of the LO rapidity-differential partonic cross section is equal to the LO rapidity-
integrated partonic cross section times cos (M ln(1/
√
z)) [108]. The rapidity-dependence
is therefore fully contained in the cosine factor.
However, since soft-gluon resummation is achieved near the partonic threshold, we are
only interested in the limit z → 1. In this limit the cosine factor is subleading due to the
expansion
cos
(
M ln(1/
√
z)
)
= 1− (1− z)
2M2
8
+O((1− z)4M4). (7.35)
We can therefore neglect the cosine and state that near the partonic threshold the rapidity
dependence of the hard-scattering function vanishes. I.e. the double moment of the LO
rapidity-differential hard-scattering function ω¯
(0)
qq¯ is equal to the Mellin transform of its
rapidity-integrated counterpart ω
(0)
qq¯
ω˜
(0)
qq¯ (N,M) ' ω(0)Nqq¯ . (7.36)
As was discussed in Refs. [108–110], even at higher orders in perturbation theory
the dependence of the double moments of the rapidity-dependent partonic cross section
ω˜ab=qq¯(N,M) on M becomes subleading near threshold, whereas the N -dependence is
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identical to that of the rapidity-integrated cross section ωNqq¯. Therefore the resummed
expression for ω˜qq¯(N,M) is given by
ω˜qq¯(N,M) ' ωNqq¯, (7.37)
where ωNqq¯ is the threshold-resummed expression from Eq. (7.24) for the rapidity-integrated
Drell-Yan cross section. Owing to this approximation the partonic hard-scattering function
does not at all depend on the rapidity. The hadronic cross section then solely exhibits its
dependence on the rapidity through the shifting of the Mellin moments of the PDFs by
±iM/2 in Eq. (7.31).
However, as was shown in Ref. [108], keeping the cosine term in Eq. (7.34) to all orders in
ω˜qq¯(N,M) slightly more faithfully reproduces the rapidity dependence of the cross section.
The resummed cross section may then be written as
ω˜qq¯(N,M) '
∫ 1
0
dzzN−1 cos
(
M ln(1/
√
z)
)
ωqq¯ =
∫ 1
0
dzzN−1
1
2
(
ziM/2 + z−iM/2
)
ωqq¯
=
1
2
ω
N+iM/2
qq¯ +
1
2
ω
N−iM/2
qq¯ . (7.38)
7.4. Inverse Transform
In the previous two sections, we presented threshold-resummed formulae for the Drell-Yan
cross section. To this end, we had to make the transition to Mellin moment space and, in
case of the rapidity-differential cross section, we additionally applied a Fourier transform.
The final step in obtaining a physically measurable cross section on the hadron level is to
invert the Mellin and if necessary the Fourier transform. (From now on we only consider
the inverse transform of the rapidity-differential cross section. The inversion of the total
(rapidity-integrated) cross section is simply obtained by disregarding the integral in M
and letting M = 0 in the following formula.)
The corresponding inversion of the doubly transformed cross section in Eq. (7.31) is
given by
dσ
dQ2dη
=
∫ ∞
−∞
dM
2pi
e−iMη
∫ C+i∞
C−i∞
dN
2pii
τ−Nσ(N,M). (7.39)
Since the cross section σ(N,M) contains various singularities and branch cuts in the
complex plain, special care has to be taken in the choice of the contour in complex Mellin
moment space. Usually, the parameter C for the Mellin inversion has to be chosen in
such a way that all singularities of the integrand lie to the left of the integration contour.
However, the partonic resummed cross section has a Landau singularity at N = NL =
exp (1/2b0αs − γE), as a result of the divergence of the running coupling αs in Eq. (7.11)
for k⊥ → ΛQCD. Associated with this pole is a branch cut along the real axis for N >
NL. Choosing the integration contour to the right of the Landau pole would therefore
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Figure 7.1.: Integration contour for the Mellin inversion in Eq. (7.39). The position of the
Landau pole is denoted by NL and the asterisks denote the positions of the
rightmost singularities of the PDFs shifted by ±iM/2. The picture is taken
from Ref. [107].
result in passing through the branch cut. Instead, we adopt the minimal prescription
developed in Ref. [96]. For this prescription the contour is chosen to lie to the left
of the Landau singularity. In Ref. [96] it is shown that the inverse transform of the
perturbative expansion of the resummed cross section converges asymptotically to the
minimal prescription formula.2
Above and below the real axis, the contour is tilted into the half-plane with negative real
part. This improves the convergence of the integration, since contributions with negative
real part are exponentially suppressed by the factor τ−N in Eq. (7.39). The distribution
functions exhibit moment-space singularities for values of N smaller than NP ≈ 1. As
2We note that an alternative possibility for dealing with the Landau singularity is to perform the resum-
mation directly in z-space [91].
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mentioned earlier, these singularities are shifted by ±iM/2 from the real axis due to the
Fourier transform. To prevent the tilted contour from passing below or through the PDF
singularities we use the parameterization developed in Ref. [107]:
N = C + ye±iκ, 0 ≤ y <∞,
κ = pi − arctan
(
C − 1 +M/2
C − 1
)
. (7.40)
The corresponding contour is depicted in Fig. 7.1.
8. Extraction of the Valence PDF of the
Pion from Drell-Yan Data
Now that we have presented all the necessary formulae to calculate threshold-resummed
Drell-Yan cross sections on the hadron level, we are able to perform a consistent analysis of
Drell-Yan data to NLL accuracy. Our focus lies on the determination of the valence PDF
of the pion. As already discussed in Sec. 4.3, pionic PDFs mainly extracted from Drell-Yan
data seem to be at odds with theoretical predictions. Several fixed-order analyses found a
rather hard valence distribution at high momentum fraction x, approximately showing a
linear falloff∼ (1−x)1. By contrast, perturbative-QCD counting rules and nonperturbative
Dyson-Schwinger equation approaches predict a much faster falloff ∼ (1− x)2.
In this chapter, we reanalyze the pionic Drell-Yan data and thereby determine a new
valence PDF of the pion. We find that including NLL threshold-resummation effects
results in a much softer valence distribution at high momentum fraction x than that found
in an NLO analysis. Indeed, our pionic valence PDF agrees very well with the predictions
based on perturbative QCD and Dyson-Schwinger equations. The results presented in this
chapter were published in Physical Review Letters [111].
8.1. NLL Threshold Resummation vs. Fixed-Order Calculations
Before we present the results of our analysis, let us examine the size of the threshold
effects in the kinematic regime of the considered Drell-Yan experiments and discuss to
what extend resummation affects the shape of the cross section. To this end, we calculate
the Drell-Yan cross section for the generic process
pi− + p→ µ+ + µ− +X (8.1)
at
√
S = 20 GeV, which is a typical kinematic set-up for a fixed-target experiment. We
use the NLO (MS-scheme) GRS [10] parton distributions for the negatively charged pion
and the NLO (MS-scheme) CTEQ6M [5] parton distributions for the proton. We choose
the renormalization and factorization scales as equal and set µ = Q. We calculate the
rapidity-differential Drell-Yan cross section at fixed-order (LO and NLO), as well as for
the NLL-resummed case.
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Figure 8.1.: Rapidity-differential Drell-Yan cross section dσ/dQdη for pi− p scattering at√
S = 20 GeV and
√
τ = 0.3. The LO, NLO and NLL-resummed cross sections
are shown. We use NLO GRS [10] parton distributions for the pion.
When calculating the resummed cross section we want to take into account the full
information from the NLO result. For this purpose we match the resummed cross section
to the NLO one by subtracting the O(αs) expansion of the resummed expression and
adding the full NLO cross section [108]. This ’matched’ cross section consequently not
only resums the large threshold logarithms to all orders, but also contains the full NLO
results for the qq¯ and qG channels.
In Fig. 8.1 we show the cross section dσ/dQdη for
√
τ = 0.3 at LO, NLO and NLL-
resummed. At this rather small value of τ the overall enhancement due to resummation
compared to NLO seems to be under control. However, the shape of the cross section is
still significantly altered. To examine this further we show the ratios
Kres =
(
dσres
dQdη
)
(
dσLO
dQdη
) , KNLO =
(
dσNLO
dQdη
)
(
dσLO
dQdη
) (8.2)
in Fig. 8.2 as function of the pair rapidity. One can see that Kres becomes very large
towards the boundaries of the η interval. The resummed cross section particularly shows
a sizable enhancement above the NLO one at high rapidities. This enhancement is due to
the fact that at fixed τ the limit η → ηmax corresponds to the limit z → 1 at parton level.
In this limit threshold logarithms become large regardless of the value of τ .
Since high rapidities in the fixed-target regime probe high momentum fractions x in
the PDFs, including threshold resummation in the analysis of parton distributions has
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Figure 8.2.: Ratios Kres and KNLO as defined in Eq. (8.2) at
√
S = 20 GeV and
√
τ = 0.3,
as function of the rapidity η of the dimuon pair. We use NLO GRS [10] parton
distributions for the pion.
significant effects on their extracted high-x behavior. This was recently also examined in
the context of deep-inelastic lepton scattering off a proton target [112]. However, in DIS
there is only a minor enhancement of the cross section by soft-gluon resummation and
therefore the effects on the high-x behavior of the PDFs are not as striking as in case of
the Drell-Yan process.
8.2. Fit to Pion Drell-Yan Data
In the following, we outline our fitting procedure for the pionic PDFs. The fixed-target
pion Drell-Yan data from the Fermilab E615 experiment [8], which we want to analyze,
are in a kinematic regime where the probed partons’ momentum fractions are relatively
large (x & 0.3). In this regime we expect contributions from the valence quarks to strongly
dominate the cross section. Besides, contributions from the gluon distribution enter the
Drell-Yan cross section only at NLO and are consequently suppressed by a factor αs/2pi.
The sensitivity of the data is therefore restricted to the pion’s valence distribution vpi.
We follow the NLO GRS analysis [10] and choose the initial scale Q0 = 0.63 GeV for the
evolution of the PDFs. At this low initial scale we parameterize the valence distribution
as
xvpi(x,Q20) = Nvx
α(1− x)β(1 + γxδ), (8.3)
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where the normalization factor Nv is determined through the valence quark sum rule,∫ 1
0
vpi(x,Q20)dx = 1. (8.4)
Since the Drell-Yan data hardly constrain the gluon and sea-quark distributions, we adopt
their parameterizations from the NLO GRS analysis and do not vary them during the fit:
xGpi(x,Q20) =5.90x
1.270(1− 2.074√x+ 1.824x)(1 − x)1.290,
xq¯pi(x,Q20) =Nq¯x
0.207(1− 2.466√x+ 3.855x)(1 − x)4.454, (8.5)
where it is assumed that the light pion sea is SU(2) flavor-symmetric and the strange quark
distribution vanishes at the low input scale Q0, i.e. q¯
pi = upi
−
= u¯pi
+
= dpi
+
= d¯pi
−
and
spi = s¯pi = 0. When we vary the free parameters in Eq. (8.3), the sea-quark normalization
factor Nq¯ is adjusted in such a way that the momentum sum rule is always fulfilled:∫ 1
0
x(2vpi(x,Q20) + 4q¯
pi(x,Q20) +G
pi(x,Q20))dx = 1. (8.6)
All distributions are evolved to the factorization scale, which we again choose as µ = Q,
using NLO QCD evolution kernels. The resummed hadronic cross section is then calculated
as in Eq. (7.39), matched to the full NLO cross section, and compared to the experimental
data.
The E615 data were obtained by using a 252 GeV pi− beam on a tungsten target. The
probed partons either stem from a proton or a neutron in a tungsten nucleus. We use
isospin symmetry to express the parton content in the neutron in terms of the proton’s
PDFs,
dn(x) = up(x), un(x) = dp(x), sn(x) = sp(x), . . . . (8.7)
We take into account the nuclear effects in this heavy target by using the nuclear PDFs
from the global analysis in Ref. [113]. The distribution function fp,Aa of a proton bound
in a nucleus of mass number A is then related to the PDF of a free proton fpa by
fp,Aa (x, µ
2) = Ra(x, µ
2, A)fpa (x, µ
2), (8.8)
where Ra(x,Q
2, A) is a multiplicative nuclear correction factor. Consequently, the average
distribution of a parton a per nucleon in a nucleus N with mass number A and proton
number Z is given by
fNa (x, µ
2) =
Z
A
Ra(x, µ
2, A)fpa (x, µ
2) +
(
1− Z
A
)
Ra(x, µ
2, A)fna (x, µ
2). (8.9)
We use the average distribution fWa for tungsten to calculate the Drell-Yan cross section
per nucleon in the target.
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Table 8.1.: Results for our NLL threshold-resummed fits to the Fermilab E615 Drell-Yan
data [8].
Fit 2〈xvpi〉 α β γ K χ2 (no. of points)
1 0.55 0.15 ± 0.04 1.75 ± 0.04 89.4 0.999 ± 0.011 82.8 (70)
2 0.60 0.44 ± 0.07 1.93 ± 0.03 25.5 0.968 ± 0.011 80.9 (70)
3 0.65 0.70 ± 0.07 2.03 ± 0.06 13.8 0.919 ± 0.009 80.1 (70)
4 0.7 1.06 ± 0.05 2.12 ± 0.06 6.7 0.868 ± 0.009 81.0 (70)
We consider data points with lepton pair mass in the range 4.03 GeV ≤ Q ≤ 8.53 GeV,
between the J/Ψ and Υ resonances. This corresponds to 0.185 <
√
τ < 0.392. Due to
possible reinteraction effects we reject data points with xF < 0 (see Ref. [9]). Here, xF is
the Feynman variable. Besides, we discard bins with xF > 0.8 resulting in a total number
of 70 bins considered in our fit. As the data in the Fermilab E615 experiment was binned
in terms of the Feynman variable xF , we accordingly have to transform the rapidity-
differential cross section. Soft-gluon resummation primarily addresses the near-threshold
region z → 1. In this particular region the kinematics are very similar to LO, where z = 1.
We can therefore use lowest-order kinematics to determine the relation between xF and η,
xF = x
0
1 − x02 =
Q√
S
(
eη − e−η) = 2√τ sinh(η), (8.10)
which yields for the cross section
dσ
dQ2dxF
=
dσ
dQ2dη
1√
4τ + x2F
. (8.11)
Since the E615 data have a nominal overall systematic error of 16%, we introduce a normal-
ization factor K that multiplies the theoretical cross section. In fixed-order analyses such
a K-factor is usually introduced to account for higher-order QCD corrections. Leading-
order studies find for the E615 Drell-Yan data K . 2 [8, 11, 114]. At NLO the K-factor
is substantially reduced but usually still larger than one [9, 11]. By means of threshold
resummation, we take into account dominant higher order corrections to all orders in per-
turbation theory. We therefore expect that the K-factor in our analysis only corrects for
the overall systematic uncertainty of the data and not for higher-order QCD effects.
We now choose some initial values for the parameters in Eq. (8.3) evolve the PDFs
and evaluate the resummed cross section. To compare the theoretical cross section σtheo
with the measured cross section σdata and estimate the quality of the parameterization we
calculate
χ2 =
70∑
i=1
(
Kσtheoi − σdatai
∆σdatai
)2
, (8.12)
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Figure 8.3.: Comparison of our NLL-resummed Drell-Yan cross section based on fit 3 to
the E615 Drell-Yan data.
where the sum runs over all considered data bins and ∆σdatai denotes the statistical error of
the respective bin. By repeating this procedure several times and thereby minimizing χ2,
we find an optimized set of parameters for the valence distribution of the pion. However,
in our analysis it turns out that the experimental data is not equally sensitive to all
parameters in Eq. (8.3). Particularly the parameter δ is not well determined within the
range 1.5 ≤ δ ≤ 2.5. Allowing δ to freely vary has only marginal effects on the obtained
minimal value of χ2. Hence, we fix it to δ = 2, a value roughly preferred by the fit.
According to the overall systematic error of 16% of the E615 data we allow the K-factor
to vary between 0.84 < K < 1.16. However, we find that the value of the K-factor is
strongly correlated with the second moment of the pionic valence distribution, i.e. its
total momentum fraction,
〈xvpi〉 =
∫ 1
0
xvpi(x,Q20)dx. (8.13)
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Figure 8.4.: Comparison of our resummed cross section for fit 3 to some of the CERN NA10
pi−W data [57] at pion beam energy 194 GeV (left) and 286 GeV (right). The
theoretical cross sections are multiplied by normalization factors K194 = 1.045
(left) and K286 = 1.108 (right).
We therefore perform several fits for different fixed values of 〈xvpi〉. Fixing the total mo-
mentum fraction of the valence distribution makes one parameter in Eq. (8.3) redundant,
which we choose to be γ.
The remaining three parameters α, β and K are fitted to the 70 data points. The results
are shown in Table 8.1, for four different values of the total valence quark momentum
fraction 2〈xvpi〉. One observes that fit 3 for which the valence distribution carries 65% of
the pion’s momentum is preferred. Fit 2 and fit 4 with slightly higher and lower values
of 2〈xvpi〉 are also well acceptable with an increase of the minimal χ2 by only one unit.
The most important result of our analysis is that all fits show a clear preference for a
falloff much softer than linear, with fits 2, 3, and 4 having a value of β very close to 2.
The values of the K-factor vary from K = 0.999 to K = 0.868 and lie well within the
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Figure 8.5.: NLL-resummed and NLO cross sections based on fit 3 compared to some of
the E615 Drell-Yan data at
√
τ = 0.335. The upper plot shows the cross
sections with renormalization and factorization scale µ = Q. The lower plot
shows the uncertainty bands when varying the scale between Q/2 and 2Q.
systematic normalization uncertainty of the data. We compare the NLL-resummed cross
section for fit 3 to the E615 data in Fig. 8.3. The theoretical cross section is multiplied
by the factor K = 0.919 obtained from the fit. To check our analysis for consistency with
Drell-Yan data, which were not included in our fit, we compare our resummed cross section
based on fit 3 to some of the CERN NA10 [57] pi−W Drell-Yan data in Fig. 8.4. Again
owing to the overall systematic error of the data we have multiplied the cross section by a
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Figure 8.6.: The pionic valence (vpi) distribution obtained from our fit 3 to the E615
Drell-Yan data at µ = 4 GeV, compared to the NLO parameterizations of
[9] (SMRS) and [10] (GRS) and to the distribution obtained from Dyson-
Schwinger equations [63] (Hecht et al.).
normalization factor. As one can see, the data are very well described for both pion beam
energies used in the NA10 experiment.
The main theoretical uncertainty in our analysis comes from the dependence of the
calculated cross section on the renormalization and factorization scale. However, inclusion
of higher-order QCD corrections to the cross section reduces this scale ambiguity. We
make this clear in Fig. 8.5, where we show NLL-resummed cross sections and NLO cross
sections at µ = Q and the corresponding uncertainty bands when varying the scale between
µ = Q/2 and µ = 2Q. The cross sections are evaluated at
√
τ = 0.335 using the pion PDFs
from fit 3. Also shown are the corresponding E615 Drell-Yan data. Since, as discussed
earlier, at moderate values of τ threshold resummation particularly enhances the cross
section at high rapidities and hence high xF , the NLO cross section falls off too rapidly
to describe the data. As one can see the scale uncertainty is significantly reduced after
resummation and becomes smaller than the statistical uncertainty of the experimental
data. In fact, at high xF the scale dependence almost vanishes. This implies that our
findings for the pion’s valence distribution are stable with respect to the main theoretical
uncertainty in the calculation. In the next section on phenomenological predictions for the
COMPASS Drell-Yan experiment at CERN, we will come back to this point and examine
the scale dependence of the resummed cross section over the whole range of τ .
Let us now compare our results for the pionic parton distributions to those from earlier
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Figure 8.7.: Moments of pion valence distributions vpi at scale µ = 5.2 GeV as deviation
from results for our preferred fit (ASV). Included are the valence distributions
from the calculations based on Dyson-Schwinger equations by Nguyen et al.
(’DSE’, circles) and Hecht et al. [63] (’DSE’, squares) as well as the NLO
analysis in Ref. [11] (’WRH’, diamonds). The figure is taken from Ref. [64].
analyses. We therefore show the valence distribution xvpi for our best fit 3 in Fig. 8.6,
evolved to µ = 4 GeV. At this momentum scale it behaves as (1 − x)2.34 at high x.
Valence distributions obtained from previous NLO analyses [9, 10], which have a roughly
linear behavior at high x, and from calculations using Dyson-Schwinger equations [63],
for which vpi ∼ (1 − x)2.4, are also shown. Apparently our analysis yields a considerably
softer valence distribution at high momentum fraction x than previous NLO analyses.
Indeed, it agrees very well with the result from Dyson-Schwinger equations. Although not
shown in the figure, the high-x behavior of our valence distribution is also in line with
predictions from perturbative QCD, for which the falloff is expected to be ∼ (1 − x)2+γ
with γ & 0. Recently a new analysis of pion and kaon valence PDFs based on a rainbow-
ladder truncation of Dyson-Schwinger equations was performed by Nguyen et al. [64].
Their obtained valence distribution for the pion is also in very good agreement with our
preferred fit. Beside the functional form they also considered moments of the pion valence
distributions, which are compared to our results in Fig. 8.7. As one can see the moments
of our preferred valence distribution lie between the results from the two different Dyson-
Schwinger equation approaches by Hecht et al. and Nguyen et al..
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To summarize, we find that a valence distribution with a fall-off ∼ (1 − x)2 predicted
by perturbative QCD and Dyson-Schwinger equation approaches is in fact well consistent
with the Drell-Yan data, if large logarithmic contributions near the partonic threshold
are resummed to all orders. Resummation also significantly reduces the main theoretical
uncertainty, namely the dependence of the cross section on the renormalization and fac-
torization scale. Indeed, the uncertainty due to the scale ambiguity in our NLL-resummed
analysis is even smaller than the statistical error of the considered Drell-Yan data. How-
ever, as can be seen in Table 8.1 the available pionic Drell-Yan data are not able to
completely determine the valence parton distribution of the pion. The data are almost
equally well described by fits 2, 3 and 4 with a valence distribution that carries 60 %,
65 % and 70 % of the pion’s momentum at the input scale Q0 = 0.63 GeV, respectively.
The quality of the three fits only differs by about one unit in χ2. This uncertainty in the
valence momentum is also manifest in earlier NLO analyses of the E615 and NA10 data.
For example, at Q = 2 GeV the valence parton distribution of SMRS [9] carries 46 % of
the pion’s momentum, whereas the valence distribution of GRS [10] carries only 40 %,
although both distributions describe the same data sets equally well. We find that the
value of the total valence quark momentum fraction 2〈xvpi〉 is strongly correlated with the
K-factor which multiplies the theoretical cross section and accounts for the large overall
systematic uncertainties of the Drell-Yan data. Pion Drell-Yan data with a well under-
stood normalization could make the inclusion of a K-factor in the analysis redundant and
enable us to really pin down the pion’s valence distribution. We hope that the upcom-
ing fixed-target piN Drell-Yan experiment at COMPASS [115] will provide such urgently
needed data and will resolve this issue. In the following section, we will therefore make
predictions for the Drell-Yan cross section at COMPASS and study the significance of
threshold-resummation effects in the kinematic regime of that experiment.
8.3. Phenomenological Predictions for COMPASS Kinematics
We present a detailed phenomenological study of both the rapidity-integrated and rapidity-
differential Drell-Yan cross section for the kinematics relevant at COMPASS. In the light
of our analysis of fixed-target Drell-Yan data in the previous section, we expect that the
resummation of threshold logarithms also plays a significant role for the Drell-Yan cross
section at COMPASS. The significance of threshold resummation in the Drell-Yan process
has also been examined in numerous earlier phenomenological applications [91, 108, 110,
116–119], both for fixed-target and for collider energies. Our results, which we present in
the following, were published in Ref. [120].
The pi− beam foreseen at COMPASS has an energy of 190 GeV. The pions are scattered
off a proton target at rest, so that the resulting center-of-mass energy of the system is
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Figure 8.8.: Rapidity-integrated Drell-Yan cross section Q3dσ/dQ for pi− p scattering at√
S = 19 GeV, at LO, NLO and NLL-resummed, as a function of the invariant
mass Q of the lepton pair.
√
S ≈ 19 GeV. For the pionic PDFs we use the ones for the preferred fit in the previous
section (’fit 3’). For the proton target we use the NLO (MS scheme) CTEQ6M [5] parton
distributions. The cross section is calculated at renormalization and factorization scale
µ = Q unless stated otherwise. Again, we match the resummed cross section to the NLO
one to take into account the full information from the NLO result. We will occasionally
also consider a resummed cross section that has not been matched to the NLO one. We
will refer to such a cross section as ’unmatched’.
We first consider the cross section dσ/dQ integrated over all rapidities. We do so
to show the relevance and the validity of the resummation effects over the whole range
of the invariant mass Q. Here, we ignore for simplicity charmonium and bottomonium
resonances in the lepton pair spectrum, whose contributions are dominant for resonant
invariant masses, and calculate only the smooth (continuum) part of the cross section.
Figure 8.8 shows the cross section Q3dσ/dQ at
√
S = 19 GeV at fixed order (LO and
NLO), as well as for the NLL-resummed case. It can be seen that the enhancement of the
resummed cross section over LO increases strongly with invariant mass Q. This becomes
even more apparent in Fig. 8.9, where we show the ratio of the cross section to the LO
one:
K =
dσ/dQ
dσLO/dQ
. (8.14)
The ratio is plotted for the NLO and the NLL-resummed result. At high invariant mass
Q the resummed cross section exceeds the LO one by an order of magnitude. We also
8.3. Phenomenological Predictions for COMPASS Kinematics 85
 1
 10
 4  6  8  10  12  14
σ
/σ
L
O
Q (GeV)
NLL resummed
1st order expansion
2nd order expansion
3rd order expansion
NLO
Figure 8.9.: Ratio as defined in Eq. (8.14) at
√
S = 19 GeV as functions of the lepton pair
mass Q, at NLO (symbols) and for the NLL-resummed case. Also shown are
the expansions of the resummed cross section to first, second and third order
in the strong coupling.
expand the unmatched resummed cross section in powers of αs and show the first, second
and third order expansion in Fig. 8.9. One can see that in the fixed-target regime higher
orders (beyond NLO) still make significant contributions to the cross section, especially
at high invariant mass Q. This confirms that at high Q and hence large τ = Q2/S the
threshold logarithms indeed compensate the smallness of αs in the perturbative series.
This finding is in line with that in the earlier study in Ref. [116] for p¯p-scattering. We
also observe that the exact NLO cross section agrees extremely well with the first order
expansion of the unmatched resummed result. This demonstrates that the logarithmic
contributions from soft-gluon radiation give by far the most important contribution to
the cross section, not only very close to threshold as τ → 1, but also for rather moderate
values of τ .
Next, we present the results for the rapidity distributions dσ/dQdη. As mentioned
above, charmonium and bottomonium resonances complicate the calculation of Drell-Yan
cross sections. Therefore usually only lepton pairs with invariant mass Q between the J/Ψ
and Υ resonances and above the Υ are considered. Since the Drell-Yan event rate decreases
rapidly with
√
τ , it may not be possible to measure it accurately above the Υ resonance
in the medium-energy fixed-target regime accessed by the COMPASS experiment. We
therefore make predictions for
√
τ = 0.3 and
√
τ = 0.45, corresponding to Q = 5.7 GeV
and Q = 8.6 GeV, respectively. Our results are presented in Figs. 8.10 and 8.11. Again
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S = 19 GeV and
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Figure 8.11.: Same as Fig. 8.10, but at
√
τ = 0.45.
the resummed cross section and the fixed-order NLO and LO ones are shown. As before,
we expand the unmatched resummed result in powers of αs and find that the first order
expansion agrees very well with the exact NLO result for
√
τ = 0.45. For
√
τ = 0.3, further
away from threshold, the first order expansion of the threshold-resummed cross section
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Figure 8.12.: Scale dependence of the LO, NLO and NLL-resummed rapidity-integrated
Drell-Yan cross sections at
√
S = 19 GeV as function of Q. The factorization
as well as the renormalization scale have been varied between Q/2 and 2Q.
Note that we have multiplied the LO cross section by 1/2 and the resummed
cross section by 2.
lies very slightly below the exact NLO result for central rapidities. This is due to the fact
that the contributions from the threshold region z → 1 do not entirely dominate the cross
section in this rapidity region. As expected from our results in Figs. 8.8 and 8.9, at fixed
rapidity the threshold resummation effects become more important as τ increases, resulting
in a fairly large enhancement of the resummed cross section at
√
τ = 0.45. Nevertheless,
significant contributions from threshold resummation are still present in the cross section
also for relatively modest values of τ .
The crucial quality test for any higher order calculation is the extent to which it reduces
the scale ambiguity inherent to any perturbative QCD calculation. We examine the scale
dependences of the rapidity-integrated and the rapidity-differential cross sections in Figs.
8.12 and 8.13, respectively. Again we show the LO, NLO and NLL-resummed results at√
S = 19 GeV, now varying the renormalization and factorization scales between µ = Q/2
and µ = 2Q. Note that in Fig. 8.12 we have for better visibility multiplied the LO cross
section by 1/2 and the resummed one by 2. Evidently for the integrated cross section the
scale dependence is decreased by resummation over the whole range of invariant mass Q,
whereas going from LO to NLO reduces the scale dependence only marginally. Figure 8.13
shows the scale dependence of the rapidity distributions at
√
τ = 0.45. Here we only show
the NLL-resummed cross section and the NLO one. As one can see, the scale dependence
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√
S = 19 GeV and
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Q/2 and 2Q.
is again significantly improved by resummation. This applies to all values of rapidity; in
fact the scale dependence almost vanishes at high η after resummation.
All in all, in this phenomenological study we find that threshold resummation has strong
effects on the Drell-Yan cross section for pions scattering off a proton target at COMPASS.
In fact, it leads to a significant enhancement above fixed-order calculations, even for mod-
erate values of the invariant mass Q of the lepton pair. Another important finding is that
the expansion of the resummed cross section to O(αs) agrees very well with the exact
fixed-order calculation. This agreement demonstrates that the large threshold logarithms
indeed make the main contribution to the Drell-Yan cross section and have to be taken
into account to all orders. Even in cases where there is only a modest enhancement of the
rapidity-integrated cross section, we find the shape of the rapidity-differential cross section
to be very strongly affected by resummation at sufficiently large forward or backward ra-
pidities. Finally, we have shown that the scale dependence of the perturbative cross section
is substantially reduced when threshold-resummed contributions are included. Our results
overall demonstrate that threshold resummation effects will be important in the analysis
of future COMPASS data. While we have only addressed the spin-averaged Drell-Yan
cross section in this thesis, we stress that threshold resummation effects are expected to
be equally relevant also for corresponding spin-dependent cross sections, even though they
may have a tendency to cancel in spin asymmetries. We also note that in the light of
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our study cross sections and spin asymmetries at measured transverse momentum q⊥ of
the lepton pair, which will be a particular focus of the investigations at COMPASS, will
require additional theoretical consideration.

Part III.
Single Longitudinal-Spin
Asymmetries
91

9. Time-Reversal-Odd Spin Asymmetries
In this chapter we review some basic facts on single-spin asymmetries for processes in-
volving both transversely and longitudinally polarized particles. We show that single
longitudinal-spin asymmetries can originate from naive-time-reversal-odd (T -odd) effects,
which arise only at higher orders in perturbation theory. Such T -odd observables can be
observed in semi-inclusive deep-inelastic scattering (SIDIS). We schematically derive the
leading perturbative contribution to T -odd effects and identify the corresponding Feynman
diagrams in SIDIS.
9.1. Single-Spin Asymmetries
A single-spin asymmetry for an arbitrary high-energy scattering process is generally defined
as the ratio
A =
1
2(dσ
S − dσ−S)
1
2(dσ
S + dσ−S)
, (9.1)
where dσS is the hadronic differential cross section for a process with one polarized initial-
state particle with spin vector S. In this definition we do not specify whether the particle is
longitudinally or transversely polarized. In fact, to this day large single-spin asymmetries
have mainly been observed in processes associated with transverse polarization. Although
not predicted by theory, a surprisingly large asymmetry was first observed in the 1970s
in Λ production at Fermilab [15]. This astonishing finding encouraged both theorists and
experimentalists to investigate the origin and the phenomenology of these novel effects.
In the last years, the main focus lay on the observation of large single transverse-spin
asymmetries in SIDIS in the reaction
e+ p↑ → e+ h+X, (9.2)
where p↑ is a transversely polarized proton and h denotes an observed hadron. Several
experiments have been performed covering different kinematic regimes by SMC [121] and
COMPASS [122, 123] at CERN, and the HERMES [124–126] collaboration at DESY. All
of them confirmed the large size of the asymmetry. To understand and explain the physics
behind these spin effects, QCD theorists have proposed two different mechanisms. The
first one explains the asymmetries in terms of transverse-momentum dependent (TMD)
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parton distributions for the polarized proton and TMD fragmentation functions for the
final-state hadron [127–132]. In case of the SIDIS cross section the asymmetry involves
TMD distribution functions which were first introduced by Sivers and are referred to as
Sivers functions. The second approach relies on collinear factorization and is formulated
in terms of twist-three multiparton correlation functions [133–137]. It is referred to as
Efremov-Teryaev-Qiu-Sterman (ETQS) mechanism. Which one of the two mechanism
applies, depends on the considered observable in the scattering reaction. Although the
Sivers and the ETQS approach have their own domain of validity, it has been shown that
they are equivalent (to some extent) in the region where their kinematic coverages overlap
[138–141]. In the TMD approach the large spin asymmetries are due to the correlation
of the intrinsic transverse momentum of the considered parton with the transverse spin
of the proton, which defines a preferred direction perpendicular to the beam axis. This
directional preference is also manifest in the ETQS approach in the dependence of the
quark-gluon correlation functions on the transverse spin of the proton.
In case of longitudinal polarization large single-spin asymmetries were only recently de-
tected in parity-violating observables in the production of W±-bosons at RHIC [16, 17].
By contrast, in parity-conserving processes longitudinal-spin asymmetries turn out to be
rather small. Such small asymmetries were observed by the HERMES collaboration in
semi-inclusive deep-inelastic scattering off a hydrogen [126, 142] and a deuterium target
[143]. Although for longitudinally polarized particles the spin vector is collinear to the
beam axis and no transverse direction is preferred, the TMD factorization approach still
gives rise to distribution functions, which induce non-vanishing longitudinal spin effects
[144–147]. Some of these functions, however, are twist-three functions and are conse-
quently suppressed by a factor 1/Q, where Q is the momentum transfer in SIDIS. In the
TMD approach it is therefore expected that the T -odd sinφ asymmetry, which we will
introduce in the following section, vanishes at high energies and hence high momentum
transfer. However, perturbative corrections to the hard-scattering functions may as well
account for single longitudinal-spin asymmetries in SIDIS. In this thesis, we investigate
those perturbative effects. We will show that, if parity-violating interactions are excluded,
asymmetries only arise at higher orders in perturbation theory and are hence suppressed
by powers of αs. In the following chapter, we will calculate the perturbative contributions
to the single longitudinal-spin asymmetries to lowest order and make predictions for their
magnitude in SIDIS. Although the asymmetries turn out to be small, we find that they
may still be measured to a good accuracy at the planned high-luminosity high-energy
electron-ion collider at RHIC (eRHIC).
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Figure 9.1.: Three-momentum kinematics for the process e(k)+p(P, S)→ e(k′)+h(P ′)+X
in the proton’s rest frame.
9.2. Time-Reversal-Odd Effects
As mentioned above, the SIDIS process can schematically be written as
e(k) + p(P, S)→ e(k′) + h(P ′) +X, (9.3)
where k and k′ denote the momenta of the electron before and after the scattering re-
action, P is the momentum and S the spin of the initial state proton, and P ′ denotes
the momentum of the observed hadron. The electron and the hadrons may interact via
the electromagnetic or weak interaction. In the following, however, we only consider the
electromagnetic case. The proton is longitudinally polarized and therefore its spin vector
points along the beam axis. A spin-dependent observable can therefore only be associated
with the momenta of the outgoing lepton and hadron transverse to the beam axis,
~S · (~kT × ~P ′T ) ∝ sinφ, (9.4)
where φ is the angle between ~kT and ~P
′
T in the proton’s rest frame. The kinematics are
shown in Fig. 9.1. This observable is said to be T -odd, as it changes sign under reversal of
both three-momenta and spins, and parity-even (P -even), as it is invariant under reversal
of three-momenta. We note that ’T -odd’ does not mean that the observable violates time-
reversal invariance. Time reversal would also imply that the initial and final state of
the scattering reaction are interchanged. A second linearly independent spin-dependent
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Figure 9.2.: LO (Born) diagrams for γ∗ + q → q +G.
observable can be deduced from the combination of momenta in Eq. (9.4),
~S · (~kT × ~P ′T )~kT · ~P ′T ∝ sin(2φ), (9.5)
with ~kT · ~P ′T ∝ cosφ. Equation (9.5) also defines a T -odd and P -even quantity. We restrict
ourselves to the electromagnetic and strong interaction and do not allow for parity-violating
interactions. Since this restriction forbids P -odd effects, we cannot construct any other
spin-dependent observable. The single longitudinal-spin asymmetry in SIDIS is therefore
proportional to the two T -odd observables in Eqs. (9.4) and (9.5),
AL ≡
1
2(dσ
+ − dσ−)
1
2(dσ
+ + dσ−)
≡ d∆σ
dσ
= D sinφ+ E sin(2φ), (9.6)
where dσ+/− denotes the hadronic differential SIDIS cross section for a polarized proton
beam with positive/negative helicity. We refer to d∆σ as the spin-dependent cross section
and to dσ as the spin-averaged or unpolarized cross section.
Before we turn to the explicit perturbative calculation of the spin asymmetry AL, let
us first qualitatively study the form of the partonic cross section associated with T -odd
effects. We thereby follow the discussions in Refs. [148, 149].
The matrix element Sfi for the scattering from an initial state i to a final state f can
in general be written as
Sfi = δfi + i(2pi)
4δ(4)(Pf − Pi)Tfi, (9.7)
where Tfi is the corresponding transition amplitude, Pf and Pi denote the sum of mo-
menta of the final-state and initial-state particles, respectively. In quantum mechanics and
quantum field theory the S-matrix is unitary, SΓiS
∗
Γf = δfi. For the transition amplitude
this implies the condition
Tfi − T ∗if = iαfi, (9.8)
where αfi is called the absorptive part of the transition amplitude Tfi and reads
αfi =
∑
Γ
T ∗ΓfTΓi(2pi)
4δ(4)(PΓ − Pi) (9.9)
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Figure 9.3.: One-loop absorptive diagrams for γ∗+ q → q+G: (a) s-channel diagrams, (b)
t-channel diagrams, (c) box diagrams.
with the sum over Γ running over all possible states. If the S-matrix is a perturbative
series, the absorptive part of a fixed-order transition amplitude is the sum of all higher-
order diagrams with the same initial and final state. I.e. αfi contains all virtual corrections
to the transition amplitude Tfi. For example, in the case of SIDIS the dominant partonic
channel is γ∗ + q → q + G. Its lowest-order contribution to the transition amplitude is
given by the Born diagrams depicted in Fig. 9.2. The lowest-order contribution to the
absorptive part of the Born amplitude is then given as the sum of all one-loop virtual
corrections to the Born diagrams. The respective diagrams are depicted in Fig. 9.3.
The unitarity condition in Eq. (9.8) can readily be written as
T ∗if = Tfi − iαfi. (9.10)
Multiplying both sides of the equation by its complex conjugate, we obtain
|Tif |2 = |Tfi|2 + |αfi|2 + 2Im(T ∗fiαfi) (9.11)
or
|Tfi|2 = |Tif |2 − 2Im(T ∗fiαfi)− |αfi|2. (9.12)
Let us now define the states i˜ and f˜ as the states made from i and f by reversing the
directions of spins and three-momenta. As QCD preserves time-reversal invariance, the
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absolute square of the transition amplitude is invariant under reversal of spins and three-
momenta and simultaneous commutation of initial and final state, i.e.
|Tfi|2 − |Ti˜f˜ |2 = 0 = |Tif |2 − |Tf˜ i˜|2. (9.13)
T-odd effects, however, are defined as the difference of |Tfi|2 and |Tf˜ i˜|2 and may well be
different from zero. Indeed, we find by means of Eqs. (9.12) and (9.13)
|Tfi|2 − |Tf˜ i˜|2 = |Tif |2 − |Tf˜ i˜|2 − 2Im(T ∗fiαfi)− |αfi|2
= −2Im(T ∗fiαfi)− |αfi|2. (9.14)
As already mentioned, the lowest-order contribution to Tfi in SIDIS comes from the Born
diagrams in Fig. 9.2 and the lowest-order contribution to αfi is due to the absorptive
diagrams in Fig. 9.3. The leading contribution to the term T ∗fiαfi is then given by the
interference of the Born term with its one-loop absorptive corrections and is of O(α2s).
Hence, the imaginary part of this interference term is the lowest-order contribution to
T -odd observables in perturbation theory.
10. Single Longitudinal-Spin Asymmetry in
SIDIS
In the previous chapter, we have identified the leading perturbative contribution to the
single longitudinal-spin asymmetry in SIDIS and depicted the corresponding Feynman
diagrams. We now turn to the explicit calculation of this contribution in perturbative
QCD. In Sec. 10.1 we investigate the kinematics of the considered process and present
the general form of the spin-dependent hadronic cross section. The calculation of the
perturbative hard-scattering part is outlined in Sec. 10.2. We calculate the spin-dependent
cross section to O(α2s), which is the first non-vanishing order. In the derivation of the hard-
scattering functions we make use of the one-loop result for e+e−-annihilation from Ref.
[150] by applying the crossing procedure for SIDIS developed in Ref. [151]. The last
section of this chapter is then dedicated to SIDIS phenomenology at a future electron-ion
collider at RHIC (eRHIC). We make predictions for the single longitudinal-spin asymmetry
in the kinematic regime accessible by the planned collider and show the magnitude of the
measured SIDIS cross section in this regime.
We note that perturbative T -odd effects in SIDIS were calculated for a polarized lep-
ton beam incident on an unpolarized proton target in Refs. [149, 151, 152] including
electromagnetic and weak interactions. For the Drell-Yan process leading perturbative
contributions to T -odd asymmetries were calculated in Refs. [151, 153–155].
10.1. Spin-Dependent Hadronic Cross Section
Let us first recall our notation for momenta and spins in the SIDIS process:
e(k) + p(P, S)→ e(k′) + h(P ′) +X. (10.1)
We have already mentioned that we restrict ourselves to the case of electromagnetic in-
teraction of the electron with the partons in the proton. The differential spin-dependent
cross section defined in Eq. (9.6) may be written as the product of a leptonic tensor Lµν
and a spin-dependent hadronic tensor ∆Wµν ,
k′0P
′
0 d∆σ
d3~k′ d3 ~P ′
=
α2
2Sq4
Lµν∆Wµν , (10.2)
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where S = (P + k)2 is the center-of-mass energy squared and q = k − k′ is the spacelike
momentum of the virtual photon. We integrate over the azimuthal angle of the scattered
lepton and express the cross section in terms of the invariants
Q2 = −q2, x = Q
2
2P · q , y =
P · q
P · k , z =
P · P ′
P · q (10.3)
to find
d∆σ
dx dQ2 dz dκ2 dφ
=
piα2y2
4Q4z
Lµν∆Wµν , (10.4)
where
κ2 =
P ′2T
Q2
(10.5)
with φ defined as the azimuthal angle between ~P ′T and the lepton scattering plane (see
Fig. 9.1).
The spin-averaged leptonic tensor is of the form,
Lµν = 2
(
kµk
′
ν + kνk
′
µ +
q2
2
gµν
)
. (10.6)
The hadronic tensor is defined as
∆Wµν =
∑
a,b
∫ 1
x
dξ
ξ
∫ 1
z
dη
η2
DHa (η)eab∆H
ab
µν∆f
p
b (ξ), (10.7)
where ∆fpb (ξ) is the helicity distribution of a parton b in a proton with momentum fraction
ξ and DHa (η) is the fragmentation function for a parton a fragmenting into a hadron H
with momentum fraction η. The coupling eab equals e
2
q for all scattering processes at
lowest order. ∆Habµν is the hard-scattering function, which is given as the difference of the
helicity-dependent scattering amplitudes for the partonic process
γ∗(q) + b(p,±)→ a(p′) +X, (10.8)
where p is the momentum of the incoming polarized parton b and p′ is the momentum
of the outgoing unpolarized parton a. The hard-scattering function has a general form
consisting of nine different gauge invariant terms [151],
∆Habµν =∆H
ab
1
(
gµν − qµqν
q2
)
+∆Hab2 q
−2pˆµpˆν +∆Hab3 q
−2pˆ′µpˆ
′
ν
+∆Hab4 q
−2(pˆµpˆ′ν + pˆν pˆ
′
µ) + ∆H
ab
5 q
−2(pˆµpˆ′ν − pˆν pˆ′µ) + ∆Hab6 q−2iµναβqαpβ
+∆Hab7 q
−2iµναβqαp′β +∆Hab8 q
−4(pˆµF˜ν + pˆνF˜µ) + ∆Hab9 q
−4(pˆ′µF˜ν + pˆ
′
νF˜µ),
(10.9)
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with
pˆµ = pµ − p · q
q2
qµ,
pˆ′µ = p
′
µ −
p′ · q
q2
qµ,
F˜µ = iµαβγp
αp′βqγ . (10.10)
We use the convention 0123 = −1 for the antisymmetric tensor throughout. The first
five terms in Eq. (10.9) are independent of the parton’s spin. Therefore the structure
functions ∆Hab1 to ∆H
ab
5 vanish. Since the hadronic tensor is contracted with the spin-
averaged leptonic tensor Lµν in Eq. (10.6), which is symmetric in µ and ν, antisymmetric
terms in µ and ν in Eq. (10.9) do contribute. Hence, one can neglect the terms with ∆Hab6
and ∆Hab7 . The terms proportional to ∆H
ab
8 and ∆H
ab
9 are T -odd quantities. As we have
shown in the previous chapter, their leading contributions come from the interference of
the Born diagrams shown in Fig. 9.2 with the absorptive part of the one-loop diagrams
shown in Fig. 9.3. These contributions are of O(α2s). The absorptive part of the diagrams
in Fig. 9.3 can be derived from the one-loop result for e+e−-annihilation in Ref. [150].
In the following section we sketch the perturbative calculation of the relevant functions
∆Hab8 and ∆H
ab
9 .
10.2. Hard-Scattering Functions to O(α2s)
In general, the hard-scattering function for the partonic process γ∗(q) + b(p)→ a(p′) +X
with partons a and b is defined as
∆Habµν =
1
2
(|M+|2µν(b→ a)− |M−|2µν(b→ a))P, (10.11)
with the difference of the scattering amplitudes |M|2µν(b→ a) for positive (+) and negative
helicity (-) of the initial-state parton and a phase space factor P. Each diagram in Figs.
9.2 and 9.3 contains 2 external partons. One of these is unobserved and its phase space is
integrated over. The factor P is therefore of the form
P = 1
(2pi)4
∫
d3~p3
(2pi)32E3
(2pi)4δ(4)(p+ q − p′ − p3) = 1
(2pi)3
δ
(
[p+ q − p′]2)
=
zˆ
(2pi)3Q2
δ
(
κˆ2 − 1− xˆ
xˆ
zˆ(1− zˆ)
)
, (10.12)
where we have introduced the partonic analogs of the invariants x and z,
xˆ =
Q2
2p · q =
x
ξ
, zˆ =
p · p′
p · q =
z
η
, (10.13)
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and of κ,
κˆ =
p′T
Q
=
κ
η
. (10.14)
Since the phase space factor is independent of the underlying partonic process involving
partons a and b, we define dimensionless functions ∆hab8,9, which contain the full information
on the partonic process, and rewrite the functions ∆Hab8,9 in Eq. (10.9) as
∆Hab8,9 =
zˆ
(2pi)3Q2
δ
(
κˆ2 − 1− xˆ
xˆ
zˆ(1− zˆ)
)
∆hab8,9(αs, xˆ, zˆ). (10.15)
The functions ∆hab8,9 can then easily be determined by comparing the expansion of ∆H
ab
µν
in Eq. (10.9) with the calculated squared scattering amplitude in Eq. (10.11).
Let us now calculate this amplitude for the partonic process γ∗(q) + q(p)→ q(p′) +X.
As mentioned above, the lowest order non-vanishing contribution to ∆Hµν is due to the
interference of the Born diagrams in Fig. 9.2 with the absorptive diagrams in Fig. 9.3.
The corresponding squared scattering amplitude can be written as a trace in Dirac and
color space,
|M±|2µν(q → q) =
1
N
(
−Tr
[
/p
′T qµβ
1± γ5
2
/pB¯
q
ναg
βα
]
− Tr
[
/p
′Bqµβ
1± γ5
2
/pT¯
q
ναg
βα
])
,
(10.16)
with the number of colors N = 3 and the Born term
Bqµβ = gt
a
(
γµ
/p− /p3
2p · p3γβ − γβ
/p′ + /p3
2p′ · p3γµ
)
. (10.17)
The transition amplitude T qµβ contains all contributions from the absorptive diagrams. By
applying crossing one may obtain this transition amplitude from the absorptive corrections
to the annihilation process e+ + e− → γ∗ → q + q¯ + G [151]. In the following we briefly
outline the most important steps of this crossing procedure.
The amplitude for the one-loop absorptive corrections to the process γ∗ → q(p1) +
q¯(p2) +G(p3) may be written as
u¯(p1)Tµβv(p2)
∗β(p3), (10.18)
where Tµβ is of O(α3/2s ). The diagrams contributing to the expression in (10.18) are equal
to the absorptive leptoproduction diagrams in Fig. 9.3 except that all three external
partons are in the final state and the virtual photon is timelike rather than spacelike.
The transition amplitude may be expanded in terms of seven independent covariant terms
[150],
Tµβ =q
−4N1pˆ+µp˜−β /p3 + q−4N2pˆ−µp˜−β /p3 + q−2N3γˆµp˜−β
+ q−2N4pˆ+µγ˜β + q−2N5pˆ−µγ˜β + q−2N6 ˆ˜gµβ /p3
+N7
(
γµ
/p2 + /p3
2p2 · p3γβ − γβ
/p1 + /p3
2p1 · p3γµ
)
, (10.19)
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where (l = 1, . . . , 7)
Nl = g
3(N˜lif
bactctb + Nˆlt
btatb +N
(ct)
l t
a) (10.20)
and q = p1 + p2 + p3, p± = p1 ± p2. The gauge invariant completions are defined as
pˆµ = pµ − p · q
q2
qµ,
γˆµ = γµ − /
q
q2
qµ,
p˜β = pβ − p · p3
p3 · q qβ,
γ˜β = γβ − /
p3
p3 · q qβ,
ˆ˜gµβ = gµβ −
qβp3µ
p3 · q . (10.21)
The scalar functions N˜l, Nˆl and N
(ct)
l (l = 1, . . . , 7) can be found in Eq. (7) and Table 1
and 2 of Ref. [150].
The transition amplitude T qµβ for the quark-quark process in SIDIS is obtained from the
amplitude Tµβ in Eq. (10.19) by the change of momenta,
p1 → p′, p2 → −p, (10.22)
which corresponds to replacing the outgoing antiquark with momentum p2 by an incoming
quark with momentum p. The functions N˜l and Nˆl contain logarithmic functions of the
kinematic variables yij = 2pi ·pj/q2, namely ln(yij), ln(1−yij) and the dilogarithm Li2(yij).
Crossing results in a sign change of external momenta, which may lead to a discontinuous
change of the kinematic variables yij . Their new values may lie on the branch cuts of
the domains of definition of the logarithmic functions leading to ambiguous results. To
circumvent this ambiguity one has to perform an analytic continuation of the logarithmic
functions and take care of small imaginary parts of the Feynman propagators specified by
the iη prescriptions. For the quark-quark channel one finds the following replacements
[151]:
ln(1− y12)→ ln
(
2p · p′
−q2 − 1
)
− ipi,
Li2(y12)→− Li2
(
1− 2p · p
′
−q2
)
+ ipi ln
(
2p · p′
−q2
)
− ln
(
2p · p′
−q2
)
ln
(
2p · p′
−q2 − 1
)
+ ζ(2),
ln(y13)→ ln
(
2p′ · p3
−q2
)
− ipi,
ln(1− y23)→ ln
(
2p · p3
−q2 − 1
)
− ipi,
Li2(y23)→− Li2
(
1− 2p · p3−q2
)
+ ipi ln
(
2p · p3
−q2
)
− ln
(
2p · p3
−q2
)
ln
(
2p · p3
−q2 − 1
)
+ ζ(2).
(10.23)
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With these prescriptions the transition amplitude T qµβ is easily calculated. It is then
straightforward to evaluate the trace in Eq. (10.16) and find the expression for the hard-
scattering function ∆Hqqµν . We refrain from showing the entire calculation and simply
collect the results at the end of this section starting from Eq. (10.32).
Analogously the squared matrix elements for the gluon-initiated partonic channel γ∗(q)+
G(p)→ q(p′) +X is calculated. The trace in Dirac and color space is of the form
|M±|2µν(G→ q) =
1
N2 − 1
(
Tr
[
/p
′TGµβ /p3B¯
G
να
β
±
∗α
±
]
+ Tr
[
/p
′BGµβ /p3T¯
G
να
β
±
∗α
±
])
, (10.24)
where the corresponding Born term is
BGµβ = gt
a
(
γµ
/p3 − /p
−2p · p3γβ − γβ
/p′ − /p
−2p′ · pγµ
)
. (10.25)
In Eq. (10.11) we calculate the difference of the squared matrix element for right-handed
and left-handed gluons. In its derivation we encounter the difference
Sβα = β+
∗α
+ − β−∗α− . (10.26)
The polarization tensor Sβα can be expressed in terms of Lorentz vectors and the com-
pletely antisymmetric tensor as
Sβα =
i
p · q βαρσp
ρqσ. (10.27)
One can make this clear by considering a gluon moving in the 3-direction and q =
(0, 0, 0,−Q). The gluon’s polarization vector has the form
± =
1
2
(0, 1,±i, 0) . (10.28)
Hence, the polarization tensor according to the definition in Eq. (10.26) reads
Sβα =


0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

 , (10.29)
which is equal to the expression in Eq. (10.27).
The transition amplitude TGµβ can be derived from the amplitudes Tµβ in e
+e− annihi-
lation by making the change of external momenta,
p1 → p′, p3 → −p, p2 → p3. (10.30)
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The resulting replacements for the logarithmic functions read [151]
ln(y12)→ ln
(
2p′ · p3
−q2
)
− ipi,
ln(1− y13)→ ln
(
2p · p′
−q2 − 1
)
− ipi,
Li2(y13)→− Li2
(
1− 2p · p
′
−q2
)
+ ipi ln
(
2p · p′
−q2
)
− ln
(
2p · p′
−q2
)
ln
(
2p · p′
−q2 − 1
)
+ ζ(2),
ln(1− y23)→ ln
(
2p · p3
−q2 − 1
)
− ipi,
Li2(y23)→− Li2
(
1− 2p · p3−q2
)
+ ipi ln
(
2p · p3
−q2
)
− ln
(
2p · p3
−q2
)
ln
(
2p · p3
−q2 − 1
)
+ ζ(2).
(10.31)
These crossing prescriptions allow to evaluate theO(α2s) contributions to the hard-scattering
function ∆HqGµν .
As mentioned earlier, comparing the results for the hard-scattering functions ∆Habµν with
their expansion in Eqs. (10.9) and (10.15) we can read off the dimensionless functions
∆hab8,9. For the quark-quark channel we find
∆hqq8 =− 8ipiα2s(Q)
xˆ3(1− xˆ− zˆ)
(1 − xˆ)(1− zˆ)
×
[
1
2
CFCA + CF
(
CF − CA
2
)(
3− zˆ
1− zˆ + ln(zˆ)
2
(1− zˆ)2
)]
,
∆hqq9 =8ipiα
2
s(Q)
xˆ3
(1− xˆ)(1 − zˆ)
×
[
3
2
CFCA + CF
(
CF − CA
2
)(
1− 3zˆ
1− zˆ + ln(zˆ)
2(1 − 2zˆ)
(1− zˆ)2
)]
. (10.32)
The functions for the antiquark-initiated channel,
γ∗(q) + q¯(p,±)→ q¯(p′) +X,
are due to CP-invariance equal to those of the quark-initiated partonic process,
∆hq¯q¯8 = ∆h
qq
8 , ∆h
q¯q¯
9 = ∆h
qq
9 . (10.33)
For the partonic channel with a gluon in the initial state and a fragmenting quark in the
final state the corresponding functions read
∆hqG8 =− 8ipiα2s(Q)
xˆ3
zˆ(1− zˆ)
(
CF − CA
2
)
×
[
2(1 − zˆ) + 2x
zˆ
+
zˆ − xˆ− 1
zˆ(1− zˆ) −
xˆ+ zˆ − 1
(1− zˆ)2 ln zˆ +
xˆ− zˆ − 1
zˆ2
ln(1− zˆ)
]
,
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∆hqG9 =− 8ipiα2s(Q)
(
CF − CA
2
)
xˆ3
zˆ(1− zˆ)
×
[
1− 2zˆ + 2zˆ2
zˆ(1− zˆ) +
1
(1− zˆ)2 ln zˆ +
1
zˆ2
ln(1− zˆ)
]
. (10.34)
With these results we can calculate the spin-dependent hadronic cross section in SIDIS
to O(α2s). To this end, we explicitly contract the leptonic tensor Lµν in Eq. (10.6) with
the hadronic tensor ∆Wµν in Eq. (10.7) to obtain
Lµν∆Wµν =
∑
a,b
∫ 1
x
dξ
ξ
∫ 1
z
dη
η2
DHa (η)∆f
p
b (ξ)
2zˆeab
(2pi)3y2
(
Dab sinφ+ Eab sin(2φ)
)
× δ
(
κˆ2 − 1− xˆ
xˆ
zˆ(1− zˆ)
)
(10.35)
with
Dab =
√
1− y(2− y)i κˆ
2xˆ
[
1
xˆ
∆hab8 +
(
zˆ +
κˆ2
zˆ
)
∆hab9
]
,
Eab = −(1− y)i κˆ
2
xˆ
∆hab9 . (10.36)
As expected, the T -odd structure of the hadronic tensor results in asymmetries propor-
tional to sinφ and sin(2φ). The coefficients Dab and Eab are given in terms of the dimen-
sionless functions in Eqs. (10.32-10.34) for the qq, q¯q¯ and qG partonic channels. At the
given order in perturbation theory, however, there are three more partonic processes con-
tributing to the cross section, namely Gq, Gq¯ and q¯G. The corresponding hard-scattering
functions may be obtained by interchanging the two external final-state momenta p′ and
p3 in the calculation of the matrix elements for the processes qq, q¯q¯ and qG, respectively.
The resulting coefficients are
DGq(zˆ) = −Dqq(1− zˆ), EGq(zˆ) = Eqq(1− zˆ),
DGq¯(zˆ) = −Dq¯q¯(1− zˆ), EGq¯(zˆ) = E q¯q¯(1− zˆ),
Dq¯G(zˆ) = −DqG(1− zˆ), E q¯G(zˆ) = EqG(1− zˆ). (10.37)
Let us now make some qualitative statements about the single longitudinal-spin asym-
metry in SIDIS. The color factor for contributions associated with initial state gluons
CF −CA/2 is smaller by more than an order of magnitude compared to the leading color
factor 32CFCA for the quark-initiated partonic channel. The asymmetry is therefore dom-
inated by contributions from initial-state quarks. This argument is even emphasized by
analyses of spin-dependent observables which suggest that the helicity parton distribution
function for the gluon ∆G is close to zero [46, 47].
By making use of the delta function in Eq. (10.35) one may evaluate Eq. (10.36) for
the quark-quark channel and find that the coefficient Dqq is negative for arbitrary values
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of xˆ and zˆ. It behaves as (1 − zˆ)−1/2 at large zˆ. From Eq. (10.37) we see that the
corresponding function DGq for an fragmenting gluon is positive and behaves as zˆ−1/2 at
small zˆ. Hence, we expect that, at hadron level, fragmenting quarks dominate the sinφ
asymmetry for moderate and large values of z. At small z the asymmetry changes sign
due to large contributions from fragmenting gluons. By contrast, the sin(2φ) asymmetry
does not change sign as a function of z because the corresponding coefficients Eqq and
EGq are both positive.
10.3. Phenomenological Results for eRHIC
In this section we investigate the numerical magnitude of the T -odd single-spin asymmetry,
AL ≡
1
2 (dσ
+ − dσ−)
1
2 (dσ
+ + dσ−)
≡ d∆σ
dσ
(10.38)
from Eq. (9.6). As can be seen from Eqs. (10.4) and (10.35) the calculation of the nu-
merator involves convolution integrals of helicity parton distributions and fragmentation
functions with the hard-scattering part, which we calculated to O(α2s). For our numerical
estimates we use the deFlorian-Sassot-Stratmann-Vogelsang (DSSV) [46, 47] NLO helic-
ity PDFs and the deFlorian-Sassot-Stratmann (DSS) [73] NLO fragmentation functions.
The denominator of Eq. (10.38) is the spin-averaged semi-inclusive leptoproduction cross
section. Its leading contribution for nonzero P ′T is of O(αs) and was calculated in Ref.
[156]. In Appendix A.3 we collect the results for the spin-averaged cross section. We use
the unpolarized CTEQ6M [5] NLO PDFs and the DSS NLO fragmentation functions for
the numerical calculation of the denominator. Since the first non-vanishing contributions
to the numerator are of O(α2s), leading-order expressions in the denominator are sufficient
to evaluate the asymmetry AL to O(αs).
As we have shown in the previous section, the T -odd structure of the cross section leads
to asymmetries proportional to sinφ and sin(2φ). In order to project out the individual
terms, we integrate the cross sections over φ with a corresponding weighting factor. We
thereby define the average asymmetry
〈sin(nφ)〉 ≡
∫
dxdzdφ sin(nφ) d∆σdxdQ2dzdκ2dφ∫
dxdzdφ dσdxdQ2dzdκ2dφ
, (10.39)
where we also integrate over the hadronic variables x and z. The limits of the x and z
integration are determined through the kinematic constraint
P ′2T
Q2
≤ 1− x
x
z(1− z). (10.40)
Since fragmentation functions are only poorly known for very small values of z, we intro-
duce an additional lower bound for the integral at zmin = 0.05. This bound, of course,
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Figure 10.1.: The upper plot shows the asymmetry 〈sinφ〉 in pi+ production as a function
of P ′T for
√
S = 63 GeV and Q2 = 20 GeV2. The solid, dashed and dot-
dashed lines correspond to x > 0.1, 0.2 and 0.4, respectively. The lower plot
shows the corresponding unpolarized cross section Q2dσ/dQ2dκ2.
only affects the result for the asymmetry at low P ′T . In the following considerations we
also vary the lower bound xmin of the integral over x.
We estimate the single longitudinal-spin asymmetry for the medium energy kinematics
of the eRHIC collider design. At the medium energy stage it is planned to collide a 4
GeV electron beam with a 250 GeV beam of polarized protons. The resulting center-
of-mass energy is
√
S = 63 GeV. In Fig. 10.1 the asymmetry 〈sinφ〉 for the production
of a pi+ meson at Q2 = 20 GeV2 is shown. Also shown is the unpolarized cross section
Q2dσ/dQ2dκ2 which corresponds to the denominator of the asymmetry in Eq. (10.39).
As can be seen, the asymmetry is negative and of the order of one per cent. It is largest
for large lower bounds of x which indicates that the main contribution to the asymmetry
comes from the helicity distribution of the valence quarks in the proton. The peak of
the asymmetry as a function of the transverse momentum of the pi+ meson is strongly
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Figure 10.2.: Same as Fig. 10.1 at Q2 = 50 GeV2.
correlated to the lower bound xmin of the x integral. The larger xmin, the smaller is
the transverse momentum for which the peak occurs and the higher is the peak of the
asymmetry. In Fig. 10.2 the asymmetry 〈sinφ〉, again for pi+ production, is shown at
Q2 = 50 GeV2. The height of the peak and the shape of the asymmetry is hardly altered
when going from Q2 = 20 GeV2 to Q2 = 50 GeV2. In fact, it turns out that the size of
the asymmetry is rather stable as a function of Q2. Only at large momentum transfer the
asymmetry is suppressed since it is proportional to αs(Q). The unpolarized cross section
Q2dσ/dQ2dκ2 at Q2 = 20 GeV2 and Q2 = 50 GeV2, depicted in the lower panels of Figs.
10.1 and 10.2, is of the order of 1 - 100 fb in the kinematic domain where the asymmetry is
largest. The luminosity for the eRHIC design in this setup is of the order of 10−5 fb−1s−1.
It should therefore be well-feasible to obtain a clear signal for the asymmetry at eRHIC.
The asymmetry 〈sin(2φ)〉 for pi+ production at Q2 = 20 GeV2 and Q2 = 50 GeV2 is
shown in Fig. 10.3. It is positive and in general smaller than the 〈sinφ〉 asymmetry.
Again the asymmetry is largest for the largest lower bound xmin. As already mentioned,
this suggests that contributions from valence quarks dominate the cross section. We make
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Figure 10.3.: The asymmetry 〈sin(2φ)〉 in pi+ production as a function of P ′T for
√
S = 63
GeV and Q2 = 20 GeV2 (upper plot) as well as Q2 = 50 GeV2 (lower plot).
The solid, dashed and dot-dashed lines correspond to x > 0.1, 0.2 and 0.4,
respectively.
this clear in Fig. 10.4, where the individual contributions from the partonic channels
∆u + γ∗ → u +X and ∆u + γ∗ → G +X to the differential asymmetry d〈sinφ〉/dx are
shown at Q2 = 50 GeV2 and x = 0.4 in pi+ production. As discussed in the previous
section, the hard-scattering functions corresponding to the quark-quark and quark-gluon
process have different signs. It can be seen in Fig. 10.4 that the sum of both contributions
almost entirely builds up the overall asymmetry. Hence, contributions from the helicity
distributions ∆u¯, ∆d, ∆d¯, ∆s and ∆s¯ as well as ∆G are negligible for fragmentation into
pi+ mesons.
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Figure 10.4.: The differential asymmetry d〈sinφ〉/dx in pi+ production as a function of P ′T
for
√
S = 63 GeV, Q2 = 50 GeV2 and x = 0.4. Individual contributions from
the partonic processes ∆u + γ∗ → u + X and ∆u + γ∗ → G + X are also
shown.
We also study the fragmentation into negatively charged mesons. Figure 10.5 shows the
asymmetry 〈sin φ〉 at Q2 = 50 GeV2 for pi− production. The asymmetry is positive and
its peak is a little lower than for the production of positively charged pions. Although
not shown in the figure, the unpolarized cross section at the transverse momentum of
the peak is smaller by a factor of 3 compared to the case of pi+ production. Now, let us
again investigate the main partonic contributions to the asymmetry. The most important
channels in this case are ∆d + γ∗ → d +X, ∆u + γ∗ → u + X and ∆u + γ∗ → G + X.
Their contributions are shown in Fig. 10.6. Since the helicity PDF ∆d is negative in the
valence region, its contribution to the asymmetry is positive. It is noticeable that even
for fragmentation into a negatively charged meson the asymmetry is dominated by the
helicity distribution ∆u. This statement also holds true if one considers heavier mesons
in the final state, such as kaons.
A precise measurement of the single longitudinal-spin asymmetries in SIDIS would there-
fore provide clear information on the functional form of ∆u. On the other hand, a deter-
mination of the still rather poorly known helicity distributions of the sea quarks and the
gluon is not possible. Beside the analysis of helicity PDFs, an experimental confirmation
of these higher-order perturbative T -odd effects would be desirable by itself.
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Figure 10.5.: The asymmetry 〈sinφ〉 in pi− production as a function of P ′T for
√
S = 63
GeV and Q2 = 50 GeV2. The solid, dashed and dot-dashed lines correspond
to x > 0.1, 0.2 and 0.4, respectively.
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Figure 10.6.: The differential asymmetry d〈sinφ〉/dx in pi− production as a function of P ′T
for
√
S = 63 GeV, Q2 = 50 GeV2 and x = 0.4. Also shown are individual
contributions from the partonic processes, ∆u+γ∗ → u+X, ∆u+γ∗ → G+X
and ∆d+ γ∗ → d+X.
11. Summary and Conclusions
We started out with an outline of the fundamental concepts of perturbative QCD, including
asymptotic freedom, factorization, regularization and renormalization. We reviewed the
current status of global PDF analyses for both protons and pions. While the PDFs of the
proton are well-known, especially in the valence region, the analysis of pion PDFs suffers
from the lack of reliable data. Information on the pion’s parton distributions mainly comes
from Drell-Yan data, which primarily constrain the valence distribution. However, results
from fixed-order analyses of these data seemed to be at odds with theoretical predictions.
We rederived the fixed LO and NLO hard-scattering functions for the Drell-Yan process
and identified large logarithmic contributions to the cross section. These logarithms,
which in particular dominate the cross section near the partonic threshold, are associated
with soft-gluon radiation and have to be taken into account to all orders in perturbation
theory. We outlined the proof of exponentiation of soft-gluon diagrams in non-abelian
gauge theories by Gatheral, Frenkel and Taylor [81, 82], which allows for the resummation
of large perturbative corrections to all orders, and presented NLL threshold-resummed
formulae for the Drell-Yan cross section, originally derived by Sterman [13] and Catani
and Trentadue [14].
Next, we performed an analysis of pion Drell-Yan data including NLL threshold resum-
mation and determined a new valence PDF of the pion. Our obtained valence distribution
is much softer in the high-x region than that obtained from fixed-order analyses, behaving
roughly as (1−x)2. The extracted high-x behavior agrees very well with predictions from
perturbative QCD and nonperturbative Dyson-Schwinger equation approaches. We also
found that in the kinematic regime of the Drell-Yan data the scale dependence of the
cross section, which is the main theoretical uncertainty, is vastly reduced by resummation.
However, the analysis also showed that due to the large overall systematic uncertainty of
the available Drell-Yan data it is not possible to accurately determine the second moment
of the pion’s valence distribution, i.e. the total fraction of the pion’s momentum carried
by the valence quarks. We hope that the upcoming fixed-target Drell-Yan experiment at
COMPASS provides data with a well-understood normalization and helps to resolve this
issue. To contribute to the future analysis of these data, we performed a phenomenolog-
ical study of the Drell-Yan cross section at COMPASS. To this end, we analyzed both
rapidity-integrated and rapidity-differential cross sections. It turned out that in the kine-
matic regime accessed by the COMPASS experiment resummation leads to a significant
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enhancement of the cross section above fixed-order calculations, even for moderate values
of the invariant mass Q of the produced lepton pair. Particularly large corrections arise
at large forward and backward rapidities of the lepton pair which significantly alter the
shape of the rapidity-differential cross section.
We conclude that the inclusion of large perturbative corrections near the partonic thresh-
old to all orders is crucial for the analysis of Drell-Yan data, especially in the fixed-target
regime. Our results clearly show that the form of the extracted parton distributions is
strongly affected by resummation. Indeed, our obtained valence distribution of the pion
is in much better agreement with predictions from perturbative-QCD counting rules than
the ones obtained in fixed-order analyses. This finding unmistakably demonstrates the
importance of higher-order QCD calculations for the field of strong-interaction physics.
The second major topic of this thesis are single longitudinal-spin asymmetries in SIDIS.
After reviewing some basic facts on spin asymmetries, we demonstrated that, if parity-
violating interactions are neglected, single longitudinal-spin asymmetries in SIDIS are
measurable in terms of T -odd observables. In perturbation theory T -odd effects only arise
at higher orders due to the interference of the absorptive part of a transition amplitude with
its leading-order (Born) term. We calculated the respective leading T -odd contributions
to the partonic hard-scattering functions in SIDIS, which are of O(α2s), and presented a
formula for the calculation of the single longitudinal-spin asymmetry at hadron level. In
a phenomenological study relevant for a future high-precision high-luminosity electron-ion
collider at RHIC, we found that the expected asymmetry is small but still measurable.
We also found that polarized u-quarks in the proton make the main contribution to the
asymmetry in pion production. Gluonic contributions are down by more than an order of
magnitude and therefore negligible.
Since T -odd longitudinal-spin asymmetries are pure higher-order QCD effects, we state,
in conclusion, that the precise measurement of such observables at a future high-luminosity
electron-ion collider may serve as a thorough test of the predictive power of fixed higher-
order perturbative calculations.
A. Feynman Rules, Cross Section Formulae
A.1. Feynman Rules
In this appendix the Feynman rules for the calculation of matrix elements in QCD are
presented. Solid, curly and dashed lines represent quarks, gluons and ghosts, respectively.
We denote the color indices for quarks by i, j and for gluons by a, b, c. It is understood
that momentum is conserved at each vertex and it is integrated over each undetermined
loop momentum. The normalization of the loop integrals is
∫
ddk/(2pi)d. For each closed
fermion or ghost loop the matrix element is dressed with a factor of (-1).
For external-particle legs we have the rules (with p and s denoting the momentum and
spin of the (anti)quark, and k and λ denoting the momentum and helicity of the gluon):
incoming quark
p→
= u(p, s)
outgoing quark ← p
= u¯(p, s)
incoming antiquark p→ = v¯(p, s)
outgoing antiquark
← p
= v(p, s)
incoming gluon
k → = µ(k, λ)
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outgoing gluon
← k = 
∗
µ(k, λ)
The quark, gluon and ghost propagators are (with the gauge parameter ξ):
p
i j iδij
/p+m
p2 −m2 + iη
k
a,µ b,ν
−iδab
k2 + iη
[
gµν − (1− ξ)kµkν
k2
]
p
a b
iδab
p2 + iη
The interaction of quarks, gluons and ghosts is contained in the Feynman rules for the
vertices. Note that at the three-gluon vertex all momenta are chosen to be outgoing:
a,µ
j
i
igγµt
a
ij
p
r
qa,λ
b,µ
c,ν
gfabc[(p − q)νgρµ + (q − r)ρgµν + (r − p)µgνρ]
p
b,µ
c
a
−gfabcpµ
b,µ
a,λ
c,ν
d,σ −ig2fabef cde(gρνgµσ − gρσgµν)
−ig2facef bde(gρµgνσ − gρσgµν)
−ig2fadef cbe(gρνgµσ − gρµgσν)
When we calculate the absolute square of matrix elements, we encounter projection
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operators for external quarks, antiquarks and gluons. For definite helicity λ = ±1 these
projection operators are given by
u(p, λ)u¯(p, λ) =
1 + γ5λ
2
(/p+m),
v(p, λ)v¯(p, λ) =
1− γ5λ
2
(/p−m),
µ(k, λ)∗ν(k, λ) =
1
2
[
−gµν + k
µrν + kνrµ
q · r +
i
k · rλ
µνρσkρrσ
]
,
where r is an arbitrary vector with r2 = 0 and k · r 6= 0.
A.2. NLO Hard-Scattering Functions for the Drell-Yan Process
In this appendix we collect the O(αs) hard-scattering functions ω˜(1)ab for the rapidity-
differential Drell-Yan cross section defined in Eq. (5.14). The parton-level expressions
were derived in the DIS factorization scheme in Ref. [78]. In the MS-scheme they can be
found in the Appendix of Ref. [9]. However, we note that Ref. [9] adopts a non-standard
polarization average for incoming gluons in dimensional regularization. We correct for this
and collect the expressions for the NLO hard-scattering functions in the MS-scheme for
renormalization and factorization scale µ = Q.
The O(αs) corrections to the quark-antiquark annihilation channel read
ω˜
(1)
qq¯ =
CF
2
x1x2δ(x1 − x01)δ(x2 − x02)
(
−8 + pi
2
3
+ ln2(1− x01) + ln2(1− x02) + 2Li2(x01)
+2Li2(x
0
2) + 2 ln
x01
1− x01
ln
x02
1− x02
)
+
CF
2
x1x2δ(x2 − x02)
(
x21 + (x
0
1)
2
x21(x1 − x01)+
ln
2x01(1− x02)
x02(x1 + x
0
1)
+
1
x1
− x
0
1
x21
− x
2
1 + (x
0
1)
2
x21(x1 − x01)
ln
x01
x1
+
x21 + (x
0
1)
2
x21
[
ln(1− x01/x1)
x1 − x01
]
+
)
+ (1↔ 2)
+ CFx1x2
(
GA(x1, x2)[
(x1 − x01)(x2 − x02)
]
+
+HA(x1, x2)
)
, (A.1)
where the functions GA and HA are
GA(x1, x2) =
(τ + x1x2)
[
τ2 + (x1x2)
2
]
(x1x2)2(x1 + x01)(x2 + x
0
2)
,
HA(x1, x2) =
−2τ(τ + x1x2)
x1x2(x1x01 + x2x
0
2)
2
. (A.2)
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Here, the plus-prescriptions are defined by
∫ 1
x0
1
dx1
f(x1)
(x1 − x01)+
=
∫ 1
x0
1
dx1
f(x1)− f(x01)
x1 − x01
,
∫ 1
x0
1
dx1
∫ 1
x0
2
dx2
f(x1, x2)[
(x1 − x01)(x2 − x02)
]
+
=
∫ 1
x0
1
dx1
∫ 1
x0
2
dx2
× f(x1, x2)− f(x1, x
0
2)− f(x01, x2) + f(x01, x02)
(x1 − x01)(x2 − x02)
.
(A.3)
The hard-scattering function for the QCD Compton process is given by
ω˜
(1)
qG =
1
2
x1x2δ(x2 − x02)
(
(x01)
2 + (x1 − x01)2
2x31
[
ln
2(1− x02)(x1 − x01)
x02(x1 + x
0
1)
− 1
]
+
1
2x1
)
+
1
2
x1x2
(
GC(x1, x2)
(x2 − x02)+
+HC(x1, x2)
)
, (A.4)
where
GC(x1, x2) =
x02(τ + x1x2)[τ
2 + (τ − x1x2)2]
x31x
2
2(x1x
0
2 + x2x
0
1)(x2 + x
0
2)
,
HC(x1, x2) =
τ(τ + x1x2)[x1x
2
2x
0
1 + τ(x1x
0
2 + 2x2x
0
1)]
(x1x2)2(x1x02 + x2x
0
1)
3
. (A.5)
A.3. LO Spin-Averaged SIDIS Cross Section
We collect the lowest-order perturbative contributions to the unpolarized SIDIS cross
section for non-vanishing P ′T . The respective expressions were first derived in Ref. [156].
Similar to Eq. (10.4) the unpolarized SIDIS cross section is of the form,
dσ
dx dQ2 dz dκ2 dφ
=
piα2y2
4Q4z
LµνWµν , (A.6)
where the contraction of the leptonic and hadronic tensor is given by
LµνWµν =
∑
a,b
∫ 1
x
dξ
ξ
∫ 1
z
dη
η2
DHa (η)f
p
b (ξ)
2zˆeab
(2pi)3y2
(
Aab +Bab cosφ+ Cab cos(2φ)
)
× δ
(
κˆ2 − 1− xˆ
xˆ
zˆ(1− zˆ)
)
(A.7)
with eab = e
2
q. The fragmentation function for a parton a into a hadron H is denoted by
DHa and f
p
b is the unpolarized PDF for a parton b in a proton.
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For the quark-quark and the antiquark-antiquark channel the coefficients read
Aqq = Aq¯q¯ = g2CF
(
16(1 − y)xˆzˆ + 2 [1 + (1− y)2] [(1− xˆ)(1− zˆ) + 1 + xˆ2zˆ2
(1− xˆ)(1− zˆ)
])
,
Bqq = B q¯q¯ = −8g2CF
√
1− y(2− y)
√
xˆzˆ
(1− xˆ)(1− zˆ) [xˆzˆ + (1− xˆ)(1− zˆ)] ,
Cqq = C q¯q¯ = 8g2CF (1− y)xˆzˆ. (A.8)
Note that due to a different normalization the coefficients in Eq. (A.8) differ by a factor
of 2 from the coefficients in Ref. [156].
For the gluon-initiated partonic subprocess the respective coefficients are
AqG = 16g2(1− y)xˆ(1− xˆ) + g2 [1 + (1− y)2] [xˆ2 + (1− xˆ)2] zˆ2 + (1− zˆ)2
zˆ(1− zˆ) ,
BqG = −4g2
√
1− y(2− y)
√
xˆ(1− xˆ)
zˆ(1− zˆ) (1− 2xˆ)(1− 2zˆ),
CqG = 8g2(1− y)xˆ(1− xˆ). (A.9)
The partonic hard-scattering cross sections for the remaining channels can be obtained
from the expressions above by:
AGq(zˆ) = Aqq(1− zˆ), BGq(zˆ) = Bqq(1− zˆ), CGq(zˆ) = Cqq(1− zˆ),
AGq¯(zˆ) = Aq¯q¯(1− zˆ), BGq¯(zˆ) = B q¯q¯(1− zˆ), CGq¯(zˆ) = C q¯q¯(1− zˆ),
Aq¯G(zˆ) = AqG(1− zˆ), B q¯G(zˆ) = BqG(1− zˆ), C q¯G(zˆ) = CqG(1− zˆ). (A.10)
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