Abstract. We consider the vector space of n × n matrices over C, Fermi operators and operators constructed from these matrices and the Fermi operators. The properties of these operators are studied with respect to the underlying matrices. The commutators, anticommutators, and the eigenvalue problem of such operators are also discussed. Other matrix functions such as the exponential function are studied. Density operators and Kraus operators are also discussed.
Hence we cannot expect that (Â)(Â) = (A 2 ) in general. Let A be a 2 × 2 matrix. Then we obtainÂÂ
Thus if det(A) = 0, thenÂÂ = (A 2 ). For a 3 × 3 matrix we obtain
Let A, B be n × n matrices. Then we havê
The coefficients are given in terms of the symmetric indefinite form
over the 2 × 2 complex matrices, where σ 2 is the Pauli spin matrix
Clearly, g(A, A) = 2 det(A). The sum in (4) is taken over g(X, Y ) for all corresponding 2 × 2 submatrices of A and B. With B = A we obtain 
Obviouslyρ is a self-adjoint operator. We haveρ = (ρ) 2 . Henceρ is a density operator. Obviously this also holds for a normalized vector v in C n and ρ = vv * , since ρ is a rank-1 matrix.
Let Π be a projection matrix, i.e. Π = Π * and Π = Π 2 . Then obviouslyΠ =Π † andΠ 2 =Π if and only if Π is a projection onto a one-dimensional subspace (i.e.
has rank 1). We note that det(Π) = 0 except when Π is the identity matrix. 
Exponential Function
Let C = (C jk ), C 1 , C 2 , be n × n skew-hermitian matrices (j, k = 1, . . . , n). Then V = exp(C), V 1 = exp(C 1 ), V 2 = exp(C 2 ) are unitary matrices and
is a unitary operator with V = exp(C). If C is a rank-1 matrix we have that (e C ) = eĈ. Owing to the commutator given in equation (2) we obtain
where I is the identity operator.
We also note that the Baker-Campbell-Hausdorff formula can be expressed in terms of repeated commutators [4] log(e X e Y ) = 1
where the sum is taken over all k ∈ N and p, q,
and the repeated commutators are given by
Since [Â,B] = [A, B], we have
log(e X e Y ) = log(eXeŶ ).
Commutators, Lie Algebras and Anticommutators
Let A, B be n × n matrices andÂ,B be the corresponding operators. Then a straightforward calculation shows that
As an example consider the 2 × 2 matrices 
