Context: A number of approaches have been proposed for the general problem of software component evaluation and selection. Most approaches come from the field of Component-Based Software Development (CBSD), tackle the problem of Commercial-off-the-shelf component selection and use goal-oriented requirements modelling and multi-criteria decision making techniques. Evaluation of the suitability of components is carried out largely manually and partly relies on subjective judgement. However, in dynamic, distributed environments with high demands for transparent selection processes leading to trustworthy, auditable decisions, subjective judgements and vendor claims are not considered sufficient. Furthermore, continuous monitoring and re-evaluation of components after integration is sometimes needed.
Introduction
The problem of evaluating and selecting the right software component out of a range of choices to fit in a larger system, often referred to as component selection or Commercial-off-the-shelf (COTS) selection, has received considerable attention in the field of software engineering during the last two decades [40] . The main problem appears in a wide range of different scenarios, from Component-Based Software Development (CBSD) to web service selection and composition.
Most approaches to component evaluation and selection apply a goal-driven approach [76] to support the selection of the most suitable software component. Product quality models and domain-specific criteria catalogues are being developed to structure and reuse knowledge and experience. Most selection methods conform to a general component selection process with the steps Define criteria, Search for products, Create shortlist, Evaluate candidates, Analyze data and select product [51] . In general, these approaches are geared towards flexibility and applicability in a wide range of domains, and assume that component selection is a one-off procedure carried out within a development effort to build a new system. Thus evaluation of candidate components against requirements can be done in a largely manual way, which usually implies, but also allows for, high levels of complexity.
However, some of the outlined assumptions are beginning to change. The last decade has seen significant shifts in a number of determining factors for software component evaluation, selection, and integration. Service orientation has become the primary paradigm for decoupling components to build and integrate complex systems; the sheer number of software components in any given system 0950-5849/$ -see front matter Ó 2010 Elsevier B.V. All rights reserved. doi:10.1016/j.infsof.2010.02.001 has soared; and the question of trust has become central to the assessment and selection of software, especially of services. Garlan et al. recently re-emphasise that the main challenges for software reuse today are trust, dynamism, architecture evolution, and architecture lock-in [25] . In complex environments with changing requirements, subjective human judgement of software quality and the reliance on declared capabilities of components cannot be considered sufficient evidence for trustworthy decision making, and cannot replace objective measurements obtained in a controlled environment as the basis of decision making. As Terzis recently stated, . . .the modern view of trust is that trustworthiness is a measurable property that different entities have in various degrees. Trust management is about managing the risks of interactions between entities. Trust is determined on the basis of evidence . . . and is situational -that is, an entity's trustworthiness differs depending on the context of the interaction [73] .
If an entity's trustworthiness has to be validated in the context of an interaction, we need to do so in a controlled environment where the varying parameters are known and the outcomes repeatable, reproducible, and measurable.
In many cases, component evaluation is not done once when constructing a system, but needs to be managed as a recurring operation where components need to be monitored to detect mismatches and eventually reconfigured or replaced when they prove to be unsuitable in a continuously changing environment. This usually occurs in environments where the functionality offered by competing components or services is sufficiently standardised and well-defined, so that non-functional quality attributes are of primary importance. Examples are data transformation routines in large-scale information systems such as content migration in digital library systems for content preservation [7, 23, 31, 71] , or machine translation modules [41] .
In digital preservation, which we will use as our main running example in this paper, the component is sought that best preserves a potentially large number of digital objects, such as images or documents, by converting them to more suitable formats in a way that meets requirements specific to each context. As objects and requirements evolve, the suitability of these conversion components needs to be solidly established and monitored. In this area, the level of responsibility of institutions such as national archives implies that a trusted evaluation and selection process is vital and needs to be auditable. This is emphasised by auditing initiatives for trusted repositories such as TRAC [1] , which is currently in the process of ISO standardization. In machine translation, components have similarly focussed and well-defined functionality, and techniques for automated evaluation of translation quality are being developed [59, 20, 47] . Again, thorough evaluation and continuous monitoring of a translation component is required to cope with e.g. topic drift in the source documents. Similar requirements can be found in numerous application domains such as compression tools or sort and search in high-dimensional index structures. We will use machine translation as a second scenario, briefly pointing at the corresponding concepts alongside the main application scenario of digital preservation, to demonstrate the principles of our approach in two very different domains.
The concepts and the system presented in this paper support auditable selection and continuous monitoring of components via plugins that encapsulate general and domain-specific measurements. They can be applied beneficially in settings sharing the following characteristics:
1. Homogeneous functionality. The functionality of components is homogeneous and well-defined. Competing tools will provide the same functionality, allowing the creation of dedicated evaluation modules for these components.
2. Continuous evaluation and monitoring. The selection process has to be repeated regularly, potentially leading to a reconfiguration or replacement of components. 3. Transparent and auditable decisions are necessary to support the critical requirement of trust in software components and services. Specific quality requirements might be negotiable, but a thorough and objective documentation about the evidence that was available at the time of decision making is of vital importance. Thus, decision making and component selection procedures need to be fully transparent and reproducible to provide sufficient levels of accountability.
These peculiarities on the one hand have the effect that the existing approaches for evaluation and selection do not fully satisfy the needs of the scenario, as will be discussed in the next section. On the other hand, it provides opportunities for leveraging the scale of the problem space to employ truly automated evaluation techniques for the selection process.
In this paper we present a framework and system for evaluating and selecting components in an empirical process by assessing them in a controlled setting using automated measurements to ensure repeatability and reproducibility. The method conforms to generic selection processes as analysed in the literature [40, 51] . Existing multi-criteria decision making approaches were tailored to fit the needs of auditable, trustworthy decision processes. The outcomes of the controlled experiments are analysed in a quantitative and repeatable manner according to hierarchically defined criteria. An extensible framework supports automated measurements for a variety of generic and domain-specific quality attributes. We have developed extensive tool support for our method, which is increasingly being used by large institutions for decision making. The tool Plato (Planning Tool) is available as Open Source, with a deployed server freely available for use at the Plato Homepage. 1 We have applied this selection method and our tool in the area of digital preservation in a series of case studies which are discussed. Criteria to be measured can be organised along a taxonomy extracted from a number of case studies. While stemming from a specific domain, a first evaluation reveals that it is more widely applicable. Based on a quantitative analysis, we show that an automated measurement, evaluation and selection framework is necessary and feasible to ensure trusted and repeatable decisions and enable scalable monitoring.
The remainder of this paper is structured as follows. The next section outlines related work in the area of software component evaluation and selection and web service quality, and presents our primary application area of digital preservation that we use as a running example and as the context of later evaluation. Section 3 describes the method for requirements definition and component selection. It first explains the main procedure on a high level, comparing it to other approaches and providing a simplified example for its usage. It further describes the high-level architecture of the corresponding tool support. Section 4 describes how the framework for automated measurements of criteria is implemented in a digital preservation environment. It explains the requirements specific to the scenario and the tools needed to provide an appropriately controlled environment with automated measurements. It further defines a taxonomy of criteria categories and explains how data are collected for each category. Section 5 discusses the claim that automated measurements are a key to trustworthy component evaluation by analysing the distribution of criteria defined in nine case studies according to the taxonomy, and discusses threats to the validity of the claim. Section 6 draws conclusions and gives directions for future work.
Related work

Component evaluation and selection
Software component evaluation and selection has received considerable attention during the last two decades. Thorough reviews of literature have been presented in [40, 51] . One of the first selection methods presented was the Off-the-Shelf-Option (OTSO) [44, 45] . It provides a repeatable process for evaluating, selecting and implementing reusable software components. OTSO relies on the Analytic Hierarchy Process (AHP) [67] to facilitate evaluation against hierarchically defined criteria. Using AHP, the relative importance factor of each criterion is obtained through series of pairwise comparisons which result in a ranking matrix. The resulting eigenvalues are used for calculating relative weights of all factors on each level of the hierarchy.
Ncube discusses limitations of multi-criteria decision making techniques such as the Weighted Scoring Method (WSM) or Analytic Hierarchy Process (AHP), which are often used in component selection [53] . While WSM has earned criticism for the necessity to determine criteria weights in advance without having seen alternative solutions, AHP is problematic because of the sheer complexity and effort that is introduced by the pairwise comparison of criteria [55, 48, 53] . For n criteria, the number of comparisons is nðn À 1Þ=2. Perini describes results of an empirical study comparing AHP with a Case-based ranking approach called CBRank that reduces the number of pairwise comparisons. They analyse time consumption, ease of use, and accuracy. AHP outperformed CBRank in terms of accuracy, but was far more time-consuming to use [60] . Another drawback of AHP is that adding or deleting candidate components can lead to changes in the ranking [40] .
Alves discusses several peculiarities of COTS requirements engineering in [3] , introducing the notion of conflict management. Goals and features need to be acquired and matched, and arising conflicts resolved. They propose a selection process called CRE which identifies four dimensions of COTS selection: domain coverage, time restriction, costs rating, and vendor guarantees [4] . While CRE emphasises non-functional requirements, it ''does not address the issues of quality testing" [3] . The PORE method [54] progressively filters candidates by iteratively refined evaluation criteria.
Considerable effort has been spent in standardising software product quality models. The ISO/IEC 9126 standards [35] provide guidance for quality models and define a hierarchy of high-level quality attributes. Quality measures are based on measurement procedures recommended in ISO 15939 [32] . The model distinguishes between three types of quality:
1. Internal software quality refers to static attributes such as complexity measures that can be obtained by analysing the source code. Measures are primarily made during the development stages. 2. External software quality refers to the behaviour of a system that includes the component such as the number of failures found during testing. Measurements are generally taken during testing and operation. 3. Quality in use describes in how far the usage of a component satisfies user needs. Measurements of these attributes have to be taken in a realistic environment [39] .
The successor ISO 25000 standards for Software Product Quality Requirements and Evaluation (SQuaRE) combine the ISO 9126 models with evaluation procedures based on ISO 14598 [33] . They also define requirements on the specification of software product quality criteria [39] .
Franch describes hierarchical quality models for component selection based on the ISO 9126 quality model in [24] . They propose a six-step method for defining a hierarchy of quality attributes for a specific domain in a top-down fashion:
1. determining quality subcharacteristics, 2. defining a hierarchy of subcharacteristics, 3. decomposing subcharacteristics into attributes, 4. decomposing derived attributes into basic ones, 5. stating relationships between quality entities, and 6. determining metrics for attributes.
This procedure of hierarchical structuring is applicable in the method described in this paper which relies on a similar tree structure.
Carvallo discusses experiences with quality criteria [16] and proposes a method called RECSS to support structuring of the system environment and requirements elicitation [15] . The approach results in thoroughly defined hierarchies of quality factors and the relationships between them. However, requirements are not discussed in detail. They focus on creating a match between features and user requirements, emphasising requirements flexibility.
Techniques from Search-Based Software Engineering [30] have increasingly been applied to the problem of component selection, primarily to rank and select components and find near-optimal solutions for the selection problem in large search spaces. Baker describes ranking and selection as a feature set selection problem and shows that expert judgement in selecting sets of components from a database is outperformed by automated search algorithms [6] . Similarly, Vijayalakshmi et al. apply a genetic algorithm with a WSM fitness function to select components from a large set of candidates [77] . DEER [18] focuses on the tasks of ranking and selection of components in the requirements stage of component-based development. It assumes that evaluation values are known and provides a heuristic to rank and select components or assemblies of multiple components.
Ochs et al. describe a method for measurement-based assessment and selection called CAP [57, 58] . The method comprises a four-level taxonomy of evaluation criteria, several specification and assessment activities, and a control workflow. Like other methods, CAP is based on the view that measurement of all applicable criteria is too difficult and expensive, which is true for many classic CBSD scenarios. Hence, the CAP heuristic was designed to increase efficiency by reducing the number of actual measurement operations. CAP goes considerably further than other methods in defining accurate metrics. Yet, it does not appear to use controlled experimentation and automated measurements to collect data on the components, even though this may be both feasible and desirable in other settings. The primary goal is to avoid taking measurements in order to increase the efficiency of the decision making procedure.
Work on component selection arose from the component-based system development paradigm [17] , where components can be selected for inclusion into a system that is being built during any phase from requirements analysis to system integration. The level of requirements and available information throughout these phases generally change, and different methods have been suggested for different stages. One of the primary requirements for assessment methods in that context is efficiency. Once the components are selected and the system is built, there is often no reassessment. However, Yang et al. discuss the issues of changing COTS components in large component-based systems and emphasise the need for monitoring and reassessing components, pointing out that typical release cycles average about 10 months [79] .
Towards the other end of the dynamics spectrum we find web service composition and web service quality (QoS) [21, 22, 50, 63, 75] . Web services are often selected and composed dynamically at runtime, and QoS information has to be collected on-the-fly with little overhead. Quality attributes need to be modelled, measured, evaluated, and monitored constantly. Trust management is considered a central aspect of current web service research [14, 49, 70] . Table 1 highlights some key aspects that differ across the range of component selection scenarios. The approach we are presenting here draws from both ends of the spectrum; we will discuss the relation to existing methods in Section 6.
Digital preservation
The application area where we have developed our approach is digital preservation. This denotes the efforts to preserve digital content for a given purpose over long periods of time. While analog objects such as photographs or books directly represent the content, digital objects are often useless without the technical environment they have been designed for. In contrast to a book, a Word document cannot be opened and read without a suitable hardware and software environment. The constant changes in IT environments render objects incompatible within years and thus challenge the longevity of digital information. A variety of reasons cause obsolescence, e.g. media failure, file formats and tools becoming obsolete, or the loss of necessary metadata. Especially for born-digital material this often means that the contained information is lost completely. Digital preservation has thus become an active area of research in the last decade, as many memory institutions realised that the information they are responsible for will cease to exist within years [52, 72] .
The two dominant types of preservation actions taken to keep digital content alive today are migration and emulation. While migration transforms the objects to more widely accessible representations, emulation creates a technical environment where the objects can be rendered. Consider a collection of electronic documents created years ago on an old operating system running a now obsolete version of Microsoft Word. One could convert these documents to standardised formats such as the Open Document Format ODF [38] or the archival PDF standard PDF/A [37] . The latter would limit the possibility to further edit the documents and instead rely on a file format that is widely supported and considered stable. Emulating the original environment is another option, which would retain the look-and-feel of the original environment.
A growing number of components performing migration and emulation are available today; each tool has particular strengths and weaknesses, and most often, there is no optimal solution. Some migration tools are unable to convert tables properly; others show weaknesses in converting character encoding or scale poorly. On the other hand, requirements vary across institutions and domains, and for each setting, very specific constraints apply that need to be considered. The decision for a tool is further complicated by the variation in the digital content that has to be preserved. The selection of the most suitable component to keep a type of digital object alive when the original technical environment ceases to exist is a highly complex selection problem with several peculiarities which conform to the scenario outlined in Section 1:
highly homogeneous and well-specified core functionality across components, complex evaluation of quality across settings, and a high need for automation, standardisation, and documentation. The components need to be monitored continually and will likely be replaced in the future when the requirements or characteristics of source objects have shifted or the alternative options have improved so that preferences have changed as an effect. Thus, it is not a one-off component selection problem but a recurring issue, where continuous monitoring is needed to keep track of the performance of deployed components. Deviation from specified monitoring conditions leads to an identified need for re-evaluation and a potential revision of the selection at a later point in time. The integration, on the other hand, can in the extreme case be fully automated, when an already wrapped component is used inside a service-oriented repository architecture.
Digital preservation up to now takes place almost exclusively in large institutions with legal mandates to preserve the cultural heritage of our times. This implies a high level of responsibility and a corresponding need for accountability in decision making, as preserving digital records on a national level also means being able to prove authenticity [27, 1] . Thus, trustworthiness is probably the most fundamental requirement that a digital repository preserving content over the long term has to meet. The Trusted Repository Audit and Certification Criteria (TRAC), a widely recognised step towards standardisation and certification of digital repositories, define a set of requirements to be followed in digital preservation processes [1] . Evaluating software components for digital preservation is a key function of the preservation planning activity in the ISO Reference Model for an Open Archival Information System (OAIS) [36] . In the methodology described in [71] , evaluation is carried out in an 11-step procedure in the classic three phases of identifying requirements, evaluating alternatives and analysing results to arrive at a recommendation for a specific component. The underlying assumption is that decisions need to be based on evidence to ensure continued trust in a repository's operation [64] .
The evaluation and selection approach described in this paper has been applied in a series of case studies conducted in collaboration with large institutions across Europe. Examples include the evaluation of preservation action components for electronic publications in a national library [13] ; requirements specification for the preservation of web archives and electronic documents with national archives [71] ; evaluation of conversion tools for large archives of scanned images in several national libraries [8, 46] and an evaluation of components for preserving computer video games [29] . These case studies have led to recent refinements and extensions of the methodology. A core focus of work is the automation of measurements in a controlled environment.
Observations
The issue of evaluating and selecting software components is relevant in a wide range of scenarios, from component-based software development to web service selection and composition. From While there is a number of approaches for selecting software packages, the concrete evaluation procedure is hardly addressed explicitly. There is a need for evaluation techniques and supporting systems [40] . Continued evaluation and monitoring after the selection is needed [79] ; however, few approaches explicitly cover this aspect [40] . The common perspective of component evaluation and selection research and practice is that '. . . it is not possible from a practical point of view to measure all the subcharacteristics for all parts of a large software product' [24] . Thus existing approaches prefer to rely on shared knowledge bases collecting manually obtained information about the properties of specific software packages. While this is certainly true for complex software systems with a large number of functions, it is feasible to measure critical quality criteria for components that are more narrowly defined in functional terms. In digital preservation the automated measurement of accuracy is deemed essential for ensuring that the cultural heritage of our times will remain accessible in the future [12, 64] .
The main research question we are focusing on is: how can we provide a trustworthy, reproducible and repeatable evaluation and selection method and tool that is scalable enough to be used in the described scenarios? The main claim of this paper is that controlled experimentation and automated measurements can be used to rigorously evaluate components for ranking and selection, provided that the following two conditions are met:
1. The functionality of components is homogeneous and welldefined. 2. The number of components and instances of the selection problem is sufficiently high to value the additional effort needed to setup a controlled environment and develop the tools and techniques needed for automated measurements.
We evaluate this claim, analysing real-world case studies and discussing the criteria defined therein for measurability. Hence, our primary evaluation goal compares the number of measurable criteria against those that defy measurement. The main questions are thus: (1) What categories of criteria have to be evaluated? (2) How many of them can be measured? (3) How large is the effort needed to take measurements? (4) How can we ensure the measurements are correct? We will discuss these questions in the light of our work in Section 5.
The next section describes an empirical methodology for the specification of requirements and the evaluation of potential components using controlled experimentation. We discuss the general concepts of the selection method and describe the supporting tool and infrastructure. Section 4 will describe the categories of criteria that need to be evaluated in our target area and discuss the question of measurement for each of them, while Section 5 will return to the questions posed above.
A framework for automated component evaluation and selection
Introduction
In the previous sections we outlined the need for a software evaluation and selection method and tool which enables automated and auditable decision making. We argue that it is possible to use automated measurements of quality attributes by conducting controlled experiments with the candidate components, provided that the functionality offered by these components is homogeneous.
This section outlines the framework we use for component evaluation and selection. It is based on a distributed architecture of registries and services that enable the controlled and automated evaluation of software components. The method is based on a customized variation of utility analysis [78] . This section will outline the high-level workflow and the main concepts behind the method, and describe the tool architecture we have developed. In the next section, we will discuss how the framework is being put to use to collect evaluation data in a controlled environment through automated measurements. Fig. 1 abstracts the principal steps and building blocks of the evaluation environment. The steps of the workflow are similar to the general COTS selection process [51] (GCS), but include a final stage where the software product is integrated into the system, and a continuous monitoring activity after product integration:
Workflow
1. define requirements, 2. evaluate components, 3. analyse results, 4. integrate product, and 5. monitor requirements, quality of service, and the environment.
This corresponds to standard MCDM workflows. The main differences are that importance weightings are refined in the analysis phase, after measurements have been taken, and that monitoring and re-evaluation are an integral part of the method, relying on automated measurements and QoS specifications. The next sections will give a high-level overview of the main stages of the workflow. A detailed description of the 14 individual steps that these stages consist of is provided in [8] .
Requirements definition
Requirements definition relies on a variation of multi-attribute utility analysis, which was originally developed to evaluate public infrastructure projects and has been applied to a wide range of C. Becker, A. Rauber / Information and Software Technology xxx (2010) xxx-xxxselection problems [65, 78] . Goals and criteria are specified in a hierarchical manner, starting at high-level goals and breaking them down until quantifiable criteria are found at the bottom level of the hierarchy. The problem of incommensurable values [2] is tackled by defining a utility function which transforms measured values to a common utility value which can be compared across alternatives and aggregated in the goal hierarchy. Relative importance factors on each level of the hierarchy model the preferences among the stakeholders.
Existing quality models provide sophisticated specification of quality criteria, metrics, and their relationships [16, 24, 35] . While these concepts provide for powerful modelling tools, they are sometimes difficult to use, especially for decision makers not familiar with them. In the component selection tool DesCOTS, the task of defining these models is thus transferred to COTS evaluation experts that model domains and evaluate products [28, 61, 62] . The hierarchical definition of requirements in the approach described here is not as formally strict as these models; hence, the requirements can be specified by domain experts themselves, without dedicated external assistance. Depending on the level of experience in a specific organisation with the selection scenario, the requirements definition process ranges from a simple reuse and customization of existing quality models and requirements trees to interactive group sessions, where software support aids in the definition process.
It should be noted that it is possible to use standard criteria catalogues such as the ISO/IEC 9126 and 25,000 families. In fact, some of these are part of a growing knowledge base in the software tool Plato. But the method itself does not constrain the exact hierarchy of criteria and allows different views on the requirements hierarchy. A common approach is to start from a standard catalogue and refine certain criteria such as accuracy with domain-specific quality models. This will be discussed in Section 4.1.
On the bottom level of the requirements tree, measurable criteria have to be defined such as processing speed per megabyte measured in milliseconds, or output format is ISO standardised with a binary value. These criteria are annotated with information on how to obtain the actual measurement data for the candidates during the evaluation stage. Several scales sometimes used in multicriteria decision making approaches are not employed. For example, 'forced ranking' as establishing a preference order for the considered options is not used, since the level of reasoning and provided documentation is not considered sufficient. Traceability and transparency of evaluations call for breaking down such a ranking into the decisive aspects of which it is composed, so that each of these can be (preferably automatically) measured separately.
The outcome of the first stage is a thorough description of the scenario and the primary influence factors, and a completely specified requirements tree where every leaf node is assigned a measurable criterion. A knowledge base provides best-practice criteria catalogues that can be applied, further refined and re-inserted to the criteria catalogues, providing a feedback loop into the decision process. Typical trees contain between 50 and 150 requirements in about five hierarchy levels.
As a highly simplified example, consider the weighted example tree in Fig. 2 , which contains three measurable criteria for converting text documents: correct encoding of characters measured in percent, the orientation of pages measured by a Boolean identity, and the speed of conversion, measured in milliseconds. The next section will describe the evaluation of these criteria, the calculation of utility functions, and the aggregated scoring and ranking of components.
Evaluation and analysis
Requirements evaluation takes advantage of the homogeneity of the problem space and follows an empirical approach. While some of the evaluation criteria may be retrieved from databases holding confirmed information about static attributes such as the price or the licensing model of candidates, specific quality criteria such as accuracy of operations or average processing speed for specific input data need to be evaluated in an evidence-based, empirical manner. Candidate tools are executed in a controlled environment, providing a thorough evaluation and evidence base in realistic experiments. A distributed web service infrastructure facilitates the discovery of potential tools and their invocation [7, 11] .
In principle, three categories of criteria need to be evaluated for each component:
1. Statically defined criteria are retrieved from a trusted database holding product information not subject to change. 2. Process-and performance-related characteristics can be measured automatically during tool execution in the experiments stage. The tools are invoked through a monitoring framework which is able to measure general process-related characteristics such as performance [9] . 3. Criteria specific to the application domain, such as accuracy, are measured by an extensible architecture of measurement plugins, which is described in Section 3.3.
The evaluation of experiment results leads to a requirements tree fully populated with evaluation values in the respective scale of each criterion. This is the basis for the third phase, which corresponds to the GCS step Analyse data and select product.
Analysis of results consists of three steps:
1. Transform values to a uniform scale, 2. Set importance factors, and 3. Analyse the outcomes to arrive at a candidate recommendation.
In order to apply aggregation and comparison of values over the tree hierarchy, a utility function is defined, which maps all evaluation values to a uniform target scale of commonly 0-5. Hereby, 5 is the optimum value, whereas 0 denotes unacceptable performance that serves as a drop-out criterion.
The utility function can be defined in a variety of ways. For numerical input values, we may rely on a simple linear transformation using threshold settings. More commonly we use piecewise linear interpolation. Let v be the evaluation value of a candidate and t i the list of thresholds in monotonically increasing order with i ¼ 1; 2; 3; 4; 5. With the resulting breakpoints ðt i ; iÞ, the utility function uðmeasureÞ is given in Eq.
(2). For thresholds in decreasing order, the equation is adjusted accordingly
In the supporting software tool Plato, a default utility function is calculated on the basis of the measured values, assigning a value of 1 to the lowest and 5 to the highest measured value and using linear interpolation for the rest. This provides a useful starting point for setting the acceptable limits in a decision scenario. Other transformations include logarithmic and exponential interpolation. Existing component selection methods usually favour the definition of target ranges for requirements before the actual values and capabilities of potential components are known. They rely on negotiation of conflicting values during package selection [16] . Transforming actually measured values after knowing the results allows trade-off decisions and negotiation of acceptable values based on a trustable knowledge of reality. In bid evaluation, the actual evaluation values should be anonymised to avoid decisions to be influenced by internal biases.
The result of the transformation step is a fully populated, evaluated and transformed requirements tree with default weighting. The next step is to revise these default weights to reflect the actual priorities and preferences of the stakeholders.
There has been considerable discussion on the question of importance weighting in component selection methods. Several methods using WSM have earned criticism for the fact that weight settings need to be specified upfront, in a situation where little or nothing is known about the actual performance and differences of candidate components. Furthermore, the reduction to a single number and the corresponding ranking is considered too simplistic by many. The AHP on the other hand is often considered too effortintensive and complex, with the number of pairwise comparison exploding with the size of the requirements tree [53, 60] .
In the presented approach, relative importance factors are balanced on each level of the tree after evaluation values for all candidates are known and utility functions have been defined. This deviates from the standard Utility Analysis workflow, but has proven more useful in the considered selection scenario in numerous case studies. Again, as for the transformation settings, the candidates should be anonymised in bid evaluation scenarios. In order to safeguard against potentially negative effects of minor variations in the weighting on the stability of decisions, a sensitivity analysis is performed. In this step, several hundred iterations are automatically computed, randomly varying weights in a certain percentage margin around the given value to identify potential changes in the ranking of components. We are currently investigating the narrowly focused use of robust, but effort-intensive ranking models such as AHP for ranking a small number of critical high-level factors as well as competing factors that show high sensitivity during the analysis. Fig. 4 shows the supporting software tool balancing the weights of criteria.
In the final step, visual analysis of results allows a comparison of performance values not only on the root level, but on all levels of the tree hierarchy. Several aggregation methods are supported, of which the most relevant are weighted multiplication and weighted sum. The score of each node n i is determined by the weighted score of its k children c j , given that the relative weight of all its children sums up to 1. The score of the leaf nodes is provided by the utility function uðmeasureÞ with the measured evaluation value as input variable.
For both sum and multiplication, we seek a weighted aggregation function where nodes with a weight of 0 result in a neutral element and the target range is the same as the input range. For weighted sum, this is the well-known linear combination calculating a weighted score as given in Eq. (3)
For weighted multiplication, the values are taken to the power of the weight, as given in Eq. (4)
The aggregated scoring obtained thereby serves for filtering out candidate components with unacceptable evaluation values -any C. Becker, A. Rauber / Information and Software Technology xxx (2010) xxx-xxxscore of 0 at the criterion level will be reflected as a root score of 0, allowing the decision maker to quickly analyse the root cause of the drop-out. For the remaining alternatives, we generally use the weighted sum aggregation provided in Eq. (3) to find the candidate component best suited for the given scenario. We use the transformation function of Eq. (2) and the thresholds defined in Eq. (1) to evaluate the tree defined in Fig. 2 . We set the thresholds for speed to be {1500,1000,750,500,250} in decreasing order and define the loss of page orientation as unacceptable, resulting in Eq. (5) uðorientationÞ ¼ 5 if true; 0 if false: ð5Þ Table 2 lists evaluation values and their respective utility. For example, Tool A has a measured speed of 600 ms, which translates to a utility value of 3.6. Figs. 5 and 6 illustrate the aggregation of values, showing the weighted aggregated value on each node to illustrate the absolute influence towards the aggregated parent value.
Tool C is being eliminated because it breaks the page orientation during conversion, which leads to a utility of 0 for orientation, as shown in Fig. 5 . The multiplication has the effect of rejecting the component with a root score of 0, which can be traced back to the criteria responsible for this by following the graph to the leaf level. Fig. 6 shows weighted sum results for Tool B, which does not exhibit unacceptable measures. We thus obtain the aggregated weighted result scores provided in Table 3 . Notice that while Tool A is faster than Tool B, the superior evaluation for encoding of Tool B is weighted stronger and determines the final ranking.
The supporting software tool Plato allows interactive exploration of the tree hierarchy as shown in Fig. 7 . At the leaf level, all measured values and utility functions are linked and accessible to the decision maker. The definition of acceptance criteria in the utility function further provides a gap analysis which clearly points out both strengths and limitations of candidates on all levels of the hierarchy. Plato thus supports an in-depth analysis of the specific strengths and weaknesses of each candidate component and an evidence-based decision for a specific component, which is the outcome of the third stage. The complete evaluation, transformation and aggregation is used as an evidence base for supporting the decision for recommending one of the candidate components. The method furthermore allows for the selection of multiple components that are considered to be complementary, in case none of the alternatives alone completely satisfy the needs to a sufficient degree.
Integration and monitoring
Integration is the final stage of the workflow, where integration procedures define the component's interfaces to the system under consideration and explicitly state evaluation conditions that need to be monitored continuously during operation of the chosen software. These conditions can be largely deducted from the requirements and defined in service-level agreements [42] .
Both general Quality-of-Service (QoS) attributes such as performance, throughput, resource usage, etc., as well as specific QoS criteria such as accuracy need to be continuously monitored during operation to ensure that the used component actually keeps fulfilling the requirements as expected [9] . Any deviation in QoS of the level measured during the experiments is an indication of either an incomplete evaluation procedure, or a change in the environment that needs to be addressed, such as a sudden increase in data volume. Depending on the type and severity of the deviation, this may lead to a re-iteration of the evaluation procedure, where the original scenario is taken as a starting point and revised according to changes in the environment, technology, or the requirements.
The problem of architectural mismatches is often encountered in CBSD, primarily when dealing with coarse-grained components where controlled experimentation is rarely applicable. Selecting a seemingly optimal component based on an analysis that focuses on functional issues can lead to serious cost-and budget overruns when implicit architectural assumptions prove to be incompatible and conflicting [26] . Since our approach does not lead to the recommendation of a component without fully testing it in a realistic controlled environment, this aspect is less likely to have an effect; mismatches are prevented or detected early [25] . If a component can be successfully evaluated in a controlled environment on realistic conditions and real data, the risk of a serious mismatch on either an architectural or a lower technical level is quite limited; furthermore, platform constraints, etc. are part of the evaluation procedure. If a component cannot be evaluated, this is a documented outcome of an experiment and will in the absence of a re-run experiment lead to a rejection of the component. The method and tool allow feedback loops, should experimentation lead to the discovery of such problems. Evaluators then return to earlier stages to refine requirements, reconsider acceptable values, or re-balance importance factors. For example, if it turns out the optimally performing tool is incompatible with a server environment or protocol or simply too slow, but all other components produce unacceptable results quality-wise, it may be necessary to reconsider performance requirements or reduce expectations in terms of quality.
The accumulated experience from the knowledge base can be compared to specific values obtained in the experiments. It can furthermore inform the definition of monitoring conditions during the final integration stage. Fig. 8 shows a resulting trade-off curve between compression rate and execution speed for an audio conversion program with and without internal verification of the converted output. Verification adds considerable overhead, but this might be quite acceptable in many cases. On the other hand, the highest compression settings achieve minimal benefits in terms of compression rate, but are computationally very expensive. These observations can be used to derive optimised parameter settings for deployment.
Software architecture
To support the method described in the previous section, we have been developing distributed tool support to enable guided decision making and automate the task of measurements [7, 11] . The resulting software, a planning tool called Plato, is targeted at the digital preservation community and freely available online. While the frontend itself has been developed in the context of digital preservation, the evaluation, selection and monitoring architecture is independent of the target domain. We are currently working towards releasing a generalised, domain independent version of the web frontend for the public. Fig. 9 shows the schematics of the core architectural building blocks. A knowledge base layer holds information about existing reusable quality criteria, associated measurements and the modules where these measures can be obtained, as well as accumulated quality measurements on specific components and classes of components. This knowledge base is a collaborative distributed environment where users can share and reuse quality models. Current work in the PLANETS project 2 is extending this knowledge base by analysing and abstracting requirements trees from case studies and making them reusable across organisations. The requirements catalogues primarily focus on accuracy criteria, which are the central consideration, but also contain detailed models of the risks associated with certain outcomes of processing data with the candidate components.
The evaluation and monitoring core covers the concepts of the last section, while flexible adaptation layers enable the dynamic integration of components discovery and invocation. The discovery of candidate preservation action components is facilitated through web service registries, filtering components by the object types they can operate on. For instance, in the case of the Word document collection, potential conversion tools are listed. These tools are located in different technical environments, but can be accessed through wrappers in a uniform way. The candidate tools are applied to a previously defined set of sample objects, and the outcome is evaluated against the requirements, relying on automated measurements. That means that all considered components are executed in their respective deployment location inside a controlled environment that monitors their behaviour and collects data about their resource utilisation [9] . This meta-information on the service execution is delivered along with the component output and mapped semi-automatically to the specified requirements.
On a general level, performance-related criteria are often considered as a requirement, especially for large-scale systems. Our extensible monitoring approach allows tools to be invoked through a service-oriented architecture, where quality information measured during program execution is delivered as meta-information on the service execution [9] . Measurement adaptors currently available include an extensible monitoring framework for QoS measurement of arbitrary tools wrapped as web services, and domain-specific accuracy measurement for file conversions in digital preservation [12] . While in some cases, manual intervention is still required, the objective is to fully cover the measurements needed to evaluate the requirements.
The next section will illustrate how this architecture supports the concrete evaluation procedures and measurements in a specific digital preservation scenario.
Using automated measurements to evaluate migration components
This section describes the influence factors to be taken into account when evaluating migration components for a digital repository, discusses the measurement of domain-specific quality criteria and presents a taxonomy of criteria in digital preservation. This is used as a basis for a discussion on automated measurements and can be applied similarly in other domains.
Requirements definition
The high-level influence factors that have to be taken into account when deciding which component provides the best fit for a particular digital preservation solution include 1. Technologies and standards. Compliance to file format and metadata standards is a prime concern, and on a technical level, compatibility of candidates to existing infrastructures usually a non-negotiable requirement. 2. User requirements include desired modes of accessing digital content in a repository and file formats supported by a certain group. 3. Object characteristics refer to the central concern of accuracy stating that digital content must be preserved as accurately as possible, i.e. the authenticity has to be secured. 4 . Legal constraints and policies may prohibit the use of certain technologies or formats. 5. Organisational constraints may pose restrictions on prices, storage technologies, or procedures.
Some of these factors, such as institutional policy models or business constraints, may partially be modelled in a formal way, thus allowing automatic reasoning and derivation of environment constraints that can support the evaluation procedure. Others, such as object characteristics, are semi-automatically constructed by analysing the properties of the digital objects on which the candidate software components need to operate and by specifying which characteristics need to be preserved.
The requirements specification breaks the high-level goals down to quantifiable criteria. Abstract goals such as accurately preserve the significant properties of objects are iteratively refined until a level of measurable properties is reached. Thus, at the bottom level of a typical requirements tree in digital preservation, accuracyrelated criteria can be found such as keep correct encoding of characters or keep image width unchanged. These criteria are empirical in the sense that they are to be measured during the experiments stage. In contrast, aspects such as costs per object can be retrieved from a database and do not need to be measured. More complex object criteria arise for example in the context of web archiving tools. Consider the visitor counter on a web page -when transforming the representation of the web page for preservation purposes, a tool could leave the counter active, i.e. each subsequent access in the repository changes its value; it could remove the counter; or it could freeze it at the number it showed when it was harvested.
These object criteria are generally called significant properties of digital objects and also referred to as object characteristics [19] . They are often classified in five high-level aspects [34, 66] .
1. Content means the actual content of an object, such as the words in a document. 2. Appearance denotes visual and audible characteristics such as the layout. 3. The Structure of an object describes the relationships of its subcomponents.
4.
Behaviour describes the interactive experience a user has when viewing the object, and 5. The Context refers to relationships to other digital objects.
ISO SQuaRE suggests standardising domain-specific extensions elaborating on certain aspects of the quality model. Recent efforts such as INSPECT 3 strive to move in that direction. PLANETS is modelling organisational constraints and developing an ontology for significant properties of digital objects, for which the XCL languages provide the technical starting point [12] . These characteristics are obviously highly domain specific. In machine translation, for example, a combination of comparison metrics obtained by established algorithms such as BLEU [59] or others [47, 20] can be used for the measurements.
A taxonomy of criteria
To design and evaluate a full-coverage measurement framework for the target domain of digital preservation, we have created a taxonomy of criteria that differ in the information sources they depend on to obtain measurements. This taxonomy is depicted in Fig. 10 . Fundamentally, all criteria requiring measurement refer either to the action, i.e. the component, or the outcome of an action, that is a rendering or transformation of a digital object. These two categories can be further distinguished to describe general effects of the outcome, such as certain properties of object that are desired; criteria describing the format of the objects; and criteria describing the abovementioned significant properties. On the other hand, action components exhibit properties that are static and descriptive in nature, properties that can be measured at runtime, and some properties that need to be judged by experts.
The taxonomy is in principle orthogonal to the structure of our hierarchy of goals, i.e. an evaluation goal might be connected to measurable characteristics of different categories. For instance, the general goal of inducing minimal costs may include both the price per object, i.e. per execution, of a component, and runtime characteristics such as resource utilisation that imply a certain level of hardware expenditures.
We have thus identified the following categories:
Properties of the outcome of applying a component. (a)
Object. This category entails all properties of digital objects that result from the application of a preservation action component on these objects. On the one hand, this includes desirable properties; on the other hand, this category refers to all significant properties that have to be kept intact. Measurements have to be applied to the outcome of the preservation action components' application and might include comparing the outcome to the original objects.
Format. This category comprises criteria on desirable characteristics of the file and data formats digital content shall be represented in. This is a central decision criterion in digital preservation since a significant portion of the risks to digital content lies in the form of representation and its understandability. Measurements of these criteria are applied by analysing the format of the outcome and getting additional information on known properties of certain formats from trusted external data sources such as the Pronom Technical Registry [74] . (c)
Effect of outcome. This refers to any other effects caused by the application of a certain component, such as the storage costs resulting from converting to certain formats with higher compression. Typically, these effects are calculated based on measured inputs. For costs, recognised cost models such as LIFE [5] are used with measured properties as input parameters. Static. Criteria of this category can be obtained from trusted sources. Where not found, they need to be evaluated manually with appropriate documentation. (c)
Judgement. This category is sometimes relevant, but should be kept to a minimum. Usability is a prime example where judgement is necessary. In digital preservation this is hardly relevant since the components to be evaluated are not to be applied by an end user. In other cases, this has more importance. In any case, proper documentation of evaluation values is essential.
In machine translation, a taxonomy would likely be very similar apart from the format category, which still may be present, comprising structural characteristics of the resulting translation following a standard representation. Object criteria may further include the presence of confidence values or alternative translation candidates for certain terms.
Automated evaluation in digital preservation
The automated evaluation of criteria depends on the category according to the taxonomy outlined above. The measurement of process-related criteria such as performance can be covered with a generic approach. On a domain-specific level, more complex measurements may be needed to cover the desired characteristics, particularly at the level of significant properties. To evaluate these characteristics automatically, thorough description of digital objects are needed to enable automatic reasoning and comparison. This characterisation relies on formal languages such as the eXtensible Characterisation Languages [12] . Characterisation of the status quo takes place when defining the characteristics of the collection of digital objects on which the component to be selected is going to operate. Thus it supports the automated characterisation of digital objects, i.e. the extraction of significant properties into an abstract representation that can then be used for empirical evaluation. Fig. 11 shows a simplified abstraction of the core elements of the requirements and evaluation model. This model is closely related to the taxonomy described above.
Each PreservationActionTool (or MachineTranslationTool) is evaluated through applying it on SampleObjects in a controlled experiment. This creates an ExperimentResult that constitutes part of the evidence base. A Criterion is a measurable Requirement. It can be associated with a tool (ToolCriterion) or vary with every object a tool is applied to (ObjectCriterion). In the latter case, it can be mapped to an ObjectProperty. These properties are measured of the original SampleObject and the ExperimentResult, and the obtained values are compared through a comparison metric. Tool criteria, on the other hand, are associated with a ToolProperty and evaluated in a ToolEvaluation. The properties themselves may be partly obtained from registries; others can be derived from software quality models, while some may need to be specified explicitly.
A typical example of a criterion that will be measured at runtime and vary with every experiment is execution speed. We have conducted a series of experiments to evaluate different aspects of the evaluation and monitoring architecture, such as the correlation and accuracy of measurements obtained with different profiling tools [9] . Fig. 12 shows the processing time of two conversion tools Fig. 11 . Requirements, criteria and evaluation in digital preservation. Fig. 12 . Processing speed of two conversion services.
C. Becker, A. Rauber / Information and Software Technology xxx (2010) xxx-xxxrunning on the same environment when converting 312 JPEG image files. Linear regression shows the general trend of the performance relation, with a root mean squared of residuals of 1.01 for GIMP and 3.36 for JavaImageIO. The Java tool is faster on smaller images but outperformed on larger files. It further is noted that the conversion quality offered by GIMP is certainly higher: Fig. 13 shows a visualisation of a conversion error introduced by the simple Java program when converting an image with transparent background from GIF to JPG. Changed pixels are shown in grey in the figure and indicate that the transparency layer has been lost during migration. This difference is being measured by quality evaluators relying on different, complementary tools. For example, ImageMagick compare reports that 59.27% of the pixels are different in the migrated file, with a root mean squared error of 24,034. In most cases in digital preservation, the information loss introduced by a faster tool will be considered much more important than its speed, which will be reflected by the utility function.
Pulling it all together
The output of the evaluation stage is a well-founded, documented recommendation for one of the components. This documentation is considered essential for ensuring the trustworthiness of a digital repository [1] . In some cases, however, a single component alone might not be satisfying. For example, many conversion tools for electronic documents have problems with entirely preserving the layout as it was displayed in the original environment, whereas migrating a document to an image loses the future potential for full-text search access. In these cases it may thus be desirable to combine both approaches and select multiple components for the incorporation into a preservation system.
The exact mode of integrating the chosen component depends on the infrastructure in question. The planning tool Plato can automatically generate an XML-based workflow specification called executable preservation plan, which specifies the component to be used and all parameter settings. It can be deployed directly into the Planets Interoperability Framework that provides an infrastructure for digital preservation services [43, 68] . We are currently extending Plato with modules for generating executable preservation plans for different widely used repository systems.
The evidence gathered during the controlled experiments is highly valuable for defining service-level agreements and monitoring conditions that can be watched continuously after integration of the preservation action component into a digital repository. A variety of factors in the technical and organisational environment as well as the repository itself have to be monitored to ensure continued successful operation. Environmental conditions are understood in the broad sense and cover factors such as the rate of incoming content or the distribution of file formats that are contained in an archive. On the concrete QoS level, QA mechanisms based on structured characterisation of digital objects as described above can be included, while on an organisational level, changing high-level policy decisions may alter the priorities or introduce new requirements. An automated re-evaluation and threshold check can trigger an alert that leads to a re-iteration of the evaluation procedure as described in [8] .
Evaluation
The last sections described a framework and tool for improving component evaluation and selection in specific scenarios by using controlled experimentation and automated measurements as primary means of data collection. We described a taxonomy and model of criteria and their automated evaluation.
We noted earlier that evidence is an essential precursor to trustworthiness, and that an entity's trustworthiness has to be evaluated in the realistic context of an action. Thorough documentation is needed to ensure reproducibility of evaluation experiments. One of the primary benefits of automated measurements is the degree of evidence and documentation that is produced along with the evaluation. We claim that under our stated conditions, these benefits can be achieved for a large fraction of the decision criteria.
We evaluate this by quantitatively assessing the coverage of automated measurements with respect to criteria used in realworld decisions. To answer the questions posed in Section 2, we analyse a number of case studies that have been carried out during the last years with and without supervision and assistance. Table 4 provides an overview of cases. All were searching for an optimal conversion tool for preserving different types of images or documents in large repositories run by organisations such as national libraries, national archives, or large research foundations. Detailed discussions of several of these case studies can be found in [8, 46, 71] . While most of the studies were carried out with our assistance, two of them were carried out independently without consultation, using the publicly available software platform which is increasingly being used by libraries and archives for decision support.
The effort to conduct an evaluation depends on the types of digital objects, the level of automated measurements that is available, and the experience an organisation has with digital preservation in general and the decision making procedures in particular. Documentation of organisational policies is often scarce; this is beginning to change [69] . Often, the first time evaluation and selection is carried out, a number of organisational factors have to be established once, which adds to the effort needed for the first decision process. As a general rule, a selection procedure will take a few days, involving several stakeholders for the requirements definition.
Coverage of automated measurements
The criteria in Table 4 correspond to the categories of the taxonomy described in Section 4.2. For each case study in the list, we provide the type of institution taking the decision, the type of content in need of conversion, and number of decision criteria falling into each category. The bottom row summarises the distribution of the criteria. Of the 317 criteria that had to be evaluated, all fall into one of the categories of the taxonomy. More than 50% describe the accuracy of preserving the authenticity or significant properties of objects, while another 13.6% refer to desired characteristics of formats resulting from the application of components. Of the requirements on the components, their measurable runtime behaviour accounts for almost 20% of the criteria. All of these characteristics can be measured in a fully automated way as outlined in Section 4.3 and discussed in detail elsewhere [9, 10, 12] .
This leaves 5% of criteria that fall into the categories judgement of tool characteristics and 3.8% of criteria that refer to general effects of outcomes, some of which have to be evaluated and calculated in a manual way. Table 5 summarises the taxonomy's categories, mapping abbreviations of Table 4 to the corresponding terms and providing examples as well as the information sources needed for evaluation. For most of the criteria, there exist either trusted information sources or known means to automatically collect measurements to evaluate them. To improve the reliability of the remaining criteria, we are extending the evaluation platform to enable experience sharing and provision of aggregate statistics about such judgements. This sharing also benefits aggregated statistics of measurements taken in the controlled environment on different input data and will lead to a collaborative benchmarking platform.
Threats to validity
As noted above, there is still a certain percentage of criteria that cannot be measured automatically and have to be judged by experts. This judgement naturally entails the risk of not being reproducible and exhibiting certain biases. The sensitivity analysis described in Section 3.2.2 addresses this issue, but cannot provide guarantees. The usage of AHP is highly desirable for these criteria and currently in development.
To ensure measurement reliability, the digital preservation domain is investing significant efforts in defining benchmarking corpora and criteria for stratification of test data [56] . Annotated benchmark data will provide the means for validating measurement accuracy of quality assurance tools such as the XCL languages [12] .
Discussion and outlook
This paper outlined an evidence-based software evaluation and selection framework which relies on controlled experimentation and empirically evaluates candidate components in controlled experiments. The procedure follows the general COTS selection process and tailors the concept of utility analysis to allow quantified evaluation of components against hierarchically defined requirements.
We showed that in specific scenarios, a majority of the criteria can be evaluated by applying automated measurements in a controlled environment under realistic conditions. This not only reduces the effort needed to evaluate components, but also supports trust in the decisions because extensive evidence is produced in a repeatable and reproducible way and documented along with the decision in a standardised and comparable form.
While the supporting software tool and the case studies are domain specific, we believe the approach is applicable and useful in a wider context. We are currently investigating its application to the automated evaluation of natural language translation software [41] . Component selection and evaluation is a continuous problem space ranging from CBSD to web services and other dynamic scenarios as summarised in Table 1 in Section 2. Fig. 14 contrasts in a simplified perspective three scenarios for component selection: Web service selection on the dynamic end of the spectrum is highly dynamic, deals with fine-grained and precisely specified components, and relies entirely on automated evaluation. CBSD on the other end deals with any granularity of functions and is less dynamic. The degree of trust needed and the importance of NFRs certainly vary in each case, but are in general not as high as for example in digital preservation. With our method and the planning tool Plato, the selection and integration is followed by continuous monitoring. Deviations from specified expectations lead to a reevaluation that can result in a reconfiguration or replacement of the component. The method is applicable to fine-grained components with a homogeneous, well-defined feature set, and the focus lies on automated measurements obtained in a controlled environment.
Current work is geared towards the automatic derivation of requirements from modelled constraints and environment factors; tracing and monitoring of influence factors and continuous impact assessment; and recommender systems for eliciting key influence factors and suggesting sets of requirements from the knowledge base. We are further investigating the usage of established quality model construction schemes such as [16, 24] to formalise and further standardise best-practice subcharacteristics, attributes and metrics and describe correlation-free sets of measures for specific scenarios that recur often in digital preservation, based on our experiences with accuracy and risk criteria in the case studies cited above. In parallel, we are generalising and extending tool support to other domains and conduct case studies evaluating software components in different domains such as language translation software, with a focus on automated measurements.
