Abstract-This paper deals with identification of Wiener systems with nonlinearity being a discontinuous piece-wise linear function. Recursive estimation algorithms are proposed to estimate six unknown parameters contained in the nonlinearity and all unknown coefficients of the linear subsystem by using the iid Gaussian inputs. The estimates are proved to converge to the corresponding true values with probability one. A numerical example is given to justify the obtained theoretical results.
I. INTRODUCTION
T HE class of dynamic systems consisting of linear subsystems cascaded with memoryless nonlinear blocks appears very important for modeling many practical phenomena in engineering, biology, communication, etc. The system with nonlinearity prior to the linear subsystem is called the Hammerstein system, while it is called the Wiener system if the linear subsystem is followed by a nonlinearity.
For recent years there is an increasing research interest in identification of Hammerstein and Wiener systems, e.g., [1] - [3] , [5] , [6] , [11] - [13] , [16] , [17] , and [19] for Hammerstein systems and [4] , [9] , [10] , [18] , and [20] for Wiener systems. For characterizing nonlinearity the previously cited papers are classified into two classes: One uses the parametric approach [1] , [3] , [4] , [6] , [9] , [17] - [20] , and the other one uses the nonparametric approach [2] , [5] , [10] - [13] , [16] .
In the parametric approach the nonlinear static block may be presented as a linear combination of known smooth functions, e.g., polynomials; it may also be presented as a piecewise-linear function, which is not necessarily be discontinuous. In such a representation, identification of the nonlinear block is reduced to estimating unknown parameters. In the nonparametric approach there is no structure information about the nonlinearity, and the nonlinear function may be treated by taking its series expansion. In this case identification is equivalent to estimating unknown coefficients in the series expansion, although the number of coefficients in general is infinite. However, the possibly existing discontinuity in nonlinearity may make the series expansion method unsatisfactory. The other nonparametric method is directly to estimate the values of the nonlinear function at assigned arguments by using kernel functions. It is noticed that in most existing results whenever convergence analysis is concerned, only convergence in probability rather than convergence with probability one is established. References [5] , [6] may be among a few exceptions.
For identifying Wiener systems a nonparametric approach using kernel functions is presented in [10] , where for the linear subsystem the strongly consistent estimates are given for its impulse responses multiplied by an unknown constant , and for the nonlinear part the estimate given in [10] is proven to converge in probability to the product of an unknown constant and the argument corresponding to a pre-assigned value of the nonlinear function. Here the problem is that the nonlinearity in the system must be invertible and its inverse rather than the function itself is estimated, and the unknown parameters and remain to be defined. In spite of these limitations, the conditions imposed on the system are quite general, in particular, the linear part may be any stable ARMA system.
It is pointed out in [1] , [18] , [19] that the nonlinearity presented by a piece-wise linear function with preload and dead zone is of importance in applications. It is clear that such kind of nonlinear functions may be discontinuous and cannot be estimated by the method proposed in [10] . Identification of Hammerstein systems with such a nonlinearity is treated in [1] , [6] , [19] , while for Wiener systems it is dealt with in [18] . In this case identification is reduced to estimating unknown parameters contained in both linear and nonlinear blocks. This paper deals with identification of Wiener systems with nonlinearity being a discontinuous piece-wise linear function. Recursive estimation algorithms are proposed to estimate all unknown coefficients in the system by using the iid Gaussian inputs. The estimates are proved to converge to the corresponding true values with probability one.
The rest of the paper is organized as follows. In Section II the problem is precisely formulated. The coefficients of the nonlinearity are partly estimated by using output data in Section III. Estimating the nonlinear function is completed in Section IV based on the input-output data by using kernel functions. In fact, the variance of the output of the linear subsystem is consistently estimated in this section, but the proof of consistency is placed in the Appendix. The coefficients of the linear subsystem are estimated by the least-squares method [7] , [14] in Section V, and the strong consistency of the estimates is proved there as well. A numerical example is demonstrated in Section VI, and a few concluding remarks are given in Section VII. 
II. THE PROBLEM
Consider the Wiener system expressed by the block diagram shown in Fig. 1 .
The nonlinarity of the system is characterized by a static piece-wise linear function (1) which is shown in Fig. 2 .
Let the system input and output be connected by (2) where (3) Denoting by and the unknown coefficients in the linear subsystem and the regressor, respectively, we rewrite the linear subsystem as
The problem is to design input signal and on the basis of the input-output data to recursively estimate all unknown coefficients in both nonlinear and linear parts of the system. Moreover, we want the estimates strongly consistent, i.e., converging to the true values.
The coefficients to be estimated are for the nonlinear block, and for the linear subsystem.
As to be seen we will take a sequence of iid random variables to serve as , so is stationary. Let denote the variance of .
For simplicity of writing, let us denote
The parameters , and are first estimated, and at the same time the estimate for is derived. Estimation for , and are carried out in a similar way.
With this done the nonlinearity has not been completely defined yet, since is unknown. So, the next step is to estimate , and the final step is to estimate the coefficient in the linear subsystem.
III. ESTIMATION FOR
, AND Let us take a sequence of iid Gaussian random variables to serve as the system input. Then the output of the linear subsystem is Gaussian stationary and ergodic [15] . It is clear that (6) Recursively, define (7) (8) with arbitrary initial values , and then estimate and according to the table of (9) Lemma 1: For the system described by (1)- (3), if is iid with , then
where and are defined by (9) . Proof: By stationarity and ergodicity of is also stationary and ergodic, and (11) Notice that and hence " " is equivalent to " ". Consequently (12) Since is a continuous and increasing function, from (11), (12) (18) where , and are given by (7) and (9). Similarly, and are derived from the following algebraic equations:
It is worth noting that (17) , (18) [or (19) , (20) , and (and , and ). In order to complete estimating we need to consistently estimate (and ). For this, we apply the kernel function approach used in [11] , and [12] , and also in [5] .
Define the kernel function where is given by (32) and is the system output, and find the root of the following algebraic equations with respect to : is continuous on and , and its derivative is positive It is noticed that with varying from to 0 and from 0 to increases from to and from to , respectively. Therefore, has a unique root on , and hence by Lemmas 1 and 2 there is a unique root for (36) on for all sufficiently large k. Thus, a numerical method like Newton-Raphson method can be applied to find the root.
Denote by the solution of (36), and the estimate for is defined by (45)- (47) proves the assertion of the theorem.
VI. NUMERICAL EXAMPLES
We now give a numerical example to demonstrate convergence of the proposed identification algorithms. Matlab is used to generate the Gaussian iid random variables and to realize all computation.
Let the parameters of as shown in Fig. 2 be as follows:
and be of the fourth-order, and let the coefficients in (3) be such that and The parameter in the kernel function (32) should be small, because otherwise would tend to zero too fast so that the new data would be negligible. Here, we take . In order to reduce the influence of the initial values, the parameters , and are estimated starting from , and the values of their estimates for are set to equal zero in the figures.
The simulation results for estimating the unknown parameters are shown in Figs. 3-6 , from which we see that all estimates asymptotically tend to the true values. This means that the linear subsystem and the static nonlinearity, i.e., the piecewise linear function, both are well identified.
We now use a naive FIR approach to fit the input-output data into a 4th order MA model ignoring the existence of nonlinearity. Figs. 7-10 show that the estimates for , and are considerably deviated from the corresponding true values. This means that the static nonlinearity cannot be neglected.
The present paper differs from [18] not only in the estimation methods but also in the models under consideration. The methods given in these two papers, in general, are not comparable. The difference is listed in the following table:
We take an example computable by both methods given in [18] and in this paper: A fourth-order MA model to serve as the linear subsystem and to restrict the nonlinearity to contain only three parameters. The computational results may not give a fair comparison of these two methods, because they are designed for different models and with different purposes.
The estimates by the method of [18] are computed with available and with initial values and the algorithm iterates 8 times with sample size 600. The estimates by the method given in the paper are at with . For both methods the inputs are taken to be iid . The method of [18] , consisting in minimizing estimation errors by iterations, is expected to have a better accuracy than the one given by recursive methods, when the sample size is fixed. This takes place when estimating the linear part, as can be seen from the table. However, for estimating the nonlinear part the table shows a different picture.
VII. CONCLUDING REMARKS
This paper gives strongly consistent estimates for all parameters contained in the Wiener system with nonlinearity being a discontinuous piece-wise linear function with the help of iid Gaussian inputs. It is worth noting that except the structural assumptions no restrictive conditions are used for convergence of the estimates. The main effort for proving consistency is devoted to estimating the variance of not directly observed output of the linear subsystem based on the system input-output data.
For further research it is of interest to consider more general systems, for example, the multidimensional systems and the general ARMA-type linear subsystems. It is also of interest to consider the general nonlinear static block with output observation noise. However, in this case the method used in the present paper may not be suitable, and the stochastic approximation method applied in [5] may be more promising. In what follows by , we denote the -algebra generated by . Noticing that by the convergence theorem for martingale difference sequences [7] , [8] , we have By the Kronecker lemma [7] , [8] (52)
Further, by noticing (53) from (52) and (53), we conclude (49).
We now show (50). Since and , again by the convergence theorem for martingale difference sequences [7] , [8] we have From this and the Kronecker lemma, it follows that for (50), it suffices to prove that (54) Noticing we have (55) where
, and the -set is ignored because and, hence, .
By ergodicity of , the first term on the right-hand side of (55) equals (56)
Let
. Then the first term on the right-hand side of (56) can be estimated as follows: (57) as and then . By a similar treatment, we see that the last term of (56) tends to as . This combining with (55), (56) we conclude that for (54) it suffices to show that the second term in (55) tends to zero as . We estimate this term as follows:
where the convergence to zero is proved in a way similar to that done for the first term of (56 Proceeding as before, we estimate the left-hand side as follows: (63) where on the right-hand side the first term tends to zero as as can be shown by the treatment similar to that carried out in (57), while the second term is bounded by This means that (51) has been proved and the proof of the lemma is completed.
