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Collective behaviors displayed by groups of social animals are observed frequently in nature. Un-
derstanding and predicting the behavior of complex biological systems is dependent on developing
effective descriptions and models. While collective animal systems are characteristically nonequilib-
rium, we can employ concepts from equilibrium statistical mechanics to motivate the measurement
of material-like properties in laboratory animal aggregates. Here, we present results from a new set
of experiments that utilize high speed footage of two-dimensional schooling events, particle track-
ing, and projected static and dynamic light fields to observe and control the behavior of negatively
phototaxic fish schools (Hemigrammus bleheri). First, we use static light fields consisting of dark
circular regions to produce visual stimuli that confine the schools to a range of areas. We find that
schools have a maximum density which is independent of group size, and that a swim pressure-like
quantity, Π increases linearly with number density, suggesting that unperturbed schools exist on
an isotherm. Next, we use dynamic light fields where the radius of the dark region shrinks linearly
with time to compress the schools. We find that an effective temperature parameter depends on the
compression time and our results are thus consistent with the school having a constant heat flux.
These findings further evidence the utility of effective thermodynamic descriptions of nonequilibrium
systems in collective animal behavior.
PACS numbers: 87.50.yg,87.23.Ge,05.70.Ce
INTRODUCTION
Collective behavior is exhibited across many different
scales in animal groups from microscopic bacteria or al-
gae colonies [1–3] to macroscopic insects [4–7], schools of
fish [8–10] and flocks of birds [11–13]. Collective behav-
ior arises from self-organizing interactions between indi-
viduals [14, 15] and can give rise to complex emergent
group behaviors which surpass an individual’s ability in
navigation [8, 10] and foraging success [16, 17]. In na-
ture, groups can exhibit several morphologies or “states”
of collective animal behavior from disordered swarms to
ordered flocks and mills. While individual animals may
exhibit a range of behaviors and personalities [18, 19],
early work showed that these collective ‘states’ can be ef-
fectively modeled by active self-propelled particles (SPP)
following uniform behavioral rules [14, 20]. Moreover, the
simplest and perhaps the most studied model, the Vic-
sek model [20], exhibits a continuous phase transition
between disordered (swarm) and ordered (flock) states
[21–25]. In experiments, transitions between ordered and
disordered phases have also been observed as the density
of individuals increases [4, 9].
As collective animal systems share many analogous fea-
tures to nonliving active matter systems e.g., granular
rods [26, 27] and self-propelled colloids [28], recent work
∗ jpuckett@gettysburg.edu
has sought to build a unified framework to model soft
matter systems.
Thus far, the theoretical approach has largely focused
on studying active brownian particles (ABPs) which pro-
vide an ideal system to first construct a nonequilibrium
thermodynamics for active matter [3, 29, 30]. In a ther-
mal system, the ideal gas law, P = ρkT , relates the me-
chanical pressure of the system confining the gas with the
number density and temperature, where ρ is the number
density, k Boltzmann’s constant, and T is the equilib-
rium temperature. However, whether or not the concepts
of state variables such as pressure and temperature can
be directly applied to nonequilibrium systems is an open
question [31]. Remarkably, simulated ABPs and exper-
imental colloids have been shown to obey an equation
of state much like their equilibrium counterparts [32–36],
though the equation of state appears to only hold for
spherical particles with torque-free interactions [37–39].
Furthermore, in a recent experiment, researchers found
that mechanical pressure does not equilibrate in a sys-
tem of polar discs with different packing fractions and is
therefore not a state variable [40]. However, the pressure
in an active matter system is still a useful quantity [41],
as even in anisotropic systems, the bulk pressure (swim
stress) is self-consistent with the surface pressure [42].
An alternate approach taken in recent experiments is
to borrow concepts and techniques from statistical me-
chanics and the physics of materials to test the effec-
tiveness of state variable-like descriptions directly in an-
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2Figure 1. (a) Schematic of our experimental setup. The ex-
perimental arena (a confined circular area 100 cm in diame-
ter) lies inside a larger 122 by 244 cm tank. Video footage
is captured by a camera fitted with an infrared filter. (b)
Sample (static) visual stimulus used in experiments with the
silhouettes of individual fish (N = 100) overlaid for scale.
imal groups. Recent experiments on insect groups have
detected a density dependent phase transition [4], mea-
sured aggregate surface tension and viscosity [43], and
found that groups of fire ants can form viscoelastic shear-
thinning materials [44]. In bird flocks, experimental ob-
servations have found scale-free behavioral correlations,
[45] a signature of a continuous phase transition, and
have shown that flocks can be modeled using a maximum
entropy approach [13, 46, 47]. Experiments on flying in-
sect swarms have measured the susceptibility [48], ob-
served linear response to external perturbations (sound)
[49], found that swarms have a finite modulus [50], and
observed phase co-existence [51]. Recently, experiments
on midges have shown that a swarm responding to vari-
able light stimuli contracts along an isotherm [52].
In this work, we conduct a novel experiment aimed
at investigating laboratory schools of rummy-nose tetra
(Hemigrammus bleheri) in a thermodynamic framework.
Since the tetra are negatively phototactic and prefer to be
in dark regions in their environment, we project a circular
dark disk on the center of a large quasi-two dimensional
tank, as shown in Fig. 1(ab). disk By controlling the ra-
dius Rproj of the projected dark spot, we confine the fish
to a certain region of the tank as shown in Fig. 1(b). Note
that the fish are not mechanically confined, only weakly
visually confined, and therefore can swim out of the cen-
tral dark region with out experiencing any mechanical
force. We project both static and dynamic light fields
and investigate the response of the fish to the different
perturbations. In the static light field experiments, the
radius of the projected dark disk Rproj is constant during
each experimental trial. In the dynamic light field exper-
iments, we start with a radius Rproj much larger than the
unperturbed radii of the schools and reduce the radius of
the projected dark disk with time. We then investigate
the group level kinematic statistics of the schools and
compare static and dynamic light perturbations.
METHODS AND RESULTS
We filmed schooling events of groups of tetras (body
length, BL=3.4±0.5 cm) in a circular experimental arena
(29.4 BL in diameter, 6 cm water depth, T = 25±0.5◦C).
The arena (a clear acrylic wall in a circular shape) lies in-
side a larger 36BL by 72BL outer rectangular tank which
houses water filtration and heating elements. The outer
tank provides a constant temperature heat bath to main-
tain the temperature of the inner circular tank. The pro-
jected visual stimulus extends beyond the inner tank and
covers the entire outer tank, as fish can see through the
clear inner wall. Fish were randomly selected from one
of two home tanks (each tank having Nhome = 150) and
transferred to the experimental arena. Experiments were
scheduled such that no individual was used in an exper-
iment on two consecutive days. Before data collection,
fish were given one hour to acclimatize to the experimen-
tal arena.
The fish schools were observed using an IR camera
(PointGrey GS3-U3-41C6NIR-C) placed 180 cm over the
tank, which records images at 4Mpx and 30 Hz, as shown
in Fig. 1(a). The tank was illuminated from below with
an array of IR LEDs, which are invisible to the fish but
visible to our camera. Further details on video analy-
sis, individual fish tracking, and information on fish hus-
bandry are reported in a previous work [10].
As shown in Fig. 1(ab), a projector located 226 cm over
the experimental arena casts a light field at 30 Hz onto
the bottom of the tank. Throughout this work, the light
field consist of a black disk (10 lux) with radius Rproj on
a grey background (150 lux). A cropped sample image
of the light field is shown in Fig. 1(b), with an overlay of
the silhouette of a school of tetras for scale.
Static experiments
In our first series of experiments, the projected light
fields consisted of a black disk with a constant ra-
dius Rproj. We investigate the effect of confinement
by the visual field as a function of six different static
Rproj = 1.65, 2.61, 3.82, 5.26, 8.81 BL for three group sizes
N = 25, 50 and 100. For each trial, the static field was
displayed for 1 min to allow the fish to reach a steady
state, after which the camera recorded a video for 2 min-
utes. We repeated experimental trials with randomly
selected Rproj and N to generate 10 replicates for each
Rproj and N combination.
We found that the visual field provides an effective
confinement as shown in Fig. 2(a), where the two-
dimensional probability distribution indicates that the
time-averaged structure of the school is axisymmetric.
The radial probability distributions P(r) for different
Rproj are shown for N = 100 in Fig. 2(b). For the largest
Rproj, we find that the experimental schools are entirely
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1Figure 2. (a) The two-dimensional probability distribution for schools of N = 100 tetras and with a constant projected radius of
Rproj = 5.3 BL. Depicts probability of finding an individual in a given region of the experimental arena. (b) Radial probability
distributions for N = 100 and Rproj = 1.6, 2.6, 3.8, 5.3, 6.9, 8.8 BL. (c) Number density ρ of schools as a function of the ratio
of the group size N and the volume of water within the projected dark disk for groups of N = 25, 50, 100 individuals. The
maximum measured number density occurs at ρproj = 0.64, and is marked by the dashed vertical line. (d) The swim pressure-
like Π is shown as a function of average number density ρ in trials with varying static Rproj for group sizes of N = 25, 50, 100.
The fit line represents an isotherm with an effective temperature for the static experiments of kTstatic ≈ 2.45.
contained within Rproj. However, for smaller Rproj, in-
dividuals may freely swim beyond Rproj, though as ex-
pected, fish are more likely to be found near the center
of the dark spot. As shown in Fig. 2(b), we find P(r) de-
creases with r, quickly for small Rproj and more gradually
and approximately linearly for larger Rproj.
In Fig. 2(c), we show that the light field provides a
weak confinement which competes with overcrowding, as
the fish do not exceed a maximal density. The projected
dark area weakly confines the fish and is our control pa-
rameter, where the ratio of the number of fish to the
projected dark area is ρproj = N/(Aprojhwater), where
hwater ≈ 1.75 BL. The school changes size based on the
projected dark area, where individual fish must balance
an effective attraction to the dark area and an effective
repulsion from overcrowding. The measured number den-
sity of the school ρ is determined by finding the quasi-
two-dimensional area Aschool of the school and multiply-
ing it by the water depth all in units of average body
length. The area of the school is the area of the covari-
ance error ellipse determining the 95% confidence inter-
val, which was found to be less susceptible to the loca-
tions of outlying fish compared to a simple convex hull
area. When Rproj is large enough so that ρproj . 0.5, we
see that the school adjusts its density roughly indepen-
dent of N . We also find that the school has a maximum
number density per fish ρmax ≈ 1.1 fish/BL3 to which
the school will compress. At smaller Rproj (large ρproj),
large schools (N = 100) extend beyond Rproj, where fish
outside the projected dark disk are more disperse, de-
creasing ρ. Using the visual light field, we can control
the the number density of the school ρ by approximately
a factor of two.
Since the fish are visually (and weakly) confined within
the projected light field, one cannot calculate a mechan-
ical pressure since there is no momentum exchange be-
tween individuals and a container. The pressure for an
ideal active matter system can be derived as Πswim =
nζU20 τR/2 for two dimensional systems[34], where ζ is the
hydrodynamic drag and U0τR is the run length in a reori-
entation time. However, in many experiments, either due
to finite size effects or insufficiently length of trajectories,
these terms are not measurable. Similar quantities to the
swim pressure have been derived from a virial equation
[53] and were shown to relate to thermodynamic phases
in other collective animal systems [51, 52], even though
4these “pressures” are not equivalent to the mechanical
pressure.
We define a “pressure” similar to previous experiments,
where the swim pressure-like quantity (per unit mass) is
related to the ratio of kinetic energy per unit volume,
Π =
〈
N
V
· 1
N
N∑
i=1
1
2
v2i
〉
t
(1)
where N is the number of individuals, V is the volume
occupied by the school, vi is the velocity of individual of
fish i, and the notation 〈〉t denotes a time-average. Since
the system is quasi-two-dimensional, V is measured by
Aschoolhwater. This quantity is the average ratio of the
total kinetic energy to the volume of the school. Written
more compactly below in terms of number density ρ =
N/V and the rms velocity, we have,
Π =
〈
ρv2rms
〉
t
, (2)
where both ρ and vrms are functions of time. This equa-
tion is analogous to the classical definition P = ρkT ,
where ρ = N/V , k is Boltzmann’s constant, and T is the
temperature. While Π and vrms are positively correlated,
both ρ and vrms are time dependent quantities, so Π can
not be interchanged with or depend solely on vrms.
In Fig. 2(d), we show that Π increases linearly as func-
tion of ρ (F1,16 = 27.15, p = 8.6 × 10−5) for schools of
different N and Rproj. The slope of Π(ρ) yields an ef-
fective temperature of kTeff = 2.45 for our set of static
experiments. While this result may at first glance appear
trivial, that the fish swim at roughly the same speed inde-
pendent of the density or group size (e.g., v2rms = const.),
this is not the case as our subsequent dynamic experi-
ments show.
Dynamic experiments
In our second series of experiments, projected light
fields consisted of a light background and dark disks,
where the radius of the disk, Rproj(t) = R0 (1− t/τ),
decreases linearly in time from R0 = 14.1 BL to 0 in τ
seconds. We conducted trials with τ = 120, 60, and 30 s
and for group sizes N = 50 and 100, each with 10 repli-
cates. In Fig. 3(a), we show the number density ρ of the
school as a function of time with N = 100 for each τ ,
where time is rescaled by τ . We find that the number
density ρ of the schools increases roughly linearly with
time as Rproj decreases, until about halfway through the
trial, which corresponds to the approximately the same
maximum number density ρmax noted in static experi-
ments. After the maximum number density is reached,
the area of the school grows and subsequently begins to
shoal freely as the area of the dark disk is much smaller
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1Figure 3. (a) The number density of N = 100 tetra schools
as a function of time normalized by τ for τ = 30, 60, and 120
s. We see that the school is compressible until it reaches
the maximum density and afterward decreases in density and
shoals freely. (b) The swim pressure-like quantity Π plotted
as a function of number density for group size N = 100 and
τ = 30, 60 and 100 s. For comparison, this data is overlaid on
the data for the static experiments. The effective temperature
of the school is computed via a least squares linear fit. (c) Av-
erage change in effective temperature of the system between
the dynamic and static systems as a function of compression
time τ . The fit line is a nonlinear least squares fit to Eq. 5.
than the area of the school. Since the school is not fur-
ther compressed after τ/2, we do not use this data for
any subsequent results.
In Fig. 3(b), we compute pressure-like Π as a function
of ρ with N = 100 for each compression time τ = 30, 60
and 100. Note that Π here is no longer time averaged,
since ρ changes with time. Even for a slow compression
τ = 120s, the pressure Π increases faster as a function
5of ρ compared to the static case. Therefore, the effective
temperature Teff (the slope of the isotherm on Π(ρ)) in-
creases as the compression times τ decrease. The school
not only adjusts its number density ρ in response to the
shrinking projected disk, but also changes its kinetic en-
ergy ( 12v
2
rms) based on the rate of change of the dark area.
When the system is compressed, the size of the school de-
creases but there is also a change in the velocities of the
fish, where shorter compression times τ result in larger
increases in kinetic energy.
In Fig. 3(c), we show the change in effective temper-
ature k∆Teff as a function of τ for different group sizes
N , where k∆Teff = kTeff − kTeff,static. Here, we find that
k∆Teff increases with decreasing τ .
Although the school is far from equilibrium, for a first
attempt to understand the relationship between k∆Teff
and τ , we begin with borrowing ideas from classical equi-
librium statistical mechanics. The first law of thermody-
namics relates the heat added to the system Q and the
work done on the system W to the change in internal
energy
∆U = Q+W (3)
where the change in internal energy is proportional to
the change in temperature, giving ∆U = α∆Teff, where
α is a constant.
Since all dynamic experiments start with the same
ρinitial and end with ρfinal, they all do the same amount
of work. Furthermore, to reach the density ρfinal ≈ ρmax,
it takes approximately half the compression time, τ2 , as
shown in Fig. 3(a). While this work, like the change in
internal energy is extensive, for the sake of simplicity of
the model, we ignore the dependence of each on N , and
instead concentrate on the time dependence of heat loss.
Given a finite power of heat loss in the system, a ther-
modynamic process doing the same amount of work in
less time should increase the temperature of the system.
Therefore, the heat lost by the system as it is compressed
to twice the initial density is Q = P heat
τ
2 , where the rate
of heat loss P heat is proportional to the temperature dif-
ference ∆Teff. We can rewrite Q = −βτ∆Teff.
Using each of these relationships, we can rewrite Eq. 3
as
α∆Teff = W − βτ∆Teff. (4)
Solving for ∆Teff, we have
∆Teff =
W
α+ βτ
=
1
a+ bτ
(5)
There are then two fit parameters, a = α/W and b =
β/W , for 57 dynamic runs for both N = 50 and 100
and τ = 30, 60, and 120s. Using nonlinear least squares
fitting on all the dynamic data (N = 50 and 100), we
find a = 0.037± 0.063 and b = 0.0044± 0.0018 s−1.
While the derivation of Eq. 5 was made with numer-
ous idealized assumptions, remarkably, we find the un-
certainty in b is small compared to its value, and the
model is in good agreement with the experimental data.
Certainly, there are several ways to treat this derivation
more rigorously including: considerations of N depen-
dence for ∆U , Q and W , or accounting for the rate of
work done during the compression in the expression for
the rate of heat loss. However, given this simplified and
arguably na¨ıve treatment, our results are consistent with
the argument for a ‘finite heat flux’ of the school, where
a faster dynamic compression yields a larger change in
effective temperature.
CONCLUSIONS AND FUTURE WORK
Our findings show that rummy-nose tetra (Hemigram-
mus bleheri) can be visually confined with projected light
fields and that their number density ρ can be controlled
without applying any physical force. Using static light
fields, we find that Π depends linearly on the number den-
sity ρ consistent with the behavior of an isotherm, and
that schools exhibit a common effective temperature that
is independent of the degree of static confinement im-
posed on the system. In response to dynamic light fields,
the school adjust its number density ρ to fit within the
projected dark area, balancing the favor of being in the
dark area with overcrowding. While Π and ρ are still lin-
early related, we find that the slope or effective temper-
ature is dependent on the compression time, with faster
compression leading to larger Teff. Note that while ρproj
grows quadratically with time, we find that ρ increases
approximately linearly with t/τ . This may indicate that
ρ is rate limited by biology or physiology. Additionally,
fish on the boundary may respond more strongly to the
shrinking dark disk, making ρ nonuniform and larger at
the boundary.
Furthermore, our dynamic studies show that there is
a finite rate of heat lost during these dynamic compres-
sions. This heat loss drives the system back to Teff,static
likely because the fish have a preferred swim speed. As
stated above, in the experiments utilizing static light
fields, the effective temperature remained constant for all
confining areas. We propose that this is due to the fish
consistently achieving their preferred swim speed in the
static experiments. This observation is consistent with
Eq. 5 given τ →∞, where an infinitely slow compression
should yield the same effective temperature observed in
the static experiments. However, for the dynamic com-
pression experiments, the compression time τ determines
both the number density ρ(t) and the swim speed vrms(t).
For decreasing τ , the effective temperature increases as
work is done but there is less time for heat to dissipate.
Many possible biological or physiological reasons exist
for this finite rate of heat loss which may include finite
6response times to either the visual stimuli (mainly con-
cerning fish on the perimeter) or inter-individual kinetics.
Future work may explore various extensions including
investigating larger schools or a wider range of τ . In par-
ticular, one could explore new thermodynamic processes
on schools of social fish (e.g., effective adiabatic compres-
sion) or extend these methods to other social animals.
In this regard, investigating the response of group be-
havior to perturbations may lead to the construction of
proper definitions for pressure-like and temperature-like
variables for collective animal behavior and other active
matter systems.
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