This article appeared in a journal published by Elsevier. The attached copy is furnished to the author for internal non-commercial research and education use, including for instruction at the authors institution and sharing with colleagues. This paper considers methods for forecasting macroeconomic time series in a framework where the number of predictors, N, is too large to apply traditional regression models but not sufficiently large to resort to statistical inference based on double asymptotics. Our interest is motivated by a body of empirical research suggesting that popular data-rich prediction methods perform best when N ranges from 20 to 40. In order to accomplish our goal, we resort to partial least squares and principal component regression to consistently estimate a stable dynamic regression model with many predictors as only the number of observations, T, diverges. We show both by simulations and empirical applications that the considered methods, especially partial least squares, compare well to models that are widely used in macroeconomic forecasting.
Introduction
Growing attention has recently been devoted to forecasting economic time series in a data rich framework (see, inter alia, Forni et al., 2005; Stock and Watson, 2002a) . In principle, the availability of large data sets in macroeconomics provides the opportunity to use many more predictors than those that are conventionally used in typical small-scale time series models. However, exploiting this richer information set comes at the price of estimating a larger number of parameters, thus rendering numerically cumbersome or even impossible the application of traditional multiple regression models.
A standard solution to this problem is imposing a factor structure to the predictors, such that principal component [PC] techniques can be applied to extract a small number of components from a large set of variables. Some key results concerning forecasting with many predictors through the application of PCs are given in Watson (2002a, 2002b) and Forni et al. (2003 Forni et al. ( , 2005 . Recently, Gröen and Kapetanios (2008) have proposed partial least squares [PLS] as alternatives to PCs to extract the common factors. A different methodological framework is Bayesian regression as recently advocated by De Mol et al. (2008) and Banbura et al. (2010) . Particularly, these authors attempted to solve the dimensionality problem by shrinking the forecasting model parameters using ridge regression [RR] .
A common feature of the mentioned approaches is that statistical inference requires a double asymptotics framework, i.e. both the number of observations T and the number of predictors N need to diverge to ensure consistency of the estimators. However, an interesting question to be posed is how large the predictor set must be to improve forecasting performances. At the theoretical level, the answer provided by the double asymptotics method is clear-cut: the larger N, the smaller is the mean square forecasting error. However, Watson (2003) found that factor models offer no substantial predictive gain from increasing N beyond 50, Boivin and Ng (2006) showed that factors extracted from 40 carefully chosen series yield no less satisfactory results than using 147 series, Banbura et al. (2010) found that a vector autoregressive [VAR] model with 20 key macroeconomic indicators forecasts as well as a larger model of 131 variables, and Caggiano et al. (2011) documented that the best forecasts of the 7 largest European GDPs are obtained when factors are extracted from 12 to 22 variables only.
The above results advocate in favor of a sort of "medium-N" approach to macroeconomic forecasting. Specifically, we aim at solving prediction problems in macroeconomics where N is considerably larger than in typical small-scale forecasting models but not sufficiently large to resort to statistical inference that is based on double asymptotics methods. In order to accomplish this goal, we reconsider some previous results in the PLS literature in a time-series framework. Particularly, we argue that, under the so-called Helland and Almoy condition (Helland, 1990; Helland and Almoy, 1994) , both principal component regression [PCR] and the PLS algorithm due to Wold (1985) provide estimates of a stable dynamic regression model that are consistent as T only diverges.
Since to date little is known on the statistical properties of PLS in finite samples, a Monte Carlo study is carried out to evaluate the forecasting performances of this method in a medium-N environment. To our knowledge, our simulation analysis is unique in that we simulate time series generated by stationary 20-dimensional VAR(2) processes that satisfy the Helland and Almoy condition. Indeed, several studies were devoted to compare PCR and PLS with other methods (see, inter alia, Almoy, 1996) but always in a static framework. Our results suggest that dynamic regression models estimated by PCR and, especially, PLS forecast well when compared to both OLS and RR.
In the empirical application, we forecast four US macro time series by a rich variety of methods using similar variables as in the medium dimension VAR model by Banbura et al. (2010) . The empirical findings indicate that PLS outperforms the competitors. Interestingly, Lin and Tsay (2006) , Gröen and Kapetanios (2008) and Eickmeier and Ng (2011) reached similar conclusions using PLS as an alternative to PCs in large-N dynamic factor models.
The remainder of this paper is organized as follows. The main theoretical features of the suggested methods are detailed in Section 2. The Monte Carlo design and the simulation results are discussed in Section 3. Section 4 compares various forecasting procedures in empirical applications to US economic variables. Finally, Section 5 concludes.
Dynamic partial least squares and principal component regression
Let us suppose that the scalar time series to be forecasted, y t , is generated by the following regression model
where X t is N-vector of stationary and ergodic time series, possibly including lags of y t + 1 , ε t is a serially uncorrelated error term with
Moreover, we assume that deterministic elements are absent from both time series y t and X t , and that each element of X t has unit variance. In order to reduce the number of parameters to be estimated in model (1), we follow Helland (1990) and Helland and Almoy (1994) and take the following condition:
where ϒ is the eigenvector matrix of Σ xx and Λ is the associated diagonal eigenvalue matrix. We assume that
where ϒ q is a matrix formed by q eigenvectors (not necessarily those associated with the q largest eigenvalues) of Σ xx , and ξ is a q-vector with all the elements different from zero.
The above condition is discussed at length in Helland (1990) and Naes and Helland (1993) . Essentially, it is equivalent to require that the predictors X t can be decomposed as
where R t = θ′X t , E t = θ′ ⊥ X t , θ and θ ⊥ are, respectively, orthonormal matrices of dimension N × q and N × (N − q) such that θθ′ = I N − θ ⊥ θ′ ⊥ , E R t E′ t ð Þ¼0, and Σ xy ¼ θE R t y tþ1 À Á . R t and E t are, respectively, called the relevant and irrelevant components of predictors X t . The linear combinations ϒ′ q X t that span the space of the relevant components are then called the relevant principal components.
In principle, Condition 1 is in line with the common view that macroeconomic time series are mainly led by few aggregate shocks (e.g. demand and supply shock), which are independent from minor causes of variability (e.g. errors in variables or sector-specific shocks). In Section 4 we will tackle this issue from an empirical viewpoint.
Notice that Condition 1 implies
where Λ q is the diagonal eigenvalue matrix associated with ϒ q . Hence, model (1) has the following factor structure:
where
ϒ′ q X t . Hence, since E y tþ1 À X t Þ is a linear transformation of F t , the predictable component of y t + 1 is entirely captured by the q components F t . This is not necessarily the case in dynamic factor models, where the idiosyncratic term is generally not an innovation.
1
At the population level, PCR computes the prediction for y t + 1 as β′ PCR X t where
In view of Eq. (3), it is clear under Condition 1 that we have β PCR = β. However, in empirical applications the relevant principal components must be selected and the eigenvalues of the sample covariance matrix of the predictors offer no guidance on this choice. Indeed, Condition 1 does not impose that the eigenvalues associated to the eigenvectors ϒ q are the q largest ones of matrix Σ xx and there is no sound theoretical reason why this should occur (see, inter alia, Hadi and Ling, 1998) . As shown by Helland (1990) , PLS offer an effective way to overcome this problem. PLS, introduced by Wold (1985) , is an iterative procedure that aims at maximizing the covariance between a target variable and linear combinations of its predictors. In order to accomplish this goal, the first PLS component ω′ 1 X t is built such that the weights ω 1 are equal to the covariances between the predictors X t and the target variable y t + 1 . The second PLS component ω′ 2 X t is similarly constructed using a new target variable that is obtained by removing the linear effect of the first component on y t + 1 . In general, the weights of the subsequent PLS factors are set equal to the covariances between X t and a novel target variable that is obtained by removing the linear effects of all the previously obtained PLS components on y t + 1 . Hence, let β′ PLS X t indicate the prediction of y t + 1 using the first q PLS components, where
Ω q = (ω 1 , …, ω q ), and
with ω 1 = Σ xy . Since it follows by induction from Eq. (6) that Ω q lies in the space spanned by the eigenvectors ϒ q , it is easy to see that ω i = 0 for i = q + 1, …, N and β PLS = β. Further features of PLS are better understood by considering the following equivalent way to obtain the weights Ω q (Helland, 1990) . Let us define V 0, t = X t and
is the i-th PLS factor. Eq. (7) tells us that the i-th PLS factor f i, t is constructed as a linear combination of the predictors X t (with weights equal to elements of ω i ) after having removed the linear effects of the previously constructed factors f 1, t , … f i − 1, t . Moreover, by premultiplying each side of Eq. (7) by ω′ i , we see that i-th PLS component can be rewritten as
1 This property is shared with models obtained through the reduced-rank VAR methodology, see, inter alia, Centoni et al. (2007) . However, reduced-rank regression requires the specification of the multivariate model for series (y t , X′ t ) and it is not appropriate for a medium N framework, see inter alia Cubadda and Hecq (2011) .
Putting these two observations together, we conclude that the PLS factors (f 1, t , … f q, t )′ are uncorrelated with one other and that they are a non-singular linear transformation of the PLS components Ω′ q X t . Hence, β′ PLS X t may be equivalently obtained by a linear regression of y t + 1 on the PLS factors.
The above alternative way of deriving PLS, which essentially is the population version of the algorithm popularized by Wold (1985) , reveals that the PLS factors are orthogonal linear combinations of predictors X t that are obtained by maximizing their covariances with the target variable y t + 1 . Hence, differently from the PCs, the PLS factors take into account of the comovements between the target series and the predictors.
Since both PCR and PLS are continuous functions of the elements of the variance-covariance matrix of (y t + 1 , X′ t )′, it follows that under Condition 1 the sample versions of Eqs. (4) and (5) are consistent estimators of β as T → ∞ by the consistency of the sample variancecovariance matrix of stationary and ergodic processes and the continuous mapping theorem. Chun and Keleş (2010) have recently proved the consistency of Eq. (5) when N/T → 0 as T diverges. This allows for the number of predictors to increase but at a slower rate than the sample size, which makes PLS well suitable for a medium N framework.
However, apart from consistency, little is known so far regarding the statistical properties of PCR and PLS. This seriously limits the use of formal testing procedures to choose q in empirical applications. Hence, this choice is usually carried out by cross-validation selection rules. We will deal with this issue in Section 4.
In comparative terms, Helland and Almoy (1994) analyzed the expected prediction errors of PCR and PLS and concluded that no method asymptotically dominates the other. Stoica and Söderström (1998) proved that, under mild conditions, these methods are equivalent to within a first-order approximation. In the next sections we will assess the forecasting performances of PCR, PLS and other methods both by simulations and empirical examples.
Monte Carlo analysis
Several simulation analyses have compared the performances of PLS, PCR and other methods in a static framework (see, inter alia, Almoy, 1996) . However, there is a lack of an extensive Monte Carlo study that examines the forecasting performances of PCR and PLS under the Helland and Almoy condition. In order to fill this gap, we resort to a sort of reverse engineering approach. First, we generate the relevant components from r stationary AR(2) processes and the irrelevant ones from (n-r) white noise processes, which are independent on each other. Second, we construct an n-dimensional VAR(2) process by taking orthogonal linear transformations of the previously obtained components. By construction, each element of this VAR(2) process follows a stable dynamic regression model that satisfies the Helland and Almoy condition.
We start by simulating the following n-vector of stationary time series
where Π 2 is a diagonal matrix with the first r diagonal elements π 2 drawn from a U n [−0.95, 0.95] and the remaining elements equal to zero, Π 1 is a diagonal matrix with the first r diagonal elements π 1 are from a U n [π 2 − 1, 1 − π 2 ] and the remaining elements equal to zero, α is n-vector of constant terms that are drawn from a U n [0, n], and t are i.i.d. N n (0, I n ).
Moreover, we take the following linear transformation of the series H t
where Q is an orthogonal matrix that is obtained by the QR factorization of a n × n-matrix such that its columns are generated by n i.i.d. N n (0, I n ). We notice from Eq. (8) that each element of Y t is generated by a stable dynamic regression model with the same form as Eq. (1), where y t is a generic element of the vector series Y t , ε t is the corresponding element of Q t , and X t = [Y′ t , Y′ t − 1 ]′. Since the relevant and irrelevant components of X t are respectively given by
where [Q ⋅ r , Q ⋅ n − r ] = Q, and Q ⋅ r is an n × r-matrix, we conclude that Condition 1 is satisfied. Remarkably, Eq. (8) unravels that series Y t are generated from VAR processes with a reduced-rank structure. Hence, there is a close link between the Helland and Almoy condition and reduced-rank VAR models, which are commonly used in macroeconometrics because of their statistical and economic properties; see, inter alia, Cubadda (2007) and Cubadda et al. (2009) .
We compare four direct forecasting methods. The first one is the h-step ahead OLS forecast of
The second method is the ridge regression [RR] forecast, as suggested by De Mol et al. (2008) . Particularly, the RR forecast of
and λ is a shrinkage scalar parameter. Since De Mol et al. (2008) documented that superior forecasting performances are obtained for values of λ between half and ten times the number of predictors N, we use λ/N = 0.5, 1, 2, 5, 10. The third method is the h-step ahead PCR forecast of y τ + h , which
and XΥ q are the q sample PCs that are most correlated with y. Finally, the last method is the h-step ahead PLS forecast of y τ + h , which is obtained as
whereF ¼F 1 ; …;F T−h ′, andF t ¼f 1;t ; …f q;t ′ are obtained recursively from Eq. (7) having substituted the population covariances with their sample analogs. We evaluate the competing methods by means of the mean square forecast error [MSFE] relative to an AR(2) forecast. To construct these relative MSFEs, we simulate systems of n = 10, 20 variables, i.e. N = 2n predictors, with r = 1, 2, 3, i.e. q * = 2r relevant components. Having generated T + 170 observations of the vector series Y t , the first 50 points are used as a burn-in period, the last T * = 120 observations are used to compute the h-step ahead forecast errors and the intermediate T observations are used to estimate the various models.
When n = 10 (20), we set T = 80, 120 (240, 360) corresponding to 20, 30 years of quarterly (monthly) observations, and the relative h-step ahead MSFEs are computed for h =1, 2,4,8 (1,3,6,12) . Since the literature is relatively silent on the choice of q, we examine the performances of PLS and PCR for q = 1,2,4,6, 8 despite the true number of relevant component is q * = 2,4, 6. This will allow us to investigate the implications on forecasting of misspecifying the number of factors for both PCR and PLS. The results, reported in Tables 1-4 , are based on 5000 replications of series y t .
The results indicate that OLS is generally outperformed by the competitors. Indeed, OLS performs similarly as the other methods only when q * = 6 and with the largest T for each n. This finding suggests that the cost of ignoring restrictions on β given by Eq. (2) is high in a medium-N framework, even when the sample size is large.
Looking at the alternative methods, PLS is overall the best performer. However, RR always produces the most accurate 1-step forecasts and it performs similarly as PLS when T is small, whereas PCR performs best for the largest forecast horizon when T is large.
Regarding the implications of the choice of the number of factors, the best results for both PLS and PCR are generally obtained with q equal or slightly smaller than q * except for h = 1, for which a model with a lesser number of components than q * produces a lowest MSFE in most cases. However, for both PLS and PCR, the forecasting performances appear to be reasonably robust to the choice of q. In contrast, the performance of RR depends crucially on the choice of the shrinking parameter λ. In general, λ should increase as q * gets smaller and N gets larger. Finally, the methods that appear to benefit more from a larger sample size are OLS and PLS.
Overall, PLS appears to be a valid alternative to more well-known forecasting methods in a medium-N framework, at least when Condition 1 is satisfied. In the next section, we evaluate the relative merits of PCR and PLS in an empirical exercise.
Empirical application
In order to perform our empirical out-of-sample forecasting exercise, we use a similar data-set as Banbura et al. (2010) for their medium dimension VAR model. It consists of 19 US monthly time series divided in three groups: i) real variables such as Industrial Production, employment; ii) asset prices such as stock prices and exchange rates; iii) nominal variables such as consumer and producer price indices, wages, money aggregates. The variables are listed in Table 5 , along with the transformations that we apply in order to render them stationary, thus obtaining the vector series Y t .
2 The data are observed at the monthly frequency for the period Table 1 Simulations, relative MSFE. 
Table 2
Simulations, relative MSFE -VAR(10). N = 20, T = 120 
for h = 1, 3, 6, 12, and the predictors are X t = [Y′ t ,.., Y′ t − p + 1 ]′. Along with PLS, PCR and RR, we consider two additional approaches coming from the large-N literature. The first one, labeled as SW, is the Watson (2002a, 2002b) dynamic factor model, which computes the h-step ahead forecast of 
PLS (1) Table 3 Simulations, relative .
PLS (1) The second approach, labeled as GK, is the variant of SW proposed by Gröen and Kapetanios (2008) , in which PLS is used in place of the PCs to extract the relevant factors from Z t . In order to estimate the PLS factors of Z t and the coefficients of Y t L , a switching algorithm is used. First, having fixed the coefficients of Y t L to an initial estimate, a conditional estimate of the PLS factors of Z t is computed. Second, having fixed the PLS factors to their previously obtained estimates, a conditional estimate of the coefficients of Y t L is obtained. These two steps are iterated till numerical convergence occurs. Notice that PLS and GK differ only with respect to the treatment of the lags of y t , which are not included in the factor structure according to the latter approach.
Finally, for PLS, GK, PCR and SW the regression coefficients β h are estimated by generalized least squares, allowing for both heteroskedasticity and autocorrelation of order (h-1). Most of factor model literature suggests the use of information criteria for selecting the number of factors. However, there are no sound theoretical justifications for the use of information criteria for PLS and PCR, although these criteria are sometimes used by practitioners. Hence, we compare the results that we obtain for models selected with both information criteria and a cross-validation approach.
More in detail, the number of components q to be considered in PLS, PCR, SW and GK, the shrinking parameter λ for RR, as well as the number of lags p to be used in each method, are fixed either using information criteria on the sample 1959. 01-1974.12 or by minimizing the 3-step ahead MSFE that is computed using the training sample 1959. 01-1969.12 and the validation sample 1970.01-1974.12. 3 The maximum values for p and q are, respectively, 13 and 10. Finally, following De Mol et al. (2008), we choose the shrinking parameter among λ/N = [0.5, 1, 2,5,10] , where N =19p. The comparison between the two approaches indicates that cross-validation generally performs better than information criteria. This finding is in line with the analytical result by Hansen (2009) , who proved that good in sample fit translates into poor out of sample fit. Hence, we document the results relative to the models selected by cross validation only.
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In order to check whether the differences between the MSFEs of the two best forecasting methods are statistically significant, we performed the version of the Diebold and Mariano (1995) test by Harvey et al. (1997) . In particular the null hypothesis of equal MSFEs is tested against the alternative that the second best forecasting model has a larger MSFE. PLS forecasts are obtained using p = 11, q = 2; GK forecasts are obtained using p = 8, q = 4; PCR forecasts are obtained using p = 2, q = 7; SW forecasts are obtained using p = 2, q = 1; RR forecasts are obtained using p = 13, λ = 494. MSFEs are relative to the random walk forecasts of the cumulated target series. Bold figures indicate the best forecasting method. * (**) and [***] indicate significance at the 10% (5%) and [1%] levels for the test of equal MSFEs of the two best methods. PLS forecasts are obtained using p = 2, q = 4; GK forecasts are obtained using p = 6, q = 5; PCR forecasts are obtained using p = 2, q = 1; SW forecasts are obtained using p = 2, q = 1; RR forecasts are obtained using p = 3, λ = 57. See the notes for Table 6 for further details. PLS forecasts are obtained using p = 1, q = 7; GW forecasts are obtained using p = 4, q = 8; PCR forecasts are obtained using p = 2, q = 3; SW forecasts are obtained using p = 2, q = 2; RR forecasts are obtained using p = 9, λ = 85.5. See the notes for Table 6 for further details.
3 Based on the MC results, in the cross-validation approach we use the 3-step ahead MSFE. Indeed, in simulations the most accurate PCR and PLS forecasts for h = 1 are often obtained for models having a different number of components than the true one. 4 The results relative to models selected by information criteria are available upon request. 5 Giacomini and White (2006) provided an asymptotic framework that allows for using the Diebold and Mariano (1995) test with both nested models and the use of unconventional estimation methods.
Finally, in order to take into account the effects of the "Great Moderation", we consider three forecast evaluation samples: 1975 .01-2007 .12, 1975 .01-1984 .12 (pre-Great Moderation), and 1985 .01-2007 .
Tables 6-9 report the MSFEs relative to the naive random walk forecasts of the cumulated target series as well as the test results of equal MSFEs of the two best forecasting methods.
The empirical findings indicate that PLS delivers the most accurate forecasts in about 58.3% of the cases. It performs best for IPI in any sample, EMP in pre-Great Moderation period, FYFF in the full sample and in the pre-Great Moderation period. The second best performer is GK, which results slightly superior to SW. In particular, the former method provides the best forecasts of EMP in post-Great Moderation period whereas the latter is a serious contender to PLS for inflation forecasting. PCR and, especially, RR perform disappointingly compared with the simulation results.
Turning to the forecasting encompassing test results, we notice that just one fourth of the differences in MSFEs of the two best methods are significant. Again, PLS performs significantly better than its closest competitor in about 58.3% of the cases.
Looking in greater detail at the relative merits of the two best methods, PLS might be preferred to GK for both forecasting performances and computational reasons. Indeed, there are apparently no clear advantages in resorting to the rather involved iterative scheme suggested by Gröen and Kapetanios (2008) .
Conclusions
In this paper we have examined the forecasting performances of various models in a medium-N environment. Moreover, we have argued that under the so-called Helland and Almoy condition (Helland, 1990; Helland and Almoy, 1994) , both PCR and PLS provide estimates of a stable dynamic regression model that are consistent as T only diverges.
Our Monte Carlo results, obtained by simulating a 20-dimensional VAR(2) process that satisfy the Helland and Almoy condition, have revealed that PLS often outperforms the competitors, especially when the sample size T and the number of the relevant components become larger.
In the empirical application, we have forecasted, by a variety of competing models, four US monthly time series using similar variables as in the medium dimension VAR model by Banbura et al. (2010) .
Interestingly, PLS has revealed to perform better than other, more wellknown, forecasting methods. Moreover, we emphasize that the suggested PLS approach is computationally less demanding than the switching algorithm proposed by Gröen and Kapetanios (2008) . PLS forecasts are obtained using p = 4, q = 2; GW forecasts are obtained using p = 4, q = 2; PCR forecasts are obtained using p = 4, q = 7; SW forecasts are obtained using p = 8, q = 1; RR forecasts are obtained using p = 10, λ = 950. See the notes for Table 6 for further details.
