Jet multiplicity distributions are measured in pp collisions at √ s = 7 TeV with the CMS detector using a dataset recorded in 2011 corresponding to an integrated luminosity of 5.0 fb −1 . The measurement is performed in the dileptonic decay channels (µµ, ee and µe) of the top-antitop quark pairs, with at least two isolated leptons and at least one b-jet in the final state. The differential top anti-top quark cross section is measured as a function of the jet multiplicity. Furthermore, the distribution of the fraction of events without additional jets above a threshold is measured as functions of the jet transverse momentum and of the scalar sum of the transverse momenta of all additional jets. Several QCD calculations are compared with the data.
Introduction
Measurements of top-antitop quark pair (tt) production cross sections and properties are being performed at unprecedented precision [1] [2] [3] [4] [5] [6] . The measurements provide crucial information for testing the expectations of the Standard Model and specifically of perturbative QCD calculations at large energy scales. At LHC energies, the fraction of tt events with additional hard jets in the final state is large, about half of the total number of events. For the correct description of these events, higher order QCD calculations are required in which contributions from initial and final state radiation are taken into account to achieve a good quantitative description of multi-jet processes. The understanding of these processes is important not least because multi-jet processes constitute important backgrounds for many new physics searches.
In this note, we present a detailed study of the production of tt events with additional jets in the final state in pp collisions at √ s = 7 TeV with the CMS detector [7] using a dataset recorded in 2011 corresponding to an integrated luminosity of 5.0 fb −1 . The analysis follows to a large extent a previous analysis [1] . The tt pairs are reconstructed in the dilepton channel with at least two isolated charged leptons (electrons or muons) and at least one candidate b-jet. The dilepton channel is particularly suited for this study as, in leading order, only two charged leptons and two b-jets are produced, and the presence of additional jets can be attributed to higher order QCD effects. Different QCD calculations predict significantly different scenarios for the multiplicity distributions of these additional jets [8, 9] .
A measurement of the differential top-antitop quark cross section is presented as a function of the jet multiplicity, for two different transverse momentum thresholds of the jets. Systematics arising from the normalization uncertainties are minimized by normalizing the differential cross section to the measured inclusive cross section. The results are reported in the visible phase space defined as the kinematic region in which all selected final state objects are produced within the detector acceptance and are thus measurable experimentally. This option avoids additional model uncertainties due to the extrapolation of the measured cross sections into experimentally inaccessible phase space regions.
In addition, the transverse momentum and rapidity distributions of the leading additional jet are measured. Moreover, the fraction of events containing additional jets is determined using as thresholds the leading jet transverse momentum and the scalar sum of all jet transverse momenta. The results are compared at particle level to theory predictions obtained with three different generators: MADGRAPH [10] , MC@NLO [11] , and POWHEG [12] , described in the next section.
3 Event Selection
with the measured distributions. The nominal Q 2 -scale is defined as M 2 t + ∑ p 2 t (jet) and the Q 2 -varied samples use scales of 4 · Q 2 and 1/4 · Q 2 , respectively. For the nominal MADGRAPH sample, a jet-parton matching threshold of 20 GeV is chosen, while for the the up and down variations 40 and 10 GeV are used, respectively.
In addition to MADGRAPH, the generators POWHEG (r1380) and MC@NLO (v3.41) are used for comparisons with the data. The CTEQ6M set of parton density functions were used in both cases. POWHEG matches calculations to full NLO accuracy with parton shower Monte Carlo generators. Here, PYTHIA (Z2 tune) is used for the generation of the parton shower. The MC@NLO generator implements the hard matrix element to full NLO accuracy matched with HERWIG [18] (v. 6.520) for the initial and final state parton shower.
Event Selection
The selection of events is identical to the one used for the measurement of differential cross sections in the dilepton channel [1] . Standard model background samples are simulated with MADGRAPH, POWHEG or PYTHIA, depending on the process. The main background contributions stem from Z/γ * (referred to as Drell-Yan, DY in the following), single top quark (tWchannel), W-boson production with additional jets (W + jets in the following), diboson (WW, WZ and ZZ), and QCD multijet events. For comparison with the measured distributions, the events in the simulated samples are normalised to an integrated luminosity of 5.0 fb −1 according to their cross section predictions. The latter are taken from NNLO (W + jets and DY), NLO+NNLL (single top quark tW-channel [19] ), NLO (diboson [20] ) and LO (QCD multijet [14] ) calculations. The calculation from Kidonakis (165.6
−10.4 [21] , for a top quark mass value of 172.5 GeV) is used to normalise the simulated tt sample.
The events are reconstructed using a particle-flow technique, in which signals from all subdetectors are combined [22] . Charged hadron candidates from pile-up events, i.e. originating from a vertex other than the one of the hard interaction, are removed before jet clustering on an event by event basis. Subsequently, the remaining component from neutral particle candidates from pile-up events is subtracted at the level of a jet energy correction [23] . The missing transverse energy (E miss T ) is defined as the magnitude of the imbalance of the transverse momentum of all reconstructed particle candidates. Muon candidates are reconstructed from tracks which can be linked between the silicon tracker and the muon system. The muons are required to have a transverse momentum p T > 20 GeV within a pseudo-rapidity region |η| < 2.4. The muon candidates are required to be isolated with I rel < 0.20 where I rel is the sum of the transverse momenta of all neutral and charged reconstructed particle candidates, except the muon itself, inside a cone in η − φ space of ∆R ≡ ((∆η) 2 + (∆φ) 2 ) < 0.3, divided by the muon transverse momentum. Electron candidates are reconstructed from a combination of their charged track and their energy deposition in the ECAL, and are required to be within the pseudo-rapidity interval |η| < 2.4, to have a transverse energy of at least 20 GeV and fulfill a relative isolation I rel < 0.17. Electrons from identified photon conversions are rejected. Jets are reconstructed by clustering the particle-flow candidates [24] , using the anti-k T clustering algorithm with size parameter R = 0.5 [25] . Muons and electrons passing less stringent cuts compared to the ones mentioned above on lepton kinematics and isolation have been identified and are excluded from the clustering process. Jets are selected in the pseudo-rapidity interval |η| < 2.4 and with a transverse momentum of at least 30 GeV. Jets originating from bottom quarks are identified from combined secondary vertex and track-based lifetime information. The b-tag efficiency is about 80-85% and the mis-tag rate around 10% [26] .
Events are selected if there are at least two isolated leptons (electrons or muons) of opposite charge and two jets of which at least one is identified as b-jet. These events are triggered using combinations of two leptons fulfilling transverse momentum thresholds and isolation cuts. Events with a lepton pair invariant mass smaller than 12 GeV are removed in order to suppress events from heavy flavour resonance decays. In the µµ and ee channels, the dilepton invariant mass is required to be outside a Z-boson mass window of 91 ± 15 GeV and E T is required to be larger than 30 GeV.
A kinematic reconstruction method is used [27] to determine the top-quark pair kinematic properties and to identify the two b-jets originating from the decays of the two top quarks. In the kinematic reconstruction the following constraints are imposed: the balance of the transverse momentum of the two neutrinos; the W-boson invariant mass of 80.4 GeV; and the equality of the top and anti-top quark masses. The remaining ambiguities are resolved by prioritising those event solutions with two or one b-tagged jets over solutions using jets without b-tag. The top mass can be experimentally reconstructed in a broad range due to resolution effects. To take this into account, the assumed top quark mass for each lepton-jet combination is varied between 100 GeV and 300 GeV in steps of 1 GeV. Finally, among the physical solutions, the solution of highest priority and most probable neutrino energies according to a simulated spectrum of the neutrino energy is chosen. The kinematic reconstruction yields no physical solution for about 11% of the events. These events are excluded for further analysis.
In Fig. 1 the multiplicity distributions of the selected reconstructed jets are shown for the combined dilepton event sample. Only tt events with two leptons (electron or muon) in the final state are considered as signal. All other tt events, specifically those originating from decays via τ leptons, are considered as background. Good agreement is observed between data and simulation, both for the low transverse momentum threshold of 30 GeV and the higher threshold of 60 GeV.
The additional jets in the event are defined as those jets in the phase space described in the selection which are not identified by the kinematic reconstruction as part of the tt system. The rapidity and transverse momentum distributions of the first and second leading additional reconstructed jets are shown in Fig. 2 . Data is well described by the simulation.
Differential Cross Section as Function of Jet Multiplicity
The differential cross section as a function of jet multiplicity is measured from the number of signal events after background subtraction, scaled to the integrated luminosity L, and corrected for detector efficiencies and acceptances in each bin of the measurement. The normalized differential cross section is then derived by dividing the result by the total cross section measured in the same analysis. Due to the normalization, those systematic uncertainties that are correlated across all bins of the measurement, e.g. the one for the integrated luminosity as well as all other normalization uncertainties, cancel out. The final result is obtained by combination of the normalized differential cross sections measured in each channel.
Effects from trigger and detector efficiencies and resolutions, leading to migrations of events across bin boundaries and statistical correlations among neighbouring bins, are corrected using a regularised unfolding method [28, 29] . A response matrix that accounts for migrations and efficiencies is calculated from simulated tt events using MADGRAPH. The generalised inverse of the response matrix is used to obtain the unfolded distribution from the measured distribution by applying a χ 2 technique. To avoid non-physical fluctuations, a smoothing prescription (regularisation) is applied. The regularisation level is determined individually for each distri- Figure 1: Reconstructed jet multiplicity distribution in the event after event selection for all jets with transverse momenta of at least 30 GeV (left) and of at least 60 GeV (right). The tt sample is simulated using MADGRAPH. "tt signal" refers to the events decaying dileptonically, "tt other" refers to the rest of the decay modes, including tt decays intro prompt τ-leptons. The hatched area represents the uncertainty on the predicted tt cross section (scale and PDF) [21] and the luminosity. Notice that in both cases the event selection requires two jets with p T >30 GeV.
bution using the averaged global correlation method [30] . To keep the bin-to-bin migrations small, the width of bins of the measurements are chosen according to their purity and stability. The purity p (stability s) is the number of particles generated and correctly reconstructed in a certain bin i divided by the total number of reconstructed (generated) particles in the same bin: p = N gen&rec,i /N rec,i and s = N gen&rec,i /N gen,i . In this analysis, the purity and stability of the bins is typically 50% or larger.
The differential cross section is reported for a kinematic phase space at particle level in which the generated pseudo-rapidities and transverse momenta of the leptons are |η | < 2.4 and p T > 20 GeV and the generated b-jets from the top quark decays both lie within the range |η b | < 2.4 and p b T > 30 GeV. A jet is defined at particle level by applying the anti-k T clustering algorithm with size parameter R = 0.5 [25] to all stable particles (including neutrinos), in a similar way as described in Sec. 3 for the reconstructed jets. A jet is defined as b-jet if it contains the decay products of a B hadron.
Systematic uncertainties of the measurement arise from detector effects as well as theoretical uncertainties. Each systematic uncertainty is determined individually in each bin of the measurement, by variation of the corresponding efficiency, resolution, or scale within its uncertainty, in a similar way as in a previous measurement [1] . For each variation, the measured normalized differential cross section is recalculated and the difference of the varied result to the nominal result in each bin is taken as systematic uncertainty. The sources of systematic uncertainty are assumed to be fully uncorrelated. The overall uncertainty on the measurement is then derived by adding all contributions in quadrature.
The impact from theoretical assumptions on the measurement from the Q 2 and matching scales, the hadronisation model or color reconnection modeling is determined by repeating the analysis, replacing the standard MADGRAPH signal simulation by alternative simulation samples. Figure 2: Distribution of the rapidity (left) and the transverse momentum (right) of the first (top row) and second (bottom row) leading additional reconstructed jets compared to signal and background simulated samples. The hatched area represents the uncertainty on the predicted tt cross section (scale and PDF) [21] and the luminosity.
5 Additional Jet Gap Fraction
The uncertainty coming from the parton density functions is assessed by reweighting the tt signal sample. The minimum and maximum variation of the weights follows the PDF4LHC prescription [31] .
The experimental uncertainty on the jet energy scale [32] is determined by varying the reconstructed energy scale as a function of the transverse momentum and the pseudorapidity of the jet, typically by a few percent. The uncertainty on the jet energy resolution (JER) [33] is estimated by varying the simulated JER for different pseudorapidity regions. The impact from the normalization of the background is obtained by scaling the background yields by ±30%. The shape uncertainty on the b-tag efficiency is determined by dividing the b-jet distributions for transverse momentum and pseudorapidity into two bins at the median of the respective distributions. The b-tag scale factors for the b-jets in the first bin are scaled up by half of the uncertainties quoted in [26] , while those in the second bin are scaled down and vice versa, so that the difference between the scale factors in the two bins amounts to the full uncertainty. The effect of pile-up events is evaluated by weighting the simulation to the minimum bias cross section determined in data. The uncertainty associated to the PU model is determined by varying this cross section within its uncertainty of ±8%. Other uncertainties taken into account come from lepton trigger and identification efficiencies and the kinematic reconstruction, which give a negligible impact on the measurements presented.
The dominant systematic uncertainties arise from the uncertainty of the jet energy scale, as well as from model uncertainties, such as Q 2 scale, matching scales and hadronisation uncertainties. The total systematic uncertainty is about 3% at low jet multiplicities increasing to about 20% in the bin with at least five jets. The systematic uncertainty for larger number of jets in the event is dominated by the statistical uncertainty of the modified MC samples.
In Fig. 3 the normalized differential cross section is shown. The results are presented for a nominal top quark mass of 172.5 GeV. Variations in the mass according to the present world average uncertainty of 0.9 GeV have an impact on the measurement below the percent level. In general the MADGRAPH and POWHEG generators interfaced with PYTHIA are found to provide a reasonable description of the data. In contrast MC@NLO interfaced with HERWIG does not generate sufficiently large jet multiplicities. The sensitivity of MADGRAPH to scale variations is investigated through comparison of different Q 2 and matching scales with respect to the nominal MADGRAPH simulation. The choice of larger scales leads to an improved description of the data for jet multiplicities above three jets.
Additional Jet Gap Fraction
An alternative way to investigate the jet activity arising from quark and gluon radiation is to determine the fraction of events that do not contain an additional jet above a given threshold [8] . A threshold observable, referred to as gap fraction, is defined as:
where N total is the number of selected events and N(p T ) is the number of events that do not contain an additional jet (apart from the two jets from the solution hypothesis) above a p T threshold in the whole rapidity range used in the analysis (|η| <2.4). The veto can be extended beyond the additional leading jet criteria by defining the gap fraction as where N(H T ) is the number of events in which the sum of the scalar transverse momentum of the additional jets is less than a certain threshold (H T ). Detector effects are unfolded with the MADGRAPH simulation to obtain the results at particle level. The additional jets at generator level are defined as all jets within the kinematic acceptance except the two highest p T b-jets originated from different B hadrons. For each value of p T and H T thresholds the gap fraction at generator level is evaluated along with the equivalent distributions after the detector simulation and analysis cuts. Given that the purity of the selected events is larger than 70% for any value of p T and H T , the correction is done with a simpler approach than the unfolding method used in the previous section. Here, the ratio of the true, at particle level, to the simulated distributions provides the correction factor which is then applied to the data.
The measured gap fraction distribution is compared to predictions from MADGRAPH and POWHEG interfaced with PYTHIA, MC@NLO interfaced with HERWIG, and to the predictions from the Q 2 and matching threshold varied MADGRAPH samples. In Fig. 4 the gap fraction is measured as a function of the transverse momentum of additional jets (left) and as a function of the scalar sum of transverse momenta of all jets (right), with the thresholds for both quantities varied between 30 GeV and 400 GeV. The gap fraction is better described by MC@NLO interfaced with HERWIG. Increasing the Q 2 -scale in the MADGRAPH sample improves the agreement between data and simulation.
The total systematic uncertainty is about 3.5% for values of the threshold (p T or H T ) below 40 GeV and decreases to 0.2% for values of the thresholds above 200 GeV. Dominant systematics arise from the uncertainty of the jet energy scale and the background contamination, corresponding to approximately 2% and 1% systematic uncertainty, respectively, for the smallest p T and H T values. Other sources with a smaller impact on the total uncertainty are the b-tagging efficiency, jet energy resolution, pile-up and the procedure used to correct the data to particle level.
Summary
The measurement of the normalized top quark pair production cross sections using 5.0 fb −1 of pp collisions at √ s = 7 TeV in the dilepton decay channel is presented as function of number of jets in the event. The comparison of the data with several QCD calculations show reasonable agreement. MADGRAPH and POWHEG interfaced with PYTHIA describe well the data up to high jet multiplicities; while MC@NLO interfaced with HERWIG generates lower multiplicities than observed.
The gap fraction is measured as a function of the p T of the leading additional jet and the scalar sum of the transverse momentum of the additional jets and it is compared to the predictions from MADGRAPH and POWHEG interfaced with PYTHIA, and MC@NLO interfaced with HER-WIG. The gap fraction is lower as a function of H T showing the measurement is probing quark and gluon emission beyond the first emission. In general, all these generators are found to give a reasonable description of the data. MC@NLO interfaced with HERWIG seems to describe more accurately the gap fraction for all values of the threshold. This result is compatible with the observation described above, because the gap fraction requires the jets to have a certain p T above the threshold, which does not imply necessarily large jet multiplicities. The difference between MC@NLO interfaced with HERWIG and POWHEG or MADGRAPH interfaced with PYTHIA, is similar to the precision of the measurement. Increasing the Q 2 scale improves the agreement of MADGRAPH with data, while varying the matching threshold has the opposite effect, increasing the difference between data and simulation. The shaded band corresponds to the statistical uncertainty and the total systematic uncertainty added in quadrature.
