We demonstrate how a novelty search algorithm can be used to create an open ended evolution system for 3-dimensional (3D) morphologies in which a constant evolutionary pressure exists for new shapes to be produced. In our platform, GReaNs, multicellular development starts from a single cell and all cells share the same genome and the same topology of the regulatory network. The size of the genome and the size of the network are not limited. Gene products can influence gene expression in the cells that produce them (such products act like transcription factors) or diffuse from one cell to another (acting like morphogens in biological development). We use the novelty search algorithm as a way to explore the space of achievable phenotypes in our platform for a given developmental setup. We analyze the evolutionary history in independent runs to see if a similar area of the phenotypic space is explored and discuss the features of evolutionary histories in the novelty search.
Introduction
Biological evolution is a process that resulted in a complex and intertwined history of all living organisms on our planet and current incredible diversity of life. This process inspired a commonly used optimization method, a genetic algorithm. The method relies on a formulation of a fitness function, which measures the quality of a particular solution (phenotype). However, biological evolution works differently. First of all, ancestors of currently living organisms had to compete with their contemporaries for limited resources in their environment, and the ability of these ancestors to reproduce in the environment in which their descendants live is irrelevant. But even disregarding the changing biotic and abiotic parts of any environment, at any particular time there are many ways in which a phenotype can affect the reproduction of genes which specify it, and the path along which optimization has occurred in a particular lineage may have been taken because of historical accidents. The changing environment and the fact that different aspects of the phenotype can be optimized contribute to the ability of evolving lineages of biological organisms to escape from the dead alleys (local optima in the fitness landscape).
Many optimization problems exhibit fitness landscapes in which genetic algorithms perform very poorly. This is especially the case when finding the optimal solution requires the search to proceed in a direction that is different than the local gradient of the fitness function. Such fitness landscapes are called deceptive. The novelty search algorithm, proposed by Lehman and Stanley (2011) , is an evolutionary method that attempts to deal with this issue by avoiding the use of an explicit fitness function. Instead, the algorithm favors the individuals in the population that phenotypically differ the most from the other individuals in the current and past generations. Provided that the distance measure between individuals is relevant to the task at hand, the novelty search does not result in a blind walk through the search space. The method has been shown to outperform the evolutionary methods based on a fitness function in some problems (for example, evolving a control for a robot that moves through a labyrinth; Lehman and Stanley, 2011) .
Novelty search differs from other approaches (see e.g., Mahfoud, 1995; Sareni and Krahenbuhl, 1998) to increase genetic diversity during evolutionary search, among which the fitness sharing is perhaps the most popular. The difference is that novelty search focuses entirely on the diversity of the phenotypes, not on the diversity of the genotypes. This requires a measure of distance between any two phenotypes. Lehman and Stanley (2011) define the measure of novelty as the average distance of an individual x to its k-nearest neighbors (a measure of sparseness of the phenotypic space surrounding the individual):
where µ i is the i-th nearest individual to the one at hand according to the distance metric d. The individuals used to compute the distance are recruited from the current population as well as from the past generations. The latter is important. Otherwise, the population could backtrack in the search space, rediscovering phenotypes that were found earlier. However, computing distance from all the past individuals would in many cases be
Figure 1: Examples of morphologies obtained using an objective fitness function and a genetic algorithm. (a,b,c) voxelized target shapes (small spheres represent voxels), (d,e,f) the best individuals in 10 independent evolutionary runs (spheres are cells).
computationally prohibitive. This is why only a selection of the past individuals is used. This selection is known as the archive. Whenever a considerably novel (with novelty above a threshold) phenotype is discovered, it is copied to the archive, and it remains there as a representative of its type.
In this paper we explore the possibility of using the novelty search in order to create an open-ended system for evolving 3D morphologies. We believe that in such a system evolutionary pressures are more similar to the pressures in biological evolution. The apparent complexity of morphologies that can be evolved using the novelty search quickly outreaches morphologies that we could obtain using a fitness based approach Wróbel, 2008, 2009; Fig. 1) . This suggest that the novelty search can be a more appropriate way to explore what kind of morphologies are reachable in a given artificial embryogeny system than a genetic algorithm.
The Model 3D multicellular development controlled by a Gene Regulatory Network (GRN)
The network structure in our plaform, GReaNs (which stands for Genetic Regulatory evolving artificial Networks) is specified by a linear genome without imposing any limit on the number of nodes and links or the size of the genome. The approach is similar to that used by Eggenberger Hotz (1997), and recently also by other authors (e.g., Schramm and Sendhoff, 2011) for modeling multicellular development. The network structure in all the cells is the same, but cells can differentiate because they may differ in the network state. The state of the network outputs determines if a cell divides or dies. The cells in GReaNs can move freely in a continuous 3D space, unlike in other systems of GRNcontrolled development where a grid is used (e.g., Eggenberger Hotz, 1997; Kumar and Bentley, 2003; Cussat-Blanc Algorithm 1: Decoding of the genome into the GRN.
1. For each series of 1+ P followed by 1+ G elements:
-form a regulatory unit, a node in the GRN (N ) 2. For each S element in the genome:
-form an input node (I) or an output node (O) (depending on the order in the genome) 3. For each pair of nodes N i, Nj:
-consider the position of each P in Ni and each G in Nj, and if the distance is below a cut-off, make a link (L) -weight(L) is an exponential function of the distance with maximum value of 10 for zero distance -the sign of weight(L) is determined by the product of "sign" fields of both elements 4. For each input node I i and each node Nj:
-consider each P in Nj and make a link (or not) as in step 3 5. For each node Ni and each output node Oj:
-consider each G in Ni and make a link (or not) as in step 3 et al. Chavoya et al., 2010) . The evolvability in our system was investigated using a genetic algorithm to obtain artificial multicellular bodies with a specific 3D shape (Joachimczak and Wróbel, 2008) and pattern of gene expression (in the first successful attempt we are aware of at solving the so called "French flag problem" in 3D; Joachimczak and Wróbel, 2011; Fig. 1cf ). We use in this work essentially the same model as we used before (Joachimczak and Wróbel, 2011 ), but we describe it here briefly for completeness. A genome (Fig. 2) in GReaNs consists of regulatory units, each containing genetic elements, which come in several types, grouped into classes. One class of genetic elements (S) is reserved for elements that correspond to the GRN outputs or inputs, but the most important distinction is between class P (cis-regulators, which in biology are often close to promoters) and G that (like genes) encode trans-regulators. One type of trans-regulators can act only in the cell that produces them (they are like biological transcriptional factors), another can diffuse from one cell to another (like biological morphogens). At the beginning of the simulation, the genome is converted into a GRN (Algorithm 1).
In each simulation step, the concentration of each product is determined. All the products in the same unit have the same concentration. First, the promoter activation is calculated and converted into production/degradation rate with Algorithm 2: Pseudocode for obtaining the concentration of products of each regulatory unit or node N at simulation step s, conc(N, s).
a sigmoid function. From the obtained value, the intrinsic degradation rate (equal in value to the current concentration) is subtracted. In other words, products degrade exponentially with time if the activation of the promoters is not high enough (Algorithm 2). S elements corresponding to inputs specify in effect products whose concentration is determined externally to the cell. On the other hand, when an output node is formed for an S element, the node acts as if it had one promoter (with the position corresponding to the position of the element) and one product.
The embryo growth starts from one cell (the zygote). If a specific product (specified by an output node) is above preset threshold in a particular cell (a mother cell), a new cell is formed (a daughter cell) and put close to the mother in the direction specified by the mother's "division vector". The product concentrations in the daughter are initially the same as in the mother, but the direction of the daughter's division vector may be modified at this point, depending on the concentration of three specific products (of output nodes). The daughter cell is pushed away from the mother by physical forces present in the environment. The physics includes repulsion when the cells are too close, adhesion between cells up to a certain distance, fluid drag to prevent erratic movements, and rules for a simplified model of diffusion. The model of diffusion ensures that a concentration of a particular morphogen in a given cell depends on the distance of this cell to the cell that produce the morphogen, with a delay in the propagation of the signal. In addition to morphogens produced by the cells, there are 5 additional diffusive substances present in the environment (coded by S elements): one has a uniform constant concentration, maximum allowed by the system (1), four others diffuse from specific points in space. External factors are, first of all, necessary to start the activity of the GRN in the zygote, secondly, they work in a similar fashion as a bias input in artificial neural network, and thirdly, the ones that are anisotropic help guide the cell differentiation.
Measure of distance between phenotypes
To calculate the novelty of each phenotype in every generation (Eq. 1), we used an approach based on the one used previously in a genetic algorithm to compare directly the phenotype and a target Wróbel, 2008, 2009 ). The distance between two individuals A, B:
is obtained by first discretizing each shape, then putting each in a cuboid with dimensions s x ,s y ,s z , and finally calculating the number of different voxels (A xyz , B xyz is the voxel state at position x,y,z, 1 when filled, 0 when empty). The value of d dir is usually small, because each shape occupies only a small fraction of the volume of the cuboid (which needs to be large to allow for a large spectrum of shapes).
The limitation of directly comparing the shapes in this way is that an absolute coordinate reference system is used. In effect, it is possible to obtain a large value of the distance for two individuals that appear visually similar, but whose development differs in the orientation of the division vector in some cells at the early stages of development. To avoid large distances for two shapes that differ by rotation, we perform a second comparison after putting each shape in the coordinate system defined by its principal components. In other words, Principal Component Analysis (PCA) is applied to a set of cell positions of each shape (A, B). This results in putting the shapes in reference systems with X axes aligned with the longest axes of the shapes. Then, the distance d dir between the two rotated shapes (A rot , B rot ) is calculated. Finally, we calculate which comparison (direct or after rotation) gives a smaller value:
We compare the phenotypes both directly and after rotation because PCA-based approach may result in a large distance for two very similar shapes that become aligned along different directions. This is why the minimum difference between two comparisons was chosen as a distance between morphologies. We do not compare mirrored shapes (PCA does not give directions for principal axes) for the sake of simplicity, so it is possible for mirrored versions of similar morphologies to be included in the archive.
Novelty search for 3D shapes
The development was simulated for 400 time steps, but if there were any cell divisions after time step 300, an individual was removed from the population (the last 100 steps were set apart to allow the physics to move the cells to their final locations in the structure). If the zygote did not divide, the individual was also removed. If the embryo reached 100 cells, cell divisions were stopped.
The population size was kept constant at 300 individuals and evolution progressed through 5000 generations. The initial population was constructed by creating random genomes with a single regulatory unit, consisting of a single promoter and a single product. Although crossover was observed to improve evolvability in our previous work using a genetic algorithm (Joachimczak and Wróbel, 2009) , it was disabled so that the full evolutionary history of any individual in the final generation could be traced backwards to a single ancestral individual in generation 0. Mutations could change the type, sign, and coordinates of genetic elements (changing affinities). Duplications (copying a group of elements and inserting it at a random position) and deletions were also allowed, with equal probabilities for both events.
The individuals were added to the archive either when they were novel or at random. The probability of random addition was set to p = 5 · 10 −4 . We have used a variable threshold (Lehman and Stanley, 2011) for the addition of random individuals (lowered when no additions during a certain number of generations, raised if too many).
Results and Discussion
A single evolutionary run using novelty search in GReaNs is enough to appreciate the morphological diversity which can be generated in the system. One way to have a glimpse at this diversity it to analyze the individuals in the final population (Fig. 3) . Many of the structures have "appendages" and display radial symmetry. Our experience with simulating evolution of 3D morphogenesis using a genetic algorithm suggests that the complexity of many of these shapes is far beyond what is achievable using this previous approach (Fig. 1) .
The collection of ancestors of the individual with the highest value of novelty in generation 5000 (Fig. 4) provides an example of an evolutionary trajectory. The evolution started from a spherical individual, but then "appendages" were added and modified over time. Individuals separated by a few hundreds of generations are still recognizable as variations of the same morphology or share some structural features. This indicates that there are no large random jumps in the exploration of phenotype space. Rather, evolution tends to progress through small phenotypic variations.
When the history of a whole run is analyzed, it can be seen that the average level of novelty of the population (Fig. 5a ) increased quickly in the first 500 generations, and then much more slowly during the remaining 4500. This does not indicate stagnation -if it happened, the novelty would decrease over time. The analysis of genome size over time (Fig. 5b) suggests that the continuous generation of novelty stems at least in part from gene duplications. The fraction of non functional elements (TFs that do not bind to anything or promoters to which nothing can bind) remained relatively constant during the run, at the level of 15-30% (not shown), so the growth of the genome corresponded to the increase of the number of vertices in the regulatory network (Fig. 5c ). The number of edges (Fig. 5d) stayed roughly proportional to the number of vertices. The initial values of the number of vertices are higher than 1, because apart from a single regulatory unit, the initial networks include a vertex for each input and output. The size of the genome and the network did not grow uniformly. For example, between generation 3700 and 4600 the average genome and network size dropped twofold, to later grow again. During this later growth the size of the network did not increase as much as the size of the genome, indicating accumulation of "junk" genetic elements.
The novelty search provides data that allows analysis of the entire evolutionary history, not only a single trajectory, Artificial Life 13 because novel individuals are stored in the archive. The morphological diversity in the archive can be represented in a 2D space using multidimensional scaling (Fig. 6 ). We confirmed visually that neighboring points in such a representation correspond to similar morphologies. Strong patterns can be observed both for the individuals added to the archive because of their novelty (Fig. 6a) and randomly (Fig. 6b) . First of all, in both cases many neighboring points come from generations that are not very far apart, which indicates that the jumps in the search space were not random. On the other hand, some individuals added later to the archive are similar to the ones added earlier. This can be explained by the fact that mutations in the genome specifying a more complex morphology can result in a simpler shape, similar to the phenotype of a genetically simpler ancestors. Such "degenerate" shapes include flat (the most salient clusters for both cohorts) and spherical phenotypes (which separate quite clearly from the shapes with "appendages" for random members of the archive; Fig. 6b ). But, perhaps more interestingly, the other issue is that many complex forms ("body plans") appear to have emerged early on during the experiment. The fact that the novelty search revisits the corresponding areas in the phenotype space hints at a similarity between the evolutionary trajectories taken here in silico to what is thought to have happened during the evolution of life on Earth.
The generation-by-generation analysis of the cohort of the individuals added to the archive because of their novelty indicates that the evolution started with visually simple morphologies such as spherical clumps of cells or flat shapes (with a single layer of cells; Fig. 7) . At that time, the genomes were still short (the initial random genomes had one single regulatory unit, basically allowing only for division). As the evolution progressed, more complex morphologies appeared, some with "appendages". Some complex flat shapes were added to the archive, very likely created after a genetic element allowing to divide in the 3rd dimension was lost or damaged. Many morphologies look similar, possibly because once "appendages" appear, only small adjustments to genes controlling their growth are nec- essary for a continuous stream of variation. We have made several separate novelty search runs (starting each with a different seed for the pseudorandom number generator). Overall, the diversity of shapes obtained in such independent runs is similar (although individual evolutionary trajectories are, of course, different). Spherical or flat shapes appear initially, "appendages" later, with subsequent bending and twisting of "appendages" and changes in their number (Fig. 8) . One mechanism for generation of novelty that was observed only in some runs is the development that employs cell death in the center of the embryo to arrive at disconnected morphologies (Fig. 8 ).
Conclusions and future work
Introduction of the novelty search in GReaNs allowed us to observe in silico an evolutionary process with features similar to biological evolution. We have observed some, but not all, of these features previously when a genetic algorithm was used in GReaNs, for example, the growth of the genome size over time. In the context of the novelty search, this growth suggests that gene duplications are important for the generation of morphological innovations. Similarly to the Figure 8 : A sample of novel morphologies stored in the archive at the end of a separate evolutionary run. The labels indicate the generation at which a given individual was added to the archive. Around generation 3900, disconnected morphologies were added to the archive. biological evolution, in the novelty search for 3D morphologies the phenotypic space is explored in small steps. Only over the long haul does the evolutionary trajectory of any individual contain ancestors which are very different from the forms in the later generations. Importantly, many of the morphologies obtained using the novelty search correspond to areas in the phenotypic space that are in practice, judging from our experience, unreachable by a target-driven genetic algorithm. The failure of the objective-driven search has been recently discussed in a system for evolving 2D patterns by Woolley and Stanley (2011) , who compared a genetic algorithm with selective breeding (in which human guided the search selecting interesting shapes). We are planning to investigate this issue in more detail in GReaNs.
The search through the phenotype space with a novelty search algorithm produces emphatically different results than what would be expected from a random search. Random generation of genotypes in our system results mostly in individuals incapable of division or (at best) in very simple shapes: small clumps of cells, cells growing in a line. The novelty search avoids simple shapes like these because of the constant pressure to generate the morphologies which differ from what is currently in the population and what was seen in the past. The novelty search would also avoid completely "degenerate" shapes, for example, non-dividing individuals (consisting of one cell). In the experiments described here, the individuals which lost the product allowing for division were always removed from the population to speed up the evolutionary process. One could, in principle, devise some other criteria which might affect individual viability (for ex-ample, the connectedness of the multicellular structure, or structural stability) in order to obtain shapes with desired functionality.
The design of the distance measure for phenotypes is at the core of the novelty search algorithm, much like the fitness function lies at the core of the genetic algorithm. The voxel-based approach used in this work is sensitive to minor changes in the angles of "appendages". It would be interesting to test other measures of similarity of 3D shapes which would be less sensitive to that, and hence would put more pressure on generating new body plans. We could also formulate a measure that would force the search to avoid certain regions of the search space (for example, all flat individuals could be considered to be close), or to go in a certain direction (for example, promoting asymmetry or structures that are able to support themselves under gravitation).
The results presented here show how an existing developmental system can be modified to use a novelty search algorithm (by redefining the fitness function), leading to a creation of an open ended evolution system for 3D morphologies, in which constant evolutionary pressure exists for new shapes to be produced. Morphologies evolved in GReaNs, both with a genetic algorithm Wróbel, 2008, 2009 ) and with the novelty search, have comparable or indeed larger complexity than the morphologies evolved by other authors using GRN-based systems (cf. e.g., Eggenberger Hotz, 1997; Bongard and Pfeifer, 2001; Kumar and Bentley, 2003; Cussat-Blanc et al., 2008; Chavoya et al., 2010) , although some developmental systems not based on GRNs allow for much higher complexity (e.g., Fontana and Wrobel, 2011) . Our results indicate that incorporation of the novelty search algorithm in a developmental system can be seen as a way to explore the space of achievable phenotypes. It can also be seen as a way to transform the system into a more biologically plausible model. We believe that both issues are relevant for any model for the evolution of development and for further investigations on the relationship between evolution of the genomes, regulatory networks and morphological features.
