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The propagation of a surface acoustic wave (SAW) on GaAs/AlGaAs heterostructures is studied
in the case where the two-dimensional electron gas (2DEG) is subject to a strong magnetic field and a
smooth random potential with correlation length Λ and amplitude ∆. The electron wave functions
are described in a quasiclassical picture using results of percolation theory for two-dimensional
systems. In accordance with the experimental situation, Λ is assumed to be much smaller than
the sound wavelength 2π/q. This restricts the absorption of surface phonons at a filling factor
ν¯ ≈ 1/2 to electrons occupying extended trajectories of fractal structure. Both piezoelectric and
deformation potential interactions of surface acoustic phonons with electrons are considered and the
corresponding interaction vertices are derived. These vertices are found to differ from those valid
for three-dimensional bulk phonon systems with respect to the phonon wave vector dependence. We
derive the appropriate dielectric function ε(ω, q) to describe the effect of screening on the electron-
phonon coupling. In the low temperature, high frequency regime T ≪ ∆(ωqΛ/vD)
α/2ν , where ωq
is the SAW frequency and vD is the electron drift velocity, both the attenuation coefficient Γ and
ε(ω, q) are independent of temperature. The classical percolation indices give α/2ν = 3/7. The
width of the region where a strong absorption of the SAW occurs is found to be given by the scaling
law |∆ν¯| ≈ (ωqΛ/vD)
α/2ν . The dependence of the electron-phonon coupling and the screening due
to the 2DEG on the filling factor leads to a double-peak structure for Γ(ν¯).
PACS: 73.40H, 73.20
I. INTRODUCTION
Surface acoustic waves (SAW’s)1,2 provide a useful tool for experimental studies of the two-dimensional electron
gas (2DEG) in GaAs/AlGaAs-heterostructures. In particular, SAW’s have been used in recent years in investigations
of the integer3–7 and the fractional7–9 quantum Hall regimes. Due to the quantum Hall effect, the interaction of the
SAW with the charge carriers can lead to strong oscillations in the attenuation and the velocity of the sound waves as
function of the applied magnetic field. Quantum oscillations have also been reported for the sound-induced currents
and voltages7,10.
Previous theoretical descriptions of these experiments have been based essentially on classical models for the prop-
agation of SAW’s11,12. According to these models, which are originally derived for systems in the absence of an
applied magnetic field, the sound attenuation is expressed in terms of the electrical dc conductivity. This relation is
derived under the assumptions that ql≪ 1 and ωqτ ≪ 1 (‘local regime’), where q and ωq are the wave vector and the
frequency of the sound, respectively, and l and τ are the mean free path and the scattering time of the conduction
electrons, respectively. If a (classical) magnetic field is applied, the first condition has to be replaced by qRc ≪ 1,
where Rc is the cyclotron radius
12. It is much more difficult, however, to determine under which conditions the above
mentioned theories are valid when the 2DEG is subject to a quantizing magnetic field. In this case, the electron system
is characterized by (at least) two more length scales, namely the magnetic length lB =
√
ch¯/eB and the localization
length13 ξ. While qlB ≪ 1 is always fulfilled under typical experimental conditions, the localization length can be
much larger than the surface acoustic wavelength 2π/q.
A series of experiments3–9 has shown a reasonable agreement with the predictions of the classical models in a wide
range of frequencies ωq and magnetic field strengths. On the other hand, some deviations have also been detected.
For example, deviations of the SAW attenuation from the classically predicted behavior with increasing frequency
have been reported5. These were attributed to nonlocal effects of the interaction between the SAW and the 2DEG
which should occur when the sound wavelength becomes of the order of or smaller than a characteristic length scale
of the electron gas. In the fractional quantum Hall regime, an anomaly in the absorption coefficient for filling factor
1
ν¯ = 1/2 was found8,9. This anomaly was discussed in the framework of the composite Fermion model of Ref. 14.
According to this approach, the electrons are replaced by composite Fermions moving in an effective magnetic field of
zero average (at ν¯ = 1/2). Then, the sound absorption due to these particles is described by classical formulae except
that the dc conductivity is replaced by the wave vector dependent nonlocal conductivity which, however, represents
a very important difference (see Ref. 14 for details).
In this paper we study the propagation of SAW’s in the integer quantum Hall regime. The calculation of the SAW
attenuation is carried out for filling factors near 1/2 and is based on a percolation approach to the electronic states
in a very strong magnetic field. From this point of view we may anticipate a nonlocal behavior of the attenuation
arising from the large characteristic length scales (e. g., the size of a percolation cluster ≫ q−1) inherent in that
framework. The effect of electron-electron interaction is taken into account by the screening of the electron-phonon
coupling. The same problem has also been studied in Ref. 15. These authors calculated the nonlocal conductivity due
to variable-range hopping between pairs of localized states. Then, in the spirit of the classical description of sound
absorption, this conductivity is related to the SAW attenuation coefficient. A comparison with our results will be
given in Sec. VI.
The system considered is a 2DEG, subject to a very strong magnetic field B and a smooth random potential V .
The potential can be characterized by its amplitude ∆ and its correlation length Λ. The amplitude also determines
the width of the Landau levels. The correlation length is of the order of the spacer layer that separates the 2DEG
from the dopant layers. Under the assumption that lB ≪ Λ a quasiclassical description of the electron states can
be applied. That is, one considers the drift motion of the guiding center of an electron on the equipotential lines
(EL’s) of V separately from the rapid motion relative to it13. The drift velocity is given by vD = c|∇V |/eB. Using
|∇V | ≃ ∆/Λ, the drift velocity can be estimated to be vD ≃ l2B∆/h¯Λ. Depending on the ratio between the correlation
length Λ and the sound wavelength, two regimes can be distinguished. For qΛ ≫ 1, the electron-phonon interaction
can be considered locally neglecting the global structure of the EL’s16,17. [For single-phonon absorption and emission
processes to occur, one has also to require that the sound velocity vs is smaller than the drift velocity. This is usually
referred to as Cˇerenkov condition18.] This regime is valid for, e. g., thermal phonons16. However, SAW’s have a much
larger wavelength, and hence qΛ≪ 1 is typically fulfilled. In this case, the local absorption and emission of phonons is
exponentially small, and the EL as a whole has to be considered. It becomes important that the motion of the guiding
center on an extended EL [with a length ≫ Λ] resembles a random walk, with a diffusion coefficient D = vDΛ. Since
the ratio vD/vs, for real systems, is not very different from unity, one deals with the limit ωq ≫ Dq2 of this diffusion
process. [To be precise18, the parameter vD/vs has to lie in the range qΛ≪ vD/vs ≪ (qΛ)−3/4.] Indeed, for B = 10T
(lB = 8nm), ∆ = 1meV, Λ ≈ 50nm, q = 104cm−1, and vs ≈ 3 × 105cms−1 we find qΛ = 0.05 and vD ≈ 0.7vs. It is
this particular (diffusive) regime which will be addressed in this paper. In the same regime, the electron life-time and
the energy relaxation time due to interaction with 3D bulk phonons have been calculated in Ref. 18.
The quantum mechanical calculation of the attenuation coefficient (as well as of other quantities associated with
SAW’s) requires the knowledge of the Hamiltonians which describe the interaction of electrons with acoustic surface
phonons. As far as we know these interaction Hamiltonians have not yet been derived. Instead, many theoretical
investigations have addressed the interaction of 2D electrons with 3D (bulk) or 2D phonon systems. The latter one,
a single layer of vibrating atoms, represents merely a theoretical construction. Three-dimensional phonons do not
provide an appropriate approach when the 2DEG is located near a free crystal surface19. This implies that it is by no
means clear that the interaction of a SAW with the 2DEG is described well by the formulae which are valid in the case
of bulk phonons. In fact, we find that the interaction vertices appearing in the general electron-phonon interaction
Hamiltonian [see Eq. (11)] differ from those for 3D phonons not only by numerical constants but also in the phonon
wave vector dependence and the relative phase between the deformation potential and the piezoelectric interactions.
The paper is organized as follows. The interaction vertices are derived and discussed in the next section. In Sec.
III, we describe the quasiclassical electron states of a 2DEG in a strong magnetic field and a random potential V .
We show that the absorption of the SAW and the dielectric function depend crucially on the occupation and the
properties of electron states which correspond to very long EL’s. The structure of these EL’s is deduced from the 2D
percolation theory. The matrix elements for transitions between different electron states are given in Sec. IV. The
screening of the electron-phonon interaction due to the 2DEG is accounted for by a dielectric function ε(ωq, q) which
is calculated in Sec. V. Based on these results, the SAW attenuation coefficient is obtained in Sec. VI. Its dependence
on the filling factor (or the Fermi energy), the SAW frequency and the temperature are discussed. A short summary
is given in Sec. VII.
II. INTERACTION HAMILTONIANS
2
A. The displacement field
To simplify the calculations we use the following assumptions. Since the SAW wavelength 2π/q is much longer than
the lattice constant, the crystal can be approximated by a continuous medium. Its elastic properties are assumed to
be isotropic. Furthermore, we disregard the fact that the GaAs-substrate is coated with layers which differ slightly
in their elastic properties. The overall thickness of these layers5 d ≃ 100nm is much smaller than the wavelength of
sound. It has been shown2 that for qd ≪ 1 the deviations of the wave propagation resulting from a thin overlayer
coating an homogeneous substrate can be accounted for by a systematic expansion in this small parameter. In our
case qd ≤ 10−1, i. e., these corrections are indeed negligible. Thus, we end up with the standard problem of sound
waves which are propagated in an isotropic medium bounded by a plane20,2. (Effects resulting from the anisotropy
of the lattice become important for qd ≈ 1, see Ref. 21.)
Let the surface be in the x-y-plane and the medium in the half space z ≥ 0. The longitudinal and transversal
components of the displacement field u(r, t), r = (x, y, z) ≡ (R, z), obey the wave equations
∂2ul,t
∂t2
− c2l,t∆ul,t = 0 , (1)
where cl,t are the corresponding sound velocities. By definition, curlul = 0 and divut = 0. Surface waves are
composed of particular solutions of Eqs. (1) that decay exponentially with increasing distance from the surface. In
addition, these solutions have to satisfy the boundary conditions at the free surface z = 0, namely, the normal
components of the stress tensor should vanish there. It turns out that these boundary conditions can only be fulfilled
by a linear combination of ul and ut, i. e., pure longitudinal or transversal surface waves do not exist
20. The full
displacement field for a mode with a two-dimensional wave vector q can be written as
uq(r, t) = Cqe
i(qR−ωqt)vq(z) + c.c. , (2a)
with
vq(z) = −iqˆ(e−κlqz − fκte−κtqz) + zˆ(κle−κlqz − fe−κtqz). (2b)
That is, the displacement uq is polarized in the sagittal plane which is spanned by the propagation direction qˆ = q/q
and the surface normal zˆ. The decay of the displacements into the interior of the medium is described by
κl(α) =
√
1− αξ2 and κt(α) =
√
1− ξ2 , (3)
where α = c2t/c
2
l and ξ is a root of an algebraic equation of sixth order containing the parameter α only (see p. 104
in Ref. 20). ξ enters the dispersion relation of the surface waves in the form
ωq = ξctq ≡ vsq , (4)
where vs is the SAW velocity. Finally, the factor f is given by
f(α) =
1 + κ2t
2κt
=
√
κl
κt
. (5)
In order to quantize the displacement field (2), the normalization constant Cq of each individual mode has first to
be fixed in an appropriate way. That is, the energy associated with the mode uq(r, t) in the normalization volume has
to coincide with the energy h¯ωq of the corresponding phonon. Since the wave is propagated freely along the surface,
the energy is normalized with respect to a large but finite square of area L2 in the x-y-plane. On the contrary, no such
restriction is necessary with respect to the z-coordinate because uq decays exponentially with increasing distance
from the surface. Thus, the normalization volume can be extended from z = 0 to z = ∞ under the chosen surface
area.
Adding a kinetic energy term to the potential energy20 associated with a displacement field u, the total energy can
be written as
E(u) =
1
2
ρ
∫
d3r

(∂u/∂t)2 + (c2l − 2c2t )(divu)2 + 2c2t ∑
i,k
(uik)
2

 , (6)
where ρ is the mass density of the medium and
3
uik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
)
i, k = x, y, z (7)
is the strain tensor. Inserting uq , Eq. (2), into this formula and imposing the condition E(uq) = h¯ωq determines the
normalization as
Cq ≡ C = 1
L
√
h¯
ρvsa
, (8a)
with a numerical factor
a(α) = f3 − 2f + 1
κl
− α
2ξ2
κl
(8b)
+
1
ξ2
[
(1 + κ2l )
2
2κl
+ κl(1 + f
2)− 2f(1 + κlκt)
]
.
Equations (8) show that the normalization leads merely to a constant prefactor, i. e., in contrast to the case of bulk
phonons, C does not introduce a further dependence on the wave number q.
We are now in a position to quantize the displacement field uq [Eqs. (2)] of a SAW. According to the familiar
rules, we define the phonon annihilation and creation operators bq and b
†
q and find for the complete wave field the
expression
u(r, t) = C
∑
q
[
bqe
i(qR−ωqt)vq(z) + h.c.
]
. (9)
B. Deformation potential interaction
The deformation potential is proportional to the change in volume, divu, which an infinitesimal volume element un-
dergoes due to the wave22. Introducing an electron-phonon interaction constant Ξ, the Hamiltonian of the deformation
potential can be written as
HDA = Ξdivu(r, t) . (10)
The spread of the transversal component of the electron wave function as well as the distance d of the 2DEG from
the surface are small compared to q−1. Thus, in evaluating Eq. (10), one can set all exponentials in vq(z), Eq. (2b),
equal to 1.
Conveniently, the electron-phonon interaction Hamiltonian can be written in the general form
H =
1
L
∑
q
γqe
iqRbq + h.c. . (11)
For a deformation potential interaction we derive from Eqs. (9) and (10) the interaction vertex
γDAq =
√
h¯
ρvsa
αξ2Ξq . (12)
Following a notation introduced in Ref. 22, the electron-phonon interaction constant Ξ can be replaced by a nominal
scattering time τDA. This gives
(γDAq )
2 = aDA
h¯2vsq
2
p3◦τDA
, (13)
where h¯p◦ = (2m
∗h¯ω◦)
1/2 and aDA = 2παξ
2/a. ω◦ is the frequency of longitudinal optical phonons and m
∗ is the
effective mass of the electrons.
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C. Piezoelectric interaction
Along with the deformation potential interaction, the piezoelectric electron-phonon interaction appears in crystals
which lack a center of symmetry, cf. for example Ref. 22. In this case, an elastic wave leads to a polarization P of the
lattice,
Pj =
∑
k,l
β˜jklukl , (14)
where β˜jkl is the tensor of the piezoelectric moduli. The corresponding interaction Hamiltonian follows from the
electric potential ϕ(r, t) associated with the polarization and reads
HPA = eϕ(r, t) . (15)
The polarization and the electric potential are related to one another via Poisson’s equation
divD = ε◦div(4πP − gradϕ) = 0 , (16)
where D is the dielectric displacement and ε◦ ≈ 12.8 is the dielectric constant of GaAs.
In the case of interest here, the general expression (14) is simplified because the GaAs-samples used in experiments
are cubic crystals and a crystal cut is chosen [the (100) surface] where the surface is spanned by two lattice axes5.
Then, the tensor β˜jkl has only components in which all three indices j, k, l differ from each other and all components
are equal to β/8π. Hence, Eq. (14) reduces to
Px = (4π)
−1βuyz, Py = (4π)
−1βuzx, Pz = (4π)
−1βuxy . (17)
Substituting the displacement field (9) into Eq. (7) for the strain tensor yields the polarization (17). Then the Poisson
equation (16) for ϕ can be solved most easily by a Fourier transform in the x-y-plane, leading to[
∂2
∂z2
− q2
]
ϕ(z, t) = βCqxqye
−iωqt
[−3κle−κlqz + f(1 + 2κ2t )e−κtqz]+ c.c. . (18)
The solution of this inhomogeneous differential equation can be constructed in the usual way. Discarding the ex-
ponentially increasing term eqz, one obtains that every mode with a wave vector q is associated with an electric
potential
ϕq(r, t) = βξ
−2Cqˆxqˆye
i(qR−ωqt)
{
3κlα
−1e−κlqz − f(1 + 2κ2t )e−κtqz + c1e−qz
}
+ c.c., (19)
where qˆx = qxˆ/q and qˆy = qyˆ/q. We note that for the geometry under consideration the total number of decay
lengths for the elastic displacements and the electric potential is three, cf. Ref. 2 for comments on the general case.
c1 is a constant of integration which is determined by the boundary conditions at the surface z = 0. In view of
the experiments, we assume that the surface of the crystal is an ‘electrically free’ boundary1 to vacuum. That is,
the normal component of the dielectric displacement, Eq. (16), and the parallel components of the electric field are
continuous at the surface,
4πε◦Pz − ε◦ ∂
∂z
ϕ|z=+0 = − ∂
∂z
ϕ|z=−0 , (20a)
∂
∂R
ϕ|z=+0 = ∂
∂R
ϕ|z=−0 . (20b)
Note that the boundary conditions (20) differ from the requirement ϕz=0 = 0 for a sample which is covered with a thin
metallic film. An appropriate ansatz for the electric potential outside of the crystal (z < 0) is ϕ = c2e
i(qR−ωqt)eqz.
Substituting this ansatz and the general solution (19) for z > 0 into the boundary conditions (20) yields that the
constant of integration is
c1 =
1
2ε¯
[−3κlα−1(1 + κlε◦) + f(1 + 2κ2t )(1 + κtε◦)− ε◦ξ2(1− fκt)] , (21)
5
where ε¯ = (ε◦ + 1)/2 is the average of the dielectric constants of GaAs and the space above the sample surface
(vacuum), respectively. For large values of ε◦, ε◦ ≫ 1, this result coincides with the one which follows from the
approximate boundary condition ∂∂zϕ|z=−0 = 0, cf. Eq. (20a). The electric potential (19) associated with a single
displacement mode is now completely determined.
Assigning the amplitudes bq and b
†
q to the first and second term in Eq. (19), respectively, summing over all wave
vectors, and introducing the result into the Hamiltonian (15), the piezoelectric vertex [see Eq. (11)] becomes
γPAq =
√
h¯
ρvsa
βeξ−2
ε◦
2ε¯
qˆxqˆy
[
3κlα
−1(1− κl)− f(1 + 2κ2t )(1 − κt)− ξ2(1− fκt)
]
, (22)
where we set z = 0 in ϕq(r, t), Eq. (19). Obviously, the strongest piezoelectric interaction occurs when the SAW is
propagated along a diagonal direction (qˆxqˆy = ± 12 ). In the experiments just this piezoelectric active direction [q‖[011]]
is chosen. In terms of a nominal time τPA [cf. Eq. (13)] the interaction vertex reads
(γPAq )
2 = aPA(qˆxqˆy)
2 h¯
2vs
p◦τPA
, (23)
where all the numerical quantities are absorbed in the prefactor aPA.
D. Discussion of the interaction vertices
Let us compare the results for the interaction vertices γq in the Hamiltonian (11) with those valid for 3D bulk
phonons (or a fictitious 2D phonon system). There are two significant differences. First, the interaction vertices for
SAW’s have a different dependence on the wave vector: |γSAW |2 exhibits an additional factor q compared to |γbulk|2.
This applies to both the deformation potential and the piezoelectric interaction. Consequently, the use of the SAW
interaction vertices in calculations of various physical quantities can give rise to results which deviate from those
which are based on the assumption of two- or three-dimensional phonon systems. Second, for surface phonons, the
deformation potential and the piezoelectric interaction are in phase. This is in contrast to the case of bulk phonons
where these vertices are out of phase, i. e. they contribute additively to |γbulk|2 = |γDAbulk + γPAbulk|2 = |γDAbulk|2 + |γPAbulk|2,
see for example Ref. 22. The absolute value squared of γq is the relevant quantity which determines the total electron-
phonon interaction. Clearly, the ‘out of phase’ or the ‘in phase’ property is of importance only when the interaction
vertices for the deformation potential and the piezoelectric interaction are of the same order of magnitude. This
depends on the wavelength of the SAW because γPA, Eq. (22), does not depend on the magnitude of q whereas γDA,
Eq. (12), increases linearly with q. In the case of GaAs, the relative strength of these two interaction mechanisms is
thus γDA/γPA ≈ q10−7cm where we have used the numerical values given below. Thus, for the range of wavelengths
used in recent experiments on the attenuation of a SAW in GaAs-samples (see, for example, Refs. 3–6,8 and 23),
the deformation potential scattering can be neglected in comparison with the piezoelectric interaction, except for
propagation along 〈100〉 directions. This result corroborates very well with the fact that the experimental findings
could be explained in terms of the piezoelectric electron-phonon coupling alone5.
For easy reference, we summarize the numerical values for the parameters appearing in the interaction vertices γq .
For GaAs, cl ≈ 5 × 105cm/s, ct ≈ 3 × 105cm/s and, hence, α = 0.36. The corresponding solution of the algebraic
equation20 for ξ is ξ ≈ 0.9. Substituting these values in Eq. (8) yields a = 1.4. Using τDA = 4ps, τPA = 8ps,
h¯ω◦ = 421K (this corresponds to Ξ = 7.4eV, eβ = 2.4 × 107eV/cm), and ρ = 5.3g/cm3 (see Ref. 22), we obtain
γDAq = 5.6× 10−17q eVcm2 and γPAq = 3.7qˆxqˆy10−10eV cm.
The above calculations are restricted, with respect to the piezoelectric interaction, to cubic crystals and a particular
crystal cut. It is straightforward, however, to perform calculations for different crystals or surfaces along the same
lines.
III. ELECTRON STATES AND PERCOLATION THEORY
Consider a 2DEG in a strong magnetic field B perpendicular to the plane of the 2DEG and in a smooth potential
V (R) (see, for instance, the paper by Trugman24 and references therein). The potential V (R) is assumed to vary
slowly on the scale of the magnetic length lB =
√
ch¯/eB. Electron-electron interactions are neglected. The wave
function Ψ(R) of a state with energy ǫ is appreciable only in the vicinity of an equipotential line (EL) of the potential
6
V (R) = ǫ. The width of the wave functions perpendicular to the EL is lB. Explicitly, the electron states of the n-th
Landau level (LL) can be approximated, in the limit B →∞, by
Ψ(R) ≡ Ψ(u, v) = [T vD(u, v)]−1/2χn(v)eiϕ(u,v) . (24)
(We have omitted the part Ψ(z) of the wave function which corresponds to the lowest occupied subband perpendicular
to the plane of the 2DEG.) The orthogonal variables u and v parametrize the distances along and perpendicular to
the EL, respectively. The function χn(v) is the nth harmonic oscillator function. Below, we shall restrict ourselves to
the lowest Landau level, i. e. n = 0. In Eq. (24), ϕ(u, v) is a gauge-dependent phase, and T is the period associated
with one revolution around the EL of an electron moving with the drift velocity vD. That is,
T =
∮
du
1
vD(u, v)
, vD = |∇V |l2B/h¯ . (25)
For the wave function (24) to be single-valued, ϕ(u, v) has to change by an integral multiple of 2π around an EL. This
condition leads to the quantization of the allowed constant-energy lines. In other words, only a discrete sequence of
EL’s corresponds to the electron eigenstates. Two adjacent eigenstates enclose an area 2πl2B and are, on the average,
a distance ∆v ≃ l2B/L apart, where L is the length of one of the EL’s. An important quantity is the difference h¯ωT
of the corresponding eigenenergies, where the frequency ωT is determined by
ωT = 2π/T . (26)
The quasi-classical description of the electron states that we have outlined above is a valid approximation when24
lB/rc ≪ 1 and m∗|∇V (R)|l3B/h¯2 ≪ 1 , (27)
where rc is the local radius of curvature of the EL and m
∗ is the effective electron mass. The first condition is related
to the smoothness of the potential, while the second one prevents the mixing of different LL’s. Additionally, one
should keep in mind that quantum tunneling25 between classical EL’s is important when |ǫ| is smaller than ∆(lB/Λ)2.
In what follows V (R) is a smooth random potential. The potential is assumed to be Gaussian, with
〈V (R)V (0)〉 = ∆2φ(R/Λ) , (28)
where ∆ =
√
〈V 2〉 defines its amplitude and Λ its correlation length. (∆ determines also the broadening of the LL.)
The zero of energy is chosen such that 〈V (R)〉 = 0, i. e., the energy ǫ is measured from the center of the lowest LL.
Using ∆ and Λ, we can rewrite the conditions (27) in the form
lB/Λ≪ 1 and ∆
h¯ωc
lB
Λ
≪ 1 , (29)
where ωc = eB/cm
∗ is the cyclotron frequency. These conditions are fulfilled, for example, for the following exper-
imental values: B = 10T (lB = 8nm, ωc = 2π × 4.2THz), ∆ = 1meV and Λ = 50nm. The separation between two
consecutive LL’s is much larger than their broadening, h¯ωc/∆ ≈ 60.
As discussed in Ref. 18, most EL’s with ǫ in the tail of the LL, i. e. |ǫ| ≫ ∆, have diameters D which are small
compared to Λ and their length L is of the order of D. When the energy approaches the center of the LL, the size
of the EL’s grows26. In particular, for |ǫ| ≃ ∆, L ≃ D ≃ Λ holds for most of the EL’s. Such EL’s will be denoted
as ‘standard’. A further reduction of |ǫ| does not lead to an increase in the size of almost all EL’s, i. e. most of
them remain standard ones. However, a minority of the EL’s merges and forms large extended EL’s with diameters
D ≫ Λ. The structure of these extended EL’s is described by percolation theory27 when the energies |ǫ| are near the
percolation threshold ǫ = 0 (or |ǫ|/∆ ≪ 1). The subsequent calculations show that just this range of energies is of
interest justifying the use of the percolation picture.
An extended EL has a fractal structure which is reflected in the relation between its length and diameter27
L ≃ Λ(D/Λ)2/α , (30)
where α = 8/7 is the scaling exponent. (For the definition of the perimeter of discrete percolation clusters and the
transition to continuum percolation see, e. g., Refs. 28 and 26.) An extended EL can be viewed as a self-avoiding
random walk path with steps of length Λ. Indeed, 2/α = 7/4 is close to the value 2 which applies to a simple random
walk. The exponent is less than 2 due to the self-avoiding nature of the EL.
The distribution of extended EL’s of a given energy ǫ is described by one scale, the so-called critical diameter
7
Dc(ǫ) ≃ Λ(|ǫ|/∆)−ν , (31)
which is considered to be the localization length in the semiclassical theory. The scaling index is ν = 4/3. EL’s
with diameters D ≫ Dc(ǫ) are exponentially rare, while the probability to find an extended EL with a diameter
Λ≪ D ≪ Dc(ǫ) is proportional to D−ρ, where ρ = 3.
An electron that moves on an extended EL (L ≫ Λ) experiences different regions of the random potential. During
one revolution, the drift velocity vD(u, v) [see Eq. (25)] follows the varying slope of the potential V (R) and takes
on many different values. In other words, the motion on an extended EL corresponds to an averaging process with
respect to vD(u, v). It is therefore reasonable to introduce an average drift velocity
18 v¯D, defined by T = L/v¯D,
that is assumed to be independent of the length of the EL under consideration. The dependence on the energy ǫ can
be generally excluded since V (R) and ∇V (R) ∼ vD(R) are statistically independent for a Gaussian distribution29.
Consequently, the energy level spacing (26) associated with the extended EL’s is a function of L alone and Eq. (26)
can be written conveniently in the form
h¯ωT (L) = h¯ΩΛL , (32)
where
h¯Ω = h¯
2πv¯D
Λ
≃ ∆l
2
B
Λ2
. (33)
The frequency Ω gives by order of magnitude the level spacing for standard EL’s since it is associated with the
revolution around an EL with L ≃ Λ. The corresponding frequencies for the extended EL’s are lower. The lowest
frequencies belong to the longest EL’s which have the critical length Lc corresponding to the critical diameter Dc
(31). From Eqs. (30) and (31)
Lc(ǫ) ≃ Λ|∆/ǫ|2ν/α . (34)
Below, we shall use the distribution of the EL’s with respect to their lengths. Let L2fǫ(L)dL be the number of EL’s
with energy ǫ and a length between L and L+ dL. The normalization of this distribution can be found by equating
the total average length of the EL’s in an area of size L2 to the result given in the literature (see Sec. III.A in Ref. 29
or Ref. 30)
L2
∫ ∞
0
dLLfǫ(L) = L
2
2Λ
[−φ′′(0)]1/2 exp[− ǫ
2
2∆2
] , (35)
where φ is defined in Eq. (28).
While the distribution of the standard EL’s is not really known, percolation theory gives the following ansatz27 for
the distribution of extended EL’s
fǫ(L)dL = Cǫ
(L
Λ
)−[α
2
(ρ−1)+1]
G
( L
Lc(ǫ)
)
dL , L ≫ Λ , (36)
where Cǫ is the normalization constant and G(ζ) is a function which is exponentially small for ζ ≫ 1 and of order
unity for ζ ≪ 1. Hence, G yields a smooth cut-off of the distribution for L > Lc, where Lc is defined in Eq. (34). An
additional, energy-independent cut-off appears in a finite sample. Here, the size L of the system restricts the critical
diameter Dc (31) to values such that Dc <∼ L. This translates into L <∼ Λ(L/Λ)2/α, using Eq. (30). Thus, in a finite
system, the critical length Lc(ǫ) in Eq. (36) should be replaced by min{Lc(ǫ),Λ(L/Λ)2/α}.
To find the normalization constant Cǫ let us decompose the normalization integral (35) into
∫ Λ
0 +
∫∞
Λ and estimate
both terms of this decomposition. The second integral can be estimated from the distribution (36) of extended EL’s.
With the value α2 (ρ− 1) + 1 = 15/7, this integral is determined by its lower limit Λ and is of the order (LΛ)2. Using
a reasonable ansatz for the distribution of standard and short EL’s (for example fǫ(L) = const.), the first integral is
determined by its upper limit Λ and is again of the order (LΛ)2. Thus, the total normalization integral is also of this
order. Up to a factor of order unity, the normalization constant Cǫ is then given by Λ
−3. The numerical factor can
be absorbed in G leading to the following distribution function for extended EL’s
fǫ(L)dL = 1
Λ3
(L
Λ
)−[α
2
(ρ−1)+1]
G
( L
Lc(ǫ)
)
dL . (37)
We note that the above estimates confirm that the majority of EL’s belongs to the standard ones with L ≃ Λ, since
these EL’s are relevant in the normalization integral.
8
IV. MATRIX ELEMENTS
Emission and absorption of phonons are associated with electronic transitions with energy transfer h¯ωq. We have
seen in the previous section that the separation in energy between two consecutive EL’s is given by h¯ωT [Eq. (26)].
Thus, real transitions are generally restricted to EL’s for which ωT ≤ ωq. For the parameters used above for conditions
(29), the frequency Ω, Eq. (33), is about 2π × 10GHz, whereas the frequencies of the SAW’s used in experiments
vary typically in the range ωq = 2π × 1MHz ÷ 1GHz. We therefore conclude that only extended EL’s for which
ωT = ΩΛ/L ≪ Ω [see Eq. (32)] contribute to the sound absorption. Thus, the matrix elements of the interaction
Hamiltonian (11)
M±qif =
1
L
γqM
±q
if ≡
1
L
γq
〈
f |e±iqR|i
〉
, (38)
where | i〉 and |f〉 denote the initial and final wave functions of the form (24), have to be calculated for extended
trajectories. This calculation has been performed in Ref. 18. The matrix element, averaged over all trajectories with
the same period T and the same energy ǫ, reads
〈
|M±qif |2
〉
ǫ,T
= cq2Λ2(h¯Ω)α
h¯ωT
|ǫf − ǫi|α+1 for |ǫf − ǫi|
<∼ h¯Ω , (39)
where c is a numerical factor of order unity. The matrix element is valid under the assumptions qΛ ≪ vD/vs ≪
(qΛ)−3/4, where the exponent 3/4 follows from (2−α)/α with α = 8/7, cf. Eq. (30). Clearly, these inequalities imply
qΛ≪ 1.
For |ǫf − ǫi| ≫ h¯Ω, the matrix element
〈
|M±qif |2
〉
ǫ,T
is exponentially small. This implies that transitions occur
only within the lowest LL and that transitions to other LL’s can be neglected (h¯ωc ≫ ∆ ≫ h¯Ω). It is also assumed
that the initial and final states are close to one another in real space: In order that (χ0)i and (χ0)f will overlap, the
separation in real space, ∆v, should satisfy ∆v <∼ lB. The condition |ǫf − ǫi| <∼ h¯Ω is even more restrictive. This can
be seen in the following way. As mentioned above, the mean distance in real space between two adjacent EL’s is given
by l2B/L. Hence, the distance between the two states i and f is of order (l2B/L)|ǫf − ǫi|/h¯ωT . The maximum of this
expression is found for the largest allowed energy difference |ǫf − ǫi| ≃ h¯Ω. Using the definition of ωT in Eq. (32) and
the estimate for Ω in Eq. (33), the corresponding maximum distance in real space is found to be l2B/Λ ≪ lB, cf. the
inequalities (29).
While the sound absorption is due to transitions between extended states, the calculation of the dielectric function
(see the next section) necessitates also matrix elements between standard EL’s. (Transitions between a standard EL
and an extended EL are exponentially rare due to their large separation in space.) Since the majority of the EL’s
belongs to the standard ones, one might even expect that the standard EL’s dominate the dielectric function. This is
not the case, as is shown below.
Noting that for typical phonon wave vectors (e. g. q ≈ 104cm−1), one has qΛ≪ 1, the matrix element for standard
EL’s with L ≃ Λ can be approximated by〈
f |eiqR|i
〉
= eiqRi
〈
f |eiq(R−Ri)|i
〉
≈ eiqRiiq 〈f |R−Ri|i〉 , (40)
where the zero-order term in the expansion of the exponential function disappears due to the orthogonality of the
two states i and f . The vector Ri denotes some point in the vicinity of the ith EL. The matrix element on the
right-hand-side of Eq. (40) is of order Λ. Hence, for transitions between two standard EL’s〈
|M±qif |2
〉
ǫ,T
≈ q2Λ2 , (41)
where it is understood that the EL’s i and f are very close in real space and in energy; otherwise the matrix element
is exponentially small. The first condition guarantees the overlap of the wave functions χ
i(f)
0 , see Eq. (24). The
second one is necessary to ensure that the integrand of the u-integration along the perimeter of the EL’s is not a fast
oscillating function. Result (41) agrees essentially with Eq. (39) replacing there the energy difference |ǫf − ǫi| and the
level spacing h¯ωT by the value h¯Ω appropriate for standard EL’s.
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V. THE DIELECTRIC FUNCTION
The matrix element (38) includes the screening of the electron-phonon interaction due to the lattice [Eq. (22)]. The
screening arising from the 2DEG can be accounted for by renormalizing the matrix element
|M±qif |2 →
|M±qif |2
|ε(ωq, q)|2 , (42)
where ε(ω, q) is the dielectric function of the 2DEG. For a nearly half-filled LL, the dielectric function can be calculated
assuming linear screening31. That is, the change in the electron density resulting from a small applied potential is
proportional to the strength of the perturbing potential. Indeed, one can estimate that for the SAW intensities used
in experiments the electron density oscillates only weakly around its average value, see for example Ref. 7. The
assumption of linear screening leads to the general expression
ε(ω, q) = 1 +
2πe2
ε¯q
Π(ω, q) , (43)
where
Π(ω, q) =
1
L2
∑
i6=f
f(ǫi)− f(ǫf)
ǫf − ǫi − h¯ω − i0 |M
q
if |2 , (44)
and ε¯ is defined in Eq. (21).
To evaluate Π explicitly, we transform the sum
∑
i6=f in Eq. (44) into
∑
i<f , where i < f means ǫi < ǫf . Let us
first focus on the case of zero temperature, i. e. all levels below the Fermi energy ǫF are occupied, f(ǫi) = 1, whereas
all levels above ǫF are empty, f(ǫf ) = 0. Then
Π(ω, q) =
2
L2
∑
i<f
ǫf − ǫi
(ǫf − ǫi)2 − (h¯ω + i0)2 |M
q
if |2 . (45)
In order to yield an appreciable matrix element, the EL’s corresponding to ǫi and ǫf must be close (in real space
and in energy) to an EL with ǫ = ǫF . This ‘Fermi’ EL (FEL) need not to be an electron state. We can therefore
represent the summation over states in Eq. (45) as a sum over EL’s near a certain FEL and then sum over all FEL’s.
In the first sum the states are distributed nearly equidistantly with an energy spacing h¯ωT ≈ const., cf. below. In
the summation over FEL’s we may first sum over the FEL’s with the same period T . Since these EL’s are situated
in different regions of the random potential, this summation is equivalent to an average of the matrix element over
FEL’s with the same period. Thus, the averaged matrix elements (39) and (41) for extended and standard EL’s,
respectively, can be substituted in Eq. (45).
We begin with the contribution of the extended EL’s to Π. As we shall see, this is the dominant contribution.
It is easy to see that the energy spacing for the relevant states near a fixed FEL is given by the value of h¯ωT
at the Fermi energy. To this end, we have to calculate the change in ωT arising from a change in the energy of
the EL by at most h¯Ω [see Eq. (39)]. Since the frequency ωT for the extended EL’s is merely a function of L,
one has ∆ωT /ωT ≃ ∆L/L ≃ ∆A/A, where A is the area enclosed by the EL. To get the second equality, we
have used L ≃ Λ(A/Λ2)λ, with27 λ = 12/13. The change in the enclosed area is given by 2πl2BΩ/ωT and thus
∆ωT /ωT ≃ (l2B/Λ2)(Λ/L)1/λ−1 ≪ 1. Consequently, the sum over EL’s which are near a given FEL can be simplified
by introducing an explicit representation for the energies
ǫf − ǫi = (m− n)h¯ωT . (46)
The integers m and n are subject to the restrictions |m − n| <∼ Ω/ωT [see Eq. (39)] and m − n 6= 0. Using the
representation (46) and the matrix element (39), the double sum over states near one FEL in Eq. (45) can be reduced
to a sum over s = m− n and one obtains
∑
i<f
1
(ǫf − ǫi)2 − (h¯ω + i0)2
h¯ωT
|ǫf − ǫi|α =
( x
h¯ω
)α+1
S(x) (47)
where x = ω/ωT and
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S(x) ≡
∞∑
s=1
1
s2 − (x+ i0)2
1
sα−1
. (48)
We have replaced the upper limit in the sum by infinity, since the relevant s are of order x ≪ Ω/ωT and the above
mentioned restriction for |m − n| can be neglected. In other words, the EL’s which contribute significantly are
separated in energy by h¯ω.
For extended states, using Eq. (32), x = (ω/Ω)(L/Λ), and hence the contribution to Π(ω, q) from a FEL is a function
of its length alone. As a result the total Π(ω, q) can be written as a sum over all lengths. Using the distribution
function fǫ(L) given in Eq. (37), we find
Π(ω, q; ǫF ) = 2c
(qΛ)2Ωα
h¯ωα+1
∫
dL fǫF (L)xα+1S(x)
= 2c
q2
h¯ω
H(yF ) , (49)
where
yF =
ΩΛ
ωLc(ǫF ) =
∣∣∣∣ ǫFǫω
∣∣∣∣
2ν/α
and ǫω = ∆
(ω
Ω
)α/2ν
. (50)
In a finite system of size L, yF has to be replaced by the maximum of yF and yL ≡ (Ω/ω)(Λ/L)2/α, see the discussion
following Eq. (36). Using the explicit form for the distribution function f with ρ = 3 yields
H(y) =
∫ ∞
0
dxG(xy)S(x) . (51)
The quantity ǫω has a very intuitive interpretation: it is the energy at which the energy level spacing h¯ωT (Lc(ǫ))
for an EL with the critical length is equal to the phonon energy h¯ω of the SAW. In other words, ǫω determines the
absorption threshold in the sense that real transitions occur only for |ǫF | <∼ ǫω. This is reflected in the imaginary part
of Π, calculated below.
The real and imaginary parts of the function H are given by
ReH(y) =
∫ ∞
0
dxG(xy)
∞∑
s=1
1
sα−1
P
s2 − x2 , (52a)
ImH(y) =
π
2
∞∑
s=1
1
sα
G(sy) , (52b)
where P denotes the principal part of the integral. The behavior of H(y) in an infinite system is shown in Fig. 1.
The y-axis in Fig. 1 has been scaled in terms of y3/7 corresponding to the dependence of H on the Fermi energy, see
Eq. (50). The limiting behaviors for large and small arguments are given by
ReH ≈ ζ(1 + α)/y = 1.5/y, ImH ≈ (π/2)G(y), y ≫ 1 ,
ReH ≃ yα−1, ImH ≃ 1− yα−1, y ≪ 1 ,
ReH = 0, ImH = (π/2)ζ(α) = 11.9, y = 0 ,
(53)
where ζ(x) =
∑∞
s=1 s
−x. In order to discuss the analytic expressions of H(y) we note that the sum in Eq. (52b) and
the integral in Eq. (52a) are truncated at s or x of order 1/y, as implied by G, Eq. (36). The imaginary part (52b)
is therefore exponentially small ∼ G(y) for y ≫ 1 and of order unity in the opposite case. Thus, the sum over s
increases with decreasing y and approaches its maximum as y goes to zero. In a finite system, y is restricted from
below by yL imposing an upper limit 1/yL on the sum. This leads to a smaller maximum value of ImH . As for the
real part of H(y), we are able to study the limiting cases. For both y ≫ 1 and y ≪ 1, ReH(y) goes to zero according
to a power law. In the intermediate region y <∼ 1 but not y ≪ 1, ReH is slowly varying and of order unity. In a finite
system, the real part approaches a small but finite value as y goes to yL.
Up to this point, the evaluation of Π, Eq. (44), has been performed for zero temperature, T = 0. The calculation
of Π for finite temperatures such that T ≫ h¯ω can be done along the same lines. Therefore, we give only a brief
description. The calculations for T = 0 have shown that the real and the imaginary parts of H reach a value of order
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unity when the Fermi energy becomes of order ǫω. This energy range corresponds to the contribution of EL’s with a
length Lω ≡ Lc(ǫω) ≃ Λ(Ω/ω) and an energy level spacing of order h¯ω to the transition processes. Therefore these
extended EL’s give the dominant contributions to Π, Eq. (44). This remains true for finite temperatures. However,
now the states i and f need not be in the immediate vicinity of the FEL’s. Instead, we can fix some initial state i
and consider transitions to final states above, ǫf > ǫi, and below, ǫf < ǫi, the chosen one (essentially in a range T
around ǫF ). To do this, we use the representation (46) where ωT now refers to the energy ǫi. Expanding the Fermi
distribution f(ǫf ) in Eq. (44) around ǫi leads to −∂f(ǫi)/∂ǫi (for the relevant transitions |ǫf − ǫi| is much smaller
than T ). The sum over the energies ǫf is reduced to twice the expression (48). Hence
Π(ω, q) = 2c
(
qΛ
L
)2
(h¯Ω)α
∑
i
(
− ∂f
∂ǫi
)
(h¯ωT )
−αS
(
ω + i0
ωT
)
. (54)
The sum over the initial states i comprises a summation over all EL’s with the same energy ǫi but with different
lengths L, and a summation over ǫi. The first sum can be again replaced by an integral using the distribution function
fǫ(L), Eq. (37). Then, the order of summation and integration is inverted to obtain
∑
ǫi
∫ ∞
0
dL →
∫ ∞
0
dL
∑
|ǫi|<∼ǫc(L)
→
∫ ∞
0
dL
∫ ∞
−∞
dǫi
h¯ωT (L) . (55)
The condition |ǫi| <∼ ǫc(L) ensures that only those initial states which possess a critical length Lc equal to or larger
than Lc(ǫi) are included. Here ǫc(L) ≃ ∆(Λ/L)α/2ν , see Eq. (34). However, the dominant contributions to
∑
ǫi
follow
from a particular group of EL’s, rendering this condition unnecessary. Taking also into account that the relevant EL’s
have an energy level spacing which is small compared to the thermal energy h¯ω/T ≪ 1, and that the number of states
per energy interval is given by (h¯ωT )
−1, the sum over ǫi can be replaced by the integral given on the right-hand-side
of Eq. (55). The limits of integration have been extended with negligible error. The resulting integral over L coincides
with the right-hand-side of Eq. (49) except for the value of the energy: instead of the fixed Fermi energy ǫF there
appears now the variable ǫi. Thus, we finally arrive at
Π(ω, q) =
∫ ∞
−∞
dǫ
(
−∂f
∂ǫ
)
Π(ω, q; ǫ) , (56)
where we have dropped the index i of ǫi. This equation shows that a finite temperature leads to an average of the
T = 0 result over energies within an interval of order T around the Fermi level. Since the function Π(ω, q; ǫ) varies
on the scale ǫω, finite temperature effects are negligible if T ≪ ǫω. This is the condition for Eq. (49) to hold. For
T >∼ ǫω, the width of Π(ω, q) as function of the Fermi energy increases with temperature, i. e. the behavior of Π
deviates substantially from the T = 0 result. In the following we assume T < ǫω.
Substituting the T = 0 result for Π(ω, q) [Eq. (49), which is based on transitions between extended EL’s] in Eq.
(43) yields for the dielectric function
ε(ω, q) = 1 +
2πe2
ε¯
q
h¯ω
2cH(yF ) (57)
and, for the renormalization of the matrix element in Eq. (42),
ε(ωq, q) = 1 +
e2
ε¯h¯vs
4πcH(yF ) . (58)
The contribution to the dielectric function resulting from standard EL’s is derived below, see Eq. (59). The comparison
of that result with Eqs. (57) and (58) shows that the dielectric function is essentially given by the contribution due to
extended EL’s, whereas the influence of transitions between standard EL’s can be neglected. We consider therefore
Eq. (58) as the final result for ε(ωq, q).
The dielectric function (58) renormalizes the matrix element (42) via the expression |ε(ωq, q)|2. The dependence
of |ε|2 on the Fermi energy is given by |H |2, Eqs. (52). The latter is of order unity for |ǫF | <∼ ǫω and decreases for
larger values of the Fermi energy according to the power law (ǫω/|ǫF |)4ν/α, 4ν/α = 14/3. Thus, the magnitude of
ε, Eq. (58), is determined by the large dimensionless parameter e2/ε¯vsh¯ (≈ 110 for GaAs). This is the ratio of the
electrostatic energy of two electrons a distance q−1 apart and the energy of a surface phonon, (e2q/ε¯)(h¯ωq)
−1.
Let us now show that the contribution of the standard EL’s to the dielectric function is negligible. We start afresh
from the expression (45) for Π, substituting the matrix element (41) for transitions between standard EL’s. The
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energy difference between two standard EL’s is of order h¯Ω, Eq. (32), i. e. much larger than h¯ω. The latter can thus
be neglected in comparison with ǫf−ǫi in Eq. (45). Then the imaginary term i0 can be dropped, as no real transitions
can occur. The sum over all final states f leads merely to a factor of order one, since only a few EL’s in the immediate
vicinity of the initial EL contribute to the matrix element (41). The remaining sum over the initial states counts the
standard EL’s which are just below the Fermi level. The number of these EL’s is essentially the number of all FEL’s,
because the number of very short (L ≪ Λ) and very long (L ≫ Λ) EL’s is negligibly small for Fermi energies near the
center of the LL. The required quantity may therefore be deduced from Eq. (35) which states that the total length of
all EL’s is, up to a numerical factor, equal to L2/Λ = Λ(L2/Λ2). Since the mean length of all EL’s is of order Λ, the
number of FEL’s in a system of size L is of order L2/Λ2.
Collecting these results, we obtain the contribution due to standard EL’s
Π(ω, q) ≃ q
2
h¯Ω
and ε(ω, q)− 1 ≃ e
2q
ε¯h¯Ω
. (59)
It can be shown that this estimate is valid independent of the ratio h¯Ω/T as long as max{h¯Ω, T } ≪ ∆. The comparison
of Eq. (59) with Eq. (57) shows that the contribution of the standard EL’s to the dielectric function is ω/Ω times
smaller than the term resulting from the extended EL’s.
It is instructive to consider briefly an alternative derivation of the dielectric function which reproduces correctly
the order of magnitude |ε| ≃ e2/ε¯vsh¯. This derivation relies on the fact that the motion of an electron on a fractal
trajectory can be considered as a self-avoiding random walk with single steps of length Λ. In fact, the relation between
the diameter and the length of an extended EL is similar to what one would expect for a simple random walk, cf. Eq.
(30). For the diffusive regime, the density correlator Π, Eq. (44), is given by
Π(ω, q) = gF
Dq2
−iω +Dq2 , (60)
where D is the diffusion constant and gF the density of states at the Fermi level. In our case, we can assume D ≃ vDΛ.
The density of states of the LL is given by gF ≃ (∆l2B)−1 for ǫF ≪ ∆. Substituting these quantities into Eq. (43)
yields
ε(ωq, q)− 1 ≃ i e
2
ε¯vsh¯
, (61)
where the term Dq2 has been neglected compared to −iωq in the denominator of the density correlator. Interestingly,
this approach predicts an essentially imaginary result for ε−1 which agrees with the behavior of Eq. (58) for |ǫF | → 0,
i. e. in the case when some the EL’s become arbitrarily long.
VI. SURFACE ACOUSTIC WAVE ATTENUATION
The intensity of the SAW decreases due to absorption of phonons by the 2DEG with the distance x as exp(−Γx).
The attenuation coefficient Γ can be expressed in terms of the sound velocity vs [cf. Eq. (4)] and the life time τ(q) as
Γ = (vsτ(q))
−1, where τ(q) is defined by the rate equation
N˙q = − 1
τ(q)
Nq . (62)
Here Nq is the phonon occupation number. The net change in Nq is given by
N˙q =
2π
h¯|ε(ωq, q)|2
∑
i6=f
f(ǫi)(1 − f(ǫf ))
×[|M−qif |2(Nq + 1)δ(ǫi − ǫf − h¯ωq)− |M+qif |2Nqδ(ǫi − ǫf + h¯ωq)], (63)
where f(ǫ) is the Fermi distribution function and M∓qif are the unscreened matrix elements (38) for emission or
absorption of a phonon with wave vector q. For a SAW induced by interdigital transducers, the phonon occupation
number Nq is macroscopically large. The difference between Nq + 1 and Nq is therefore negligible. Combining Eqs.
(62) and (63) yields
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1τ(q)
=
2π
h¯|ε(ωq, q)|2
∑
i6=f
|Mqif |2[f(ǫi)− f(ǫf)]δ(ǫi − ǫf + h¯ωq) . (64)
Replacing the δ-function by the imaginary part of −π−1[ǫi − ǫf + h¯ωq + i0]−1, we find
1
τ(q)
=
2
h¯
|γq |2
|ε(ωq, q)|2 ImΠ(ωq, q)ωq>0 , (65)
where Π is defined by Eq. (44).
Using the zero-temperature results for Π and the dielectric function, Eqs. (49) and (58), respectively, as well as the
relation between the life time τ(q) and the attenuation coefficient, we find
Γ = ΓqΦ(yF ) , yF = |ǫF /ǫω|2ν/α , (66)
with
Γq =
1
4π2cImH(0)
|γq |2 qε¯
2
e4
, and Φ(y) = ImH(0)
ImH(y)
|H(y)|2 , (67)
where the term 1 in the expression (58) for ε has been neglected. The function Φ(y) is defined such that Φ(0) = 1 [since
ReH(0) = 0, cf. Eqs. (53)], i. e., Γq coincides with the attenuation coefficient at the center of the LL, Γ(ǫF = 0) = Γq.
We begin with the discussion of the magnitude of Γq and consider the function Φ(y) afterwards.
Substituting the expressions (13) and (23) for the interaction vertices in Eqs. (67) yields
(Γq)DA =
aDA
4π2cImH(0)
q3
vsp3◦τDA
(
ε¯vsh¯
e2
)2
= 2.6× 10−21q3cm2 , (68a)
(Γq)PA =
aPA
4π2cImH(0)
q
vsp◦τPA
(
ε¯vsh¯
e2
)2
= 8.0× 10−6q . (68b)
That is, despite the fractal structure of the extended EL’s on which these results are based, the frequency dependence
of the magnitude of Γ is simple and is not characterized by scaling exponents. Moreover, Γq is independent of the
magnetic field and the parameters Λ and ∆ of the random potential. The numerical values on the right-hand-side of
Eqs. (68) have been calculated replacing the parameters p◦, τDA, etc. by theirs values given in Sec. II and assuming
c = 1. For a finite system, ImH(0) [see Eqs. (53)] has to be replaced by ImH(yL) < ImH(0), see the discussion
following Eq. (50), leading to an increase of the attenuation coefficient at the center of the LL.
The function Φ(yF ) in Eq. (66) accounts for the dependence of Γ on the Fermi energy (or the filling factor ν¯ or
the magnetic field B). This dependence is determined by the ratio of |ǫF | and the energy ǫω = ∆(ωq/Ω)α/2ν as
follows. The absorption of the SAW is very small when the Fermi energy is far from the center of the LL |ǫF | ≫ ǫω,
i. e. yF ≫ 1. A strong increase of Φ and, hence, of Γ occurs when |ǫF | is reduced to |ǫF | ≈ ǫω. In this region
the number of occupied extended EL’s with an energy level spacing h¯ωT (L) <∼ h¯ωq, Eq. (32), undergoes the change
from an exponentially small quantity to some power-law function of L−1. (Nevertheless, the number of these states
is negligible compared to the majority of EL’s with L ≃ Λ.) A further rise of the absorption is prevented by the
enhanced screening ∼ (ImH)2 at |ǫF | ≪ ǫω which even reduces Γ as the Fermi energy goes to zero. This results in a
shallow double-peak structure with a cusp at the center of the LL. In fact, if we use the limiting forms of H(y ≪ 1),
Eqs. (53), we find dΓ/dǫF ≃ sgn(ǫF )/|ǫF |2ν(2−α)/α. We believe therefore that the double-peak structure of Γ(ǫF ) is
independent of the function G(z) used to describe the exponential cut-off of the extended EL’s, see the discussion
following Eq. (36). The maxima of Γ(ǫF ) are located near ±ǫω, see Fig. 2. It is clear, however, that such a particular
feature as the cusp has to be considered with caution, for it is exclusively based on the quasiclassical model for the
electron states. Quantum tunneling between critical trajectories may modify this result. It is worth to note that the
tunneling ’band’ of width25 Ω [Eq. (33)] around ǫ = 0 [cf. the discussion after Eq. (27)] is narrow compared to the
characteristic energy range ǫω; indeed, Ω/ǫω ≈ (lB/Λ)
√
ω/∆≪ 1. One may speculate that the absorption coefficient
is only weakly affected by quantum tunneling. Indeed, most of the EL’s contributing to Γ cannot be connected by low
saddle points with transmission coefficients of order unity, and so quantum tunneling in-between them is insignificant.
To simplify the estimates, we rewrite ǫω in the form
ǫω = 0.3meV
(
∆
1meV
)4/7(
ωq
2π × 1GHz
)3/7(
Λ
50nm
)6/7 (
B
5T
)3/7
. (69)
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As discussed in Sec. V, the zero-temperature result (49) for Π remains valid for finite temperatures such that T ≪ ǫω.
This is also the condition for Eq. (66) to hold. Using the values for ∆ and Λ given above and ωq = 2π× 100MHz, we
obtain ǫω ≈ 1K. For temperatures of the order of or larger than ǫω, the attenuation coefficient is found from Eq. (65)
using expression (56) in the calculation of the dielectric function and ImΠ. Two results for Γ at finite temperatures
are shown in Fig. 2. With increasing temperature the minimum of the attenuation near the center of the LL is reduced
and the absorption peak becomes broader. The increasing magnitude of Γ results from the significant broadening of
the imaginary part of Π and the reduced screening, see Eq. (65). For T >∼ ǫω, the magnitude of Γ and the width of
the absorption region are strongly temperature dependent.
The dependence of Γ on the SAW frequency ωq is shown in Fig. 3. The curve is calculated for the low temperature
regime T ≪ ǫω and the piezoelectric electron-phonon interaction. The attenuation coefficient has been written in the
form Γ = ΓF (ωq/ωF )Φ(ωF /ωq), with ΓF = (Γq/q)(ωF /vs), ωF = Ω|ǫF/∆|2ν/α. (Note that Γq/q does not depend
on frequency.) The Fermi energy is fixed to some value ǫF ≪ ∆ and defines the smallest level spacing h¯ωF for
extended EL’s. Consequently, ωq ≃ ωF marks the onset of strong SAW attenuation. For high frequencies ωq ≫ ωF ,
the attenuation coefficient increases linearly with frequency. This is just the behavior predicted by the classical
description of sound absorption for piezoelectric interaction, see Eq. (74) below.
For T ≪ ǫω, the width of the absorption region is determined by |ǫF | ≃ ǫω. This is merely the condition for real
transitions to occur and is neither associated with the interaction vertices γq nor is a consequence of the matrix
element (39) whose derivation is based on the particular assumption ν¯ ≈ 1/2. We believe therefore that this result
applies to other half-integer filling factors ν¯ as well. To express the relation |ǫF | ≃ ǫω in terms of the filling factor
ν¯ = 2πl2Bn, we write the electron density n as an integral over the Gaussian density of states,
g(ǫ) = (2π)−3/2(l2B∆)
−1 exp(−ǫ2/2∆2) , (70)
and the Fermi distribution function f ,
ν¯(ǫF ) =
1√
2π∆
∫ ∞
−∞
dǫ e−ǫ
2/2∆2f(ǫ− ǫF ) , (71)
and expand around the center of the LL with respect to |ǫF |/∆≪ 1. This gives for T ≪ ∆
∆ν¯(ǫF ) = ν¯(ǫF )− ν¯(0) = ǫF√
2π∆
. (72)
Then, the width of the absorption region is obtained as
|∆ν¯| ≃
(ωq
Ω
)α/2ν
≃
(
qΛ
vs
v¯D
)α/2ν
. (73)
The exponent is given by α/2ν = σ/λ = 3/7 ≈ 0.42. This value agrees with the exponent κ which determines the
shrinking of the peaks in the longitudinal conductivity32,15 σxx as the temperature T goes to zero, |∆ν¯| ∼ T κ. In our
case the broadening of the absorption peak arises from the frequency ωq. In this sense, h¯ωq may be considered as an
effective temperature which replaces the real temperature T . Frequency scaling in the integer quantum Hall regime
has been observed in microwave experiments33. For spin-split LL’s, the width of the peaks in Reσxx corresponding
to different LL’s was found to scale as |∆ν¯| ∼ ωκ, with κ ≈ 0.41.
Due to the drift velocity v¯D, the width (73) depends weakly on the absolute value of the magnetic field. In terms
of the filling factor, Eq. (73) can be written in the form |∆ν¯| ≈ (nΛ2h¯ωq/∆)α/2ν(ν¯)−α/2ν . Thus, |∆ν¯| is smaller
for higher (half-integer) filling factors ν¯. The width of the absorption region scales with the phonon wave vector as
|∆ν¯| ∼ qα/2ν . In contrast, in the fractional quantum Hall regime, the width increases linearly with q for ν¯ = 1/2.
This linear dependence is derived within the composite Fermion model14 and is well confirmed experimentally8,9.
The absorption of SAW’s in the integer quantum Hall regime has also been studied in Ref. 15. These authors
determine first the ac-conductivity of the 2DEG which is then related to the attenuation coefficient using the equation
Γ =
1
2
K2eff
qσ′
(1 + σ′′)2 + (σ′)2
, (74)
where K2eff represents the effective piezoelectric coupling constant (= 6.4 × 10−4 for GaAs5) and σ′ =
Reσxx(ωq, q)/σM , σ
′′ = Imσxx(ωq, q)/σM and σM = vsε¯/2π. [Note that Eq. (74) can be obtained from Eq. (66)
writing the dielectric function of the 2DEG in the form ε(ω, q) = 1 + iσxx(ωq, q)/σM .] Assuming that |σxx| ≪ σM
for sufficiently high frequencies15, Eq. (74) reduces to Γ(ωq, q) ∼ qReσxx(ωq, q). That is, in this case, the sound
15
absorption and the longitudinal conductivity are related such that the width and the shape of their peaks as function
of ν¯ are identical. The calculation of the ac-conductivity in Ref. 15 is based on the concept of variable-range hopping
between pairs of localized states. For h¯ωq ≫ T , the absorption of SAW’s is due to resonant phononless transitions
of the electrons from one site of a pair to the other. This mechanism is strongly affected by the electron-electron
interaction15. The width of the absorption peak at half-integer filling factors was found to be
|∆ν¯| ≃ (qξ◦)1/γ , (75)
where γ ≈ 2.3 is the scaling exponent of the localization length
ξ ≃ ξ◦|ν¯ − ν¯(0)|−γ , (76)
and ξ◦ is assumed to be of the order of the magnetic length. [Note the differences between the last equation and the
semiclassical definition of the localization length in Eq. (31).] The result of Ref. 15, Eq. (75), agrees with our result,
Eq. (73), in both the numerical value of the exponent and the dependence on q. However, the width |∆ν¯| in Eq. (75)
exhibits a different dependence on the magnetic field, namely |∆ν¯| ∼ B−1/2γ in contrast to |∆ν¯| ∼ Bα/2ν predicted
by Eq. (73). The authors of Ref. 15 did not give a definite description of the shape of the absorption peak but rather
suggested two scenarios which eventually lead to a flat peak with a broad maximum or a double-peak, respectively.
Our results support the latter one, see Fig. 2.
VII. SUMMARY
We have calculated the dielectric function ε(ω, q) and the attenuation coefficient Γ of a surface acoustic wave
for a 2DEG in a smooth random potential (with amplitude ∆ and correlation length Λ) and a strong magnetic
field corresponding to a filling factor ν¯ close to 1/2. Both quantities become independent of temperature as the
temperature is reduced below a frequency-dependent value ǫω = ∆(ω/Ω)
α/2ν , where α/2ν = 3/7, Ω = 2πv¯D/Λ
and v¯D is the average drift velocity of the electrons on the equipotential lines of the random potential. In this low
temperature, high frequency regime (e. g. ǫω ≃ 1K for ω = 2π× 100MHz), Imε(ω, q) and Γ are only appreciable when
ǫF is within a narrow region around the center of the Landau level, and Reε(ω, q) decreases according to a power law
with increasing distance from the center. In particular, the attenuation of the SAW is exponentially small except for
a region whose width |∆ν¯| ∼ ωα/2ν . This scaling is non-universal because |∆ν¯| depends on the absolute value of the
magnetic field, see Eq. (73). The dependence of Γ on the Fermi energy (or the filling factor) yields a double-peak
which is centered at the filling factor ν¯ = 1/2, cf. Fig. 2. The minimum of the absorption at ν¯ = 1/2 results from the
enhanced screening due to the 2DEG, i. e., from the large magnitude of the dielectric function |ε(ωq, q)| ≃ e2/ε¯vsh¯,
where ε¯ is the average of the dielectric constants of GaAs and vacuum, and vs is the sound velocity. The double-peak
in Γ is most pronounced for an infinite system where the critical diameter Dc, Eq. (31), of the equipotential lines of
the random potential is allowed to take on arbitrarily large values. A real system of size L restricts the diameter to
Dc <∼ L resulting in an increase of the attenuation coefficient near the center of the Landau level. While this effect
is weak for a macroscopic sample size, a similar but more pronounced effect may arise from a non-uniform electron
density associated with a spatially varying filling factor.
In the high temperature, low frequency regime, the dielectric function decreases with rising temperature leading to
an increase of the magnitude of the attenuation coefficient and a significant increase of the width of the absorption
region around ν¯ = 1/2.
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FIG. 1. The real and the imaginary parts of the function H(y) defined in Eqs. (52). G(z) was replaced by 2/[exp (z) + 1].
The particular choice of the function G has no influence on the qualitative behavior of H when the cut-off introduced by G is
smooth enough to wash out all discrete features of the sums in Eqs. (52). The following figures are based on the curves of H
given here.
FIG. 2. The attenuation coefficient Γ, Eq. (66), as a function of the Fermi energy near the center of the lowest Landau
level ǫ = 0. The three curves correspond to the following temperatures: T = 0 (solid line), T = 0.15 × ǫω (broken line), and
T = 0.3× ǫω (dotted line).
FIG. 3. The attenuation coefficient Γ, Eq. (66), as a function of the SAW frequency ωq for a fixed Fermi energy.
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