Abstract. The implementation of functional logic languages by means of graph 
very efficiently is presented in [14, 15] . We consider a slightly more general class [3] , 48 that allows a well-behaved form of overlapping. The exact same strategy is applicable to 49 our graphs with the only difference that some redexes have more than one contractum.
50
In this case, in the spirit of functional logic programming, the contractum is chosen 51 non-deterministically.
52
For example, the following rules, in Curry's syntax, define the function that com- , which is also shown in Fig. 1 , and then redirects to u any reference to t
60
(none occurs in the figure) because "t has become u." The redirection portion of a step
61
[17] is a focus of our work.
62
Executing steps as described above would be naive and impractical. In fact, t can be tain several references to t, i.e., the root of t is a successor of some nodes of its context.
65
All these references should be tracked down and changed. This activity is potentially 66 very expensive since a step is no longer a local operation, rather the entire context of t 67 must be traversed. Our work deals with this specific aspect.
68
In this section, we recalled only the key concepts of graph rewriting needed to un- node of an expression and extra machine cycles are spent for every access to a node.
96
The second technique is based on destructive updates. In a step, the label and se-97 quence of successors in the root of the redex are overwritten by the corresponding items 98 that would be in the root of the contractum. We call such a step a rip step (re-labeling 99 in place) and the technique, which we formalize in Sect. 5, ripping.
100
Ripping has several advantages over using indirection pointers-and one drawback.
101
Among the advantages, references to the root of the redex do not need to be redirected 102 to the root of the contractum; no indirection node is used; no node is allocated for the 103 root of the contractum; and the root of the redex is reused rather than garbage collected.
104
The drawback is that ripping may produce unintended results when a collapsing rule is 105 applied. A collapsing rule is a rule whose right-hand side is a variable, which is called 
where id is the identity function:
and "?" denotes the choice operation defined by the rules:
113
Contrary to popular functional programming languages, there is no textual order among 114 the rules. Thus, the expression t ? u, for any subexpressions t and u, non-determinis-115 tically rewrites to t or to u.
116
The meaning of the where clause in (2) is to introduce potentially shared nodes,
117
where "shared" means having multiple predecessors. In the example, x is indeed shared. istic setting, a graph has at most one value, thus, unintended values are not produced.
125
However, the problem of duplicating portions of a computation still occurs and affects 126 the efficiency of a computation rather than its input/output relation.
127
The problem we just showed is corrected by using a forward node. avoid the possibility of traversing them over and over.
135
In this paper, we propose a variation of the second technique, discussed in the pre-
136
vious page, based on destructive updates. Our variation does not require forward nodes.
137
In short, we replace the collapsing rules of a program with non-collapsing rules in a way 138 that does not change the "interesting" computations of the program. never become a redex according to (6). In this section, we show that this difference is 159 irrelevant for the execution of a program. 
168
Every reducible expression t in the overlapping inductively sequential systems has 169 a redex which is reduced by every computation of t to a value, a result that extends to a 170 non-orthogonal class of systems the seminal result of [21] . A strategy that reduces only 171 these redexes is optimal modulo non-deterministic choices [3] .
172
A novel notion of need, more appropriate for constructor-based systems, was re-173 cently proposed in [7] . This notion depends only on the rules' left-hand side in a way 174 that makes it applicable to the class of the overlapping inductively sequential systems 175 that we just described.
t, we say that u is needed for t iff in any derivation of t to a head constructor form, u is

178
derived to a head constructor form.
179
Observe that u needs neither be a redex nor be a proper subexpression. In fact, u may 180 be irreducible and t is a needed subexpression of itself. We abuse the word "needed" 
191
From now on, "need" and "needed" will refer to the concept defined in Def. Proof. We prove that every operation of R u has a definitional tree, hence R u is induc- The proof of correctness of the previous section to some extent completes our work.
292
Given a program R possibly containing collapsing rules, we transform it into a program 293 R u without collapsing rules. This allows us to compile R u according to any desired 294 scheme without concerns for collapsing rules. We are guaranteed that the values com-295 puted by R u are all and only those computed by R and that they are obtainable with the 296 same strategy and in the same number of steps. Furthermore, the proof of Theorem 1 297 implicitly shows that a computation to constructor form has the same length in the two 298 systems.
299
Of course, there is the expectation that the scheme adopted to compile R u is correct.
300
The motivation of our work is to compile R u for ripping. 
, for every node q ∈ N(t) and appropriate index i.
309
Let t be a graph, l → r a rewrite rule, q a node of t and σ : l → t| q a homomorphism,
310
i.e., q is the root of a redex of t. We call ripping, denoted " " the binary relation on is non-deterministic, thus let us suppose that 0 is produced (if 1 were produced, the rea-319 soning would be identical). The entire expression at this point is pictorially represented 320 in the left-hand side of Fig. 3 .
The second graph is obtained from the first graph with a rip step, the technique formalized in this paper. The third graph is obtained from the first graph with a rewrite step.
The second graph of Fig. 3 shows the result of a rip step where the redex is the first homomorphism an adequate homomorphism.
331
For example, the second graph of Fig. 3 is an adequate representation of the third graph. 
341
Proof. Preliminarily, observe that the set of nodes of t labeled by an operation is in a 
346
Assuming we apply the same rule at corresponding nodes of t and s, we construc- L, computed without the use of our technique is shown in Fig. 4 . The large black dot 388 represents the forward node created when the first rule of (5) logic languages that has lead to the discovery and development of optimal strategies [4].
457
Transformations of rewrite systems for compilation purposes are described in [16, 22] .
458
The specialization of rules through the instantiations of collapsing variables is typical 459 of partial evaluation [1] . Our goal differs from those of the above techniques. Our 460 transformation is specialized in that its only purpose is to eliminate collapsing rules.
461
Its merit is in the property that, for the class of systems that we consider, which is 
