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Abstract 
A closed-form approximate maximum likelihood (AML) algorithm for estimating the position and velocity of a moving source 
is proposed by utilizing the time difference of arrival (TDOA) and frequency difference of arrival (FDOA) measurements of a 
signal received at a number of receivers. The maximum likelihood (ML) technique is a powerful tool to solve this problem. But a 
direct approach that uses the ML estimator to solve the localization problem is exhaustive search in the solution space, and it is 
very computationally expensive, and prohibits real-time processing. On the basis of ML function, a closed-form approximate 
solution to the ML equations can be obtained, which can allow real-time implementation as well as global convergence. Simula-
tion results show that the proposed estimator achieves better performance than the two-step weighted least squares (WLS) ap-
proach, which makes it possible to attain the Cramér-Rao lower bound (CRLB) at a sufficiently high noise level before the 
threshold effect occurs. 
Keywords: approximate maximum likelihood (AML); maximum likelihood (ML); source localization; time differences of arrival 
(TDOA); frequency differences of arrival (FDOA) 
1.  Introduction 1 
Source localization has been the focus of consider-
able research efforts for many years. It has drawn sig-
nificant attention in the signal processing research due 
to its importance to many applications including ra-
dar[1-3], sonar[4-5], surveillance, navigation[6], wireless 
communications, sensor networks[7-12] and microphone 
arrays[13]. 
For a stationary emitter, one common technique is to 
base the estimate on the time difference of arrival 
(TDOA) measurements between distinct sensor pairs. 
In modern localization applications, the sensors are 
mounted on airplanes, satellites, or unmanned aerial 
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vehicles, which all are moving platforms. When the 
source and/or receivers are moving, frequency differ-
ence of arrival (FDOA) can also be exploited to im-
prove location accuracy[14]. 
With the knowledge of the sensors’ position and ve-
locity at the time of observation as well as the signal 
propagation speed, the source location can be de-
scribed by the highly nonlinear equations related to 
TDOA and FDOA measurements. The maximum like-
lihood (ML) technique is a powerful tool to solve this 
problem. But a direct approach that uses the ML esti-
mator to solve the localization problem is exhaustive 
search in the solution space, and it is very computa-
tionally expensive and prohibits real-time processing. 
An alternative is to linearize the TDOA and FDOA 
equations via Taylor-series expansion[15]. But it suffers 
from initial condition sensitivity and convergence 
problems. This leads some researchers to develop 
closed-form linear techniques[14,16-17] which can give 
optimum location estimates only at high signal-to- 
noise ratios (SNR). Open access under CC BY-NC-ND license.
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Starting from the ML function, this paper derives a 
closed-form approximate solution to the ML equations. 
The proposed solution method extends the previous 
work by Chan, et al. [18] that considers only the local-
ization of a stationary source. This new closed-form 
solution provides unbiased estimation, global conver-
gence and does not have the initialization problem. It is 
mathematically simple and attains the Cramér-Rao 
lower bound (CRLB)[14] at a sufficiently high noise 
level before the threshold effect occurs. The CRLB is 
usually used as a benchmark with which the statistical 
efficiency of any unbiased estimators can be compared. 
The rest of this paper is organized as follows. Sec-
tion 2 presents the measurement model for moving 
source localization problem. In Section 3, the ap-
proximate maxmum likelihood (AML) algorithm for 
moving source localization is developed. Simulations 
are included in Section 4 to evaluate the estimator per-
formance by comparing it with two-step weighted least 
squares (WLS) method, with the CRLB as the reference. 
Finally, the conclusions are drawn in Section 5. 
2.  Moving Source Localization Problem 
A scenario of M moving sensors is considered in a 
three-dimensional (3-D) space to determine the moving 
target with unknown position T[ ]x y zu  and ve-
locity [x y  u T]z using TDOA and FDOA meas-
urements. The sensor position T[ ]i i i ix y zs  and 
velocity T[ ]i i i ix y z   s are assumed known. The 
location problem requires at least 4 sensors to produce 
three TDOAs and FDOAs simultaneously. This paper 
focuses on the overdetermined scenario where the 
number of sensors is larger than 4. Assume that all 
sensors are neither lying on a plane nor on a straight 
line, which guarantees that the location solution of the 
proposed algorithm is unique[14]. For simplicity and 
also without loss of generality, the first sensor is cho-
sen as the reference receiver. 
Let the true distance between the emitter and sensor 
i be 
 
2
i ir  u s  (1) 
where 2|| ||  represents the 2-norm, and  
 1 1, 2,3, ,i ir r r i M     (2) 
where 1ir  is the range difference. 
The time derivative of Eq. (1) gives the relationship 
between the range rate and target location parameters: 
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r
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u s u s   (3) 
To make use of FDOAs, taking the time derivative 
of the true range difference 1ir  in Eq. (2) gives its rate 
1ir  as 
 1 1, 2,3, ,i ir r r i M       (4)  
In practice, we assume that the TDOA dT   
21 31[t t 
T
1]Mt  and FDOA 
T
d 21 31 1[ ]Mf f f F  
estimates are generated by additive noise. The range 
difference and its rate are respectively proportional to 
the TDOA and FDOA in a constant-velocity propaga-
tion medium. This implies that the measurements of 
range difference 21 31[d d d
T
1]Md  and its rate 
T
21 31 1[ ]Md d d    d  result from the noisy TDOAs 
and FDOAs can be expressed as[19] 
 dc  d T r e  (5) 
 d c/c f  d F r    (6) 
where T21 31 1[ ]Mr r r r and 
T
21 31 1[ ]Mr r r   r  
are true range difference vectors, e  
T
21 31 1[ ]Me e e and 21 31[ 
T
1]M  the 
corresponding measurement noise vectors, cf  is the 
carrier frequency and c  the signal propagation speed. 
3.  AML for TDOA and FDOA Localization 
The solution derivation begins by defining an auxil-
iary vector T T T[ ]  u u . It contains the unknown 
source location parameters. 
Furthermore, postulate that the additive measure-
ment errors have mean zero and independent of the 
range difference observation, as well as  . For a con-
tinuous-time estimator, the corrupting noise, as indi-
cated in Ref. [20], is jointly Gaussian distributed. The 
probability density function (PDF) of T T T[ ]d d  con-
ditioned on   is subsequently given by 
 T T T / 2 1/ 2([ ] / ) (2 ) (det ) exp / 2Mf   	 d d  Q J  (7) 
where Q  is the covariance matrix of T T T[ ]e  and is 
a real symmetric matrix. Note that Q  is independent 
of   by assumption. 
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J  Q
d r  d r 
 (8) 
 The ML estimation principle seeks to mini-
mize ( )J  . For notational simplicity, denote 
 T T T( ) [[ ( )] [ ( )] ]   g  d r  d r   (9) 
and 
 T 1( ) [ ( )] ( )J  g  Q g   (10) 
The gradient of ( )J   can be expressed as 
 
T 1
1( ) [ ( )] ( ) 2 ( ) ( )

  
 
J  g  Q g  h  Q g 
 
 (11) 
where 
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Setting the gradient of ( )J   with respect to   to 
zero produces the following system of equations: 
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into Eq. (13) gives 
  0Az  (15) 
where 
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where '[ ]  denotes the time derivative of [ ] . 
Expanding the elements in z  as 
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and substituting them into Eq. (15) gives the matrix 
equation 
 2 AD Ab  (20) 
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As weighting matrix A  contains elements of  , 
Eq. (20) is a nonlinear equation in   and an AML 
approach is necessary. In order to calculate the initial 
estimate, first letting A  be an identity matrix, Eq. (20) 
can be simplified to 
 2 D b  (24) 
An initial solution can be obtained from the 
weighted least squares estimate: 
 T 1 1 T 1
1
( )
2
   D Q D D Q b  (25) 
This solution gives   in terms of T1 1[ ]r r . Putting 
this   into Eq. (1) and Eq. (3), a quadratic equation 
in T1 1[ ]r r  is obtained, and a root selection routine 
(RSR) is used to selects the correct root as follows[18]. 
If only one root is positive, it is the correct value. If 
both roots are positive, it selects the one that gives the 
smaller ( )J   in Eq. (8). If both roots are negative (or 
imaginary), it takes the absolute values of the real parts. 
The AML takes the   from this first step to calculate 
A , and then, from Eq. (20) we have 
 1
1
( )
2
 AD Ab  (26) 
Repeating Eq. (26) with new values of   by q  
(=3 in simulation) times produces q  values of ( )J  . 
The AML approach selects the   that gives the mini-
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mum ( )J  [18]. 
4.  Simulations 
This section presents a set of Monte Carlo simula-
tions to corroborate the theoretical development and to 
evaluate the performance of the proposed algorithm by 
comparing the estimation bias and root mean square 
error (RMSE) of it with the two-step WLS method[14]. 
Two repetitions are applied for the two-step WLS me-
thod. In the following simulation scenarios, the unit for 
the position is meter, and that for the velocity is meter 
per second. 
An array of five receivers is chosen as the geometry 
in Ref. [14], and the positions and velocities of receiv-
ers are listed in Table 1. The TDOA and FDOA esti-
mates are generated by adding the zero mean Gaussian 
noise to the true values. The covariance matrices of 
TDOA and FDOA are 2d R  and 
2
d0.1 R , where R is 
set to 1 in the diagonal elements and 0.5 otherwise, and 
2
d  is the variance of the measurement noise
[14]. The 
TDOA and FDOA noises are uncorrelated. Thus, we 
have  2 2d ddiag ,0.1 Q R R . The estimation bias 
and accuracy are investigated in terms of source as the 
measurement errors increase. The estimation bias is 
defined as o
1 2
1
bias( )
K
k
kK 
 u u u  for position and 
bias( )u  o
1 2
1 K
k
kK 
   u u  for velocity; the estima-
tion accuracy in terms of the root mean squares error 
(RMSE) is defined as RMSE( )u = 
2
o
2
1
1 K
k
k
u
K 
 u for position and RMSE( ) u  
2
o
2
1
1 K
k
kK 
  u u for velocity, where ou  and ou  
express the true position and velocity of the source, 
and ku and ku  denote the estimated source position 
and velocity at ensemble k  and K  10 000 is the 
number of ensemble runs. 
The true position and velocity of the source are 
T[285 325 275]u m and T[ 20 15 40] u m/s. 
Table 1 Positions and velocities of receivers 
Sensor 
i  ix /m iy /m iz /m 
ix / 
˄m·s1˅ 
iy / 
˄m·s1˅ 
iz / 
˄m·s1˅
1  300  100  150  30 20 20 
2  400  150  100 30  10 20 
3  300  500  200  10 20 10 
4  350  200  100  10  20 30 
5 100 100 100 30  10 10 
 
In Fig. 1, the estimation results clearly demonstrate 
that the bias of the proposed method is nonetheless 
significantly smaller than the two-step WLS approach. 
And the position and velocity estimation biases of the 
proposed estimator are all relatively small for low 
measurement noise level, which verifies that the pro-
posed estimator is asymptotically unbiased for small 
measurement errors. Additionally, because of nonlinear 
nature of this problem, the biases of the two methods 
all grow as the measurement errors increase. 
 
Fig.1  Comparison of estimation bias of the proposed esti-
mator with the two-step WLS method vs measure-
ment error.  
Figure 2 shows the accuracy of position and velocity 
estimates of the proposed method in terms of RMSE as 
the noise power increases, and we compare it with the 
TDOA/FDOA localization algorithm two-step WLS, 
with the CRLB as the reference. For the target position 
and velocity estimations, the two-step WLS method 
departs precipitously from the CRLB at a noise power 
about 4 dB, while the proposed estimator gives inac-
curate estimate at the noise power about 14 dB. The 
threshold effect of the proposed method occurs at  
a noise power that is about 10 dB later than that of 
 
Fig.2  Comparison of position and velocity estimates of the 
proposed method with the two-step WLS method vs 
measurement error. 
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the two-step WLS method as the noise power increases. 
This appealing feature benefits the cases with large 
TDOA and FDOA measurement errors, in contrast to 
the two-step WLS approach. And the position RMSE 
and the velocity RMSE are with big difference when 
the noise power is big because of the nonlinear nature 
of this source localization problem. 
5.  Conclusions 
1) In this paper, an AML method for estimating the 
position and velocity of a moving source based on 
TDOA and FDOA measurements from an array of re-
ceivers is proposed. Unlike the conventional linear 
iterative method, this estimator does not have conver-
gence and initialization problems. 
2) The proposed method has the same simplicity and 
can be easily implemented in a real-time system as the 
two-step WLS method, but the threshold effect of it 
occurs apparently later than the two-step weighted least 
square method, as the measurement noise increases. 
The accuracy of the estimate achieves the CRLB at a 
sufficiently high noise level before the threshold effect 
occurs. This feature is appealing for both moderate and 
high measurement noise levels in practice. 
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