Abstract The conditional nonlinear optimal perturbation (CNOP) approach was mainly used to investigate the effects of the uncertainties in initial condition and model parameters on model results. This study presents a new application of the CNOP approach to the investigation of the effects of boundary condition uncertainty. Specifically, we first give the general formulation of the CNOP approach for uncertainties of initial and boundary conditions and model parameters. The method is then applied to analyze the effects of nutrient perturbations at the bottom boundary of the water column on the modeled deep chlorophyll maximum (DCM) using an ocean ecosystem model. The results show that nutrient perturbations at the bottom boundary have significant impacts on the modeled DCM. Interestingly, the approach also reveals that nonlinear processes play important roles in the evolution of phytoplankton perturbations caused by nutrient perturbations at the bottom boundary. This implies that the CNOP approach is useful for investigating the effects of boundary condition uncertainty.
Introduction
Numerical models are an important tool for studying and predicting the states of the atmosphere, ocean, and ecosystem. However, uncertainty often exists in numerical simulation results, and this may hamper our understanding of and ability to predict natural phenomena. It is therefore necessary to investigate the sources and ranges of such uncertainty.
The factors causing uncertainty in the outcome of a numerical model include uncertainties in the initial condition, the model itself, and the boundary condition. In recent decades, the effects of initial condition uncertainty on model results have been widely investigated. Many methods have been proposed or introduced to explore such effects. The adjoint sensitivity and singular vector methods, for example, were introduced to examine the influences of initial condition uncertainty on the predictions of weather and climate [Errico and Vukicevic, 1992; Buizza and Palmer, 1995; Farrell and Ioannou, 1996; Moore and Kleeman, 1996; Errico, 1997; Tang et al., 2006] . These two methods are based on the assumption that the evolution of the initial perturbation can be approximately described by the linearized version of a nonlinear model. As such, they are valid only when dealing with sufficiently small initial perturbations, and they are less applicable to the nonlinear evolution of finite-amplitude initial perturbations. Considering this limitation, Mu et al. [2003] proposed the conditional nonlinear optimal perturbation (CNOP) method, which directly uses the nonlinear model to find the optimal initial perturbation. For convenience, the condition nonlinear optimal initial perturbation was abbreviated to CNOP-I [Mu et al., 2010] . Physically, CNOP-I represents the initial perturbation that has the largest nonlinear evolution under a given constraint. The CNOP method has been used to study the predictability of the El Niño-Southern Oscillation (ENSO) [Mu et al., 2003 [Mu et al., , 2007 Yu et al., 2009; Duan et al., 2013] , the stability of double-gyre ocean circulation [Terwisscha van Scheltinga and Dijkstra, 2008] , the targeted observations for high-impact ocean-atmospheric environmental events Mu, 2013; Qin et al., 2013; Mu et al., 2015] , and the predictability of the Kuroshio large meander [Wang et al., 2013a [Wang et al., , 2013b . Interestingly, two kinds of methods which are exactly the same as CNOP in principle were also proposed in the fields of fluid mechanics and thermoacoustics [Pringle and Kerswell, 2010; Juniper, 2011] . Another nonlinear method, the breeding vector method, has been employed to generate initial perturbations for ensemble weather forecasting [Toth and Kalnay, 1997] . The above approaches and the various Importantly, regional models are often used to simulate atmosphere, ocean, and ecological phenomena that occur in a limited domain. These models require boundary conditions, which are usually generated from observational or reanalysis data. The inevitable errors of observational data lead to uncertainties in the boundary conditions. Zou and Kuo [1996] noted that the accuracy of lateral boundary conditions is important in rainfall forecasts. However, the effects of boundary condition uncertainty on model results have received limited attention as compared with the uncertainties of initial conditions and model parameters. In this study, we will first give a general framework of CNOP with uncertainties of initial and boundary conditions and model parameters, and then demonstrate a new application of the CNOP approach to the examination of the effects of boundary condition uncertainty.
Specifically, we will apply the CNOP approach to examine the impacts of boundary condition uncertainty on the simulation results from a one-dimensional marine ecosystem model, which reproduces the deep chlorophyll maximum (DCM). The DCM is the subsurface maximum in chlorophyll concentration and phytoplankton biomass, which is often found in oligotrophic waters [Cullen, 1982; Huisman et al., 2006; Navarro and Ruiz, 2013] . It is known that light from the surface and the nutrient flux from deep water are important for the formation of the DCM [Davey and Heaney, 1989; Reynolds, 1992; Klausmeier and Litchman, 2001] . So, it is of significance to investigate how nutrient perturbations at the bottom boundary will affect the modeled DCM. This paper is organized as follows. In section 2, we give the general formulation of the CNOP method. In section 3, the CNOP method is used to investigate the effects of uncertainty in the bottom boundary condition on the modeled DCM, based on a simple ecosystem model. Finally, section 4 gives a summary and discussion.
General Formulation of the CNOP Approach for Uncertainties of Initial and Boundary Conditions As Well As Model Parameters
Generally, the nonlinear evolution equation for the state vector U in the domain X can be written as
parameter perturbation pðtÞ and a time-dependent perturbation gðtÞ in the boundary condition, equation
(1) becomes
where u represents the departure from the state U caused by the initial perturbation u 0 , parameter perturbation pðtÞ, and boundary condition perturbation gðtÞ.
To assess the maximal effects of the uncertainties in the initial condition, the model parameter and the boundary condition on the numerical results at time s, the following nonlinear constraint optimization problem is defined:
JðuðsÞÞ;
where u 0 2 C d , pðtÞ 2 C v , and gðtÞ 2 C r are the constraint conditions for the initial perturbation, parametric perturbation, and boundary condition perturbation, respectively. In general, the amplitudes of the perturbations are finite. So, the constraint condition can be simply defined as belonging to a ball with a given norm. Of course, other constraint conditions, such as the perturbation belonging to some kind of functional set, can also be investigated. In equation (3), uðsÞ is the departure from the reference state UðsÞ at time s, which can be directly obtained from the difference between the solutions to equations (2) and (1). JðuðsÞÞ is the objective function, which is defined as follows:
where the symbol ''Á'' denotes the dot product.
The solution ðu 0d ; p v ðtÞ; g r ðtÞÞ to the optimization problem (3) is the optimally combined mode of the initial perturbation, parametric perturbation, and boundary condition perturbation. Here for simplicity, we abbreviate it to CNOP. Obviously, equation (3) leads the upper bound of the uncertainty in the model results to be estimated by calculating the CNOP.
As mentioned above, the CNOPs related to the initial and parametric perturbations have been denoted as CNOP-I and CNOP-P [Mu et al., 2010] , respectively. By taking the initial perturbation u 0 50 and the parameter perturbation pðtÞ50, the solution g r ðtÞ to the optimization problem (3) is the optimal perturbation of the boundary condition. Following CNOP-I and CNOP-P, we label this perturbation CNOP-B; it represents the boundary condition perturbation that results in the maximal uncertainty in numerical simulation or forecast results under a given constraint condition.
To obtain the CNOP, we have to solve the optimization problem (3). Optimization algorithms such as Sequential Quadratic Programming (SQP) [Powell, 1982] and Spectral Projected Gradient (SPG) [Birgin et al., 2000] are useful, and have been frequently employed to obtain CNOP-I and CNOP-P [Mu et al., 2003; Mu and Zhang, 2006; Yin et al., 2014] . In these algorithms, the knowledge of the gradient of the objective function J is necessary for identifying the maximal value. In meteorology and oceanography, the adjoint method is often used to obtain the gradient of the objective function with respect to initial conditions, model parameters and lateral boundary conditions [Errico, 1997; Ishikawa et al., 2004; Mu et al., 2010; Seiler, 1993; Zou and Kuo, 1996; Lellouche et al., 1998 ]. Here we also use the adjoint method to obtain the gradients of the objective function J and then utilize the gradient information to compute the CNOP.
Both the SQP and SPG algorithms are designed to solve a minimization problem, but the CNOP is related to a maximization problem. We therefore change the sign of the objective function (4) to perform a minimization, i.e.,
By computing the minimum of the function J 1 , we can obtain the CNOP.
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To obtain the gradients of the function J 1 with respect to the initial perturbation, parameter perturbation, and boundary condition perturbation, we derive the first-order variation of J 1 as follows:
Here du is governed by the following tangent equation derived from equation (2):
where B u ðU1uÞ5@BðU1uÞ=@u is the tangent linear version of the operator B. For convenience, we denote FðU1u; P1pðtÞÞ as F in the following derivation. By introducing the Lagrangian multiplier kðtÞ, which belongs to the space of the state vector U, we have
For the second term on the second line of equation (8), we use the integration by parts to obtain
Note that the initial condition duj t50 5du 0 is used to derive equation (9). To deal with the third line in equation (8), we use the general form of the adjoint identity proved by Giles and Pierce [1997] . The identity was also applied by Giles and Pierce [2000] . For arbitrary state vectors v 1 and v 2 and a linear operator L that contains partial derivatives, we perform the integrations by parts on the partial derivatives to get the identity:
where the two boundary integrals along C in the above equation are obtained by the integrations by parts. In equation (10), L Ã is the adjoint operator of L, C is the boundary operator of linear differential equation and C Ã is its adjoint, H is the operator that can be determined using the integrations by parts, and H Ã is the corresponding adjoint operator. Let v 1 5kðtÞ, v 2 5du, L5@F=@u, and C5B u ðU1uÞ. Using the identity (10), the first term on the third line of equation (8) can be written as
where ðÁÞ Ã denotes the corresponding adjoint operator. Similarly, letting v 1 5kðtÞ, v 2 5dpðtÞ, and L5@F=@pðtÞ, and considering that the parameter perturbation vanishes at the boundary, the second term on the third line of equation (8) becomes
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Substituting equations (9), (11), and (12) into equation (8) and noting B u ðU1uÞduj C 5dgðtÞ, we have
Let kðtÞ satisfy the following equation,
The equation (14) is the adjoint equation of the equation (7). Besides, we note that under the constraint (7), the second term on the right-hand side of the first line of equation (8) is equal to 0 for any kðtÞ. Therefore, the choice (equation (14)) for kðtÞ leads to expressing dJ 1 as a linear combination of du 0 , dpðtÞ, and dgðtÞ.
As a result, we obtain the gradients of J 1 with respect to the initial perturbation u 0 , parameter perturbation pðtÞ, and boundary condition perturbation gðtÞ:
@J 1 @pðtÞ 5 @FðU1u; P1pðtÞÞ @pðtÞ Ã kðtÞ;
For a specific problem, the forms of the operators F and B u are known. In this case, the exact form of H Ã can be determined by the integral by parts. For example, for the ecosystem model shown in the following section 3.1, the concrete expression of the operator H Ã is given in Appendix A. Equations (16) and (17) show that the gradients of the objective function with respect to the parameter perturbation and boundary condition perturbation at time t are the expressions of the solution to the adjoint equation. Hence, they can be obtained by integrating equation (14) from the ''initial'' time s to t. It is worth mentioning that for initial and parametric perturbations the gradients (15) and (16) are similar to those derived by Mu et al. [2010] .
After obtaining the gradient information, we can compute the CNOP using an optimization algorithm such as SQP or SPG. For the algorithm to seek the optimal solution, it requires constraint conditions u 0 2 C d , pðtÞ 2 C v , and gðtÞ 2 C r and the objective function J 1 from equation (5). If the convergence criteria are satisfied, the optimal solution ðu 0d ; p v ðtÞ; g r ðtÞÞ will be obtained. Details of the algorithms are given in Powell [1982] and Birgin et al. [2000] .
Application of the CNOP Method to Boundary Condition Uncertainty in an Ocean Ecosystem Model Simulating the DCM
The CNOP method has been frequently applied to study the predictability of the atmosphere and ocean. Details of the applications can be found in Mu et al. [2003] and Duan and Zhang [2010] . Here we will demonstrate a new application of the CNOP method, specifically, to boundary condition uncertainty in an ocean ecosystem model simulating deep chlorophyll maximum (DCM).
The DCM is a ubiquitous phenomenon in oligotrophic waters in many regions of the world's oceans [Cullen, 1982; Huisman et al., 2006; Navarro and Ruiz, 2013] . Previous studies have pointed out that the nutrient supply from the bottom of the water column has an important effect on the formation of the DCM [Klausmeier ocean inevitably contain observation error; so ecosystem models will have uncertainty in the nutrient concentration at the bottom boundary. A question naturally arises: how does the uncertainty affect the modeled DCM? Beckmann and Hense [2007] investigated the effects of such uncertainty by superimposing different time-independent perturbations on the nutrients at the bottom of the modeled water column, and found that higher nutrient levels in the deep ocean will lead to an increase in the phytoplankton biomass. However, they did not consider time-dependent perturbations. In this case, it is difficult to estimate the maximal uncertainty of the modeled DCM. Therefore, we investigate the effects of time-dependent boundary condition perturbations on the modeled DCM using the CNOP method.
A One-Dimensional Ecosystem Model for the DCM
In this study, the DCM is simulated by a one-dimensional ecosystem model including two compartments: nutrient N and phytoplankton P. and Ryabov et al. [2010] . Let z indicate the depth of the vertical water column. The coupling dynamics of the nutrient and phytoplankton can be described by the following reaction-advection-diffusion equations:
where m is the specific loss rate of phytoplankton, m denotes the phytoplankton sinking velocity, j is the vertical turbulent diffusivity, a is the nutrient content of a phytoplankton cell, and e is the phytoplankton recycling coefficient.
The terms N=ðH N 1NÞ and I=ðH I 1IÞ are the functions of the growth limitations for nutrient and light with the half-saturation constants H N and H I , respectively. The light intensity decreases as the depth increases owing to attenuation from biomass and background turbidity [Kirk, 1994] . Therefore, the equation for light intensity can be written as
and its solution is 
where I in is the incident light intensity, and K bg and k are the attenuation coefficients due to background turbidity and biomass, respectively.
For phytoplankton, we use the following zero-flux boundary condition:
where Z B denotes the depth of the water column.
Furthermore, we assume that nutrients have no flux at the surface, while they are replenished with a fixed concentration N B 510 mmol nutrient m 23 at the bottom of the water column:
@N @z z50 50; and Nj z5ZB 5N B :
To obtain the solution to equation (18), we discretize the equation on a grid consisting of 600 points with a resolution of 0.5 m using a forward difference scheme. The advection term is approximated by a first-order upwind scheme, and the diffusion term is discretized by a second-order central difference scheme. The numerical solution of the model is shown in the following subsection. 
Numerical Results
We integrate the numerical model (equations (18-22)) for 3600 days with a time step of 0.1 h and obtain a steady solution shown in Figure 1 . Nutrients in the surface layer are gradually depleted by the phytoplankton and thus the nutricline shifts downward, tracked by the phytoplankton, until the system reaches a stable DCM equilibrium (Figures 1a and 1b) . Figures 1c and 1d show the phytoplankton density and nutrient concentration components of the equilibrium solution. The maximal phytoplankton population is located at a depth of approximately 85 m, which is similar to the observational results reported by Navarro and Ruiz [2013] .
In the following, the DCM equilibrium solution is regarded as the reference state. We employ the CNOP method to investigate the effects of the nutrient perturbation at the bottom of the water column on the DCM. Here we focus mainly on the variations of the phytoplankton density, so the objective function is defined as
where N 0 B ðtÞ denotes the time-dependent nutrient perturbation at the bottom boundary and P 0 ðz; sÞ is the difference of the phytoplankton density at time s relative to the reference state induced by the perturbation N 0 B ðtÞ. Beckmann and Hense [2007] pointed out that the diffusive time scale is several months, roughly. 
where N 0 B ðtÞ 2 C r is the constraint condition for the boundary perturbation, which is taken as 
Here r is the radius of the ball constraint condition used to control the amplitude of the perturbation. Because the nutrient concentration should be nonnegative, the condition N B 1N 0 B ðtÞ ! 0 is imposed. The optimal perturbation of the boundary condition (CNOP-B) can be obtained by solving the optimization problem (24). The SPG algorithm is used to solve this problem; as stated in section 2, it requires gradient information. The general formula of the gradient is given in section 2. Here for the concrete ocean ecosystem model (equations (18-22) ), we derive the gradient of the objective function with respect to the boundary condition perturbation in Appendix A.
In this study, five different constraint radii are taken to calculate the CNOP-B. The constraint radii are chosen as follows. Suppose that the perturbations are 10%-50% of N B with an equal interval at each time step, the constraint radii r satisfy 
where Nstep is the number of time steps. Because the time step is 0.1 h, the number for 720 days is Nstep5172; 800. Notably, the above process is given only to illustrate how we determine the constraint radii. During the actual calculation, the perturbations may be different at each time step. For the above five Using different initial guess values in the optimization algorithm, we obtain two types of CNOP-Bs. Figure  2 shows the CNOP-Bs for two constraint radii, r 1 and r 2 . We denote the positive and negative perturbations as the Type-1 CNOP-B (blue line) and Type-2 CNOP-B (red line), respectively. The figure demonstrates that the Type-1 CNOP-B and Type-2 CNOP-B are approximately antisymmetric. Besides, the absolute values of the perturbations are relatively large in the first 350 days, and close to 0 in the final 150 days. The reason for this spatial feature of the perturbations is that the diffusive time scale is of the order of several months, so nutrient anomalies in the first 350 days at the bottom of the water column can diffuse to the position of maximal phytoplankton biomass (at about 85 m depth), which will result in the variations of the distribution of the phytoplankton. However, in the final 150 days, the nutrient anomalies have insufficient time to reach the position, and the anomalies cannot affect the phytoplankton biomass. To maximize the objective function, the optimization algorithm puts more nutrient anomalies on N B in the first 350 days.
To investigate the effects of the boundary condition perturbations, we superimpose the CNOP-B perturbations on N B and then integrate the nonlinear model. The differences between the integral results and the 
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reference state denote the nonlinear evolutions of the nutrient and phytoplankton perturbations caused by the CNOP-Bs. Figures 3 and 4 show the nonlinear evolution processes for the constraint radii, r 1 and r 2 . The positive nutrient anomalies (Type-1 CNOP-B) gradually diffuse upward with time, which results in the increase of the phytoplankton biomass (Figures 3a, 3b, 4a, and 4b) . Conversely, the negative nutrient anomalies (Type-2 CNOP-B) induce the decrease in the phytoplankton (Figures 3c, 3d, 4c, and 4d ). An interesting feature is that the patterns of the evolutions for the nutrient and phytoplankton anomalies caused by the two types of CNOP-Bs exhibit very small asymmetries (approximately antisymmetries) for the small constraint radius r 1 (Figure 3 ), while the asymmetries are relatively apparent for the large constraint radius r 2 (Figure 4) , especially for the evolutions of phytoplankton anomalies. That is to say, the degree of asymmetry caused by the two types of the CNOP-Bs with the relatively large constraint radius r 2 is stronger than that for the small radius r 1 .
To show the asymmetry more clearly, Figure 5 plots the summation of the evolutions of the perturbations, respectively, caused by Type-1 and Type-2 CNOP-Bs. Note that the summations have been scaled by the root-mean-squares of the CNOP-Bs, which are 2 and 5 mmol nutrient m 23 for r 1 and r 2 . We know that if the evolutions are exactly antisymmetric, the summations should be equal to zero. Hence, the large absolute value of the summation corresponds to strong asymmetry. Figure 5 confirms that the evolutions of the nutrient and phytoplankton anomalies caused by Type-1 and Type-2 CNOP-Bs for constraint radius r 2 have stronger asymmetries than those for radius r 1 . 
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Quantitatively, we also calculate the value of the objective function (equation (23)) for different constraint radii. For the relatively small constraint radius r 1 , the objective function value (i.e., a measure of the maximal effect of the boundary condition perturbation) caused by the Type-1 CNOP-B is 1.62 3 10 16 cells 2 m 26 , which is slightly greater than that caused by the Type-2 CNOP-B (1.56 3 10 16 cells 2 m 26 ). The relative difference is about 3.7%. However, for the large constraint radius r 2 , the objective function induced by the Type-1 CNOP-B is approximately 10% greater than that induced by the Type-2 CNOP-B. In short, the responses of the nutrients and phytoplankton to Type-1 and Type-2 CNOP-Bs become more asymmetric and the differences of the objective function increase as the amplitude of the perturbations increases.
It is well known that, within a linear system, if the distributions of the perturbations are approximately opposite, their evolutions will be approximately antisymmetric. Hence, the large asymmetries shown by Figures 5c and 5d are necessarily caused by the nonlinear process in the model.
To clarify further why the nonlinear process results in an asymmetric structure, the nonlinear term in the equation of the perturbation evolution is examined. Because we mainly focus on the DCM phenomenon related to the growth of phytoplankton, the role of nonlinear process in the evolution of the phytoplankton perturbation is analyzed in the following discussion. A similar analysis can also be performed for the evolution of the nutrient perturbation.
The formula for the nonlinear term, obtained by Taylor expansion, is as follows: 
where the subscript ''r'' denotes the reference state of the corresponding variables, and N 0 , P 0 , and I 0 are the perturbations obtained from the nonlinear evolutions of the anomalies caused by the CNOP-B. We calculate the summations of the above nonlinear terms in the different depth intervals for the two types of CNOP-Bs. We mainly consider the interval of the large-amplitude perturbations. So, the intervals corresponding to the perturbations P 0 > 5310 7 for the Type-1 CNOP-B and P 0 < 25310 7 for the Type-2 CNOP-B are, respectively, chosen to compute the sum of the nonlinear terms. For the former, the depth interval is 70.5-81 m, while it is 76.5-87 m for the latter, as shown by the green boxes in Figure 7 . Figure 6 plots the time series of the summations. The nonlinear terms are positive for the Type-1 CNOP-B (blue line) and negative for the Type-2 CNOP-B (red line). This implies that the nonlinearities promote the evolutions of the positive phytoplankton anomalies caused by the Type-1 CNOP-B and the negative ones caused by the Type-2 CNOP-B. It is worth noting that the absolute values of the nonlinear terms for the Type-1 CNOP-B are substantially larger than those for the Type-2 CNOP-B. Therefore, the nonlinearities more strongly enhance the evolutions of the phytoplankton perturbations induced by the Type-1 CNOP-B than those induced by the Type-2 CNOP-B, resulting in the asymmetry of the evolutions of the phytoplankton perturbations. This is also the reason for the larger objective function value for the Type-1 CNOP-B than for the Type-2 CNOP-B.
To investigate the reason for the nonlinearities have a stronger effect for the Type-1 CNOP-B than the Type-2 CNOP-B, we plot the spatiotemporal distributions of the nonlinearities in Figure 7 . The depth intervals corresponding to the large amplitudes of the phytoplankton perturbations (70.5-81 m for the Type-1 CNOP-B and 76.5-87 m for the Type-2 CNOP-B) are labeled by the green boxes in Figures 7a and 7b , respectively. Figure 7 indicates that for the Type-1 CNOP-B the nonlinearities mainly exhibit a positive tendency in the green box, while they have both positive and negative tendencies in the interval 76.5-87 m for the Type-2 CNOP-B. This implies that, although the negative tendency plays a role in promoting the evolutions of the negative phytoplankton perturbations caused by the Type-2 CNOP-B, the positive tendency partially offsets this role. Hence, the role of the nonlinearity for the Type-2 CNOP-B is weaker than that for the Type-1 CNOP-B, which induces the asymmetry in the evolutions of the phytoplankton perturbations.
Summary and Discussion
This paper has adopted the CNOP method that was often used to investigate the effects of the uncertainties in initial condition and model parameters to explore the impacts of boundary condition uncertainty. This is the first time that the CNOP approach is used for boundary condition uncertainty.
Specifically, the CNOP approach was employed to investigate the nonlinear effects of the nutrient perturbations at the bottom boundary of the water column on the modeled DCM in an ocean ecosystem model. Two types of CNOPBs with almost opposite distributions, denoted as Type-1 and Type-2 CNOPBs, were obtained. The effects of these two types of CNOP-Bs on the modeled DCM were investigated. The results showed that the responses of the nutrients and phytoplankton to the nutrient perturbations at the bottom boundary exhibit increasing asymmetry as the amplitudes of the perturbations increase. The asymmetry is due to the nonlinear process in the ecosystem model. Through examining the nonlinear evolution of the perturbations, the specific role of the nonlinearity was revealed. This application implies that the CNOP method is valid for assessing the impacts of uncertainty in boundary condition.
In this study, we used a simple ocean ecosystem model to demonstrate an application of the CNOP method. The timedependent boundary condition perturbations were considered here, and the dimension of the optimization problem was therefore equal to the number of time steps, Nstep5172; 800. In addition, in previous applications of the CNOP approach, the dimension of the optimization problem has reached O(10 5 210 6 ) . This implies that large-dimension optimization calculation related to the CNOP approach is not a big obstacle for its application in complicated atmosphere, ocean, and ecosystem models. On the other hand, we have indicated how to obtain the CNOP using the adjoint model. But adjoint models may not be available for some complicated models, and in such cases some adjoint-free optimization algorithms such as an ensemble-based algorithm and genetic algorithm [Wang and Tan, 2010; Zheng et al., 2012] have been developed to calculate the CNOP. Overall, it appears feasible to compute the CNOP for complicated numerical models used in atmospheric, oceanic, ecological sciences, and other subjects.
Appendix A: Derivation of the Adjoint Model and the Gradient for a Simple Ecosystem Model
The nonlinear evolution equation of the perturbation can be written as
where the nonlinear growth term is 
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The subscript ''r'' denotes the reference state of the corresponding variable.
Accordingly, the tangent linear version of the above model is
where
The initial condition for the tangent linear model is dN 0 j t50 50; and dP 0 j t50 50:
The boundary condition is 
Using the integration by parts, we can obtain 
Hence, for the concrete model (equations (18-22) ) and the objective function (equation (23)), the general operator H Ã in equation (17) is,
