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Abstract Recently, the H(div)-conforming finite element families for second order elliptic
problems have come more into focus, since due to hybridization and subsequent advances in
computational efficiency their use is no longer mainly theoretical. Their property of yielding
exactly divergence-free solutions for mixed problems makes them interesting for a variety of
applications, including incompressible fluids. In this area, boundary and interior layers are present,
which demand the use of anisotropic elements.
While for the Raviart-Thomas interpolation of any order on anisotropic tetrahedra optimal
error estimates are known, this contribution extends these results to the Brezzi-Douglas-Marini
finite elements. Optimal interpolation error estimates are proved under two different regularity
conditions on the elements, which both relax the standard minimal angle condition. Additionally
a numerical application on the Stokes equations is presented to illustrate the findings.
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1 Introduction
The Brezzi-Douglas-Marini finite element was introduced for two dimensions in [6]
and generalized to the three-dimensional case in [18]. Similarly to the Raviart-Thomas
element, see [19, 20], it is commonly used for H(div)-conforming approximation of
second order elliptic problems [8]. Applications include mixed methods for incompressible
flow problems, as seen in e.g. [9, 10, 22, 23], where the elements by construction yield
divergence-free approximations of the solution. In the mentioned references, the used
meshes are restricted to shape regular, i.e. isotropic, triangulations, where for the lowest
order case the interpolation error estimate, see [6],∥∥v − IBDMk v∥∥0,T . hT |v|1,T , (1)
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holds. A possible proof follows by a Bramble-Hilbert type lemma, see e.g. [13], on a
reference element Tˆ , and a subsequent transformation x = JT xˆ + x0 to the element T
via the contra-variant Piola transformation
v =
1
det JT
JT vˆ.
For an anisotropic element T , where we have e.g. h3  h1, h2, this approach can lead
to an estimate of the type∥∥v − IBDMk v∥∥0,T . ∑
|α|≤1
hα‖Dαv1‖0,T
(
1 +
h2
h1
+
h3
h1
)
+
∑
|α|≤1
hα‖Dαv2‖0,T
(
1 +
h1
h2
+
h3
h2
)
+
∑
|α|≤1
hα‖Dαv3‖0,T
(
1 +
h1
h3
+
h2
h3
)
.
The potentially huge terms h3h1 ,
h3
h2
on the right hand side would not appear, if stability
estimates ∥∥(IBDMk v)i∥∥0,T . ‖vi‖1,T
could be proved. Unfortunately this is not a valid estimate, since it would imply, as
observed in [2] for the Raviart-Thomas element, that
vi ≡ 0 ⇒ (IBDMk v)i ≡ 0,
which is not valid in general, e.g. for v = (0, 0, x21)
T , see also Example 16. So new stability
estimates are needed to incorporate anisotropic elements in the theory.
We consider two conditions on elements, which relax the usual minimum angle condition
to allow for anisotropic elements. Both generalize the classical maximum angle condition
for triangles from [24] to three dimensions. The first one was introduced in [17] and is
widely used, see e.g. [1, 2, 4, 14] and is a quite literal generalization: An element satisfies
a maximum angle condition, if all angles are uniformly bounded away from pi. The second
condition from [1] is more technical, and in three dimensions more restrictive, yielding a
subset of elements satisfying a maximum angle condition: An element satisfies a regular
vertex property, if there is a vertex, for which the outgoing vectors along the edges are
uniformly linearly independent. Proper definitions will be given in Section 2.
For the Raviart-Thomas interpolation, optimal results for anisotropic interpolation are
known, see e.g. [1, 2, 14]. Starting from the stability estimate∥∥∥(IˆRTk vˆ)i∥∥∥
0,Tˆ
. ‖vˆi‖1,Tˆ +
∥∥∥d̂iv vˆ∥∥∥
0,Tˆ
, i = 1, 2, 3,
see [2, Lemma 3.3], on the reference element Tˆ , see Figures 1 and 2, the authors get in
[2, Theorem 3.1] to the stability estimate
∥∥IRTk v∥∥0,T . ‖v‖0,T + 3∑
j=1
hj
∥∥∥∥∂v∂lj
∥∥∥∥
0,T
+ ‖div v‖0,T ,
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for a general element satisfying a regular vertex property, where ∂∂li is the directional
derivative in the directions li, which in our case are certain unit vectors along edges of
the element. Using a Bramble-Hilbert type argument, the interpolation error estimates
on these elements are shown in [2, Theorem 6.2] and for k ≥ 0, 0 ≤ m ≤ k take the form∥∥v − IRTk v∥∥0,T . ∑
|α|=m+1
hα‖Dαl v‖0,T + hm+1T ‖Dmdiv v‖0,T , (2)
where we use the a multi-index notation for the directional derivatives Dαl =
∂|α|
∂l
α1
1 ...∂l
αd
d
.
This type of estimate is particularly useful when div v = 0, so that the estimate reduces
to a purely anisotropic estimate in the spirit of [4].
For elements satisfying a maximum angle condition, but no regular vertex condition,
a weaker stability estimate is obtained on the reference element T¯ , see Figure 3, in [2,
Lemma 4.3], which leads by similar arguments to an interpolation error estimate like (1),
see [2, Theorem 6.3], but with a relaxed condition on the triangulation. The discussion
from [2, Section 5] shows that this estimate is sharp. Note that the maximum angle
condition is a necessary condition, see Example 16.
Following the approach from the reference, we prove the analogs of [2, Lemma 3.3
and Lemma 4.3] for the Brezzi-Douglas-Marini interpolation. We then continue proving
the stability estimates on general elements satisfying a regular vertex property and a
maximum angle property without regular vertex property, and conclude the interpolation
error estimate in the same way as in [2]. While in this contribution we only consider the
Hilbert space case, all estimates can be proved in the Lp norms, 1 ≤ p ≤ ∞, as shown in
[2]. With the same arguments one can prove an analogous estimate to (2) for prismatic
elements and Brezzi-Douglas-Marini interpolation.
In [15], for the lowest order Raviart-Thomas element, the stronger interpolation error
estimates on anisotropic triangulations of prismatic domains were shown, by doing
an intermediate step of first interpolating to the Raviart-Thomas function space on
anisotropic prisms and then interpolating to the simplicial partition of these prisms. This
approach is necessary, as one of the tetrahedra from the partition of each prism does not
satisfy the regular vertex property, as shown in Figure 4, so direct interpolation does not
yield the desired estimate. A similar approach for the lowest order Brezzi-Douglas-Marini
element unfortunately does not work, as the function space on the prismatic triangulation
now contains bilinear terms, and as shown in Example 21, interpolation of this type of
function on a tetrahedron without a regular vertex property does not satisfy the stronger
estimate of the type (2) for the Brezzi-Douglas-Marini interpolation.
The outline of the article is the following: In Section 2 we introduce notation, definitions
and known results. In Section 3 we prove the stability estimates for elements satisfying
the maximum angle condition or additionally the regular vertex property. The proof
of the stability of the Raviart-Thomas interpolant in [2] is mainly extendable to the
Brezzi-Douglas-Marini element, so we follow the reference rather closely. These results
are then employed to prove the final interpolation error estimates in Section 4. In the last
section, we show, by use of a numerical example taken from [11], the application of the
Brezzi-Douglas-Marini element to the Stokes equations, using the discontinuous Galerkin
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discretization from [23], with the goal of examining the effect of using triangulations with
large aspect ratios.
2 Preliminaries
2.1 Notation
In this text we use the symbol ., meaning less than or equal to up to a positive
multiplicative constant. By Dα we denote the derivative due to the multi-index α, see e.g.
[3], and we use the shorthand hα =
∏d
i=1 h
αi
i , where d ∈ {2, 3} is the space dimension.
The index sets In = {1, . . . , n}, n ∈ N, and for i ∈ In the reduced set iIn = In \ {i} are
used frequently. We choose this notation of the index sets due to their frequent occurrence
and in order to keep the content compact.
Vectors, vector valued functions and the spaces of such functions are written in bold
letters. The Cartesian unit vectors are denoted by ei, i ∈ Id.
The symbols T, T˜ , Tˆ , T¯ ⊂ Rd denote triangles or tetrahedra, where the hat and bar
symbols indicate reference elements, the tilde an element from one of the reference
families, see Subsection 2.2. Vertices are identified with their position vector pi, for the
numbering scheme in the reference elements we refer to Figures 1, 2 and 3. The facets,
i.e. edges if d = 2 and faces if d = 3, are denoted by ei = conv{pj : j ∈ iId+1}, i ∈ Id+1,
so that facet ei is opposite vertex pi. The outward facing normal vector on the facet ei is
denoted by ni, while for the generic normal vector on ∂T we use n.
We also employ the standard notation ‖·‖k,D and |·|k,D for the norms and semi-norms
of order k of the Sobolev spaces Hk(D) on a domain D ⊂ Rn.
2.2 Regularity conditions on elements
We now give precise definitions of the two already mentioned conditions on the elements,
that are essential to the analysis.
Definition 1. An element T satisfies the maximum angle condition with a constant
φ¯ < pi, written as MAC (φ¯), if the maximum angle between facets and, for d = 3, the
maximum angle inside the facets are less than or equal to φ¯.
This condition is a generalization due to [17] of the maximum angle condition in
triangles, which was first used in [24], and is very common when dealing with anisotropic
elements, see e.g. [1, 2, 4, 14]. The next property is equivalent to the maximum angle
condition for d = 2, see [2], while in three dimensions it describes a proper subclass.
Definition 2. An element T satisfies the regular vertex property with a constant c¯,
written as RVP(c¯), if there is a vertex pk of T , so that for the matrix Nk, made up of the
unit column vectors lkj =
pj−pk
‖pj−pk‖ outgoing from vertex pk towards vertex pj , j ∈ kId+1,
the inequality
|detNk| ≥ c¯ > 0
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Figure 1: Reference triangle Tˆ with vertex and edge numbering, transformed triangle
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Figure 2: Reference tetrahedron Tˆ with vertex numbering, transformed tetrahedron of
reference family T1
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Figure 3: Reference tetrahedron T¯ for family of tetrahedra without regular vertex property,
transformed tetrahedron of reference family T2
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Figure 4: Subdivision of triangular prism p1p2p3p4p5p6 in three tetrahedra p1p4p5p6,
p1p2p3p6 and p1p2p5p6
holds. The vertex pk is then called regular vertex of the element T . Without loss of
generality for the rest of the text we assume that the vertices are numbered so that pd+1
is the regular vertex, so that we can use the more intuitive notation li = l
d+1
i , i ∈ Id
and the element size parameters hi, i ∈ Id, which are defined as the lengths of the edges
corresponding to the vectors li.
In the text we consider mainly two reference elements, Tˆ and T¯ , see the left sides of
Figures 1, 2 and 3. In addition, we introduce the two reference families T1 and T2 of
elements with vertices at 0, h1e1, h2e2, h3e3 and respectively 0, h1e1 + h2e2, h2e2, h3e3,
with arbitrary size parameters hi, i ∈ Id, which can be seen on the right sides of these
figures.
The next two lemmas are taken from [2, Theorem 2.2, Theorem 2.3] and are stated
without proof. They show that these reference families are sufficient to get any tetrahedron
satisfying MAC (φ¯), resp. RVP(c¯), by a reasonable affine transformation F , i.e. F (x˜) =
JT x˜+x0, JT ∈ Rd×d, where ‖JT ‖∞,
∥∥J−1T ∥∥∞ ≤ C, with a constant C which only depends
on φ¯ resp. c¯.
Lemma 3. Let T be an element satisfying MAC (φ¯). Then there is an element T˜ ∈ T1∪T2,
so that an affine transformation F (x˜) = JT x˜ + x0, with ‖JT ‖∞,
∥∥J−1T ∥∥∞ ≤ C, exists that
maps T˜ onto T , where C only depends on φ¯.
Lemma 4. Let T be an element satisfying RVP(c¯). Then there is an element T˜ ∈ T1, so
that an affine transformation F (x˜) = JT x˜ + x0, with ‖JT ‖∞,
∥∥J−1T ∥∥∞ ≤ C, exists that
maps T˜ onto T , where C only depends on c¯. Additionally, if the edges of T sharing the
regular vertex pd+1 have lengths hi, i ∈ Id, then we can take a T˜ ∈ T1 with lengths hi in
direction x˜i.
A drawback of dealing with tetrahedra satisfying the regular vertex property is, that
they can not be used to fill arbitrary volumes. For example, consider an anisotropic
pentahedron, i.e. a triangular prism. This volume can be subdivided into three tetrahedra,
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see Figure 4, of which only two satisfy the regular vertex property, while the third
(p1p2p5p6 in Figure 4) does not and is of the type pictured in Figure 3.
2.3 Interpolation operator
The Brezzi-Douglas-Marini finite element was introduced for triangles in [6] and general-
ized by Ne´de´lec in [18]. On an arbitrary element T , the Brezzi-Douglas-Marini function
space of order k is Pk(T ) = (Pk(T ))
d, the full space of polynomials of order k. For the
definition of the interpolation operator, we need to introduce the spaces, see [6, 18],
Qk(T ) = {z ∈ Pk(T ) : ∇ · z = 0, z · n|∂T = 0},
Nk(T ) = Pk−1(T )⊕ Sk(T ),
Sk(T ) = {p ∈ Pk(T ) : p · x ≡ 0}.
In the literature, there are two ways to define the interpolation operator IBDMk of the
Brezzi-Douglas-Marini element of order k ≥ 1. The first one, from [6, 7] defines the
operator by the relations∫
ei
(IBDMk v) · niz =
∫
ei
v · niz, ∀z ∈ Pk(ei), i ∈ Id+1, (3)∫
T
(IBDMk v) · ∇z =
∫
T
v · ∇z, ∀z ∈ Pk−1(T ), (4)∫
T
(IBDMk v) · z =
∫
T
v · z, ∀z ∈ Qk(T ), (5)
while the second, see [5, 18], uses the relations∫
ei
(IBDMk v) · niz =
∫
ei
v · niz, ∀z ∈ Pk(ei), i ∈ Id+1, (6)∫
T
(IBDMk v) · z =
∫
T
v · z, ∀z ∈ Nk−1(T ), if k ≥ 2. (7)
For the purpose of this paper we use the latter definition, and we show in Remark 6, that
there is a significant difference in using one or the other definition for the proof of our
stability estimates.
We indicate the element, the operator interpolates to by the hat, bar and tilde symbol,
e.g. IˆBDMk corresponds to Tˆ .
3 Stability estimates
3.1 Stability with regular vertex property
In order to get a stability estimate on the reference element Tˆ , for d ∈ {2, 3}, we need a
technical lemma first, which is the analog to [2, Lemma 3.2]. We formulate the lemma
for three dimensions, but the statement holds for d = 2 as well.
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Lemma 5. On the reference element Tˆ let fˆi ∈ L2(ei), i ∈ Id, and
uˆ(xˆ) = (fˆ1(xˆ2, xˆ3), 0, 0)
T , vˆ(xˆ) = (0, fˆ2(xˆ1, xˆ3), 0)
T , wˆ(xˆ) = (0, 0, fˆ3(xˆ1, xˆ2))
T .
Then there are functions qˆi ∈ Pk(ei), i ∈ Id, so that
IˆBDMk uˆ = (qˆ1(xˆ2, xˆ3), 0, 0)
T , IˆBDMk vˆ = (0, qˆ2(xˆ1, xˆ3), 0)
T , IˆBDMk wˆ = (0, 0, qˆ3(xˆ1, xˆ2))
T .
Proof. We prove the statement by showing that the functions qˆi are uniquely defined by
the relations of the interpolation operator from (6), (7). We show this in detail for the
first case, the results for IˆBDMk vˆ and Iˆ
BDM
k wˆ follow analogously.
The normal vectors nj of the facets ej , j ∈ Id+1 of the reference element Tˆ , see Figure 2,
are n1 = (−1, 0, 0)T , n2 = (0,−1, 0)T , n3 = (0, 0,−1)T and n4 = 1√3(1, 1, 1)T . So the
first relation from (6) reduces to∫
e1
fˆ1z =
∫
e1
qˆ1z, ∀z ∈ Pk(e1), (8)
which already defines qˆ1 uniquely. In the rest of the proof, we show that the remaining
relations are compatible. For j = 2, 3 we get trivial equalities from (6). For j = 4 we get∫
e4
(uˆ− IˆBDMk uˆ) · n4z =
∫ 1
0
∫ 1−xˆ2
0
(fˆ1(xˆ2, xˆ3)− qˆ1(xˆ2, xˆ3))z(1− xˆ2 − xˆ3, xˆ2, xˆ3)dxˆ3dxˆ2
=
∫
e1
(fˆ1(xˆ2, xˆ3)− qˆ1(xˆ2, xˆ3))z(1− xˆ2 − xˆ3, xˆ2, xˆ3)dxˆ3dxˆ2 = 0
where the last equality holds due to (8) since z(1 − xˆ2 − xˆ3, xˆ2, xˆ3) is a polynomial of
degree k in the variables xˆ2, xˆ3. For the internal degrees of freedom, take an arbitrary z ∈
Nk−1(Tˆ ) ⊂ Pk−1(Tˆ ) and let Z ∈ Pk(Tˆ ) be so that ∂Z∂xˆ1 = z1. Then with n = (n1, n2, n3)T
being the outward normal vector on ∂Tˆ , using integration by parts and noting that fˆ1
and qˆ1 do not depend on xˆ1, we can calculate∫
Tˆ
uˆ · z =
∫
Tˆ
fˆ1z1 =
∫
Tˆ
fˆ1
∂Z
∂xˆ1
=
∫
∂Tˆ
fˆ1Zn1 −
∫
Tˆ
∂fˆ1
∂xˆ1
Z
=
∫
∂Tˆ
qˆ1Zn1 =
∫
Tˆ
qˆ1
∂Z
∂xˆ1
=
∫
Tˆ
qˆ1z1,
which concludes the proof.
Remark 6. The two different definitions of the Brezzi-Douglas-Marini degrees of freedom,
see (3)–(5) and (6)–(7), both describe polynomial approximations of order k ∈ N of H(div),
but the associated interpolation operators differ significantly. As mentioned before, we
use the definitions from [18] in order to prove the Lemmas 5 and 10, which are then used
to get the subsequent stability estimates. The statements of these Lemmas do not hold,
were the interpolation operator defined by the degrees of freedom from [6], as we will
show in a straightforward example.
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The difference only appears for k ≥ 2, since for k = 1 the degrees of freedom are
the same. So consider the case k = 2, and the function vˆ = (0, xˆ31)
T on the reference
triangle Tˆ , see Figure 1. Then using the interpolation operator defined by (6)–(7), the
interpolated function is
IˆBDM2 vˆ =
(
0
1
20 − 35 xˆ1 + 32 xˆ21
)
,
which as expected has the properties described in Lemma 5. Calculating the interpolant
with the operator defined by (3)–(5), we get the function
IˆBDM2 vˆ =
(
3
140 xˆ1(1− xˆ1 − 2xˆ2)
1
20 − 35 xˆ1 + 32 xˆ21 − 3140 xˆ2(1− 2xˆ1 − xˆ2)
)
,
which clearly does not have the desired property.
We can now show the stability estimate on the reference element Tˆ .
Lemma 7. Let uˆ ∈ H1(Tˆ ), then the estimates∥∥∥(IˆBDMk uˆ)i∥∥∥
0,Tˆ
. ‖uˆi‖1,Tˆ +
∥∥∥d̂iv uˆ∥∥∥
0,Tˆ
, i ∈ Id, (9)
hold.
Proof. We follow the lines of the proof of [2, Lemma 3.3]. Again we detail the proof for
the case i = 1, the other estimates follow analogously.
Let uˆ∗ = (0, uˆ2(xˆ1, 0, xˆ3), uˆ3(xˆ1, xˆ2, 0)T and set
vˆ = uˆ− uˆ∗ =
 uˆ1uˆ2 − uˆ2(xˆ1, 0, xˆ3)
uˆ3 − uˆ3(xˆ1, xˆ2, 0)
 . (10)
Then we know from Lemma 5, that (IˆBDMk vˆ)1 = (Iˆ
BDM
k uˆ)1 and additionally d̂iv vˆ =
d̂iv uˆ− d̂iv uˆ∗ = d̂iv uˆ.
Now using vˆ∗ = (0, xˆ2q2, xˆ3q3)T construct another function
wˆ = vˆ − vˆ∗ =
 vˆ1vˆ2 − xˆ2q2
vˆ3 − xˆ3q3
 , (11)
where q2, q3 ∈ Pk−1(Tˆ ) are chosen so that∫
Tˆ
wˆ2z =
∫
Tˆ
(vˆ2 − xˆ2q2)z = 0, ∀z ∈ Pk−1(Tˆ ), (12)∫
Tˆ
wˆ3z =
∫
Tˆ
(vˆ3 − xˆ3q3)z = 0, ∀z ∈ Pk−1(Tˆ ). (13)
The functions qi, i = 2, 3, are the projections of
vˆi
xˆi
into Pk−1(Tˆ ) with respect to the
weighted scalar product (q, z) =
∫
Tˆ xˆiqz, which are well defined for vˆi ∈ L2(Tˆ ).
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Since vˆ∗ ∈ Pk(Tˆ ), we know by the interpolation property of the operator IˆBDMk ,
that IˆBDMk vˆ∗ = vˆ∗, and thus (Iˆ
BDM
k wˆ)1 = (Iˆ
BDM
k vˆ)1 = (Iˆ
BDM
k uˆ)1. By (6) and (7), the
interpolated function IˆBDMk wˆ = pˆ = (pˆ1, pˆ2, pˆ3)
T is thus defined by the relations∫
e1
pˆ1z =
∫
e1
wˆ1z =
∫
e1
uˆ1z, ∀z ∈ Pk(e1),∫
e2
pˆ2z =
∫
e2
wˆ2z =
∫
e2
(vˆ2 − xˆ2q2)z = 0, ∀z ∈ Pk(e2),∫
e3
pˆ3z =
∫
e3
wˆ3z =
∫
e3
(vˆ3 − xˆ3q3)z = 0, ∀z ∈ Pk(e3),∫
e4
(pˆ · n4)z =
∫
e4
(wˆ · n4)z
=
∫
Tˆ
(d̂iv wˆ)z +
∫
Tˆ
wˆ · ∇z −
3∑
i=1
∫
ei
(wˆ · ni)z
=
∫
Tˆ
(d̂iv wˆ)z +
∫
Tˆ
wˆ1
∂z
∂xˆ1
−
∫
e1
wˆ1z, ∀z ∈ Pk(e4),∫
Tˆ
pˆ · z =
∫
Tˆ
wˆ · z, ∀z ∈ Nk−1(Tˆ ).
Now recall that Nk−1(Tˆ ) = Pk−2(Tˆ )⊕ Sk−1(Tˆ ), then the last equation is equivalent to
the individual relations∫
Tˆ
pˆ1z =
∫
Tˆ
wˆ1z, ∀z ∈ Pk−2(Tˆ ),∫
Tˆ
pˆ2z =
∫
Tˆ
wˆ2z = 0, ∀z ∈ Pk−2(Tˆ ),∫
Tˆ
pˆ3z =
∫
Tˆ
wˆ3z = 0, ∀z ∈ Pk−2(Tˆ ),∫
Tˆ
pˆ · z =
∫
Tˆ
wˆ · z =
∫
Tˆ
(wˆ1z1 + wˆ2z2 + wˆ3z3) =
∫
Tˆ
wˆ1z1, ∀z ∈ Sk−1(Tˆ ),
where we used in the calculations that q2, q3 are chosen according to (12), (13). Hence we
know, that the interpolant pˆ is defined by the terms
∫
e1
wˆ1z =
∫
e1
uˆ1z,
∫
Tˆ wˆ1z =
∫
Tˆ uˆ1z
and
∫
Tˆ (d̂iv wˆ)z =
∫
Tˆ (d̂iv (uˆ− vˆ∗)z. Thus we can estimate∥∥∥(IˆBDMk uˆ)1∥∥∥
0,Tˆ
= ‖pˆ‖0,Tˆ ≤ ‖uˆ1‖0,e1 + ‖uˆ1‖0,Tˆ +
∥∥∥d̂iv uˆ∥∥∥
0,Tˆ
+
∥∥∥d̂iv vˆ∗∥∥∥
0,Tˆ
≤ ‖uˆ1‖1,Tˆ +
∥∥∥d̂iv uˆ∥∥∥
0,Tˆ
+
∥∥∥d̂iv vˆ∗∥∥∥
0,Tˆ
, (14)
where we used a trace theorem. In order to get to the desired result, we need to estimate∥∥∥d̂iv vˆ∗∥∥∥
0,Tˆ
, where we proceed similarly to [2].
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Set vˆ0 = (0, vˆ2, vˆ3)
T . For all z ∈ Pk(Tˆ ) it holds that ∇z ∈ Pk−1(Tˆ ), and thus, using
the definitions of q2, q3 from (12), (13) we get
0 =
∫
Tˆ
(vˆ0 − vˆ∗) · ∇z =
∫
∂Tˆ
(vˆ0 − vˆ∗) · nz −
∫
Tˆ
d̂iv (vˆ0 − vˆ∗)z
=
∫
e4
(vˆ0 − vˆ∗) · n4z −
∫
Tˆ
d̂iv (vˆ0 − vˆ∗)z. (15)
Choose z = (1− xˆ1 − xˆ2 − xˆ3)z˜, z˜ ∈ Pk−1(Tˆ ), then since z = 0 on e4, we get from (15)∫
Tˆ
(1− xˆ1 − xˆ2 − xˆ3)(d̂iv vˆ∗)z˜ =
∫
Tˆ
(1− xˆ1 − xˆ2 − xˆ3)(d̂iv vˆ0)z˜, ∀z˜ ∈ Pk−1(Tˆ ). (16)
Now choose z˜ = d̂iv vˆ∗. Then using the equivalence of norms in finite dimensional spaces,
(16) and the Cauchy-Schwarz inequality we conclude∥∥∥d̂iv vˆ∗∥∥∥2
0,Tˆ
.
∫
Tˆ
(1− xˆ1 − xˆ2 − xˆ3)(d̂iv vˆ∗)2
.
∫
Tˆ
(1− xˆ1 − xˆ2 − xˆ3)(d̂iv vˆ∗)(d̂iv vˆ0)
. sup
xˆ∈Tˆ
(1− xˆ1 − xˆ2 − xˆ3)
∥∥∥d̂iv vˆ∗∥∥∥
0,Tˆ
∥∥∥d̂iv vˆ0∥∥∥
0,Tˆ
.
Finally we can estimate∥∥∥d̂iv vˆ∗∥∥∥
0,Tˆ
.
∥∥∥d̂iv vˆ0∥∥∥
0,Tˆ
≤
∥∥∥d̂iv vˆ∥∥∥
0,Tˆ
+
∥∥∥∥∂vˆ1∂xˆ1
∥∥∥∥
0,Tˆ
=
∥∥∥d̂iv uˆ∥∥∥
0,Tˆ
+
∥∥∥∥∂uˆ1∂xˆ1
∥∥∥∥
0,Tˆ
,
which combined with (14) gets us the final estimate∥∥∥(IˆBDMk uˆ)1∥∥∥
0,Tˆ
. ‖uˆ1‖1,Tˆ +
∥∥∥d̂iv uˆ∥∥∥
0,Tˆ
.
Consider now the transformation
x˜ = JT˜ xˆ (17)
of the reference element Tˆ on the element T˜ of the reference family T1, with
JT˜ =
h1 0. . .
0 hd
 ∈ Rd×d, (18)
where hi, i ∈ Id, are the element size parameters pictured in Figure 1 and 2. Then by
the contra-variant Piola transformation a function vˆ ∈ L2(Tˆ ) gets transformed into a
function v˜ ∈ L2(T˜ ), which has the form
v˜(x˜) =
1
det JT˜
JT˜ vˆ(xˆ) =
1h
−1 0
. . .
0 dh
−1
 vˆ(xˆ),
where we used the shorthand ih =
∏
j∈iId hj .
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Lemma 8. Let v˜ ∈ H1(T˜ ), where T˜ = JT˜ Tˆ + x0. Then on the transformed element T˜
we have the estimate∥∥∥I˜BDMk v˜∥∥∥
0,T˜
.
∑
|α|≤1
hα‖Dαv˜‖0,T˜ + hT˜
∥∥∥d˜iv v˜∥∥∥
0,T˜
, (19)
where hT˜ = max{hi : i ∈ Id}.
Proof. The following proof is essentially the proof of [2, Proposition 3.4]. By straightfor-
ward calculations we observe
‖v˜‖0,T˜ =
∫
T˜
∑
i∈Id
v˜2i
1/2
≤ (det JT˜ )
1/2
∑
i∈Id
ih
−1
(∫
Tˆ
vˆ2i
)1/2
= (det JT˜ )
1/2
∑
i∈Id
ih
−1‖vˆi‖0,Tˆ , (20)
and for i ∈ Id
(det JT˜ )
1/2‖vˆi‖1,Tˆ = ih
∑
|α|≤1
hα‖Dαv˜i‖0,T˜ . (21)
Now using (20), Lemma 7 and (21) we get∥∥∥I˜BDMk v˜∥∥∥
0,T˜
≤ (det JT˜ )
1/2
∑
i∈Id
ih
−1
∥∥∥(IˆBDMk vˆ)i∥∥∥
0,Tˆ
. (det JT˜ )
1/2
∑
i∈Id
ih
−1
(
‖vˆi‖1,Tˆ +
∥∥∥d̂iv vˆ∥∥∥
0,Tˆ
)
.
∑
i∈Id
ih
−1
ih ∑
|α|≤1
hα‖Dαv˜i‖0,T˜ + det JT˜
∥∥∥d˜iv v˜∥∥∥
0,T˜

.
∑
|α|≤1
hα‖Dαv˜‖0,T˜ + hT˜
∥∥∥d˜iv v˜∥∥∥
0,T˜
.
We now get to the main result of this subsection.
Theorem 9. Let the element T satisfy a regular vertex property RVP(c¯), let pd+1 be the
regular vertex, li and hi, i ∈ Id, the corresponding vectors and element size parameters
from Definition 2. Then for v ∈ H1(T ) the estimate
∥∥IBDMk v∥∥0,T . ‖v‖0,T + ∑
j∈Id
hj
∥∥∥∥∂v∂lj
∥∥∥∥
0,T
+ hT ‖div v‖0,T (22)
holds, where the constant only depends on c¯.
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Proof. The steps of the proof are the same as the proof of [2, Theorem 3.1]. For com-
pleteness, we repeat it here. We assume that the regular vertex pd+1 is located at the
origin. By Lemma 4 there exists an element T˜ ∈ T1 and a matrix JT ∈ Rd×d, so that T˜ is
mapped by x = JT x˜ onto T and JTei = li, i ∈ Id. Let v ∈ H1(T ) be the Piola transform
of v˜ ∈ H1(T˜ ), i.e.
v(x) = (detJT )
−1JT v˜(x˜).
Using Lemma 8 we get
∥∥IBDMk v∥∥20,T . ‖JT ‖2∞det JT
‖v˜‖2
0,T˜
+
∑
j∈Id
h2j
∥∥∥∥ ∂v˜∂x˜j
∥∥∥∥2
0,T˜
+ h2
T˜
∥∥∥d˜iv v˜∥∥∥2
0,T˜
 .
We also have
∂v˜
∂x˜j
= (det JT )J
−1
T
∂v
∂lj
, div v(x) = (detJT )
−1d˜iv v˜(x˜), hT˜ =
∥∥J−1T ∥∥∞hT .
Combining these we get
∥∥IBDMk v∥∥20,T . ‖JT ‖2∞∥∥J−1T ∥∥2∞
‖v‖20,T + ∑
j∈Id
h2j
∥∥∥∥∂v∂lj
∥∥∥∥2
0,T
+ h2T ‖div v‖20,T
 ,
and with ‖JT ‖∞,
∥∥J−1T ∥∥∞ ≤ C from Lemma 4, where C depends only on c¯, we conclude
the proof.
3.2 Stability without regular vertex property
As mentioned before, only in three dimensions there can be elements satisfying the
maximum angle condition but not a regular vertex property, so in this subsection we
restrict our observations to the case d = 3.
As shown in [2, Proposition 5.1] with an example, estimates like (9) can not be obtained
for the Raviart-Thomas element family of any order for elements not satisfying a regular
vertex property. Thus in [2, Proposition 4.4] a relaxed estimate for the Raviart-Thomas
interpolant is proved, which we can also show for the Brezzi-Douglas-Marini case. As in
the last subsection, we start with a technical lemma.
Lemma 10. On the reference element T¯ with facets ei, i ∈ Id+1, let f¯1 ∈ L2(e1),
f¯2 ∈ L2(e¯2), f¯3 ∈ L2(e3), where e¯2 is the projection of e2 onto the plane x¯2 = 0, and
u¯(x¯) = (f¯1(x¯2, x¯3), 0, 0)
T , v¯(x¯) = (0, f¯2(x¯1, x¯3), 0)
T , w¯(x¯) = (0, 0, f¯3(x¯1, x¯2))
T .
Then there are functions q¯1 ∈ Pk(e1), q¯2 ∈ Pk(e¯2), q¯3 ∈ Pk(e3), so that
I¯BDMk u¯ = (q¯1(x¯2, x¯3), 0, 0)
T , I¯BDMk v¯ = (0, q¯2(x¯1, x¯3), 0)
T , I¯BDMk w¯ = (0, 0, q¯3(x¯1, x¯2))
T .
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Proof. We proceed similarly to the proof of Lemma 5, by showing that q¯1 is uniquely
defined by the interpolation operator I¯BDMk .
The normal vectors of the facets of T¯ are n1 = (−1, 0, 0)T , n2 = 1√2(1,−1, 0)T ,
n3 = (0, 0,−1)T , n4 = 1√2(0, 1, 1)T , see also Figure 3. By inserting the components into
the relation (6), we get for i = 1∫
e1
f¯1z =
∫
e1
q¯1z, ∀z ∈ Pk(e1), (23)
which again already defines q¯1 uniquely. For i = 3, 4 we again get trivial equalities, and
for i = 2 we calculate, using (23),∫
e2
(u¯− I¯BDMk u¯) · n2z =
1√
2
∫
e2
(f¯1 − q¯1)z
=
∫ 1
0
∫ 1−x¯2
0
(f¯1(x¯2, x¯3)− q¯1(x¯2, x¯3))z(x¯2, x¯2, x¯3)dx¯3dx¯2
=
∫
e1
(f¯1(x¯2, x¯3)− q¯1(x¯2, x¯3))z(x¯2, x¯2, x¯3)dx¯3dx¯2 = 0.
For the internal interpolation conditions (7) we take an arbitrary z ∈ Nk−1(T¯ ), and
choose Z ∈ Pk(T¯ ) so that ∂Z∂x¯1 = z1. Let n = (n1, n2, n3) be the outward normal vector
on ∂T¯ . Then we calculate∫
T¯
u¯ · z =
∫
T¯
f¯1z1 =
∫
T¯
f¯1
∂Z
∂x¯1
=
∫
∂T¯
f¯Zn1 −
∫
T¯
∂f¯1
∂x¯1
Z
=
∫
∂T¯
q¯1Zn1 =
∫
T¯
q¯1
∂Z
∂x¯1
=
∫
T¯
q¯1z1,
which concludes the proof for i = 1, the other results follow analogously.
Now we show a stability estimate on the reference element T¯ .
Lemma 11. Let u¯ ∈ H1(T¯ ), then the estimates∥∥(I¯BDMk u¯)i∥∥0,T¯ . ‖u¯i‖1,T¯ + ∑
j∈iId
∥∥∥∥∂u¯j∂x¯j
∥∥∥∥
0,T¯
, i ∈ Id, (24)
hold.
Proof. Analogous to [2, Lemma 4.3], we could for i = 1, 3 show estimates of the type of
(9) by the same steps as in the proof of Lemma 7. These estimates lead clearly to the
estimates (24). For the second component the stronger bound does not hold. Consider a
function u¯∗ = (u¯1(0, x¯2, x¯3), 0, u¯3(x¯1, x¯2, 0)T and set
v¯ = u¯− u¯∗ =
u¯1 − u¯1(0, x¯2, x¯3)u¯2
u¯3 − u¯3(x¯1, x¯2, 0)
 . (25)
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Then by Lemma 10 we have (I¯BDMk v¯)2 = (I¯
BDM
k u¯)2 and div v¯ = div u¯. Let v¯∗ =
(x¯1q1, 0, x¯3q3)
T and
w¯ = v¯ − v¯∗ =
v¯1 − x¯1q1v¯2
v¯3 − x¯3q3
 , (26)
where q1, q3 ∈ Pk−1(T¯ ) are defined by∫
T¯
w¯1z =
∫
T¯
(v¯1 − x¯1q1)z = 0, ∀z ∈ Pk−1(T¯ ), (27)∫
T¯
w¯3z =
∫
T¯
(v¯3 − x¯3q3)z = 0, ∀z ∈ Pk−1(T¯ ). (28)
Since v¯∗ ∈ Pk(T¯ ), it holds I¯BDMk v¯∗ = v¯∗, and so (I¯BDMk w¯)1 = (I¯BDMk v¯)1 = (I¯BDMk u¯)1.
Now by (6), (7), and using (27) and (28), I¯BDMk w¯ = p¯ = (p¯1, p¯2, p¯3)
T is defined by∫
e1
p¯1z =
∫
e1
w¯1z = 0, ∀z ∈ Pk(e1),∫
e2
(p¯1 − p¯2)z =
∫
e2
(w¯1 − w¯2)z
=
√
2
(∫
T¯
w¯2
∂z
∂x¯2
+
∫
T¯
div (w¯1, w¯2, 0)
)
−
∫
e4
w¯2z, ∀z ∈ Pk(e2),∫
e3
p¯3z =
∫
e1
w¯3z = 0, ∀z ∈ Pk(e3),∫
e4
(p¯2 + p¯3)z =
∫
e1
(w¯2 + w¯3)z
=
√
2
(∫
T¯
w¯2
∂z
∂x¯2
+
∫
T¯
div (0, w¯2, w¯3)
)
−
∫
e2
w¯2z, ∀z ∈ Pk(e4),
and ∫
T¯
p¯1z =
∫
T¯
w¯1z = 0, ∀z ∈ Pk−2(T¯ ),∫
T¯
p¯2z =
∫
T¯
w¯2z, ∀z ∈ Pk−2(T¯ ),∫
T¯
p¯3z =
∫
T¯
w¯3z = 0, ∀z ∈ Pk−2(T¯ ),∫
T¯
p¯ · z =
∫
T¯
w¯ · z
=
∫
T¯
(w¯1z1 + w¯2z2 + w¯3z3) =
∫
T¯
w¯2z, ∀z ∈ Sk−1(T¯ ).
This implies that we can estimate, analogously to (14),∥∥(I¯BDMk u¯)2∥∥0,T¯ = ‖p¯2‖0,T¯ . ‖w¯2‖1,T¯ + ∥∥div (0, w¯2, w¯3)∥∥0,T¯ + ∥∥div (w¯1, w¯2, 0)∥∥0,T¯ ,
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and now using (25), (26) we get∥∥(I¯BDMk u¯)2∥∥0,T¯ .
‖u¯2‖1,T¯ +
∥∥∥∥∂u¯1∂x¯1
∥∥∥∥
0,T¯
+
∥∥∥∥∂u¯3∂x¯3
∥∥∥∥
0,T¯
+
∥∥∥∥∂(x¯1q1)∂x¯1
∥∥∥∥
0,T¯
+
∥∥∥∥∂(x¯3q3)∂x¯3
∥∥∥∥
0,T¯
. (29)
We now have to estimate the last two terms. Observe that for all z ∈ Pk(T¯ )
0 =
∫
T¯
w¯3
∂z
∂x¯3
= −
∫
T¯
∂w¯3
∂x¯3
z +
∫
∂T¯
w¯3n3z.
Choosing z = (1− x¯2 − x¯3)z˜, z˜ ∈ Pk−1(T¯ ) makes the boundary term vanish, so with the
definition of w3 we get∫
T¯
∂(x¯3q3)
∂x¯3
(1− x¯2 − x¯3)z˜ =
∫
T¯
∂u¯3
∂x¯3
(1− x¯2 − x¯3)z˜,
which by similar considerations as in the proof of Lemma 7 yields the estimate∥∥∥∥∂(x¯3q3)∂x¯3
∥∥∥∥
0,T¯
.
∥∥∥∥∂u¯3∂x¯3
∥∥∥∥
0,T¯
. (30)
Analogous steps get us ∥∥∥∥∂(x¯1q1)∂x¯1
∥∥∥∥
0,T¯
.
∥∥∥∥∂u¯1∂x¯1
∥∥∥∥
0,T¯
. (31)
Combining (29), (30) and (31) yields the desired inequality.
The transformation (17), (18) on the reference element T¯ , yields an element T˜ of the
reference family T2, see Figure 3, and gets us the following lemma.
Lemma 12. Let v˜ ∈ H1(T˜ ), where T˜ = JT˜ T¯ . Then on the transformed element T˜ we
have the estimate
∥∥∥I˜BDMk v˜∥∥∥
0,T˜
.
∑
|α|≤1
hα‖Dαv˜‖0,T˜ +
∑
i∈Id
hi
∑
j∈iId
∥∥∥∥∂v˜j∂x˜j
∥∥∥∥
0,T˜
 . ‖v˜‖0,T˜ + hT˜ |v˜|1,T˜ .
Proof. The proof is analogous to that of Lemma 8, where instead of Lemma 7 we use
Lemma 11.
Remark 13. It was mentioned in [2, Remark 4.1], that for the Raviart-Thomas interpo-
lation, estimates like (9) and (19) could be reached for the components i ∈ {1, 3}. This is
also possible for the Brezzi-Douglas-Marini interpolant, but in order to get to the better
estimate on the general element, we would require this estimate for all components.
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Theorem 14. Let T be an element satisfying a maximum angle condition MAC (φ¯).
Then for v ∈ H1(T ) the estimate
∥∥IBDMk v∥∥0,T . ‖v‖0,T + hT ∑
j∈Id
∥∥∥∥ ∂v∂xj
∥∥∥∥
0,T
(32)
holds, where the constant only depends on φ¯.
Proof. We follow the steps from the proof of [2, Theorem 4.1]. The difference to the proof
of Theorem 9 is, that on reference family T2 only the weaker stability estimate holds,
so similarly we only get a weaker estimate on the general element. Also instead of the
directional derivatives, we now use the standard partial derivatives.
Following from Lemma 3, there is an element T˜ ∈ T1 ∪ T2 and an affine mapping
x˜ 7→ JT x˜+x0, ‖JT ‖∞,
∥∥J−1T ∥∥∞ ≤ C, so that T˜ is mapped onto T . For a simpler notation
we assume x0 = 0. If T˜ ∈ T1, then T satisfies a regular vertex property with a constant
only dependent on φ¯ so that Theorem 9 applies, so we assume T˜ ∈ T2. Using the definition
of the Piola transform,
v(x) =
1
det JT
JT v˜(x˜), I
BDM
k v(x) =
1
det JT
JT I˜
BDM
k v˜(x˜), x = JT x˜,
Lemma 12 and changing variables, we can calculate
∥∥IBDMk v∥∥0,T . ‖JT ‖∞(det JT )1/2
∥∥∥I˜BDMk v˜∥∥∥
0,T˜
. ‖JT ‖∞
(det JT )
1/2
(det JT )1/2∥∥J−1T ∥∥∞‖v‖0,T + hT ∑
i,j∈Id
∥∥∥∥ ∂v˜i∂x˜j
∥∥∥∥
0,T˜

. ‖JT ‖∞
∥∥J−1T ∥∥∞
‖v‖0,T + hT ‖JT ‖∞ ∑
i,j∈Id
∥∥∥∥ ∂vi∂xj
∥∥∥∥
0,T
 .
Remark 15. Instead of the directional derivatives, that were used in Theorem 19, we
use the standard partial derivatives here, since handling these is easier and more natural.
For the anisotropic type of estimates, different paradigms are available. The one used in
Theorem 9 employs directional derivatives, as seen also in [2], while a different approach
uses element independent coordinate systems and a condition relating the location of
the element to the coordinate system, see [4]. In either case, the element size parameters
need to be defined carefully and these definitions are not necessarily the same for the
two systems.
Example 16 (Necessity of the maximum angle condition). We show that estimate
(32) can not be achieved without a maximum angle condition. Consider the triangle
T ∗ pictured in Figure 5. For a decreasing parameter h, the interior angle at p2 gets
arbitrarily close to pi, thus the family of triangles does not satisfy MAC (φ¯) for any φ¯.
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x1
x2
1
h
−1
p1
p2
p3
T ∗
Figure 5: Family of triangles not satisfying a maximum angle condition for h→ 0
Let the function v ∈ L2(T ∗) be defined by v(x) = (0, x21). Then one can compute its
Brezzi-Douglas-Marini interpolant on T ∗ as IBDM1 v(x) = (
1
2hx1,− 12hx2 + 13)T . Calculating
the individual terms
∥∥IBDMk v∥∥0,T ∗ =
√
1
24h
+
h
24
−→
h→0
∞,
‖v2‖0,T ∗ =
√
h
15
−→
h→0
0,∥∥∥∥∂v2∂x1
∥∥∥∥
0,T ∗
=
√
2
3
h −→
h→0
0,
we can see that, with an increasing aspect ratio and increasing interior angle at p2, the
stability estimate from Theorem 14,∥∥IBDMk v∥∥0,T ∗ . ‖v‖0,T ∗ + ∑
i,j∈Id
∥∥∥∥ ∂vi∂xj
∥∥∥∥
0,T ∗
= ‖v2‖0,T ∗ +
∥∥∥∥∂v2∂x1
∥∥∥∥
0,T ∗
,
does not hold. Hence the maximum angle condition is a necessary condition for the
theorem.
4 Interpolation error estimates
Before getting to the interpolation error estimates, we establish a lemma of Deny-Lions
or Bramble-Hilbert type for elements satisfying a regular vertex property. As a necessary
prerequisite, we state the following result without proof. It is based on a more general
result from [13], and can be found in [4, Lemma 2.1].
Lemma 17. Let A ⊂ Rd be a connected set which is star-shaped with respect to a ball
B ⊂ A. Let γ be a multi-index with |γ| ≤ k and v ∈ Hm+1(A), m, k ∈ N, 0 ≤ k ≤ m+ 1.
Then there is a polynomial w ∈ Pm so that
‖Dγ(v − w)‖m+1−k,A . |Dγv|m+1−k,A (33)
holds. The constant depends only on d, m, diamA, and diamB. The polynomial w
depends only on m, v, B, but not on γ.
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We use this lemma on a reference element, where the dependencies of the constant
are clearly bounded, and then work with the same transformations as before to get to a
general element. The following lemma is mainly [2, Lemma 6.1].
Lemma 18. Let T be an element satisfying RVP(c¯), with regular vertex pd+1, and li,
hi the vectors and element size parameters from Definition 2. Then for v ∈ Hm+1(T ),
m ≥ 0 there is a w ∈ Pm(T ), so that the estimates
‖v −w‖0,T .
∑
|α|=m+1
hα
∥∥∥∥ ∂v∂lα
∥∥∥∥
0,T
,
∥∥∥∥∂(v −w)∂l1
∥∥∥∥
0,T
.
∑
|α|=m
hα
∥∥∥∥∥ ∂m+1v∂lα1+11 ∂lα22 . . . ∂lαdd
∥∥∥∥∥
0,T
and analogous estimates for ∂(u−w)∂li , i ∈ 1Id, hold. Additionally the estimate
‖div (v −w)‖0,T . hmT ‖Dmdiv v‖0,T
holds, where Dmf is the sum of the absolute values of all derivatives of order m of f .
Proof. We detail the proof of the first estimate, since it is not explicitly given in [2], and
refer to the reference for the two other analogous proofs.
For a simpler notation assume again pd+1 = 0. We then know from Lemma 4, that
there is a linear transformation with matrix JT , so that an element T˜ ∈ T1 gets mapped
to T , and that ‖JT ‖∞,
∥∥J−1T ∥∥∞ ≤ C(c¯).
Choosing γ = (0, 0, 0), k = 0 and using (33) on the reference element Tˆ we get for
i ∈ Id
‖vˆi − wˆi‖0,Tˆ . ‖vˆi − wˆi‖m+1,Tˆ .
∑
|α|=m+1
∥∥∥∥ ∂m+1vˆi∂xˆα11 . . . ∂xˆαdd
∥∥∥∥
0,Tˆ
, (34)
The transformation onto the element of the reference family T˜ yields the functions
vˆi = det
(
JT˜
) 1
hi
v˜i, wˆi = det
(
JT˜
) 1
hi
w˜i,
∂vˆi
∂xˆj
= det
(
JT˜
) 1
hi
∂v˜i
∂x˜j
hj .
Combining these relations with (34) we get
‖v˜i − w˜i‖0,T˜ .
∑
|α|=m+1
hα
∥∥∥∥ ∂m+1v˜i∂x˜α11 . . . ∂x˜αdd
∥∥∥∥
0,T˜
,
and thus
‖v˜ − w˜‖0,T˜ .
∑
|α|=m+1
hα
∥∥∥∥ ∂m+1v˜∂x˜α11 . . . ∂x˜αdd
∥∥∥∥
0,T˜
,
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where v˜ ∈ Hm+1(T˜ ), w˜ ∈ Pm(T˜ ) are the Piola transforms of v ∈ Hm+1(T ), w ∈ Pm(T ),
defined by
v(x) =
1
det JT
JT v˜(x˜), w(x) =
1
det JT
JT w˜(x˜), x = JT x˜.
Using these definitions we get the first estimate.
Finally, we can now prove the local interpolation error estimates. The proof is identical
to the proof of [2, Theorem 6.2].
Theorem 19. Let k ≥ 1, and let T be an element satisfying RVP(c¯), with regular vertex
pd+1, and li, hi the vectors and element size parameters from Definition 2. Then for
0 ≤ m ≤ k, v ∈ Hm+1(T ) the estimate∥∥v − IBDMk v∥∥0,T . ∑
|α|=m+1
hα‖Dαl v‖0,T + hm+1T ‖Dmdiv v‖0,T (35)
holds, where the constant only depends on c¯ and k, and Dαl =
∂|α|
∂l
α1
1 ...∂l
αd
d
.
Proof. Due to the properties of the interpolation operator and m ≤ k, the equality
v − IBDMk v = v −w − IBDMk (v −w) (36)
holds for an arbitrary function w ∈ Pm(T ). Now using the triangle inequality, Theorem 9
and choosing w ∈ Pm(T ) as in Lemma 18, we get∥∥v − IBDMk v∥∥0,T ≤ ‖v −w‖0,T + ∥∥IBDMk (v −w)∥∥0,T
. ‖v −w‖0,T +
∑
i,j∈Id
hj
∥∥∥∥∂(vi − wi)∂lj
∥∥∥∥
0,T
+ hT ‖div (v −w)‖0,T
.
∑
|α|=m+1
hα‖Dαl v‖0,T + hm+1T ‖Dmdiv v‖0,T .
For elements only satisfying a maximum angle condition, we get a weaker estimate.
Theorem 20. Let k ≥ 1, and let T be an element satisfying MAC (φ¯). Then for 0 ≤
m ≤ k and v ∈ Hm+1(T ) the estimate∥∥v − IBDMk v∥∥0,T . hm+1T ∥∥Dm+1v∥∥0,T (37)
holds, where the constant only depends on φ¯ and k.
Proof. The proof follows along the same steps as that of Theorem 19, where now the
stability estimate (32) is used.
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Example 21 (Weaker estimate without regular vertex property). The estimates under
just a maximum angle condition, (32) and (37), are clearly weaker than the ones under a
regular vertex property, (22) and (35). In some applications, e.g. the Stokes equations,
when using appropriate finite element methods, the divergence term vanishes elementwise,
so that under a regular vertex property we are left with a completely anisotropic estimate,
while under a maximum angle condition and lacking a regular vertex property the
individual derivatives enter the estimate with the element diameter as coefficient and we
do not gain an advantage from using a small element size parameter.
An estimate of type (35) can not be achieved for elements not satisfying a regular
vertex property, as we show by the following example. Consider the function u(x) =
(x1x3,−x2x3, 0)T on the tetrahedron T˜ with vertices at p1 = (0, 0, 0)T , p2 = (h1, 0, 0)T ,
p3 = (0, 0, h3)
T , p4 = (0, h2, h3)
T , which is a rotated version of the tetrahedron pictured
in Figure 3. Then its lowest order Brezzi-Marini-Douglas interpolant is
(IBDM1 u)(x) = h3
 25x1−35x2
−h310 + 15x3
 .
By directly calculating the norms, we get∥∥u− IBDM1 u∥∥0,T˜ . ∑
|α|=1
hα‖Dαu‖0,T˜ + hT˜ ‖div u‖0,T˜
⇔
(
3∑
i=1
∥∥ui − (IBDM1 u)i∥∥20,T˜
)1/2
.
3∑
i=1
hi
(∥∥∥∥∂u1∂xi
∥∥∥∥2
0,T˜
+
∥∥∥∥∂u2∂xi
∥∥∥∥2
0,T˜
)1/2
⇔
(
38h21 + 38h
2
2 + 21h
2
3
3150
)1/2
. h1 + h2 +
(
h21 + h
2
2
3
)1/2
⇔ 21h23 . 4162(h21 + h22) + 6300
(
h1h2 +
(
h41 + h
2
1h
2
2
3
)1/2
+
(
h21h
2
2 + h
4
2
3
)1/2)
.
Inspecting now both sides of the estimate, we see that for a sufficiently stretched element
in the x3 direction, i.e. h3  h1, h2, the inequality and thus the interpolation estimate
does not hold.
5 Application to the Stokes equations
In this final section, we give a short numerical example to illustrate that when using a
finite element method with Brezzi-Douglas-Marini elements, elements with large aspect
ratio do not negatively influence the convergence characteristics, and are beneficial for
adequate problems.
The example, see also [11], considers the steady Stokes equations on the unit square
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(a) Plot of the exact velocity solution for
 = 0.01
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(b) Shishkin type mesh for  = 0.01, N = 23,
maximal aspect ratio σ ≈ 8.9
Figure 6: Exact velocity and example mesh used in the calculations
Ω = (0, 1)2 in the form
−ν∆u +∇p = f on Ω,
−∇ · u = 0 on Ω,
u = g on ∂Ω.
For a complete introduction to the Stokes equations, we refer to [16], and keep our
text short. We follow [23] and use a mixed finite element method with lowest-order
Brezzi-Douglas-Marini elements and piecewise constants for the velocity and pressure
approximation, respectively. As this method is not H1-conforming, we use means from the
discontinuous Galerkin framework, as described in e.g. [9, 10, 12, 23]. We refer to these
references for the details on discontinuous Galerkin methods and their application to the
Stokes equations. In particular, we employ the symmetric interior penalty formulation of
the bilinear form ah(uh,vh), which is defined by, see [23],
ah(uh,vh) = ν
∫
Ω
∇huh : ∇hvhdx
− ν
∑
e∈Fh
∫
e
(
{{∇uh}}ne · [[vh]] + [[uh]] · {{∇vh}}ne − γ
he
[[uh]] · [[vh]]
)
ds,
where {{·} and [[·]] denote the average and jump of a function on a facet, and γ is the
jump penalization parameter. For the calculations we choose the exact solution (u, p)
u(x) =
(
∂ξ
∂x2
,− ∂ξ
∂x1
)
,
p(x) = exp
(
−x1

)
,
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Figure 7: Convergence plots of the discrete velocity and pressure solutions for various
values for the parameter 
where the stream function is defined as ξ(x) = x21(1−x1)2x22(1−x2)2 exp
(−x1 ). Figure 6a
shows a plot of the magnitude of the exact velocity for the parameter value  = 0.01,
where the exponential boundary layer near x1 = 0 is clearly visible. The layer has a width
of O() and is also present in the pressure solution. For the calculations we use Shishkin
type meshes as pictured in Figure 6b, which are for a parameter N ≥ 2 constructed in
the following way. For a transition point parameter τ ∈ (0, 1) generate a grid of points
(xi1, x
j
2),
xi1 =
{
i2τN , 0 ≤ i ≤ N2 , i ∈ N,
τ +
(
i− N2
) 2(1−τ)
N ,
N
2 < i ≤ N, i ∈ N,
xj2 =
j
N
, 0 ≤ j ≤ N, j ∈ N.
Now connect the grid points with edges to get a rectangular mesh, and subdivide each
rectangle into two triangles. Like this we get a triangulation of Ω with n = 2N2 elements
and an aspect ratio of σ =
√
1+4τ2
1+2τ−√1+4τ2 , see Figure 6b. For the parameters in the following
calculations we choose ν = 1 and τ = min{12 , 3|ln()|}, so that the anisotropic elements
cover approximately three times the boundary layer width. Initially following [23] for the
value of the jump penalization parameter, we finally included a slight dependence on the
aspect ratio and set γ = 4k2dlog(σ)e = 4dlog(σ)e, so that γ ∼ |log()| for small .
From e.g. [9, 21, 23] we know that for a discrete solution (uh, ph) of our method on
a shape regular triangulation, the quantities ‖∇h(u− uh)‖0,Ω and ‖p− ph‖0,Ω should
have an order of convergence of 1. In particular, [21, Theorem 5.4] states, that under the
above assumptions the estimate
‖∇h(u− uh)‖0,Ω . h‖u‖1,Ω
holds, and by applying our result Theorem 20, we can deduce an analogous estimate for the
anisotropic triangulations. This means that under the assumption of a Lipschitz domain,
23
and H2 ×H1 regularity of the solution (u, p) of the Stokes problem, the assumption of
a shape regular triangulation can be relaxed to a maximum angle condition, while still
retaining optimal convergence characteristics.
Figure 7 shows, that the convergence rate for the Shishkin type meshes is optimal, and
the error is by orders of magnitude lower compared to the uniform meshes. It shows also,
that the uniform meshes do not reach the optimal convergence rate, until the boundary
layer is resolved sufficiently. This does not happen in our calculation for the parameter
value  = 10−4, where for the finest mesh with 8 392 704 degrees of freedom the mesh size
parameter is h ≈ 1.38e-3 and the boundary layer is τ ≈ 4.0e-4 wide.
So in conclusion, anisotropic elements significantly reduce the error compared with the
uniform meshes and the optimal convergence rate is achieved much sooner.
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