Abstract. The μ-bases of rational curves and surfaces are newly developed tools which play an important role in connecting parametric forms and implicit forms of curves and surfaces. However, exact μ-bases may have high degree with complicated rational coefficients and are often hard to compute (especially for surfaces), and sometimes they are not easy to use in geometric modeling and processing applications. In this paper, we introduce approximate μ-bases for rational curves and surfaces, and present an algorithm to compute approximate μ-bases. The algorithm amounts to solving a generalized eigenvalue problem and some quadratic programming problems with linear constraints. As applications, approximate implicitization and degree reduction of rational curves and surfaces with approximate μ-bases are discussed. Both the parametric equations and the implicit equations of the approximate curves/surfaces are easily obtained by using the approximate μ-bases. As indicated by the examples, the proposed algorithm may be a useful alternative to other methods for approximate implicitization.
Introduction
The concept of μ-bases was first introduced in [9] to derive a compact representation for the implicit equation of a planar rational curve. The basic idea of μ-bases originates in a method called moving curves and surfaces to implicitize rational curves and surfaces [16] . The μ-basis of a planar rational curve of degree n consists of two polynomials p(x, y; t) and q(x, y; t) which are linear in x, y and degree μ and n − μ in t respectively, where 0 μ n/2 . The resultant of p and q with respect to t gives the implicit equation of the rational curve. In the generic case, μ = n/2 , and thus the implicit equation of a rational curve can be expressed as a determinant of size n/2 × n/2 , whereas previous resultantbased methods express the implicit equation as either an n × n determinant or an 2n × 2n determinant. The μ-basis can not only compute the implicit equation of a rational curve, but also recover the parametric equation of the curve conveniently. Thus μ-bases connect the and the parametric form of a curve.
The concept of μ-bases was subsequently generalized to rational ruled surfaces [2, 6] and general rational surfaces [7] . Various algorithms to compute the μ-bases for rational curves and rational surfaces were developed [3, 10, 19] . Applications of μ-bases to implicitization, singular point computation and surface reparameterization are explored as well [4, 5, 8] . Thus μ-bases provide a new tool to study curves and surfaces in geometric modeling.
However, the use of exact μ-bases leads to some problems in applications. First, general μ-bases may have very complicated rational coefficients and/or high degree, and they are therefore hard to use in practice. Second, it is very costly to compute μ-bases, especially for surfaces. Finally, curves and surfaces in CAD systems are usually described by floating point coefficients, and in these situations, exact μ-bases are often unnecessary. To overcome these difficulties, we introduce the concept of approximate μ-bases. These bases have low degree and are described by floating point coefficients. They can be found by numerical techniques.
A direct application of approximate μ-bases is the approximate implicitization (see [1, 11, 17, 18] ) of rational curves and surfaces. As an obvious advantage of the new approach, both a parametric and an implicit representation of the approximating curve or surface are available, and the parametric equation can be easily recovered by evaluating the exterior product of the approximate μ-bases. In addition, the new approach can also be used as a degree reduction technique for rational curves and surfaces. See [12, 13, 14, 15] for more information on this topic.
The organization of the paper is as follows. Section 2 reviews some preliminary results about the μ-bases of rational curves and surfaces. Section 3 introduces approximate μ-bases for rational curves and presents an algorithm to compute them. Applications of approximate μ-bases to approximate implicitization and degree reduction are discussed. In Section 4, we generalize the results of Section 3 to rational surfaces. Finally we conclude this paper.
μ-Bases of Rational Curves and Surfaces
Consider a planar rational curve in homogenous form
where a(t), b(t), c(t) are relatively prime polynomials whose maximum degree equals n. A moving line is a family of lines with parameter t,
where A(t), B(t), C(t) are polynomials. For simplicity, sometimes we write a moving line as L(t) := (A(t), B(t), C(t)). The moving line (2) is said to follow the rational curve (1) if
A μ-basis of a planar rational curve of degree n consists of two independent moving lines p = p 1 x+p 2 y+p 3 and q = q 1 x+q 2 y+q 3 that follow the curve, where the degree in t of p and q sums up to n. Let p = (p 1 , p 2 , p 3 ) and q = (q 1 , q 2 , q 3 ). Then the μ-basis has the following properties [3]:
1. p × q = κ(a, b, c) for some non-zero constant κ. 2. For any moving line l(t), there exist polynomials h 1 (t) and h 2 (t) such that
3. The resultant of p and q with respect to t gives the implicit equation of the rational curve (1).
The concept of μ-bases can be generalized to rational surfaces. Let 
A μ-basis of the rational surface (4) 
Furthermore, p, q, r are said to form a minimal μ-basis of the rational surface (4) if p, q, r have minimal degree. Unlike curves, for surfaces many possible notions of minimal degree exist. One notion that works well for tensor product surfaces is the following. 
as the μ-basis of the rational surface (4) . As observed in [7] , a μ-basis forms a basis for the set of all the moving planes following P(s, t).
Approximate μ-Bases of Rational Curves
In this section, we introduce the novel concept of approximate μ-bases for rational curves and present an algorithm to compute them. The applications to approximate implicitization and to degree reduction of rational curves are also discussed.
Approximate μ-Bases
For the given rational curve P(t) defined in (1), if a moving line satisfies
then we call the moving line A(t)x + B(t)y + C(t) = 0 an approximate moving line of P(t). Here "≈" means that the left hand side of the equation (8) is approximately zero with respect to some criteria which will be specified later.
An approximate μ-basis of the rational curve P(t) consists of two approximate moving lines p(t) and q(t) such that p(t)× q(t) is a good approximation to P(t). It is obvious that a different choice for the approximation criteria will lead to a different specification for the approximate μ-basis. In the next subsection, we will provide more details of the criteria in order to facilitate the computation of approximate μ-bases.
Computation
We describe the computation of the first and of the second approximate moving line.
Computing the first line. The moving line is written in Bézier form,
where
, and 0 < μ n/2 . In order to deal with condition (8), we introduce the following optimization problem:
Furthermore, we normalize the approximate moving line by imposing
In order to find the first approximate moving line, we minimize (9) subject to (10) . Let
where g(t) is a vector of dimension 3(μ + 1) with the components
) is a vector which consists of all the unknown coefficients of p(t). The objective function (9) can be rewritten as
where M is a positive semi-definite 3(μ + 1) × 3(μ + 1) matrix. Similarly, the normalization condition is rewritten as
where 
the optimization problem can be rewritten as
If det M = 0, then there existsx
In this case, a(t)p 1 (t) + b(t)p 2 (t) + c(t)p 3 (t) ≡ 0, which means p(t) is an exact moving line. Otherwise, if det M = 0, i.e., if M is positive definite, then there do not exist exact moving lines of degree μ. The solution of (11) then defines an approximate moving line. The problem (11) can be solved by using Lagrangian multipliers. A short computation leads to the equations
and xMx T = λ. Therefore computing an approximate moving line p(t) is equivalent to solving the generalized eigenvalue problem (12) .
, which are the generalized eigenvalues, and the corresponding eigenvectors are x 1 , x 2 , · · · , x γ . Since xMx T = λ, the optimal solution is given by x = x 1 . Thus we get one element p(t) = (x 11 · t, x 12 · t, x 13 · t) of the approximate μ-basis.
Computing the second line. An obvious choice for the second element q(t) of the approximate μ-basis is q(t) = (x 21 ·t, x 22 ·t, x 23 ·t) . However, such a choice may have some limitations. First, the degree of q(t) must be the same as p(t). Second, it may happen that the curve p(t)×q(t) is not defined at some parameter values in [0, 1], i.e., there exists t 0 ∈ [0, 1] such that the third component of p(t 0 ) × q(t 0 ) is zero. Third, p(t) × q(t) may not be a good approximation of the given curve P(t). In this section, we develop other techniques to find the second element q(t) of the approximate μ-basis. We assume that deg(q) =μ μ.
Let y be the vector consisting of the coefficients of q(t). In order to define a reasonable curve from p × q :=P(t) := (ā,b,c), q must satisfy p 1 (t)q 2 (t) − q 2 (t)p 1 (t) = 0 for all t ∈ [0, 1]. On the other hand, we expect thatP(t) is a good approximation of P(t), i.e.,ā/a ≈b/b ≈c/c. Hence, we minimize
Summing up, we need to solve the optimization problem yMy T → min subject to yNy T = 1 and T , e i is a small positive number, i = 1, . . . , 3(μ+1). Thus instead of solving (13), we will solve yMy T → min subject to yNy T = 1 and Ly
In order to simplify this problem, we first solve a series of simpler optimization problems, yMy T → min subject to y i = 1 and Ly In the following, we propose a technique to determine the optimal coefficients. In order to find them, we maximize the angle between the two moving lines p(t) = 0 and q(t) = 0. Since the normals of the two lines are (p 2 , −p 1 ) and (q 2 , −q 1 ) respectively, we will minimize 1 0
2 dt. This leads to the following optimization problem: Consequently, in order to find the second moving line, we need solve at most 3μ + 4 quadratic programming problems with linear constraints.
Remark 1. Ifμ = μ, we can set
where x 2 , . . . , x l are generalized eigenvectors defined in (12), and α i , i = 2, . . . , l are the coefficients. Here we choose l 2 such that λ l 2 √ λ 1 . The coefficients can be computed by solving a quadratic programming problem. Set μ = 2,μ = 3. With the method presented in the previous sub-subsection, the approximate μ-bases are computed as As a comparison, the exact μ-basis computed by the algorithm in [3] consists of two moving lines of degree six, and the coefficients in the μ-basis are integers with approximately forty digits.
Example 1. Given a rational curve P(t) = (a(t), b(t), c(t)) of degree 12:
a(t) =p = ( − 0.05102032592B 2 0 (t) − 0.4807954605B 2 1 (t) − 1.038288624B 2 2 (t), − 0.06065488069B 2 0 (t) − 0.1692187275B 2 1 (t) − 1.694077190B 2 2 (t), 0.005200267248B 2 0 (t) − 0.2832738286B 2 1 (t) + 3.279553214B
Applications
We present two applications of approximate μ-bases of rational curves to degree reduction and to approximate implicitization, respectively. Degree reduction. Based on the approximate μ-basis, a degree reduced rational curveP(t) can be obtained directly from the exterior product of p(t) and q(t). Assume the error between the original curve and the degree reduced curve is measured by 
For the curve in Example 1, the approximation error is 0.00332. Figure 1 .a illustrates the approximation result, where the original curve is dashed, and the degree reduced curve is solid.
As a comparison, if we use Eck's method [13] to reduce the same degree of the curve in Example 1, the degree reduction error is 0.0114. See Figure 1 .b for an illustration.
In some cases, boundary conditions [13] are required. In order to satisfy them, we require that p(t) respects the conditions
The conditions (18) can be written in matrix form Qx T = 0, where Q is a matrix of order 2(k + 1) × 3(μ + 1). Hence p(t) is the solution of the following optimization problem:
In order to find q(t), we add Qx T = 0 to (15).
Example 2.
We continue the previous example. If we impose C 1 end-points interpolation conditions, and -in order to simplify the computation -set μ = μ = 2, then 
The error is 0.0525. If we use Eck's method to obtain an end-point C 1 interpolation reduction, the approximate error is 0.156. Figure 2 .a and Figure 2 .b depict the degree-reduced curves.
A more detailed comparison with other techniques for degree reduction may be a subject for further research. Unlike most existing techniques, our method can handle rational curves, and it generates a truly rational curve.
Approximate implicitization. By computing the resultant of p = p(t) · (x, y, 1) and q = q(t) · (x, y, 1) with respect to t, we obtain the approximate implicit equation of the original curve. Note that the curve defined by the implicit equation has -at the same time -a rational parameterization. 
Approximate μ-Bases of Rational Surfaces
We generalize the results for approximate μ-bases of rational curves to rational surfaces. Since the discussions are similar to those for rational curves, we just outline the main results.
Definition and Computation
Consider a rational parametric surface of bi-degree (m, n) in homogeneous form,
P(s, t) = (a(s, t), b(s, t), c(s, t), d(s, t))
(A(s, t)a(s, t) + B(s, t)b(s, t) + C(s, t)c(s, t) + D(s, t)d(s, t)) ds dt (21)
subject to the normalization condition
An approximate μ-basis of P(s, t) consists of three approximate moving planes 
with control points p ij = (p ij1 , p ij2 , p ij3 , p ij4 ), etc. While each of the three moving planes could have different degrees, we choose all of them to be equal to m 0 , n 0 . Similar to the curve case, the approximate moving planes can be obtained by solving the generalized eigenvalue problems p(s, t), q(s, t), and r(s, t) , respectively. But if we expect [p(s, t), q(s, t), r(s, t) ] to represent a rational surface patch over [0, 1] 2 , then for any (s, t)
must hold. In order to satisfy this condition, we only select y 1 and y 2 as the coefficients of p and q respectively. The coefficient vector z of the element r is set to be the linear combination of y 3 , . . . , y l for some l < γ: z = l i=3 α i y i . The coefficients will be determined by requiring (25) holds and the angles between r and p (and q) are not too small. Then r is the solution of the following problem
zMz
T → min subject to zNz T = 1 and Lz
where L is a matrix of size (3m 0 + 1)(3n 0 + 1) × 4(m 0 + 1)(n 0 + 1). This problem can be solved in a similar way as in the curve case.
Examples and Applications
We provides two examples to illustrate some applications of approximate μ-bases of rational surfaces -approximate implicitization and degree reduction. The bicubic parametric surface [p, q, r] can serve as a degree-reduced surface. The approximation error is 0.0436. An approximate implicit equation of degree six can also be obtained by eliminating s, t from p, q, r. Note that the exact algebraic degree of the surface is 50.
Conclusion and Future Work
In this paper, approximate μ-bases of rational curves and surfaces are studied. Algorithms are provided to compute the approximate μ-bases, which amount to solve generalized eigenvalue problems and some quadratic programming problems. Applications of approximate μ-bases in degree reduction and approximate implicitization are explored. Examples seem to suggest that the techniques presented in this paper are competitive with other known methods, but this should be studied further.
In order to compute the approximate μ-bases, quadratic programming problems have to be solved. In the future, we will discuss how to define and compute approximate μ-bases in a more general and efficient approach. Other applications of approximate μ-bases will be explored as well.
