Variable-step finite difference schemes for the solution of
  Sturm-Liouville problems by Amodio, Pierluigi & Settanni, Giuseppina
ar
X
iv
:1
40
1.
42
94
v1
  [
ma
th.
NA
]  
17
 Ja
n 2
01
4
Variable-step finite difference schemes for the
solution of Sturm-Liouville problems
Pierluigi Amodio a,∗, Giuseppina Settanni b,
aDipartimento di Matematica, Universita` di Bari
via E. Orabona 4, 70125 Bari, Italy
bDipartimento di Matematica e Fisica “E. De Giorgi”, Universita` del Salento, via
per Arnesano, 73047 Monteroni di Lecce, Lecce, Italy
Abstract
We discuss the solution of regular and singular Sturm-Liouville problems by means
of High Order Finite Difference Schemes. We describe a code to define a discrete
problem and its numerical solution by means of linear algebra techniques. Different
test problems are proposed to emphasize the behaviour of the proposed algorithm.
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1 Introduction
Since many applications in quantum physics, quantum chemistry, science and
industry are connected to Sturm-Liouville problems (SLPs), their solution has
drummed up interest of several researches. Many codes have been developed
to solve regular and singular problems. The first Fortran software package
SLEIGN, introduced in [14,15,17,22], computes automatically the eigenvalues
and the eigenfunctions of some classes of SLPs, using the Pru¨fer transfor-
mation and the oscillatory properties of the eigenfunctions. It requires the
linear second order differential equation turned into a nonlinear first-order
one of double size. Althought the code is reliable, sometimes it is slow and
fails on some problems too. For this reason, a new version of this code, named
∗ Corresponding author.
Email addresses: pierluigi.amodio@uniba.it (Pierluigi Amodio),
giuseppina.settanni@unisalento.it (Giuseppina Settanni).
Preprint submitted to Elsevier 7 August 2018
SLEIGN2 [16], has been developed in order to solve with any self-adjoint,
separated or coupled boundary conditions, and with nearly all the classifica-
tion of the endpoints of the interval, giving both quantitative and qualitative
knowledge of the properties of self-adjoint Sturm-Liouville problems. Based
on the approximation of the coefficients introduced by Pruess [25], two other
Fortran codes have been also proposed. Both packages produce estimates of
the eigenvalues and the eigenfunctions for regular and singular problems clas-
sifying the endpoints and the spectrum of the eigenvalues. In particular, the
code SLEDGE in [26] fulfils the control of the global error, while SL02F in [27]
uses a Pru¨fer transformation. Recently, it is implemented a MATLAB code
MATSLISE, see [21], applying Constant Perturbation Methods [20] for solving
regular SLPs, one-dimensional Schro¨dinger equations and radial Schro¨dinger
equations with a distorted Coulomb potential. Actually, the first four codes
have a larger range of applicability than the last one, although the latter is
more efficient in the outlined class.
All these codes use standard ODE techniques to solve the discrete problem
associated to SLPs. Across the last years, a class of matrix methods has been
also developed, which applies finite differences or finite elements to SLPs,
reducing the continuous problem to a matrix eigenvalue problem. In order
to improve the numerical estimate of the eigenvalues, asymptotic corrections
are also adopted, see [13,24]. Following this approach, in [1,2,3] a family of
boundary value methods (BVMs) [18] has been introduced to approximate
simultaneously the eigenvalues and the eigenfunctions of SLPs.
Based on this idea, in [7,8] we illustrate a different approach able to solve reg-
ular and singular SLPs classifying the endpoints of the interval as regular or
singular, limit points (LP) or limit circles (LC), oscillatory (LCO) or nonoscil-
latory (LCNO). The underlying methods approximate the derivatives of SLPs
separately, therefore the second order differential equation is not transformed
into an equivalent first order system; this means lower computational cost and
easier stepsize selection strategy. The mainly used schemes are high order cen-
tral finite differences, while other additional formulae are considered depending
on the Sturm-Liouville classification of the endpoints of the interval. The pro-
posed approach with constant stepsize appears efficient and robust to solve a
particular singular Sturm-Liouville problem arising from the numerical com-
putation of the eigenvalues and eigenfunctions of the finite (truncated) Hankel
transform (see [9]), important for numerous applications in signal and image
process, and also for the solution of a two-parameter singular Sturm-Liouville
problems derived from the numerical simulation of the so called ‘whispering
gallery’ modes (WGMs) occurring inside a prolate spheroidal cavity, see [10].
In this paper, stimulated by the previous results, we develop and test a code
with variable stepsize and order, where the stepsize variation strategy takes
advantage of an equidistribution of the error. Our aim is to point out the
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better efficency and the accuracy gained with the variable stepsize. For this
reason in Section 2 we introduce the numerical schemes and give some hints
on their usage to approximating SLPs. In Section 3 we sketch the code which
is tested in the last section for some well known regular and singular problems.
2 High Order Finite Difference Schemes
In the last few years High Order Finite Difference Schemes have been largely
used to solve different problems concerning with differential equations of or-
der greater than 1. We mention Initial Value Problems [4], Boundary Value
Problems [5,6,11,12] and Sturm-Liouville problems [8,9,10]. In all these cases
the proposed formulae show good stability properties and the developed codes
turn out to be competitive with the existing software, in particular when the
problem to be solved is stiff and the solution has a slope different from that
of its derivatives.
The reason of the nice behaviour depends on the good flexibility of the for-
mulae which are chosen depending on the problem, the additional conditions
and even the meshgrid and the point where the problem is discretized.
Suppose that the continuous solution y(x) of the differential problem is defined
on the interval [a, b]. Given a generic set of discretization points
X = {a = x0 < x1 < · · · < xn = b}, (1)
we define the following (s+ r)-steps formula in xi
y(ν)(xi) ≃ y(ν)i =
1
hνi
r∑
j=−s
α
(ν,s)
s+j yi+j, hi = xi − xi−1 (2)
which depends on the integers s and r, that is, on the stencil xi−s, . . . , xi+r
associated to (2). The coefficients α
(ν,s)
s+j are chosen such that the order p of the
formula is maximum, that is p = s+ r− ν +1 for general s and r and, due to
the symmetry of (2), p = s + r − ν + 2 if s = r, ν is even and the stepsize hi
is fixed over the stencil.
Starting from second order BVPs, given a general continuous problem
f(x, y, y′, y′′) = 0,
we define a discrete nonlinear system
f(xi, yi, y
′
i, y
′′
i ) = 0, for i = 1, . . . , n− 1,
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that, combined with the boundary conditions, allows to compute a unique
solution. In compact form we could consider as discrete approximation of each
derivative Y (ν) = AνY˜ , where Y and Y
(ν) contain the unknowns yi and the
associated derivatives y
(ν)
i , for i = 1, . . . , n− 1, Y˜ is the extension of Y with
the boundary values y0 and yn, and Aν is the (n − 1)× (n + 1) matrix built
with the coefficients of the approximations. Hence the continuous problem is
approximated by its discrete counterpart
f(X, Y, Y ′, Y ′′) = 0.
Matrices Aν have essentially a banded structure since the approximation in
xi of each derivative makes use of values yj chosen around yi. The best choice
for r and s is r = s even if in [12], in order to improve stability properties
for singular perturbation problems, it is suggested to approximate the first
derivative with s = r − 2 or s = r + 2 depending on the sign of the term
multiplying y′. We are forced to use a different strategy in the first and last
gridpoints since we have not sufficient values to the left (or to the right) of xi
to obtain a symmetric stencil.
Regular Sturm-Liouville problems


p(x)y′′ + q(x)y′ + r(x)y = λw(x)y
y(a) = y(b) = 0
(3)
are autonomous, their solution is zero in the boundary points of X and con-
tain an unknown parameter (eigenvalue) which must be determined in order
nonnull solutions (eigenfunctions) exist. Since vectors y 6= 0 satisfying (3) are
infinite, it is imposed that they satisfy a normalization condition
∫ b
a
|y(x)|2dx = 1. (4)
All the eigenvalues are real. If they are defined in ascending order (λ0 is the
smallest one), then the eigenvector corresponding to λk has k intersections
with the x-axis.
Based on the previous formulae, (3)-(4) is approximated by the discrete eigen-
value problem 

(PA2 +QA1 +R)Y = λWY,
vTY = 1,
(5)
where P , Q, R and W are diagonal matrices, now A1 and A2 are square
matrices (the first and the last columns are deleted because of the boundary
conditions), and v contains the coefficients of the quadrature formula discretiz-
ing (4). We remark that the order of this last formula is independent of the
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order of the overall method since it represents a scaling factor used to fix a
particular eigenfunction.
If boundary conditions involve derivatives, then the extended vector Y˜ con-
tains also the values y′0 and y
′
n, requiring hence to compute new coefficients for
the approximation. Taking advantage of the boundary conditions, the descrete
problem is reformulated like in the regular case, see [8].
In the sequel we will also solve singular problems for which one or both the
boundary conditions are useless. Supposing, for example, that a is a LCNO
point, we approximate the equation in (3) in x0 with (2) and i = 0. Similarly,
we proceed in the case a is LP point and no boundary condition needs.
3 The HOFiD code for Sturm-Liouville problems
The developed code for solving SLPs uses variable step/order to compute an
approximation of a selected eigenvalue and its corresponding eigenfunction. In
input, it requires the index k of the eigenvalue λk to be computed. As optional
input, the orders of the schemes and the corresponding exit tolerances to be
satisfied, and the length of the initial grid. The default values are 4, 6 and 8
as orders of convergence, and 1e− 4, 1e− 6 and 1e− 8, respectively as output
tolerances for the solution. Error is approximated by using two different orders
p and p+2. We use relative error for the eigenvalue and absolute error for the
eigenvector. The default number of initial points is max(20, 5k).
The code, written in the MATLAB language, may be synthesized in the fol-
lowing few lines. It computes a first approximation with the order 2 and then
iterates on the input orders. The solution obtained with order p is used as
starting approximation for the order p+2. For easy of understanding we have
deleted all the controls on the input parameters and the computed solution.
function [lam, y, hh] = solver( problem, k, tol, order, n0 )
[lam, y] = init approx( problem, k, n0 );
hh = (xn-x0)/n0*ones(n0-1,1);
for i = 1:length(order)
[lam, y, hh] = numer solut( problem, k, order(i), ...
tol(i), lam, y, hh );
end
It is based on the following main modules:
• [lam,y]=init approx(problem,k,n) computes an initial approximation
for the kth eigenvalue, and the corresponding eigenfunction by using n con-
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stant steps of the order 2 method. Since this matrix is not symmetric, the
subroutine computes all the eigenvalues and then selects the kth checking
the number of zeros of the corresponding eigenvector.
• [lam,y,hh] = numer solut(problem,k,ord,tol,hh,lam,y) computes an
approximate solution with a prescribed tolerance starting from a suitable
meshgrid previously obtained together with the approximation of the eigen-
value and eigenvector. Order of the used method is fixed inside this subrou-
tine.
This second subroutine is summarized as follows:
function [lam, y, hh] = numer solut( problem, k, order, ...
tol, hh, lam, y)
M = matrix( problem, order, hh );
[lam0, y] = eig compute(M-lam*eye(n),y);
lam = lam+lam0;
e = err( problem, order, hh, lam, y );
while norm(e)>tol
hh = equidistribute( hh, e );
W = matrix( problem, order, hh )
[lam0, u] = eig compute(M-lam I,y);
lam = lam+lam0;
e = err( problem, order, hh, lam, y );
end
It take advantages of the following subroutines
• M = matrix(problem,order,hh) computes the matrix M of the problem
discretized with fixed order and variable stepsize.
• [lam0,y] = eig compute(M,y) computes a new approximation of the so-
lution as the smallest eigenvalue of the matrix M + λI by means of the
inverse power method.
• e = err(problem,order,hh,lam,y) computes a discrete error function on
the considered grid by using the subsequent even order to that used in
eig compute.
• hh = equidistribute(hh,e) computes a new grid by means of an equidis-
tribution of the error function. In order to simplify the definition of the
methods, only one stepsize variation is allowed in each stencil. This means
that a variation in the stepsize is allowed every r + s steps.
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4 Numerical experiments
This section is devoted to illustrate the behaviour of the code on some regular
and singular Sturm-Liouville problems, defined on bounded or unbounded
intervals. All these tests show different difficulties that can be used to stress
the code. In fact, for many other regular equations both the strategies of
stepsize variation and order variation work very well.
When a problem is defined on an unbounded interval, then we perform a
change of variable in order to obtain a new problem on a bounded one. More-
over, as suggested in [17,23,26], if the coefficients of the equation are not de-
fined in the endpoints of the interval [a, b], we consider the truncated interval
[α, β] with a < α < β < b.
In this section, depending on the problem and on the feature we want to test,
we modify the default values introduced in the previous section. In particular
we fix the order of the methods to compare the behaviour of the code on singu-
lar problems. In fact, it is known (see, for example, [2]) that finite differences
suffer of an order reduction on such equations.
When a method of order p is used, we compute the relative error for the kth
eigenvalue
Er(λk) =
∣∣∣λ(p)k − λ(p+2)k
∣∣∣∣∣∣λ(p+2)k
∣∣∣ , (6)
and the absolute error for the eigenfunction associated to λk
Ea(yk) =
∥∥∥y(p)k − y(p+2)k
∥∥∥
∞
. (7)
Problem 1. The Mathieu equation [28]
− y′′(x) + c cos(x)y(x) = λy(x), x ∈ [0, 40], (8)
has regular boundary conditions y(0) = y(40) = 0 and oscillatory coefficients.
It is known that lower eigenvalues are grouped in clusters of 6, and more and
tighter clusters appear as c increases.
This problem is a numerical challenge for codes which have to compute one
particular eigenvalue, and the information given by the eigenfunction is nec-
essary to check if the obtained eigenvalue is the right one. Therefore, their
estimate reveals the reliability and the efficiency of code described in Section
3. Even if the problem is regular, we need a good starting accuracy to com-
pute the first eigenvalue. Therefore, as shown in Table 1 for c = 5, we apply
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the order and stepsize variation strategy, starting with 251 equidistant mesh
points.
For the first cluster of 6 eigenvalues we use orders 6, 8 and 10 to reach the exit
tolerance 10−8. For the estimate of successive clusters we adopt the same order
and stepsize variation strategy, but a different combination of orders and exit
tolerances. Since the problem becomes easier, we start with order 4 (and then
use orders 6 and 8) to reach the final exit tolerance 10−6, obtaining a good
compromise between accuracy, number of mesh point and computational cost.
As in general, the code reaches a better accuracy in computing the eigenvalues
rather than the eigenfunctions.
Table 1
Mathieu equation with c = 5. Exit tolerances are 10−3, 10−6 and 10−8 for the orders
6, 8 and 10, respectively; 10−2, 10−4 and 10−6 for the orders 4, 6 and 8, respectively.
n0 = 251.
k p λk n Er(λk) Ea(yk)
0 6-8-10 -3.484238869351126e+00 981 1.08e-14 3.06e-09
1 6-8-10 -3.484221911373827e+00 1642 3.29e-14 7.46e-09
2 6-8-10 -3.484197999007796e+00 986 1.15e-14 4.12e-09
3 6-8-10 -3.484172609556845e+00 1315 1.33e-14 6.25e-09
4 6-8-10 -3.484151559702016e+00 1416 1.22e-13 9.90e-09
5 6-8-10 -3.484139672740876e+00 1158 9.55e-14 9.08e-09
6 4-6-8 -5.995435510621165e−01 695 9.94e-10 1.05e-07
12 4-6-8 1.932914885763969e+00 501 1.97e-09 1.67e-09
In Fig. 1 we depict the eigenfunctions associated to the first and the last
eigenvalue belonging to the first cluster, their absolute error and the stepsize
variation. We observe how in this case it is quite important to use small exit
tolerances since the numerical solution is often quite near the x-axis.
Problem 2. The Pruess equation
− y′′(x) + ln(x)y(x) = λy(x), x ∈ [0, 4], (9)
has regular boundary conditions y(0) = y(4) = 0. It is defined as a regular
problem that looks singular in [28] since for any high order finite difference
scheme the order of convergence reduces to 2 as when these formulae are
applied to singular problems. Consequently, it is simple to infer that there is
no advantage in their use.
8
0 5 10 15 20 25 30 35 40
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
x
y 0
(x)
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(d) Absolute error and stepsize varia-
tion y5(x).
Fig. 1. Mathieu equation with c = 5. Solution, absolute error and stepsize variation
for the first and sixth eigenfunction.
In Table 2 we just analyze the convergence behaviour for fixed order. We depict
the required number of steps for the first, the fifth and the tenth eigenvalue
and eigenfunction using orders 4, 6 and 8 and stepsize variation with the exit
tolerance 10−8. As the results highlight, the convergence is not safe from the
order reduction. Actually, order 4 is sufficient to guarantee a good accuracy
with a small number of mesh points for the first eigenvalue, but when the index
of the eigenvalue increases, then order 8 becomes competitive. Obviously, for
simple problems the use of one order is enough to gain the accuracy of the
lowest eigenvalues, while an order variation is recommended for the larger
ones.
Problem 3. The Airy equation [28]
− y′′(x) + xy(x) = λy(x), x ∈ [0,+∞], (10)
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Table 2
Pruess equation. Exit tolerance 10−8. n0 = 21.
k p λk n Er(λk) Ea(yk)
1 4 1.12481680 290 3.36e-09 2.64e-09
6 1.12481680 435 1.44e-09 1.74e-09
8 1.12481678 321 4.13e-09 5.18e-09
4 4 15.8644571 1201 1.13e-09 1.39e-09
6 15.8644571 363 1.47e-09 7.65e-09
8 15.8644571 395 9.41e-10 5.38e-09
9 4 62.0987975 1930 3.22e-10 6.74e-09
6 62.0987973 503 8.99e-10 3.91e-09
8 62.0987972 429 7.68e-10 8.85e-09
is a singular problem with boundary condition y(0) = 0 while b = +∞ is LP.
The eigenvalues are the zeros of the Airy function
Ai(λ) = (J1/3 + J−1/3)
(
2
3
λ1/3
)
,
where Jα is the Bessel function. Since the problem is defined on a semi-infinite
interval, we perform the following transformation
τ = 1− 1√
1 + x
∈ [0, 1]. (11)
Consequently, with the change of variable u(τ) = y(τ(x)), problem (10) is
rewritten as
− (1− t)
6
4
u′′(τ) +
3
4
(1− τ)5u′(τ) + 2t− t
2
1− t2 u(τ) = λu(τ), τ ∈ [0, 1], (12)
regular in a = 0, while b = 1 is LP. Moreover, since the problem is singular in
1, the interval is truncated to β = 1− δ with δ = 1e− 4.
As illustrated in Table 3, it is clear that in this example we have a reduction
of the order of the convergence. Effectively order 4 is the best choice both for
accuracy and minimum computational cost. This behavior justifies the failure
of the order variation strategy, and underlines as it makes sense to apply only
a variable stepsize stategy with the smaller order.
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Table 3
Airy equation. Exit tolerance 10−8. n0 = 21.
k p λk n Er(λk) Ea(yk)
0 4 2.33810740 872 1.00e-09 4.98e-09
6 2.33810741 789 1.36e-09 8.51e-09
8 2.33810741 912 1.60e-09 1.00e-08
4-6-8 2.33810741 938 1.19e-09 7.44e-09
4 4 7.94413358 3648 2.00e-11 4.54e-09
6 7.94413358 3657 5.28e-11 1.79e-09
8 7.94413358 5169 4.33e-11 1.47e-09
4-6-8 7.94413358 5337 7.94e-11 5.99e-11
Problem 4. The Laguerre’s equation [28]
− y′′(x) +
(
x2 +
3
4x2
)
y(x) = λy(x), x ∈ [0,+∞], (13)
is singular and both the endpoints a = 0 and b = +∞ are LP. The eigenvalues
satisfy the relation λk = 4(k + 1), for k ≥ 0. As in the previous problem, the
equation is defined on a semi-infinite interval, therefore a change of variable
is need to reformulate (13) in the finite interval [0, 1]. Moreover, due to the
singularities in 0 and 1, the new problem is solved in the truncated interval
[δ, 1− δ], with δ = 10−4.
As shown in Table 4, the results for this problem are completely different
from the previous ones since now order is preserved and order (and stepsize)
variation allow to greatly reduce the required number of points.
Table 4
Laguerre’s equation. Exit tolerance 10−8. n0 = 21.
k p λk n Er(λk) Ea(yk)
0 4 3.99999999 1018 3.65e-10 8.71e-09
6 4.00000000 969 1.19e-11 8.63e-09
8 3.99999999 748 3.03e-11 9.04e-09
4-6-8 3.99999999 569 2.22e-11 6.77e-09
4 4-6-8 20.00000000 597 1.33e-11 9.04e-09
9 4-6-8 39.99999999 753 2.95e-11 9.37e-09
24 4-6-8 99.99999999 2067 8.52e-12 1.09e-09
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In Fig. 2 we depict the tenth eigenfunction, both for the transformed problem
and the original one truncated in the interval [0, 20], where it is clear that
stepsize variation is necessary to gain high accuracy with a limited number of
steps.
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)
(a) Eigenfunction u9(τ) in the interval (0, 1).
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(b) Eigenfunction y9(x) in the truncated interval (0, 20).
Fig. 2. Laguerre’s equation. Numerical approximation of the tenth eigenfunction.
5 Conclusions
In this paper we propose a code for solving regular and singular Sturm-
Liouville problems which takes advantage of stepsize and order variation strate-
gies. The code works well for any considered problem even if the use of high
orders is sometimes useless because of a known deficiency of finite differences
applied to singular equations. The successive step of this paper will be the
application of this code to some challenging problems for which the use of a
robust stepsize variation is necessary.
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