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1. Introduction
By a theorem of Malcev [33], every torsion free nilpotent group can be imbedded
canonically as a discrete, cocompact subgroup of a real nilpotent Lie group. One
can therefore associate to a finitely generated group π a tower of nilpotent Lie
groups
· · · → G3 → G2 → G1 = H1(π,R)(1)
by taking Gk to be the nilpotent Lie group associated to the maximal torsion free
quotient of π of length k. Since each nilpotent Lie group is simply connected, the
tower (1) is determined by the corresponding tower
· · · → g3 → g2 → g1 = H1(π,R)
of nilpotent Lie algebras. The inverse limit g of this tower is a pronilpotent Lie
algebra, called the Malcev Lie algebra associated to π. This Lie algebra has the
property that the graded Lie algebra Gr g associated with its lower central series is
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isomorphic to (Grπ)⊗R, where Grπ is the graded Z-Lie algebra associated to the
filtration of π by its lower central series.
In this paper we give a presentation of the Malcev Lie algebra tng,r associated
to the Torelli group T ng,r for all g ≥ 6. Since each Torelli group injects into its
unipotent completion (at least when n + r > 0), the corresponding Malcev Lie
algebra should contain significant information about the group.
Recall that the mapping class group Γng,r is defined as follows. Fix a compact
orientable surface S of genus g, together with n+ r distinct points
x1, . . . , xn; y1, . . . , yr(2)
of S and r non-zero tangent vectors v1, . . . , vr, where vj is tangent to S at yj . The
group Γng,r is the group of isotopy classes of orientation preserving diffeomorphisms
of S that fix each of the points (2) and each of the tangent vectors vj .
1 The Torelli
group T ng,r is defined to be the kernel of the natural homomorphism
Γng,r → AutH1(S,Z).(3)
Observe that the classical pure braid group Pn is T
n
0,1.
Our presentation of tng,r generalizes the well-known presentation of pn, the Malcev
Lie algebra of the pure braid group Pn, which is of importance in the theory of Vas-
siliev invariants (cf. [31, 11, 3]) and was first written down by Kohno [28]. Denote
the free Lie algebra generated by indeterminates X1, . . . , Xm by L(X1, . . . , Xm),
and that generated by a vector space V by L(V ). Then pn is the completion of the
graded Lie algebra
L(Xij : ij is a two element subset of {1, . . . , n})/R
where R is the ideal generated by the quadratic relations
[Xij , Xkl] when i, j, k and l are distinct;
[Xij , Xik +Xjk] when i, j and k are distinct.
The property that pn is the completion of the associated graded Lie algebra Gr pn
does not hold for the generic group, but does hold for all Torelli groups as we shall
see.
It is easiest to first state the result for the absolute Torelli group, Tg := T
0
g,0.
It follows from Dennis Johnson’s computation of the first homology of Tg [22] that
each graded quotient of the lower central series of tg is a representation of the
algebraic group Spg. We will give a presentation of Gr tg in the category of repre-
sentations of Spg. Chose a set λ1, . . . , λg of fundamental weights of Spg. Denote
the representation of Spg with highest weight λ =
∑
njλj by V (λ). Johnson’s fun-
damental computation is that there is a natural Spg(Z) equivariant isomorphism
between H1(Tg,Q) and V (λ3).
For all g ≥ 3, the representation Λ2V (λ3) contains a unique copy of V (2λ2) +
V (0). Denote the Spg invariant complement of this by Rg. Since the quadratic
part of the free Lie algebra L(V ) is Λ2V , we can view Rg as being a subspace of
the quadratic elements of L(V (λ3)).
1One can replace each tangent vector in the definition by a boundary component — with this
change, the diffeomorphisms are required to be the identity on each boundary component.
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Theorem 1.1. For all g 6= 2, tg is the completion of its associated graded Gr tg.
When g ≥ 6, this has presentation
Gr tg = L(V (λ3))/(Rg),
where Rg is the set of quadratic relations defined above. When 3 ≤ g < 6, the
relations in Gr tg are generated by the quadratic relations Rg, and possibly some
cubic relations.
In fact, we will show that in genus 3 there are no quadratic relations and the
cubic relations contain a copy of V (λ3).
Dennis Johnson has proved that Tg is finitely generated for all g ≥ 3, but it is
not known for any g ≥ 3 whether or not Tg is finitely presented. Geoff Mess [34]
proved that T2 is a countably generated free group. (Note that when g = 0, 1, Tg
is trivial.)
Corollary 1.2. For all g 6= 2, and for all r, n ≥ 0, tng,r is finitely presented.
In the decorated case, we have the extension
1→ πng,r → T
n
g,r → Tg → 1,(4)
where πng,r denotes the fundamental group of the configuration space of n points
and r tangent vectors in S. After applying the Malcev Lie algebra functor, we
obtain an extension
0→ png,r → t
n
g,r → tg → 0,
where png,r denotes the Malcev Lie algebra of π
n
g,r.
Theorem 1.3. For all g ≥ 0, and all r, n ≥ 0, the Lie algebra png,r is the completion
of its associated graded Gr png,r. The associated graded has a presentation with only
quadratic relations.
The explicit presentation is given in Section 12. In order to give the presentation
for tng,r, we prove that (4) remains exact after taking graded quotients. Thus, in
order to give a presentation of tng,r, it suffices to determine the map
[ , ] :
(
Gr1 tg ⊗Gr
1 png,r
)
⊕
(
Gr1 tg ⊗Gr
1 tg
)
→ Gr2 tng,r.
determined by the bracket. We do this in Section 13 to obtain the presentation of
tng,r in general.
Our results complement, and sometimes overlap with, the beautiful work [37,
38, 40, 39] of Shigeyuki Morita who began the study of the “higher Johnson homo-
morphisms” studied in this paper. Our main theorem allows us to answer several
questions about Torelli groups, and to prove a conjecture of Morita. These and
other applications are discussed in Section 14.
Another feature of the classical case is the existence of a canonical universal
integrable connection. Denote the classifying space
Cn − {(z1, . . . , zn) : the zi are not distinct}
of Pn by Xn. Denote the complex of global meromorphic k-forms on a complex
manifold Y by Ωk(Y ). The universal integrable connection on Xn is given by the
pg valued 1-form ∑
ij
d log(zi − zj)Xij ∈ Ω
1(Xn)⊗ pn.
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It plays a central role in the theory of Vassiliev invariants (cf. [29], [11], [27].) We
are able to prove that there is a canonical universal connection form with “scalar
curvature” for each T ng,r, provided g 6= 2, although, to date, we have not been able
to give an explicit formula for it. The universal connection is discussed in Section
14.
The basic approach in this paper is to use Hodge theory. The main technical
theorem of the paper is:
Theorem 1.4. Suppose that g 6= 2 and that r, n ≥ 0. For each choice of a complex
structure on the decorated reference surface
(S;x1, . . . , xn; y1, . . . , yr; v1, . . . , vr)
there is a mixed Hodge structure on tng,r for which the bracket is a morphism of
mixed Hodge structures.
This mixed Hodge structure is canonical once one fixes an isomorphism of Γng,r
with the (orbifold) fundamental group of the moduli space of smooth projective
curves of genus g with n marked points, and r non-zero tangent vectors. The the-
orem is proved using the mixed Hodge structure on the completion of the mapping
class group Γng,r relative to the homomorphism Γ
n
g,r → Spg(Q) induced by (3), the
existence of which follows from [19]. The mixed Hodge structure on the Lie algebra
ung,r of the prounipotent radical of the relative completion is lifted to t
n
g,r using two
results from [17]. The first states that we have a central extension
0→ Ga → t
n
g,r → u
n
g,r → 0
when g ≥ 3. The second gives an explicit relationship between this extension and
the algebraic 1-cycle C − C− in the jacobian of an algebraic curve C. The theory
of relative completion is reviewed in Section 3.
When g ≥ 3, the weight filtration of tng,r is its lower central series. The fact that
the weight graded functors are exact on the category of mixed Hodge structures
then allows the reduction to the associated graded with impunity when studying
tng,r, u
n
g,r, p
n
g,r and maps between them.
In order to bound the degrees of relations in tg by N , we need to know that if V
is a variation of Hodge structure of weight n overMg (the moduli space of curves)
that comes from a rational representation of Spg, then the weights on
H2(Mg,V)
are bounded between 2+n and n+N — see Section 7. There is no a priori uniform
bound on the weights ofHk(X,V), where X is a smooth variety and V is a variation
of Hodge structure over X of weight l, as there is in the case of Q coefficients where
the weights are bounded between k and 2k. For example, if Γ is a finite index
subgroup of SL2(Z) and X the quotient of the upper half plane by Γ, then the
non-trivial weights on H1(X,SnV) are n + 1 and 2n+ 2 for infinitely many n, as
can be seen from results in [51]. Here V denotes the fundamental representation of
SL2 viewed as a variation of Hodge structure over X of weight 1 and S
nV its nth
symmetric power. Thus, one of the main technical ingredients in the paper is the
result of Kabanov [24] (see also [25] which states that one can take N to be 2 when
g ≥ 6, and 3 when 3 ≤ g < 6.
The existence of the mixed Hodge structure on the Malcev Lie algebra associated
to the Torelli group was obtained several years ago. The quadratic relations (proved
in Section 10) were derived in [16]. Subsequently Morita (unpublished) proved that
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when the genus is sufficiently large there are no cubic or quartic relations in tg.
Kabanov’s purity theorem allows us to avoid Morita’s involved computations and
to show there are no higher order relations.
Acknowledgements. It is a pleasure to thank all those with whom I have had
useful discussions, especially A. Borel, P. Deligne, Alexander Kabanov, Eduard
Looijenga, Shigeyuki Morita, and Steven Zucker. I would also like to thank Hiroaki
Nakamura for his numerous comments on the manuscript. I would like to thank
the Institute for Advanced Study, the Institut des Hautes E´tudes Scientifiques, the
Institut Henri Poincare´, and the Universita¨t Essen, each of which supported me
during my sabbatical during which this paper was written.
2. Braid Groups in Positive Genus
Throughout this section g will be positive. Suppose that S is a compact oriented
surface of genus g, and that r and n are integers ≥ 0. The configuration space of
m ≥ 1 points on S is
Fm(S) = Sm −∆,
where ∆ is the union of the various diagonals xi = xj . Denote the tangent bundle
of S by TS, and the bundle of non-zero tangent vectors by V . The pullback of V
to Fm(S) along the jth projection pj : F
m(S) → S will be denoted by Vj . For a
subset A of {1, . . . ,m} denote the fibered product of the Vj , where j ∈ A, by VA.
The configuration space Fng,r of n points and r non-zero tangent vectors of S is
defined to be the total space of the bundle
VA → F
r+n(S)
where A = {n+ 1, . . . , n+ r}. Fix a base point fo of F
n
g,r . Define
πng,r = π1(F
n
g,r, fo).
When r = 0 this is just the group of pure braids with n strings on the surface S. In
general, this group can be thought of as the group of pure braids on S with r + n
strings where r of the strings are framed. It is a standard fact that the space Fng,r
is an Eilenberg-MacLane space of type K(π, 1) [5, §1.2].
In contrast with the genus 0 case, we have:
Proposition 2.1. For each g ≥ 0, there is a short exact sequence
0→ (Z/(2g − 2)Z)r → H1(π
n
g,r,Z)
p
→ H1(S
n+r,Z)→ 0,
where p is induced by the natural map Fng,r → S
n+r.
Proof. We first consider the case when r = 0. In this case Fng,r is S
n − ∆. The
divisor ∆ is the union of the diagonals ∆ij where the ith and jth point of S
n are
equal. We therefore have a Gysin sequence
· · · → H2(S
n)
γ
→
⊕
i<j
Z
t
→ H1(S
n −∆)→ H1(S
n)→ 0.
The map γ takes a cycle z to the element of ⊕i<jZ whose ijth term is the in-
tersection number z · ∆ij . The map t takes the generator of the ijth factor to
the homology class of a small circle which winds about about ∆ij in the positive
direction.
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Fix a base point xo of S. For u ∈ Hk(S) and i ∈ {1, . . . , n}, denote by u
i the
element
xo × · · · × xo×
i
u ×xo × · · · × xo
of Hk(S
n,Z), where u is placed in the ith factor. For elements u and v of H1(S)
and i, j ∈ {1, . . . , n}, denote the element
xo × · · · × xo×
i
u ×xo × · · · × xo×
j
v ×xo × · · · × xo
of H2(S,Z) by u
i × vj , where u is placed in the ith factor and v in the jth.
By choosing representatives of u and v which do not pass through the base point,
one sees immediately that
γ : ui × uj 7→ (u · v)∆ij
from which it follows that γ is surjective and that t is trivial. This proves the result
when r = 0.
Observe that
γ : Si 7→
∑
j 6=i
∆ij .
If a and b are elements of H1(S,Z) with intersection number 1, then
Si −
∑
j 6=i
ai × bj
is in the kernel of γ, and therefore lifts to an element σi of H2(S
n −∆,Z).
We prove the general case by induction on r. Our inductive hypothesis is that
the result has been proven for Fmg,s when s < r, and that there are classes
σ1, . . . , σm ∈ H2(F
m
g,s,Z)
whose images under the the maps
pj∗ : H2(F
m
g,s,Z)→ H2(S,Z)
induced by the various projections pj : F
m
g,s → S satisfy pj(σi) = δij [S]. We have
proved this when r = 0.
Suppose that r > 0. We have the projection
q : Fng,r → F
n+1
g,r−1,
which replaces the first tangent vector by its anchor point. This is a principal C∗
bundle. It fits into a commutative square
Fng,r −−−−→ V
q
y y
Fn+1g,r−1 −−−−→ S
One therefore has a map
H2(F
n+1
g,r−1)
γF
−−−−→ H0(F
n
g,r) −−−−→ H1(F
n
g,r) −−−−→ H1(F
n+1
g,r−1) −−−−→ 0y y y y
H2(S)
γS
−−−−→ H0(S) −−−−→ H1(V ) −−−−→ H1(S) −−−−→ 0
of Gysin sequences. The map γS is simply multiplication by the euler characteristic.
Since σn+1 7→ [S], we see that γF takes σn+1 to 2 − 2g. The result follows by
induction.
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Remark 2.2. This result (with r = 0) can also be proved by considering the natural
fibrations Fn+1g → F
n
g obtained by forgetting the last point. The fiber is an n
punctured copy of S, and its homology therefore fits into an exact sequence
0→ Zn/diagonal→ H1(S − n points)→ H1(S)→ 0.
One has to be a little careful as the monodromy action is not trivial. A simple
geometric argument shows that the monodromy acts trivially on the kernel and
quotient in the sequence above, and therefore is given by a homomorphism
πng → Hom(H1(S),Z
n/diagonal) ∼= H1(Sn)/diagonal.
By induction on n, H1(π
n
g ) is isomorphic to H1(S
n). Since the monodromy is
abelian, it factors through the quotient map
πng → H1(S)
⊕n.
A straightforward geometric argument shows that the action of the latter is given
by the map
H1(S)
⊕n PD
⊕n
−→ H1(S)⊕n/diagonal,
where PD denotes Poincare´ duality. The coinvariants are therefore given by
H0(F
n
g , H1(fiber)) = H1(S).
An elementary spectral sequence argument completes the inductive step.
Kohno and Oda [30, p. 208] use this method, but their result contradicts ours
as they mistakenly assume that the monodromy representation is trivial.
3. Relative Completion of Mapping Class Groups
In this section we recall the main theorem of [17] which makes precise the re-
lationship between the Malcev completion of T ng,r and the unipotent radical of the
relative Malcev completion of Γng,r. We first recall the definition of relative Malcev
completion, which is due to Deligne. A reference for this material is [17, §§2–4].
Suppose that Γ is a discrete group, S a reductive linear algebraic group over
a field F of characteristic zero, and that ρ : Γ → S(F ) is a representation whose
image is Zariski dense. The Malcev completion of Γ over F relative to ρ is a
homomorphism ρ˜ : Γ→ G of Γ into a proalgebraic group G, defined over F , which
is an extension
1→ U → G
p
→ S → 1
of S by a prounipotent group U such that the diagram
Γ
ρ
−−−−→ S
ρ˜
y ∥∥∥
G −−−−→
p
S
commutes. It is characterized by a universal mapping property: If G is a linear
(pro)algebraic group over F which is an extension
1→ U → G→ S → 1
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of S by a (pro)unipotent group, and if τ : Γ → G is a homomorphism whose
composition with G → S is ρ, then there is a unique homomorphism G → G such
that the diagram
Γ
ρ˜
−−−−→ G
τ
y py
G −−−−→ S
commutes.
When S is the trivial group, the relative completion of Γ coincides with the
classical Malcev (or unipotent) completion of Γ.
Suppose that K/F is an extension of fields of characteristic zero. When S is
defined over F and ρ : Γ→ S(F ), one can ask if the K-form of the completion of Γ
relative to ρ is obtained from the F -form by extension of scalars. If this is the case
for all such field extensions, we will say that the relative completion of Γ relative
to ρ can be defined over F .
The action of the mapping class group on S preserves the intersection pairing
q : H1(S,Z)
⊗2 → Z. We therefore have a homomorphism
ρ : Γng,r → Aut(H1(S,Z), q)
∼= Spg(Z).(5)
For a positive integer l, we define the level l subgroup Γng,r[l] to be the kernel of the
induced map
Γng,r → Aut(H1(S,Z/lZ), q)
∼= Spg(Z/lZ).
Here we interpret Spg(Z/lZ) as the trivial group when l = 1.
Theorem 3.1. For all g ≥ 3 and all l ≥ 1, the completion of the mapping class
group Γng,r[l] relative to the homomorphism ρ : Γ
n
g,r[l] → Spg(Q) induced by (5) is
defined over Q.
This result was proved in [17, (4.14)] under the assumption that g ≥ 8 and that
l = 1. That the stronger result is true follows from the strengthening [9] of Borel’s
stability theorem [7, 8] for the symplectic group, stated below, which ensures that
the hypothesis [17, (4.10)] is satisfied when l ≥ 1 and g ≥ 3.
Theorem 3.2. Suppose that V is an irreducible rational representation of the al-
gebraic group Spg and that Γ is a finite index subgroup of Spg(Z). If k < g, then
Hk(Γ, V ) vanishes when V is non-trivial, and agrees with the stable cohomology of
Spg(Z) when V is the trivial representation.
Denote the completion of Γng,r relative to ρ by ρ˜ : Γ
n
g,r → G
n
g,r . Denote the
prounipotent radical of Gng,r by U
n
g,r, and its Lie algebra by u
n
g,r.
Proposition 3.3. If g ≥ 3, then for all l ≥ 1, the composite
Γng,r[l] →֒ Γ
n
g,r → G
n
g,r
is the completion of Γng,r[l] relative to the restriction of ρ to Γ
n
g,r[l].
Proof. This follows directly from results in [17, §4] as we shall explain. Denote
the relative completion of Γng,r[l] by G
n
g,r[l] and its prounipotent radical by U
n
g,r[l].
There is a natural map Ung,r[l] → U
n
g,r, the surjectivity of which follows from (3.2)
and [17, (4.6)]. Injectivity follows directly from (3.2) and [17, (4.13)].
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We have an extension
1→ Ung,r → G
n
g,r → Spg → 1
of proalgebraic groups over Q. The homomorphism ρ˜ induces a map T ng,r → U
n
g,r.
Denote the classical Malcev completion of T ng,r by T
n
g,r, and its Lie algebra by t
n
g,r.
Since Ung,r is prounipotent, ρ˜ induces a homomorphism
θ : T ng,r → U
n
g,r
of prounipotent groups.
The following theorem is the main result of [17].2 There it is proved for all g ≥ 8,
but in view of (3.2), it holds for all g ≥ 3. (Cf. the third footnote on page 76 of
[17].)
Theorem 3.4. For all g ≥ 3, the homomorphism θ is surjective and has a one
dimensional kernel isomorphic to Ga which is central in T
n
g,r and is trivial as an
Spg(Z) module. Moreover, the extensions are all pulled back from that of Tg; that
is, the diagram
0 −−−−→ Ga −−−−→ T
n
g,r −−−−→ U
n
g,r −−−−→ 1∥∥∥ y y
0 −−−−→ Ga −−−−→ Tg −−−−→ Ug −−−−→ 1
commutes.
It is a standard fact that the sequence
1→ πng,r → Γ
n
g,r → Γg → 1
is exact. Restricting to Tg, we obtain an extension
1→ πng,r → T
n
g,r → Tg → 1.(6)
Proposition 3.5. If g ≥ 3, then the extension (6) induces an exact sequence
0→ H1(π
n
g,r,Q)→ H1(T
n
g,r,Q)→ H1(Tg,Q)→ 0.
Proof. It follows from (2.1) that the natural map πng,r → π
n+r
g induces an isomor-
phism on H1 with rational coefficients. The corresponding surjection T
n
g,r → T
n+r
g
induces a map
H1(π
n
g,r,Q) −−−−→ H1(T
n
g,r,Q) −−−−→ H1(Tg,Q) −−−−→ 0y y ∥∥∥
H1(π
n+r
g ,Q) −−−−→ H1(T
n+r
g ,Q) −−−−→ H1(Tg,Q) −−−−→ 0
of exact sequences. Since the middle vertical map is a surjection, and the two
outside maps are isomorphisms, it follows that the middle map is an isomorphism.
It therefore suffices to prove the result when r = 0.
To prove this, we need to prove that the map
H1(π
n
g ,Q)→ H1(T
n
g ,Q)(7)
2There is a minor error in proof of the case “Ang,r implies A
n
h,r
” of the proof of [17, (7.4)]. It
is easily fixed.
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is injective. We first remark that this is easily proved when n = 1 using the Johnson
homomorphism
τ1g : H1(T
1
g )→ H3(JacC).
(Cf. [20] and [18, §3].) The composition of τ1g with the map
H1(π
1
g ,Q)→ H3(JacC,Q)
is easily seen to be the map H1(C) → H3(JacC) which takes a class in H1 to its
Pontrjagin product with the class of C in H2(JacC). Since this map is injective, it
follows that (7) is injective when n = 1.
The general case follows from this by considering the maps pj : H1(T
n
g ) →
H1(T
1
g ) induced by the n forgetful maps T
n
g → T
1
g .
Define Png,r to be the Malcev completion of π
n
g,r and p
n
g,r to be the corresponding
Malcev Lie algebra. Applying Malcev completion to (6) we obtain a sequence
png,r → t
n
g,r → tg
of Malcev Lie algebras.
Proposition 3.6. If g 6= 2, then the sequence
0→ png,r → t
n
g,r → tg → 0
associated to (6) is exact.
Proof. By [15, (5.6)] it suffices to verify two conditions. First, that Tg acts unipo-
tently onH1(πng,r ,Q); this follows from (2.1). The second condition there is satisfied
if, for example, the extension
0→ H1(π
n
g,r,Q)→ G→ Tg → 1
obtained by pushing (6) out along πng,r → H1(π
n
g,r ,Q) is split. In our case this
follows from (3.5) as the extension above can be pulled back from the extension
0→ H1(π
n
g,r ,Q)→ H1(T
n
g,r,Q)→ H1(Tg,Q)→ 0
which is split for trivial reasons.
The standard homomorphism Γng,r → Γg induces a homomorphism G
n
g,r → Gg of
relative completions. The inclusion Png,r → T
n
g,r induces a homomorphism P
n
g,r →
Ung,r. We therefore have a sequence
Png,r → G
n
g,r → Gg → 1
of proalgebraic groups.
Lemma 3.7. If g ≥ 3, then the sequence
1→ Png,r → G
n
g,r → Gg → 1
is exact. In particular, the sequence
0→ png,r → u
n
g,r → ug → 0
is exact.
Proof. To prove the result, it suffices to prove that the sequence
1→ Png,r → U
n
g,r → Ug → 1
is exact. But this follows immediately from (3.4) and (3.6).
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Suppose that g is a finitely generated pronilpotent Lie algebra. Denote the
group of automorphisms of g by Aut g. Denote the subgroup of Aut g consisting
of the elements that act trivially on H1(g) by L
1Aut g. Since the action of an
automorphism on the graded quotients of the lower central series is determined by
the action on the first graded quotient, Aut g is a proalgebraic group which is an
extension
1→ L1Aut g→ Aut g→ S → 1
of a closed subgroup S of AutH1(g) by the prounipotent group consisting of those
automorphisms of g that act trivially on the graded quotients of the lower central
series. Its Lie algebra is the Lie algebra Der g of derivations of g. This is an
extension
0→ L1Der g→ Der g→ s→ 0
of the Lie algebra s of S by the pronilpotent Lie algebra of derivations of g that act
trivially on the graded quotients of the lower central series of g.
If G is the prounipotent group corresponding to g, then AutG and Aut g are
isomorphic, as can be seen using the Baker-Campbell-Hausdorff formula.
Lemma 3.8. For all g ≥ 0 the natural action of Γng,r on π
n
g,r induces a represen-
tation
Gng,r → Aut p
n
g,r.
Proof. Suppose that g ≥ 0. The mapping class group Γng,r acts on p
n
g,r. We therefore
have a homomorphism
Γng,r → Aut p
n
g,r.(8)
By (2.1) we know that
AutH1(p
n
g,r) = AutH1(S)
⊕(n+r).
There is a diagonal copy of Spg contained in this group, and it is easy to see that
this is the Zariski closure of the image of Γng,r in AutH1(p
n
g,r). It follows that
the Zariski closure of the image of (8) is an extension of this diagonal Spg by a
prounipotent group. Since the homomorphism from Γng,r to this copy of Spg is the
standard representation, the universal mapping property of the relative completion
implies that (8) induces a homomorphism Gng,r → Aut p
n
g,r.
Remark 3.9. When g = 1, the results (3.3) and (3.4) are false. That (3.3) and (3.4)
fail can be deduced from [19, (10.3)], a special case of which states that there is a
natural isomorphism
H1(M1[l], S
nV) ∼=
(
H1(U1[l])⊗ S
nV
)SL2
.
Here M1[l] denotes the moduli space of elliptic curves with a level l structure, V
denotes the variation of Hodge structure over M1[l] of weight 1 corresponding to
H1 of the universal elliptic curve, and SnV denotes its nth symmetric power. Since
the level l congruence subgroup of SL2(Z) is free when g ≥ 4, it follows by an Euler
characteristic argument that H1(M1[l], S
kV) is non-zero whenever g ≥ 4. Since T1
is trivial, it cannot surject onto U1[l]. Since the rank rl of the level l subgroup of
SL2(Z) depends on l, and since
dimH1(M1[l], S
nV) = (rl − 1) dimS
kV,
it follows that the rank of the SnV isotypical part of H1(U1[l]) depends on l. So
(3.3) does not hold.
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4. Mixed Hodge Structures on Torelli Groups
Denote by Mng,r[l] the moduli space of ordered (n+ r + 1)-tuples
(C;x1, . . . , xn; v1, . . . , vr)
where C is a smooth complex projective curve with a level l structure, the xj are
distinct points of C, and the vj are non-zero holomorphic tangent vectors of C
which are anchored at r distinct points of C which are also distinct from the xj .
We shall omit the l when it is 1, and r and n when they are zero. So, for example,
Mg denotes the moduli space of smooth projective curves of genus g.
For each point x of Mng,r[l], there is a natural isomorphism of Γ
n
g,r[l] with the
(orbifold) fundamental group π1(M
n
g,r[l], x) ofM
n
g,r[l]. We will denote the latter by
Γng,r[l](x). We shall denote the subgroup of Γ
n
g,r(x) corresponding to T
n
g,r by T
n
g,r(x).
Denote the relative Malcev completion of Γng,r(x) by G
n
g,r(x), its prounipotent radical
by Ung,r(x), etc. The Lie algebras corresponding to T
n
g,r(x) and U
n
g,r(x) will be
denoted by tng,r(x) and u
n
g,r(x), respectively.
In this section we prove that for each choice of a point x in Mng,r, there is a
canonical Q mixed Hodge structure (MHS) on tng,r(x). The first ingredient in the
construction of this MHS is the following theorem, which is proved in [19, (13.1)].
Theorem 4.1. Suppose that X is a smooth quasi-projective algebraic variety and
(V, 〈 , 〉) is a polarized variation of Hodge structure over X of geometric origin
whose monodromy representation
ρ : π1(X, xo)→ AutR(Vo, 〈 , 〉)
has Zariski dense image. Then the coordinate ring of the completion of π1(X, xo)
relative to ρ and its unipotent radical both have natural real MHSs such that the
product, coproduct, and antipode of each are morphisms of MHSs.
We will say that a homomorphism G → H between proalgebraic groups, each of
whose coordinate rings is a Hopf algebra in the category of mixed Hodge structures,
is a morphism of MHSs if the corresponding map on coordinate rings is. Since
Γng,r(x) is the orbifold fundamental group of (M
n
g,r, x), the following result is not
unexpected.
Theorem 4.2. For all g, r, n ≥ 0, and for each choice of a point
x = [C;x1, . . . , xn; v1, . . . , vr]
of Mng,r, there is a canonical real MHS on the coordinate ring of G
n
g,r(x) for which
the product, coproduct and antipode are morphisms of MHS. Moreover, the homo-
morphisms Gng,r(x) → G
n−1
g,r (x
′) and Gng,r(x) → G
n+1
g,r−1(x
′′), induced by forgetting a
point or by replacing a tangent vector by its anchor point, are morphisms of mixed
Hodge structure.
Proof. Since the mapping class group is not, in general, the fundamental group of
Mng,r, we need to pass to a level. Choose an integer l such that Γ
n
g,r[l] is torsion
free. In this case, the moduli space Mng,r[l] is smooth and has fundamental group
isomorphic to Γng,r[l]. Since Γ
n
g,r[l] is torsion free, there is a universal curve
π : C →Mng,r[l].
Take V to be the dual of the local system R1π∗Z. This is a polarized variation of
Hodge structure of weight −1 and is clearly of geometric origin. Its monodromy
INFINITESIMAL PRESENTATIONS OF THE TORELLI GROUPS 13
representation is
ρ : Γng,r[l]→ Spg(Z).
So by (3.3) and (4.1), there is a canonical real MHS on the coordinate ring of the
relative completion Gng,r(x) of Γ
n
g,r(x) for each choice of a point of M
n
g,r[l] that lies
over x.
Denote the projectionMng,r[l]→M
n
g,r by p. The set of lifts of a point x ofM
n
g,r
to Mng,r[l] is permuted transitively by the Galois group Spg(Z/lZ). It follows from
the naturality of the MHS on the relative completion that the MHSs on Gng,r(x)
with respect any two points of p−1(x) are canonically isomorphic. The MHS on
Γng,r(x) is therefore indepenent of the choice of a point of p
−1(x), and is therefore
canonical.
To show that the MHS on Γng,r(x) constructed above is independent of the choice
of the level l, suppose that l1 and l2 are two levels for which the mapping class group
is torsion free. One can then compare the corresponding MHSs by passing to the
level corresponding to the least common multiple of l1 and l2. The naturality
statement follows directly from [19, (13.12)].
Corollary 4.3. For all g ≥ 0, and for each choice of a point
x = [C;x1, . . . , xn; v1, . . . , vr]
of Mng,r, the pronilpotent Lie algebra u
n
g,r(x) of the prounipotent radical of G
n
g,r(x)
has a canonical real MHS for which the bracket is a morphism of MHS. Moreover,
the morphisms ung,r(x)→ u
n−1
g,r (x
′) and ung,r(x)→ u
n+1
g,r−1(x”), obtained by forgetting
a point or replacing a tangent vector by its anchor point, are morphisms of mixed
Hodge structure.
Given a point x of Mng,r, there are two a priori different MHSs on p
n
g,r(x). The
first is the one obtained from the construction given in [14]. The second arises
as png,r(x) is the kernel of the natural surjection u
n
g,r(x) → ug(x). The following
assertion follows directly from the naturality properties [19, (13.12)] of the mixed
Hodge structure relative completions.
Proposition 4.4. These two MHSs are identical.
Fix a point x of Mng,r. Then both of G
n
g,r(x) and p
n
g,r(x) have canonical MHSs.
It is natural to expect that the natural action
Gng,r(x)→ Aut p
n
g,r(x)(9)
constructed in (3.8) is compatible with these.
Lemma 4.5. The action (9) is a morphism of MHS. Consequently, the morphism
ung,r(x)→ Der p
n
g,r(x)
is also morphism of MHS with respect to the canonical MHSs determined by x ∈
Mng,r.
Proof. It follows immediately from (3.7) that Png,r(x) is a normal subgroup of
Gng,r(x). Since the coordinate ring of G
n
g,r(x) has a natural mixed Hodge structure
compatible with its operations, the action of Gng,r(x) on P
n
g,r(x) via conjugation is
a morphism of MHS. But this action is easily seen to coincide with the canonical
action of Gng,r(x) on P
n
g,r(x).
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For a curve C of genus g ≥ 3, denote by PH3(JacC,Q) the primitive three
dimensional homology of its jacobian JacC — that is, the subspace of H3(JacC,Q)
corresponding to PH2g−3(JacC,Q) under Poincare´ duality. It has a natural Hodge
structure of weight −3.
Proposition 4.6. If g ≥ 3, then for each x = [C;x1, . . . , xn; v1, . . . , vr] ∈ M
n
g,r
the canonical real mixed Hodge structure on H1(u
n
g,r(x)) is of weight −1 and is
canonically isomorphic to
PH3(JacC,R(−1))⊕H1(C,R)
⊕(r+n).
Proof. As in the proof of (3.5), we reduce to proof to showing that it is true for u1g.
Then, by (4.5), the composite
H1(u
1
g(x))→W−1H1(Der p
1
g(x))→ Gr
W
−1Der p
1
g(x)(10)
is a morphism of MHS. Observe that
GrW−1Der p
1
g(x) ⊂ Hom(Gr
W
−1 p
1
g(x),Gr
W
−2 p
1
g(x)).
From the work of Johnson [20] (see also [18, §4]), it follows that (10) is injective,
from which the result follows for u1g.
The fact that H1(u
n
g,r) is pure of weight −1 allows us to conclude that the weight
filtration of ung,r is essentially its lower central series. This follows from the following
general fact.
Lemma 4.7. Suppose that g is a pronilpotent Lie algebra in the category of mixed
Hodge structures with finite dimensional H1. If the induced MHS on H1(g) is pure
of weight −1, then W−lg is the lth term of the lower central series of g.
Proof. Denote the lth term of the lower central series of g by g(l). Since H1(g) is
pure of weight −1, since g is pronilpotent, and since the bracket is a morphism of
MHS, it follows that g =W−1g. An elementary argument using the Jacobi identity
shows that the bracket
g⊗ g(l) → g(l+1)(11)
is surjective. Since the bracket is a morphism of MHS, it follows that g(l) ⊆W−lg.
The fact that H1(g) is pure of weight −1, forces g
(2) = W−2 g. The result now
follows by an induction argument (induct on l) using the fact that (11), being a
morphism of MHS, is strict with respect to the weight filtration.
Corollary 4.8. The lth term of the lower central series of ung,r is W−lu
n
g,r.
This result implies that the weight filtration on Gng,r is defined over Q which
implies that this MHS is really defined over Q.
Corollary 4.9. The weight filtration of the canonical MHSs on Gng,r(x) and u
n
g,r(x)
associated to a point ofMng,r are topologically determined and therefore defined over
Q. Consequently, the MHSs on Gng,r(x) and u
n
g,r(x) each have a canonical lift to
Q-MHSs.
We are now ready to lift the MHS from ung,r(x) to t
n
g,r(x):
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Theorem 4.10. Suppose that g 6= 2 and that r, n ≥ 0. For each choice of a base
point
x = [C;x1, . . . , xn; v1, . . . , vr]
ofMng,r there is a canonical Q-MHS on t
n
g,r(x) for which the bracket and the quotient
map tng,r(x)→ u
n
g,r(x) are morphisms of MHS. Moreover, W−lt
n
g,r(x) is the lth term
of the lower central series of tng,r(x) and the central Ga is isomorphic to Q(1).
Proof. For all g ≥ 0, we have the exact sequence
1→ πng,r → T
n
g,r → Tg → 1.
When g = 0, 1, Tg is the trivial group, so that T
n
g,r is isomorphic to π
n
g,r . It follows
that in these cases tng,r is isomorphic to the Malcev Lie algebra p
n
g,r associated to
πng,r. The choice of the base point of M
n
g,r gives the configuration space (F
n
g,r , fo)
the structure of a pointed smooth complex algebraic variety. Since πng,r is the
fundamental group of (Fng,r , fo), the existence of the MHS on t
n
g,r(x) when g = 0, 1
follows from [14, (6.3.1)].
Now suppose that g ≥ 3. To construct a MHS on tng,r(x), it suffices to show that
tg(x) has a MHS such that tg(x) → ug(x) is a morphism as it follows from (3.4),
(3.6) and (3.7) that the diagram
tng,r(x) −−−−→ tg(x)y y
ung,r(x) −−−−→ ug(x)
is a pullback square in the category of pronilpotent Lie algebras.
It is useful to begin by explaining the philosophy behind the proof. The essential
point is that Γg(x) acts on tg(x) and on ug(x) — the action is induced by the action
of Γg(x) on Tg(x) by conjugation. The central extension
0→ Ga → tg(x)→ ug(x)→ 0.(12)
given by (3.4) can be viewed as an extension of local systems over Mg (in the
orbifold sense, of course) where Ga is a trivial local system. Although we have not
proved it yet, ug(x) should be a variation of MHS over Mg. So we should try to
construct the MHS on tg(x) so that (12) is both an extension of local systems and
an extension of mixed Hodge structures. This, and the fact that the bracket has to
be a morphism of MHS, gives us no choice. We now carry this out this program.
The first point is that we know that, since H1(tg) does not contain any copies of
the trivial representation, the central Ga is contained in [tg, tg]. The second is that
by the computations in §8 of [17] we know that the central Ga lies in the image of
the map
Λ2H1(tg)→ Gr
lcs
−2 tg
induced by the bracket. So in order that the bracket be a morphism of MHS, the
centralGa must be of weight−2. Since it is one dimensional, it has to be isomorphic
to Q(1).
Now fix a base point x of Mg. There is a corresponding Q-MHS on ug(x). To
lift this MHS to tg(x), we have to give an element of
Ext1H(ug(x),Q(1)),
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where ExtH denote the Ext group in the category H of Q mixed Hodge structures.
Applying the functor Ext•H to the sequence
0→W−2ug(x)→ ug(x)→ H1(ug(x))→ 0,
we see that the natural map
Ext1H(H1(ug(x)),Q(1))→ Ext
1
H(ug(x),Q(1))
is an isomorphism.
Now let the base point vary. By (4.6), H1(ug) is a variation of Q-MHS over
Mg (in the orbifold sense) of weight −1 — cf. [18, (9.1)]. Denote the category of
admissible variations of Q-MHS over a smooth variety X by H(X) and the category
of Q local systems over X by L(X). Then, by [18, (8.4)], the the forgetful map
Ext1H(Mg)(H1(ug),Q(1))→ Ext
1
L(Mg)(H1(ug),Q(1))
∼= H1(Γg, H
1(ug))(13)
is an isomorphism.3 We will lift the MHS on ug(x) to tg(x) using an element of the
right hand group.4 We do this by producing an element of the right hand group
which corresponds to the central extension (12).
Denote the kth term of the lower central series of tg(x) by tg(x)
(k). We can form
the extension
0→ tg(x)
(2)/tg(x)
(3) → tg(x)/tg(x)
(3) → H1(tg(x))→ 0(14)
As has been pointed out above, the image of tg(x)
(2)/tg(x)
(3) in the central Ga in
T ng,r(x) is non-trivial. The kernel of the extension (14) is a rational representation
of Spg. Since H1(tg(x)) is irreducible, its second exterior power contains exactly
one copy of the trivial representation. There is therefore a unique non-zero Spg-
invariant projection
tg(x)
(2)/tg(x)
(3) → Ga.
If we push the extension (14) out along this map, we obtain a canonical element of
Ext1L(Mg)(H1(ug),Q(1)).
By the isomorphism (13), we obtain an element of
Ext1H(Mg)(H1(ug),Q(1))
which allows us, for each point x of Mg, to lift the MHS on ug(x) associated to x
to a MHS on tg(x).
Our last task is to show that the bracket is a morphism of MHS. We only need
show that the bracket preserves the Hodge and weight filtrations. First observe
that since Ga is central and contained in W−2, the bracket preserves the weight
filtration, and its restriction to W−2tg(x) is a morphism of MHS. It remains to
show that the the bracket preserves the Hodge filtration. In view of these facts, it
suffices to prove that
[F ptg(x), F
qtg(x)] = 0
when p+ q > −1. This is easily deduced from the the fact that the map
[ , ] : Λ2H1(tg)→ Gr
W
−2 tg(x)
proj
→ Ga ∼= Q(1)
3This group is one dimensional and generated by the Johnson homomorphism, although we do
not really need to know this here — see [18, (5.2)].
4The class we seek, not surprisingly, is the one corresponding to the Johnson homomorphism,
and is half the class associated to the algebraic cycle C − C− in JacC — see [18, §8].
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induced by the bracket is a polarization of H1(tg(x)) as it is Spg equivariant and
non-zero by results in [17, §7].
Remark 4.11. It follows immediately from (4.5) and (4.10) that for each choice of
base point in Mng,r, the canonical morphism t
n
g,r(x) → Der p
n
g,r(x) is a morphism
of MHS.
5. Review of Continuous Cohomology
In this section, we briefly review the theory of continuous cohomology of discrete
groups, which is mainly developed in [15]. It will be our principal tool in proving
that Torelli has a presentation with only quadratic relations. As a warm up, we
show how it can be used to give a new and simpler proof of Morgan’s theorem
that the complex form of the Lie algebra associated to the fundamental group of a
smooth variety has a weighted homogenous presentation with generators of weights
equal to those occurring in H1(X), and relations of weight contained in those of
H2(X).
Define the continuous cohomology of a discrete group π to be the direct limit of
the rational cohomology of its finitely generated nilpotent quotients:
H•cts(π,Q) := lim
→
H•(N,Q)
where N ranges over the finitely generated nilpotent quotients of π. There is an
obvious natural homomorphism
H•cts(π,Q)→ H
•(π,Q).(15)
If X is a topological space with fundamental group π, then we also have a natural
homomorphism
H•cts(π,Q)→ H
•(X,Q)
as there is a canonical map H•(π)→ H•(X).
Proposition 5.1. If H1(π,Q) is finite dimensional, then the natural homomorph-
ism (15) is an isomorphism in degree 1 and injective in degree 2.
This is really a restatement of the result of Dennis Sullivan which asserts that
the Lie algebra of the 1-minimal model of a space is the Malcev Lie algebra of the
fundamental group. A more direct proof can be found, for example, in [15, (5.1)].
We present a new proof because it is elementary.
Proof. The group H2(G,Q) parameterizes central extensions of G by Q. Suppose
that α ∈ H2cts(π,Q) whose image in H
2(π,Q) is trivial. Then there is a nilpotent
quotient N of π and an element α˜ of H2(N,Q) that is a lift of α. There is a central
extension
1→ Q→ E → N → 1(16)
corresponding to by α˜. The key point to note is that E is nilpotent. To say that
the image of α is trivial in H2(π,Q) is to say that the pullback of the extension
(16) to π is split. Composing a splitting of this projection with the projection of
π → N gives a homomorphism π → E which lifts π → N . Denote the image of π
in E by N˜ . It is easy to see that the pullback of the extension (16) to N˜ splits.
Since N˜ is a nilpotent quotient of π, the class α vanishes.
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Similarly, we can define the continuous cohomology of a pronilpotent Lie alge-
bra g to be the direct limit of the cohomology of its finite dimensional nilpotent
quotients:
H•cts(g) := lim→
H•(n)
where n ranges over the finite dimensional nilpotent quotients of g.
A mild generalization of a theorem of Nomizu [42] states that for each finitely
generated nilpotent group N there is a natural isomorphism
H•(n) ∼= H•(N,Q)
where n is the Lie algebra of the Malcev completion of N . It follows immediately
from the definitions that if π is a finitely generated group and p the associated
Malcev Lie algebra, then there is a natural isomorphism
H•cts(p)
∼= H•cts(π,Q).
The continuous cohomology of a pronilpotent Lie algebra g can be computed
using the standard complex C•(g) of continuous cochains of g. This is defined to
be the direct limit of the Chevalley-Eilenberg cochains of the finite dimensional
nilpotent quotients of g. Denote the continuous dual of g by g∗. Then we have a
d.g.a. isomorphism
C•(g) = Λ• (g∗[−1]) ;
the differential is derivation of degree 1 whose restriction to g∗ is minus the dual of
the bracket.
The definition of continuous cohomology can be extended to the case where the
coefficients areQmodules on which g acts via a representation of one of its nilpotent
quotients — cf. [15].
Suppose now that H1(g) is finite dimensional. If g has a MHS, then, by linear
algebra, so do C•(g) and H•(g). We will call such a pronilpotent Lie algebra
a Hodge Lie algebra. It follows that if X is an algebraic variety, x ∈ X , then
H•cts(π1(X, x),Q) has a canonical MHS. One can show that this MHS does not
depend on the base point x of X — [15].
Since the weight filtration of a MHS splits canonically over C, each finite di-
mensional Hodge Lie algebra g is canonically isomorphic to the graded Lie algebra
GrW• g after tensoring with C. The following result therefore follows by taking
inverse limits.
Proposition 5.2. If g is a Hodge Lie algebra, all of whose weights are negative,
then there is a canonical Lie algebra isomorphism
gC ∼=
∏
l≥1
GrW−l gC.
Since each choice of a base point of Mng,r determines a canonical MHS on t
n
g,r,
we have:
Corollary 5.3. For each choice of a base point of Mng,r, there is a canonical iso-
morphism
tng,r ⊗ C
∼=
∏
l≥1
(
GrW−l t
n
g,r ⊗ C
)
.
The following result is proved, for example, in [10, (11.7)]. In Section 7 we will
prove a generalization needed for studying the relations in tg.
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Theorem 5.4. If X is a smooth algebraic variety, then the natural homomorphism
H•cts(π1(X),Q)→ H
•(X,Q)
is a morphism of mixed Hodge structures.
The final two results in this section together will allow us to use continuous
cohomology as an effective tool for studying relations in Hodge Lie algebras in
general, and tg in particular.
The cochains, and therefore the cohomology, of a graded Lie algebra both have
an extra grading, and are therefore bigraded algebras. If g is a Hodge Lie algebra,
then GrW• g has an extra grading is by weight. Since the functor Gr
W is exact on
the category of MHS, we have:
Proposition 5.5. If g is a Hodge Lie algebra, then there is a canonical bigraded
algebra isomorphism
GrW• H
•
cts(g)
∼= H•(GrW• g).
If g is a graded Lie algebra with negative weights, then we can write g as a
quotient of the free graded Lie algebra f generated by H1(g) modulo a homogeneous
ideal r. Note that we are not assuming that H1(g) is pure — in general it will be
graded. The group
H0(f/r) = r/[f, r]
is graded. One can obtain a minimal set of relations of g by taking the image of
any splitting of the projection
r→ H0(f/r).
The following result is an analogue of Hopf’s description of the second homology
of a group in terms of a presentation.
Proposition 5.6. If g is a graded Lie algebra with negative weights, then there is
a canonical isomorphism of graded vector spaces
H0(f/r) ∼= H2(g).
Proof. There are several ways to see this. One is look closely at the Chevalley-
Eilenberg cochains of g. The second is the use the fact that a sub-Lie algebra of a
free Lie algebra is free [46, (2.5)] to deduce that, as a Lie algebra, r is free. Then
apply the Lie algebra analogue of the Hochschild-Serre spectral sequence to the
extension
0→ r→ f→ g→ 0.
The details are standard and are omitted.
Corollary 5.7. If g is a graded Lie algebra with negative weights, then there is an
injective linear map
δ : H2(g) →֒ L(H1(g))
of graded vector spaces such that g has presentation
L(H1(g))/(im δ)
in the category of graded Lie algebras.
Combining (5.2), (5.7) and the existence of a canonical MHS on the Malcev Lie
algebra g(X, x) associated to a pointed variety, we obtain one of Morgan’s theorems
[35, (10.3)].
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Theorem 5.8. If X is a smooth complex algebraic variety and x ∈ X, then then
the complex Malcev Lie algebra g(X, x)C associated to π1(X, x) has the property
that
g(X, x)C ∼=
∏
l≥1
GrW−l gC
and there is a homomorphism of graded vector spaces
δ : H2(X,C)→ L(Gr
W
• H1(X))
such that
GrW• gC
∼= L(GrW• H1(X,C))/(δ(Gr
W
• H2(X,C)))
in the category of graded Lie algebras.
6. Remarks on the Representations of spg
In this section we review some basic facts from the representation theory that
we shall need in subsequent sections. A good reference is [13].
Denote the Lie algebra of Spg by spg. The representation theory of the group
and the Lie algebra are the same. Denote their common representation ring by
R(spg).
Choose a symplectic basis a1, . . . , ag, b1, . . . , bg of the fundamental representation
of spg. Denote by h the torus in spg consisting of matrices that are diagonal with
respect to this basis. Choose coordinates t = (t1, . . . , tg) on h so that
t · ai = tiai and t · bi = −tibi.
The subalgebra of positive nilpotents n has basis the elements Si,j , (i < j), Ti, and
Fi,j , (i 6= j) of spg, where
Si,j(aj) = ai, Si,j(bi) = −bj, Si,j(other basis vectors) = 0,
Ti(bi) = ai, Ti(other basis vectors) = 0,
Fi,j(bi) = aj , Fi,j(bj) = ai, Fi,j(other basis vectors) = 0.
A fundamental set of weights of spg is λj : h→ R, 1 ≤ j ≤ g, where λj is defined
by
λj(t) = t1 + t2 + · · ·+ tj .
The irreducible representations of spg correspond to positive integral linear com-
binations λ of the λj . Denote the irreducible representation of spg with highest
weight λ by V (λ).
The irreducible representations of spg can also be indexed by partitions α of an
integer n into ≤ g parts:
n = α1 + α2 + · · ·+ αg
where
α1 ≥ α2 ≥ · · · ≥ αg ≥ 0.
The irreducible representation corresponding to α has highest weight
t 7→
∑
j
αjtj .
We shall denote the integer
g∑
k=1
αk =
g∑
k=1
k nk
INFINITESIMAL PRESENTATIONS OF THE TORELLI GROUPS 21
by |α| or by |λ| according to whether we are using partitions or highest weights.
This can be considered as a measure of the size of the corresponding irreducible
representation; it is the smallest positive integer d such that V (λ) occurs in the dth
tensor power of the fundamental representation.
There is a notion of stability of the decomposition of tensor products and Schur
functors of representations of symplectic groups. In order to state the result, we
need to first define the depth, δ(V ), of a representation V of spg. If the module is
irreducible with highest weight
∑
nk λk, define δ(V ) to be the largest d such that
nd 6= 0 — or equivalently, it is the number of rows in the corresponding Young
diagram. Define the depth of an arbitrary representation to be the maximum of
the depths of its irreducible components.
In order to discuss stability, we will need a stabilization map. When h ≥ g,
define a group homomorphism
R(spg) →֒ R(sph)
by taking the irreducible representation of spg corresponding to the partition α to
the representation of sph corresponding to the same partition. Equivalently, take
the representation of spg with highest weight
∑
nk λk to the representation of sph
with the same highest weight decomposition.
Recall that to each partition β of a positive integer n, one has a Schur functor Sβ
defined on the category of representations of each group. For example, if β = [n],
then Sβ is the nth symmetric power, if β = [1
n], then Sβ is the nth exterior power.
We shall denote the integer n by |β|.
The second assertion of the following stability result appears to be folklore —
the only proof I know of is in Kabanov’s thesis.
Theorem 6.1. 1. ([13, p. 424]) If V and W are representations of spg and
δ(V ) + δ(W ) ≤ g, then the irreducible representations and their multiplicities
occurring in the decomposition of V ⊗W is independent of g.
2. ([24] — see also [26]) If V is a representation of spg and β is a partition with
|β|δ(V ) ≤ g, then the decomposition of SβV into irreducible components is
independent of g.
Remark 6.2. Some of the computations of highest weight decompositions in this
paper have been made using the computer program LiE from the University of
Amsterdam. The computations were performed for a particular g in the stable
range. The stability theorem was then used to deduce the decomposition for all g
in the stable range. Note that all such computations were checked using several
values of g in the stable range. In addition, many of the unstable computations
were done using LiE.
By composition with the canonical homomorphism
Γng,r → Spg(Q)
we see that each representation V of spg gives rise to a local system over M
n
g,r,
at least in the orbifold sense. It is a standard fact that each such local system
arising from an irreducible representation of spg is an admissible variation of Hodge
structure overMng,r in a unique way up to Tate twist — cf. [18, (9.1)]. It can always
be realized as a variation of weight |λ|, and we shall take this as the default weight.
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We would like to discuss the cohomology ofMng,r with coefficients in such a local
system. To do this, first choose a level l such that Γng,r is torsion free. ThenM
n
g,r[l]
is smooth and the variation of Hodge structure V corresponding to an irreducible
representation V of Spg is defined overM
n
g,r[l] and has a natural Spg(Z/lZ) action.
From the work of M. Saito [47], we know that Hk(Mng,r[l],V) has a canonical mixed
Hodge structure with weights ≥ k+weight(V ). The action of Spg(Z/lZ) preserves
this MHS. So we can define
H•(Mng,r,V) = H
0(Spg(Z/lZ), H
•(Mng,r[l],V)).
as a MHS. Note that the underlying group is canonically isomorphic to H•(Γng,r, V ).
7. Continuous Cohomology of Torelli Groups
The next step in finding a presentation of tng,r is to determine the relations in
GrW• t
n
g,r. Since this is a graded Lie algebra generated in degree −1, the generators
of the ideal of relations is homogeneous. In this section we will use a result of
Kabanov [24] (see also [25]) about the second cohomology of Γng,r to show that the
ideal of relations in Gr tng,r is generated by quadratic and cubic generators when
g ≥ 3, and quadratic relations alone when g ≥ 6. Our principal tool will be the
continuous cohomology defined in Section 5.
First some notation. Take X and V as in the statement of (4.1). Denote the Lie
algebra associated to the prounipotent radical of the completion of π1(X, x) relative
to ρ by u(x). This is a Hodge Lie algebra. The next result is a generalization of
(5.4).
Proposition 7.1. Suppose that W is an admissible variation of Hodge structure
over X which is a subquotient of a tensor power of V. Then for all k ≥ 0 and each
x ∈ X, there is a natural homomorphism
H0(X,Hkcts(u(x)) ⊗Wx)→ H
k(X,W)
which is a morphism of MHS. It is an isomorphism when k = 1 and injective when
k = 2.
Proof. The case k = 1 is proved in [19, (10.3),(13.8)]. We will prove the result
when k > 1 by induction. The most important case for us is when k = 2, so we
will give that argument in more detail and briefly sketch the remaining cases. We
will assume throughout that the reader is familiar with [19]. A convenient auxiliary
reference for rational homotopy theory is [14, §2].
We begin by recalling some well known facts from rational homotopy theory.
The base point x ∈ X determines an augmentation
ǫx : E
•
fin(X,O(P ))→ R,
where P is the principal bundle defined in [19, §4]. We shall write O instead of
O(P ). We can form the bar construction
B(E•fin(X,O)) := B(R, E
•
fin(X,O),R)
where both copies of R are regarded as E•fin(X,O) modules via ǫx. The Lie algebra
u(x) is determined by B(E•fin(X,O)) as follows: the dual
H0(B(E•fin(X,O)))
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is a complete Hopf algebra, u(x) is its set of primitive elements. (See, for example,
[14, (2.4.5) and §2.6].) There is an augmentation preserving d.g.a. homomorphism
C•(u(x))→ E•fin(X,O),(17)
unique up to homotopy, which induces the map
θ : H•cts(u(x))→ H
•(E•fin(X,O))
on homology. The map θ is an isomorphism in degree 1 and injective in degree 2.5
There is a canonical isomorphism
Hk(X,W) ∼= H0(X,Hk(E•fin(X,O))⊗W)
of MHSs for each VHS W over X whose monodromy representation is the pullback
of a rational representation of Aut(Vo, q) via the representation ρ. Since u(x) has
a canonical MHS, and since E•fin(X,O) is a mixed Hodge complex, each of the
domain and target of θ have a canonical MHS. To prove the result, we need only
prove that θ is a morphism of MHS.
First we give an intuitive proof. The image of the map
θ2 : H2cts(u)→ H
2(E•fin(X,O))
is the subspace of the right hand side generated by the cup product H1⊗H1 → H2,
all Massey triple products of 1-forms, all Massey quadruple products of 1-forms,
etc. Since the cup product and all Massey k-fold products have domain which is a
sub-MHS of ⊗kH1 and are themselves morphisms, it follows that the image of θ2
is a MHS. That θ2 is a morphism follows as θ1 is an isomorphism of MHS. One can
continue in an analogous fashion to prove that each θk is a morphism.
We now make this argument precise. The spectral sequence associated to the
standard filtration of the bar construction is called the Eilenberg-Moore spectral
sequence (EMss): for an augmented d.g.a. A• with connected homology, it takes
the form
E−s,t1 =
[
⊗sH+(A)
]t
=⇒ Ht−s(B(A)).
Denote the EMss associated to C(u)• by {Er(u)} and the EMss associated to
E•fin(X,O) by {Er(X)}.
The map (17) induces a morphism of Eilenberg-Moore spectral sequences. Each
of these is a spectral sequence of MHSs as both the domain and target of (17) are
mixed Hodge complexes, but we have to prove that the map between them is a
morphism of MHSs. This is the case in total degree 0 as E−s,s1 is ⊗
sH1 and θ1 is
an isomorphism of MHS.
It is a standard fact that
Hk(B(C•(u))) = 0
when k > 0; cf. [14, (2.6.2)] and [6]. Therefore, the E−1,2∞ term of the associated
EMss vanishes. (This is a precise way to say that H2cts(u) is generated by Massey
products.) The edge homomorphisms
Hkcts(u) = E
−1,k
1 (u)→ E
−1,k
r (u)
are all surjective. Let Mkr be the inverse image in H
k
cts(u) of the image of
dr−1 : E
−r,k+r−2
r−1 (u)→ E
−1,k
r−1 (u).
5In the language of Sullivan [50], the map (17) is the 1-minimal model of E•
fin
(X,O).
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Then the fact that the higher cohomology of B(C•(u)) vanishes implies that when-
ever k ≥ 2
Hkcts(u) =
⋃
r
Mkr .
Since the spectral sequence is a spectral sequence of MHS, each Mkr is a sub-MHS
of Hkcts(u).
Since both spectral sequences are spectral sequences of MHSs, it follows that the
image of
H2cts(u) = E
−1,2
1 (u)→ E
−1,2
1 (X) = H
2(E•fin(X,O))
is a sub-MHS and that θ2 is a morphism of MHS.
If k > 2, one can assume by induction that θm is a morphism whenever m < k.
It follows easily that the natural map
E−s,t1 (u)→ E
−s,t
1 (X)
is a morphism of MHS whenever −s+t < k−1, and therefore that its image is a sub-
MHS of E−s+t1 (X). But since these spectral sequences are spectral sequences in the
category of MHSs, and since E−1,k∞ (u) vanishes, it follows that θ
k is a morphism.
Remark 7.2. This is a continuation of Remark 3.9. The previous result implies that
U1[l] is a free pronilpotent group as SL2(Z)[l] has a free subgroup of finite index,
which implies that H2(M1[l], S
nV ) vanishes for all n. It follows that H2(u1[l])
vanishes and from (5.7) that u1[l] is free.
We thus have the following version of (7.1) for moduli spaces of curves.
Proposition 7.3. If g ≥ 3 and V is a variation of Hodge structure over Mng,r
whose monodromy representation comes from a rational representation of Spg, then
for all k, there is a natural map
H0(Spg, H
k
cts(u
n
g,r(x))⊗ Vx)→ H
k(Mng,r,V)
which is a morphism of MHS. Here Vx denotes the fiber of V over x.
This yields the following useful result about differentials in the Hochschild-Serre
spectral sequence associated to the group extension
1→ T ng,r → Γ
n
g,r → Spg(Z)→ 1.(18)
If we take coefficients in the irreducible representation V (λ) of Spg, this spectral
sequence takes the form
Es,t2 = H
0(Spg(Z), H
t(T ng,r)⊗ V (λ)) =⇒ H
s+t(Γng,r, V (λ)).
Corollary 7.4. For each λ, the image of the composite
H0(Spg, H
2
cts(t
n
g,r)⊗ V (λ))→ H
0(Spg(Z), H
2(T ng,r)⊗ V (λ)) = E
0,2
2
is contained in E0,2∞ .
Proof. The result follows immediately from the fact that the diagram
H0(Spg, H
2
cts(u
n
g,r)⊗ V (λ)) −−−−→ H
0(Spg, H
2
cts(t
n
g,r)⊗ V (λ))y y
H2(Γng,r, V (λ)) −−−−→ H
0(Spg(Z), H
2(T ng,r)⊗ V (λ))
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commutes, where the top map is the surjection induced by the projection of tng,r
onto ung,r, the right hand vertical map by the canonical map
H•cts(t
n
g,r)→ H
•(T ng,r)
described in Section 5, the bottom map is the canonical restriction map, and the
left hand vertical map is the one given by (7.3). This assertion can be proved
using the constructions in [19, §4] by restricting to a leaf in the principal bundle
P →Mng,r associated to the representation (5). In this case, each leaf is a copy of
the classifying space of T ng,r.
Actually, we have proved a stronger statement than asserted. The stronger claim
will be stated in §14.
Denote the fiber over x ∈ Mng,r of the variation of Hodge structure V(λ) corre-
sponding to the irreducible representation V (λ) of Spg by V (λ)x.
Corollary 7.5. If g ≥ 3, then for each irreducible representation V (λ) of Spg,
there is a canonical monomorphism of MHS
H0(Spg, H
2
cts(t
n
g,r(x)) ⊗ V (λ)x) →֒ H
2(Mng,r,V(λ)).
Proof. We first prove the existence of the homomorphism. Injectivity will then
follow directly from (7.1). It follows from (3.4) and [15, (5.5)] that the sequence of
Spg modules
0→ Q(1)→ H2cts(u
n
g,r(x))→ H
2
cts(t
n
g,r(x))→ 0
is an exact sequence of MHSs. It follows that the natural map H2cts(u
n
g,r(x)) →
H2cts(t
n
g,r(x)) is a surjective morphism of MHS. According to (7.3), the map[
H2cts(u
n
g,r(x))⊗ V (λ)x
]Spg
→ H2(Mng,r,V(λ))
is a morphism of MHS. So to construct the homomorphism, it suffices to show that
this map factors through the quotient map
H2cts(u
n
g,r)→ H
2
cts(t
n
g,r).
We first assume that λ 6= 0, λ1, λ3. Consider the Hochschild-Serre spectral se-
quence
Es,t2 = H
s(Spg(Z), H
t(T ng,r)⊗ V (λ)) =⇒ H
s+t(Γng,r, V (λ)).
By (3.2), Es,t2 vanishes when s ≤ 1 and t ≤ 2 provided g ≥ 3 (cf. [18, (5.2)]). It
follows that
H2(Γng,r,V(λ)) = H
0(Spg(Z), H
2(T ng,r)⊗ V (λ)).
The result now follows from (5.1).
When λ = λ3, we have E
2,1
2
∼= Q (cf. [18, (5.2)]), so there is a possibility of
having a non-trivial differential d2 : E
0,2
2 → E
2,1
2 . But by (7.4) this cannot occur.
The argument is completed as in the previous case. The case of λ1 is proved in the
same way.
Finally, we consider the case of the trivial representation. In this case, we have
E2,12 = E
3,0
2 = 0, but E
2,0
2 = Q. It follows that we have an exact sequence
0→ Q→ H2(Γng,r,Q)→ H
0(Spg(Z), H
2(T ng,r))→ 0.
The result in this case now follows using the exact sequence in the first paragraph
of this proof.
Denote the λ isotypical part of an Spg module V by Vλ.
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Corollary 7.6. If g ≥ 3 and λ is a dominant integral weight of Spg, then
dimGrWl H
2
cts(t
n
g,r)λ ≤ dimGr
W
l+|λ|H
2(Mng,r,V(λ)).
So, in order to bound the degrees of the relations in tng,r, it suffices to give a
bound the weights on H2(Mng,r,V(λ)). In the absolute case we have the following
result of Kabanov [24, 25] which is proved using intersection homology.
Theorem 7.7 (Kabanov). For each irreducible rational representation V (λ) of Spg,
we have
GrWk+|λ|H
2(Mg,V(λ)) = 0
when {
k 6= 2 when g ≥ 6;
k 6= 2, 3 when 3 ≤ g < 6.
Combining Kabanov’s result with the previous results, we obtain:
Corollary 7.8. If g ≥ 3, then GrW• tg has a presentation with only quadratic and
cubic relations, and only quadratic relations when g ≥ 6.
It is now an easy matter to insert the decorations:
Corollary 7.9. If g ≥ 3, then GrW• t
n
g,r has a presentation with only quadratic and
cubic relations, and only quadratic relations when g ≥ 6.
8. The Lower Central Series Quotients of a Surface Group
In this section we gather some information about Gr p1g that will be useful when
computing relations in Gr tg and Gr t
1
g. Our basic tool, once again, is continuous
cohomology.
A group is called pseudo-nilpotent if θ is an isomorphism. A proof of the following
result is sketched by Kohno and Oda in [30, (4.1)].
Theorem 8.1. If g ≥ 1, then π1g is pseudo-nilpotent.
Even though we will not be needing it, we record the following result which is
stated by Kohno and Oda [30, (4.1)]. Their proof is incorrect — cf. (2.2). Nonethe-
less, the result follows directly from (8.1) and [15, (5.7)].
Corollary 8.2. If g = 0 and r ≥ 1, or if g ≥ 1, then, for all n ≥ 0, each of the
decorated pure braid groups Fng,r is pseudo-nilpotent.
Since H1(p
1
g) is the fundamental representation of spg, Gr
W
• p
1
g is a graded Lie
algebra in R(spg), and its complex of chains Λ
•GrW• p
1
g is a complex in R(spg).
We shall write pg instead of p
1
g, and πg instead of π
1
g . We shall denote the lth
weight graded quotient of a Hodge Lie algebra g by g(l). In particular, we shall
denote GrW−l p
1
g by pg(l).
Corollary 8.3. If g ≥ 1, then, for each l ≥ 3, the complex
GrW−l Λ
•GrW• pg
is an acyclic complex of spg modules. When l = 2, we have an exact sequence
0→ Q(1)→ Λ2pg(1)→ pg(2)→ 0
of spg modules.
INFINITESIMAL PRESENTATIONS OF THE TORELLI GROUPS 27
This result allows us to compute the pg(l) inductively as elements of R(spg). As
before, we fix a set λ1, . . . , λg of fundamental weights of spg.
Proposition 8.4. For all g ≥ 3, the highest weight decomposition of pg(l) when
1 ≤ l ≤ 4 is given by
pg(l) =

V (λ1) when l = 1;
V (λ2) when l = 2;
V (λ1 + λ2) when l = 3;
V (2λ1) + V (2λ1 + λ2) + V (λ1 + λ3) when l = 4.
Proof. This is a straightforward consequence of (8.3). To show how this works, we
prove the case where l = 3. In this case, we have the exact sequence
0→ Λ3pg(1)→ pg(1)⊗ pg(2)→ pg(3)→ 0
in R(spg). Taking euler characteristics and applying the result for l = 2 and g ≥ 3,
we see that
pg(3) = V (λ1)⊗ V (λ2)− Λ
3V (λ1) = V (λ1 + λ2).
Since the kth exterior power is the Schur functor corresponding to the Young
diagram with k rows and one box in each row, and since pg(1) = H1(πg) is the
fundamental representation of spg, we obtain the following stability result for the
graded quotients of the lower central series of πg.
Corollary 8.5. The highest weight decomposition of pg(l) is independent of g when
l ≥ g.
9. The Action of t1g on pg
In this section we obtain a lower bound for the size of GrWl tg when l = 2, 3 and
g ≥ 3 by studying the action of t1g on pg. This will provide an upper bound on
the size of the quadratic and cubic relations of GrW• tg. Related results have been
obtained Asada-Kaneko [1], Morita [40] and Asada-Nakamura [2]. We also use a
result [2] of Asada and Nakamura to prove that tg is infinite dimensional. (This
fact also follows from a recent result of Oda [43].)
First, some notation. Denote the pronilpotent Lie algebra W−1Der pg by dg,
and the quotient of this by inner automorphisms by og. Once a base point x ofM
1
g
has been chosen, each of these acquires the structure of a Hodge Lie algebra.
We have natural representations
u1g → dg and ug → og.
These induce homomorphisms of their associated graded Lie algebras.
It is clear that there is an injective homomorphism
dg(l) →֒ Hom(pg(1), pg(l + 1)).
Each element δ : pg(1)→ pg(l+1) determines a derivation δ˜ of the free Lie algebra
L(pg(1)), the second graded quotient of which is isomorphic to pg(2)⊕ Qω, where
Qω is the unique copy of the trivial representation in Λ2pg(1). By taking the image
of δ˜(ω) under the projection
L(pg(1))→ Gr
W
• pg,
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we obtain an element σg(δ) of pg(l + 1). Observe that δ induces a derivation of
Gr pg if and only if σg(δ) vanishes. We therefore have a surjection
dg → ker
{
Hom(pg(1), pg(l + 1))
σ
→ pg(l + 2)
}
.
Proposition 9.1. The map σ is surjective. Consequently,
dg(l) = pg(1)⊗ pg(l + 1)− pg(l + 2)
in R(spg).
Proof. Consider the diagram
Hom(pg(1), pg(l + 1))
σg
−−−−→ pg(l + 2)y ∥∥∥
pg(1)⊗ pg(l + 1)
[ , ]
−−−−→ pg(l + 2)
where the left hand vertical map is induced by the quadratic form ω =
∑
ai ∧ bi.
This diagram commutes as the left hand map satisfies
δ 7→
∑
i=1g
ai ⊗ δ(bi)− bi ⊗ δ(ai),
which goes to
σg(q) =
g∑
i=1
([δ(ai), bi] + [ai, δ(bi)])
under the bracket. Since the bottom map is surjective and all maps are spg equi-
variant, the result follows.
Combining this with the computation of the first few graded quotients of pg
given in (8.4), we obtain the following result.
Corollary 9.2. For all g ≥ 3, we have
dg(l) =

V (λ3) + V (λ1) when l = 1;
V (2λ2) + V (λ2) when l = 2;
V (2λ1 + λ3) + V (λ1 + λ2) + V (3λ1) when l = 3.
The computation of dg(1) is simply another formulation of the Johnson homo-
morphism.
It is proven in [1, A′, p. 149] that the center of Gr pg is trivial, so that the
inclusion pg → dg of the inner automorphisms is injective.
Proposition 9.3. For all g ≥ 3 and all l ≥ 1, og(l) = dg(l)− pg(l).
Combining (8.4) and (9.2), we obtain the following computation.
Corollary 9.4. For all g ≥ 3, we have
og(l) =

V (λ3) when l = 1;
V (2λ2) when l = 2;
V (2λ1 + λ3) + V (3λ1) when l = 3.
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It does not seem obvious a priori, that tg is infinite dimensional.
6
Proposition 9.5. For all g ≥ 3, the image of tg in og is infinite dimensional.
Proof. Since tg → og is a morphism of MHS, the image g has a MHS. Since Gr
W
•
is an exact functor,
GrW• g = image of {Gr
W
• tg → Gr
W
• og}.
So it suffices to show that each graded quotient of g is non-trivial. It follows from
the result Asada and Nakamura [2, Theorem B] that the image of
t1g(l)→ dg(l)
contains the representation V (2mλ1 + λ3) when l = 2m + 1, and V (2mλ1 + 2λ2)
when l = 2m + 2. These representations both have the maximal possible depth,
l+2. But the inner automorphisms pg(l) in dg(l) have depth at most l. The result
follows.
We can now bound below the low degree relations in tg.
Proposition 9.6. For all g ≥ 3, the image of ug(l) in og(l) is
V (λ3) when l = 1;
V (2λ2) when l = 2;
V (2λ1 + λ3) when l = 3.
Proof. It follows from (9.5) that when g ≥ 3, the image of ug(l) → og(l) is non-
trivial for all l. Since this map is spg equivariant, the image of ug(2) must be all
of og(2). Since Gr
W
• ug is generated by ug(1), and since V (3λ1) does not appear in
ug(1)⊗ ug(2), the assertion for l = 3 follows.
Note that the copy of V (3λ1) is detected by Morita’s trace [40].
10. Quadratic Relations
In this section, we find some obvious quadratic relations in tg for each g ≥ 4.
These give a lower bound for the relations in tg. Serendipitously, this coincides
with the upper bound (9.6) derived in the previous section, thus yielding all the
quadratic relations.
Theorem 10.1. For all g ≥ 3, we have
GrW−2 tg = Gr
W
−2 ug = V (2λ2) + V (0).
The proof occupies the rest of this section. We prove the result by finding a pair
of commuting elements φ and ψ of the Tg whose class
τ(φ) ∧ τ(φ) ∈ Λ2V (λ3)
generates the Spg complement of V (2λ2) + V (0) for all g ≥ 3. Since we know, by
(9.6), that the quadratic relations are contained in the complement of V (2λ2)+V (0),
we have found all quadratic relations.
6This result also follows quite directly from a result of Oda [43].
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Lemma 10.2. If g ≥ 3, then
Λ2V (λ3) =
V (λ6) + V (λ4) + V (λ2) + V (λ2 + λ4) + V (2λ2) + V (0) when g ≥ 6;
V (λ4) + V (λ2) + V (λ2 + λ4) + V (2λ2) + V (0) when g = 5;
V (λ2) + V (λ2 + λ4) + V (2λ2) + V (0) when g = 4;
V (2λ2) + V (0) when g = 3.
From (4.10), we know that V (0) occurs in tg(2). By (9.6) and the previous
proposition, there is nothing to prove when g = 3. So we suppose that g ≥ 4.
We use the notation introduced in Section 6. Set
ω = a1 ∧ b1 + · · ·+ ag ∧ bg.
Proposition 10.3. When g ≥ 3, there are elements φi,j , 1 ≤ i < j ≤ g of the
Torelli group whose image under the Johnson homomorphism
τg : H1(Tg)→ V (λ3)
is given by
(g − 1)τg(φi,j) = (g − 1)ai ∧ aj ∧ bj − ai ∧ ω
Here we are viewing V (λ3) as a submodule of Λ
3V (λ1). Moreover, we can choose
them such that φ1,2 and φ3,4 commute when g ≥ 4.
Proof. For 1 ≤ i < j ≤ g is easy to construct elements φi,j of the pointed Torelli
group T 1g with
τ1g (φi,j) = ai ∧ aj ∧ bj ∈ Λ
3V (λ1).
(To compute τ1g : H1(T
1
g )→ Λ
3V (λ1), use Johnson’s original definition in terms of
the action of T 1g on πg.)
It is also easy to arrange for φ1,2 and φ3,4 to have disjoint supports, and therefore
commute. To compute τg(φi,j) ∈ V (λ3), we just use the fact that the maps
∧ ω : V (λ1)→ Λ
3V (λ1)
and
p : Λ3V (λ1)→ V (λ1)
defined by p(x∧y∧z) = q(x, y)z+q(y, z)x+q(z, x)y are spg-equivariant and satisfy
p ◦ ( ∧ ω) = (g − 1) id .
It follows that V (λ3) is the kernel of p and that
(g − 1)τg(φi,j) = (g − 1)ai ∧ aj ∧ bj − ai ∧ ω.
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Take φ = φ1,2 and ψ = φ3,4. Since these commute,
v := τg(φ) ∧ τg(ψ) ∈ Λ
2V (λ3)
will lie inside the spg module of quadratic relations. Denote the spg submodule of
Λ2V (λ3) generated by v by V . By (10.3),
v = [(g − 1) a1 ∧ a2 ∧ b2 − a1 ∧ ω] ∧ [(g − 1) a3 ∧ a4 ∧ b4 − a3 ∧ ω].
Recall that elements of spg act on exterior powers as derivations. Note also that
for all X ∈ spg, Xω = 0. We now compute the highest weight decomposition of V .
λ2 + λ4: Apply F2,3, then F1,4, then T2,3 to v to get
(g − 1)2[a1 ∧ a2 ∧ a3] ∧ [a1 ∧ a2 ∧ a4] ∈ Λ
2Λ3V (λ1)
which is a highest weight vector on which h acts via the character
λ2 + λ4 = (t1 + t2) + (t1 + t2 + t3 + t4).
To decompose the rest of V , consider the spg-equivariant map
Λ2V (λ3) →֒ Λ
2Λ3V (λ1)→ Λ
6V (λ1).
Denote the image of V under this map by W . It is spanned by the image of v in
Λ6V (λ1). For the time being, we suppose that g ≥ 6.
λ6: In this case, the image of v in W is
w := ((g − 1) a1 ∧ a2 ∧ b2 − a1 ∧ ω) ∧ ((g − 1) a3 ∧ a4 ∧ b4 − a3 ∧ ω).
To find a highest weight vector for the representation it generates, first apply F2,5,
then F4,6 to this vector to get the highest weight vector
(g − 1)2a1 ∧ a2 ∧ a3 ∧ a4 ∧ a5 ∧ a6
of W on which h acts via the character
λ6 = t1 + t2 + t3 + t4 + t5 + t6.
To show that the weights λ2 and λ4 occur in V , it is useful to recall that for all
k ≥ 2, there is an spg equivariant projection
θk : Λ
kV (λ1)→ Λ
k−2V (λ1)(19)
which is defined by
x1 ∧ . . . ∧ xk 7→
∑
1≤i<j≤k
(−1)i+j+1q(xi, xj)x1 ∧ . . . ∧ xˆi ∧ . . . ∧ xˆj ∧ . . . ∧ xk.
λ4: The image of V in Λ
4V (λ1) is generated by θ6(w) which is
(g − 1)2a1 ∧ a3 ∧ (a2 ∧ b2 + a4 ∧ b4)− (g − 1)(g − 3) a1 ∧ a3 ∧ (a2 ∧ b2 + a4 ∧ b4)
−2(g − 1) a1 ∧ a3 ∧ ω − 2(g − 2) a1 ∧ a3 ∧ ω
= 2(g − 1) a1 ∧ a2 ∧ (a3 ∧ b3 + a4 ∧ b4)− 2 a1 ∧ a2 ∧ ω.
Applying F3,6, then S4,6, one gets the highest weight vector
2(g − 1) a1 ∧ a2 ∧ a3 ∧ a4
on which h acts via the character λ4 = t1 + t2 + t3 + t4.
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λ2: The image of V in Λ
2V (λ1) is generated by the image under θ4 of θ6(w). This
is
4(g − 1) a1 ∧ a3 − 2(g − 2) a1 ∧ a3 = 2g a1 ∧ a3.
Apply S2,3 to this to get 2g a1∧a2 upon which h acts with highest weight λ2 = t1+t2.
We sketch the remaining cases g = 4, 5. When g = 5, W is generated by the
vector
(g − 1) (a1 ∧ a2 ∧ a3 ∧ b2 − a1 ∧ a3 ∧ a4 ∧ b4) ∧ ω.
By contracting with q as above, it is easy to see that this vector generates a sub-
module of
ω ∧ Λ4V (λ1) ∼= Λ
6V (λ1)
isomorphic to V (λ4) + V (λ2).
When g = 4, W is generated by a1 ∧ a3 ∧ ω
2. Again, by contracting with q, it is
easy to see that this vector generates a submodule of
w2 ∧ Λ2V (λ1) ⊂ Λ
6V (λ1)
isomorphic to V (λ2).
Remark 10.4. Note that we have determined the quadratic relations for all g ≥ 3.
One should be able to determine the cubic relations when 3 ≤ g ≤ 5 by applying
similar methods and the fact that the Dehn twist about the separating curve C
below commutes with the bounding pair map associated to the curves C′ and C′′.
The Dehn twist about C is in the kernel of the Johnson homomorphism, but has
non-trivial image in the second graded quotient of tg. Note that there have to be
cubic relations in genus 3 as there are no quadratic relations, and there has to be
one copy of V (λ3) in the cubic relations to ensure the existence of the central Ga.
11. Presentations of tg, tg,1 and t
1
g
Recall that L(V ) denotes the free Lie algebra generated by the vector space V .
In this section we shall give presentations of tg, t
1
g and tg,1 when g ≥ 6. First tg —
combining (9.6), (10.1) and (10.3), we have:
Theorem 11.1. For all g ≥ 6, GrW• tg is isomorphic to
L(V (λ3))/Rg
as a graded Lie algebra in R(spg), where Rg is the ideal generated by the quadratic
relations
V (λ6) + V (λ4) + V (λ2) + V (λ2 + λ4) ⊆ Λ
2V (λ3).
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Since tg ⊗C ∼=
∏
lGr
W
l tg ⊗C, this gives the desired presentation of tg for g ≥ 6.
We next consider t1g. Fix a point [C;x] of M
1
g so that t
1
g and pg have canonical
MHSs. Then the sequence
0→ p1g → t
1
g → tg → 0
is an exact sequence of MHSs. Since GrW• is an exact functor, the sequence
0→ GrW• p
1
g → Gr
W
• t
1
g → Gr
W
• tg → 0
is exact in R(spg). Since the sequence of H1’s is canonically split in R(spg), there
is a canonical lift
L(H1(tg))→ Gr
W
• t
1
g
of the natural homomorphism L(H1(tg)) → Gr
W
• tg. Since pg(2) is isomorphic to
V (λ2), and since this representation does not occur in tg(2), we can take the λ2
component of the bracket
Λ2H1(tg) →֒ Λ
2H1(t
1
g)→ t
1
g(2)
to obtain an spg module map
c : Λ2H1(tg)→ pg(2) ∼= V (λ2).(20)
This and the map
H1(tg)⊗H1(pg)→ pg(2)(21)
induced by the bracket completely determine GrW• t
1
g given Gr
W
• tg and Gr
W
• pg.
The map (21) is simply the adjoint of the Johnson homomorphism
τ1g : H1(tg)→ Λ
3V ⊂ Hom(H1(pg), pg(2)).
So, to give a presentation of t1g, we have to determine the map (20). We do this by
studying the action of L(V (λ3)) on L(V (λ1)).
Set V = V (λ1). We identify V with H1(C) and H1(T
1
g ) with Λ
3V via the
Johnson homomorphism. Recall that V (λ3) can be realized as the kernel of the
map p : Λ3V → V defined by
p : v1 ∧ v2 ∧ v3 7→ (v1 · v2)v3 + (v2 · v3)v1 + (v3 · v1)v2.(22)
We identify H1(Tg) ∼= Λ
3V/V with V (λ3) via the map
V (λ3) = ker p →֒ Λ
3V → Λ3V/V.
The natural action of Λ3V on L(V ) is defined by
e1 ∧ e2 ∧ e3 7→ − {v 7→ (e1 · v)[e2, e3] + (e2 · v)[e3, e1] + (e3 · v)[e1, e2]}
∈ Hom(V,Λ2V ) ⊆ DerL(V ).
(With this choice of sign,
∑
x ∧ aj ∧ bj 7→ ad(x).) It follows from the definition of
the Johnson homomorphism that the composite
H1(Tg,1)
τg,1
−→ Λ3V →֒ Hom(V,Λ2V )
is the map induced by the action of Tg,1 on πg,1. The action descends to the action
of GrW• t
1
g on Gr
W
• pg.
Define a projection r : Λ2V (λ3)→ V (λ2) to be the composite
Λ2V (λ3) →֒ Λ
2Λ3V
mult
−→ Λ6V
θ4θ6−→ Λ2V → V (λ2)
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where θk is the contraction (19) defined in the previous section, and the last map
is the standard projection
u ∧ v 7→ u ∧ v − (u · v)ω/(g − 1).
Since there is only one copy of V (λ2) in Λ
2V (λ3), this projection is unique up to a
scalar.
Proposition 11.2. The map (20) is given by
c[u, v] = −
1
2g + 2
ad(r(u ∧ v)) ∈ Hom(H1(pg), pg(3)).
In particular, this map is non-zero, and the extensions
0→ pg → t
1
g → tg → 0 and 0→ pg → u
1
g → ug → 0
are not split.
We now sketch the proof. Denote the degree k part of the free Lie algebra L(V )
by L(V )(k). Recall that there is a standard exact sequence
0→ Λ3V
j
→ V ⊗ Λ2V
b
→ L(V )(3)→ 0.
The first map is the “Jacobi identity” map
j : v1 ∧ v2 ∧ v3 7→ v1 ⊗ v2 ∧ v3 + v2 ⊗ v3 ∧ v1 + v3 ⊗ v1 ∧ v2,
and the second map is the bracket. (We are identifying L(V )(2) with Λ2V in the
standard way.)
Lemma 11.3. The bracket [e1 ∧ e2 ∧ e3, f1 ∧ f2 ∧ f3] of two elements of Λ
3V as
derivations of L(V ) is obtained by summing the expression
(e1 · f1)
(
e2⊗ [e3, [f2, f3]]− e3⊗ [e2, [f2, f3]] + f2⊗ [f3, [e2, e3]]− f3⊗ [f2, [e2, e3]]
)
∈ V ⊗ L(V )(3) ∼= Hom(V,L(V )(3))
cyclically in (e1, e2, e3) and in (f1, f2, f3).
We shall view this expression as an element of
(
V ⊗ V ⊗ Λ2V
)
/
(
V ⊗ Λ3V
)
. The
next step is to write down the projections of this group onto V (λ2).
There are four copies of V (λ2) in V ⊗ V ⊗ Λ
2V . These are detected by the
following four projections onto Λ2V :
p1 : u1 ⊗ u2 ⊗ u3 ∧ u4 7→ (u1 · u2)u3 ∧ u4
p2 : u1 ⊗ u2 ⊗ u3 ∧ u4 7→ (u3 · u4)u1 ∧ u2
p3 : u1 ⊗ u2 ⊗ u3 ∧ u4 7→
(
(u1 · u4)u2 ∧ u3 − (u1 · u3)u2 ∧ u4
)
/2
p4 : u1 ⊗ u2 ⊗ u3 ∧ u4 7→
(
(u2 · u3)u1 ∧ u4 − (u2 · u4)u1 ∧ u3
)
/2.
One can easily check that there are two copies of V (λ2) in V ⊗ Λ
3V and that the
projections p1− p3 and p2− p4 vanish on these. This leaves two copies of V (λ2) in(
V ⊗ V ⊗ Λ2V
)
/
(
V ⊗ Λ3V
)
. One of these vanishes in Hom(V, pg(3)) as V ⊗V ⊗ω
projects to zero there. We are now ready to compute.
Since
uj = aj ∧ a3 ∧ b3 − aj ∧ a4 ∧ b4
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lies in the kernel of the projection p above when j = 1, 2, u1 ∧ u2 is an element
of Λ2V (λ3). The projection r takes u1 ∧ u2 to −4 a1 ∧ a2. On the other hand, by
straightforward computations using (11.3), we have
p1([u1, u2]) = p2([u1, u2]) = 0, and p3([u1, u2]) = p4([u1, u2]) = −4 a1 ∧ a2.
Consequently,
(p1 − p3)([u1, u2]) = (p2 − p4)([u1, u2]) = 4 a1 ∧ a2.
Next observe that ad[a1, a2] corresponds to the element
−
g∑
j=1
(aj ⊗ bj ⊗ a1 ∧ a2 − bj ⊗ aj ⊗ a1 ∧ a2) .
of
(
V ⊗ V ⊗ Λ2V
)
/
(
V ⊗ Λ3V
)
. Since
∑
[aj , bj] = 0, ad[a1, a2] is also represented
by
z := −
g∑
j=1
(aj ⊗ bj ⊗ a1 ∧ a2 − bj ⊗ aj ⊗ a1 ∧ a2)− 2
g∑
j=1
a1 ⊗ a2 ⊗ aj ∧ bj.
By direct computation, we have
(p1 − p3)(z) = (p2 − p4)(z) = −(2g + 2) a1 ∧ a2.
This concludes the proof of Proposition 11.2.
Next we consider the case of tg,1. Fix a point (C;x, v) ofMg,1 so that tg,1, pg,1,
etc. all have compatible MHSs. By strictness, the sequence
0→ GrW• pg,1 → Gr
W
• tg,1 → Gr
W
• tg → 0
is exact in R(spg). Since the sequence
0→ Q(1)→ pg,1 → pg → 0
is exact, it follows that pg,1(2) is isomorphic to Λ
2V via the bracket.
As in the case of t1g, there is a canonical lifting L(H1(tg)) → Gr
W
• tg,1 of the
natural surjection L(H1(tg)) → Gr
W
• tg. It follows that to give a presentation of
GrW• tg,1 given presentations of tg and pg,1, it suffices to give the map
H1(tg)⊗H1(pg,1) −→ pg,1(2)(23)
induced by the bracket, together with the λ2 component
Λ2H1(tg) −→ V (λ2) ⊂ pg,2(24)
and the invariant part
c0 : Λ
2H1(tg) −→ tg,1(2)
Spg ∼= Q(1)2(25)
of the bracket. As in the case of t1g, the first map (23) is the adjoint of the Johnson
homomorphism and the second (24), by naturality with respect to the projection
tg,1 → t
1
g, is the map c determined in (11.2). It remains to determine the map (25).
Observe that the sequence
0→ pg,1(2)
Spg → tg,1(2)
Spg → tg(2)
Spg → 0
splits canonically as the canonical central Ga in tg,1 projects to the canonical central
Ga in tg by (3.4), and because Ga = tg(2)
Spg . As a generator of pg,1(2)
Spg we take∑
[aj , bj ].
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Fix an invariant bilinear form 〈 , 〉 on V (λ3) by insisting that
〈a1 ∧ a2 ∧ a3, b1 ∧ b2 ∧ b3〉 = 1.
We can therefore choose a generator γ of Ga such that if u, v ∈ H1(tg), then the
invariant component of [u, v] in tg(2) is 〈u, v〉 γ.
Proposition 11.4. If u, v ∈ H1(tg), then
c0[u, v] = 〈u, v〉 γ −
6〈u, v〉
g(2g + 1)
g∑
j=1
[aj , bj ].
As in the previous case, we determine the coefficient by studying the action of
L(V (λ3)) on L(V ). Note that Γg,1 acts on the free group π1(C − {x}, v).
7 We
therefore have a representation tg,1 → p(C − {x}, v) ∼= L(V ).
8 We continue with
the notation in the proof of (11.2).
There are two copies of the trivial representation in V ⊗ V ⊗ Λ2V . The corre-
sponding projections to Q are:
q1 : u1 ⊗ u2 ⊗ u3 ∧ u4 7→ (u1 · u2)(u3 · u4)
q2 : u1 ⊗ u2 ⊗ u3 ∧ u4 7→
(
(u1 · u4)(u2 · u3)− (u1 · u3)(u2 · u4)
)
/2.
There is one copy of the trivial representation in V ⊗ Λ3V and q1 − q2 vanishes on
it. The vectors
u1 = a1 ∧ a2 ∧ a3 and u2 = b1 ∧ b2 ∧ b3
both lie in V (λ3) and 〈u1, u2〉 = 1. It follows from the formula (20) that [u1, u2] is
obtained by summing the expression
a2 ⊗ [a3, [b2, b3]]− a3 ⊗ [a2, [b2, b3]] + b2 ⊗ [b3, [a2, a3]]− b3 ⊗ [b2, [a2, a3]]
over the cyclic group generated by (1, 2, 3). We have (q1− q2)([u1, u2]) = 6. On the
other hand, ad
∑
[aj , bj ] is represented by
g∑
j=1
g∑
k=1
(bj ⊗ aj − aj ⊗ bj)⊗ ak ∧ bk
The projection q1 − q2 takes the value −g(2g + 1) on this. The result follows.
Remark 11.5. The formulas in (11.2) and (11.4) are closely related to those in
Theorem 3.1 of Morita’s paper [38].
12. A Presentation of png,r
In this section we give an explicit quadratic presentation of the pure braid Lie
algebras png,r for all g > 0. We continue with the notation of Section 2. We fix a
complex structure on and a base point of Fng,r by choosing a point
[C;x1, . . . , xn; v1, . . . , vr]
of Mng,r.
7This notation denotes Deligne’s fundamental group of C − {x} with base point the tangent
vector v ∈ TxC.
8If we put the limit MHS on pi1(C − {x}, v) associated with the tangent vector v, then this
action is a morphism of MHS.
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In Section 2 we showed that H1(Fng,r(C)) is pure of weight 1. We will show
that H2(Fng,r(C)) is pure of weight 2, from which the existence of a quadratic
presentation of png,r will follow via Morgan’s Theorem (5.8).
First, some notation. Denote the projection of Cn onto its ith factor by pi.
Denote the image of the inclusion
p∗i : H
•(C) →֒ H•(Cn)
by H•(Ci). For x ∈ H
•(C), denote p∗i x by x
(i). Denote the component of ∆
where the ith and jth coordinates are equal by ∆ij . Fix a symplectic basis
a1, . . . , ag, b1, . . . , bg of H1(C), and let α1, . . . , αg, β1, . . . , βg be the dual basis of
H1(C). Denote the positive integral generator of H2(C) by ζ, and the intersection
form
g∑
r=1
αr ∧ βr
by q. When i 6= j, set
qij =
g∑
r=1
α(i)r ∧ β
(j)
r + α
(j)
r ∧ β
(i)
r .
Lemma 12.1. The Poincare´ dual PD(∆ij) of ∆ij is ζ
(i) + ζ(j) − qij .
This is elementary. Another elementary fact we shall need is the following state-
ment. It is easily proved using a Mayer-Vietoris argument.
Lemma 12.2. The natural map⊕
i<j
H2n−3(∆ij)→ H2n−3(∆)
is an isomorphism.
We can therefore write the Gysin map γ : H2n−3(∆) → H
3(Cn) as the sum of
the Gysin maps γij : H
1(∆ij)→ H
3(Cn); the map γij being given by cup product
with PD(∆ij).
Lemma 12.3. The composite H1(C)
p∗k−→ H1(∆ij)
γij
−→ H3(Cn) is given by
x 7→
{
ζ(i) ∧ x(j) + ζ(j) ∧ x(i) if k ∈ {i, j};
ζ(i) ∧ x(k) + ζ(j) ∧ x(k) − qij ∧ x
(k) if k 6∈ {i, j}.
It follows from (2.1) that the part
0→
⊕
i<j
Z→ H2(Cn)→ H2(Cn −∆)→ H2n−3(∆)→ H
3(Cn)
of the Gysin sequence is exact. Purity of H2(Fng (C)) therefore follows from the
following proposition.
Proposition 12.4. The Gysin map γ : H2n−3(∆)→ H
3(Cn) is injective.
Proof. The Gysin sequence can be viewed as the fiber over [C] ∈ Mg of an exact
sequence of (orbifold) local systems over Mg. It follows from (12.2) that the the
monodromy actions of the last two terms of the Gysin sequence above factor through
the symplectic group. It is convenient, though not necessary, to decompose these
groups under the action of Spg.
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First note that H2n−3(∆ij) is isomorphic to H
1(∆ij), which is isomorphic to
n− 1 copies of the fundamental representation V . Next,
H3(Cn) =
⊕
i6=j
(
H2(Ci)⊗H
1(Cj)
)
⊕
⊕
i<j<k
H1(Ci)⊗H
1(Cj)⊗H
1(Ck).
Each of the terms H2(Ci) ⊗ H
1(Cj) is a copy of the fundamental representation
that we shall denote by V ij . The term H
1(Ci)⊗H
1(Cj)⊗H
1(Ck) is isomorphic to
V ⊗3. It contains 3 copies of V . If, for i, j, k distinct, we set
V kij = the image of
{
H1(Ck)
∧qij
→ H3(Cn)
}
,
then [
H1(Ci)⊗H
1(Cj)⊗H
1(Ck)
]
λ1
= V kij ⊕ V
i
jk ⊕ V
j
ki.
It is now easy to see that γ is injective. Indeed, by (12.3), we see that the images
of the maps
H1(C)
p∗i→ H1(∆ij)
γij
→ H3(Cn)
are independent copies of V , and also, when k 6∈ {i, j}, that the image of
H1(C)
p∗k→ H1(∆ij)
γij
→ H3(Cn)
is congruent to V kij modulo the sum of the V
a
b .
Similarly, one can show that the r Chern classes of the central extensions
0→ Zr → πng,r → π
r+n
g → 1
are linearly independent in H2(πr+ng ) as they correspond to independent copies of
the trivial representation in H2(F r+ng ). It follows that H
2(Fng,r) is also pure of
weight 2.
Assembling all this, we obtain:
Proposition 12.5. For each choice of a base point [C] of Mg and for all g ≥ 1
and n, r ≥ 0, the natural MHS on H1(Fng,r) is pure of weight 1 and that on H
2(Fng,r)
is pure of weight 2. In addition, the cup product
Λ2H1(Fng,r ,Q)→ H
2(Fng,r)
is surjective.
From Morgan’s Theorem we deduce that png,r has a quadratic presentation for
all non-negative g, r and n.9
Our final task is to determine the relations explicitly. First some notation. The
Lie algebra png,r is a quotient of the free Lie algebra generated by
H1(p
n
g,r)
∼= H1(C
n+r) ∼=
n+r⊕
i=1
H1(Ci).
We shall think of elements of H1(C
n+r) as indeterminates, and write them as
upper case letters. If X ∈ H1(C), we shall denote the corresponding element of
H1(Ci) by X
(i). Fix a symplectic basis A1, . . . , Ag, B1, . . . , Bg of H1(C). Denote
the intersection number of X and Y ∈ H1(C) by (X · Y ).
9In the genus zero case, it is well known that H1 has weight 2 and H2 weight 4 as the
corresponding classifying spaces are complements of hyperplanes in affine space.
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Theorem 12.6. For all g ≥ 1 and all r, n ≥ 0,
GrW• p
n
g,r
∼= L(H1(C)
⊕(n+r))/R
where R is the ideal generated by the relations
[X(i), Y (j)] = [X(j), Y (i)] all i and j;
[X(i), Y (j)] =
(X · Y )
g
g∑
k=1
[A
(i)
k , B
(j)
k ] all i and j;
g∑
k=1
[A
(i)
k , B
(i)
k ] =
1
g
∑
j 6=i
g∑
k=1
[A
(i)
k , B
(j)
k ] 1 ≤ i ≤ n.
where X and Y are arbitrary elements of H1(C).
Note that the last relation holds only for those factors corresponding to a marked
point, and not those corresponding to a marked tangent vector.
Proof. If g is a graded Lie algebra generated in weight −1 and H2(g) of weight 2,
then we have an exact sequence
0→ H2(g)
cup∗
−→ Λ2H1(g)
bracket
−→ GrW−2g→ 0,
where the first map is the dual of the cup product.10 In our case, the natural
injection
H2(png,r)→ H
2(Fng,r ,Q)
is an isomorphism because the cup product is surjective. The coproduct is the
obvious inclusion of H2(F
n
g,r ,Q) into Λ
2H1(C
n,Q), and the sequence is a sequence
of Spg modules:
0→ H2(F
n
g,r,Q)→ Λ
2H1(C
n,Q)→ GrW−2 p
n
g,r → 0.
We will consider one weight at a time. Note that the three weights occurring in
Λ2H1(C
n) are 0, λ2 and 2λ1 — the last being the symmetric square of H1(C) and
second being the primitive part of H2(JacC). We also have the exact sequence
0→ H2(F
n
g,r)→ H2(C
n)
γ∗
→
⊕
i<j
Q→ 0
of Spg modules. The last map is the dual of the Gysin map. It follows that
H2(F
n
g,r,Q)λ = H2(C
n,Q)λ
when λ is 2λ1 or λ2.
The 2λ1 isotypical component is spanned by elements of the form
X(i) × Y (j) + Y (i) ×X(j).
This gives the first relation:
[X(i), Y (j)] = [X(j), Y (i)].(26)
10There are many ways to see this — the easiest being from the standard complex of Lie
algebra cochains. However, the statement holds in greater generality — cf. [49].
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Since V (λ2) is the kernel of the symplectic form Λ
2V (λ1)→ Q, the λ2 isotypical
component of H2(C
n) is spanned by vectors of the form
X(i) × Y (j) − Y (i) ×X(j) −
(X · Y )
g
g∑
k=1
(
A
(i)
k × B
(j)
k −B
(i)
k ×A
(j)
k
)
.
This gives relations of the form
[X(i), Y (j)] + [X(j), Y (i)] =
(X · Y )
g
g∑
k=1
(
[A
(i)
k , B
(j)
k ] + [A
(j)
k , B
(i)
k ]
)
which simplifies to the second relation after applying (26).
For the time being, we assume that r = 0. The trivial isotypical component lies
in an exact sequence
0→ H2(F
n
g,r)
Spg → H2(C
n)Spg
γ∗
→ H2g−2(∆)→ 0.
The map γ∗ takes W ∈ H2(C
n) to the functional
{∆ij 7→W ·∆ij}.
Note that
H2(C
n)Spg =
n⊕
i=1
H2(Ci)⊕
⊕
i<j
[H1(Ci)⊗H1(Cj)]
Spg .
The first terms has basis the Z(i), where Z denotes the integral generator of H2(C).
The second term has basis consisting of the
Qij :=
n∑
k=1
(
A
(i)
k ×B
(j)
k − B
(i)
k ×A
(j)
k
)
.
We next determine a basis of kerγ∗.
Choose n distinct points u1, . . . , un of C. For i < j, let Cij be the image of the
map C →֒ Cn defined by
x 7→ (u1, . . . , ui−1, x, ui+1, . . . , uj−1, x, uj+1, . . . , un).
Denote its homology class by Zij . It is easily seen that
Zij = Zi + Zj +Qij .
Observe that
Zij ·∆kl =

0 i, j, k, l distinct;
1 #{i, j, k, l} = 3;
2− 2g ij = kl.
The first two assertions are clear, the second follows from the projection formula
applied to the projection of Cn onto C2 along the ith and jth factors and the fact
that the self intersection of the diagonal in C2 is the Euler number of C. It follows
immediately that a basis of
H2(F
n
g )
Spg = ker{H2(C
n)Spg → H2(∆)}
consists of the
Zi −
1
2g
∑
j 6=i
Qij .
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These give the relations
g∑
k=1
[A
(i)
k , B
(i)
k ] =
1
2g
∑
j 6=i
g∑
k=1
(
[A
(i)
k , B
(j)
k ] + [A
(j)
k , B
(i)
k ]
)
which becomes the third relation after an application of (26).
Finally, the third relation is dual to the first Chern class of the pullback of the
tangent bundle of C along pi : C
n → C. It follows that in the general case, we do
not get any relations coming from the trivial representation associated to an index
corresponding to a tangent vector.
We conclude this section with a computation of the generating function of the
lower central series of πng,r. This corrects the formula in [30]. (The galois analogue
of this corrected formula is also stated in [41, (2.14)].)
Theorem 12.7. For all g ≥ 1 and all n ≥ 1, we have
n∏
k=1
(
1− 2g t− (k − 2)t2
)
=
∞∏
l=1
(
1− tl
)rl
where rl is the rank of the lth graded quotient of the lower central series of π
n
g .
Proof. Since Fng is a smooth variety and a rational K(π, 1) by (8.2), we can apply
(4.7) and the formula [15, (9.7)] to deduce that
WFng (t) =
∞∏
l=1
(
1− tl
)rl
,
where, for a graded (variation of) MHS H
WH(t) =
∑
k≥0
χ(GrWk H) t
k
and, for an algebraic variety X , WX(t) = WH•(X)(t). (Here χ denotes Euler
characteristic.) The result now follows by induction on n using the fact that
WC−{x1,...,xn}(t) = 1− 2g t+ (n− 1)t
2
and the following lemma which is proved by induction on the length of the weight
filtration of V .
Lemma 12.8. If V is an admissible unipotent variation of MHS over a smooth
variety X, then
WH•(X,V)(t) =WX(t)WV(t).
13. The General Case
In this section we assemble results from Sections 11 and 12 to obtain a presen-
tation of tng,r for all g ≥ 6 and all r and n ≥ 0. Fix a base point
[C;x1, . . . , xn; v1, . . . , vn]
of Mng,r so that t
n
g,r and p
n
g,r, etc. all have mixed Hodge structures. The sequence
of Lie algebras
0→ png,r → t
n
g,r → tg → 0
is exact in the category of MHSs, and therefore remains exact after applying GrW• :
0→ GrW• p
n
g,r → Gr
W
• t
n
g,r → Gr
W
• tg → 0.
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By (5.2), tng,r ⊗ C is isomorphic to the completion of Gr
W
• t
n
g,r ⊗ C. So, to find
a presentation of tng,r, it suffices to find a presentation of its associated graded.
As in §11, there is a lift of the canonical homomorphism L(H1(tg)) → Gr
W
• tg
to a homomorphism L(H1(tg)) → Gr
W
• t
n
g,r. Given presentations of Gr
W
• tg and
GrW• p
n
g,r, a presentation of Gr
W
• t
n
g,r is determined by maps
a : H1(tg)⊗H1(p
n
g,r)→ p
n
g,r(2)
c : Λ2H1(tg)→ p
n
g,r(2)λ2
c0 : Λ
2H1(tg)→ t
n
g,r(2)
Spg
induced by the bracket.
Observe that the homomorphism
png,r → p
⊕(n+r)
g
induced by the inclusion Fng,r(C) →֒ C
n+r induces isomorphisms
H1(p
n
g,r)
∼= H1(pg)
⊕(n+r) and png,r(2)λ2 → pg(2)
⊕(n+r).
By a naturality argument, the map a is easily seen to be the adjoint of the map
H1(tg)→ Hom
r+n⊕
j=1
H1(pg),
r+n⊕
j=1
pg(2)λ2

which is the direct sum of n+ r copies of the Johnson homomorphism.
The map c is simply the sum over all the marked points and tangent vectors
Λ2H2(tg)→
r+n⊕
j=1
pg(2) ∼= p
n
g,r(2)λ2 .
of the maps (20) which is determined in (11.2).
In remains to determine c0. As in the case of tg,1 considered in Section 11, there
is a canonical splitting of the sequence
0→ png,r(2)
Spg → tng,r(2)
Spg → tSpgg (2)→ 0
from which we obtain a canonical decomposition
tng,r(2)
Spg = png,r(2)
Spg ⊕Ga.
As in §11, we identify H1(tg) with the subspace of Λ
3V which is the kernel of the
projection (22), denote by 〈 , 〉 the unique Spg invariant bilinear form on H1(tg)
such that
〈a1 ∧ a2 ∧ a3, b1 ∧ b2 ∧ b3〉 = 1,
and choose a generator γ of Ga such that if u, v ∈ H1(tg), then the invariant part
of [u, v] in tg(2) is 〈u, v〉 γ.
Observe that there is an exact sequence
0→
⊕
1≤i<j≤r+n
Q(1)⊕
r⊕
i=1
Q(1)→ png,r(2)→
r+n⊕
j=1
pg(2)→ 0
of Spg modules. It follows that
png,r(2)
Spg ∼=
⊕
1≤i<j≤r+n
Q(1)⊕
r⊕
i=1
Q(1).
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The terms indexed by 1 ≤ i ≤ r correspond to the r marked tangent vectors; those
indexed by 1 ≤ i < j ≤ r + n to the diagonals ∆ij . It is easy to see that the
composition
Λ2H1(tg)→
r⊕
i=1
Q(1)
of c0 with the projection
tng,r(2)
Spg →
r⊕
i=1
Q(1)
is the sum of the maps c0 associated to tg,1 computed in (11.4). So it remains to
determine the composition
Λ2H1(tg)→
⊕
1≤i<j≤r+n
Q(1)
of c0 with the projection
er+n : tng,r(2)
Spg →
⊕
1≤i<j≤r+n
Q(1).
To do this, it suffices to compute e2 in the case of t2g, for then the map e
r+n is
simply the sum of the e2s over all diagonals.
In order to compute
e2 : tng,r(2)
Spg → Q(1)
we use the fact that a punctured tubular neighbourhood of the diagonal ∆ in C×C
is homeomorphic to the frame bundle of the tangent bundle of C. In this way, we
obtain homomorphisms
tg,1 → t
2
g and pg,1 → p
2
g.
In particular, we have a map
pg,1(2)
Spg → p2g(2)
Spg .(27)
Using the fact that GrW• pg,1 → Gr
W
• p
2
g is a homomorphism and that on H1, it
is the diagonal map V → V ⊕ V , we see that the map (27) takes the generator∑
k[Ak, Bk] of pg,1(2)
Spg to
g∑
k=1
(
[A
(1)
k , B
(1)
k ] + [A
(1)
k , B
(2)
k ] + [A
(2)
k , B
(1)
k ] + [A
(2)
k , B
(2)
k ]
)
= 2
g∑
k=1
(
[A
(1)
k , B
(2)
k ] + [A
(2)
k , B
(1)
k ]
)
.
It follows that in t2g, the map c0 is given by
c0[u, v] = 〈u, v〉 γ −
12〈u, v〉
g(2g + 1)
g∑
k=1
(
[A
(1)
k , B
(2)
k ] + [A
(2)
k , B
(1)
k ]
)
.
This completes the determination of c0 in general and, with it, the descriptions of
the tng,r.
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14. Applications
14.1. Cup products and Massey products. We have shown that for all g ≥ 6
and all r, n ≥ 0, the Lie algebra GrW• t
n
g,r has a presentation with only quadratic
relations. This implies, using the short exact sequence in [49] for example, that the
cup product
Λ2GrW• H
1
cts(t
n
g,r)→ Gr
W
• H
2
cts(t
n
g,r)
is surjective. It follows that the cup product
Λ2H1cts(t
n
g,r)→ H
2
cts(t
n
g,r)
is also surjective.
Recall that the l-fold Massey products constructed from H1(A•), where A• is a
d.g.a., are defined on a subspace Dl of H
1(A•)⊗l and take values in H2(A•)/Il−1,
where Il−1 denotes the lift to H
2(A•) of the image of the Massey products of order
< l. It follows that all Massey products in H2cts(t
n
g,r) of order ≥ 3 vanish when
g ≥ 6 as the cup product (Massey products of order 2) map is surjective.
Since the natural map H2cts(t
n
g,r) → H
2(T ng,r,Q) is injective (cf. (5.1)) and pre-
serves Massey products, we have:
Theorem 14.1. For all g ≥ 6, all Massey products of order ≥ 3 in H2(Tg,r,Q)
vanish. .
Remark 14.2. It follows from the fact that there are non-trivial cubic relations and
no quadratic relations in a minimal presentation of t3 that the cup product
Λ2H1(T3,Q)→ H
2(T3,Q)
vanishes, and that the Massey triple product map
H1(T3,Q)
⊗3 → H2(T3,Q)
is non-trivial.
It follows from (10.1) and (10.2) that for all g ≥ 6, H2cts(tg) has highest weight
decomposition
H2cts(tg)
∼= V (λ6) + V (λ4) + V (λ2) + V (λ2 + λ4).
Theorem 14.3. For all g ≥ 3, there is an (unnatural) isomorphism
H2cts(t
n
g,r)
∼= H2cts(tg)⊕
(
H1cts(p
n
g,r)⊗H
1
cts(tg)
)
⊕H2cts(p
n
g,r)
of Spg modules.
Proof. Chose a base point of Mng,r. Then
0→ png,r → t
n
g,r → tg → 0
is an exact sequence of mixed Hodge structures, and the corresponding spectral
sequence
Es,t2 = H
s
cts(tg, H
t
cts(p
n
g,r)) =⇒ H
s+t
cts (t
n
g,r)
is a spectral sequence in the category of mixed Hodge structures. Since tg has
negative weights, the weights on Hkcts(tg) are ≥ k. This and the fact that H
k(png,r)
is a trivial tg module when k = 1 and 2 imply that E
s,t
∞ = E
s,t
2 when s+ t = 2. The
result follows.
INFINITESIMAL PRESENTATIONS OF THE TORELLI GROUPS 45
14.2. Period space is not contractible when g ≥ 4. Denote by hg the Siegel
upper half space; that is, the space of symmetric g × g complex matrices with
positive definite imaginary part. Denote the image of the period map
Teichmu¨ller space → hg
by Jg, and its closure by J g. When g ≤ 3, J g = hg, so that J g is contractible in
these cases.
Theorem 14.4. For each g ≥ 4, H2(J g,Q) is non-trivial. Consequently, J g is
not contractible.
The proof proceeds in two steps. We begin by making a definition.
Definition 14.5. The extended Torelli group T̂g is the subgroup of Γg consisting
of those mapping classes which act as ± the identity on the first homology of the
reference surface.
We have group extensions
1→ Tg → T̂g → Z/2Z→ 0 and 1→ T̂g → Γg → PSpg(Z)→ 1(28)
where PSpg(Z) denotes the quotient of Spg(Z) by ±I. Note that the first sequence
gives rise to a natural action of Z/2Z on H•(Tg).
The first step is:
Proposition 14.6. For all g ≥ 3, there are natural isomorphisms
H•(Jg,Q) ∼= H
•(T̂g,Q) ∼= H
•(Tg,Q)
Z/2Z.
Moreover, when g ≥ 4, H2(T̂g,Q) is non-trivial.
Proof. Since g ≥ 3, Jg is the quotient of Teichmu¨ller space by T̂g. Since the
mapping class group acts on Teichmu¨ller space virtually freely, this implies (via
standard arguments) that there is a natural isomorphism
H•(T̂ ,Q) ∼= H•(Jg,Q).
Applying the Hochschild-Serre spectral sequence to the first of the extensions (28)
above, we see that
Hk(T̂g,Q) ∼= H
k(Tg,Q)
Z/2.
But −I ∈ Spg(Z) acts trivially on H
2
cts(tg), which implies that
H2cts(tg) ⊆ H
2(T̂g,Q).
The result follows.
Remark 14.7. This argument also shows that the image of the cup product
Λ2H1(T3,Z)→ H
2(T3,Z)
is 2-torsion.
To complete the proof of the theorem, note that Jg = J g − R where R is
the locus of reducible jacobians. By standard arguments, each component of R
has complex codimension ≥ 2 in J g. Combining Lefschetz duality and the Gysin
sequence, we obtain an exact sequence
HBM6g−k−6(R)→ H
k(J g)→ H
k(Jg)→ H
BM
6g−k−7(R),
where HBM• denotes Borel-Moore homology. Since R has real codimension 4, it
follows that H2(J g) ∼= H
2(Jg). The theorem follows as H
2(Jg) is non-trivial.
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14.3. Johnson’s conjecture. In [23], Johnson constructed maps
φk : Hk(Tg)→ Hk+2(JacS)/[S]×Hk(JacS),
which generalize the classical Johnson homomorphism, which is the case k = 1. He
conjectured that these homomorphisms are isomorphisms for all k and sufficiently
large g.
The following result is an improvement of some unpublished computations of
Morita (cf. [36, §4]).
Theorem 14.8. For all g ≥ 3, the map φ2 is not injective.
Proof. It is not difficult to see that each φk is Spg(Z) equivariant. Consider its
adjoint
φtk : H
k+2(JacS,Q)/ω ∧Hk(JacS,Q)→ Hk(Tg,Q).
This is also Spg(Z) equivariant. The domain of φ
t
2 is the primitive cohomology
group PH4(JacS,Q). This is the restriction to Spg(Z) of the rational representa-
tion of Spg with highest weight λ4. Since this is an irreducible Spg(Z) module, the
image of φt2 is either isomorphic to V (λ4) or trivial. But H
2(Tg,Q) contains the
rational representation H2cts(tg). It follows from the results in §14.1 that
H2cts(tg)/ imφ
t
2 ∩H
2
cts(tg)
is non-trivial as it contains V (λ6) + V (λ2 + λ4) when g ≥ 6; V (λ2 + λ4) when
g = 4, 5; and V (λ3) when g = 3. The result follows.
14.4. Filtrations of T 1g . Define a filtration
Tg = L
1T 1g ⊇ L
2T 1g ⊇ L
3T 1g ⊇ · · ·(29)
of T 1g by
LkT 1g =
{
φ ∈ T 1g : φ∗ : π1(S, x)→ π1(S, x) is congruent to the identity mod Γ
k+1
}
.
It is quite common in the literature for this filtration to be called the relative
weight filtration, as it is in [2] and [43]. In view of (4.10) and (14.10), I feel that
this terminology is likely to result in confusion.
Proposition 14.9. This filtration is a descending central series of T 1g with torsion
free quotients and has the property that
∞⋂
k=1
LkT 1g
is trivial.
Proof. This follows directly from the fact that the fundamental group of a compact
Riemann surface is residually nilpotent [4], and the fact that the graded quotients
of the lower central series of a surface group are torsion free [32].
The most rapidly descending series with torsion free quotients of a group G is
the series
G = D1G ⊇ D2G ⊇ D3G ⊇ · · ·
where
DkG = {g ∈ G : there is an integer n > 0 such that gn ∈ ΓkG}.
This filtration has the property that DkG/Dk+1 is the kth term of the lower central
series of G mod torsion. Proofs of these assertions can be found in [44].
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In the current situation, we have
DkT 1g ⊆ L
kT 1g .
Johnson’s Theorem [22] implies that D2T 1g = L
2T 1g when g ≥ 3. The computations
(9.6) and (10.1) imply that the kernel of D2T 1g /D
3 → L2T 1g /L
3 is isomorphic to Z.
Morita was aware of the fact that the kernel was at least this big — cf. his work on
the Casson invariant [37], and asked whether there is a k such that D3T 1g ⊇ L
kT 1g .
That is, whether the kernel of D2T 1g /D
3 → L2T 1g /L
3 can be detected by the action
of T 1g on the quotients of πg by the terms of its lower central series.
More generally, one can ask if the topologies on T 1g determined by the filtrations
D• and L• are equivalent. (Both are separated.) That is, for each k ∈ N, can one
find a positive integer n(k) such that Ln(k)T 1g ⊆ D
kT 1g ?
Since the groups T 1g /D
k and T 1g /L
k are torsion free nilpotent, they imbed as
a Zariski dense subgroup of a unipotent group defined over Q. One obtains two
inverse systems of unipotent groups. It is clear that the first prounipotent group
is the Malcev completion T 1g of T
1
g , and the second is the prounipotent group
associated to the pronilpotent Lie algebra hg := im{t
1
g → dg}, where dg is the
pronilpotent Lie algebra defined in §9. The two topologies on T 1g are equivalent
if and only if the natural map t1g → hg is an isomorphism. Equivalently, they are
equivalent if and only if t1g → dg is injective. It is also clear that the filtration L
•
of t1g induced from that of T
1
g is the pullback of the weight filtration of h
1
g, so that(
LkT 1g /L
k+1
)
⊗Q ∼= GrkL t
1
g
∼= GrW−k h
1
g
and that Lkt1g ⊇ Ga for all k ≥ 1 — cf. (3.4).
Theorem 14.10. For all g ≥ 3, and all k ≥ 1, Lkt1g ⊇ Ga so that the natural
representation t1g → dg is not injective as its kernel contains Ga. In particular,
there is no k ≥ 1 such that W−3t
1
g ⊇ L
kt1g.
One can define a filtration L• of Tg by defining L
kTg to be the image of L
kT 1g .
Using similar arguments, one can prove that the filtrations L• and D• of Tg do not
define equivalent topologies.
14.5. A question of Asada and Nakamura. There is an issue raised by Asada
and Nakamura in [2, (4.5)] which is closely related to Morita’s question. Denote by
πg,1 the fundamental group π1(S, v) of S with respect to the tangent vector v. It is
naturally isomorphic to the fundamental group of the punctured surface S minus
the anchor point x of v. Note that Tg,1 acts on πg,1. They define a filtration M
•
of T 1g as follows: First define a filtration L
• of Tg,1 as in the previous section: φ is
in LkTg,1 if and only if φ induces the identity on πg,1 modulo the (k+ 1)st term of
its lower central series. Define MkT 1g to be the image of L
kTg,1 in T
1
g . They then
ask whether, after tensoring with Q, the sequence
0→ GrW• πg → Gr
M
• T
1
g → Gr
L
• Tg → 0
is exact. (Recall from (4.7) that the lower central series of pg agrees with its weight
filtration.) We now give a proof that this is indeed the case. We continue with the
notation of the previous section.
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The filtration M• induces a filtration of t1g. Their question then beocmes: is the
sequence
0→ GrW• pg → Gr
M
• t
1
g → Gr
L
• tg → 0
exact? Fix a base point ofMg,1 so that tg,1, t
1
g, πg,1, dg, pg, etc. all have compatible
MHSs; the MHS on pg,1 is the limit MHS on π1(S − {x}, xo) associated to the
“degeneration” where xo approaches x from the direction of v. Denote the image of
t1g in dg by h
1
g, and the image of tg in og by hg. These have canonical mixed Hodge
structures determined by the choice of the base point. Since the diagram
0 −−−−→ pg −−−−→ t
1
g −−−−→ tg −−−−→ 0∥∥∥ y y
0 −−−−→ pg −−−−→ h
1
g −−−−→ hg −−−−→ 0
commutes and since the top row is exact, it follows that the bottom row is exact.
Since GrW• is an exact functor, and since Gr
W
k h
n
g
∼= GrLk t
n
g when n = 0, 1, this
implies that the sequence
0→ GrW• pg → Gr
L
• t
1
g → Gr
L
• tg → 0
is exact. To complete the proof, we show that the filtrations L• and M• of t1g are
equal.
Denote by bo the element of πg,1 that corresponds to rotating the tangent vector
once about x — this is a “Dehn twist about the boundary of S−{x}.” The action
of Tg,1 on πg,1 fixes bo, and therefore induces a homomorphism Tg,1 → Aut(πg,1, bo)
into the automorphisms of πg,1 that fix bo. Set wo = log bo. This we interpret as
an element of pg,1. The homomorphism above induces a homomorphism Tg,1 →
Aut(pg,1, wo), and therefore a Lie algebra homomorphism
tg,1 → Der(pg,1, wo)
into the derivations of pg,1 that annhilate wo. It follows from standard properties
of limit MHSs that wo spans a copy of Q(1) in Der pg,1. But Der(pg,1, wo) is the
kernel of the map Der pg,1 → pg,1 that takes φ to φ(wo)−wo. Since wo is a Hodge
class, this is a morphism of MHS. It follows that Der(pg,1, wo) has a natural MHS.
Since pg is the quotient of pg,1 by the ideal generated by wo as MHS, the homo-
morphism
Der(pg,1, wo)→ Der pg
is a morphism of MHS. The filtration M• of tg,1 is the inverse image of the weight
filtration under the homomorphism tg,1 → Der(pg,1, wo). The equality of the fil-
trations L• and M• of t1g now follows from the strictness properties of the weight
filtration as the diagram
tg,1 −−−−→ t
1
gy y
Der(pg,1, wo) −−−−→ Der pg
commutes and all arrows are morphisms of MHS.
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14.6. Cohomology of tg and vanishing differentials. Since t
n
g,r = W−1t
n
g,r, it
follows that
Wk−1H
k
cts(t
n
g,r) = 0
for all k ≥ 0. The lowest weight subring of H•cts(t
n
g,r) is defined to be the subring⊕
k≥0
WkH
k
cts(t
n
g,r).
By [15, (9.2)], this is a quadratic algebra generated by H1cts(t
n
g,r) and where the
relations are dual to the second graded quotient of the lower central series of T ng,r.
The following result is a refinement of (7.4).
Theorem 14.11. For each irreducible representation V (λ) of Spg, the image of
the natural homomorphism[
WkH
k
cts(t
n
g,r)⊗ V (λ)
]Spg
→ H0(Spg(Z), H
k(T ng,r)⊗ V (λ)) = E
0,k
2
is contained in
E0,k∞ = im
{
Hk(Γng,r , V (λ))→ H
k(T ng,r)⊗ V (λ)
}
.
Proof. Fix a base point of Mng,r so that t
n
g,r, u
n
g,r, etc. all have compatible MHSs.
Since the extension
0→ Ga → t
n
g,r → u
n
g,r → 0
is central with kernel isomorphic to Q(1), it follows from the Gysin sequence that
the induced map ⊕
k≥0
WkH
k
cts(u
n
g,r)→
⊕
k≥0
WkH
k
cts(t
n
g,r).
is surjective, with kernel the ideal generated by the cohomology class inW2H
2
cts(u
n
g,r)
corresponding to the extension above.
By (7.3), there is a canonical map[
Hkcts(u
n
g,r)⊗ V (λ)
]Spg
−→ Hk(Γng,r,V(λ)).
The result follows because the diagram[
WkH
k
cts(u
n
g,r)⊗ V (λ)
]Spg
−−−−→ H•(Γng,r ,V(λ))y y[
WkH
k
cts(t
n
g,r)⊗ V (λ)
]Spg
−−−−→ H0(Spg(Z), H
k(T ng,r)⊗ V (λ))
commutes, and because the left hand vertical map is surjective.
14.7. Morita’s Conjecture. We now prove a result which is, in some sense, an
affirmation of Morita’s conjecture [39, 2.7]. Our result is an analogue of his theorem
[39, 6.2] which is a solution to the conjecture in the first non-trivial case. He also
informs me that he has proved the second non-trivial case of the conjecture over
1
24Z.
Suppose that g ≥ 3. Denote the kth term of the lower central series of πg by
π(k). Set
π(k) = πg/π
(k+1).
We know from Labute’s theorem [32] that this is a torsion free nilpotent group. For
each k ≥ 1, there is a natural representation
ρk : Γ
1
g → Aut π(k).
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The first is simply the standard representation Γ1g → Spg(Z). Denote the Q form
of the unipotent completion of π(k) by P(k). Since π(k) is torsion free, the canonical
map π(k) → P(k) is injective. By the universal mapping property of unipotent
completion, we see that each ρk extends to a homomorphism
ρ˜k : Γ
1
g → AutP(k).
Denote the Lie algebra of P(k) by p(k). Then AutP(k) ∼= Aut p(k). It follows that
AutP(k) is a linear algebraic group. Denote the Zariski closure of the image of ρ˜k
in this by Gk. It is easy to see that Gk is an extension of Spg(Q) by a unipotent
group:
1→ Uk → Gk → Spg(Q)→ 1
This extension is split exact, so that
Gk ∼= Spg(Q)⋉ Uk.
By the universal mapping property of the relative completion of Γ1g, there is a
homomorphism G1g → Gk which commutes with the projections to Spg. The fol-
lowing result follows directly from the fact (3.4) that the natural map T 1g → U
1
g is
surjective.11
Lemma 14.12. For each k ≥ 2, ρ˜(T 1g ) is Zariski dense in Uk.
Proposition 14.13. For each k ≥ 2, the image of ρ˜k is a discrete subgroup of
Gk(R), and the quotient im ρk\Gk(R) has finite volume with respect to any left
invariant metric on Gk(R).
Proof. Since every finitely generated subgroup of the Q points of a unipotent group
U is discrete in U(R), it follows that ρ˜k(T
1
g ) is a discrete subgroup of Uk(R). Since
it is also Zariski dense, it is cocompact. The result now follows as the image of Γ1g
in Spg(R) is Spg(Z), which is discrete and of finite covolume.
We should note that Morita works with Γg,1 rather than with Γ
1
g as we do. Our
arguments work equally well in his case; we chose to work with Γ1g as it seems more
natural. In conclusion, we remark that the Lie algebra of Uk is simply the image
h1g/W−k−1 of u
1
g in Der p(k). It follows that the Lie algebra of Uk has a MHS, and
is therefore isomorphic to its associated graded after tensoring with C.
15. The Universal Connection
In this section we construct a universal connection form
ω˜ ∈ E•(Torelli space) ⊗̂Gr• tng,r
with “scalar curvature” on Torelli space when g ≥ 3. Here E•(X) denotes the C∞
de Rham complex of a smooth manifold X , and ⊗̂ the completed tensor product.12
This is the analogue of the universal connection∑
ij
d log(zi − zj)Xij ∈ E
•(Xn)⊗Gr
• pn
11A direct proof of the lemma can be given — cf. the proof of [17, (4.6)].
12The completed tensor product E•(X) ⊗̂Gr• g is defined to be the inverse limit
lim
←
E•(X) ⊗Gr• g/⊕l≥m Gr
l g.
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Braid Groups Mapping Class Groups Comments
Bn Γg the group of interest
Σn Spg(C) a semi-simple algebraic
group G
ρ : Bn → Σn ρ : Γg → Spg(C) homomorphism to G
with dense image
Σn Spg(Z) the image of ρ, an arith-
metic group
Pn Tn the kernel of ρ, a resid-
ually torsion free nilpo-
tent group
Pn Ug prounipotent radical of
the relative completion
Bn → Σn ⋉Pn Γg → Gg ∼= Spg(C)⋉Ug the relative completion
Pn Tg the unipotent comple-
tion of the kernel of ρ
id : Pn → Pn Tg → Ug the homomorphism to
the prounipotent radi-
cal
pn tg the pronilpotent Lie al-
gebra corresponding to
ker ρ
Gr• pn = L(H1(Pn))/R Gr
• tg = L(H1(Tg))/R quadratic presentations
as graded Lie algebras
in the category of rep-
resentations of G{
[Xij ,Xkl], [Xij ,Xik +Xjk]
}
V (λ6), V (λ4), V (λ2), V (λ2 + λ4) the quadratic relations
Xn := Cn − {fat diagonal} Hg := Torelli space the classifying space of
the kernel of ker ρ
Yn := Σn\Xn Mg = Spg(Z)\Hg the classifying space of
the group of interest∑
ij wij Xij ∈ E
•(Xn)⊗Gr• pn ω ∈ E•(Hg) ⊗̂Gr• tg the “universal (projec-
tively) flat connection”
on the classifying space
of ker ρ
for the braid group Pn. Here Xn denotes the classifying space
Cn − {fat diagonal}
of the pure braid group, (z1, . . . , zn) its coordinates, and pn the Malcev Lie algebra
associated to Pn. A reasonably precise dictionary between the case of braid groups
and the absolute mapping class groups Γg is given in the table.
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Question 15.1. The Lie algebra Gr• pn has interesting finite dimensional represen-
tations; namely those associated to Hecke algebras. Are there analogous represen-
tations of Gr• tng,r where the canonical central Ga acts via scalar transformations?
These should lead to interesting projective representations of Γng,r.
We now give the construction of the connection. First recall that Torelli space
Hng,r is the quotient of the Teichmu¨ller space associated to Γ
n
g,r by T
n
g,r. It is the
moduli space of isomorphism classes of (n+ r + 2g + 1)-tuples
(C;x1, . . . , xn; v1, . . . , vr; a1, . . . , ag, b1, . . . , bg)
where C is a compact Riemann surface of genus g, x1, . . . , xn are n marked points,
v1, . . . , vr are r marked tangent vectors, and a1, . . . , bg is a symplectic basis of
H1(C,Z). Since T
n
g,r is torsion free and Teichmu¨ller space is contractible, H
n
g,r is
the classifying space of T ng,r.
The bulk of the work needed for the construction of the connection has already
been done in [19, §14]. Fix a point x ∈ Mng,r. It follows from [19, §14.2] that there
is a 1-form
ω ∈ E•(Hng,r) ⊗̂Gr
W
• u
n
g,r
which is integrable and is Spg(Z) invariant in that
s∗ω = Ad(s)ω(30)
for all s ∈ Spg(Z). That is, if
ω =
∑
I
wIXI , where wI ∈ E
1(Hng,r) and XI ∈ Gr
W
• u
n
g,r,
then for all s ∈ Spg(Z), ∑
I
(s∗wI)XI =
∑
I
wI(XI · s
−1)
where X · s denotes the canonical action of s ∈ S on X ∈ ung,r. This should be
compared with the case of braids where the corresponding formula is easily verified
— cf. [19, (14.6)].
Since there is a canonical isomorphism
ung,r(x)
∼=
∏
l≥1
GrW−l u
n
g,r(x)
this form gives rise to a flat connection on the trivial right Ung,r principal bundle
Hng,r × U
n
g,r → H
n
g,r.
Note that Spg(Z) acts on this bundle via the diagonal action. The composite
Ung,r → H
n
g,r →M
n
g,r
is a left principal Spg(Z)⋉U
n
g,r bundle (in the orbifold sense.) The invariance condi-
tion (30) means that the connection defined by ω is invariant under the Spg(Z)⋉U
n
g,r
action. The monodromy yields a representation
Γng,r → Spg(C)⋉ U
n
g,r(x)
As proved in [19, §14.2], this is the C form of the completion of Γng,r with respect
to the canonical homomorphism Γng,r → Spg(C).
Since the sequence
0→ Ga → t
n
g,r → u
n
g,r → 0
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splits canonically over C (given the choice of the base point x), ω has a canonical
lift
ω˜ ∈ E•(Hng,r) ⊗̂Gr
W
• t
n
g,r
to GrW• t
n
g,r. This form is not integrable, but since ω is integrable, the curvature of
ω˜ takes values in the central Ga. It also has the invariance property (30).
We will say that a representation φ : GrW• t
n
g,r → End(V ) is projective if the image
of Ga consists of scalar matrices. If V is an Spg module and φ is Spg equivariant,
then φ should integrate to a homomorphism
Γng,r → PGL(V ),
at least when φ is “sufficiently small,” since, in this case, the composite
ωφ ∈ E
•(Xn)⊗ End(V )/scalars,
an infinite sum, should converge to an integrable 1-form. The equivariance of φ
implies that ωφ has the invariance property (30), leading to a projectively flat
bundle over Mng,r with fiber V over the base point x.
Appendix A. Index of Principal Notation
This is an index of principal notation. Some notational conventions appear after
the index.
Γng,r mapping class group — genus g, n points, r tangents p. 2
T ng,r Torelli group, genus g, n points, r tangents p. 2
L(V ) free Lie algebra generated by a vector space V p. 2
Fng,r configuration space of points and tangents on a genus g surface p. 5
πng,r π1(F
n
g,r, ∗) — pure braid group, genus g p. 5
Γng,r[l] level l subgroup of Γ
n
g,r p. 8
Gng,r relative completion of Γ
n
g,r p. 8
Ung,r prounipotent radical of G
n
g,r p. 8
ung,r Lie algebra of U
n
g,r p. 8
T ng,r unipotent completion of T
n
g,r p. 9
tng,r Lie algebra of T
n
g,r p. 9
Png,r unipotent completion of π
n
g,r p. 10
png,r Lie algebra of P
n
g,r p. 10
Mng,r[l] moduli space of decorated genus g curves and level l structure p. 12
H•cts(π,Q) continuous cohomology of a group π p. 17
H•cts(g) continuous cohomology of a Lie algebra g p. 18
spg symplectic Lie algebra of rank g p. 20
R(spg) representation ring of spg p. 20
λj jth fundamental weight of spg p. 20
V (λ) spg module with highest weight λ p. 20
|λ| the “size” of V (λ) p. 20
Vλ the λ-isotypical part of an spg module V p. 25
pg shorthand for p
1
g p. 26
πg shorthand for π
1
g p. 26
g(l) lth graded quotient of the weight filtration of g p. 26
dg the image of t
1
g in Der pg p. 27
og quotient of dg by the inner derivations p. 27
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In notation of the form Y ng,r, the decorations r and n are omitted when they are
zero. So, for example, F 1g,0 is written F
1
g . In the case of π
n
g,r and p
n
g,r this is carried
one step further; we denote π1g by πg, and p
1
g by pg. In notation of the form Y [l],
the level l is omitted when it is one. So, for example, M2g,0(1) is written M
2
g.
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