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Introduction
Sub-Riemannian geometry can be seen as a generalization of Riemannian geom-
etry under non-holonomic constraints. From the theoretical point of view, sub-
Riemannian geometry is the geometry underlying the theory of hypoelliptic oper-
ators (see [32, 57, 70, 92] and references therein) and many problems of geometric
measure theory (see for instance [18, 79]). In applications it appears in the study of
many mechanical problems (robotics, cars with trailers, etc.) and recently in mod-
ern fields of research such as mathematical models of human behaviour, quantum
control or motion of self-propulsed micro-organism (see for instance [15, 29, 34])
Very recently, it appeared in the field of cognitive neuroscience to model the
functional architecture of the area V1 of the primary visual cortex, as proposed
by Petitot in [87, 86], and then by Citti and Sarti in [51]. In this context, the
sub-Riemannian heat equation has been used as basis to new applications in image
reconstruction (see [35]).
For the richness of its geometrical and analytical properties and the great vari-
ety of its applications, during the last decades sub-Riemannian geometry drew an
increasing attention, both on mathematicians and engineers.
Formally speaking, a sub-Riemannian manifold (M,∆,g) is a smooth differen-
tiable manifold M , endowed with a vector distribution ∆ and a Riemannian struc-
ture g on it. From this structure, one derives a distance on M , the so-called Carnot-
Caratheodory metric. For every pair of points p and q on M one consider the set of
all horizontal curves, i.e. curves on the manifold that are tangent to the distribution
∆, that join p to q and define the distance as the infimum of the length of these
curves, where the length is computed via the Riemannian structure.
In control language, sub-Riemannian geometry can be thought as a general
framework for optimal control systems linear in the control and with quadratic cost.
The first question that naturally arises in this context is the problem of controlla-
bility, i.e. whether it is possible or not to join every pair of points on the manifold
by an horizontal curve.
At the end of the 30’s, Raschevsky [89] and Chow [50], independently proved
that a sufficient condition for controllability is that the Lie algebra generated by the
horizontal vector fields generates all the tangent space to the manifold at every point.
This condition, usually called Lie bracket generating condition, played subsequently
a key role in different areas of mathematics.
Forty years later, in the celebrated work of Ho¨rmander [67], the Lie bracket gen-
erating condition was proved to be a sufficient condition for the hypoellipticity of the
second order differential operator in the form “sum of squares”, even if the operator
is not elliptic (for this reason it is also common to speak about Ho¨rmander condi-
tion). Starting from this work, the interplay between sub-Riemannian geometry and
the analysis of PDE’s become stronger. In fact, many estimates and properties of
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the fundamental solution of second order degenerate elliptic operators (and on the
heat kernel of the relevant heat operator) in terms of the sub-Riemannian distance
built starting from the operator have been provided (see for instance [32, 57, 70, 92]
and references therein). In some sense these results subserved a deeper investigation
on the geometric structure of sub-Riemannian spaces and nowadays sub-Riemannian
geometry is a fast-developing field of research on its own.
Sub-Riemannian geometry enjoys major differences from the Riemannian being
a generalization of the latter at the same time: not all geodesics are solution of a
first order Hamiltonian system, as in the Riemannian case, due to the presence of
the so-called abnormal extremals and the cut locus starting from a point is always
adjacent to the point itself. Because of these reasons small sub-Riemannian spheres
are not smooth (and even the simply connectedness of small balls is still an open
problem). The exponential map, which in the sub-Riemannian case is naturally
defined on the cotangent space, is never a local diffeomorphism in a neighborhood of
the origin. Moreover, the sub-Riemannian distance is even not Lipschitz at a point
that is reached by only strictly abnormal minimizer of the distance. There exists
a large amount of literature developing sub-Riemannian geometry and some typical
general references are [3, 13, 25, 81].
Besides these general results on the geometric structure of sub-Riemannian ge-
ometry, the explicit computation of what is called optimal synthesis, i.e. the set
of all geodesics starting from a given point, together with their optimal time, is in
general very difficult to obtain. Usually the steps are the following:
- Apply first order necessary conditions for optimality (which in the case of sub-
Riemannian manifolds are given by the Pontryagin Maximum Principle) to
reduce the set of candidate optimal trajectories. This first step can be already
very difficult since one should find solutions of a Hamiltonian system, which
is not integrable in general.
- Use higher order necessary conditions to reduce further the set of optimal
trajectories. This step usually leads to the computation of the conjugate locus,
i.e. the set of points up to which geodesics are locally optimal.
- Prove that no strict abnormal extremal is optimal (for instance by using condi-
tions such as the so called Goh condition [3, 13]). If one fails to go beyond this
step, then one can hardly get an optimal synthesis, since no general technique
exists to treat abnormal minimizers.
- Among all solutions of the first order necessary conditions, find the optimal
ones. One has to prove that, for each point of a candidate optimal trajectory,
there is no other trajectory among the selected ones, reaching that point. The
first point after which a first order trajectory loses global optimality is called
a cut point. The union of all cut points is the cut locus.
As a consequence of these difficulties, optimal syntheses in sub-Riemannian geometry
have been obtained in few cases.
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The most studied cases are those of left invariant sub-Riemannian metrics. The
first optimal synthesis was obtained for the Heisenberg group in [63, 64]. Then
complete optimal syntheses were obtained for the 3D simple Lie groups SU(2),
SO(3), SL(2), with the metric induced by the Killing form in [38, 39]. Recently,
Yuri Sachkov also obtained the optimal synthesis for the group of motions of the
plane SE(2) (see [80, 95]).
In dimension larger than 3, only nilpotent groups have been attacked. Some
results were obtained for the Engel and Cartan groups [93, 94].
When a Lie group structure is not available there are also some results: the opti-
mal synthesis was obtained for a neighborhood of the starting point in the 3D contact
case in [8, 10, 53] and in the 4D quasi-contact case in [48]. The optimal synthesis
was obtained in the important Martinet nilpotent case, where abnormal minimizers
can be optimal (see [5]). They also solved the problem for certain perturbations of
this case where strictly abnormal minimizers occur (see [33]).
The heat equation on a sub-Riemannian manifold is a natural model for the
description of a non isotropic diffusion process on a manifold. It is defined by the
second order PDE
∂
∂t
ψ(t, x) = Lψ(t, x), ∀ t > 0, x ∈M, (1)
where L is the sub-Riemannian Laplacian, also called sub-Laplacian. As we said,
this is a hypoelliptic, but not elliptic, second order differential operator.
The first tool that one need to relate the geometry of the sub-Riemannian struc-
ture with the solution of the heat equation case is a “geometric” definition of the
sub-Laplacian, analogously to the Laplace-Beltrami operator defined on a Rieman-
nian manifold. This operator can be intrinsically defined as the divergence of the
horizontal gradient. If f1, . . . , fk is a local orthonormal basis for the sub-Riemannian
structure, this operator is written in the form “sum of squares” plus a first order
part
L =
k∑
i=1
f2i + aifi, k = dim ∆,
where a1, . . . , ak are suitable smooth coefficients which depends on the volume with
respect which the divergence is computed.
Hence, the problem of which volume one should use when computing the diver-
gence immediately arise from the very definition of sub-Laplacian. If we want the
definition to be intrinsic, in the sense that it does not depend on the coordinate
system and the choice of an orthonormal frame, we need a volume which is defined
by the geometric structure of the manifold.
Before talking about the sub-Riemannian case, let us briefly discuss the Rieman-
nian one. On a n-dimensional Riemannian manifold there are three common ways of
defining an invariant volume. The first is defined through the Riemannian structure
and it is the so called Riemannian volume, which in coordinates has the expression√
g dx1 . . . dxn, where g is the determinant of the metric. The second and the third
ones are defined via the Riemannian distance and are the n-dimensional Hausdorff
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measure and the n-dimensional spherical Hausdorff measure. These three volumes
are indeed proportional (the constant of proportionality is related to the volume of
the euclidean ball, depending on the normalization, see e.g. [49, 55]), hence they are
equivalent for the definition of the Laplacian.
In sub-Riemannian geometry, there is an equivalent of the Riemannian volume,
the so called Popp’s volume P, introduced by Montgomery in his book [81] (see also
[6]). The Popp volume is a smooth volume and was used in [6] to define intrinsically
the sub-Laplacian on regular sub-Riemannian manifolds, i.e. when the dimension
of the iterate distributions ∆1 := ∆,∆i+1 := ∆i + [∆i,∆] does not depend on the
point, for every i ≥ 1.
Under the regularity assumption, the bracket generating condition guarantees
that there exists (a mimimal) m ∈ N, called step of the structure, such that ∆mq =
TqM , for all q ∈ M . In [79], Mitchell proved that the Hausdorff dimension of M is
given by the formula
Q =
m∑
i=1
iki, ki := dim ∆iq − dim ∆i−1q .
In particular the Hausdorff dimension is always bigger than the topological dimen-
sion of M .
Hence, the Q-dimensional Hausdorff measure (and the spherical one) behave like
a volume and are also available to compute the sub-Laplacian. It makes sense to
ask if these volumes are equivalent to define the sub-Laplacian, e.g. if these volumes
are proportional as in the Riemannian case. This problem was first addressed by
Montgomery in his book [81].
For what concerns the relationship between the geometry and the analysis on
sub-Riemannian spaces, one of the most challenging problem is to find the relation
between the underlying geometric structure of the manifold (topology, curvature,
etc.) and the analytical properties of the heat diffusion (e.g. the small time asymp-
totics of the heat kernel), in the same fashion as in Riemannian geometry. In the
Riemannian case there is a well-known relation between the small time asymptotics
of the heat kernel and the Riemannian curvature of the manifold (see for instance
[91, 28]). Moreover the singularities of the sub-Riemannian distance (in particular
the presence of the cut locus) reflects on the kernel of the hypoelliptic heat equation
(see [85, 84]).
After Ho¨rmander, many results and estimates on the heat kernel for hypoelliptic
heat equations have been proved. Among them, a probabilistic approach to hypoel-
liptic diffusion can be found in [21, 31, 74], where the existence of a smooth heat
kernel for such equations is given.
The existence of an asymptotic expansion for the heat kernel was proved, beside
the classical Riemannian case, when the manifold is endowed with a time dependent
Riemannian metric in [59], in the sub-Riemannian free case (when n = k + k(k−1)2 )
in [42]. In [26, 75, 100] the general sub-Riemannian case is considered, using a
probabilstic approach, obtaining different expansion depending on the fact that the
points that are considered belong to the cut locus or not.
vThe same method was also applied in [27] to obtain the asymptotic expansion
on the diagonal. In particular it was proved, for the sub-Riemannian heat kernel
p(t, x, y), that the following expansion holds
p(t, x, x) ∼ 1
tQ/2
(a0 + a1t+ a2t2 + . . .+ ajtj +O(tj+1)), for t→ 0, (2)
for every j > 0, where Q denotes the Hausdorff dimension of M .
Besides these existence results, the geometric meaning of the coefficients in the
asymptotic expansion on the diagonal (and out of that) is far from being understood,
even in the simplest 3D case, where the heat kernel has been computed explicitly in
some cases of left-invariant structures on Lie groups (see [6, 22, 36, 99]). In analogy
to the Riemannian case, one would expect that the curvature tensor of the manifold
and its derivatives appear in these expansions.
The work presented in this thesis is a first attempt to go in this direction and
answer to some of these questions. In particular we considered the problem of classi-
fying of sub-Riemannian structures on three dimensional Lie groups, the Hausdorff
volume in sub-Riemannian geometry and its relation with the optimal synthesis in
the nilpotent approximation, the geometrically meaningful short-time asymptotic
expansion for the heat kernel in the three dimensional contact case. The structure
of the thesis is the following:
In Chapter 1 we introduce the basic definitions and some results about sub-
Riemannian geometry, with a brief survey on sub-Riemannian geodesic and the
nilpotent approximation.
In Chapter 2 we provide a complete classification of left-invariant sub-Riemannian
structures on three dimensional Lie groups. Left-invariant structures on Lie groups
are the basic models of sub-Riemannian manifolds and the study of such structures is
the starting point to understand the general properties of sub-Riemannian geometry.
The problem of equivalence for several geometric structures close to left-invariant
sub-Riemannian structures on 3D Lie groups were studied in several publications
(see [45, 46, 54, 96]).
Here we describe the two functional invariants of a three dimensional contact
structure, denoted χ and κ, which plays the analogous role of Gaussian curvature
for Riemannian surfaces. Then the classification of left-invariant sub-Riemannian
structures on three dimensional Lie groups is provided in terms of these basic in-
variants (see also Theorem 2.1 and Figure 2.1 for details).
As a corollary of our classification we find a sub-Riemannian isometry between
the nonisomorphic Lie groups SL(2) and A+(R) × S1, where A+(R) denotes the
group of orientation preserving affine maps on the real line, which we explicitly
compute.
In Chapter 3 we address the problem of the volume in sub-Riemannian geometry
described above, and we answer negatively to the Montgomery’s open problem. We
proved that the Radon-Nikodym derivative of the spherical Hausdorff measure with
respect to a smooth volume (e.g. Popp’s volume) is proportional to the volume of
the unit ball in the nilpotent approximation. It is worth to notice that this result
cover also the Riemannian case. Indeed, in that case the nilpotent approximation at
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different points is always isometric to the standard n-dimensional Euclidean space,
hence the volume of the unit ball is constant.
We then prove that the density is always a continuous function and that it is
smooth up to dimension 4, as a consequence of the uniqueness of normal forms for
the nilpotent approximation for a fixed growth vector (see Theorem 3.12 for details).
On the other hand, starting from dimension 5, the nilpotent approximation could
depend on the point. We then focused on the corank 1 case, showing that in this
case the density is C3 (and C4 on every smooth curve) but in general not C5. In
particular the spherical Hausdorff measure and the Popp one are not proportional.
These results rely on the explicit computation of the optimal synthesis and the
volume of the nilpotent unit ball for these structures.
In Chapter 4 we study nilpotent 2-step, corank 2 sub-Riemannian metrics. We
exhibit optimal syntheses for these problems and investigate then its consequences
on the regularity of the density of the spherical Haussdorff measure with respect
to Popp’s one. It turns out that in general, the cut time is not equal to the first
conjugate time (that was the case for corank 1 structures) but still has a simple
explicit expression. Also we characterize those structures whose cut locus coincide
with the first conjugate locus. As a byproduct of this study we get that the spherical
Hausdorff measure is C1 in the case of a generic 6 dimensional, 2-step corank 2 sub-
Riemannian metric.
In Chapter 5 we introduce the formal definition of sub-Laplacian, computing its
expression in a local orthonormal frame. Then we relate the small time asymptotics
for the heat kernel on a sub-Riemannian manifold to its nilpotent approximation,
using a perturbative approach. We then explicitly compute, in the case of a 3D
contact structure, the first two coefficients of the small time asymptotics expansion of
the heat kernel on the diagonal, expressing them in terms of the two basic functional
invariants χ and κ defined in Chapter 2.
The research presented in this PhD thesis appears in the following publications:
(B1) A. Agrachev, D. Barilari, Sub-Riemannian structures on 3D Lie groups. Jour-
nal of Dynamical and Control Systems, vol. 1, 2012.
(B2) A. Agrachev, D. Barilari and U. Boscain, On the Hausdorff volume in sub-
Riemannian geometry. Calculus of Variations and PDE, 2011.
(B3) D. Barilari, U. Boscain and J. P. Gauthier, On 2-step, corank 2 sub-Riemannian
metrics. Accepted on SIAM, Journal of Control and Optimization.
(B4) D. Barilari, Trace heat kernel asymptotics in 3D contact sub-Riemannian ge-
ometry. Accepted on Journal of Mathematical Sciences.
Other material that is related to these topics and that has been part of the
research developed during the PhD, but is not presented here, is contained in the
following preprints in preparation
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(B5) D. Barilari, U. Boscain and R. Neel, Small time asymptotics at the sub-
Riemannian cut locus. In preparation.
(B6) A. Agrachev and D. Barilari, Curvature in sub-Riemannian geometry. In
preparation.
In the first paper we investigate the relation between the presence of the cut
locus and the behavior of the asymptotics of the sub-Riemannian heat kernel, in
the same spirit of [84, 85]. In the second one it is presented a general definition of
curvature for sub-Riemannian manifolds, together with some applications.
Finally, an introduction to sub-Riemannian geometry from the Hamiltonian
viewpoint is contained in the forthcoming book
(B) A. Agrachev, D. Barilari, and U. Boscain, Introduction to Riemannian and
sub-Riemannian geometry, Lecture Notes, 179 pp. (2011).
http://people.sissa.it/agrachev/agrachev_files/notes.html
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CHAPTER 1
Sub-Riemannian geometry
In this chapter we recall some preliminary definitions and results about sub-Riemannian
geometry. For a more consistent presentation one can see [3, 13, 81, 25].
1.1 Sub-Riemannian manifolds
We start recalling the definition of sub-Riemannian manifold.
Definition 1.1. A sub-Riemannian manifold is a triple S = (M,∆,g), where
(i) M is a connected orientable smooth manifold of dimension n ≥ 3;
(ii) ∆ is a smooth distribution of constant rank k < n satisfying the bracket
generating condition, i.e. a smooth map that associates a point q ∈M with a
k-dimensional subspace ∆q of TqM and we have
span{[X1, [. . . [Xj−1, Xj ]]](q) | Xi ∈ ∆, j ∈ N} = TqM, ∀ q ∈M, (1.1)
where ∆ denotes the set of horizontal smooth vector fields on M , i.e.
∆ = {X ∈ Vec(M) | X(q) ∈ ∆q ∀ q ∈M} .
(iii) gq is a Riemannian metric on ∆q which is smooth as function of q. We denote
the norm of a vector v ∈ ∆q with |v|, i.e. |v| =
√
gq(v, v).
A Lipschitz continuous curve γ : [0, T ] → M is said to be horizontal (or admis-
sible) if
γ˙(t) ∈ ∆γ(t) for a.e. t ∈ [0, T ].
Given an horizontal curve γ : [0, T ]→M , the length of γ is
`(γ) =
∫ T
0
|γ˙(t)| dt. (1.2)
The distance induced by the sub-Riemannian structure on M is the function
d(q0, q1) = inf{`(γ) | γ(0) = q0, γ(T ) = q1, γ horizontal}. (1.3)
The hypothesis of connectedness of M and the Ho¨rmander condition guarantees the
finiteness and the continuity of d(·, ·) with respect to the topology of M (Chow-
Rashevsky theorem, see, for instance, [13]). The function d(·, ·) is called the Carnot-
Caratheodory distance and gives to M the structure of metric space (see [25, 65]).
1
2 Sub-Riemannian geometry
Remark 1.2. It is a standard fact that `(γ) is invariant under reparameterization
of the curve γ. Moreover, if an admissible curve γ minimizes the so-called action
functional
J(γ) :=
1
2
∫ T
0
|γ˙(t)|2dt.
with T fixed (and fixed initial and final point), then |γ˙(t)| is constant and γ is also a
minimizer of `(·). On the other side, a minimizer γ of `(·) such that |γ˙(t)| is constant
is a minimizer of J(·) with T = `(γ)/v.
Locally, the pair (∆,g) can be given by assigning a set of k smooth vector fields
spanning ∆ and that are orthonormal for g, i.e.
∆q = span{f1(q), . . . , fk(q)}, gq(fi(q), fj(q)) = δij . (1.4)
In this case, the set {f1, . . . , fk} is called a local orthonormal frame for the sub-
Riemannian structure.
The sub-Riemannian metric can also be expressed locally in “control form” as
follows. We consider the control system,
q˙ =
m∑
i=1
uifi(q) , ui ∈ R , (1.5)
and the problem of finding the shortest curve minimizing that joins two fixed points
q0, q1 ∈M is naturally formulated as the optimal control problem,
∫ T
0
√√√√ m∑
i=1
u2i (t) dt→ min, q(0) = q0, q(T ) = q1. (1.6)
Definition 1.3. Let ∆ be a distribution. Its flag is the sequence of distributions
∆1 ⊂ ∆2 ⊂ . . . defined through the recursive formula
∆1 := ∆, ∆i+1 := ∆i + [∆i,∆].
A sub-Riemannian manifold is said to be regular if for each i = 1, 2, . . . the
dimension of ∆iq does not depend on the point q ∈M .
Remark 1.4. In this paper we always deal with regular sub-Riemannian manifolds.
In this case Ho¨rmander condition can be rewritten as follows:
∃ minimal m ∈ N such that ∆mq = TqM, ∀ q ∈M.
The sequence G(S) := (dim ∆,dim ∆2, . . . ,dim ∆m) is called growth vector. Under
the regularity assumption G(S) does not depend on the point and m is said the step
of the structure. The minimal growth is (k, k+ 1, k+ 2, . . . , n). When the growth is
maximal the sub-Riemannian structure is called free (see [81]).
A sub-Riemannian manifold is said to be corank 1 if its growth vector satisfies
G(S) = (n − 1, n). A sub-Riemannian manifold S of odd dimension is said to
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be contact if ∆ = kerω, where ω ∈ Λ1M and dω|∆ is non degenerate. A sub-
Riemannian manifold M of even dimension is said to be quasi-contact if ∆ = kerω,
where ω ∈ Λ1M and satisfies dim ker dω|∆ = 1.
Notice that contact and quasi-contact structures are regular and corank 1.
A sub-Riemannian manifold is said to be nilpotent if there exists an orthonormal
frame for the structure {f1, . . . , fk} and j ∈ N such that [fi1 , [fi2 , . . . , [fij−1 , fij ]]] = 0
for every commutator of length j.
Definition 1.5. A sub-Riemannian isometry between two sub-Riemannian mani-
folds (M,∆,g) and (N,∆′,g′) is a diffeomorphism φ : M → N that satisfies
(i) φ∗(∆) = ∆′,
(ii) g(f1, f2) = g′(φ∗f1, φ∗f2), ∀ f1, f2 ∈ ∆.
A local isometry between two structures defined by the orthonormal frames ∆ =
span(f1, . . . , fk), ∆′ = span(g1, . . . , gk) is given by a local diffeomorphism such that
φ : M → N, φ∗(fi) = gi, ∀ i = 1, . . . , k.
Remark 1.6. A sub-Riemannian structure on a Lie groupG is said to be left-invariant
if
∆Lxy = Lx∗∆y, gy(v, w) = gLxy(Lx∗v, Lx∗w), ∀x, y ∈ G.
where Lx : y 7→ xy denotes the left multiplication map on the group. In particular,
to define a left-invariant structure, it is sufficient to fix a subspace of the Lie algebra
g of the group and an inner product on it.
We also remark that in this case it is possible to have in (1.4) a global equality,
i.e. to select k globally linearly independent orthonormal vector fields.
1.2 Geodesics
In this section we briefly recall some facts about sub-Riemannian geodesics. In
particular, we define the sub-Riemannian Hamiltonian.
Definition 1.7. A geodesic for a sub-Riemannian manifold S = (M,∆,g) is a
curve γ : [0, T ] → M such that for every sufficiently small interval [t1, t2] ⊂ [0, T ],
the restriction γ|[t1,t2] is a minimizer of J(·). A geodesic for which gγ(t)(γ˙(t), γ˙(t)) is
(constantly) equal to one is said to be parameterized by arclength.
Let us consider the cotangent bundle T ∗M with the canonical projection pi :
T ∗M → M , and denote the standard pairing between vectors and covectors with
〈·, ·〉. The Liouville 1-form s ∈ Λ1(T ∗M) is defined as follows: sλ = λ ◦ pi∗, for every
λ ∈ T ∗M . The canonical symplectic structure on T ∗M is defined by the closed
2-form σ = ds. In canonical coordinates (ξ, x)
s =
n∑
i=1
ξidxi, σ =
n∑
i=1
dξi ∧ dxi.
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We denote the Hamiltonian vector field associated to a function h ∈ C∞(T ∗M) with
~h. Namely we have dh = σ(·,~h) and in coordinates we have
~h =
∑
i
∂h
∂ξi
∂
∂xi
− ∂h
∂xi
∂
∂ξi
The sub-Riemannian structure defines an Euclidean norm | · | on the distribution
∆q ⊂ TqM . As a matter of fact this induces a dual norm
‖λ‖ = max
v∈∆q
|v|=1
〈λ, v〉 , λ ∈ T ∗qM,
which is well defined on ∆∗q ' T ∗qM/∆⊥q , where
∆⊥q = {λ ∈ T ∗qM | 〈λ, v〉 = 0,∀ v ∈ ∆q}
is the annichilator of the distribution.
Here 〈·, ·〉 denotes the standard pairing between vectors and covectors.
The sub-Riemannian Hamiltonian is the smooth function on T ∗M , which is
quadratic on fibers, defined by
H(λ) =
1
2
‖λ‖2, λ ∈ T ∗qM.
If {f1, . . . , fk} is a local orthonormal frame for the sub-Riemannian structure it is
easy to see that
H(λ) =
1
2
k∑
i=1
〈λ, fi(q)〉2 , λ ∈ T ∗qM, q = pi(λ).
Remark 1.8. The sub-Riemannian Hamiltonian is a smooth function on T ∗M which
contains all the informations about the sub-Riemannian structure. Indeed it does
not depend on the orthonormal frame selected {f1, . . . , fk}, i.e. is invariant for
rotations of the frame, and the annichilator of the distribution at a point ∆⊥q can
be recovered as the kernel of the restriction of h to the fiber T ∗qM
kerH|T ∗qM = ∆⊥q .
It is a standard fact that H is also characterized as follows
H(λ) = max
v∈∆q
{〈λ, v〉 − 1
2
|v|2}, λ ∈ T ∗M, q = pi(λ), (1.7)
Let S = (M,∆,g) be a sub-Riemannian manifold and fix q0 ∈M . We define the
endpoint map (at time 1) as
F : U →M, F (γ) = γ(1),
where U denotes the set of admissible trajectories starting from q0 and defined in
[0, 1]. If we fix a point q1 ∈ M , the problem of finding shortest paths from q0 to q1
is equivalent to the following one
min
F−1(q1)
J(γ), (1.8)
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where J is the action functional (see Remark 1.2). Then Lagrange multipliers rule
implies that any γ ∈ U solution of (1.8) satisfies one of the following equations
λ1DγF = dγJ, (1.9)
λ1DγF = 0, (1.10)
for some nonzero covector λ1 ∈ T ∗γ(1)M associated to γ. The following characteriza-
tion is a corollary of Pontryagin Maximum Principle (PMP for short, see for instance
[13, 37, 71, 88]):
Theorem 1.9. Let γ be a minimizer. A nonzero covector λ1 satisfies (1.9) or
(1.10) if and only if there exists a Lipschitz curve λ(t) ∈ T ∗γ(t)M , t ∈ [0, 1], such that
λ(1) = λ1 and
- if (1.9) holds, then λ(t) is a solution of λ˙(t) = ~H(λ(t)) for a.e. t ∈ [0, 1],
- if (1.10) holds, then λ(t) satisfies σ(λ˙(t), Tλ(t)∆⊥) = 0 for a.e. t ∈ [0, 1].
The curve λ(t) is said to be an extremal associated to γ(t). In the first case λ(t) is
called a normal extremal while in the second one an abnormal extremal.
Remark 1.10. It is possible to give a unified characterization of normal and abnormal
extremals in terms of the symplectic form. Indeed the Hamiltonian H is always
constant on extremals, hence λ(t) ⊂ H−1(c) for some c ≥ 0. Theorem 1.9 can be
rephrased as follows: any extremal λ(t) such that H(λ(t)) = c is a reparametrization
of a characteristic curve of the differential form σ|H−1(c), where c = 0 for abnormal
extremals, and c > 0 for normal ones.
Also notice that, if λ(t) is a normal extremal, then, for every α > 0, λα(t) :=
αλ(αt) is also a normal extremal. If the curve is parametrized in such a way that
H(λ(t)) = 12 then we say that the extremal is arclength parameterized. Trajecto-
ries parametrized by arclength corresponds to initial covectors λ0 belonging to the
hypercylinder Λq0 := T
∗
q0M ∩H−1(12) ' Sk−1 × Rn−k in T ∗q0M .
Remark 1.11. From Theorem 1.9 it follows that λ(t) = et ~H(λ0) is the normal ex-
tremal with initial covector λ0 ∈ Λq0 . If pi : T ∗M → M denotes the canonical
projection, then it is well known that γ(t) = pi(λ(t)) is a geodesic (starting from
q0). On the other hand, in every 2-step sub-Riemannian manifold all geodesics are
projection of normal extremals, since there is no strict abnormal minimizer (see Goh
conditions, [13]).
The following proposition resumes some basic properties of small sub-Riemannian
balls
Proposition 1.12. Let S be a sub-Riemannian manifold and Bq0(ε) the sub-Riemannian
ball of radius ε at fixed point q0 ∈M . For ε > 0 small enough we have:
(i) ∀ q ∈ Bq0(ε) there exists a minimizer that join q and q0,
(ii) diam(Bq0(ε)) = 2ε.
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Claim (i) is a consequence of Filippov theorem (see [13, 40]). To prove (ii) it is
sufficient to show that, for ε small enough, there exists two points in q1, q2 ∈ ∂Bq0(ε)
such that d(q1, q2) = 2ε.
To this purpose, consider the projection γ(t) = pi(λ(t)) of a normal extremal
starting from γ(0) = q0, and defined in a small neighborhood of zero t ∈] − δ, δ[ .
Using arguments of Chapter 17 of [13] one can prove that γ(t) is globally minimizer.
Hence if we consider 0 < ε < δ we have that q1 = γ(−ε) and q2 = γ(ε) satisfy the
property required, which proves claim (ii).
Definition 1.13. Fix q0 ∈M . We define the exponential map starting from q0 as
Eq0 : T ∗q0M →M, Eq0(λ0) = pi(e
~H(λ0)).
Using the homogeneity property H(cλ) = c2H(λ), ∀ c > 0, we have that
e
~H(sλ) = es ~H(λ), ∀ s > 0.
In other words we can recover the geodesic on the manifold with initial covector λ0
as the image under Eq0 of the ray {tλ0, t ∈ [0, 1]} ⊂ T ∗q0M that join the origin to λ0.
Eq0(tλ0) = pi(e ~H(tλ0)) = pi(et ~H(λ0)) = pi(λ(t)) = γ(t).
Next, we recall the definition of cut and conjugate time.
Definition 1.14. Let S = (M,∆,g) be a sub-Riemannian manifold. Let q0 ∈ M
and λ0 ∈ Λq0 . Assume that the geodesic γ(t) = Expq0(tλ0) for t > 0, is not abnormal.
(i) The first conjugate time is tcon(λ0) = min{t > 0, tλ0 is a critical point of Eq0}.
(ii) The cut time is tcut(λ0) = min{t > 0, ∃λ1 ∈ Λq0 , λ1 6= λ0 s.t. Eq0(tc(λ0)λ0) =
Eq0(tc(λ0)λ1)}.
It is well known that if a geodesic is not abnormal then it loses optimality either
at the cut or at the conjugate locus (see for instance [8]).
1.3 The nilpotent approximation
In this section we briefly recall the concept of nilpotent approximation. For details
see [11, 25].
Let S = (M,∆,g) be a sub-Riemannian manifold and (f1, . . . , fk) an orthonor-
mal frame. Fix a point q ∈ M and consider the flag of the distribution ∆1q ⊂
∆2q ⊂ . . . ⊂ ∆mq . Recall that ki = dim ∆iq − dim ∆i−1q for i = 1, . . . ,m, and that
k1 + . . .+ km = n.
Let Oq be an open neighborhood of the point q ∈ M . We say that a system of
coordinates ψ : Oq → Rn is linearly adapted to the flag if, in these coordinates, we
have ψ(q) = 0 and
ψ∗(∆iq) = Rk1 ⊕ . . .⊕ Rki , ∀ i = 1, . . . ,m.
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Consider now the splitting Rn = Rk1 ⊕ . . . ⊕ Rkm and denote its elements x =
(x1, . . . , xm) where xi = (x1i , . . . , x
ki
i ) ∈ Rki . The space of all differential operators
in Rn with smooth coefficients forms an associative algebra with composition of
operators as multiplication. The differential operators with polynomial coefficients
form a subalgebra of this algebra with generators 1, xji ,
∂
∂xji
, where i = 1, . . . ,m; j =
1, . . . , ki. We define weights of generators as
ν(1) = 0, ν(xji ) = i, ν(
∂
∂xji
) = −i,
and the weight of monomials
ν(y1 · · · yα ∂
β
∂z1 · · · ∂zβ ) =
α∑
i=1
ν(yi)−
β∑
j=1
ν(zj).
Notice that a polynomial differential operator homogeneous with respect to ν (i.e.
whose monomials are all of same weight) is homogeneous with respect to dilations
δt : Rn → Rn defined by
δt(x1, . . . , xm) = (tx1, t2x2, . . . , tmxm), t > 0. (1.11)
In particular for a homogeneous vector field X of weight h it holds δt∗X = t−hX.
A smooth vector field X ∈ Vec(Rn), as a first order differential operator, can be
written as
X =
∑
i,j
aji (x)
∂
∂xji
and considering its Taylor expansion at the origin we can write the formal expansion
X ≈
∞∑
h=−m
X(h)
where X(h) is the homogeneous part of degree h of X (notice that every monomial
of a first order differential operator has weight not smaller than −m). Define the
filtration of Vec(Rn)
D(h) = {X ∈ Vec(Rn) : X(i) = 0, ∀ i < h}, ` ∈ Z.
Definition 1.15. Let S be a sub-Riemannian structure and f1, . . . , fk a local or-
thonormal frame near the point q. A system of coordinates ψ : Oq → Rn defined
near q is said privileged if these coordinates are linearly adapted to the flag and such
that ψ∗fi ∈ D(−1) for every i = 1, . . . , k.
Theorem 1.16. Privileged coordinates always exists. Moreover there exist c1, c2 > 0
such that in these coordinates, for all ε > 0 small enough, we have
c1 Box(ε) ⊂ B(q, ε) ⊂ c2 Box(ε), (1.12)
where Box(ε) = {x ∈ Rn, |xi| ≤ εi}.
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Existence of privileged coordinates is proved in [11, 14, 25, 30]. In the regular case
the construction of privileged coordinates was also done in the context of hypoelliptic
operators (see [92]). The second statement is known as Ball-Box theorem and a proof
can be found in [25]. Notice however that privileged coordinates are not unique.
Definition 1.17. Let S = (M,∆,g) be a regular sub-Riemannian manifold and
(f1, . . . , fk) a local orthonormal frame near a point q. Fixed a system of privileged
coordinates, we define the nilpotent approximation of S near q, denoted by Ŝq, the
sub-Riemannian structure on Rn having (f̂1, . . . , f̂k) as an orthonormal frame, where
f̂i := (ψ∗fi)(−1).
Remark 1.18. It is well known that under the regularity hypothesis, Ŝq is naturally
endowed with a Lie group structure whose Lie algebra is generated by left-invariant
vector fields f̂1, . . . , f̂k. Moreover the sub-Riemannian distance d̂ in Ŝq is homoge-
neous with respect to dilations δt, i.e. d̂(δt(x), δt(y)) = t d̂(x, y). In particular, if
B̂q(r) denotes the ball of radius r in Ŝq, this implies δt(B̂q(1)) = B̂q(t).
Theorem 1.19. The nilpotent approximation Ŝq of a sub-Riemannian structure S
near a point q is the metric tangent space to M at point q in the sense of Gromov,
that means
δ1/εB(q, ε) −→ B̂q, (1.13)
where B̂q denotes the sub-Riemannian unit ball of the nilpotent approximation Ŝq.
Remark 1.20. Convergence of sets in (1.13) is intended in the Gromov-Hausdorff
topology [25, 66]. In the regular case this theorem was proved by Mitchell in [78].
A proof in the general case can be found in [25].
CHAPTER 2
Classification of sub-Riemannian
structures on 3D Lie groups
In this chapter we give a complete classification of left-invariant sub-Riemannian
structures on three dimensional Lie groups in terms of the basic functional invari-
ants of a 3D contact structure. As a corollary we explicitly find a sub-Riemannian
isometry between the nonisomorphic Lie groups SL(2) and A+(R)×S1, where A+(R)
denotes the group of orientation preserving affine maps on the real line.
2.1 Introduction
A sub-Riemannian structure on a n-dimensional smooth manifold is said to be con-
tact if its distribution is defined as the kernel of a contact differential one form ω,
i.e. n = 2l + 1 and
(∧l dω) ∧ ω is a nonvanishing n-form on M .
In this chapter we focus on the three dimensional case. Three dimensional con-
tact sub-Riemannian structures have been deeply studied in the last years (for ex-
ample see [4, 8, 10]) and they possess two basic differential invariants χ and κ (see
Section 2.2 for the precise definition and [3, 8] for their role in the asymptotic ex-
pansion of the sub-Riemannian exponential map).
The invariants χ and κ are smooth real functions on M . It is easy to understand,
at least heuristically, why it is natural to expect exactly two functional invariants.
Indeed, in local coordinates the sub-Riemannian structure is defined by its orthonor-
mal frame, i.e. by a couple of smooth vector fields on R3 or, in other words, by 6
scalar functions on R3. One function can be normalized by the rotation of the frame
within its linear hull and three more functions by smooth change of variables. What
remains are two scalar functions.
We exploit these local invariants to provide a complete classification of left-
invariant structures on 3D Lie groups. Recall that a sub-Riemannian structure on
a Lie group is said to be left-invariant if its distribution and the inner product
are preserved by left translations on the group and a left-invariant distribution is
uniquely determined by a two dimensional subspace of the Lie algebra of the group.
The distribution is bracket generating (and contact) if and only if the subspace is
not a Lie subalgebra.
Left-invariant structures on Lie groups are the basic models of sub-Riemannian
manifolds and the study of such structures is the starting point to understand the
general properties of sub-Riemannian geometry. In particular, thanks to the group
structure, in some of these cases it is also possible to compute explicitly the sub-
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Riemannian distance and geodesics (see in particular [64] for the Heisenberg group,
[38] for semisimple Lie groups with Killing form and [80, 95] for a detailed study of
the sub-Riemannian structure on the group of motions of a plane).
The problem of equivalence for several geometric structures close to left-invariant
sub-Riemannian structures on 3D Lie groups were studied in several publications
(see [45, 46, 54, 96]). In particular in [96] the author provide a first classification of
symmetric sub-Riemannian structures of dimension 3, while in [54] is presented a
complete classification of sub-Riemannian homogeneous spaces (i.e. sub-Riemannian
structures which admits a transitive Lie group of isometries acting smoothly on the
manifold) by means of an adapted connection. The principal invariants used there,
denoted by τ0 and K, coincide up to a normalization factor with our differential
invariants χ and κ.
A standard result on the classification of 3D Lie algebras (see, for instance, [68])
reduce the analysis on the Lie algebras of the following Lie groups:
H3, the Heisenberg group,
A+(R)⊕R, where A+(R) is the group of orientation preserving affine maps on
R,
SOLV +, SOLV − are Lie groups whose Lie algebra is solvable and has 2-dim
square,
SE(2) and SH(2) are the groups of orientation preserving motions of Euclidean
and Hyperbolic plane respectively,
SL(2) and SU(2) are the three dimensional simple Lie groups.
Moreover it is easy to show that in each of these cases but one all left-invariant
bracket generating distributions are equivalent by automorphisms of the Lie algebra.
The only case where there exists two non-equivalent distributions is the Lie algebra
sl(2). More precisely a 2-dimensional subspace of sl(2) is called elliptic (hyperbolic)
if the restriction of the Killing form on this subspace is sign-definite (sign-indefinite).
Accordingly, we use notation SLe(2) and SLh(2) to specify on which subspace the
sub-Riemannian structure on SL(2) is defined.
For a left-invariant structure on a Lie group the invariants χ and κ are constant
functions and allow us to distinguish non isometric structures. To complete the
classification we can restrict ourselves to normalized sub-Riemannian structures, i.e.
structures that satisfy
χ = κ = 0, or χ2 + κ2 = 1. (2.1)
Indeed χ and κ are homogeneous with respect to dilations of the orthonormal frame,
that means rescaling of distances on the manifold. Thus we can always rescale our
structure in such a way that (2.1) is satisfied.
To find missing discrete invariants, i.e. to distinguish between normalized struc-
tures with same χ and κ, we then show that it is always possible to select a canonical
orthonormal frame for the sub-Riemannian structure such that all structure con-
stants of the Lie algebra of this frame are invariant with respect to local isometries.
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Then the commutator relations of the Lie algebra generated by the canonical frame
determine in a unique way the sub-Riemannian structure.
Collecting together these results we prove the following
Theorem 2.1. All left-invariant sub-Riemannian structures on 3D Lie groups are
classified up to local isometries and dilations as in Figure 2.1, where a structure is
identified by the point (κ, χ) and two distinct points represent non locally isometric
structures.
Moreover
(i) If χ = κ = 0 then the structure is locally isometric to the Heisenberg group,
(ii) If χ2 + κ2 = 1 then there exist no more than three non isometric normalized
sub-Riemannian structures with these invariants; in particular there exists a
unique normalized structure on a unimodular Lie group (for every choice of
χ, κ).
(iii) If χ 6= 0 or χ = 0, κ ≥ 0, then two structures are locally isometric if and only
if their Lie algebras are isomorphic.
Figure 2.1: Classification
In other words every left-invariant sub-Riemannian structure is locally isometric
to a normalized one that appear in Figure 2.1, where we draw points on different
circles since we consider equivalence classes of structures up to dilations. In this
way it is easier to understand how many normalized structures there exist for some
fixed value of the local invariants. Notice that unimodular Lie groups are those that
appear in the middle circle (except for A+(R)⊕ R).
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From the proof of Theorem 2.1 we get also a uniformization-like theorem for
“constant curvature” manifolds in the sub-Riemannian setting:
Corollary 2.2. Let M be a complete simply connected 3D contact sub-Riemannian
manifold. Assume that χ = 0 and κ is costant on M . Then M is isometric to a
left-invariant sub-Riemannian structure. More precisely:
(i) if κ = 0 it is isometric to the Heisenberg group H3,
(ii) if κ = 1 it is isometric to the group SU(2) with Killing metric,
(iii) if κ = −1 it is isometric to the group S˜L(2) with elliptic type Killing metric,
where S˜L(2) is the universal covering of SL(2).
Another byproduct of the classification is the fact that there exist non isomorphic
Lie groups with locally isometric sub-Riemannian structures. Indeed, as a conse-
quence of Theorem 2.1, we get that there exists a unique normalized left-invariant
structure defined on A+(R) ⊕ R having χ = 0, κ = −1. Thus A+(R) ⊕ R is locally
isometric to the group SL(2) with elliptic type Killing metric by Corollary 2.2.
This fact was already noted in [54] as a consequence of the classification. In this
paper we explicitly compute the global sub-Riemannian isometry between A+(R)⊕R
and the universal covering of SL(2) by means of Nagano principle. We then show
that this map is well defined on the quotient, giving a global isometry between the
group A+(R)×S1 and the group SL(2), endowed with the sub-Riemannian structure
defined by the restriction of the Killing form on the elliptic distribution.
The group A+(R)⊕R can be interpreted as the subgroup of the affine maps on the
plane that acts as an orientation preserving affinity on one axis and as translations
on the other one1
A+(R)⊕ R :=

a 0 b0 1 c
0 0 1
 , a > 0, b, c ∈ R
 .
The standard left-invariant sub-Riemannian structure on A+(R) ⊕ R is defined
by the orthonormal frame ∆ = span{e2, e1 + e3}, where
e1 =
0 0 10 0 0
0 0 0
 , e2 =
−1 0 00 0 0
0 0 0
 , e3 =
0 0 00 0 1
0 0 0
 ,
is a basis of the Lie algebra of the group, satisfying [e1, e2] = e1.
The subgroup A+(R) is topologically homeomorphic to the half-plane {(a, b) ∈
R2, a > 0} which can be descirbed in standard polar coordinates as {(ρ, θ)| ρ >
0,−pi/2 < θ < pi/2}.
1We can recover the action as an affine map identifying (x, y) ∈ R2 with (x, y, 1)T and0@a 0 b0 1 c
0 0 1
1A0@xy
1
1A =
0@ax+ by + c
1
1A .
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Theorem 2.3. The diffeomorphism Ψ : A+(R)× S1 −→ SL(2) defined by
Ψ(ρ, θ, ϕ) =
1√
ρ cos θ
(
cosϕ sinϕ
ρ sin(θ − ϕ) ρ cos(θ − ϕ)
)
, (2.2)
where (ρ, θ) ∈ A+(R) and ϕ ∈ S1, is a global sub-Riemannian isometry.
Using this global sub-Riemannian isometry as a change of coordinates one can
recover the geometry of the sub-Riemannian structure on the group A+(R) × S1,
starting from the analogous properties of SL(2) (e.g. explicit expression of the sub-
Riemannian distance, the cut locus). In particular we notice that, since A+(R)×S1
is not unimodular, the canonical sub-Laplacian on this group is not expressed as a
sum of squares. Indeed if X1, X2 denotes the left-invariant vector fields associated
to the orthonormal frame, the sub-Laplacian is expressed as follows
L = X21 +X22 +X1.
Moreover in the non-unimodular case the generalized Fourier transform method,
used in [6], cannot apply . Hence the heat kernel of the corresponding heat equation
cannot be computed directly. On the other hand one can use the map (3.1) to
express the solution in terms of the heat kernel on SL(2).
2.2 Sub-Riemannian invariants
In this section we study a contact sub-Riemannian structure on a 3D manifold and
we give a brief description of its two invariants (see also [8]). We start with the
following characterization of contact distributions.
Lemma 2.4. Let M be a 3D manifold, ω ∈ Λ1M and ∆ = kerω. The following are
equivalent:
(i) ∆ is a contact distribution,
(ii) dω
∣∣
∆
6= 0,
(iii) ∀ f1, f2 ∈ ∆ linearly independent, then [f1, f2] /∈ ∆.
Moreover, in this case, the contact form can be selected in such a way that dω
∣∣
∆
coincide with the Euclidean volume form on ∆.
By Lemma 2.4 it is not restrictive to assume that the sub-Riemannian structure
satisfies:
(M,ω) is a 3D contact structure,
∆ = span{f1, f2} = kerω, (2.3)
g(fi, fj) = δij , dω(f1, f2) = 1.
We stress that in (2.3) the orthonormal frame f1, f2 is not unique. Indeed every
rotated frame (where the angle of rotation depends smoothly on the point) defines
the same structure.
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The sub-Riemannian Hamiltonian (1.7) is written
h =
1
2
(h21 + h
2
2).
Definition 2.5. In the setting (2.3) we define the Reeb vector field associated to
the contact structure as the unique vector field f0 such that
ω(f0) = 1,
dω(f0, ·) = 0. (2.4)
From the definition it is clear that f0 depends only on the sub-Riemannian
structure (and its orientation) and not on the frame selected.
Condition (2.4) is equivalent to
[f1, f0], [f2, f0] ∈ ∆,
[f2, f1] = f0 (mod ∆).
and we deduce the following expression for the Lie algebra of vector fields generated
by f0, f1, f2
[f1, f0] = c101f1 + c
2
01f2,
[f2, f0] = c102f1 + c
2
02f2, (2.5)
[f2, f1] = c112f1 + c
2
12f2 + f0,
where ckij are functions on the manifold, called structure constants of the Lie algebra.
If we denote with (ν0, ν1, ν2) the basis of 1-form dual to (f0, f1, f2), we can rewrite
(2.5) as:
dν0 = ν1 ∧ ν2,
dν1 = c101ν0 ∧ ν1 + c102ν0 ∧ ν2 + c112ν1 ∧ ν2, (2.6)
dν2 = c201ν0 ∧ ν1 + c202ν0 ∧ ν2 + c212ν1 ∧ ν2,
Let h0(λ) = 〈λ, f0(q)〉 denote the Hamiltonian linear on fibers associated with
the Reeb field f0. We now compute the Poisson bracket {h, h0}, denoting with
{h, h0}q its restriction to the fiber T ∗qM .
Proposition 2.6. The Poisson bracket {h, h0}q is a quadratic form. Moreover we
have
{h, h0} = c101h21 + (c201 + c102)h1h2 + c202h22, (2.7)
c101 + c
2
02 = 0. (2.8)
In particular, ∆⊥q ⊂ ker {h, h0}q and {h, h0}q is actually a quadratic form on T ∗qM/∆⊥q =
∆∗q.
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Proof. Using the equality {hi, hj}(λ) = 〈λ, [fi, fj ](q)〉 we get
{h, h0} = 12{h
2
1 + h
2
2, h0} = h1{h1, h0}+ h2{h2, h0}
= h1(c101h1 + c
2
01h2) + h2(c
1
02h1 + c
2
02h2)
= c101h
2
1 + (c
2
01 + c
1
02)h1h2 + c
2
02h
2
2.
Differentiating the first equation in (2.6) we find:
0 = d2ν0 = dν1 ∧ ν2 − ν1 ∧ dν2
= (c101 + c
2
02)ν0 ∧ ν1 ∧ ν2.
which proves (2.8).
Being {h, h0}q a quadratic form on the Euclidean plane ∆q (using the canonical
identification of the vector space ∆q with its dual ∆∗q given by the scalar product),
it is a standard fact that it can be interpreted as a symmetric operator on the plane
itself. In particular its determinant and its trace are well defined. From (2.8) we get
trace {h, h0}q = 0.
It is natural then to define our first invariant as the positive eigenvalue of this
operator, namely:
χ(q) =
√
−det{h, h0}q. (2.9)
which can also be written in terms of structure constant of the Lie algebra as follows
χ(q) =
√−detC, C =
(
c101 (c
2
01 + c
1
02)/2
(c201 + c
1
02)/2 c
2
02
)
, (2.10)
Remark 2.7. Notice that, by definition χ ≥ 0, and it vanishes everywhere if and only
if the flow of the Reeb vector field f0 is a flow of sub-Riemannian isometries for M .
The second invariant, which was found in [8] as a term of the asymptotic expan-
sion of conjugate locus, is defined in the following way
κ(q) = f2(c112)− f1(c212)− (c112)2 − (c212)2 +
c201 − c102
2
. (2.11)
where we refer to notation (2.5). A direct calculation shows that κ is preserved
by rotations of the frame f1, f2 of the distribution, hence it depends only on the
sub-Riemannian structure.
χ and κ are functions defined on the manifold; they reflect intrinsic geometric
properties of the sub-Riemannian structure and are preserved by the sub-Riemannian
isometries. In particular, χ and κ are constant functions for left-invariant structures
on Lie groups (since left translations are isometries).
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2.3 Canonical Frames
In this section we want to show that it is always possible to select a canonical
orthonormal frame for the sub-Riemannian structure. In this way we are able to
find missing discrete invariants and to classify sub-Riemannian structures simply
knowing structure constants ckij for the canonical frame. We study separately the
two cases χ 6= 0 and χ = 0.
We start by rewriting and improving Proposition 2.6 when χ 6= 0.
Proposition 2.8. Let M be a 3D contact sub-Riemannian manifold and q ∈M . If
χ(q) 6= 0, then there exists a local frame such that
{h, h0} = 2χh1h2. (2.12)
In particular, in the Lie group case with left-invariant stucture, there exists a unique
(up to a sign) canonical frame (f0, f1, f2) such that
[f1, f0] = c201f2,
[f2, f0] = c102f1, (2.13)
[f2, f1] = c112f1 + c
2
12f2 + f0.
Moreover we have
χ =
c201 + c
1
02
2
, κ = −(c112)2 − (c212)2 +
c201 − c102
2
. (2.14)
Proof. From Proposition 2.6 we know that the Poisson bracket {h, h0}q is a non
degenerate symmetric operator with zero trace. Hence we have a well defined, up
to a sign, orthonormal frame by setting f1, f2 as the orthonormal isotropic vectors
of this operator (remember that f0 depends only on the structure and not on the
orthonormal frame on the distribution). It is easily seen that in both of these cases
we obtain the expression (2.12).
Remark 2.9. Notice that, if we change sign to f1 or f2, then c212 or c
1
12, respectively,
change sign in (2.13), while c102 and c
2
01 are unaffected. Hence equalities (2.14) do
not depend on the orientation of the sub-Riemannian structure.
If χ = 0 the above procedure cannot apply. Indeed both trace and determinant
of the operator vanish, hence we have {h, h0}q = 0. From (2.7) we get the identities
c101 = c
2
02 = 0, c
2
01 + c
1
02 = 0. (2.15)
so that commutators (2.5) simplify in (where c = c201)
[f1, f0] = cf2,
[f2, f0] = −cf1, (2.16)
[f2, f1] = c112f1 + c
2
12f2 + f0.
We want to show, with an explicit construction, that also in this case there
always exists a rotation of our frame, by an angle that smoothly depends on the
point, such that in the new frame κ is the only structure constant which appear in
(2.16).
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Lemma 2.10. Let f1, f2 be an orthonormal frame on M . If we denote with f̂1, f̂2
the frame obtained from the previous one with a rotation by an angle θ(q) and with
ĉkij structure constants of rotated frame, we have:
ĉ112 = cos θ(c
1
12 − f1(θ))− sin θ(c212 − f2(θ)),
ĉ212 = sin θ(c
1
12 − f1(θ)) + cos θ(c212 − f2(θ)).
Now we can prove the main result of this section.
Proposition 2.11. Let M be a 3D simply connected contact sub-Riemannian man-
ifold such that χ = 0. Then there exists a rotation of the original frame f̂1, f̂2 such
that:
[f̂1, f0] = κf̂2,
[f̂2, f0] = −κf̂1, (2.17)
[f̂2, f̂1] = f0.
Proof. Using Lemma 2.10 we can rewrite the statement in the following way: there
exists a function θ : M → R such that
f1(θ) = c112, f2(θ) = c
2
12. (2.18)
Indeed, this would imply ĉ112 = ĉ
2
12 = 0 and κ = c.
Let us introduce simplified notations c112 = α1, c
2
12 = α2. Then
κ = f2(α1)− f1(α2)− (α1)2 − (α2)2 + c. (2.19)
If (ν0, ν1, ν2) denotes the dual basis to (f0, f1, f2) we have
dθ = f0(θ)ν0 + f1(θ)ν1 + f2(θ)ν2.
and from (2.16) we get:
f0(θ) = ([f2, f1]− α1f1 − α2f2)(θ)
= f2(α1)− f1(α2)− α21 − α22
= κ− c.
Suppose now that (2.18) are satisfied, we get
dθ = (κ− c)ν0 + α1ν1 + α2ν2 =: η. (2.20)
with the r.h.s. independent from θ.
To prove the theorem we have to show that η is an exact 1-form. Since the
manifold is simply connected, it is sufficient to prove that η is closed. If we denote
νij := νi ∧ νj dual equations of (2.16) are:
dν0 = ν12,
dν1 = −cν02 + α1ν12,
dν2 = cν01 − α2ν12.
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and differentiating we get two nontrivial relations:
f1(c) + cα2 + f0(α1) = 0, (2.21)
f2(c)− cα1 + f0(α2) = 0. (2.22)
Recollecting all these computations we prove the closure of η
dη = d(κ− c) ∧ ν0 + (κ− c)dν0 + dα1 ∧ ν1 + α1dν1 + dα2 ∧ ν2 + α2dν2
= −dc ∧ ν0 + (κ− c)ν12+
+ f0(α1)ν01 − f2(α1)ν12 + α1(α1ν12 − cν02)
+ f0(α2)ν02 + f1(α2)ν12 + α2(cν01 − α2ν12)
= (f0(α1) + α2c+ f1(c))ν01
+ (f0(α2)− α1c+ f2(c))ν02
+ (κ− c− f2(α1) + f1(α2) + α21 + α22)ν12
= 0.
where in the last equality we use (3.13) and (2.21)-(2.22).
2.4 Classification
Now we use the results of the previous sections to prove Theorem 2.1.
In this section G denotes a 3D Lie group, with Lie algebra g, endowed with a
left-invariant sub-Riemannian structure defined by the orthonormal frame f1, f2, i.e.
∆ = span{f1, f2} ⊂ g, span{f1, f2, [f1, f2]} = g.
Recall that for a 3D left-invariant structure to be bracket generating is equivalent
to be contact, moreover the Reeb field f0 is also a left-invariant vector field by
construction.
From the fact that, for left-invariant structures, local invariants are constant
functions (see Remark 4.17) we obtain a necessary condition for two structures to
be locally isometric.
Proposition 2.12. Let G,H be 3D Lie groups with locally isometric sub-Riemannian
structures. Then χG = χH and κG = κH .
Notice that this condition is not sufficient. It turns out that there can be up to
three mutually non locally isometric normalized structures with the same invariants
χ, κ.
Remark 2.13. It is easy to see that χ and κ are homogeneous of degree 2 with
respect to dilations of the frame. Indeed assume that the sub-Riemannian structure
(M,∆,g) is locally defined by the orthonormal frame f1, f2, i.e.
∆ = span{f1, f2}, g(fi, fj) = δij .
Consider now the dilated structure (M,∆, g˜) defined by the orthonormal frame
λf1, λf2
∆ = span{f1, f2}, g˜(fi, fj) = 1
λ2
δij , λ > 0.
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If χ, κ and χ˜, κ˜ denote the invariants of the two structures respectively, we find
χ˜ = λ2χ, κ˜ = λ2κ, λ > 0.
A dilation of the orthonormal frame corresponds to a multiplication by a factor
λ > 0 of all distances in our manifold. Since we are interested in a classification by
local isometries, we can always suppose (for a suitable dilation of the orthonormal
frame) that the local invariants of our structure satisfy
χ = κ = 0, or χ2 + κ2 = 1,
and we study equivalence classes with respect to local isometries.
Since χ is non negative by definition (see Remark 2.7), we study separately the
two cases χ > 0 and χ = 0.
2.4.1 Case χ > 0
Let G be a 3D Lie group with a left-invariant sub-Riemannian structure such that
χ 6= 0. From Proposition 2.8 we can assume that ∆ = span{f1, f2} where f1, f2 is
the canonical frame of the structure. From (2.13) we obtain the dual equations
dν0 = ν1 ∧ ν2,
dν1 = c102ν0 ∧ ν2 + c112ν1 ∧ ν2, (2.23)
dν2 = c201ν0 ∧ ν1 + c112ν1 ∧ ν2.
Using d2 = 0 we obtain structure equations{
c102c
2
12 = 0,
c201c
1
12 = 0.
(2.24)
We know that the structure constants of the canonical frame are invariant by
local isometries (up to change signs of c112, c
2
12, see Remark 2.9). Hence, every differ-
ent choice of coefficients in (2.13) which satisfy also (2.24) will belong to a different
class of non-isometric structures.
Taking into account that χ > 0 implies that c201 and c
1
02 cannot be both non
positive (see (2.14)), we have the following cases:
(i) c112 = 0 and c
2
12 = 0. In this first case we get
[f1, f0] = c201f2,
[f2, f0] = c102f1,
[f2, f1] = f0,
and formulas (2.14) imply
χ =
c201 + c
1
02
2
> 0, κ =
c201 − c102
2
.
In addition, we find the relations between the invariants
χ+ κ = c201, χ− κ = c102.
We have the following subcases:
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(a) If c102 = 0 we get the Lie algebra se(2) of the group SE(2) of the Euclidean
isometries of R2, and it holds χ = κ.
(b) If c201 = 0 we get the Lie algebra sh(2) of the group SH(2) of the Hyper-
bolic isometries of R2, and it holds χ = −κ.
(c) If c201 > 0 and c
1
02 < 0 we get the Lie algebra su(2) and χ− κ < 0.
(d) If c201 < 0 and c
1
02 > 0 we get the Lie algebra sl(2) with χ+ κ < 0.
(e) If c201 > 0 and c
1
02 > 0 we get the Lie algebra sl(2) with χ+κ > 0, χ−κ > 0.
(ii) c102 = 0 and c
1
12 = 0. In this case we have
[f1, f0] = c201f2,
[f2, f0] = 0, (2.25)
[f2, f1] = c212f2 + f0,
and necessarily c201 6= 0. Moreover we get
χ =
c201
2
> 0, κ = −(c212)2 +
c201
2
,
from which it follows
χ− κ ≥ 0.
The Lie algebra g = span{f1, f2, f3} defined by (2.25) satisfies dim [g, g] = 2,
hence it can be interpreted as the operator A = ad f1 which acts on the
subspace span{f0, f2}. Moreover, it can be easily computed that
trace A = −c212, detA = c201 > 0,
and we can find the useful relation
2
trace2A
detA
= 1− κ
χ
. (2.26)
(iii) c201 = 0 and c
2
12 = 0. In this last case we get
[f1, f0] = 0,
[f2, f0] = c102f1, (2.27)
[f2, f1] = c112f1 + f0,
and c102 6= 0. Moreover we get
χ =
c102
2
> 0, κ = −(c112)2 −
c102
2
,
from which it follows
χ+ κ ≤ 0.
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As before, the Lie algebra g = span{f1, f2, f3} defined by (2.27) has two-
dimensional square and it can be interpreted as the operator A = ad f2 which
acts on the plane span{f0, f1}. It can be easily seen that it holds
trace A = c112, detA = −c102 < 0,
and we have an analogous relation
2
trace2A
detA
= 1 +
κ
χ
. (2.28)
Remark 2.14. Lie algebras of cases (ii) and (iii) are solvable algebras and we will
denote respectively solv+ and solv−, where the sign depends on the determinant
of the operator it represents. In particular, formulas (2.26) and (2.28) permits
to recover the ratio between invariants (hence to determine a unique normalized
structure) only from intrinsic properties of the operator. Notice that if c212 = 0 we
recover the normalized structure (i)-(a) while if c112 = 0 we get the case (i)-(b).
Remark 2.15. The algebra sl(2) is the only case where we can define two nonequiv-
alent distributions which corresponds to the case that Killing form restricted on the
distribution is positive definite (case (d)) or indefinite (case (e)). We will refer to
the first one as the elliptic structure on sl(2), denoted sle(2), and with hyperbolic
structure in the other case, denoting slh(2).
2.4.2 Case χ = 0
A direct consequence of Proposition 2.11 for left-invariant structures is the following
Corollary 2.16. Let G,H be Lie groups with left-invariant sub-Riemannian struc-
tures and assume χG = χH = 0. Then G and H are locally isometric if and only if
κG = κH .
Thanks to this result it is very easy to complete our classification. Indeed it is
sufficient to find all left-invariant structures such that χ = 0 and to compare their
second invariant κ.
A straightforward calculation leads to the following list of the left-invariant struc-
tures on simply connected three dimensional Lie groups with χ = 0:
- H3 is the Heisenberg nilpotent group; then κ = 0.
- SU(2) with the Killing inner product; then κ > 0.
- S˜L(2) with the elliptic distribution and Killing inner product; then κ < 0.
- A+(R)⊕ R; then κ < 0.
Remark 2.17. In particular, we have the following:
(i) All left-invariant sub-Riemannian structures on H3 are locally isometric,
(ii) There exists on A+(R) ⊕ R a unique (modulo dilations) left-invariant sub-
Riemannian structure, which is locally isometric to SLe(2) with the Killing
metric.
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Proof of Theorem 2.1 is now completed and we can recollect our result as in
Figure 2.1, where we associate to every normalized structure a point in the (κ, χ)
plane: either χ = κ = 0, or (κ, χ) belong to the semicircle
{(κ, χ) ∈ R2, χ2 + κ2 = 1, χ > 0}.
Notice that different points means that sub-Riemannian structures are not locally
isometric.
2.5 Sub-Riemannian isometry
In this section we want to write explicitly the sub-Riemannian isometry between
SL(2) and A+(R)× S1.
Consider the Lie algebra sl(2) = {A ∈M2(R), trace(A) = 0} = span{g1, g2, g3},
where
g1 =
1
2
(
1 0
0 −1
)
, g2 =
1
2
(
0 1
1 0
)
, g3 =
1
2
(
0 1
−1 0
)
.
The sub-Riemannian structure on SL(2) defined by the Killing form on the elliptic
distribution is given by the orthonormal frame
∆sl = span{g1, g2}, and g0 := −g3, (2.29)
is the Reeb vector field. Notice that this frame is already canonical since equations
(2.17) are satisfied. Indeed
[g1, g0] = −g2 = κg2.
Recall that the universal covering of SL(2), which we denote S˜L(2), is a simply
connected Lie group with Lie algebra sl(2). Hence (2.29) define a left-invariant
structure also on the universal covering.
On the other hand we consider the following coordinates on the Lie group
A+(R)⊕ R, that are well-adapted for our further calculations
A+(R)⊕ R :=

−y 0 x0 1 z
0 0 1
 , y < 0, x, z ∈ R
 . (2.30)
It is easy to see that, in these coordinates, the group law reads
(x, y, z)(x′, y′, z′) = (x− yx′,−yy′, z + z′),
and its Lie algebra a(R)⊕ R is generated by the vector fields
e1 = −y∂x, e2 = −y∂y, e3 = ∂z,
with the only nontrivial commutator relation [e1, e2] = e1.
The left-invariant structure on A+(R)⊕ R is defined by the orthonormal frame
∆a = span{f1, f2},
f1 := e2 = −y∂y, (2.31)
f2 := e1 + e3 = −y∂x + ∂z.
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With straightforward calculations we compute the Reeb vector field f0 = −e3 = −∂z.
This frame is not canonical since it does not satisfy equations (2.17). Hence
we can apply Proposition 2.11 to find the canonical frame, that will be no more
left-invariant.
Following the notation of Proposition 2.11 we have
Lemma 2.18. The canonical orthonormal frame on A+(R)⊕ R has the form:
f̂1 = y sin z ∂x − y cos z ∂y − sin z ∂z,
f̂2 = −y cos z ∂x − y sin z ∂y + cos z ∂z. (2.32)
Proof. It is equivalent to show that the rotation defined in the proof of Proposition
2.11 is θ(x, y, z) = z. The dual basis to our frame {f1, f2, f0} is given by
ν1 = −1
y
dy, ν2 = −1
y
dx, ν0 = −1
y
dx− dz.
Moreover we have [f1, f0] = [f2, f0] = 0 and [f2, f1] = f2 + f0 so that, in equation
(2.20) we get c = 0, α1 = 0, α2 = 1. Hence
dθ = −ν0 + ν2 = dz.
Now we have two canonical frames {f̂1, f̂2, f0} and {g1, g2, g0}, whose Lie algebras
satisfy the same commutator relations:
[f̂1, f0] = −f̂2, [g1, g0] = −g2,
[f̂2, f0] = f̂1, [g2, g0] = g1, (2.33)
[f̂2, f̂1] = f0, [g2, g1] = 0.
Let us consider the two control systems
q˙ = u1f̂1(q) + u2f̂2(q) + u0f0(q), q ∈ A+(R)⊕ R,
x˙ = u1g1(x) + u2g2(x) + u0g0(x), x ∈ S˜L(2).
and denote with xu(t), qu(t), t ∈ [0, T ] the solutions of the equations relative to the
same control u = (u1, u2, u0). Nagano Principle (see [13] and also [83, 97, 98]) ensure
that the map
Ψ˜ : A+(R)⊕ R→ S˜L(2), qu(T ) 7→ xu(T ). (2.34)
that sends the final point of the first system to the final point of the second one, is
well-defined and does not depend on the control u.
Thus we can find the endpoint map of both systems relative to constant controls,
i.e. considering maps
F˜ : R3 → A+(R)⊕ R, (t1, t2, t0) 7→ et0f0 ◦ et2 bf2 ◦ et1 bf1(1A), (2.35)
G˜ : R3 → SL(2), (t1, t2, t0) 7→ et0g0 ◦ et2g2 ◦ et1g1(1SL). (2.36)
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where we denote with 1A and 1SL identity element of A+(R)⊕R and S˜L(2), respec-
tively.
The composition of these two maps makes the following diagram commutative
A+(R)⊕ R eΨ //
Ψ
%%LL
LLL
LLL
LLeF−1

S˜L(2)
pi

R3
eG // SL(2)
(2.37)
where pi : S˜L(2)→ SL(2) is the canonical projection and we set Ψ := pi ◦ Ψ˜.
To simplify computation we introduce the rescaled maps
F (t) := F˜ (2t), G(t) := G˜(2t), t = (t1, t2, t0),
and solving differential equations we get from (2.35) the following expressions
F (t1, t2, t0) =
(
2e−2t1
tanh t2
1 + tanh2 t2
, −e−2t1 1− tanh
2 t2
1 + tanh2 t2
, 2(arctan(tanh t2)− t0)
)
.
(2.38)
The function F is globally invertible on its image and its inverse
F−1(x, y, z) =
(
−1
2
log
√
x2 + y2, arctanh
(
y +
√
x2 + y2
x
)
, arctan
(
y +
√
x2 + y2
x
)
− z
2
)
.
is defined for every y < 0 and for every x (it is extended by continuity at x = 0).
On the other hand, the map (2.36) can be expressed by the product of exponential
matrices as follows2
G(t1, t2, t0) =
(
et1 0
0 e−t2
)(
cosh t2 sinh t2
sinh t2 cosh t2
)(
cos t0 − sin t0
sin t0 cos t0
)
. (2.39)
To simplify the computations, we consider standard polar coordinates (ρ, θ) on
the half-plane {(x, y), y < 0}, where −pi/2 < θ < pi/2 is the angle that the point
(x, y) defines with y-axis. In particular, it is easy to see that the expression that
appear in F−1 is naturally related to these coordinates:
ξ = ξ(θ) := tan
θ
2
=
y +
√
x2 + y2
x
, if x 6= 0,
0, if x = 0.
Hence we can rewrite
F−1(ρ, θ, z) =
(
−1
2
log ρ, arctanh ξ, arctan ξ − z
2
)
.
2since we consider left-invariant system, we must multiply matrices on the right.
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and compute the composition Ψ = G ◦ F−1 : A+(R) ⊕ R −→ SL(2). Once we
substitute these expressions in (2.39), the third factor is a rotation matrix by
an angle arctan ξ − z/2. Splitting this matrix in two consecutive rotations and
using standard trigonometric identities cos(arctan ξ) = 1√
1+ξ2
, sin(arctan ξ) =
ξ√
1+ξ2
, cosh(arctanh ξ) = 1√
1−ξ2 , sinh(arctanh ξ) =
ξ√
1−ξ2 , for ξ ∈ (−1, 1), we
obtain:
Ψ(ρ, θ, z) =
=
(
ρ−1/2 0
0 ρ1/2
)
1√
1− ξ2
ξ√
1− ξ2
ξ√
1− ξ2
1√
1− ξ2


1√
1 + ξ2
− ξ√
1 + ξ2
ξ√
1 + ξ2
1√
1 + ξ2

 cos
z
2
sin
z
2
− sin z
2
cos
z
2
 .
Then using identities: cos θ =
1− ξ2
1 + ξ2
, sin θ =
2ξ
1 + ξ2
, we get
Ψ(ρ, θ, z) =
(
ρ−1/2 0
0 ρ1/2
)
1 + ξ2√
1− ξ4 0
2ξ√
1− ξ4
1− ξ2√
1− ξ4

 cos
z
2
sin
z
2
− sin z
2
cos
z
2

=
√
1 + ξ2
1− ξ2
(
ρ−1/2 0
0 ρ1/2
) 1 02ξ
1 + ξ2
1− ξ2
1 + ξ2

 cos
z
2
sin
z
2
− sin z
2
cos
z
2

=
1√
ρ cos θ
(
1 0
0 ρ
)(
1 0
sin θ cos θ
) cos
z
2
sin
z
2
− sin z
2
cos
z
2

=
1√
ρ cos θ
 cos z2 sin z2
ρ sin(θ − z
2
) ρ cos(θ − z
2
)
 .
Lemma 2.19. The set Ψ−1(I) is a normal subgroup of A+(R)⊕ R.
Proof. It is easy to show that Ψ−1(I) = {F (0, 0, 2kpi), k ∈ Z}. From (2.38) we see
that F (0, 0, 2kpi) = (0,−1,−4kpi) and (2.30) implies that this is a normal subgroup.
Indeed it is enoough to prove that Ψ−1(I) is a subgroup of the centre, that follows
from the identity1 0 00 1 4kpi
0 0 1
−y 0 x0 1 z
0 0 1
 =
−y 0 x0 1 z + 4kpi
0 0 1
 =
−y 0 x0 1 z
0 0 1
1 0 00 1 4kpi
0 0 1
 .
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Remark 2.20. With a standard topological argument it is possible to prove that
actually Ψ−1(A) is a discrete countable set for every A ∈ SL(2), and Ψ is a repre-
sentation of A+(R)⊕ R as universal covering of SL(2).
By Lemma 2.19 the map Ψ is well defined isomorphism between the quotient
A+(R)⊕ R
Ψ−1(I)
' A+(R)× S1,
and the group SL(2), defined by restriction of Ψ on z ∈ [−2pi, 2pi].
If we consider the new variable ϕ = z/2, defined on [−pi, pi], we can finally write
the global isometry as
Ψ(ρ, θ, ϕ) =
1√
ρ cos θ
(
cosϕ sinϕ
ρ sin(θ − ϕ) ρ cos(θ − ϕ)
)
, (2.40)
where (ρ, θ) ∈ A+(R) and ϕ ∈ S1.
Remark 2.21. In the coordinate set defined above we have that 1A = (1, 0, 0) and
Ψ(1A) = Ψ(1, 0, 0) =
(
1 0
0 1
)
= 1SL.
On the other hand Ψ is not a homomorphism since in A+(R)⊕ R it holds
(√2
2
,
pi
4
, pi
)(√2
2
,−pi
4
,−pi) = 1A,
while it can be easily checked from (2.40) that
Ψ
(√2
2
,
pi
4
, pi
)
Ψ
(√2
2
,−pi
4
,−pi) = ( 2 01/2 1/2
)
6= 1SL.
CHAPTER 3
The Hausdorff volume in
sub-Riemannian geometry
In this chapter we address the problem of the volume in sub-Riemannian geometry,
that naturally arise in the definition of the invariant sub-Riemannian Laplacian
(see also the Introduction). For a regular sub-Riemannian manifold, we study the
Radon-Nikodym derivative of the spherical Hausdorff measure with respect to a
smooth volume (e.g. Popps volume) is proportional to the volume of the unit ball
in the nilpotent approximation. We then prove that up to dimension 4 it is smooth,
while starting from dimension 5, in corank 1 case, it is C3 (and C4 on every smooth
curve) but in general not C5. These results answer to a question addressed by
Montgomery about the relation between two intrinsic volumes that can be defined
in a sub-Riemannian manifold, namely the Popp and the Hausdorff volume. If
the nilpotent approximation depends on the point (that may happen starting from
dimension 5), then they are not proportional, in general.
3.1 Introduction
A sub-Riemannian manifold S = (M,∆,g) has a natural structure of metric space,
with the Carnot-Caratheodory distance d. Hence, for every α > 0 one can define
the α-dimensional Hausdorff measure on M , and compute the Hausdorff dimension
of M .
Under the hypothesis that the sub-Riemannian manifold is regular, i.e. if the
dimension of ∆iq, i = 1, . . . ,m do not depend on the point, the Ho¨rmander condition
guarantees that there exists (a mimimal) m ∈ N, called step of the structure, such
that ∆mq = TqM , for all q ∈M . The sequence
G(S) := (dim ∆
q
k
,dim ∆2, . . . ,dim ∆m
q
n
)
is called growth vector of the structure.
In this case, the graded vector space associated to the filtration ∆q ⊂ ∆2q ⊂ . . . ⊂
∆mq = TqM ,
grq(∆) =
m⊕
i=1
∆iq/∆
i−1
q , where ∆
0
q = 0.
is well defined. Moreover, the Hausdorff dimension of M is given by the formula
(see [79])
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Q =
m∑
i=1
iki, ki := dim ∆iq/∆
i−1
q .
In particular the Hausdorff dimension is always bigger than the topological dimen-
sion of M .
Moreover, the Q-dimensional Hausdorff measure (denoted by HQ in the follow-
ing) behaves like a volume. More precisely, in [79] Mitchell proved that if µ is a
smooth volume1 on M , then dµ = fµHdHQ, where fµH is a positive measurable
function that is locally bounded and locally bounded away from zero, that is the
Radon-Nikodym derivative of µ with respect to HQ. According to Mitchell termi-
nology, this means that the two measures are commensurable one with respect to
the other.
Hausdorff measure on sub-Riemannian manifolds has been intensively studied,
see for instance [65, 79]. A deep study of the Hausdorff measure for hypersurfaces
in sub-Riemannian geometry, in particular in the context of Carnot groups, can be
found in [16, 19, 20, 32, 44, 58, 77, 82] and references therein. Hausdorff measures
for curves in sub-Riemannian manifolds were also studied in the problem of motion
planning and complexity, see [60, 61, 62, 69].
Let us recall that there are two common non-equivalent definitions of Hausdorff
measure. The standard Hausdorff measure, where arbitrary coverings can be used,
and the spherical Hausdorff measure, where only ball-coverings appear (see Defini-
tion 3.8).
However it is well known that, if SQ denotes the Q-dimensional spherical Haus-
dorff measure, then HQ is commensurable with SQ.2 As a consequence, SQ is
commensurable with µ, i.e.
dµ = fµSdSQ,
for a positive measurable function fµS that is locally bounded and locally bounded
away from zero. In this paper, we are interested to the properties of the function
fµS . In particular, we would like to get informations about its regularity.
The reason why we study the spherical Hausdorff measure and not the standard
Hausdorff measure is that the first one appears to be more natural. Indeed, as
explained later, fµS is determined by the volume of the unit sub-Riemannian ball of
the nilpotent approximation of the sub-Riemannian manifold, that can be explicitly
described in a certain number of cases (see Theorem 3.1 below). On the other hand
nothing is known on how to compute fµH. We conjecture that fµH is given by the
µ-volume of certain isodiametric sets, i.e. the maximum of the µ-volume among
all sets of diameter 1 in the nilpotent approximation (see [76, 90] and reference
therein for a discussion on isodiametric sets). This quantity is not very natural in
sub-Riemannian geometry and is extremely difficult to compute.
Our interests in studying fµS comes from the following question:
Q1 How can we define an intrinsic volume in a sub-Riemannian manifold?
1In the following by a smooth volume on M we mean a measure µ associated to a smooth
non-vanishing n-form ωµ ∈ ΛnM , i.e. for every measurable subset A ⊂M we set µ(A) =
R
A
ωµ.
2Indeed they are absolutely continuous one with respect to the other. In particular, for every
α > 0, we have 2−αSα ≤ Hα ≤ Sα (see for instance [55]).
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Here by intrinsic we mean a volume which depends neither on the choice of the
coordinate system, nor on the choice of the orthonormal frame, but only on the
sub-Riemannian structure.
This question was first pointed out by Brockett, see [41], and by Montgomery
in his book [81]. Having a volume that depends only on the geometric structure is
interesting by itself, however, it is also necessary to define intrinsically a Laplacian in
a sub-Riemannian manifold. We recall that the Laplacian is defined as the divergence
of the gradient and the definition of the divergence needs a volume since it measures
how much the flow of a vector field increases or decreases the volume.
Before talking about the question Q1 in sub-Riemannian geometry, let us briefly
discuss it in the Riemannian case. In a n-dimensional Riemannian manifold there
are three common ways of defining an invariant volume. The first is defined through
the Riemannian structure and it is the so called Riemannian volume, which in coor-
dinates has the expression
√
g dx1 . . . dxn, where g is the determinant of the metric.
The second and the third ones are defined via the Riemannian distance and are the
n-dimensional Hausdorff measure and the n-dimensional spherical Hausdorff mea-
sure. These three volumes are indeed proportional (the constant of proportionality
depending on the normalization, see Remark 3.16 and e.g. [49, 55]).
For what concern sub-Riemannian geometry, a regular sub-Riemannian manifold
is a metric space, hence it is possible to define the Hausdorff volume HQ and the
spherical Hausdorff volume SQ. Also, there is an equivalent of the Riemannian
volume, the so called Popp’s volume P, introduced by Montgomery in his book [81]
(see also [6]). The Popp volume is a smooth volume and was used in [6] to define
intrinsically the Laplacian (indeed a sub-Laplacian) in sub-Riemannian geometry.
In his book, Montgomery proposed to study whether these invariant volumes are
proportional as it occours in Riemannian geometry. More precisely, he addressed
the following question:
Q2 Is Popp’s measure equal to a constant multiple (perhaps depending on the
growth vector) of the Hausdorff measure?
Mongomery noted that the answer to this question is positive for left-invariant sub-
Riemannian structures on Lie groups, since the Hausdorff (both the standard and
spherical one) and the Popp volumes are left-invariant and hence proportional to the
left Haar measure. But this question is nontrivial when there is no group structure.
One of the main purpose of our analysis is to answer to question Q2 for the
spherical Hausdorff measure, i.e. to the question if the function fPS (defined by
dP = fPSdSQ) is constant or not. More precisely, we get a positive answer for
regular sub-Riemannian manifolds of dimension 3 and 4, while a negative answer
starting from dimension 5, in general.
Once a negative answer to Q2 is given, it is natural to ask
Q3 What is the regularity of fPS?
This question is important since the definition of an intrinsic Laplacian via SQ
require fPS to be at least C1.
Notice that since the Popp measure is a smooth volume, then fµS is Ck, k =
0, 1, . . . ,∞ if and only if fPS is as well.
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We prove that fµS is a continuous function and that for n ≤ 4 it is smooth. In
dimension 5 it is C3 but not smooth, in general. Moreover, we prove that the same
result holds in all corank 1 cases.
Our main tool is the nilpotent approximation (sometimes also called the symbol)
of the sub-Riemannian structure. Recall that, under the regularity hypothesis, the
sub-Riemannian structure S = (M,∆,g) induces a structure of nilpotent Lie algebra
on grq(∆). The nilpotent approximation at q is the nilpotent simply connected Lie
group Grq(∆) generated by this Lie algebra, endowed with a suitable left-invariant
sub-Riemannian structure Ŝq induced by S, as explained in Section 1.3.
Recall that there exists a canonical isomorphism of 1-dimensional vector spaces
(see [6] for details)
n∧
(T ∗qM) '
n∧
(grq(∆)
∗). (3.1)
Given a smooth volume µ on M , we define the induced volume µ̂q on the nilpo-
tent approximation at point q as the left-invariant volume on Grq(∆) canonically
associated with ωµ(q) ∈ ∧n(T ∗qM) by the above isomorphism.
The first result concerns an explicit formula for fµS .
Theorem 3.1. Let S = (M,∆,g) be a regular sub-Riemannian manifold. Let µ be
a volume on M and µ̂q the induced volume on the nilpotent approximation at point
q ∈M . If A is an open subset of M , then
µ(A) =
1
2Q
∫
A
µ̂q(B̂q) dSQ, (3.2)
where B̂q is the unit ball in the nilpotent approximation at point q, i.e.
fµS(q) =
1
2Q
µ̂q(B̂q).
Starting from this formula we prove our first result about regularity of the den-
sity:
Corollary 3.2. Let S = (M,∆,g) be a regular sub-Riemannian manifold and let µ
be a smooth volume on M . Then the density fµS is a continuous function.
Theorem 3.1, specified for the Popp measure P, permits to answer the Mont-
gomery’s question. Indeed, the measure P̂q induced by P on the nilpotent approxi-
mation at point q coincides with the Popp measure built on Ŝq, as a sub-Riemannian
structure. In other words, if we denote Pbq the Popp measure on Ŝq, we get
P̂q = Pbq. (3.3)
Hence, if the nilpotent approximation does not depend on the point, then fPS
is constant. In other words we have the following corollary.
Corollary 3.3. Let S = (M,∆,g) be a regular sub-Riemannian manifold and Ŝq
its nilpotent approximation at point q ∈ M . If Ŝq1 is isometric to Ŝq2 for any
q1, q2 ∈ M , then fPS is constant. In particular this happens if the sub-Riemannian
structure is free.
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For the definition of free structure see [81].
Notice that, in the Riemannian case, nilpotent approximations at different points
are isometric, hence the Hausdorff measure is proportional to the Riemannian vol-
ume (see [49, 55]).
When the nilpotent approximation contains parameters that are function of the
point, then, in general, fPS is not constant. We have analyzed in details all growth
vectors in dimension less or equal than 5:
- dimension 3: (2,3),
- dimension 4: (2,3,4), (3,4),
- dimension 5: (2,3,5), (3,5), (4,5) and the non generic cases (2,3,4,5), (3,4,5).
In all cases the nilpotent approximation is unique, except for the (4,5) case. As a
consequence, we get:
Theorem 3.4. Let S = (M,∆,g) be a regular sub-Riemannian manifold of dimen-
sion n ≤ 5. Let µ be a smooth volume on M and P be the Popp measure. Then
(i) if G(S) 6= (4, 5), then fPS is constant. As a consequence fµS is smooth.
(ii) if G(S) = (4, 5), then fµS is C3 (and C4 on smooth curves) but not C5, in
general.
Actually the regularity result obtained in the (4,5) case holds for all corank 1
structures, as specified by the following theorem.
Theorem 3.5. Let S = (M,∆,g) be a regular corank 1 sub-Riemannian manifold
of dimension n ≥ 5. Let µ be a smooth volume on M . Then fµS is C3 (and C4 on
smooth curves) but not C5, in general.
Recall that for a corank 1 structure one has G(S) = (n− 1, n).
Notice that Theorem 3.5 apply in particular for the Popp measure. The loss of
regularity of fµS is due to the presence of what are called resonance points. More
precisely, the parameters appearing in the nilpotent approximation are the eigen-
values of a certain skew-symmetric matrix which depends on the point. Resonances
are the points in which these eigenvalues are multiple.
To prove Theorem 3.5, we have computed explicitly the optimal synthesis (i.e.
all curves that minimize distance starting from one point) of the nilpotent approxi-
mation and, as a consequence, the volume of nilpotent balls B̂q.
Another byproduct of our analysis is
Proposition 3.6. Under the hypothesis of Theorem 3.5, if there are no resonance
points then fµS is smooth.
The structure of the Chapter is the following. In Section 3.2 we provide normal
forms for nilpotent structures in dimension less or equal than 5. In Section 3.3 we
prove Theorem 3.1 and its corollaries, while in Section 3.4 we study the differentia-
bility of the density for the corank 1 case. In the last Section we prove Theorem
3.4.
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3.1.1 Hausdorff measures
In this section we recall definitions of Hausdorff measure and spherical Hausdorff
measure. We start with the definition of smooth volume.
Definition 3.7. Let M be a n-dimensional smooth manifold, which is connected
and orientable. By a smooth volume on M we mean a measure µ on M associated
to a smooth non-vanishing n-form ωµ ∈ ΛnM , i.e. for every subset A ⊂M we set
µ(A) =
∫
A
ωµ.
The Popp volume P, which is a smooth volume in the sense of Definition 3.7,
is the volume associated to a n-form ωP that can be intrinsically defined via the
sub-Riemannian structure (see [6, 81]).
Let (M,d) be a metric space and denote with B the set of balls in M .
Definition 3.8. Let A be a subset of M and α > 0.
The α-dimensional Hausdorff measure of A is
Hα(A) := lim
δ→0
Hαδ (A),
where
Hαδ (A) := inf{
∞∑
i=1
diam(Ai)α, A ⊂
∞⋃
i=1
Ai, diam(Ai) < δ}.
The α-dimensional spherical Hausdorff measure of A is
Sα(A) := lim
δ→0
Sαδ (A),
where
Sαδ (A) := inf{
∞∑
i=1
diam(Bi)α, A ⊂
∞⋃
i=1
Bi, Bi ∈ B,diam(Bi) < δ}.
These two measures are commensurable since it holds (see [55])
2−αSα(A) ≤ Hα(A) ≤ Sα(A), ∀A ⊂M. (3.4)
The Hausdorff dimension of A is defined as
inf{α > 0,Hα(A) = 0} = sup{α > 0,Hα(A) = +∞}. (3.5)
Formula (3.4) guarantees that Hausdorff dimension of A does not change if we
replace Hα with Sα in formula (3.5).
It is a standard fact that the Hausdorff dimension of a Riemannian manifold,
considered as a metric space, coincides with its topological dimension. On the other
side, we have the following
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Theorem 3.9. Let (M,∆,g) be a regular sub-Riemannian manifold. Its Hausdorff
dimension as a metric space is
Q =
m∑
i=1
iki, ki := dim ∆i − dim ∆i−1.
Moreover SQ is commensurable to a smooth volume µ on M , i.e. for every compact
K ⊂M there exists α1, α2 > 0 such that
α1SQ ≤ µ ≤ α2SQ. (3.6)
This theorem was proved by Mitchell in [79]. In its original version it was stated
for the Lebesgue measure and the standard Hausdorff measure.
Definition 3.10. Let S = (M,∆,g) be a regular sub-Riemannian manifold and Ŝq
its nilpotent approximation near q. If µ a smooth volume on M , associated to the
smooth non-vanishing n-form ωµ, we define the induced volume µ̂q at the point q as
the left-invariant volume on Ŝq canonically associated with ωµ(q) ∈ ∧n(T ∗qM) (cf.
isomorphism (3.1)).
From Theorem 1.19 and the relation3 µ(δεA) = εQµ̂q(A) + o(εQ) when ε → 0,
one gets
Corollary 3.11. Let µ be a smooth volume on M and µ̂q the induced volume on
the nilpotent approximation at point q. Then, for ε→ 0, we have
µ(B(q, ε)) = εQµ̂q(B̂q) + o(εQ).
3.2 Normal forms for nilpotent approximation in dimension ≤ 5
In this section we provide normal forms for the nilpotent approximation of regular
sub-Riemannian structures in dimension less or equal than 5. One can easily shows
that in this case the only possibilities for growth vectors are:
- dim(M) = 3: G(S) = (2, 3),
- dim(M) = 4: G(S) = (2, 3, 4) or G(S) = (3, 4),
- dim(M) = 5: G(S) ∈ {(2, 3, 4, 5), (2, 3, 5), (3, 5), (3, 4, 5), (4, 5)}.
We have the following.
Theorem 3.12. Let S = (M,∆,g) be a regular sub-Riemannian manifold and Ŝq
its nilpotent approximation near q. Up to a change of coordinates and a rotation of
the orthonormal frame we have the following expression for the orthonormal frame
of Ŝq:
3Notice that this formula is meaningful in privileged coordinates near q.
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Case n = 3 • G(S) = (2, 3). (Heisenberg)
X̂1 = ∂1,
X̂2 = ∂2 + x1∂3.
Case n = 4 • G(S) = (2, 3, 4). (Engel)
X̂1 = ∂1,
X̂2 = ∂2 + x1∂3 + x1x2∂4.
• G(S) = (3, 4). (Quasi-Heisenberg)
X̂1 = ∂1,
X̂2 = ∂2 + x1∂4,
X̂3 = ∂3.
Case n = 5 • G(S) = (2, 3, 5). (Cartan)
X̂1 = ∂1,
X̂2 = ∂2 + x1∂3 +
1
2
x21∂4 + x1x2∂5.
• G(S) = (2, 3, 4, 5). (Goursat rank 2)
X̂1 = ∂1,
X̂2 = ∂2 + x1∂3 +
1
2
x21∂4 +
1
6
x31∂5.
• G(S) = (3, 5). (Corank 2)
X̂1 = ∂1 − 12x2∂4,
X̂2 = ∂2 +
1
2
x1∂4 − 12x3∂5,
X̂3 = ∂3 +
1
2
x2∂5.
• G(S) = (3, 4, 5). (Goursat rank 3)
X̂1 = ∂1 − 12x2∂4 −
1
3
x1x2∂5,
X̂2 = ∂2 +
1
2
x1∂4 +
1
3
x21∂5,
X̂3 = ∂3.
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• G(S) = (4, 5). (Bi-Heisenberg)
X̂1 = ∂1 − 12x2∂5,
X̂2 = ∂2 +
1
2
x1∂5,
X̂3 = ∂3 − α2 x4∂5, α ∈ R, (3.7)
X̂4 = ∂4 +
α
2
x3∂5.
Proof. It is sufficient to find, for every such a structure, a basis of the Lie algebra
such that the structural constants4 are uniquely determined by the sub-Riemannian
structure. We give a sketch of the proof for the (2, 3, 4, 5) and (3, 4, 5) and (4, 5)
cases. The other cases can be treated in a similar way.
(i). Let Ŝ = (G,∆,g) be a nilpotent (3, 4, 5) sub-Riemannian structure. Since we
deal with a left-invariant sub-Riemannian structure, we can identify the distribution
∆ with its value at the identity of the group ∆id. Let {e1, e2, e3} be a basis for ∆id,
as a vector subspace of the Lie algebra. By our assumption on the growth vector we
know that
dim span{[e1, e2], [e1, e3], [e2, e3]}/∆id = 1. (3.8)
In other words, we can consider the skew-simmetric mapping
Φ(·, ·) := [·, ·]/∆id : ∆id ×∆id → TidG/∆id, (3.9)
and condition (3.8) implies that there exists a one dimensional subspace in the kernel
of this map. Let X̂3 be a normalized vector in the kernel and consider its orthogonal
subspace D ⊂ ∆id with respect to the Euclidean product on ∆id. Fix an arbitrary
orthonormal basis {X1, X2} of D and set X̂4 := [X1, X2]. It is easy to see that X̂4
does not change if we rotate the base {X1, X2} and there exists a choice of this frame,
denoted {X̂1, X̂2}, such that [X̂2, X̂4] = 0. Then set X̂5 := [X̂1, X̂4]. Therefore we
found a canonical basis for the Lie algebra that satisfies the following commutator
relations:
[X̂1, X̂2] = X̂4, [X̂1, X̂4] = X̂5,
and all other commutators vanish. A standard application of the Campbell-Hausdorff
formula gives the coordinate expression above.
(ii). Let us assume now that Ŝ is a nilpotent (2, 3, 4, 5) sub-Riemannian struc-
ture. As before we identify the distribution ∆ with its value at the identity and
consider any orthonormal basis {e1, e2} for the 2-dimensional subspace ∆id. By our
assumption on G(S)
dim span{e1, e2, [e1, e2]} = 3
dim span{e1, e2, [e1, e2], [e1, [e1, e2]], [e2, [e1, e2]]} = 4. (3.10)
4Let X1, . . . , Xk be a basis of a Lie algebra g. The coefficients c
`
ij that satisfy [Xi, Xj ] =
P
` c
`
ijX`
are called structural constant of g.
36 The Hausdorff volume in sub-Riemannian geometry
As in (i), it is easy to see that there exists a choice of the orthonormal basis on ∆id,
which we denote {X̂1, X̂2}, such that [X̂2, [X̂1, X̂2]] = 0. From this property and
the Jacobi identity it follows [X̂2, [X̂1, [X̂1, X̂2]]] = 0. Then we set X̂3 := [X̂1, X̂2],
X̂4 = [X̂1, [X̂1, X̂2]] and X̂5 := [X̂1, [X̂1, [X̂1, X̂2]]]. It is easily seen that (3.10)
implies that these vectors are linearly independent and give a canonical basis for the
Lie algebra, with the only nontrivial commutator relations:
[X̂1, X̂2] = X̂3, [X̂1, X̂3] = X̂4, [X̂1, X̂4] = X̂5.
(iii). In the case (4, 5) since dim TidG/∆id = 1, the map (3.9) is represented by
a single 4 × 4 skew-simmetric matrix L. By skew-symmetricity its eigenvalues are
purely imaginary ±ib1,±ib2, one of which is different from zero. Assuming b1 6= 0
we have that α = b2/b1. Notice that the structure is contact if and only if α 6= 0
(see also Section 3.4.1 for more details on the normal form).
Remark 3.13. Notice that, in the statement of Theorem 3.12, in all other cases the
nilpotent approximation does not depend on any parameter, except for the (4, 5)
case. As a consequence, up to dimension 5, the sub-Riemannian structure induced
on the tangent space, and hence the Popp measure P, does not depend on the point,
except for the (4, 5) case.
In the (4, 5) case we have the following expression for the Popp’s measure
P = 1√
b21 + b
2
2
dx1 ∧ . . . ∧ dx5,
where b1, b2 are the eigenvalues of the skew-simmetric matrix that represent the Lie
bracket map.
Since the normal forms in Theorem 3.12 do not depend on the point, except
when G(S) 6= (4, 5), we have the following corollary
Corollary 3.14. Let S = (M,∆,g) be a regular sub-Riemannian manifold such that
dim(M) ≤ 5 and G(S) 6= (4, 5). Then if q1, q2 ∈M we have that Ŝq1 is isometric to
Ŝq2 as sub-Riemannian manifolds.
3.3 The density is the volume of nilpotent balls
In this section we prove Theorem 3.1, i.e.
fµS(q) =
1
2Q
µ̂q(B̂q). (3.11)
It is well known that, being µ absolutely continuous with respect to SQ (see
Theorem 3.9), the Radon-Nikodym derivative of µ with respect to SQ, namely fµS ,
can be computed almost everywhere as
lim
r→0
µ(B(q, r))
SQ(B(q, r)) .
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By Corollary 3.11 we get
µ(B(q, r))
SQ(B(q, r)) =
rQµ̂q(B̂q) + o(rQ)
SQ(B(q, r)) =
µ̂q(B̂q)
2Q
2QrQ
SQ(B(q, r)) +
o(rQ)
SQ(B(q, r)) .
Then we are left to prove the following
Lemma 3.15. Let A be an open subset of M . For SQ-a.e. q ∈ A we have
lim
r→0
SQ(A ∩B(q, r))
(2r)Q
= 1. (3.12)
Proof. In the following proof we make use of Vitali covering lemma 5 and we al-
ways assume that balls of our covering are small enough to satisfy property (ii) of
Proposition 1.12.
We prove that the set where (3.12) exists and is different from 1 has SQ-null
measure.
(i). First we show
SQ(Eδ) = 0, ∀ 0 < δ ≤ 1,
where
Eδ := {q ∈ A : SQ(A ∩B(q, r)) < (1− δ)(2r)Q,∀ 0 < r < δ}
Let {Bi} a ball covering of Eδ with diam(Bi) < δ and such that∑
i
diam(Bi)Q ≤ SQδ (Eδ) + ε ≤ SQ(Eδ) + ε.
Then we have
SQ(Eδ) ≤ SQ(A ∩
⋃
Bi)
≤
∑
SQ(A ∩Bi)
≤ (1− δ)
∑
diam(Bi)Q
≤ (1− δ)(SQ(Eδ) + ε).
then ε→ 0 and 1− δ < 1 implies SQ(Eδ) = 0.
(ii). Next we prove that
SQ(Et) = 0, ∀ t > 1,
where
Et := {q ∈ A : SQ(A ∩B(q, r)) > t(2r)Q, ∀ r small enough}.
5Theorem.(Vitali covering lemma, [55, 17]) Let E be a metric space, B ⊂ E and α > 0 such
that Hα(B) <∞, and let F be a fine covering of B. Then there exist a countable disjoint subfamily
{Vi} ⊂ F such that
Hα(B \
[
Vi) = 0.
We recall that F is a fine covering of B if for every x ∈ B and ε > 0 there exists V ∈ F such that
x ∈ V and diam(V ) < ε.
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Now let U be an open set such that Et ⊂ U and SQ(A ∩ U) < SQ(Et) + ε. We
define
F := {B(q, r) : q ∈ Et, B(q, r) ⊂ U,diamB(q, r) ≤ δ} .
Now we can apply Vitali covering lemma to F and get a family {Bi} of disjoint balls
such that SQ(Et \
⋃
iBi) = 0. Then we get
SQ(Et) + ε > SQ(A ∩ U)
≥ SQ(A ∩
⋃
Bi)
≥ t
∑
diam(Bi)Q
≥ tSQδ (Et ∩
⋃
Bi)
≥ tSQδ (Et).
Letting ε, δ → 0 we have an absurd because t > 1.
Since A is open, from this lemma follows formula (3.11).
Remark 3.16. Notice that, for a n-dimensional Riemannian manifold, the tangent
spaces at different points are isometric. As a consequence the Riemannian volume
of the unit ball in the tangent space is constant and one can show that it is Cn =
pi
n
2 /Γ(n2 + 1). Formula (3.2), where µ = Vol is the Riemannian volume, implies the
well-known relation between Vol and the (spherical) Hausdorff measure
dVol =
Cn
2n
dSn = Cn
2n
dHn.
3.3.1 Continuity of the density
In this section we prove Corollary 3.2. More precisely we study the continuity of the
map
fµS : q 7→ µ̂q(B̂q). (3.13)
To this purpose, it is sufficient to study the regularity under the hypothesis that µ̂q
does not depend on the point. Indeed it is easily seen that the smooth measure µ,
which is defined on the manifold, induces on the nilpotent approximations a smooth
family of measures {µ̂q}q∈M . In the case µ = P, this is a consequence of equality
(3.3). In other words we can identify all tangent spaces in coordinates with Rn and
fix a measure µ̂ on it.
We are then reduced to study the regularity of the volume of the unit ball of a
smooth family of nilpotent structures in Rn, with respect to a fixed smooth measure.
Notice that this family depends on an n-dimensional parameter.
To sum up, we have left to study the regularity of the map
q 7→ L(B̂q), q ∈M, (3.14)
where B̂q is the unit ball of a family of nilpotent structures Ŝq in Rn and L is the
standard Lebesgue measure.
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Let us denote d̂q the sub-Riemannian distance in Ŝq and ρq := d̂q(0, ·). Following
this notation B̂q = {x ∈ Rn| ρq(x) ≤ 1} and the coordinate expression (1.11) implies
that
L(δα(B̂q)) = αQL(B̂q), ∀α > 0. (3.15)
Notice that, since our sub-Riemannian structure is regular, we can choose privileged
coordinates ψq : Oq → Rn smoothly with respect to q. Let now q′ 6= q, there exists
α = α(q, q′) such that (see Remark 1.18)
δ 1
α
B̂q′ ⊂ B̂q ⊂ δαB̂q′ . (3.16)
Using (3.15), (3.16) and monotonicity of the volume we get(
1
αQ
− 1
)
L(B̂q′) ≤ L(B̂q)− L(B̂q′) ≤ (αQ − 1)L(B̂q′).
Then it is sufficient to show that α(q, q′) → 1 when q′ → q. This property follows
from the next
Lemma 3.17. The family of functions ρq|K is equicontinuous for every compact
K ⊂ Rn. Moreover ρq′ → ρq uniformly on compacts in Rn, as q′ → q.
In the case in which {ρt}t>0 is the approximating family of the nilpotent distance
ρ̂, this result is proved in [7]. See also [3] for a more detailed proof, using cronological
calculus. With the same arguments one can extend this result to any smooth family
of regular sub-Riemannian structures. The key point is that we can construct a basis
for the tangent space to the structure with bracket polynomials of the orthonormal
frame where the structure of the brackets does not depend on the parameter.
3.4 Differentiability of the density in the corank 1 case
In this section we prove Theorem 3.5, We start by studying the contact case. Then
we complete our analysis by reducing the quasi-contact case and the general case to
the contact one.
3.4.1 Normal form of the nilpotent contact case
Consider a 2-step nilpotent sub-Riemannian manifold in Rn of rank k.
Select a basis {X1, . . . , Xk, Z1, . . . , Zn−k} such that
∆ = span{X1, . . . , Xk},
[Xi, Xj ] =
n−k∑
h=1
bhijZh, i, j = 1, . . . , k, where b
h
ij = −bhji,
[Xi, Zj ] = [Zj , Zh] = 0, i = 1, . . . , k, j, h = 1, . . . , n− k.
(3.17)
Hence the Lie bracket can be considered as a map
[·, ·] : ∆×∆ −→ TM/∆, (3.18)
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and is represented by the n−k skew-simmetric matrices Lh = (bhij), h = 1, . . . , n−k.
In the contact case we have (k, n) = (2`, 2`+ 1) and our structure is represented
by one non degenerate skew-symmetric matrix L. Take coordinates in such a way
that L is normalized in the following block-diagonal form
L =
B1 . . .
B`
 , where Bi := (0 −bibi 0
)
, bi > 0.
with eigenvalues±ib1, . . . ,±ib`. Hence we can find a basis of vector fields {X1, . . . , X`,
Y1, . . . , Y`, Z} such that relations (3.17) reads
∆ = span{X1, . . . , X`, Y1, . . . , Y`},
[Xi, Yi] = −biZ, i = 1, . . . , `,
[Xi, Yj ] = 0, i 6= j,
[Xi, Z] = [Yi, Z] = 0, i = 1, . . . , `.
(3.19)
In the following we call b1, . . . , b` frequences of the contact structure.
We can recover the product on the group by the Campbell-Hausdorff formula.
If we denote points q = (x, y, z), where
x = (x1, . . . , x`) ∈ R`, y = (y1, . . . , y`) ∈ R`, z ∈ R,
we can write the group law in coordinates
q · q′ =
(
x+ x′, y + y′, z + z′ − 1
2
∑`
i=1
bi(xix′i − yiy′i)
)
. (3.20)
Finally, from (3.20), we get the coordinate expression of the left-invariant vector
fields of the Lie algebra, namely
Xi = ∂xi +
1
2
biyi∂z, i = 1, . . . , `,
Yi = ∂yi −
1
2
bixi∂z, i = 1, . . . , `, (3.21)
Z = ∂z.
In this expression one of frequences bi can be normalized to 1.
3.4.2 Exponential map in the nilpotent contact case
Now we apply the PMP to find the exponential map Eq0 where q0 is the origin.
Define the hamiltonians (linear on fibers)
hui(λ) = 〈λ,Xi(q)〉 , hvi(λ) = 〈λ, Yi(q)〉 , hw(λ) = 〈λ, Z(q)〉 .
Recall from Section 1.2 that q(t) is a normal extremal if and only if there exists λ(t)
such that 
u˙i = −biwvi
v˙i = biwui
w˙ = 0

x˙i = ui
y˙i = vi
z˙ = 12
∑
i bi(uiyi − vixi)
(3.22)
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where
ui(t) := hui(λ(t)), vi(t) := hvi(λ(t)), w(t) := hw(λ(t)).
Remark 3.18. Notice that from (3.22) it follows that the sub-Riemannian length
of a geodesic coincide with the Euclidean length of its projection on the horizontal
subspace (x1, . . . , xn, y1, . . . , yn).
l(γ) =
∫ T
0
(∑
i
(u2i (t) + v
2
i (t))
) 1
2
dt.
Now we solve (3.22) with initial conditions (see also Remark 1.10)
(x0, y0, z0) = (0, 0, 0), (3.23)
(u0, v0, w0) = (u01, . . . , u
0
` , v
0
1, . . . , v
0
` , w
0) ∈ S2`−1 × R. (3.24)
Notice that w ≡ w0 is constant on geodesics. We consider separately the two cases:
(i) If w 6= 0, we have (denoting ai := biw)
ui(t) = u0i cos ait− v0i sin ait,
vi(t) = u0i sin ait+ v
0
i cos ait, (3.25)
w(t) = w.
From (3.22) one easily get
xi(t) =
1
ai
(u0i sin ait+ v
0
i cos ait− v0i ),
yi(t) =
1
ai
(−u0i cos ait+ v0i sin ait+ u0i ), (3.26)
z(t) =
1
2w2
(wt−
∑
i
1
bi
((u0i )
2 + (v0i )
2)) sin ait).
(ii) If w = 0, we find equations of straight lines on the horizontal plane in direction
of the vector (u0, v0):
xi(t) = u0i t yi(t) = v
0
i t z(t) = 0.
Remark 3.19. To recover symmetry properties of the exponential map it is useful to
rewrite (3.26) in polar coordinates, using the following change of variables
ui = ri cos θi, vi = ri sin θi, i = 1, . . . , `. (3.27)
In these new coordinates (3.26) becomes
xi(t) =
ri
ai
(cos(ait+ θi)− cos θi),
yi(t) =
ri
ai
(sin(ait+ θi)− sin θi), (3.28)
z(t) =
1
2w2
(wt−
∑
i
r2i
bi
sin ait).
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and the condition (u0, v0) ∈ S2`−1 implies that r = (r1, . . . , r`) ∈ S`.
From equations (3.28) we easily see that the projection of a geodesic on every
2-plane (xi, yi) is a circle, with period Ti, radius ρi and center Ci where
Ti =
2pi
biw
, ρi =
ri
biw
Ci = − ri
biw
(cos θi, sin θi), ∀ i = 1, . . . , ` (3.29)
Moreover (3.22) shows that the z component of the geodesic at time t is the weighted
sum (with coefficients bi) of the areas spanned by the vectors (xi(t), yi(t)) in R2.
Lemma 3.20. Let γ(t) be a geodesic starting from the origin and corresponding to
the parameters (ri, θi, w). The cut time tcut along γ is equal to first conjugate time
and satisfies
tcut =
2pi
wmaxi bi
, (3.30)
with the understanding that tcut = +∞, if w = 0.
Proof. We divide the proof into two steps. Recall that a geodesic lose optimality
either at a cut time or at a conjugate time, see Definition 1.14. First we prove that
(4.35) is a conjugate time and then that for every t < tcut our geodesic is optimal.
The case w = 0 is trivial. Indeed the geodesic is a straight line and, by Remark
3.18, we have neither cut nor conjugate points. Then it is not restrictive to assume
w 6= 0. Moreover, up to relabeling indices, we can also assume that b1 ≥ b2 ≥ . . . ≥
b` ≥ 0.
(i) Since, by assumption, b1 = maxi bi, from (3.28) it is easily seen that projection
on the (x1, y1)-plane satisfies
x1(tcut) = y1(tcut) = 0.
Next consider the one parametric family of geodesic with initial condition
(r1, r2, . . . , r`, θ1 + φ, θ2, . . . , θ`, w), φ ∈ [0, 2pi].
It is easily seen from equation (3.28) that all these curves have the same endpoints.
Indeed neither (xi, yi), for i > 1, nor z depends on this variable. Then it follows
that tc is a critical time for exponential map, hence a conjugate time.
(ii) Since w 6= 0, our geodesic is non horizontal (i.e. z(t) 6≡ 0). By symmetry, we
can focus on the case w > 0. We know that, for every i, the projection of every
non horizontal geodesic on on the plane (xi, yi) is a circle. Moreover for the i-th
projected curve, the distance from the origin is easily computed
ηi(t) =
√
xi(t)2 + yi(t)2 = ri t sinc(
biwt
2
), where sinc(x) =
sinx
x
.
Let now t¯ < tc, we want to show that there are no others geodesics γ˜(t), starting
from the origin, that reach optimally the point γ(t¯) at the same time t¯. Assume
that γ˜(t) is associated to the parameters (r˜i, θ˜i, w˜), where (r˜1, . . . , r˜`) ∈ S`, and let
us argue by contradiction. If γ(t¯) = γ˜(t¯) it follows that ηi(t¯) = η˜i(t¯) for every i, that
means
ri t¯ sinc(
biwt¯
2
) = r˜i t¯ sinc(
biw˜t¯
2
), i = 1, . . . , `. (3.31)
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Notice that, once w˜ is fixed, r˜i are uniquely determined by (3.31) (recall that t¯ is
fixed). Moreover, θ˜i also are uniquely determined by relations (3.29). Finally, from
the assumption that γ˜ also reach optimally the point γ˜(t¯), it follows that
t¯ < tc =
2pi
b1w˜
=⇒ biw˜t¯
2
< pi ∀ i = 1, . . . , `. (3.32)
Since sinc(x) is a strictly decreasing function on [0, pi] it follows from (3.31) that, if
w˜ 6= w we have
w˜ > w ⇒ r˜i > ri ∀ i = 1, . . . , ` ⇒
∑
i
r˜2i >
∑
i
r2i = 1,
w˜ < w ⇒ r˜i < ri ∀ i = 1, . . . , ` ⇒
∑
i
r˜2i <
∑
i
r2i = 1,
which contradicts the fact that (r˜1, . . . , r˜`) ∈ S`.
Consider now the exponential map from the origin
(r, θ, w) 7→ Exp(r, θ, w) =

xi =
ri
biw
(cos(biw + θi)− cos θi)
yi =
ri
biw
(sin(biw + θi)− sin θi)
z =
1
2w2
(w|r|2 −∑i r2ibi sin biw) = ∑i r
2
i
2biw2
(biw − sin biw).
(3.33)
By Lemma 3.20, the set D where geodesics are optimal and their length is less
or equal to 1, is characterized as follows
D := {(r, θ, w), |r| ≤ 1, |w| ≤ 2pi/max bi}.
Thus the restriction of the exponential map to the interior of D gives a regular
parametrization of the nilpotent unit ball B̂, and we can compute its volume with
the change of variables formula
L(B̂) =
∫
bB dL =
∫
D
| det J |Rdrdθdw, (3.34)
where J denotes the Jacobian matrix of the exponential map (3.33). Notice that we
have to integrate with respect to the measure dudvdw = Rdrdθdw, where R =
∏
i ri
because of the change of variables (3.27).
Lemma 3.21. The Jacobian of Exponential map (3.33) is given by the formula
det J(r, θ, w) =
4`R
B2w2`+2
∑`
i=1
∏
j 6=i
sin2(
bjw
2
)
 sin(biw
2
)
(
biw
2
cos(
biw
2
)− sin(biw
2
)
)
r2i ,
(3.35)
where we denote with B =
∏
i bi.
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Proof. We reorder variables in the following way
(r1, θ1, . . . , r`, θ`, w), (x1, y1, . . . , x`, y`, z),
in such a way that the Jacobian matrix J of the exponential map (3.33) is
J =

Q1 W1
Q2 W2
. . .
...
Q` W`
Z1 Z2 . . . Z` ∂wz
 (3.36)
where we denote
Qi =
(
Qri Q
θ
i
)
:=
(
∂xiri ∂xiθi
∂yiri ∂yiθi
)
, i = 1, . . . , `, (3.37)
Wi :=
(
∂xiw
∂yiw
)
, Zi :=
(
∂zri ∂zθi
)
.
Notice that xi, yi depend only on ri, θi.
To compute the determinant of J , we write
z = z(r, w) =
∑
i
zi(ri, w), zi :=
r2i
2biw2
(biw − sin biw),
and we split the last column of J as a sum
W1
W2
...
W`
∂wz
 =

W1
0
...
0
∂wz1
+

0
W2
...
0
∂wz2
+ · · ·+

0
0
...
W`
∂wz`
 . (3.38)
Notice that in the i-th column only the i-th variables appear.
By multilinearity of determinant, det J is the sum of the determinants of ` ma-
trices, obtained by replacing each time last column with one of vectors appearing in
the sum (3.38). If we replace it, for instance, with the first term, we get
J1 =

Q1 W1
Q2 0
. . .
...
Q` 0
Z1 Z2 . . . Z` ∂wz1

Now with straightforward computations (notice that ∂θz1 = 0 in Z1), we get
det J1 = detQ2 · · · detQ` · det
(
Q1 W1
Z1 ∂wz1
)
= detQ2 · · · detQ` · det
(
Qr1 Q
θ
1 W1
∂r1z1 0 ∂wz1
)
.
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Setting
Ai =
(
Qθi Wi
)
i = 1, . . . , `,
we find
det J1 = detQ2 · · · detQ` · (∂wz1 detQ1 + ∂r1z1 detA1).
Similarly, we find analogous expressions for J2, . . . , J`. Then
det J =
∑`
i=1
det Ji =
∑`
i=1
(
∏
j 6=i
detQj)(∂wzi detQi + ∂rizi detAi).
From (3.33), by direct computations, it follows
detQj =
4rj
b2jw
2
sin2(
bjw
2
),
Moreover, with some computations, one can get
∂wzi =
r2i
w2
sin2(
biw
2
)− r
2
i
biw3
(biw − sin biw)
∂rizi =
ri
biw2
(biw − sin biw)
detAi = − 4r
2
i
b2iw
3
sin(
biw
2
)
(
biw
2
cos(
biw
2
)− sin(biw
2
)
)
and finally, after some simplifications
∂wzi detQi + ∂rizi detAi = −
4r3i
b2iw
4
sin(
biw
2
)
(
biw
2
cos(
biw
2
)− sin(biw
2
)
)
.
from which we get (3.35).
From the explicit expression of the Jacobian (3.35) we see that integration with
respect to horizontal variables (ri, θi) does not involve frequences, providing a costant
C`. Hence, the computation of the volume reduces to a one dimensional integral in
the vertical variable w:
V =
∫ 2pi
max bi
− 2pi
max bi
C`
B2w2`+2
∑`
i=1
∏
j 6=i
sin2(
bjw
2
)
 sin(biw
2
)
(
biw
2
cos(
biw
2
)− sin(biw
2
)
)
dw.
Using simmetry property of the jacobian with respect to w and making the change
of variable 2s = w, the volume become (reabsorbing all costants in C`)
V =
∫ pi
max bi
0
C`
B2s2`+2
∑`
i=1
∏
j 6=i
sin2(bjs)
 sin(bis)(bis cos(bis)− sin(bis))ds. (3.39)
Remark 3.22. In the case ` = 1 (Heisenberg group) we get
V =
1
12
(1 + 2pi Si(2pi)) ' 0.8258, Si(x) :=
∫ x
0
sin t
t
dt.
Notice that this is precisely the value of the constant fPS , since in this case Popp’s
measure coincide with the Lebesgue measure in our coordinates.
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3.4.3 Differentiability properties: contact case
Let us come back to the differentiability of the map
q 7→ L(B̂q). (3.40)
A smooth family of sub-Riemannian structures is represented by a smooth familly
of skew symmetric matrices L(q) (see Section 3.4.1). Recall that, for a smooth
family of skew-symmetric matrices that depend on a n-dimensional parameter, the
eigenvalue functions q 7→ bi(q) exists and are Lipschitz continuous with respect to q
(see [72]).
Thus, if we denote with V (q) the volume of the nilpotent unit ball corresponding
to frequences b1(q), . . . , b`(q), formula (3.39) can be rewritten as
V (q) =
∫ a(q)
0
G(q, s)ds, (3.41)
where
a(q) :=
pi
max bi(q)
,
G(q, s) :=
1
s2`+2B2
∑`
i=1
∏
j 6=i
sin2(bj(q)s)
 sin(bi(q)s)(bi(q)s cos(bi(q)s)− sin(bi(q)s)).
(3.42)
Notice that we have dropped the constant C` that appear in (3.39) since it does
not affect differentiability of the volume.
Remark 3.23. Since the family of sub-Riemannian structures q 7→ L(q) is smooth, the
exponential map smoothly depends on the point q. As a consequence the integrand
G(q, s), being the Jacobian of the exponential map, is a smooth function of its
variables.
In addition, altough q → bi(q) is only Lipschitz, it is easy to see that the function
a(q) = max bi(q) is semiconvex with respect to q (see also [43]). In particular a(q)
admits second derivative almost everywhere.
If for all q all bi(q) are different (i.e. there are no resonance points), then the
eigenvalue functions can be chosen in a smooth way. As a consequence the volume
V (q) is smooth, since all functions that appear in (3.41) are smooth. This argument
provides a proof of Proposition 3.6 in the case of contact structures.
On the other hand, we prove that, along a curve where a(q) is not smooth, i.e.
when the two bigger frequences cross, V (q) is no longer smooth at that point.
Proof of Theorem 3.5. In this proof by a resonance point we mean a point q0 where
the two (or more) biggest frequences of L(q0) coincide. More precisely, if we order
the frequences as
b1(q) ≥ b2(q) ≥ . . . ≥ b`(q),
a resonance point is defined by the relation b1(q0) = b2(q0). As we noticed, V is
smooth at non-resonance points.
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We divide the proof into two steps: first we prove that V ∈ C3 and then we show
that, in general, it is not smooth (but C4 on smooth curves).
(i). We have to show that V is C3 in a neighborhood of every resonance point
q0. First split the volume as follows
V (q) =
∫ a(q0)
0
G(q, s)ds+
∫ a(q)
a(q0)
G(q, s)ds (3.43)
The first term in the sum is smooth with respect to q, since it is the integral of a
smooth function on a domain of integration that does not depend on q. We are then
reduced to the regularity of the function
W (q) :=
∫ a(q)
a(q0)
G(q, s)ds (3.44)
We have the following key estimate
Lemma 3.24. Let q0 ∈M be a resonance point. Then, for any neighborhood of q0,
there exists C > 0 such that∣∣∣∣∣
∫ a(q)
a(q0)
G(q, s)ds
∣∣∣∣∣ ≤ C|q − q0|4 (3.45)
Proof. It is sufficient to prove that every derivative up to second order of G vanish at
(q0, a(q0)). Indeed, being G smooth, computing its Taylor polynomial at (q0, a(q0))
only terms with order greater or equal than three appear (both in q−q0 and s−a(q0)).
Thus, integrating with respect to s and using that |a(q) − a(q0)| = O(|q − q0|), we
have the desired result.
From the explicit formula (3.42) it is easy to see that G(q, a(q)) ≡ 0 for every
q ∈ M . In particular G(q0, a(q0)) = 0. Moreover, since at a resonance point q0
at least the two bigger eigenvalues coincide, say b1(q0) = b2(q0) = β, we have
a(q0) = pi/β and in a neighborhood of (q, s) = (q0, a(q0))
sin2(b1(q)
pi
a(q)
) sin(b2(q)
pi
a(q)
) = O(|b1(q)− b2(q)|3) = O(|q − q0|3). (3.46)
due to the Lipschitz property of bj(q), for j = 1, 2.
From (3.42) and (3.46) one can easily get that every derivative of G up to second
order (in both variables q and s) vanish at (q0, a(q0)).
To show that V ∈ C3 we compute the first three derivatives of W at a non
resonant points q, and we show that, when q tend to a resonance point q0, they
tends to zero. We then conclude the continuity of the first three derivatives by
Lemma 3.24.
In the following, for simplicity of the notation, we will denote by ∂∂q the partial
derivative with respect to some coordinate function on M . For instance ∂
2W
∂q2
denote
some second order derivative ∂
2W
∂xi∂xj
.
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At non resonance points q we have
∂W
∂q
(q) = G(q, a(q))︸ ︷︷ ︸
=0
∂a
∂q
(q) +
∫ a(q)
a(q0)
∂G
∂q
(q, s)ds
=
∫ a(q)
a(q0)
∂G
∂q
(q, s)ds
which tends to zero for q → q0. Using Lemma 3.24 we conclude V ∈ C1. Next let us
compute
∂2W
∂q2
(q) =
∂G
∂q
(q, a(q))
∂a
∂q
(q) +
∫ a(q)
a(q0)
∂2G
∂q2
(q, s)ds (3.47)
Since ∂G∂q (q0, a(q0)) = 0 (see proof of Lemma 3.24) and
∂a
∂q is bounded by Lipschitz
continuity of the maximum eigenvalue, it follows that ∂
2W
∂q2
tends to zero as q → q0,
and using again Lemma 3.24, we have that V ∈ C2. In analogous way one can
compute the third derivative
∂3W
∂q3
(q) =
∂2G
∂q∂s
(q, a(q))
(
∂a
∂q
(q)
)2
+ 2
∂2G
∂q2
(q, a(q))
∂a
∂q
(q)+
+
∂G
∂q
(q, a(q))
∂2a
∂q2
(q) +
∫ a(q)
a(q0)
∂3G
∂q3
(q, s)ds (3.48)
Using again that every second derivative of G vanish at (q0, a(q0)) and that ∂a∂q is
bounded, it remains to check that ∂G∂q (q, a(q))
∂2a
∂q2
(q) tends to zero as q → q0. From
(3.46) one can see that ∂G∂q = O(|b1(q)− b2(q)|2). Hence it is sufficient to prove that
∂2a
∂q2
= O(1/|b1(q)− b2(q)|), which is a consequence of the following lemma.
Notice that, for every skew-symmetric matrix A, with eigenvalues ±iλj , with
j = 1, . . . , n, the matrix iA is an Hermitian matrix which has eigenvalues ±λj , j =
1, . . . , n.
Lemma 3.25. Let A,B be two n×n Hermitian matrices and assume that for every
t the matrix A+ tB has a simple eigenvalue λj(t). Then the the following equation
is satisfied
λ¨j = 2
∑
k 6=j
|〈Bxj , xk〉|2
λj − λk (3.49)
where {xk(t)}k=1,...,n is an orthonormal basis of eigenvectors and xj(t) is the eigen-
vector associated to λj(t).
Proof. In this proof we endow Cn with the standard scalar product 〈z, w〉 = ∑nk=1 zkwk.
Since λj(t) is simple for every t, both λj(t) and the associated eigenvector xj(t) can
be choosen smoothly with respect to t. By definition
(A+ tB)xj(t) = λj(t)xj(t), |xj(t)| = 1.
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Then we compute the derivative with respect to t of both sides
(A+ tB)x˙j(t) +Bxj(t) = λ˙j(t)xj(t) + λj(t)x˙j(t), (3.50)
and computing the scalar product with xj(t) we get
λ˙j(t) = 〈Bxj(t), xj(t)〉 , hence λ¨j(t) = 2 Re 〈Bxj(t), x˙j(t)〉 . (3.51)
using that A+ tB is Hermitian and 〈x˙k(t), xk(t)〉 = 0. On the other hand, the scalar
product of (3.50) with xk, with k 6= j gives
〈x˙j , xk〉 = 〈Bxj , xk〉
λj − λk .
Substituting x˙j =
∑n
k=1 〈x˙j , xk〉xk in (3.51) we have (3.49).
Then the third derivative goes to zero for q → q0, and using again Lemma 3.24
we conclude that V ∈ C3.
(ii). Now we study the restriction of the map (3.40) along any smooth curve
on the manifold, and we see that, due to a simmetry property, V is C4 on every
curve but in general is not C5. Notice that (3.45) gives no information on the fourth
derivative but the fact that it is bounded. Indeed it happens that it is continuous
on every smooth curve but its value depend on the curve we choose.
From now on, we are left to consider a smooth one-parametric family of sub-
Riemannian structure, i.e. of skew symmetric matrices.
Remark 3.26. An analytic family of skew-simmetric matrices t 7→ L(t) depending
on one parameter, can be simultaneously diagonalized (see again [72]), in the sense
that there exists an analytic (with respect to t) family of orthogonal changes of
coordinates and analytic functions bi(t) > 0 such that
L =
B1(t) . . .
B`(t)
 , where Bi(t) := ( 0 −bi(t)bi(t) 0
)
. (3.52)
In the case of a C∞ family t 7→ L(t), we can apply the previuos result to the Taylor
polynomial of this family. As a consequence we get an approximate diagonalization
for L(t), i.e. for every N > 0 there exists a smooth family of orthogonal changes of
coordinates and smooth functions bi(t) > 0 such that every entry out of the diagonal
in L(t) is o(tN ). Namely
L(t) =
B1(t) o(t
N )
. . .
o(tN ) B`(t)
 , where Bi(t) := (o(tN ) −bi(t)bi(t) o(tN )
)
. (3.53)
Since we are interested, in the study the Ck regularity of (3.40), for k finite,
in what follows we can ignore higher order terms and assume that L(t) can be
diagonalized as in the analytic case (3.52).
50 The Hausdorff volume in sub-Riemannian geometry
From the general analysis we know that V is C3. To prove that t 7→ V (t) is
actually C4 we discuss first the easiest case ` = 2 (i.e. the contact (4,5) case) and
then generalize to any `.
(i) Case ` = 2. To start, assume that b1(t), b2(t) cross transversally at t = 0 .
This means that for the volume V (t) we have the expression
V (t) =

∫ pi
b1(t)
0
G(t, s) ds, if t > 0,∫ pi
b2(t)
0
G(t, s) ds, if t < 0,
and
b1(0) = b2(0)
b′1(0) 6= b′2(0)
(3.54)
Since the regularity of the volume does not depend on the value b1(0) = b2(0),
we can make the additional assumption
bi(t) = 1 + t ci(t), i = 1, 2
for some suitable functions c1(t), c2(t). Notice that a′(t) is discontinuous at t = 0
and the left and right limits are
a′+ := lim
t→0+
a′(t) = −pic1(0), a′− := lim
t→0−
a′(t) = −pic2(0),
From the explicit expression of G it is easy to compute that
∂3G
∂t3
(0, a(0)) =
6
pi2
c1c2(c1 + c2),
∂3G
∂t2∂s
(0, a(0)) =
2
pi3
(c21 + 4c1c2 + c
2
2),
∂3G
∂t∂s2
(0, a(0)) =
6
pi4
(c1 + c2),
where we denote for simplicity ci := ci(0).
Let us compute ∂
4W
∂t4
. To this purpose let us differentiate with respect to t
formula (3.48) (where q is replaced by t). Using the fact that all second derivatives
of G vanish at (t, s) = (0, a(0)) (see the proof of Lemma 3.24) we have that the 4-th
derivative of W at t = 0 is computed as follows
lim
t→0+
W (4)(t) = 3
∂3G
∂t3
a′+ + 3
∂3G
∂t2∂s
(a′+)
2 +
∂3G
∂t∂s2
(a′+)
3,
lim
t→0−
W (4)(t) = 3
∂3G
∂t3
a′− + 3
∂3G
∂t2∂s
(a′−)
2 +
∂3G
∂t∂s2
(a′−)
3,
where W is defined in (4.46). It is easily checked that W (4) is continuous (but does
not vanish!). Indeed we have
lim
t→0+
W (4)(t) = lim
t→0−
W (4)(t) = −12
pi
c21c
2
2.
The same argument produce an example that, in general, V (t) is not C5. Assuming
bi(t) = 1 + t ci, c1 6= c2 constant, i = 1, 2,
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a longer computation, but similar to the one above, shows that
lim
t→0+
W (5)(t) = − 2
pi
c31(13c
2
1 − 29c1c2 + 22c22)
lim
t→0−
W (5)(t) = − 2
pi
c32(13c
2
2 − 29c1c2 + 22c21)
and the 5-th derivatives do not coincide.
Remark 3.27. Notice that the assumption of transversality on b1(t) and b2(t) at t = 0
is not restrictive. Indeed if b1(t)− b2(t) = O(tk) for some k > 1, then from the proof
of Lemma 3.24 (see in particular (3.46)) it follows that at least 2k+ 1 derivatives of
G vanish at (t, s) = (0, a(0)), increasing the regularity of W .
(ii) General case. We reduce to case (i).
We can write G(t, s) =
∑`
i=1Gi(t, s) and V (t) =
∑`
i=1 Vi(t) where we set
Gi(t, s) :=
1
s2`+2
∏
j 6=i
sin2(bj(t)s)
 sin(bi(t)s)(bi(t)s cos(bi(t)s)− sin(bi(t)s)),
(3.55)
Vi(t) :=
∫ a(t)
0
Gi(t, s)ds, i = 1, . . . , `.
Assume that b1, b2 are the bigger frequences and that they cross at t = 0, i.e.
bi(t) < b2(t) < b1(t), ∀ t < 0, ∀ i = 3, . . . , n.
bi(t) < b1(t) < b2(t), ∀ t > 0, ∀ i = 3, . . . , n.
From the explicit expression above it is easy to recognise that for G1 and G2
we can repeat the same argument used in (i). Indeed if we denote with G˜(t, s) the
integrand of the (4, 5) case we can write G1 +G2 as the product of a smooth function
and G˜
G1(t, s) +G2(t, s) =
 1
s2`−4
∏`
j=3
sin2(bj(t)s)
 G˜(t, s),
which implies that that V1 + V2 is a C4 function.
Moreover it is also easy to see that V3, . . . , Vn are C4. Indeed from the fact that
b1(t) and b2(t) both appear in sin2 terms in Gi(t, s) for i > 3, it follows that in this
case
Gi(t, a(t)) ≡ ∂Gi
∂t
(t, a(t)) ≡ 0, ∂
2Gi
∂t2
(0, a(0)) = 0,
∂3Gi
∂t3
(0, a(0)) = 0, i = 3, . . . , n,
and we can apply the same argument used in (i) to the function V ′i (t) =
∫ a(t)
0
∂Gi
∂t (t, s)ds,
for i = 3, . . . , n, showing that it is C3, that means Vi ∈ C4.
Remark 3.28. As we said the value of the 4-th derivative depend on the curve we
chose, hence we cannot conclude that V ∈ C4 in general. Moreover, we explicitly
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proved that V /∈ C∞ since in general is not C5, even when restricted on smooth
curves.
Moreover from the proof it also follows that, if more than two frequences coincide
at some point (for instance if we get a triple eigenvalue), we have a higher order
regularity for every Vi, and the regularity of V increases.
3.4.4 Extension to the quasi-contact case
Recall that in the quasi contact case the dimension of the distribution is odd and the
kernel of the contact form is one dimensional. Hence, applying the same argument
used in Section 3.4.1, we can always normalize the matrix L in the following form:
L =

B1
. . .
B`
0
 , Bi :=
(
0 −bi
bi 0
)
, bi > 0.
In other words we can select a basis {X1, . . . , X`, Y1, . . . , Y`,K, Z} such that
∆ = span{X1, . . . , X`, Y1, . . . , Y`,K},
[Xi, Yi] = −biZ, i = 1, . . . , `
[Xi, Yj ] = 0, i 6= j
[Xi,K] = [Yi,K] = 0, i = 1, . . . , `
[Xi, Z] = [Yi, Z] = 0, i = 1, . . . , `
(3.56)
where the new vector field K is in the kernel of the bracket mapping, i.e. it com-
mutes with all others elements. Since abnormal extremals are never optimal in quasi
contact case (see Remark 1.11), we are reduced to compute the exponential map to
find geodesics. With analogous computations of contact case we get the following
expression for the exponential map from the origin
xi(t) =
ri
biw
(cos(biwt+ θi)− cos θi),
yi(t) =
ri
biw
(sin(biwt+ θi)− sin θi), (3.57)
x2`+1(t) = u2`+1t,
z(t) =
1
2w2
(|r|2wt−
∑
i
r2i
bi
sin biwt).
From (3.57) it is easily seen that the jacobian of exponential map has exactly
the same expression as in contact case (3.33). Since zero is always an eigenvalue of
L, but is never the maximum one, we can proceed as in the contact case and all the
regularity results extend to this case.
3.5 Extension to general corank 1 case
We start this section with the proof of Theorem 3.4, after that we extend the result
to the general corank 1 case.
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Proof of Theorem 3.4. Let S be a sub-Riemannian structure such that dimM ≤ 5.
(i). If G(S) 6= (4, 5). From Theorem 3.12 we know that at every point q ∈ M ,
the nilpotent approximation Ŝq has a unique normal form, hence by Corollary 3.14
all nilpotent approximations are isometric. From this property it easily follows that
fPS , the Popp volume of the unit ball, is constant (recall that Popp measure is
intrinsic for the sub-Riemannian structure). This also implies that for a smooth
volume µ the density fµS is smooth.
(ii). If G(S) = (4, 5) by Theorem 3.12 it is sufficient to consider the case when
the family of nilpotent structure has the normal form (3.7), where α = α(q) depends
on the point. Notice that the formula (3.39) for the volume of the unit ball is still
valid, where now b1 = 1 and b2 = |α|.
Theorem 3.5 proves that the density is C3 at points where |α| > 0, i.e. in the
contact case. We are then reduced to the study of the volume near a point where the
eigenvalue α crosses zero. In particular we show that the volume is smooth at these
points. Since the eigenvalue α is approaching zero, it is not restrictive to assume
|α| < 1. Let us consider then the function defined on the interval (−1, 1)
W (α) =
∫ pi
0
1
α2s6
(
sin2(αs) sin s(s cos s− sin s) + sin2 s sin(αs)(αs cos(αs)− sin(αs))) ds.
(3.58)
Note that V (α) = W (|α|), where V (α) denotes the volume of the nilpotent ball
relative to frequences 1 and α < 1. It is easy to see that both
sin2 αs
α2
and
1
α2
sin(αs)(αs cos(αs)− sin(αs)) (3.59)
are smooth as functions of α (also at α = 0). Hence W is a smooth function (for
α ∈ (−1, 1)). Moreover it is easy to see that W is an even smooth function of α.
Thus W it is smooth also as a function of |α|, which completes the proof.
The same argument applies to prove that the C3 regularity holds in the general
corank 1 case. Indeed, from (3.42) and the fact that (5.26) are smooth functions at
α = 0, it follows that the integrand G(q, s) is smooth as soon as one of the eigenvalue
bi(q) is different from zero (recall that bi ≥ 0 by definition). Since the structure is
regular (i.e. the dimension of the flag do not depend on the point) and bracket
generating, we have that maxi bi(q) > 0 for every q, hence the conclusion.
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CHAPTER 4
Nilpotent corank 2 sub-Riemannian
metrics
In this chapter we study nilpotent 2-step, corank 2 sub-Riemannian metrics that are
nilpotent approximations of general sub-Riemannian metrics. We exhibit optimal
syntheses for these problems. It turns out that in general the cut time is not equal
to the first conjugate time but has a simple explicit expression. As a byproduct of
this study we get some smoothness properties of the spherical Hausdorff measure in
the case of a generic 6 dimensional, 2-step corank 2 sub-Riemannian metric.
4.1 Introduction
In this chapter, we assume that the structure is 2-step bracket generating, i.e.
TqM = ∆q + [∆,∆]q, for every q ∈M.
and we quote a 2-step sub-Riemannian metric by its rank and its dimension, i.e.
with the pair (k, n). The quantity m = n− k is called the corank of the structure.
It follows from Theorem 3.9 that the Hausdorff dimension of M , as a metric
space, is Q = k + 2m > n. In this paper we focus on the case (k, k + 2).
Nilpotent approximation
For our convenience, we give here another construction of the nilpotent approxi-
mation, that makes sense for any sub-Riemannian metric, but it coincides with the
standard one (see Chapter 1) in the 2-step bracket generating case only.
The tensor bilinear mapping
[·, ·] : ∆q ×∆q → TqM/∆q, (4.1)
is skew symmetric. Then for every Z∗ ∈ (TqM/∆q)∗, we have
Z∗([X,Y ] + ∆q) = 〈AZ∗(X), Y 〉g,
for some g-skew symmetric endomorphism AZ∗ of ∆q.
Remark 4.1 (Notation). We denote by Lq the m-dimensional space of skew sym-
metric endomorphisms of ∆q obtained by taking the union of all the AZ∗ at q. This
notation is used in the Section 4.4.
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The space Lq = ∆q⊕TqM/∆q is endowed with the structure of a 2-step nilpotent
Lie-algebra by setting
[(V1,W1), (V2,W2)] = (0, [V1, V2] + ∆q).
The associated simply connected nilpotent Lie group is denoted by Gq and the
exponential mapping Exp: Lq → Gq is one to one and onto. By translation, the
metric gq over ∆q allows to define a left-invariant sub-Riemannian metric over Gq,
called the nilpotent approximation of (M,∆,g) at q.
Any k dimensional vector sub-space Vq of TqM , transversal to ∆q allows to
identify Lq and Gq to TqM ' ∆q ⊕ TqM/∆q.
Fix q0 ∈ M . We can chose coordinates x in ∆q0 such that the metric gq0 is the
standard Euclidean metric, and for any linear coordinate system y in Vq0 , there are
skew symmetric matrices L1, . . . , Lm ∈ so(k) such that the mapping (4.1) writes
[X,Y ] + ∆q0 =
 X
′L1Y
...
X ′LmY
 .
where X ′ denotes the transpose of the vector X. Then the nilpotent approximation
written in control form is 
x˙i = ui, i = 1, . . . , k,
y˙1 = 12x
′L1u,
...
y˙m = 12x
′Lmu.
(4.2)
Proposition 4.2. The distribution is 2-step bracket generating if and only if the en-
domorphisms of ∆q, Li, i = 1, . . . ,m (respectively the matrices Li when coordinates
y in Vq are chosen) are independent.
In the 2-step bracket generating case these linear coordinates y in TqM/∆q may
be chosen in such a way that the endomorphisms Li, i = 1, . . . ,m are orthonormal
with respect to the Hilbert-Schmidt norm 〈Li, Lj〉 = 1k trace(L′iLj). This choice
defines a canonical Euclidean structure in TqM/∆q and a corresponding volume in
TqM/∆q. Then using the Euclidean structure over ∆q we get a canonical Euclidean
structure over ∆q ⊕ TqM/∆q. The choice of the vector subspace Vq induces an
Euclidean structure on TqM which depends on the choice of Vq, but the associated
volume on TqM is independent on this choice.
This volume form on M coincide with the Popp measure, that is a smooth volume
form.
Statement of the results
The main purpose of this chapter is to build the optimal synthesis for (k, k + 2)
nilpotent sub-Riemannian metrics, i.e. the set of all trajectories starting from the
identity of the group and realizing the minimum of the distance, with a precise
description of their cut time.
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Remark 4.3 (Notation). In the case of our nilpotent approximations, covectors in
T ∗qM can be identified with vectors in TqM via the Euclidean structure of TqM given
by the choice of Vq. In our coordinates (x, y), these covectors/vectors are typically
denoted by (u0, r).
For nilpotent (k, k + 1) sub-Riemannian metrics that are nilpotent approxima-
tions of general sub-Riemannian metrics, the control systems can be written as
follows (see Section 3.4){
x˙i = ui, i = 1, . . . , k,
y˙ = 12x
′Lu, L skew symmetric,
(C1)
Denote by σ(L) the set of all moduli of eigenvalues of the matrix L. In Chapter 3
it is proved the following result:
Theorem 4.4. Arclength geodesics of system (C1), starting from the origin, are
parametrized by an initial covector λ0 = (u0, r) ∈ Sk−1 × R, and they are optimal
until time
tcut(λ0) =
2pi
|r|maxσ(L) ,
with the understanding tcut = +∞ if r = 0. Moreover tcut(λ0) = tcon(λ0).
The proof of this result is based on the fact that geodesics can be expressed in
terms of usual trigonometric functions and, thanks to a certain monotonicity prop-
erty, the cut locus can be explicitly computed and is exactly equal to the conjugate
locus.
Optimal synthesis for the nilpotent (k, k + 2) case
The main result of this paper is the optimal synthesis in the case of a nilpotent
approximation in the (k, k + 2) case. In this case the control system can be written
in coordinates q = (x1, . . . , xk, y1, y2) as
x˙i = ui, i = 1, . . . , k,
y˙1 = 12x
′L1u,
y˙2 = 12x
′L2u, L1, L2 skew symmetric.
(C2)
Set r1 = |r| cos θ, r2 = |r| sin θ, and Lθ = cos(θ)L1 + sin(θ)L2.
Theorem 4.5. Arclength geodesics of system (C2), starting from the origin, are
parametrized by an initial covector λ0 = (u0, r) ∈ Sm−1 × R2, and they are optimal
until time
tcut(λ0) =
2pi
maxσ(r1L1 + r2L2)
=
2pi
|r|maxσ(Lθ) ,
with the understanding tcut = +∞ if r = 0. Moreover, in general, tcut(λ0) 6=
tcon(λ0).
The reason why the corank 2 case is more difficult than the corank 1 case is
precisely the fact that the cut locus is not equal to the conjugate locus. (The latter
we are not able to compute explicitly.)
Explicit expression of geodesics for this optimal synthesis are given in Section
4.2.
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The nilpotent (4, 6) case
In the nilpotent (4, 6) case our first result is the following:
Theorem 4.6. The following properties are equivalent:
(P1) The first conjugate locus is equal to the cut locus.
(P2) The linear coordinates y in TqM/∆q can be chosen in such a way that the pair
(L1, L2) of 4× 4 skew symmetric matrices belongs to the set (Q∪ Q̂)2.
Here Q (resp. Q̂) denotes the set of pure quaternions (resp. pure skew quater-
nions), see Appendix 4.4.1.
Our second result is a continuation of the results contained in Chapter 3 for
corank 1 structures (see Theorem 3.5). Here we show the following result
Theorem 4.7. For a generic (4, 6) sub-Riemannian metric1, the Radon-Nykodym
derivative of the spherical Hausdorff measure with respect to the Popp measure is
C1.
In the previous chapter it is shown that the Radon-Nikodym derivative of the
spherical Hausdorff measure with respect to the Popp measure is inversely propor-
tional (as a function of q) to the volume of the unit sub-Riemannian ball of the
nilpotent approximation at q. Then Theorem 4.7 is a byproduct of the optimal
synthesis given here.
Note that in the corank 1 case, the higher differentiability of the Radon-Nikodym
derivative is due to the fact that the conjugate locus is equal to the cut locus, which
is not the case here.
Due to the complexity of the computations even in this low dimensional case,
it is not easy to determine the real degree of differentiability of Hausdorff measure.
This is still an interesting open question.
4.1.1 Organization of the chapter
Section 4.2 is devoted to the construction of the optimal synthesis for (m,m + 2)
nilpotent sub-Riemannian metrics and, as a consequence, to the proof of Theorem
4.5. In Sections 4.2.1 and 4.2.2 we compute the exponential map. In Section 4.2.3
we prove that geodesics are optimal up to tcut. Finally in Section 4.2.4 we show that
the cut time does not coincide, in general, with the first conjugate time. In Section
4.3 we give the proofs of Theorems 4.6 and 4.7.
In Section 4.4 we recall basic facts about quaternions, we prove a technical
Lemma, and applying an Abraham’s transversality theorem, we prove that, generi-
cally, for the (4, 6) case, a certain “bad set” is made of isolated points, which permits
to conclude about the differentiability of the Radon-Nikodym derivative (Theorem
4.7).
1which means for an open and dense subset of all (4, 6) sub-Riemannian metrics, endowed with
the Whitney topology.
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4.2 Exponential map and synthesis
4.2.1 Hamiltonian equations in the (k, n) case
The purpose of this section is to compute the exponential map, i.e. the set of all
geodesics, parametrized by length, starting form the origin of the control system
(4.2), i.e. the system {
x˙i = ui, i = 1, . . . , k,
y˙h = 12x
′Lhu, h = 1, . . . ,m.
(4.3)
Let Lh = (bhij), for h = 1, . . . ,m. Then the control system can be written in the
form q˙ =
∑k
i=1 uiXi(q) where q = (x, y) and
Xi = ∂xi +
1
2
∑
j,h
bhijxj∂yh , i = 1, . . . , k.
Setting Yh = ∂yh , for h = 1, . . . ,m, the commutation relations are
[Xi, Xj ] =
m∑
h=1
bhijYh, i, j = 1, . . . , k, (4.4)
[Xi, Yj ] = [Yj , Yh] = 0, i = 1, . . . , k, j, h = 1, . . . ,m. (4.5)
Define the functions on T ∗M , that are linear on fibers,
ui(λ, q) = 〈λ,Xi(q)〉 , i = 1, . . . , k, (4.6)
rh(λ, q) = 〈λ, Yh(q)〉 , h = 1, . . . ,m. (4.7)
These functions can be treated as coordinates on the fiber of T ∗M to solve the
Hamiltonian system given by the Pontryagin Maximum Principle, see Section 1.2.
This Hamiltonian system is associated with the Hamiltonian
H(λ, q) =
1
2
k∑
i=1
〈λ,Xi(q)〉2 = 12
k∑
i=1
u2i (λ, q), λ ∈ T ∗qM. (4.8)
Remark 4.8. The geodesics parametrized by length correspond to the level set {H =
1/2}. Notice that, for systems of type q˙ = ∑ki=1 uiXi(q), with fixed initial and final
points, the problem of finding length-parametrized curves minimizing the length, is
equivalent to the problem of minimizing time with the constraint {‖u‖ ≤ 1}.
For a function a ∈ C∞(T ∗M) we have that, along the sub-Riemannian flow
a˙ = {a,H} =
k∑
i=1
{a, ui}ui, (4.9)
where {a, b} denotes the Poisson bracket of two functions in T ∗M . The following
Lemma gives a way of computing the covector λ(t), solution of the Hamiltonian
system associated with (4.8) in the coordinates (u, r).
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Lemma 4.9. If u(t) and r(t) are solution of (4.9) corresponding to level set {H =
1/2}, then they satisfy{
u˙(t) = (r1L1 + . . .+ rmLm)u(t), u(0) = u0, ‖u0‖ = 1,
r˙(t) = 0.
Proof. Remind that, if ai(λ, q) = 〈λ, Zi(q)〉, for some vector fields Zi, i = 1, 2, then
{a1, a2} = 〈λ, [Z1, Z2]〉 .
Applying (4.9) for a = rh and using (4.5) we get
r˙h =
k∑
i=1
{rh, ui}ui = 0 ⇒ rh = const.
Similarly, using (4.4), one find
u˙i =
k∑
i=1
{ui, uj}uj =
k∑
i=1
bkijrkuj .
Remark 4.10. In the following geodesics are parametrized by the initial covector
λ(0) = (p(0), r(0)) = (u0, r), since r = const and ui = 〈λ,Xi〉 and at the starting
point we have Xi(0) = ∂xi .
4.2.2 Exponential map in the corank 2 case
From now on we focus on the case (m,m+ 2), i.e. when the corank k is equal to 2.
We can write the equation of geodesics starting from the origin as follows
x(t) =
∫ t
0
es(r1L1+r2L2)u0ds, x(0) = 0,
y1(t) =
1
2
∫ t
0
x(s)′L1 u(s)ds, y1(0) = 0,
y2(t) =
1
2
∫ t
0
x(s)′L2 u(s)ds, y2(0) = 0.
(4.10)
Remark 4.11 (Notation). In the following we denote by Eu0,r1,r2L1,L2 (t) the geodesic,
parametrized by the length, and starting from the origin, defined by equations (4.10),
associated with L1, L2.
Definition 4.12. The matrices L1, L2 being fixed, the exponential map is the map
E : R+ × Λ→ Rn defined by
E(t, u0, r1, r2) = Eu0,r1,r2L1,L2 (t), Λ = {(u0, r1, r2), u0 ∈ Sk−1, ri ∈ R}
4.2 Exponential map and synthesis 61
Remark 4.13. The optimal control problem
x˙i = ui, i = 1, . . . , k,
y˙1 = 12x
′L1u,
y˙2 = 12x
′L2u,
(4.11)
is invariant with respect to the following change of coordinates
(a) orthogonal changes of coordinates in the x space,
(b) linear changes of coordinates in the y space.
Indeed, let M be a nonsingular orthogonal matrix (M−1 = M ′) and define the new
coordinates x˜ = Mx. Then
˙˜x = Mx˙ = Mu =: u˜,
and
y˙i = x′Liu = (Mx)′MLiM ′(Mu) = x˜′MLiM ′u˜.
Hence, in the new coordinates, Li is changed for L˜i := MLiM ′.
Also, it is easy to see that the change of coordinates
y˜1 = α1y1 + α2y2, y˜2 = β1y1 + β2y2, (4.12)
corresponds to the change
L˜1 = α1L1 + α2L2, L˜2 = β1L1 + β2L2.
In other words we can change L1 and L2 up to congruence and linear combinations.
Using these arguments one immediately gets
Lemma 4.14. Let (r1, r2) =: (r cos θ, r sin θ) and Lθ := cos θL1 + sin θL2, L˜θ :=
− sin θL1 + cos θL2. Consider the rotation matrix Rθ =
(
cos θ sin θ
− sin θ cos θ
)
and the orthog-
onal matrix M such that MLθM ′ is block diagonal.
Denote Ω =
(
M 0
0 Rθ
)
and u˜0 = Mu0. We have the equality
ΩEu0,r1,r2L1,L2 (t) = E
eu0,r,0
Lθ,eLθ(t). (4.13)
Thanks to Lemma 4.14, one can always restrict to geodesics of the type
x(t) =
∫ t
0
esrLθu0ds,
y1(t) =
1
2
∫ t
0
x(s)′Lθ u(s)ds,
y2(t) =
1
2
∫ t
0
x(s)′L˜θ u(s)ds,
(4.14)
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where Lθ is in the block-diagonal form
Lθ =

0 a1
−a1 0
. . .
0 a`
−a` 0
 , or

0 a1
−a1 0
. . .
0 a`
−a` 0
0

,
depending on the fact that m is even (m = 2`) or odd (m = 2`+ 1), and where the
geodesic is associated with the covector (r1, r2) = (r, 0).
Remark 4.15. When we deal with a fixed sub-Riemannian metric we can assume
also that the coordinates in the x space are chosen in such a way that a1 ≥ ai, for
every i. In this case
2pi
rmax(σ(Lθ))
=
2pi
a1r
.
4.2.3 Computation of the cut time
In this section we prove Theorem 4.5, i.e. we compute the last time at which a
geodesic parametrized by length is optimal.
We first consider the case r = 0. In this case equations (4.10) can be easily
integrated and gives the straight lines{
x(t) = u0t,
yi(t) = 0.
This trajectory is optimal for any time (i.e. tcut = +∞) since the sub-Riemannian
length of a geodesic coincides with the Euclidean length of its projection on the
horizontal subspace (x1, . . . , xm), as follows from formula (1.6).
In what follows we use the notation A = rLθ, A˜ = rL˜θ and we focus on the case
when A is even dimensional (i.e. m = 2`) and invertible. The case A non invertible
(in particular A odd dimensional) needs an obvious modification of the proof.
With this notation the system (4.14) is rewritten as
x(t) = A−1(etA − I)u0,
y1(t) =
1
2
∫ t
0
x(s)′Au(s)ds,
y2(t) =
1
2
∫ t
0
x(s)′A˜ u(s)ds,
(4.15)
Maxwell points
Consider γ(t) = Eu0,r,0(t), the geodesic associated with the problem (4.15) and with
initial covector (u0, r, 0), r > 0. Let us first show that there exists another geodesic
reaching the point γ(T ∗) in time T ∗ = 2pi/(a1r). Using Arnol’d’s terminology, points
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reached in the same time by more than one geodesic are called Maxwell points. At
the end of this section we prove that γ cannot be optimal after T ∗.
Set u0 = (u1, u2, u3, . . . , um) and consider the following variation of the horizontal
covector
uω0 = (cosω u1 + sinω u2,− sinω u1 + cosω u2, u3, . . . , um), ω ∈ [0, 2pi].
Denote γω(t) = (xω, yω1 , y
ω
2 ) := E
uω0 ,r,0(t) the geodesic associated with this variation.
Claim: There exists ω 6= 0 such that γ(T ∗) = γω(T ∗).
Proof of the Claim. Denote by MA(t) := A−1(etA − I) and notice that
MA(t) = A−1(etA − I) =

sin a1rt
a1r
1−cos a1rt
a1r−1+cos a1rt
a1r
sin a1rt
a1r
. . .
sin a`rt
a`r
1−cos a`rt
a`r−1+cos a`rt
a`r
sin a`rt
a`r
 .
In other words we can write
MA(t) =
D1(t) . . .
D`(t)
 ,
where
Di(t) =
(
sin airt
air
1−cos airt
air−1+cos airt
air
sin airt
air
)
= 2
sin(airt/2)
air
(
cos(airt/2) sin(airt/2)
− sin(airt/2) cos(airt/2)
)
.
(4.16)
We prove our claim by steps.
(i). From (4.16) it is easy to see that
xω(T ∗)−x(T ∗) = A−1(eT ∗A−I)(uω0 −u0) = MA(T ∗)(uω0 −u0) = 0, ∀ω ∈ [0, 2pi],
since eT
∗A − I (and so MA(T ∗)) has its first 2× 2 block equal to zero.
(ii). Now we show that yω1 (T
∗) = y1(T ∗) for all ω ∈ [0, 2pi]. Indeed from (4.15), we
get
y1(t) = −12u
′
0
∫ t
0
(e−sA − I)esAds u0
=
1
2
u′0
∫ t
0
(esA − I)ds u0
=
1
2
〈MA(t)u0, u0〉+ 12 t‖u0‖
2,
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and
yω1 (T
∗)− y1(T ∗) = 12 (〈MA(T
∗)uω0 , u
ω
0 〉 − 〈MA(T ∗)u0, u0〉) +
T ∗
2
(‖uω0 ‖2 − ‖u0‖2).
First notice that
‖uω0 ‖2 = ‖u0‖2, ∀ω ∈ [0, 2pi].
Moreover, setting uω0 = u0 + v
ω we get (we omit T ∗ in the argument of MA)
〈MAuω0 , uω0 〉 − 〈MAu0, u0〉 = 〈MAvω, vω〉+
〈
(MA +M ′A)v
ω, u0
〉
= 0
since the first 2× 2 block of MA that is zero at T ∗ and vω has nonzero component
only in the first two entries.
Remark 4.16. Note that (i) and (ii) are just the manifestation of the fact that,
forgetting about the second vertical component y2, we are facing the corank 1 case,
for which T ∗ is a cut time and there is a rotational symmetry that implies that it is
also a conjugate time.
(iii). Now one can proceed in a similar way and compute
y2(t) =
1
2
∫ t
0
x(s)′A˜ u(s)ds
=
1
2
u′0
∫ t
0
(A−1(esA − I))′A˜ esAds u0
= −1
2
u′0
∫ t
0
(e−sA − I)A−1A˜ esAds u0
= 〈C(t)u0, u0〉 ,
where we set
C(t) =
1
2
∫ t
0
(e−sA − I)A−1A˜ esAds. (4.17)
Since all matrices appearing in (4.17) but A˜ are 2× 2 block diagonal, the first 2× 2
diagonal block of
K(s) := (e−sA − I)A−1A˜ esA,
is the product of the respective blocks. A direct computation shows that it is
α0
a1
(
1− cos(a1rs) − sin(a1rs)
sin(a1rs) 1− cos(a1rs)
)
,
where
(
0 α0
−α0 0
)
denotes the first 2× 2 block of A˜. Integrating from 0 to T ∗ one
obtains for the first block of C(T ∗)
piα0
a2r2
(
1 0
0 1
)
. (4.18)
As before, we set uω0 = u0 + v
ω and we get (omiting T ∗ in the argument of C)
yω2 (T
∗)− y2(T ∗) = 〈Cvω, vω〉+
〈
(C + C ′)vω, u0
〉
. (4.19)
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Using (4.18) and
‖vω‖2 = ((cosω − 1)u1 + sinω u2)2 + (− sinω u1 + (cosω − 1)u2)2
= 4(u21 + u
2
2) sin
2(ω/2),
one gets that (4.19) is linear with respect to the variables
cosω − 1 = 2 sin2(ω/2), sinω = 2 cos(ω/2) sin(ω/2).
In other words, if we prescribe the expression (4.19) to be zero, we get
C0 sin(ω/2)(C1 cos(ω/2) + C2 sin(ω/2)) = 0, (4.20)
for some suitable constants C0, C1, C2 that do not depend on ω. The Claim is proved
since equation (4.20) has always a nontrivial solution ω˜ ∈ [0, 2pi].
Let us now show that γ(t) cannot be optimal after T ∗. From the previous
computation we have γ˙(T ∗) 6= γ˙eω(T ∗). By contradiction if γ is optimal after time
T ∗ then the concatenation of γeω|[0,T ∗] and γ|[T ∗,T ∗+ε] (for some ε > 0) is optimal
as well, which is impossible since all optimal trajectories are projections of the
Hamiltonian system associated with (4.8) and they are smooth.
Optimality of geodesics
In this section we prove that γ(t) = Eu0,r,0(t), r > 0, is optimal up to its first
Maxwell time T ∗ = 2pi/(a1r).
To this extent, consider the following auxiliary optimal control problem:
P. Let T < T ∗ and set (x¯, y¯1, y¯2) = γ(T ). Find a length-parametrized trajectory of
the system 
x˙i = ui, i = 1, . . . , k,
y˙1 = 12x
′L1u,
y˙2 = 12x
′L2u,
(4.21)
starting from the origin, and reaching the hyperplane {x = x¯} in time T , maximizing
the y1 coordinate.
Remark 4.17. Notice that y¯1 > 0 since r > 0 implies that the trajectory is not
contained in the hyperplane {y1 = 0}.
Lemma 4.18. The following assertions hold: (i) There exists a solution γ∗ of the
problem P. (ii) γ∗ is a length minimizer. (iii) γ∗(t) = Eeu0,er,0(t) for some (u˜0, r˜).
Proof. Let us prove (i). In problem P, since we deal with length-parametrized
trajectories, we can assume that the set of controls in (4.21) is U = {‖u‖ ≤ 1}.
The existence of a solution of P can be obtained with standard arguments using the
compactness and convexity of the set of admissible velocities (see [13, 47]).
To prove (ii) assume by contradiction, that there exists a trajectory of (4.21)
reaching the point (x¯, y∗1, y∗2) = γ∗(T ) in time T0 < T . By small time controllability
there exists a trajectory of system (4.21) reaching in time T the point (x¯, ŷ1, ŷ2),
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with ŷ1 > y∗1 contradicting the fact that γ∗ maximize the y1 coordinate. The fact
that γ∗ is also a length minimizer follows from Remark 4.8.
To prove (iii) observe that γ∗ satisfies the Pontryagin Maximum Principle (see
again [13]) for the problem of minimizing −y1 = −
∫ T
0 y˙1dt = −
∫ T
0 x
′L1u dt, i.e.
with the Hamiltonian
Hu =
k∑
i=1
〈λ, uiXi〉+ νx′L1u (4.22)
= pu+ r1x′L1u+ r2x′L2u+ νx′L1u.
where λ = (p, r1, r2) are the dual variables to (x, y1, y2) in T ∗M . In formula (4.22)
ν is a nonnegative constant. The Hamiltonian equations give
r˙1 = −∂Hu∂y1 = 0,
r˙2 = −∂Hu∂y2 = 0,
p˙′ = −∂Hu∂x = −(r1L1 + r2L2 + νL1)u.
Since the final point is constrained on the set {x = x¯}, the transversality conditions
give r1 = 0, r2 = 0. Hence we have
Hu = (p+ νx′L1)u,
p˙′ = −νL1u. (4.23)
Notice that actually ν > 0, otherwise the trajectory is a straight line contained
in the plane {y1 = y2 = 0}, see Remark 4.17. The maximality condition and the
condition that the final time is fixed in such a way that trajectory are parametrized
by length give
Hu(t)(x(t), y1(t), y2(t), p(t), r1, r2) = max
v
Hv(x(t), y1(t), y2(t), p(t), r1, r2) = 1,
u(t) =
p′(t)− νL1x(t)
‖p′(t)− νL1x(t)‖ = p
′(t)− νL1x(t). (4.24)
Notice that a geodesic for the problem (4.21) associated with the covector (u0, r1, r2)
corresponds to a control
u(t) = p′ − r1L1x− r2L2x, (4.25)
where
p˙′ = (−r1L1 − r2L2)(p′ − r1L1x− r2L2x). (4.26)
Comparing equations (4.23) - (4.24) with (4.25) - (4.26) it follows that γ∗ is a
geodesic for the problem (4.21) corresponding to an initial covector (u˜0, ν, 0), for
some u˜0, with ‖u˜0‖ = 1. Then (iii) is proved for r˜ = ν.
We have the following
Claim. γ∗ = γ, i.e. u˜0 = u0 and r˜ = r.
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Proof of the Claim. It is enough to prove that the parameters u0, r such that a
geodesic γ(t) = (x(t), y1(t), y2(t)) = Eu0,r,0 satisfies x(T ) = x¯ with T < T ∗ are
unique.
From the computations in Sections 4.2.3 we know that
x(t) = MA(t)u0, where A = rL1, and MA(t) = A−1(etA − I).
In particular, using the non singularity of A, the equality at t = T gives
u0 = M−1A (T )x¯. (4.27)
Computing the norm of vectors in equality (4.27), it follows
1 = ‖u0‖2 =
∑`
i=1
ρi(x¯)2
T 2
airT/2
sin(airT/2)
, where ρi(x) = (x22i−1 + x
2
2i)
1/2. (4.28)
Notice that the right hand side of (4.28) is the sum of monotonic functions with
respect to the variable rT , on the segment [0, 2pi/a1] (T < T ∗ implies rT ≤ 2pi/a1).
Moreover since the curve is length-parametrized we have ‖x(T )‖ ≤ T . As a
consequence there exists a unique solution rT of equation (4.28) in the segment
[0, 2pi/a1]. In particular r is uniquely determined and u0 is uniquely recovered from
equation (4.27).
Since γ = γ∗ and γ∗ is length-minimizer for every T < T ∗, it follows that
tcut = T ∗.
4.2.4 First conjugate time
In this section we prove that in the corank 2 case, the cut time is not equal to the
first conjugate time, in general. This is deeply different from the corank 1 case,
where the cut locus always coincides with the first conjugate locus.
It is enough to show that the cut time is not conjugate in the (4, 6) case. Define
the Jacobian of the exponential map
JE(t, u0, r1, r2) := det
(
∂E
∂t
,
∂E
∂u0
,
∂E
∂r1
,
∂E
∂r2
)
. (4.29)
Remark 4.19. Recall that the first conjugate time tcon for the geodesic corresponding
to the covector (u0, r1, r2) is the first time t > 0 for which we have
JE(t, u0, r1, r2) = 0. (4.30)
We have to prove that equation (4.30) is not satisfied when t = tcut.
To compute JE we use the following trick. Let L = pdx + r1dy1 + r2dy2 be the
Liouville form.
Lemma 4.20. We have L
(
∂E
∂t
)
= 1, L
(
∂E
∂u0
)
= L
(
∂E
∂ri
)
= 0.
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Proof. The first equality follows from the fact that the Hamiltonian is homogeneous
of degree 2. Indeed set λ = (p, r1, r2) and q = (x, y1, y2), we have L = λdq and
L
(
∂E
∂t
)
=
〈
λ,
∂q
∂t
〉
=
〈
λ,
∂H
∂λ
〉
= 2H = 1,
since length-parametrized trajectory belong to the set {H = 1/2}. The second and
the third identities follow from the fact that the Liouville form is preserved by the
Hamiltonian flow, hence the values of ∂E∂u0 and
∂E
∂ri
are constant with respect to t. In
particular at t = 0 they are annichilated by the Liouville form.
If we compute the exponential map in a neighborhood of a geodesic with (r1, r2) =
(r, 0), with r 6= 0, using the identity r1dy1 = L − pdx − r2dx2 and Lemma 4.20 we
get
JE = dx ∧ dy1 ∧ dy2
(
∂E
∂t
,
∂E
∂u0
,
∂E
∂r1
,
∂E
∂r2
)
=
1
r1
dx ∧ dy2
(
∂E˜
∂u0
,
∂E˜
∂r1
,
∂E˜
∂r2
)
, (4.31)
where E˜(t, u0, r1, r2) = (x(t, u0, r1, r2), y2(t, u0, r1, r2)) denote the exponential map
where y1 is removed. More precisely, (4.31) is the function of (t, u0, r1, r2) given by
JE =
1
r1
det

∂x
∂u0
v1
∂x
∂u0
v2
∂x
∂u0
v3
∂x
∂r1
∂x
∂r2
∂y2
∂u0
v1
∂y2
∂u0
v2
∂y2
∂u0
v3
∂y2
∂r1
∂y2
∂r2
 ,
where v1, v2, v3 are 3 independent tangent vectors to the 3-sphere {u0 ∈ R4, ‖u0‖ =
1}. We select
v1 =

−u2
u1
0
0
 , v2 =

0
0
−u4
u3
 , v3 =

−u4
0
0
u1
 . (4.32)
From the computation of Section 4.2.3 one easily gets
∂x
∂u0
= MA(t) = A−1(etA − I),
∂x
∂r1
= −A−1A(A−1(etA − I) + t etA)u0
= −(MA(t) + t etA)u0,
∂x
∂r2
= −A−1A˜(A−1(etA − I) + t etA)u0
= −A−1A˜(MA(t) + t etA)u0.
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Moreover (see again Section 4.2.3)
y2(t) = 〈C(t)u0, u0〉 , (4.33)
where
C(t) = −1
2
∫ t
0
(e−sA − I)A−1A˜ esAds. (4.34)
The function y2(t) from (4.33), being a quadratic form with respect to u0, gives
∂y2
∂u0
vi =
〈
(C(t) + C ′(t))u0, vi
〉
.
Now we compute these derivatives at t = tcut = 2piar where a > b are the moduli of
the eigenvalues of A.
It is easily seen that
B := MA(tcut) =

0 0 0 0
0 0 0 0
0 0 sin(2pib/a)br
2 sin2(pib/a)
br
0 0 −2 sin2(pib/a)br sin(2pib/a)br
 ,
from which it follows that
(
Bv1 Bv2 Bv3
)
=

0 0 0
0 0 0
0 u3
2 sin2(pib/a)
br − u4 sin(2pib/a)br u1 2 sin
2(pib/a)
br
0 u4
2 sin2(pib/a)
br + u3
sin(2pib/a)
br u1
sin(2pib/a)
br
 =
(
0 0
0 M
)
,
where the last identity defines the matrix M .
The determinant of the exponential map computed at t = tcut is then expressed
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as follows
JE(tcut) = det

∂x
∂u0
v1
∂x
∂u0
v2
∂x
∂u0
v3
∂x
∂r1
∂x
∂r2
∂y2
∂u0
v1
∂y2
∂u0
v2
∂y2
∂u0
v3
∂y2
∂r1
∂y2
∂r2

= det

...
...
...
...
...
Bv1 Bv2 Bv3
∂x
∂r1
∂x
∂r2
...
...
...
...
...
∂y2
∂u0
v1
∂y2
∂u0
v2
∂y2
∂u0
v3
∂y2
∂r1
∂y2
∂r2

= det

0 0 0 ∂x1∂r1
∂x1
∂r2
0 0 0 ∂x2∂r1
∂x2
∂r2
0 M11 M12 ∂x3∂r1
∂x3
∂r2
0 M21 M22 ∂x4∂r1
∂x4
∂r2
〈Cu0, v1〉 〈Cu0, v2〉 〈Cu0, v3〉 ∂y2∂r1
∂y2
∂r2

, (4.35)
where we use the notation
M =
(
M11 M12
M21 M22
)
.
From (4.35) it follows
JE(tcut) = 〈Cu0, v1〉 · detM · detN, (4.36)
where N is the matrix
N =
(
∂x1
∂r1
∂x1
∂r2
∂x2
∂r1
∂x2
∂r2
)
.
It is easy to see from the explicit expression of the geodesics that, in the general
case when a 6= b, the three factors in (4.36) do not vanish identically in u0, since the
matrix A˜ is arbitrary. The proof of Theorem 4.5 is then completed.
Remark 4.21. Notice that M is the zero matrix when a = b. Hence, in the (4, 6)
case, tcut = tcon for those θ such that Lθ has double eigenvalue. Moreover in this
case the rank of the Jacobian matrix drops by 2, since the first three columns are
proportional.
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4.3 The nilpotent (4, 6) case
In this section we restrict to the (4,6) case. By the previous discussion the geodesics
of the sub-Riemannian metric can be written as follows
x(t) = A−1(etA − I)u0
y1(t) =
1
2
∫ t
0
x(s)′Au(s)ds, A = rLθ, A˜ = rL˜θ,
y2(t) =
1
2
∫ t
0
x(s)′A˜ u(s)ds
(4.37)
and we can assume the matrix Lθ to be diagonal
Lθ =

0 a 0 0
−a 0 0 0
0 0 0 b
0 0 −b 0
 , a ≥ b, (4.38)
while L˜θ is an arbitrary skew-symmetric matrix
L˜θ =

0 α0 α1 α2
−α0 0 α3 α4
−α1 −α3 0 α5
−α2 α4 −α5 0
 .
4.3.1 Proof of Theorem 4.6
Recall that the cut time tcut coincide with tcon if and only if tcut is a time that
satisfies the equation
JE(t, u, θ)
∣∣
t=tcut
= 0. (4.39)
(P2)⇒ (P1). We consider separately the two cases:
(a) L1, L2 both belong to the same subspace, either Q or Q̂. Then it is not
restrictive to assume that L1, L2 ∈ Q. In this case all linear combination of
L1, L2 belong to Q, i.e. Lθ = cos(θ)L1+sin(θ)L2 ∈ Q for every θ. In particular
Lθ has a double eigenvalue for every θ ∈ [0, 2pi]. From the computation of
Section 4.2 it is easily seen that a = b implies M = 0, hence from (4.36) it
follows that tcut = tcon.
(b) L1 ∈ Q and L2 ∈ Q̂ (L1 and L2 plays the same role). By (4.51) we have
[L1, L2] = 0. Let us prove then that this property implies (P1).
Indeed every two commuting skew-symmetric matrices can be block diagonal-
ized simultaneously in the same basis. Hence we can assume that, choosing
an appropriate coordinate system y1, y2, that both L1, L2 are diagonal. As a
consequence Lθ and L˜θ are also diagonal. Moreover from (4.34) it is easily
seen that, if both Lθ and L˜θ are diagonal, C is 2× 2 block diagonal, with the
first block equal to cI, for some constant c (see also (4.18)).
In particular it follows that 〈Cu0, v1〉 = 0 and again (4.36) implies tcut = tcon.
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(P1)⇒ (P2). By assumption the identity
JE(t, u0, θ)
∣∣
t=tcut(θ)
= 〈C(θ)u0, v1〉 · detM(u0, θ) · detN(u0, θ) = 0, (4.40)
holds for every u0 (the horizontal part of the initial covector) and every θ. Since the
exponential map is linear with respect to u0 in the x-variable, and quadratic with
respect to u0 in the yi-variables, it follows that (4.40) is an analytic expression of
(u0, θ) (it is polynomial with respect to u0 and trigonometric in θ). In particular
one of the three factors in (4.40) must vanish identically.
Assume that detM(u0, θ) ≡ 0. Then from the explicit expression it is computed
that
detM(u0, θ) =
4u1u3
b(θ)2r2
sin2
(
pi
b(θ)
a(θ)
)
,
and since a(θ) ≥ b(θ) by assumption, detM ≡ 0 implies a(θ) = b(θ), for all θ.
From this it easily follows that Lθ has double eigenvalue for all θ, i.e. if we write
Lθ = q(θ) + q̂(θ),
it follows that one of ‖q(θ)‖ and ‖q̂(θ)‖ is identically zero (it is not a restriction
to assume ‖q̂(θ)‖ ≡ 0). Hence Lθ ∈ Q for all θ, that implies in particular that
L1, L2 ∈ Q.
It is not restrictive now to assume that a(θ¯) 6= b(θ¯) for some θ¯ ∈ [0, 2pi]. We
show that the identities
(a) detN(u0, θ¯) = 0,
(b)
〈
C(θ¯)u0, v1
〉
= 0,
both imply that there exists a choice of the coordinates such that L1 ∈ Q, L2 ∈ Q̂.
We give details only for case (b), the other one is similar. Considering (b) as an
equation in the variables α1, α2, α3, α4 (the non diagonal entries of the matrix L˜θ)
it is easy to see that the identity (b) can be written as an equation
F (αi, ui) = 0,
where F is a quadratic form in the ui whose coefficients depend linearly on αi. Since
these equation should be satisfied for all u0 = (u1, . . . , u4), choosing values
u0 ∈ {(1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1)},
one gets the set of 4 linear equations:
(aα4 + bα1) cos η + (aα3 − bα2) sin η = 0,
(aα3 − bα2) cos η − (aα4 + bα1) sin η = 0,
(aα2 − bα3) cos η + (aα1 + bα4) sin η = 0,
(aα1 + bα4) cos η − (aα2 − bα3) sin η = 0,
(4.41)
where we set η = pib/a, and for simplicity of the notation we denote a = a(θ0), b =
b(θ0).
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It is easy to show, using the fact that a 6= b, that this system has the unique
solution
α1 = . . . = α4 = 0,
which means that L1 and L2 are both diagonal. Due to this fact they can be written,
as pure quaternions (see Appendix 4.4.1), as a linear combination of i, î
L1 = αi+ α̂ î, L2 = βi+ β̂ î. (4.42)
Performing the change of variables(
y˜1
y˜2
)
=
(
α α̂
β β̂
)−1(
y1
y2
)
,
we find a system of coordinates such that L1 = i, and L2 = î, i.e. that satisfies (P2).
4.3.2 Proof of Theorem 4.7
In Chapter 3 it is proved that, on a regular sub-Riemannian manifold M with
Hausdorff dimension Q, the Radon-Nikodym derivative of the spherical Hausdorff
measure SQ with respect to the Popp’s measure µ, denoted fSµ, is given by the
volume of the unit ball in the nilpotent approximation, namely
fSµ(q) =
2Q
µ̂q(B̂q)
, q ∈M, (4.43)
where µ̂q is the Popp’s measure defined on the nilpotent approximation Gq of the
structure at the point q. Note that µ̂q is the left-invariant measure on Gq that
coincide with the Popp’s measure of the original sub-Riemannian metric at the
point q.
Remark 4.22. Notice that in our (k, k+2) case the structure is automatically regular
since, by assumption, the distribution has constant rank and with one bracket we
get all the tangent space.
Remark 4.23. Recall that fSµ is a continuous function, which is bounded and
bounded away from zero, in restriction to compact sets.
Remark 4.24. For the analysis of the regularity of (4.43) is convenient to parametrize
the nilpotent unit ball via the exponential map, as a function defined on the whole
fiber in the cotangent space. In other words we do not restrict to the set {‖u0‖ = 1}
and define for every λ0 = (u0, r) ∈ R6
E(λ0) = pi(e ~H(λ0)),
where H is the Hamiltonian defined in (4.8) and et ~H denotes the flow in T ∗M of
the Hamiltonian vector field associated with H. Using the homogeneity property
H(cλ) = c2H(λ), ∀ c > 0, we have that
e
~H(sλ) = es ~H(λ), ∀ s > 0.
74 Nilpotent corank 2 sub-Riemannian metrics
In other words we can recover the geodesic on the manifold with initial covector λ0
as the image of the ray {tλ0, t ∈ [0, 1]} ⊂ T ∗q0M that join the origin to λ0.
E(tλ0) = pi(e ~H(tλ0)) = pi(et ~H(λ0)) = γ(t).
Due to the previous analysis and thanks to Remark 4.24, we can express the
volume of the unit ball of the nilpotent approximation as follows
V =
∫ 2pi
0
∫ A(θ)
0
∫
B
JE(u, θ, r)dudrdθ, (4.44)
where JE is the Jacobian of the exponential map, expressed in the new variables,
B = {u0 = (u1, . . . , u4), ‖u0‖ ≤ 1} is the 4-dimensional unit ball and
A(θ) =
2pi
maxσ(Lθ)
.
The problem of the regularity of the function (4.43) is then reduced to the regularity
of the function
p 7→ V (p),
where p is a (6-dimensional) parameter. Since the family of sub-Riemannian metrics
is smooth with respect to p, the exponential map smoothly depends on the parameter
p. As a consequence the integrand in (4.44), being the Jacobian of the exponential
map, is a smooth function of its variables.
In addition, the function p 7→ A(θ, p) is Lipschitz, being the inverse of the “max-
imum moduli of eigenvalues” function, which is Lipschitz (see [73]). In particular
A(θ, p) admits bounded first derivative almost everywhere with respect to (θ, p).
Definition 4.25. Define the following sets
- Σ is the set of p such that ∃ θ for which Lθ(p) has a double eigenvalue,
- Σ0 is the set of p such that ∃ a finite number of θ for which Lθ(p) has a double
eigenvalue,
- Σ∞ is the set of p such that ∀ θ, Lθ(p) has a double eigenvalue.
Thanks to Lemma 4.30, for a generic sub-Riemannian metric, the set of points
p ∈ Σ∞ is a union of isolated points. Moreover, due to the expression (4.50) of the
eigenvalues in terms of the quaternions given in the Appendix 4.4.1, the fact that
Lθ has a double eigenvalue for all θ is written as ‖q(θ)‖ = 0 for all θ (or the same
for q̂). This condition is equivalent to the equation ‖q(θ)‖2 = 0, that is analytic in
θ. In particular this equation, if it is not identically satisfied, has a finite number of
solution in [0, 2pi].
Remark 4.26. Notice that the expression (4.50) for the eigenvalues, provides a crucial
obstruction for the generalization of the result to m > 4.
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From this it follows that, for a generic sub-Riemannian metric, the set of critical
points Σ is the disjoint union Σ = Σ0 ∪ Σ∞. Moreover the set of points where
p 7→ A(·, p) is not smooth is contained in Σ.
Let us write the volume function, depending on the parameter p, as follows
V (p) =
∫ 2pi
θ=0
∫ A(θ,p)
r=0
f(θ, r, p)drdθ, (4.45)
where we denote by
f(θ, r, p) =
∫
B
JE(u, θ, r, p)du.
Recall that f is smooth as a function of all its variables, while A(θ, p) is Lipschitz
with respect to the parameters (θ, p). In particular it has bounded derivatives.
We want to prove that V is C1 at any point p0. To this extent, let us write
V (p) =
∫ 2pi
0
∫ A(θ,p0)
0
f(θ, r, p)drdθ +
∫ 2pi
0
∫ A(θ,p)
A(θ,p0)
f(θ, r, p)drdθ.
The function
p 7→
∫ 2pi
0
∫ A(θ,p0)
0
f(θ, r, p)drdθ,
is always smooth since it is the integral of a smooth function (with respect to p) on
a fixed domain. Denote now
W (p) :=
∫ 2pi
θ=0
∫ A(θ,p)
A(θ,p0)
f(θ, r, p)drdθ. (4.46)
We are left to prove that W is C1 around p0. Notice that, by definition, W (p0) = 0.
Assume that p0 /∈ Σ. Then, since both functions A and f in (4.46) are smooth,
W is C1 at p0 and the derivative at a point p (in a neighborhood of p0), is computed
as follows
∂W
∂pi
(p) =
∫ 2pi
0
∫ A(θ,p)
A(θ,p0)
∂f
∂pi
(θ, r, p)drdθ +
∫ 2pi
0
∂A
∂pi
(θ, p)f(θ,A(θ, p), p)drdθ. (4.47)
Assume now that p0 ∈ Σ0. The first term in (4.47) is continuous. Moreover,
since at p0 there are only a finite number of θ such that Lθ has double eigenvalue
we have
∂A
∂pi
(θ, p) −→
p→p0
∂A
∂pi
(θ, p0), a.e. θ ∈ [0, 2pi]. (4.48)
Since ∂A∂pi is bounded and f is smooth, by Lebesgue’s dominated convergence we
have that the second term is also continuous.
Finally, consider the case when p0 ∈ Σ∞. Since p0 is an isolated point, the partial
derivatives are defined and continuous in Np0 \ {p0}, where Np0 is a neighborhood
of p0. We claim that
∂W
∂pi
(p) −→ 0, when p→ p0 ∈ Σ∞. (4.49)
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Indeed, by definition of Σ∞, the cut time A(θ, p0) coincides with the conjugate time,
i.e. it satisfies the identity
JE(u, θ, A(θ, p0), p0) = 0, ∀ θ ∈ [0, 2pi].
From this it follows that f(θ,A(θ, p), p) → 0 for all θ, that easily implies (4.49).
Applying Lemma 4.27 to W , the theorem is proved.
4.4 Proof of some technical lemmas
In this section we collect some technical results that have been used in the previous
sections.
4.4.1 Quaternions
The Lie algebra so(4) of 4× 4 skew-symmetric matrices is the direct sum
so(4) = Q⊕ Q̂,
where Q is the space of pure quaternions and Q̂ is the set of pure skew quaternions.
The space Q (resp. Q̂) is generated by the three matrices i, j, k (respectively
î, ĵ, k̂)
i =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 , j =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 , k =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 ,
and
î =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 , ĵ =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , k̂ =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 .
If we endow so(4) with the Hilbert-Schmitd scalar product
〈L1, L2〉 = 14trace(L
′
1L2),
then i, j, k, î, ĵ, k̂ is an orthonormal basis.
The eigenvalues ω1, ω2 of A = q + q̂ satisfy:
− (ω1,2)2 = (‖q‖ ± ‖q̂‖)2. (4.50)
As a consequence an element A ∈ so(4) has a double eigenvalue if and only if
A ∈ Q ∪ Q̂.
Also pure quaternions and pure skew quaternions commute:
[q, q̂] = 0, q ∈ Q, q̂ ∈ Q̂. (4.51)
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4.4.2 A technical Lemma
Lemma 4.27. Let f be a function germ at (Rn, 0) satisfying the following condi-
tions: i) f is continuous, ii) f is C1 out of zero, iii) the limits limx→0, x6=0 ∂f∂xi (x) =
0, i = 1, . . . , n. Then f is a C1 germ.
Proof. We have to show that for every ε > 0, there exists δ > 0 such that
|f(x)− f(0)|
‖x‖ ≤ ε, ∀x 6= 0, ‖x‖ ≤ δ.
Define the quantity A(x) := f(x)−f(0)‖x‖ and write
|A(x)| ≤ |f(x)− f(θ(x)x)|‖x‖ +
|f(θ(x)x)− f(0)|
‖x‖ ,
where 0 < θ(x) ≤ 1 is small enough to satisfy |f(θ(x)x) − f(0)| ≤ ε2‖x‖ (such a
function exists by continuity of f). By assumption (ii), for every x, the function
gx(t) := f(tx), θ(x) ≤ t ≤ 1 is C1 in its domain, and its derivative is computed
g′x(t) =
n∑
i=1
xi
∂f
∂xi
(tx).
In particular
|f(x)− f(θ(x)x)| = |gx(1)− gx(θ(x))| ≤ |g′x(cx)|(1− θ(x)), for some cx ∈ [θ(x), 1].
(4.52)
Now, by assumption (iii), choose δ small enough such that the uniform estimate
holds ∣∣∣∣ ∂f∂xi (cx)
∣∣∣∣ ≤ ε2√n, ∀ c < 1, ∀x, ‖x‖ ≤ δ. (4.53)
and from (4.52) and (4.53) it follows
|A(x)| ≤ 1− θ(x)‖x‖ |g
′
x(cx)|+
ε
2
≤ 1‖x‖| 〈∇f(cxx), x〉 |+
ε
2
≤ ‖∇f(cxx)‖+ ε2 < ε.
4.4.3 Transversality Lemmas
Let S be the set of (k, n) smooth sub-Riemannian metrics over M , equipped with
the Whitney topology. Due to the C∞ structure, we have the existence of smooth
bump functions and the results in this section are essentially local. Then we can
assume that S is the set of m-tuples F = (f1, . . . fk) of smooth independent vector
fields on some open subset M of Rn, satisfying
TqM = ∆q + [∆,∆]q, for every q ∈M.
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The vector fields f1, . . . , fk form an orthonormal basis for the sub-Riemannian
metric g they specify.
Let B be the bundle over M whose fiber at q ∈M is the variety of m-dimensional
vector space of g-skew symmetric endomorphisms of ∆q.
Let us consider the mapping
ρ : S ×M → B
(F, q) → LFq
where LFq has been defined in Remark 4.1. It is clear that ρ is C∞.
Let us fix a point F0 ∈ S, a point q0 ∈M and coordinates (x, y) in M such that
q0 = (0, 0) and the nilpotent approximation of F0 reads in control form
x˙i = ui, i = 1, . . . , k,
y˙1 = 12x
′L1u,
...
y˙m = 12x
′Lmu,
(4.54)
In the coordinates y, the space LF0q is the vector subspace spanned by the matrices
L1, . . . Lk. We have a natural gradation in formal power series of (x, y) induced by
setting that the xi have weight 1 and the yi have weight 2. This induces a formal
gradation on formal vector fields on Mq0 in which
∂
∂xi
have weight −1 and ∂∂yi have
weight −2. The vector fields of the nilpotent approximation (4.54) have weight −1.
In control form the sub-Riemannian metric F0 itself reads
x˙
y˙1
...
y˙m
 =

u
1
2x
′L1u
...
1
2x
′Lmu
+H (4.55)
where H is a term of order > −1 as a formal u-dependent vector field. Then we
take a smooth bump function b(x, y) which is compactly supported in M and which
is 1 in a neighborhood of q0 = (0, 0). We consider the affine space A of variations of
F0 of the form
x˙
y˙1
...
y˙m
 =

u
1
2x
′L1u
...
1
2x
′Lmu
+

0
1
2x
′δL1u
...
1
2x
′δLmu
 b(x, y) +H. (4.56)
This defines new sub-Riemannian metrics F0 + δF . Since S is open in the set of all
rank k smooth sub-Riemannian metrics over M , then, for a small perturbation δF ,
we have F0 + δF ∈ S.
To show that ρq0 , defined by ρq0(F ) := ρ(q0, F ), is a submersion at q0 on the
fiber Bq0 , it is enough to observe that
ρ̂q0 : A → so(4)m
δF 7→ (L1 + δL1, . . . , Lk + δLk)
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is an affine submersion. Then we have proven the following Lemma.
Lemma 4.28. The map ρ is transversal to points
Now let us restrict to the (4,6) case.
Definition 4.29. We say that a point q0 ∈M is critical for a sub-Riemannian metric
F if all elements of the subspace LFq0 (from Remark 4.1) have a double eigenvalue.
By formula 4.50, this means that, whatever the coordinates y, the matrices
L1(q0), L2(q0) both belongs either to Q or to Q̂.
The dimension d1 of the fiber of the bundle B is the dimension of the Grassman-
nian G(2, 6) of 2-subspaces of R6, i.e. d1 = 8.
The dimension of the set of pairs L1, L2 that both belong to Q (respectively Q̂),
is the dimension d2 of the Grassmannian G(2, 3), i.e d2 = 2.
Let us define now the partially algebraic “wrong set” W ⊂ B as follows: the fiber
Wq0 is the set of 2-subspaces of the g-skew symmetric endomorphisms of ∆q0 , whose
elements have a double eigenvalues. The codimension of W in B is d1 − d2 = 6.
The next Lemma follows from Lemma 4.28 and a non-compact version of Abra-
ham’s parametric transversality Theorems ([1]).
Lemma 4.30 ((4, 6) case). The set of sub-Riemannian metrics that have only iso-
lated critical points is open and dense in S.
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CHAPTER 5
The sub-Laplacian and the heat
equation
In this chapter we study the small time asymptotics for the heat kernel on a sub-
Riemannian manifold, using a perturbative approach. We explicitly compute, in the
case of a 3D contact structure, the first two coefficients of the small time asymptotics
expansion of the heat kernel on the diagonal, expressing them in terms of the two
basic functional invariants χ and κ defined in Chapter 2 for a 3D contact structure.
5.1 Introduction
The heat equation on a sub-Riemannian manifold is a natural model that describes
a non isotropic diffusion process on a manifold. It is defined by the second order
PDE
∂
∂t
ψ(t, x) = Lfψ(t, x), ∀ t > 0, x ∈M, (5.1)
where Lf is the sub-Riemannian Laplacian, also called sub-Laplacian, which is a
hypoelliptic, but not elliptic, second order differential operator. Locally this operator
can be written in the form “sum of squares” plus a first order part
Lf =
k∑
i=1
f2i + aifi, k < n.
where f1, . . . , fk is an orthonormal basis for the sub-Riemannian structure and
a1, . . . , ak are suitable smooth coefficients (see Section 5.2 for a precise definition).
From the analytical point of view, these operators, and their parabolic coun-
terpart ∂t − Lf , have been widely studied, starting from the well known work of
Ho¨rmander [67]. A probabilistic approach to hypoelliptic diffusion equation can be
found in [21, 31, 74], where the existence of a smooth heat kernel for such equations
is given.
On the other hand, a “geometric” definition of the Laplacian is needed if one
want to find some relations between the analytical properties of the heat kernel (e.g.
the small time asymptotics) and the geometric properties of the manifold, like in
the Riemannian case (see [91, 28] for the relation between the heat kernel and the
Riemannian curvature of the manifold, and [85] for a characterization of the cut
locus via the heat kernel).
As it was pointed out in [6, 81], to have an intrinsic definition of the sub-Laplacian
Lf (i.e. that depends only on the geometric structure) it is necessary to build an
instrinsic volume for the structure.
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In the sub-Riemannian case there are two intrinsic volumes that are defined,
namely the Popp’s volume (that is the analogue of the Riemannian volume form in
Riemannian geometry) and the Hausdorff volume. In [4] it is proved that, starting
from dimension 5, in general they are not proportional. On the other hand in the
3D contact case they coincide.
The existence of an asymptotic expansion for the heat kernel was proved, beside
the classical Riemannian case, when the manifold is endowed with a time dependent
Riemannian metric in [59], in the sub-Riemannian free case (when n = k + k(k−1)2 )
in [42]. In [75, 26, 100] the general sub-Riemannian case is considered, using a
probabilstic approach, obtaining different expansion depending on the fact that the
points that are considered belong to the cut locus or not.
The same method was also applied in [27] to obtain the asymptotic expansion on
the diagonal respectively. In particular it was proved that, for the sub-Riemannian
heat kernel p(t, x, y) the following expansion holds
p(t, x, x) ∼ 1
tQ/2
(a0 + a1t+ a2t2 + . . .+ aktk +O(tk+1)), for t→ 0, (5.2)
where Q denotes the Hausdorff dimension of M .
Besides these existence results, the geometric meaning of the coefficients of the
expansion on the diagonal (and out of that) is far from being understood, even in
the simplest 3D case, where the heat kernel has been computed explicitly in some
cases of left-invariant structures on Lie groups (see [6, 22, 99]). In analogy to the
Riemannian case, one would expect that the curvature tensor of the manifold and
its derivatives appear in these expansions.
In this Chapter we compute the first terms (precisely a0 and a1, referring to
(5.2)), for every 3D contact structure. Our main tool is the nilpotent approximation
(or the symbol) of the sub-Riemannian structure. Under the regularity hypothesis,
the metric tangent cone (in the Gromov sense) of sub-Riemannian structure S =
(M,∆,g) at a point q ∈ M , is endowed itself with a left-invariant sub-Riemannian
structure Ŝq on a so-called Carnot group (i.e. homogeneous nilpotent and simply
connected Lie group) whose Lie algebra is generated by the nilpotent approximation
of a basis of the Lie algebra of S, as explained in Section 1.3.
Recall that, if S is a 3D contact sub-Riemannian manifold, then the nilpotent
approximation Ŝq of S at every point q ∈M is isometric to the Heisenberg group, i.e.
the sub-Riemannian structure on R3 (where coordinates are denoted by q = (x, y, w))
defined by the global orthonormal frame
f̂1 = ∂x +
y
2
∂w, f̂2 = ∂y − x2∂w. (5.3)
Using this approach, we reduce the problem of computing the small time asymp-
totics of the heat kernel of the original sub-Riemannian structure to the problem of
studying the heat kernel of a family of approximating structures at the fixed time
t = 1. In such a way we present the original structure (and as a consequence its
heat kernel) as a perturbation of the nilpotent one. With the perturbative method
then we compute the term a0, which reflects the properties Heisenberg group case
(which is the nilpotent approximation of every 3D contact structure), and the term
a1, where we find the local invariant κ.
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The main result is stated as follows:
Theorem 5.1. Let M be a 3D contact sub-Riemannian structure, with local in-
variants χ and κ. Let p(t, x, y) denotes the heat kernel of the sub-Riemannian heat
equation. Then the following small time asymptotic expansion hold
p(t, x, x) ∼ 1
16t2
(1 + κ(x)t+O(t2)), for t→ 0.
Notice that the Hausdorff dimension of a 3D contact structure is Q = 4.
5.2 The sub-Laplacian in a sub-Riemannian manifold
In this section we compute the intrinsic hypoelliptic Laplacian on a regular sub-
Riemannian manifold (M,∆,g), also called sub-Laplacian, writing its expression in
a local orthonormal frame. In particular we find its explicit expression in the 3D
contact sub-Riemannian case in terms of the structure constant appearing in (2.5).
The sub-Laplacian is the natural generalization of the Laplace-Beltrami operator
L defined on a Riemannian manifold, that is Lφ = div(∇φ), where ∇ is the unique
operator from C∞(M) to Vec(M) satisfying
g(∇φ,X) = dφ(X), ∀ X ∈ Vec(M).
Here g denotes the Riemannian metric, and the divergence of a vector field X is the
unique function divX satisfying
LXµ = (divX)µ, (5.4)
where µ is the Riemannian volume form and LX denotes the Lie derivative.
In the sub-Riemannian case these definitions are replaced by the notions of hor-
izontal gradient and of divergence with respect to the Popp measure, which is well
defined in the regular case (see [6]).
Definition 5.2. Let M be a sub-Riemannian manifold and φ ∈ C∞(M). The
horizontal gradient of φ is the unique horizontal vector field ∇φ ∈ ∆ that satisfies
g(∇φ,X) = dφ(X), ∀ X ∈ ∆, (5.5)
Given a local orthonormal frame {f1, . . . , fk} for the sub-Riemannian structure,
it is easy to see that the horizontal gradient ∇φ ∈ ∆ of a function is computed as
folows
∇φ =
k∑
i=1
fi(φ)fi, φ ∈ C∞(M), (5.6)
where the vector field acts on functions as a differential operator.
Notation. In what follows we will denote by Lf the sub-Laplacian associated
to the sub-Riemannian structure defined by the local orthonormal frame f1, . . . , fk.
Actually this definition does not depend on the choice of the orthonormal frame (see
also Proposition 5.6).
84 The sub-Laplacian and the heat equation
In the sub-Riemannian regular case, even if there is no scalar product defined
in TqM , we can still define an intrinsic volume, called Popp volume, by means of
the Lie bracket of the horizontal vector fields (see [6]). Here we recall a convenient
definition of Popp measure only for the 3D contact case.
Definition 5.3. Let M be an orientable 3D contact sub-Riemannian structure and
{f1, f2} a local orthonormal frame. Let f0 be the Reeb vector field and ν0, ν1, ν2
the dual basis of 1-form, i.e. 〈νi, fj〉 = δij . The Popp volume on M is the volume
associated with the 3-form1 µ := ν0 ∧ ν1 ∧ ν2.
Using the formula
div(aX) = Xa+ adivX, ∀ a ∈ C∞(M), X ∈ Vec(M), (5.7)
it is easy to find the expression of the sub-Laplacian with respect to any volume
div(∇φ) =
k∑
i=1
div(fi(φ)fi)
=
k∑
i=1
fi(fi(φ)) + (div fi)fi(φ).
Thus
Lf =
k∑
i=1
f2i + (div fi)fi. (5.8)
Remark 5.4. Here we collect few properties of the sub-Laplacian that immediately
follows from the definition:
(i) The sub-Laplacian is always presented as sum of squares of the horizontal
vector fields plus a first order horizontal part (see (5.8)), whose coefficients
heavily depends on the choice of the volume. Moreover Lf is the sum of squares
if and only if all the vector fields of the orthonormal frame are divergence free.
(ii) From (5.8) and (5.7) it easily follows that the sub-Laplacian is a homoge-
neous differential operator of degree two with respect of dilations of the metric
structure. More precisely, if we consider the dilated structure (denoted by λf)
where all vector fields of the orthonormal frame are multiplied by a positive
constant λ > 0, we have
Lλf = λ2Lf . (5.9)
(iii) Define the bilinear form in C∞0 (M)
(φ, ϕ)2 =
∫
M
φϕdµ, ∀φ, ϕ ∈ C∞0 (M)
Given a vector field X ∈ Vec(M), its formal adjoint X∗ is the differential
operator that satisfies the identity
(Xφ,ϕ)2 = (φ,X∗ϕ)2, ∀φ, ϕ ∈ C∞0 (M).
1In [6] the dual basis of the frame {f1, f2, [f1, f2]} was considered to build the Popp volume.
From (2.5) it follows that these two constructions agree each other.
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It is easily computed that X∗ = −X − divX. In particular it follows that the
sub-Laplacian Lf is rewritten as
Lf = −
k∑
i=1
f∗i fi,
and that satisfies the identities
(Lfφ, ϕ)2 = (φ,Lfϕ)2, (φ,Lfφ)2 ≤ 0, ∀φ, ϕ ∈ C∞0 (M). (5.10)
From this we can explicitly compute the sub-Laplacian in the 3D contact case
(see also [6], formula (8)).
Proposition 5.5. Let M be a 3D sub-Riemannian manifold and f1, f2 be an or-
thonormal frame and f0 be the Reeb vector field. Then the sub-Laplacian is expressed
as follows
Lf = f21 + f22 + c212f1 − c112f2, (5.11)
where c112, c
2
12 are the structure constant appearing in (2.5).
Proof. Using (5.8), it is enough to compute the functions ai := divµfi, where µ =
ν1 ∧ ν2 ∧ ν0 is the Popp measure.
To this purpose let us compute the quantity LXµ, for every vector field X. Recall
that the action of the Lie derivative on a differential 1-form is defined as
LXν =
d
dt
∣∣∣∣
t=0
etX∗ν, ν ∈ Λ1(M).
where etX denotes the flow on M generated by the vector field X. Using the fact
that LX is a derivation we get
LX(ν0 ∧ ν1 ∧ ν2) = LXν0 ∧ ν1 ∧ ν2 + ν0 ∧ LXν1 ∧ ν2 + ν0 ∧ ν1 ∧ LXν2. (5.12)
Moreover, for every i = 0, 1, 2, we can write
LXνi =
2∑
j=0
aijνj ,
The coefficients aij can be computed evaluating LXνi on the dual basis
aij = 〈LXνi, fj〉
=
〈
d
dt
∣∣∣∣
t=0
etX∗νi, fj
〉
=
〈
νi,
d
dt
∣∣∣∣
t=0
etX∗ fj
〉
= 〈νi, [fj , X]〉 .
Plugging these coefficients into (5.12) we get
LXµ = (〈ν1, [f1, X]〉+ 〈ν2, [f2, X]〉+ 〈ν0, [f0, X]〉)µ,
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from which it follows
divX = 〈ν1, [f1, X]〉+ 〈ν2, [f2, X]〉+ 〈ν0, [f0, X]〉 . (5.13)
Using (2.5) it is easy to see that 〈ν0, [f0, X]〉 = 0 for every horizontal vector field.
Thus, applying (5.13) with X = fi, with i = 1, 2 one gets
div f1 = 〈ν2, [f2, f1]〉 = c212, div f2 = 〈ν1, [f1, f2]〉 = −c112.
Then (5.11) easily follows from (5.8).
From the above construction it is clear that the sub-Laplacian depends only on
the sub-Riemannian structure and not on the frame selected, i.e. it is invariant for
rotations of the orthonormal frame. Here we give also a direct proof of this fact.
Proposition 5.6. The sub-Laplacian is invariant with respect to rotation of the
orthonormal frame.
Proof. Let us consider an orthonormal frame f1, f2 and the rotated one
f˜1 = cos θf1 + sin θf2, (5.14)
f˜2 = − sin θf1 + cos θf2, (5.15)
where θ = θ(q) is a smooth function on M . If we denote by c˜kij the structure
constants computed in the rotated frame, from the formula
[f˜1, f˜2] = [f1, f2]− f1(θ)f1 − f2(θ)f2, (5.16)
it is easy to prove that the new structure constant are computed according to the
formulas
c˜112 = cos θ(c
1
12 − f1(θ))− sin θ(c212 − f2(θ)),
c˜212 = sin θ(c
1
12 − f1(θ)) + cos θ(c212 − f2(θ)).
From these relations one can easily compute
f˜21 + f˜
2
2 = f
2
1 + f
2
2 + f1(θ)f2 − f2(θ)f1, (5.17)
and
− c˜112f˜2 + c˜212f˜1 = −(c112 − f1(θ))f2 + (c212 − f2(θ))f1. (5.18)
Combining (5.17) and (5.18) one gets, denoting L ef the laplacian defined by the
rotated frame,
L ef = f˜21 + f˜22 − c˜112f˜2 + c˜212f˜1
= f21 + f
2
2 + f1(θ)f2 − f2(θ)f1 − c˜112f˜2 + c˜212f˜1
= f21 + f
2
2 + f1(θ)f2 − f2(θ)f1 − (c112 − f1(θ))f2 + (c212 − f2(θ))f1
= f21 + f
2
2 − c112f2 + c212f1 = Lf .
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Notice from (5.17) that the sum of squares is not an intrinsic operator of the
sub-Riemannian structure.
Remark 5.7. The same argument provides a proof of the fact that, on a 2-dimensional
Riemannian manifold M with local orthonormal frame f1, f2 that satisfies
[f1, f2] = a1f1 + a2f2,
the Laplace-Beltrami operator is locally expressed as
L = f21 + f22 + a1f2 − a2f1.
5.3 Nilpotent approximation and normal coordinates
Given a regular sub-Riemannian manifold S = (M,∆,g) and a local orthonormal
frame {f1, . . . , fk} near a point q we can consider a system of privileged coordinates
near q. As usual we denote by Ŝq the nilpotent approximation of S near q, i.e.
the sub-Riemannian structure on Rn having {f̂1, . . . , f̂k} as an orthonormal frame,
where f̂i := (ψ∗fi)(−1) (see Section 1.3) .
Under the regularity assumption, Ŝq is naturally endowed with a Lie group struc-
ture whose Lie algebra is generated by left-invariant vector fields f̂1, . . . , f̂k. More-
over the sub-Riemannian distance d̂ in Ŝq is homogeneous with respect to dilations
δt, i.e. d̂(δt(x), δt(y)) = t d̂(x, y). In particular, if B̂q(r) denotes the ball of radius r
in Ŝq, this implies δt(B̂q(1)) = B̂q(t).
The following Lemma shows in which sense the nilpotent approximation is the
first order approximation of the sub-Riemannian structure.
Lemma 5.8. Let M be a sub-Riemannian manifold and X ∈ Vec(M). Fixed a
system of privileged coordinates, we define Xε := εδ 1
ε
∗X. Then
Xε = X̂ + εY ε, where Y ε is smooth w.r.t. ε.
Proof. Since we work in a system of priviliged coordinates, in the homogeneous
expansion of X only terms of order ≥ 1 appear. Hence we can write
X ' X(−1) +X(0) +X(1) + . . .
Applying the dilation and using property (??) we get
δ 1
ε
∗X '
1
ε
X(−1) +X(0) + εX(1) + . . .
Multiplying by ε and using that, by definition, X̂ = X(−1), we have
Xε ' X̂ + εX(0) + ε2X(1) + . . . (5.19)
In other words the nilpotent approximation of a vector field at a point q is the
first meaningful term that appears in the expansion when one consider the blow up
coordinates near the point q, with rescaled distances.
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Remark 5.9. If S = (M,∆,g) is a 3D contact sub-Riemannian manifold, then
dim ∆q = 2 and dim ∆2q = 3 for all q ∈ M . Under this assumption the nilpo-
tent approximation Ŝq of S at every point q ∈ M is isometric to the Heisenberg
group, since this is the only nilpotent left-invariant structure with G(S) = (2, 3) (see
e.g. [2] for a classification of left-invariant structures on 3D Lie groups).
The sub-Riemannian structure on the Heisenberg group is defined by the global
orthonormal frame on R3 (where coordinates are denoted by q = (x, y, w))
f̂1 = ∂x +
y
2
∂w, f̂2 = ∂y − x2∂w. (5.20)
Notice that the Lie algebra Lie{f̂1, f̂2} is nilpotent since
[f̂1, [f̂1, f̂2]] = [f̂2, [f̂1, f̂2]] = 0.
Moreover the Reeb vector field is f̂0 = ∂w and the local invariants of the structure
are identically zero χ = κ = 0.
5.3.1 Normal coordinates
In the 3D contact case there exists a smooth normal form of the sub-Riemannian
structure (i.e. of its orthonormal frame) which is the analogue of normal coordi-
nates in Riemannian geometry. This normal form is crucial for the study of the
heat kernel of the sub-Laplacian with a perturbative approach, since it presents the
sub-Riemannian structure of a general 3D contact case as a perturbation of the
Heisenberg (nilpotent) case.
Theorem 5.10 ( [9, 12]). Let M be a 3D contact sub-Riemannian manifold and
f1, f2 a local orthonormal frame. There exists a smooth coordinate system (x, y, w)
such that
f1 = (∂x +
y
2
∂w) + βy(y∂x − x∂y) + γy∂w,
f2 = (∂y − x2∂w)− βx(y∂x − x∂y) + γx∂w,
where β = β(x, y, w) and γ = γ(x, y, w) are smooth functions that satisfy the follow-
ing boundary conditions
β(0, 0, w) = γ(0, 0, w) =
∂γ
∂x
(0, 0, w) =
∂γ
∂y
(0, 0, w) = 0.
Remark 5.11. Notice that the normal coordinate system is privileged at 0. Indeed
from the explicit expression of the frame it immediately follows that these coordi-
nates are linearly adapted at 0 since
∆0 = span{f1(0), f2(0)} = span{∂x, ∂y} = R2.
Moreover the weights of the coordinates (x, y, w) at the origin are
ν(x) = ν(y) = 1, ν(w) = 2,
and every homogeneous term of the vector fields f1, f2 has degree ≥ −1.
Finally, notice also that, when β = γ = 0, we recover the Heisenberg group
structure (5.20).
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5.4 Perturbative method
In this section we consider the sub-Riemannian heat equation associated to a sub-
Riemannian structure f on a complete sub-Riemannian manifold M , i.e. the initial
value problem 
∂ψ
∂t
(t, x) = Lfψ(t, x), in (0,∞)×M,
ψ(0, x) = ϕ(x), x ∈M, ϕ ∈ C∞0 (M).
(5.21)
where ψ(0, x) = lim
t→0
ψ(t, x) and the limit is meant in the distributional sense.
Recall that a differential operator L is said to be hypoelliptic on a subset U ⊂
M if every distributional solution to Lu = φ is C∞(U), whenever φ ∈ C∞(U).
The following well-known Ho¨rmander Theorem gives a sufficient condition for the
hypoellipticity of a second order differential operator.
Theorem 5.12 (Ho¨rmander,[67]). Let L be a differential operator on a manifold
M , that locally in a neighborhood U is written as
L =
k∑
i=1
X2i +X0,
where X0, X1, . . . , Xk ∈ Vec(M). If Lieq{X0, X1, . . . , Xk} = TqM for all q ∈ U ,
then L is hypoelliptic.
From this Theorem and the bracket generating condition it follows that the sub-
laplacian Lf is hypoelliptic. Moreover, since M is complete and the sub-Laplacian
is symmetric and negative with respect to the Popp’s measure (see (5.10)), it follows
that Lf is essentially self-adjoint on C∞0 (M) (see also (iii) in Remark 5.4).
As a consequence the operator Lf admits a unique self-adjoint extension on
L2(M) and the heat semigroup {etLf }t≥0 is a well-defined one parametric family
of bounded operators on L2(M). Moreover the heat semigroup is contractive on
L2(M) (see [96]).
The problem (5.21) has a unique solution, for every initial datum ϕ ∈ L2(M),
namely ψ(t, x) := etLfϕ. Moreover, due to the hypoellipticity of Lf , the function
(t, x) 7→ etLfϕ(x) is smooth on (0,∞)×M and
etLfϕ(x) =
∫
M
p(t, x, y)ϕ(y)dy, ϕ ∈ C∞0 (M),
where p(t, x, y) is the so-called heat kernel associated to etLf , that satisfies the
following properties
(i) p(t, x, y) ∈ C∞(R+ ×M ×M),
(ii) p(t, x, y) = p(t, y, x), ∀ t > 0,∀x, y ∈M ,
(iii) p(t, x, y) > 0, ∀ t > 0,∀x, y ∈M .
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A probabilistic approach to hypoelliptic diffusion equation can be found in [21, 31,
74], where the existence of a smooth heat kernel for such equations is given.
In particular, since etLfϕ satisfies the initial condition, it holds
lim
t→0
∫
M
p(t, x, y)ϕ(y)dy = ϕ(x).
and the heat kernel p(t, x, y) is a solution of the problem (5.21) with the initial
condition ψ(0, x) = δy(x), where δy denotes the Dirac delta function.
For a more detailed discussion on the analytical properties of the sub-Riemannian
heat equation and its heat kernel one can see [96, 23].
To study the asymptotics of the heat kernel associated to the sub-Riemannian
structure defined by f near a point q ∈ M , we consider the approximation of the
sub-Riemannian structure (cfr. also Lemma 5.8).
Definition 5.13. Let f1, . . . , fk be an orthonormal frame for a sub-Riemannian
structure on M and fix a system of privileged coordinates around the point q ∈M .
The ε-approximated system at q is the sub-Riemannian structure induced by the
orthonormal frame f ε1 , . . . , f
ε
k defined by
f εi := εδ1/ε∗fi, i = 1, . . . , k.
Remark 5.14. Notice that in the definition of approximated structure we have to
perturbate the basis of the distribution only. Their Lie brackets are changed accord-
ingly to the formula
[f εi , f
ε
j ] = ε
2δ1/ε∗[fi, fj ].
In particular, in the 3D contact case, the Reeb vector field f ε0 of the ε-approximated
structure is related to the unperturbed one by f ε0 = ε
2δ1/ε∗f0.
The following Lemma shows the relation between the heat kernel associated with
f and the one defined by f ε, whose existence is guaranteed by the above results.
Lemma 5.15. Let M be a sub-Riemannian manifold and fix a set of privileged
coordinates in a neighborhood N of q. Denote by f the sub-Riemannian structure
and by f ε its ε-approximation at q. If we denote by p(t, x, y) and pε(t, x, y) the heat
kernels respectively of the equations
∂ψ
∂t
(t, x) = Lfψ(t, x), ∂ψ
∂t
(t, x) = Lfεψ(t, x),
we have that
pε(t, x, y) = εQp(ε2t, δεx, δεy), ∀x, y ∈ N,
where Q denotes the Hausdorff dimension of M .
Proof. Recall that, if f1, . . . , fk is an orthonormal frame for the sub-Riemannian
structure, the approximated system is defined by vector fields
f εi := εδ1/ε∗fi, i = 1, . . . , k.
Then the proof follows from the following facts
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(i). If we perform the change of coordinates x′ = δ1/εx and we denote by
qε(t, x, y) the heat kernel written in the new coordinate system (which depends on
ε), we have the equality
qε(t, x, y) = εQp(t, δεx, δεy)
Indeed it is easy to see that qε(t, x, y) is a solution of the equation written in the
new variables x′ = δ1/εx and the factor εQ comes from the fact that | det δε| = εQ.
More precisely if we set
ψε(t, x) =
∫
M
qε(t, x, y)ϕε(y)dy,
where ϕε(x) = ϕ(δεx), one can see that the initial condition is satisfied:
lim
t→0
∫
M
qε(t, x, y)ϕε(y)dy = lim
t→0
∫
M
εQp(t, δεx, δεy)ϕ(δεy)dy
= lim
t→0
∫
M
p(t, δεx, z)ϕ(z)dz (z = δεy)
= ϕ(δεx) = ϕε(x).
(ii). Since δ 1
ε
∗fi =
1
εf
ε
i , for every i = 1, . . . , k, using (5.9) we get
∂ψ
∂t
= L 1
ε
fεψ =
1
ε2
Lfεψ.
This equality can be rewritten as
ε2
∂ψ
∂t
= Lfεψ,
and performing the change of variable t = ε2τ we get
∂ψ
∂τ
= Lfεψ,
from which it follows
pε(t, x, y) = qε(ε2t, x, y) = εQp(ε2t, δεx, δεy).
This result is useful for the study of the asymptotics on the diagonal since, by
construction, the intial point is fixed for the dilation δε. In particular we can recover
the small time behaviour of the original heat kernel from the approximated one
Corollary 5.16. Following the notations introduced above
pε(1, 0, 0) = εQp(ε2, 0, 0).
As a corollary we recover an homogeneity property of the heat kernel for a
nilpotent structure.
Corollary 5.17. Assume that the sub-Riemannian structure is regular and nilpo-
tent. Then the heat kernel p(t, x, y) of the heat equation satisfies the homogeneity
property
p(t, x, y) = λQp(λ2t, δλx, δλy), ∀λ > 0.
This result was already well-known (see e.g. [56]). In our notations, it is a direct
consequence of the fact that, if f = f̂ , then f = f ε = f̂ for every ε > 0.
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5.4.1 General method
In this section we briefly recall the perturbative method for the heat equation pre-
sented in Chapter 3 of [91]. For further discussions one can see also [28, 52] and
[101].
Let X,Y be operators on a Hilbert space of functions. Moreover assume that
X and X + Y (where Y is treated as a perturbation of X) have well defined heat
operators etX , et(X+Y ), i.e. a semigroup of one parameter family of bounded self-
adjoint operators satisfying
(∂t −X)etXϕ = 0, lim
t→0
etXϕ = ϕ,
and similarly for X + Y . Given A(t), B(t) two operators on the Hilbert space, if we
denote their convolution as
(A ∗B)(t) =
∫ t
0
A(t− s)B(s)ds,
then the classical Duhamel formula
et(X+Y ) = etX +
∫ t
0
e(t−s)(X+Y )Y esXds,
can be rewritten as follows
et(X+Y ) = etX + et(X+Y ) ∗ Y etX .
Iterating this construction one gets the expansion
et(X+Y ) = etX + etX ∗ Y etX + et(X+Y ) ∗ (Y etX)∗2. (5.22)
where A∗2 = A ∗A denotes the iterated convolution product.
If A(t) and B(t) have heat kernels a(t, x, y) and b(t, x, y) respectively, then (A ∗
B)(t) has kernel (see again [91, 101])
(a ∗ b)(t, x, y) :=
∫ t
0
∫
M
a(s, x, z)b(t− s, z, y)dzds,
Interpreting (5.22) at the level of kernels, denoting by p(t, x, y) the heat kernel for
the operator X and by pY (t, x, y) the kernel of the perturbed operator X + Y we
can write the expansion
pY (t, x, y) = p(t, x, y) + (p ∗ Y p)(t, x, y) + (pY ∗ Y p ∗ Y p)(t, x, y) (5.23)
5.5 Proof of Theorem 5.1
In this section we compute the first terms of the small time asymptotics of the heat
kernel. To this extent we compute the sub-Laplacian associated to the approximated
sub-Riemannian structure and we use the pertubative method of Section 5.4.1 to
compute this terms using the explicit expression of the heat kernel in the Heisenberg
group.
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Remark 5.18. The sub-Laplacian on the Heisenberg group H3 is written as the sum
of squares (cfr. also Remarks 5.4 and 5.9)
L bf = f̂21 + f̂22 = (∂x − y2∂w)2 + (∂y +
x
2
∂w)2.
The heat kernel for ∆ bf has been computed explicitly for the first time in [63].
Here we use the expression given in [6] in the same coordinate set. Denote by
q = (x, y, w) ∈ R3 a point in the Heisenberg group. The heat kernel H(t, q, q′), is
presented as
H(t, q, q′) = ht(q′ ◦ q−1), (5.24)
where
ht(x, y, w) =
1
2(2pit)2
∫
R
s
sinh s
exp
(
−s(x
2 + y2)
4t tanh s
)
cos(
ws
t
)ds, (5.25)
and ◦ denotes the group law in H3
(x, y, w) ◦ (x′, y′, w′) = (x+ x′, y + y′, w + w′ + 1
2
(x′y − xy′)).
Notice that the inverse of an element with respect to ◦ is
(x, y, w)−1 = (−x,−y,−w).
For a discussion on the convergence of the integral (5.25) one can see [24].
5.5.1 Local invariants
In this section we compute the invariants χ and κ at the origin of the sub-Riemannian
manifold. By Theorem 5.10 we can assume that the orthonormal frame has the form
f1 = (∂x +
y
2
∂w) + βy(y∂x − x∂y) + γy∂w,
f2 = (∂y − x2∂w)− βx(y∂x − x∂y) + γx∂w, (5.26)
where β and γ are smooth functions near (0, 0, 0) that satisfy
β(0, 0, w) = γ(0, 0, w) =
∂γ
∂x
(0, 0, w) =
∂γ
∂y
(0, 0, w) = 0. (5.27)
Moreover, since we are interested up to second order terms in the expansion
(5.29), we can assume the following
Lemma 5.19. We can assume that the orthonormal frame has the form
f1 = ∂x − y2(1 + γ)∂w,
f2 = ∂y +
x
2
(1 + γ)∂w, (5.28)
where γ is a quadratic polynomial of the form γ(x, y) = ax2 + bxy + cy2, for some
a, b, c ∈ R.
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Proof. Recall that if we expand a vector field X in homogeneous components (when
written in a privileged coordinate system)
X ' X(−1) +X(0) +X(1) +X(2) + . . .
its ε-approximation Xε has the following expansion
Xε ' X̂ + εX(0) + ε2X(1) + ε3X(2) + . . . (5.29)
It is then sufficient to consider, in the Taylor expansion of the orthonormal frame
near the origin, only the homogeneous term up to weight one, since every other term
with weight ≥ 2 gives a contribution o(ε2) when one compute the expansion of Lfε .
Hence a contribution o(ε2) in the heat kernel due to (5.23).
Moreover the boundary condition (5.27) implies that the following derivatives of
the coefficients of (5.26) vanish at the origin
∂β
∂w
(0, 0, 0) =
∂γ
∂w
(0, 0, 0) =
∂2γ
∂w∂x
(0, 0, 0) =
∂2γ
∂w∂y
(0, 0, 0) = 0, (5.30)
together with all higher order derivatives with respect to w.
Since ν(∂x) = ν(∂y) = 1 and β(0, 0, 0) = 0, the terms βy(y∂x−x∂y) and βx(y∂x−
x∂y) have weight ≥ 2. Moreover ν(∂w) = −2 implies that x∂w and y∂w have weight
−1. The only terms that we need in the expansion of γ are those of weight less or
equal than one. Since the terms of order zero vanish by (5.27) and (5.30), the only
meaningful term in the expansion of γ is
γ(x, y, w) ∼ ∂
2γ
∂x2
x2 +
∂2γ
∂xy
xy +
∂2γ
∂y2
y2
where derivatives are computed at the origin (0,0,0).
Now we express the invariants χ and κ in terms of the perturbation (5.28).
Lemma 5.20. Assume that the orthonormal frame of the sub-Riemannian structure
has the form (5.28). Then value of the invariants at the origin are
χ = 2
√
b2 + (c− a)2, κ = 2(a+ c). (5.31)
Proof. To compute the invariants we need to compute the Reeb vector field f0 and
the structure constant of the Lie algebra Lie{f0, f1, f2}. Every contact form for the
structure is a multiple of
ω˜ = dz − x
2
(1 + γ)dy +
y
2
(1 + γ)dx,
whose differential is computed as follows
dω˜ = −(1 + 2γ)dxdy.
Since dω˜(f1, f2) = −(1+2γ), the normalized contact form ω that satisfies dω(f1, f2) =
1 (see Remark ?? and (2.3)) is
ω := − 1
1 + 2γ
ω˜ = − 1
1 + 2γ
(dz − x
2
(1 + γ)dy +
y
2
(1 + γ)dx).
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Notice that every contact form vanishes on the distribution. Thus
d(φω)(f1, f2) = φdω(f1, f2), ∀φ ∈ C∞(M).
Next we compute the differential of the normalized contact form
dω =
d(1 + 2γ) ∧ ω˜
(1 + 2γ)2
+ dxdy
=
2∂xγ
(1 + 2γ)2
dxdw +
2∂yγ
(1 + 2γ)2
dydw +
(
1− 2γ(1 + γ)
(1 + 2γ)2
)
dxdy,
The Reeb vector field is, by definition, the kernel of dω (normailzed in such a way
that ω(f0) = 1). From this one gets
f0 =
2∂xγ
1 + 2γ
∂y − 2∂yγ1 + 2γ ∂x +
(
2γ(1 + γ)
1 + 2γ
− (1 + 2γ)
)
∂w.
The commutator between horizontal vector fields is computed as follows
[f2, f1] =
[
∂y +
x
2
(1 + γ)∂w, ∂x − y2(1 + γ)∂w
]
= −(1 + 2γ)∂w,
and writing [f2, f1] = f0 + c112f1 + c
2
12f2 we find the structure constants
c112 =
2∂yγ
1 + 2γ
, c212 = −
2∂xγ
1 + 2γ
.
Moreover, a longer computation for [f1, f0] and [f2, f0] shows that
cj0i = −
2
(1 + 2γ)2
c˜j0i,
where we set
c˜101 = (1 + 2γ)∂xyγ − 2∂yγ∂xγ,
c˜201 = −(1 + 2γ)∂xxγ + 2(∂xγ)2,
c˜102 = (1 + 2γ)∂yyγ − 2(∂yγ)2,
c˜202 = −(1 + 2γ)∂xyγ + 2∂yγ∂xγ.
Recalling that at the origin ∂xγ = ∂yγ = 0, while ∂xxγ = 2a, ∂xyγ = b, ∂yyγ = 2c it
follows from (2.10) that
χ = 2
√
−det
(
b c− a
c− a −b
)
= 2
√
b2 + (c− a)2.
and
κ = f2(c112)− f1(c212)− (c112)2 − (c212)2 +
c201 − c102
2
= 2(a+ c).
96 The sub-Laplacian and the heat equation
5.5.2 Asymptotics
In this section we compute the Laplacian Lfε up to second order in ε. First notice
that
f ε1 = (∂x −
y
2
∂w)− ε2(y2γ∂w) + o(ε
2),
f ε2 = (∂y +
x
2
∂w) + ε2(
x
2
γ∂w) + o(ε2).
Moreover, defining f ε0 := ε
2δ 1
ε
∗f0 (see Remark 5.14), from the formula
[f ε2 , f
ε
1 ] = f
ε
0 + (c
1
12)
εf ε1 + (c
2
12)
εf ε2 ,
we get the following expansion
(c112)
ε = ε
2ε(∂yγ)
1 + 2ε2γ
= 2ε2∂yγ + o(ε2), (5.32)
(c212)
ε = −ε 2ε(∂xγ)
1 + 2ε2γ
= −2ε2∂xγ + o(ε2). (5.33)
Thus we can compute every term defining the sub-Laplacian
(f ε1 )
2 = (∂x − y2∂w)
2 − ε2
(
(∂x − y2∂w)(
y
2
γ∂w) + (
y
2
γ∂w)(∂x − y2∂w)
)
+ o(ε4)
= (f̂1)2 − ε2(yγ∂wx − y
2
2
γ∂2w +
y
2
∂xγ∂w) + o(ε4),
(f ε2 )
2 = (∂y +
x
2
∂w)2 + ε2
(
(∂y +
x
2
∂w)(
x
2
γ∂w) + (
x
2
γ∂w)(∂y +
x
2
∂w)
)
+ o(ε4)
= (f̂2)2 + ε2(xγ∂wx +
x2
2
γ∂2w +
x
2
∂yγ∂w) + o(ε4),
where f̂1, f̂2 denote the orthonormal frame of the Heisenberg group (see again Re-
mark 5.9). Moreover, from (5.32) and (5.33) one easily gets
−(c112)εf ε2 = −2ε2∂yγ(∂y +
x
2
∂w) + o(ε4),
(c212)
εf ε1 = −2ε2∂xγ(∂x −
y
2
∂w) + o(ε4).
Recollecting all the terms we find that
Lfε = L bf + ε2Y + o(ε2),
where
L bf = f̂21 + f̂22 = (∂x − y2∂w)2 + (∂y +
x
2
∂w)2,
is the sub-Laplacian on the Heisenberg group, and Y denotes the second order
differential operator
Y = γ
2
(x2 + y2)∂2w + γ(x∂wy − y∂wx)−
1
2
(x∂yγ − y∂xγ)∂w − 2(∂xγ∂x + ∂yγ∂y).
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Specifying expansion (5.23) to our case, where Y = Y (ε) is a smooth perturba-
tion which expands with respect to ε as follows
Y (ε) = ε2Y + o(ε2)
we find that
pε = H + ε2(H ∗ YH) + ε4(pε ∗ YH ∗ YH). (5.34)
Since pε is the heat kernel of a contraction semigroup (for every ε > 0), one can
see that the last term in (5.34) is bounded and
pε(1, 0, 0) = H(1, 0, 0) + ε2H ∗ YH(1, 0, 0) +O(ε4),
where
YH(t, q, q′) = YqH(t, q, q′),
means that Y acts as a differential operator on the first spatial variable.
From the explicit expression (5.25) it immediately follows that
H(1, 0, 0) =
1
16t2
.
Thus, denoting by K1 := H ∗ YH(1, 0, 0) from Corollary 5.16 we have the ex-
pansion of the original heat kernel
p(t, x, x) ∼ 1
16t2
(1 +K1t+O(t2)).
We are left to computation of the convolution between H and Y H, namely
H ∗ YH(1, 0, 0) =
∫ t
0
∫
R3
H(s, 0, q)YH(1− s, q, 0) dqds
=
∫ t
0
∫
R3
hs(q)Yh1−s(q) dqds, q = (x, y, w). (5.35)
Computing derivatives under the integral sign one gets
Yht(x, y, w) =− 1(4pit)2
∫
R
r
sinh r
exp
(
−r(x
2 + y2)
2t tanh r
)
r
t2
×
[
γ(x, y) cos(
rw
t
)
(
r(x2 + y2)− 4t
tanh r
)
+ t γ′(x, y) sin(
rw
t
)
]
dr,
where
γ(x, y) = ax2 + bxy + cy2, γ′(x, y) = 2(a− c)xy + b(y2 − x2).
Notice that we are interested only in computing how the integral (5.35) depends
on the constants a, b, c, and the perturbation of the metric is on the variables x, y
only. Hence, using that the integrand has exponential decay with respect to x, y,
we can exchange the order of integration in (5.35) and integrate first with respect
to these variables.
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Using that, for α > 0∫∫
R2
x2e−α(x
2+y2)dxdy =
c1pi
α
,
∫∫
R2
x4e−α(x
2+y2) =
c2pi
α3
,∫∫
R2
xye−α(x
2+y2)dxdy = 0,
for some constants c1, c2 > 0, it is easily seen that integrating (5.35) we get an
expression of the kind
H ∗ YH(1, 0, 0) = C0(a+ c) = C0κ, (5.36)
where C0 is a universal constant that does not depend on the sub-Riemannian struc-
ture. Hence the value of C0 can be computed from some explicit formula of the heat
kernel in the non nilpotent case. Using the expression given in [22] for the heat
kernel on SU(2), where the value of local invariants are constant χ = 0, κ = 1 (see
also [2]) we get that
pSU(2)(t, 0, 0) =
et
16t2
∼ 1
16t2
(1 + t+O(t2)),
where we renormalized the constants in order to fit into our setting. Hence C0 = 1
in (5.36), and the Theorem is proved.
Remark 5.21. The same method applies to get a quick proof of the following-well
known result (see e.g. [28, 91]): on a 2-dimensional Riemannian manifold M , the
heat kernel p(t, x, y) satisfies an asymptotic expansion on the diagonal
p(t, x, x) ∼ 1
4pit
(1 +
K(x)
6
t+O(t2)), for t→ 0,
where K(x) denotes the gaussian curvature at the point x ∈M . Indeed one can use
the normal coordinates on M to write the orthonormal frame in the following way
f1 = ∂x + βy(y∂x − x∂y),
f2 = ∂y − βx(y∂x − x∂y),
where β is, a priori, a smooth function β = β(x, y). Reasoning as in Lemma 5.19, β
can be chosen as a constant since we are interested only in first order term. In this
case it is also easily seen that the Gaussian curvature at the origin is computed via
the parameter β as K = 6β.
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