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Resumo 
Estadissertação estuda diversos métodos de redução de ordem de modelos e con- 
troladores. A maior parte dos métodos apresentados utiliza uma realização em 
variáveis de estado na qual a observabilidade e a controlabilidade de um dado 
estado são facilmente medidas. Aproximações ótimas no sentido da norma Han- 
kel e fatorações coprimas são algumas das ferramentas usadas para tentar obter 
melhores resultados. Este trabalho conclui com a apresentação de um exemplo 
numérico. Um importante resultado é a obtenção de uma abordagem que genera- 
liza três métodos conhecidos. 
Abstract 
This work presents a description of several methods for model and controller reduc- 
tion. Most methods are based on a special set of coordinates, known as balanced 
realization, that provides a measure of observability and controlability of a given 
state. Also, Hankel norm approximations and coprime factorizations are some of 
the tools used in order to obtain good results. As an important achievement, three 
methods are shown to fit on the same framework. An example showing how the 
methods behave in a practical situation concludes the presentation.
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Capítulo 1
À Introduçao 
Em diversas áreas, inúmeras situações apresentam sistemas cuja dimensão elevada 
torna sua manipulação uma tarefa bastante complicada. Sempre que este é o 
caso indaga-se se não seria mais produtivo trabalhar com um modelo menor e 
menos preciso mas que conduza mais facilmente aos resultados desejados. Nestas 
situações, geralmente, tal redução de ordem baseia-se em profundos conhecimentos 
sobre o sistema em questão e requer grande familiaridade com ele. O objetivo do 
estudo de técnicas de redução de modelos é encontrar métodos que dispensem 
tamanha familiaridade e cuja aplicação possa ser automatizada. 
No processo de obtenção de um controlador para determinado sistema, mode- 
lagem, análise, projeto e implementação são etapas básicas. Dentro desta linha, a 
redução é chamada redução de modelos quando é aplicada logo após a modelagem 
ou redução de controladores quando se encaixa após o projeto. Do ponto de vista 
prático, esses dois tipos são bastante diferentes na medida em que para se reduzir 
um controlador deve-se considerar também a planta. Esta dissertação abordará os 
dois problemas, supondo que controlador e planta são sistemas lineares invariantes 
ao longo do tempo. Na figura 1.1 pode-se visualizar as diferenças entre estas duas 
abordagens e verificar que redução de modelos é um procedimento que pode ser
1
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aplicado a controladores sem levar em contar a existência da planta. Quando se 
estuda redução de controladores, a influência. da planta é de grande interesse. 
Planta Projeto Controlador 
Ordem n Ordem n 
Redução Projeto Redução 
Planta Controlador 
Ordem k < n Pmleto Ordem k < n 
Figura 1.1: Redução de controlador x redução de modelo 
São objetivos deste trabalho apresentar um conjunto coerente de métodos de 
redução e detalhar os mais importantes. Todavia, seria praticamente impossível 
abordar todos os métodos existentes, por mais importantes que fossem. Por isso, a 
fim de manter uma linha coesa durante todo o trabalho, somente serão estudados 
com a devida profundidade métodos que se baseiam na chamada forma balanceada 
(ref. [29]) ou que nela se inspiram. Recentemente, diversos trabalhos descrevem 
métodos que se assemelham aos aqui expostos. Tais trabalhos serão citados ao 
longo da dissertação e podem ser facilmente analisados com os fundamentos nela 
apresentados.
~ 1 . 1 Organizaçao 
Métodos de redução de modelos existem na literatura há muito tempo ao contrário 
dos métodos de redução de controladores que somente apareceram com a evolução 
da teoria de controle. Neste trabalho, apenas métodos mais recentes serão estu-
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dados, começando pela apresentação da forma balanceada e métodos diretamente 
ligados à ela, no capítulo 2. A forma balanceada busca determinar quais os es- 
tados que são simultaneamente menos controláveis e menos observáveis. Neste 
sentido os métodos do capítulo 2 lembram muito a teoria das realizações mínimas 
de Kalman. 
Embora a norma Loc, seja a principal medida da qualidade de uma aproxi- 
mação, é bastante difícil encontrar soluções que sejam ótimas neste sentido, por 
isso o método do capítulo 3 utiliza-se da norma Hankel (ref. [17]) para obter uma 
boa aproximação. O trabalho apresentado naquele capítulo conduz a uma aproxi- 
mação que é ótima no sentido da norma Hankel e que apresenta bons resultados 
quando a norma Em é utilizada. 
Assim como os métodos do capítulo 2, asaproximações Hankel-ótimas do 
capítulo 3 somente adequam-se, na forma apresentada, à redução de modelos. O 
capítulo 4 descreve uma engenhosa aplicação do teorema do pequeno ganho (ref. 
[15]) que permite aplicá-los para reduzir controladores. Antes, porém, introduz-se 
a redução de modelos com ponderações, uma ferramenta essencial ã redução de 
controladores. 
O capítulo 5 traz à discussão a teoria das fatorações coprimas. Com ela e 
com os resultados do capítulo 4 um novo método para redução de controladores 
é desenvolvido e prima por ser eficiente e simples, especialmente quando contro- 
ladores LQG devem ser reduzidos. Ambas abordagens, via forma balanceada ou 
via norma Hankel, são contempladas por este método. 
Em um processo de redução de sistemas é muito importante estabelecer qual 
critério definirá uma boa aproximação. Na prática, porém, apesar da norma Em 
ser universalmente adotada como determinante da qualidade de uma aproximação, 
são as características de cada sistema que definem qual método produzirá melhores 
resultados. Assim, dependendo do tipo de sistema ao qual são aplicados, os vários 
métodos apresentam resultados tão diferentes que é difícil compara-los. Mesmo
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assim, a seção 6.1 aplica-os ao modelo da dinâmica vertical de um Boeing 767 
(de ordem 55) a fim de exemplificar como estes métodos se assemelham ou se 
diferenciam em um caso particular. O capítulo 7 conclui a tese expondo alguns 
dos pontos fortes e fracos dos diversos métodos, além de analisar as perspectivas 
de continuação para o trabalho desenvolvido. 
Para demonstrar a viabilidade de métodos que não utilizam a forma balancea- 
da, o apêndice A introduz um método conhecido como C4. Outras perspectivas 
essencialmente diferentes da apresentada na parte principal da dissertação são ali 
descritas. 
1.2 Notação e convenções 
A maioria da notação empregada no decorrer da tese é padrão e muito será definido 
quando necessário. Deve-se, entretanto, definir alguma notação antes de começar. 
Por exemplo, o semiplano esquerdo aberto é denotado por Gl' e o semiplano 
direito aberto por (D+. Além disso, diz-se que uma matriz complexa é Hurwitz 
se ela possui todos os seus autovalores em C”. Assim, toda vez que se falar em 
estabilidade de uma realização em variáveis de estado se estará querendo significar 
que todos os pólos da matriz de dinâmica do sistema pertencem a C". 
Uma notação muito comum é escrever diag{a., b, - - ‹ , z} para identificar a ma- 
triz diagonal cujos elementos são a, b, _. . , z. Para representar um sistema linear 
invariante no tempo com uma realização em variáveis de estado dada por 
às = Aa:-i-Bu 
y = Cx-l-Du. 
utiliza-se o quarteto de matrizes (A, B, C, D). Quando for necessário relacionar
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a. realizaçao com a matriz de funçoes de transferência de um sistema utilizar-se-á 
A 
Â B . 
. G(S) = . . 
C' D 
ou, explicitamente, 
G(â) = D + c(sI _ A)-1B 
Ao escrever (A, B, C), omitindo a matriz D, indica-se que D = 0 e diz-se que o 
sistema é estritamente próprio. 
Supondo que para um sistema dado por G(s) seja possível encontrar G"1(s) 
tal que 
G(s)G'1(s) = I, 
diz-se que G(s) é bipróprio se tanto G(s) quanto G'1(s) são próprios. No caso 
escalar G(s) e G'1(s) teriam o mesmo número de pólos e zeros. Para facilitar o 
entendimento do significado de G"1(s) o seguinte resultado (ver é útil. Seja 
Gdado por 
A 
`
B G: 
G 
A-BD-lc -BD-1 
D-10 D1 
então, G'1 é dado por 
e G'G"1 = I. 
O espaço .COC é o espaço de Banach definido para matrizes de funções de 
transferência no eixo imaginário. Assim, Loc, é a modificação do correspondente 
espaço de Lebesgue Loc tal que, para qualquer matriz G'(jw) pertencente a Eco, a 
seguinte norma está definida 
IIG(J`w)||‹×› Êfgg ã(G(J'w))
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Na equação acima, õ'(M) denota o maior valor singular da matriz complexa M. 
Algumas vezes abusa-se da notação ao escrever ||G(s)||,×, querendo significar que s 
deve ser substituído por jw. Os espaços de Hardy 'H°<,+ e 7-leo' são os subespaços 
de Em que compreendem as funções de transferência cujos pólos estão todos em 
(IT ou (D+, respectivamente. A razão para a estranha utilização dos sinais é que 
7-l°<,+ é o espaço das funções analíticas em (D+. Pode-se utilizar [17] ou [9] como 
referências para este tema. 
Diversas vezes esta tese referenciará o conhecido método LQG para projeto 
de controladores lineares. Entretanto, várias notações diferentes existem para 
descrevê-lo. Aqui adota-se a seguinte. Seja o sistema 
:à = Aa:+Bu+BNw 
y = Cx+v 
Z = Cpm 
onde v e w são ruídos gaussianos com média zero e matrizes de covariãncia V e W 
respectivamente e z é a saída que define o desempenho do sistema. O controlador 
é dado por 
:ic = (A - BF - LC'):cc + Ly 
u=-Fa: 
onde F e L satisfazem 
ATX + XA - XBR-IBTX + c;€QcP = 0 
F = R-IBTX 
e . 
AY + YAT - YCTV-1CY + BNM/3,3 z 0 
L = YCTV`1 
Note-se que sempre será assumido que controlador e planta encontram-se em con- 
figuração de realimentação positiva, por isso o ganho negativo do controlador.
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Algumas vezes utilizar-se-á o subscrito “p” para denotar matrizes referentes à 
planta e deve-se, portanto, ter especial cuidado para não confundir Cg, e Cp.
Capítulo 2 
A forma balanceada 
É de essencial importância ao processo de redução de modelos que exista alguma 
medida da infiuência das diversas componentes do sistema. Quando se trata o 
sistema através de seu modelo em equações de estado é natural que a base do 
espaço escolhida para tal representação evidencie determinadas características do 
sistema. A busca de uma base que explicite o peso de cada estado na relação 
entrada-saída constitui o objetivo do método exposto por Moore (ref. [29]). 
Apesar de ter aplicação direta em redução de modelos, a apresentação de [29] 
não está limitada unicamente a este contexto pois serve de base para a análise de 
outros problemas, entre eles o da aproximação na norma de Hankel apresentado no 
capítulo 3. Além disso, Moore também apresenta uma interessante interpretação 
geométrica para os grammianos de um sistema. V 
O desenvolvimento deste capítulo faz-se através da decomposição da matriz 
de resposta impulsiva de um sistema em componentes principais. Em seguida, as 
magnitudes das componentes principais são apresentadas como medidas da con- 
trolabilidade e da observabilidade de determinadas regiões do espaço de estados o 
que fornece uma clara extensão da teoria das realizações mínimas de Kalman. É 
esta extensão que justifica a existência da chamada forma balanceada, um sistema
8
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de coordenadas no qual os níveis de controlabilidade e observabilidade de um dado 
estado são iguais. O foco das atenções então se volta para algumas propriedades 
da representação internamente balanceada e, na seção 2.4, dois métodos de re- 
dução de sistemas estáveis são apresentados acompanhados de uma breve análise 
freqüencial. Finalmente, introduz-se um pequeno procedimento para aproximação 
de sistemas instáveis. 
Embora a determinação numérica da forma balanceada não seja o objetivo 
deste trabalho, vale a pena destacar os trabalhos de Laub et al. (ref. [25]) e 
Safonov e Chiang (ref. [34]) ao desenvolver métodos numericamente eficientes. 
2.1 Análise de componentes 'principais 
As componentes principais constituem uma interessante construção matemática 
que serve como motivaçao para o desenvolvimento da técnica das realizaçoes ba- 
lanceadas. Segundo esta metodologia, qualquer mapa contínuo F : IR -› lR"×'", 
representado pela matriz F (t) e definido no intervalo t 6 [t1, tz], possui um gram- 
miano definido por: 
w(¢1,¢z) z /tz F(z)1‹¬(ú)T dz. 
A matriz W E lR"×" é semi-definida positiva e, como tal, possui uma decompo- 
siçao autovalor-autovetor dada por:
_ 
W z v›:vT (2.1) 
onde: 
2=diag{o'1,o'z,-~~,a,,}, o'1za'zz~~-203,20 
VTV=I, V=[v1 vz v,,]. 
Com base nesta decomposição, F(t) pode ser representada por:
Í 
FU) = U1f1(i)T + v2f2(i)T + - - - + vnfn(í)T
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onde, sendo i um elemento de {1, 2, - - ~n}, ƒ,~ (t) Ê FT(t)v,- é chamada função com- 
ponente principal, v,- é um vetor componente, \/F,-, uma magnitude componente e 
v,~f,- (t)T uma componente principal. Note-se que ƒ,- pode ser encarada como sendo 
um vetor de funções. 
Quando aplicada especificamente à matriz de resposta impulsiva de um sistema 
linear, a decomposição em componentes principais revela uma estreita ligação com 
a teoria das realizações mínimas de Kalman. O teorema que se segue representa 
0 primeiro passo nesta direção. 
Teorema 2.1 ([29]) Seja F(t) uma matriz de resposta impulsiva, linear e inva- 
riante no tempo definida no intervalo [0,T¡], e seja W o seu grammiano com a 
decomposição dada pela equação 2.1. Definam-se Sc e S¿", os conjuntos de estados 
muito controláveis e pouco observáveis por 
fi 
se â {z(i1) z z(z1) =/O 1‹¬(z, _ f)zz(¢)âf, 
||U(í)H2 S1›í1 < Tf›f(0) = 0} 
S: Ê {z‹‹›› z z/‹z1›= ”`1~¬T‹ú - f>z‹‹››õ‹f›‹1f, 
Hz/(t)l|2 S 1›í1 < Tƒfl-*(1) = 0}- 
Então, 
1. A superfície de Sc é um elipsóide com semi-eixos iguais a ,/0,-v¡ com i E 
{1,2,---,n}. 
2. A superfície de .5'¿L e' um elipsóide com semi-eixos iguais a %v,- com i E vi
i 
{1,2,---,n}. 
Prova. Seguindo a linha de [29], só a parte 2 será provada por ser mais simples. 
Portanto, seja o elipsóide 
so* = {ê z 3p,â = v›:-ëp e ||p||, =1}
l
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onde V e E são dados na equação 2.1. 
Supondo que :n(0) = 5: E Ê'¿L tem-se 
y(z1) z /0t`FT(z1-f)z(o)õ(f)âf 
= FT(¢1)z(o)=FT(¢1)â. 
Entao, calcula-se a norma de y no intervalo [0, T¡]: 
T] T T 
nzzuã = / f F‹f›1‹¬ (TWT0
Tf z 1-Tf F(¢)FT(¢)dTâ
0 
z êTWâ=pT2-%VT-vz:vTzV2-%p=pTp=1 
Daí, conclui-se que Ç S¿L. Sendo todos os 0,-' menores que infinito o elipsóide 
ocupa em espaço de dimensão n e não degenera para um subespaço de menor 
dimensao. Aplicando propriedades da linearidade pode-se tomar qualquer estado 
que esteja fora do elipsóide e mostrar que a saída produzida é de norma menor 
que a unidade. I 
~ ~ 2.2 Uma extensao da teoria das realizaçoes míni- 
mas 
Tendo dado os passos iniciais, pode-se agora relacionar as componentes principais 
com os subespaços de controlabilidade XC e de não-observabilidade X É de um 
sistema dado por 
:í: = Aa: + Bu 
(2.2) 
y = Cx + Du 
Considere-se o sistema dafigura 2.1a para fins de análise do subespaço con- 
trolável XC. Sendo F (t) igual a e'“B, pode-se aplicar o teorema 2.1 para caracteri- 
zar o conjunto Sc C XC que fornece informações mais detalhadas sobre a estrutura
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Figura 2.1: Diagrama para caracterização de Sc e S¿" a partir da teoria de com- 
ponentes principais 
de XC. A partir do teorema 2.1, Sc pode ser interpretado como a distribuição 
energética em XC. Assim, um pequeno valor de o',- significa que a quantidade de 
energia na direção v,~ é pequena ou, em outras palavras, a energia da entrada ne- 
cessária para alcançar um estado que está na direção 11,- é grande se comparada 
àquela requerida para um estado de mesma norma mas em outra direção vj cujo 
aj é grande. 
Raciocínio semelhante aplicado a figura 2.1b conduz à conclusão de que o 
conjunto S¿L é caracterizado com base no teorema 2.1 usando F (t) = e^T'CT. 
Antes de estabelecer uma representação de estados baseada nos conceitos apre- 
sentados até aqui é importante resumir esta seção e apresentar alguns pontos que 
dizem respeito à característica de entrada e saída de uma determinada represen- 
taçao. 
O primeiro ponto digno de nota é a interpretação geométrica dos conjuntos Sc 
e S¿". Enquanto em Sc os semi-eixos (dispostos em ordem decrescente) lda elipse 
que o contém são: 
\/Úc1vc1›VÚc2Uc2› ' ' ' z \/Ucnvcn 
em Sá' eles são: 
1 1 1 
_\/'Ê-:gvoni ~Uon-la ' ` ` a \/'TTIUOI
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Figura 2.2: Elipsóides em um sistema não-balanceado 
Na figura 2.2 tem-seum sistema representado por uma realização outra que não 
a balanceada. Ao comparar estados de mesma norma mas em direções ortogonais 
(xl e mz) verifica-se que :cl é mais controlável que mz mas menos observável. Ao 
colocar-se este sistema na sua realização balanceada (figura 2.3) os “graus” de 
controlabilidade e observabilidade de cada estado se igualam. Mais simplesmente, 
nota-se a partir da figura que todos os estados no eixo horizontal, por exemplo 
zëz, são mais observáveis e mais controláveis que seus correspondentes de mesma 
norma no eixo vertical. Assim, estados no eixo vertical tendem a não influenciar 
na característica de entrada e saída do sistema. 
Uma medida interessante dos “graus” de controlabilidade e observabilidade 
são pg Ê ff: e nã Ê Seria portanto razoável tratar pequenos valores de oq 
como sendo zero, o que conduziria a uma realização mínima no sentido de. Kalman. 
No entanto, como mostrou a discussão anterior, tanto as magnitudes componentes 
\/F; quanto os vetores principais v,- são dependentes do conjunto de coordenadas 
escolhido o que inibe esta tendência inicial. Um pequeno exemplo numérico expõe 
mais claramente essa dependência e aponta a necessidade de procurar uma repre- 
sentação que minimize o desbalanço entre observabilidade e controlabilidade de
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Figura 2.3: Elipsóides em um sistema balanceado 
cada estado. ` 
Considere-se o modelo apresentado por Moore (ref. [29]): 
líll =[íf Ízllíllfiflfl 
y.-_-[106 10-6] [311 
112 
Apesar deste sistema possuir pc z no z 1012, isto significa apenas um desba~ 
lanço entre as coordenadas que se reflete em elipsóides extremamente distorcidos. 
Se o sistema for reescrito com :E1 = 106:c1 e :ãz = 10"6:nz, a nova representação 
passa a ter p¿ = ,ao z 6.2. Neste sentido, /1,, e po agem, respectivamente como 
números de condição com respeito ao controle dos estados e a sua observação com 
entrada nula e o exemplo sugere a necessidade de se buscar uma representaçao pri- 
vilegiada que permita compensar eventuais distorções. A próxima seção tratará 
de apresentar uma representação que possui uma característica notável: pc e no 
são mínimos e iguais.
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2.3 Definindo a forma balanceada 
Além de apresentar a forma balanceada de um sistema linear, esta seção introduz 
algumas definiçoes que sao úteis para uniformizar a notação e a terminologia. 
Seja o sistema da equação 2.2 analisado no intervalo de tempo [0, T¡]. 
Definição 2.2 O grammiano de controlabilidade, P(0,T¡), e o grammiano de 
observabilidade, Q(0,T¡), são definidos como
T 
P(0,T¡) Ê/ 'eAzBBTeATz¿,
0
6 T 
Q(0,Tƒ) Êf I e^T'CTC'e^” dt.
o 
Se o sistema 2.2 for estável a definição valerá para qualquer intervalo de tempo, 
particularmente para t E [0, oo] quando os grammianos são denotados simplesmen- 
te por P e Q. Neste caso P e Q satisfazem as seguintes equações de Lyapunov: 
AP + PAT + BBT = o (2.3) 
ATQ + QA + CTC = 0 (2.4) 
Como as raízes quadradas autovalores de PQ são extremamente importantes 
na teoria das realizações balanceadas, e até mesmo no tratamento dado por Glover 
(ref. [17]) ao problema da redução de modelos, elas recebem uma denominação 
própria. Enquanto em Moore (ref. [29]) elas são os Modos de Segunda Ordem, um 
termo derivado de um contexto relativo a filtros digitais, na teoria de controle um 
termo mais apropriado é aquele utilizado por Glover e apresentado na definição 
que segue. 
Definição 2.3 Valores Singulares Hankel são as raízes quadradas dos autovalores 
do produto, PQ, das soluções das equações 2.3 e 2.4. Ou seja, Vi, o',~ Ê \/z\¡(PQ).
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Este termo advém do fato de que as raízes quadradas dos autovalores de PQ 
são os valores singulares da matriz Hankel (ver seção 3.1) do sistema discreto 
correspondente ao modelo dado pela equação 2.2 (ver também [29], [17]). 
É tempo de apresentar a pequena definição que, não obstante, foi responsável 
pelo salto qualitativo dado no tratamento do problema da redução de modelo nos 
anos 80. 
Definição 2.4 0 modelo 2.2 é internamente balanceado, ou está na forma ba- 
lanceada, se 
P = Q: E = diag{a1,o'z,---,o',,}. 
Note-se que a convenção habitual é que os valores singulares sejam ordenados 
em ordem decrescente. Quando não for este 0 caso, explicitamente se dirá. A forma 
internamente balanceada, também chamada simplesmente de forma balanceada, 
foi estudada por diversos pesquisadores que dela derivaram vários métodos de 
redução ([29], [17], [27], [39], [23], [33], [44]). A partir dela, em conjunção com 
[25], derivou-se a idéia de que diagonalizando simultaneamente duas matrizes com 
determinadas interpretações físicas alcançar-se~iam características desejáveis para 
redução de modelos ([22], [30]). 
2.3.1 Algumas propriedades 
Vários resultados referentes as propriedades das formas balanceadas distribuem-se, 
com mais ou menos generalidade, em diversos trabalhos. As principais proprie~ 
dades, colhidas especialmente em [17], [33] e [29], são o objetivo desta seção e 
apresentam-se em sua forma mais específica ao problema da redução de mode- 
lo. Afirmações aplicáveis a casos mais gerais podem ser encontradas na literatura 
citada. 
Dois pontos para os quais justificada atenção inevitavelmente se volta são a 
existência e a unicidade das representações internamente balanceadas. Os seguin-
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tes lemas respondem estas questões. ~ 
Lema 2.5 (Existência) Qualquer que seja o modelo (A, B, C), desde que estável, 
existe T tal que (T'1AT,T'1B, CT) possui grammianos dados por 
P = diag{E,,, Eb, 0, 0}
6 
Q : diagiízüa 0: Em 
com Za, Zz, e EC definidas positivas e diagonais. 
Deve-se notar que, se P0 e QO são os grammianos da realização original, os 
grammianos após a aplicaçao de T sao 
P = T-1P,,T-T 
Q = TTQOT. 
Quando o sistema for controlável e observável P e Q serão ambos iguais a Ea. Para 
simplificar a notação neste caso, dir-se-á que P = Q = E e T pode ser encontrada 
do seguinte modo. Primeiro, encontram-se os fatores de Cholesky de P e Q: 
P = L PL}`, 
Q = LQL§ 
e a decomposição em valores singulares 
LÊLP = UAVT. 
A matriz T é dada por 
T = Lpvzvš. 
Uma descrição mais detalhada de como isso funciona pode ser encontrada em [25]
e
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Lema 2.6 (Unicidade) Supondo um modelo (A, B,C) que seja estável, comple- 
tamente controlcivel e completamente observável, ele possui uma representação in- 
ternamente balanceada (com P = Q = E) que e' única a menos de uma transfor- 
mação ortogonal arbitrária T que satisfaça T2 = ET. Se os 0,- forem distintos, 
T será uma matriz diagonal cujos elementos são +1 ou -1. ' 
O particionamento do sistema (A,B,C) segundo a partição dos grammianos 
E = dia.g{E1, 2z} coloca a seguinte questão: o que é possível estabelecer sobre 
os subsistemas de um sistema balanceado? Seja então o sistema (A,B,C) estável, 
controlável, observável e internamente balanceado com o particionamento: 
VUI1] [An -412 
f¿2 A21 Â22 (25) 
y = [C1 C2] + Du 
Assim, os seguintes lemas dispõem sobre as propriedades dos subsistemas. 
Lema 2.7 (Estabilidade) Se E1 e Ez não têm elementos diagonais comuns 
€fltã0 (A11, B1, C1) 6 (Ázz, B2, C2) SÕO €St(ÍU€i5. 
Lema 2.8 (Controlabilidade e Observabilidade) Os dois subsistemas (An, 
B1, C1) e (Azz, B2, C2) são controláveis e observáveis. 
Lema 2.9 (Balanceamento) Os subsistemas (Au, B1, C1) e (Azz, B2, C2) 
estão em sua forma balanceada. 
2.4 Aproximando um sistema estável 
Um ponto visivelmente fraco da teoria da redução de modelos baseada na forma 
balanceada é que não é possível encontrar uma representação desse tipo que se- 
ja válida para qualquer instante de tempo se o sistema não for assintoticamente 
estável. Por enquanto toda a atenção estará fixada no caso de sistemas estáveis e
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mínimos para os quais tanto P quanto Q são matrizes definidas positivas e satis- 
fazem as equações de Lyapunov (eq. 2.3 e 2.4). Posteriormente algumas maneiras 
de solucionar o problema no caso de sistema instáveis também serão abordadas. 
Note-se, no entanto, que a restrição de definição positiva sobre as matrizes P e 
Q pode ser relaxada tendo em vista, primeiro, que o método apresentado em [17] 
para obtenção da forma balanceada é aplicável para sistemas não-mínimos. Se- 
gundo, mesmo que tal método não estivesse disponível, é possível encontrar uma 
realização mínima e, então, balanceá-la. 
É inegável que a forma balanceada apresenta características que são, pelo 
menos, bastante interessantes. Entretanto, de que forma ela pode ser usada no 
problema da redução de modelo, apesar de intuitivamente claro, é uma questão a 
responder. Na verdade, a resposta intuitiva foi dada no trabalho pioneiro de Moore 
e consiste em eliminar os estados correspondentes aos menores valores singulares 
Hankel. Embora poucas justificativas matemáticas tenham sido apresentadas, 
Glover (ref. [17]) e Enns (ref. [l6]) mostraram que existe um limitante superior 
para o erro em freqüência. 
Uma outra solução menos óbvia foi desenvolvida por Fernando e Nicholson 
(ref. [39]) inspirada na teoria das perturbações singulares. Neste caso, porém, o 
limitante obtido para o erro é maior. 
2.4.1 Redução por eliminação de um subsistema 
Considerando que o sistema particionado 2.5 corresponde a um grammiano or- 
denado (ou seja, a',~ 2 aq-+1) e que A11 G lR'°×'°,_Moore mostrou (ver ref. [33]) 
que: 
T 2 
fo ||“2||zd* ‹f›‹ I|wz( )Hã 
T 2 2 27 
fo ||u1||zdt ff›‹+1 l|11( )l|z 
onde ul e uz são as funções de menor norma .C2 que levam os estados desde a 
*I 
ri 
origem até [1:1f(1') 0]T e [0 1:;F(T) ]T, respectivamente, no intervalo [0, ^r].
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Se ,/U7. >> ,FÃ e \|fl1|I= Hflzll entã°= 
||¢2(T)Il << Hf1(f)l| 
De forma análoga, definindo y1 e yz como as resposta no intervalo [0,1'] aos 
estados [1-'1r(0) 0]T e [0 a:š`(0)]T para entrada nula, tem-se: 
/0' uzzzufi dt << Ã um dt 
se \/H>> \/5¡z_+1 6 ll=v1(0)ll = l|=¢z(0)||- 
Em outras palavras, os estados :vz são muito menos afetados pelas entradas 
e exercem muito menos influências na saída que os estados xl. Isso sugere que, 
com \/H >> \/ifrf, os estados :cz não afetam a característica de entrada e saída 
do sistema e podem ser ignorados e que o subsistema (A11, B1, C1) seria uma boa 
aproximação do sistema 2.2. Na verdade exige-se um pouco mais para uma boa 
aproximação pois o erro cometido é proporcional à soma dos valores singulares 
correspondentes ao estados eliminados, como se verá mais adiante. 
2.4.2 Usando perturbações singulares 
Uma derivaçao do método apresentado na subsecçao anterior utiliza-se da co- 
nhecida teoria das perturbações singulares. Esta teoria apresentou-se por muito 
tempo, e ainda apresenta-se, como uma ferramenta muito útil no contexto da 
teoria de controle. Como apresentado em [35], inúmeros problemas apresentam 
características de sistemas singularmente perturbados. 
Simplificadamente, sistemas singularmente perturbados são sistemas cuja di- 
mensão reduz-se quando pequenos parâmetros são tomados como nulos. Conforme 
[35] e [32], tais parâmetros são evidenciados na representação do sistema pela 
introdução de uma constante E da seguinte maneira. Considere-se o sistema linear 
e invariante no tempo descrito pela equação 2.5. 
Se ||:c'1|| >> ||:c'z\|, pode-se introduzir um terceiro vetor de estado z tal que 
102 = 62 00111 E ajustado para que ||z`1|| z Háfl. Conclui-se que e é um valor
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pequeno e, fazendo-se as devidas substituiçoes, o sistema passa a ser representado 
por - 
Í1 
i 
A11 E/112 -T1 B1 : + u 
Ei' AQ1 E/122 
y : [C1 E021 -l-DU.
Z 
Segundo a teoria das perturbações singulares, o sistema chamado *1ento' é obtido 
fazendo ei = 0. Desse modo, ~ 
0 = A2111 + 6-4222 + B2U
1 
Z : -E/iš21(Az1íl31 + Bzu) 
com a inversibilidade de Az; sendo uma hipótese. Daí, a representação do sistema 
reduz-se a 
. af = Ãx + Êu 1 
_ 
1 
_ (26) 
y : C121 + DU 
onde 
Ã = A11 - A12A§z1A21 
É = B1 - A1zA§21Bz 
Õ = C1 - C2Á;21Á21 
D = D - c2A;;B2 
Neste caso, tem-se o seguinte resultado (ver [27]). 
Lema 2.10 Seja um sistema estável dado pela equação 2. 5. Assume-se: que esta 
é uma representação mínima e balanceada com grammianos ordenados. Supõe- 
se que as partições dos grammianos correspondentes a :cl e mz, denotadas por 
E1 e Ez, não possuem elementos diagonais em comum. Sob estas condições o 
modelo reduzido da equação 2.6 é estável, controlável, .observável e balanceado 
com grammiano igual a E1.
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Algumas vezes a realização original não permite dizer se um sistema pode ser 
singularmente perturbado. A utilização da forma balanceada como instrumento 
para evidenciar características de sistemas singularmente perturbados foi inicial- 
mente proposta por Vicenza Fernando e Nicholson em [39]. Na seção seguinte será 
mostrado que, embora não possua a propriedade >> Um SÍSÊCHW na 
forma balanceada pode ser reduzido utilizando-se este procedimento de modo a 
obter uma boa aproximação. 
2.4.3 Análise freqüencial 
Uma das principais razões para utilizar os métodos descritos acima reside no fato 
de que se pode, a priori, estimar o erro decorrente do processo de redução e 
escolher a melhor ordem para o modelo reduzido. Os limitantes dos erros em 
freqüência para cada um dos métodos descritos são apresentados nesta seção. 
Normalmente a norma Em do erro absoluto - G,(s)||°°) é utilizada 
para medir a qualidade de um modelo reduzido. No entanto, outras medidas 
são possíveis como, por exemplo, a norma do erro relativo (ref. [45] e [20]). No 
decorrer deste trabalho somente a norma 50° será utilizada. 
Para definir os limitantes do erro absoluto, denote-se por C'(sI - A)'1B + D 
a função de transferência do sistema original e por C1 (sl - A11)'1B1 + D1 a do 
sistema reduzido. Seja Ez o grammiano do sistema (Azz, Bz, C2). Para o caso do 
truncamento da forma balanceada tem-se ([16], [17]) que 
HC(SI_A)_1B+D-C1(8I_A11)_1B1~D1||°° : 
||c(s1 _ A)-*B _ c,(s1 - Azz)'1B1||m 5 2tz(2z). 
J á no caso da aplicação da teoria das perturbações singulares aparecem algu- 
mas sutilezas. Em geral D = 0 e espera-se de um modelo reduzido que mantenha 
esta característica, ou seja, que tenha D1 = 0. Todavia este não é exatamente o ca- 
so aqui e, portanto, tem-se dois resultados ambos encontrados em [27]. Enquanto
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no caso geral ' 
HC(SÍ - A)_1B + D - C1(SI - A11)_1.B1- D1Ho° É 2Í¡I'(2z), 
no caso em que D1 é forçada a ser nula 
_ 
- A)_1B - C1(8I - A11)-1B1H°o É 4ÍzI'(Ez). 
O último ponto digno de nota é que o método do truncamento da forma 
balanceada produz os maiores erros em baixas freqüências onde o método das 
perturbações singulares conduz a erros menores (ref. Em altas freqüências 
este comportamento altera-se: o erro obtido truncando a forma balanceada diminui 
enquanto o referente a utilização da técnica das perturbações singulares aumenta. 
2.5 Aproximando um sistema instável 
Até o momento uma suposição foi crucial para a obtenção da forma balanceada: 
o sistema deve ser estável. Freqiientemente, no entanto, 0 objeto dos esforços 
de controle é um sistema instável, com grammianos infinitos. A consequência 
imediata é que os métodos de balanceamento não podem ser aplicados diretamente. 
Para contornar essa dificuldade, pode-se decompor G(s), a função de trans- 
ferência a ser aproximada, de forma aditiva, efetuando-se a bloco-diagonalização 
da matriz de dinâmica (ver referências [17] e [32]). Ou seja, supondo uma reali- 
zação de G'(s) em variáveis de estado dada pelo quarteto de matrizes (A, B, C, 
D), encontra-se a forma ordenada de Schur de A 
Â11 Â1¶ 
22 
U/AU = A 
0 A 
sendo que U é ortogonal, os autovalores de Â11 são todos negativos e os de Âzz, 
positivos ou nulos. ' 
“lí "fl 
Em seguida, constrói-se
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com K obtida solucionando-se 
-Â11K + KÂ22 + Â12 = 0- 
Aplicando a transformação 13 = U Tr obtém-se 
G(s) = D + C(sI _ A)-*B 
= D + á1(âI - Ã11)*1B, 
+ Ô2(SÍ-Âz2)'1Êz 
= G1(s) + Gz(s). 
com Ê1, Éz, Õ1, Ôz representando as devidas partições das matrizes B e C após 
a transformação. 
Sobre G1(s) aplica-se um dos métodos descritos neste capítulo para obter 
Ô1(s). Este procedimento satisfaz 
||G¡(s) - Ô1(s)||°<, 5 atr(Ez) para a = 2 ou cr = 4. 
onde cr depende do método utilizado. 
Monta-se então Ô(s), a aproximação procurada, como Ô(s) = Ô'1(s) + Gz(s). 
O erro envolvido no processo é 
||Ô(S) - G(S)lI‹×› = ||Ô1(S) - G1(S)Il‹›<› S f1fif(Ê2)~ 
2.6 Extensões 
Duas importantes extensões da forma balanceada foram estudadas por Wang et 
al (ref. [41]) e Shokoohi et al(ref. [36]). A primeira define forma balanceada para 
LF T's (Linear Fractional Tmnsƒormatíons) de sistema discretos. O termo “ba- 
lanceado” é utilizado em um sentido mais amplo já que as equações de Lyapunov 
que definem os gramrnianos são substituídas por desigualdades (LMI's - Linear
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Matrix Inequalzfties). Os autores também destacam a importância desta extensão 
para simplificação de incertezas em sistema incertos. 
A segunda extensão (ref. [36]) compreende a definição de forma balanceada 
para sistemas lineares variantes no tempo. Os autores definem sistemas uniforme- 
mente realizáveis e realizações uniformemente balanceadas e estudam as condições 
para existência e unicidade destas realizações. Em analogia com o caso invariante 
no tempo, tais realizações, quando assintoticamente estáveis, possuem grammianos 
diagonais . 
_ [E1(Í)l 0
] 
_ 
0 2z(z) 
e podem ser reduzidas quando Z11(t) for muito maior que Ez(t), isto é quando os 
>:(z) 
autovalores de E1(t) forem grandes em comparação com os de Ez(t). 
Ainda sobre extensões, aproveitando 0 fato de que os dois métodos (pertur- 
bações singulares e truncamento) produzem sistemas reduzidos que permanecem 
balanceados, Liu e Anderson (ref. [27]) propuseram um método misto que alter- 
na a aplicação de um ou outro método. Um rápido exemplo ajuda a clarear a 
situação: supõe-se que determinado sistema tenha sido balanceado e truncado; o 
sistema reduzido é também um sistema balanceado de modo que se pode aplicar 
nova redução de ordem sem que seja necessário balanceá-lo; essa redução envolve- 
ria perturbações singulares. Embora os dois métodos tenham o mesmo limitante 
superior, o primeiro deles (truncamento) tende a produzir maiores erros em bai- 
xas freqüências, exatamente ao contrário do que acontece quando a técnica das 
perturbações singulares é aplicada. então argiiido que a utilização alternada dos 
dois métodos representa um compromisso mais adequado, conferindo ao projetista 
um certo poder de confinar erros grandes em determinadas faixas de freqüências.
Capítulo 3
É O problema da aproximaçao 
via norma Hankel 
Da mesma forma que o trabalho de Moore em [29] expôs à comunidade de controle 
uma representação de estados que viria a simplificar o problema da redução de 
modelos, o trabalho de Glover (ref. [17]) coloca-se como um marco no que diz 
respeito à utilização da norma Hankel com esse fim. Basicamente, Glover se utiliza 
das propriedades da forma balanceada para parametrizar todas as aproximações 
de ordem k < n de uma função de transferência G(s) que são ótimas no sentido 
da norma Hankel. Isto é, funções Ô(s) tais que ||G(s) - (a norma Hankel 
do erro absoluto) é vmínima. Essas funções também são chamadas aproximações 
“Hankel-ótimas” . 
Após uma ligeira explanação do porquê utilizar a norma Hankel, este capítulo 
se estrutura de forma a, partindo da parametrização de todas as aproximações 
ótimas, encontrar uma solução particular do problema que seja adequada para a 
redução de modelos. Como será colocado mais adiante, se não for exigido da apro- 
ximação que seja estritamente própria, o limitante superior do erro em freqüência 
para este método é exatamente a metade daquele disponível para o truncamento
26
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da realização balanceada. Antes de começar, porém, cabe salientar que não é o 
intuito deste capítulo ser extremamente rigoroso e apresentar provas para todos 
os resultados. Ao contrário, os resultados serão apresentados em sua essência, 
deixando ao leitor a possibilidade de consultar as provas em [17]. 
3.1 A norma Hankel 
O objetivo desta seção introdutória é definir norma Hankel, fornecer uma interpre- 
tação e esboçar o porquê de sua utilização. A norma Hankel é definida com base 
em um conjunto de números reais conhecido como Valores Singulares Hankel. 
Definição 3.1 (Valores Singulares Hankel) .Os valores singulares Hankel de 
uma matriz de transferência G(s) estável são definidos como 
‹f‹(G‹s)) Ê ×/À.~‹PQ› (3.1) 
onde P e Q são as soluções das equações de Lyapunov 2.3 e 2.4. Além disso, 
convenciona-se que Vi, 0,-(G(s)) 2 o'¡+1(G(s)). 
Um conceito fundamental para o desenvolvimento teórico que é apresentado 
a seguir é a definição de norma Hankel. Embora não seja a mais geral, a seguinte 
definição é suficiente para os propósitos deste capítulo. Lembra-se, todavia, que a 
norma Hankel de um sistema instável é igual à norma Hankel de sua parte estável 
pois, por definição, utiliza-se apenas a parte estável no seu cálculo. 
Definição 3.2 (Norma Hankel) A norma Hankel de uma matriz de transferên- 
cia G(s) estável é definida como ' 
||G(S)||H Ê V ×\m‹1r(-PQ) = 0m‹1r(PQ) 
onde P e Q são as soluções de 2.3 e 2.4.
\
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Uma interpretação de norma Hankel é mais facilmente obtida para o caso onde 
a variável tempo é discreta. De passagem cabe lembrar que uma solução para o 
problema da norma Hankel no tempo contínuo soluciona também o problema equi-
ü valente (z = no tempo discreto, embora as normas .Cp do erro em freqüência 
se alterem. O caso p = oo é uma exceção pois as normas .CW são iguais tanto para 
o caso discreto quanto para o contínuo. ~ 
Considere-se, num momentâneo abuso de notação, que as matrizes A, B, e C 
representam um sistema discreto. A matriz Hankel deste sistema é tal que cada 
bloco (i, j) é igual a CA¡+Í'2B, ou seja 
i 
CB CAB CAÍ“1B ‹ 
CAB CA2 B Í 
H: : : 
CA*-IB . CAi+J`-23 
Assim, a matriz Hankel pode ser escrita como 
i H = WOWC 
onde 
W., = (CT (cA)T (cA'°,)T )T z 
W, = (B AB A'=B ) 
Notando que os grammianos de controlabilidade e observabilidade de um sis- 
tema discreto são respectivamente Wc W; e W;rW,, e que para quaisquer matrizes 
quadradas A e B o conjunto de autovalores de AB é igual ao de BA (ref. [42]), 
conclui-se que 
‹f?(H) = ×\z~(HTH) = z\.-(W.TW.§”W..W¢) = A.~(W.zW,}`W,,TW.,) = ,\.-(PQ), (32) 
onde P e Q referem-se aos grammianos do sistema discreto. '
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Neste contexto, ‹7,~(H) significa o í-ésimo valor singular da matriz H , em con- 
traposição a cr,-(G(s)) que denota o i~ésimo valor singular Hankel da função de 
transferência G' Quando o contexto permitir, a variável s será omitida. 
-Agora, denote-se por x(0) o estado do sistema no instante t = O e por u(t) uma 
entrada que assume valores não-nulos somente para t < 0. Dessa forma pode-se 
escrever :1:(0) em função de u(t): 
u(-1) 
:n(0) = Wc 
{u(-2):| 
e calcular a saída, y(t), do sistema para t > 0: 
1/(0)
V 
1/(1) = W‹›f(0) 
Portanto, a matriz Hankel (W, Wc) pode ser interpretada gomo o mapeamento 
das entradas passadas em saídas futuras através do estado a:(0). Mais ainda, como 
os valores singulares de H são 'iguais aos valores singulares Hankel da matriz de 
transferência do sistema (comparando as equações 3.1 e 3.2), a norma Hankel 
equivale a norma 2 (maior valor singular) deste mapeamento (H 
Ainda falta esclarecer porque utilizar a norma Hankel quando, normalmente, 
o objetivo dos esforços de redução de modelos é minimizar a norma Em do erro 
em freqüência. Quando se escolhe uma norma, duas propriedades são requeridas: 
que ela possa ser minimizada sem um exagerado dispêndio computacional e que 
seja uma medida apropriada do erro. A discussão precedente sobre a relação entre 
0,- (H ) e cr,-(Ô indica que a norma Hankel seja uma boa medida da característica 
entrada-saída de um sistema e como se verá., ela realmente o é. Quanto ao esforço 
computacional, o problema da minimizaçao da norma Hankel é uma funçao quase 
direta de uma realização balanceada e, por isso, pode ser obtida facilmente.
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3.2 Todas as soluções! 
Como anunciado anteriormente, esta seçao tratará de apresentar uma parame- 
trização de todas as funções de transferência que minimizam a norma Hankel 
(min|lG(s) - Para tanto, seja G(s) uma matriz de funções de trans- 
ferência de grau n a ser aproximada. Supõe-se que G tem m entradas e m saídas 
e que é estável e racional. Geralmente, G tem n valores singulares Hankel maiores 
que zero, distintos ou não, e a escolha do grau k da aproximação determina sua 
divisão em três conjuntos. O primeiro é formado por r valores singulares iguais 
a o'k+1 (onde ak+1 é o (Ie + 1)-ésimo valor singular), ou seja, 1' é a multiplicidade 
do valor singular 0k+1. Os outros dois conjuntos compõem~se respectivamente dos 
valores singulares maiores e menores que o'k+1. Matematicamente, isso pode ser 
escrito através da seguinte ordenação dos valores singulares Hankel de G(s): 
U1Z"'2Uk>0'¡‹+1="'='TI‹+r>0¡‹+r+12"'20'n>0- 
Assim,seja 
'aí = A:|:+Bu 
y = C:c+Du 
uma realização balanceada de G(s) tal que os grammianos sejam cuidadosamente 
ordenados da seguinte maneira: 
[21 0
l 
P:Q:E: 
O 0'¡;+1I,. 
onde 
S1 0 
E1 = 
0 S2 
01 
S1 =
Uh
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¢T¡‹+r+1 
S2 = 
Un 
Note-se que 21 contém os valores singulares diferentes de ‹r¡..¡_1. 
As matrizes A, B e C são, então, particionadas segundo E como 
A11 A12 › B1 A = 
, 
B = 
, 
C = [C1 C2] 
A21 A22 B2 
Para caracterizar todas as aproximações Hankel-ótimas de G(s), procede-se 
da seguinte maneira. Primeiro, selecionam-se as matrizes U tais que 
U'-“U=I
6 
cz+ UB§ = 0. 
Na sequência, constrói-se uma função de transferência GU(s) = G'(s, U) cuja. par- 
te estável, Ô(s), será uma aproximação Hankel-ótima de G(s). Os detalhes da 
construção de determinada GU serão apresentados na definição 3.3 e, a seguir, as 
restrições sobre U que produzem aproximações ótimas serão formalizadas através 
de uma definição e um teorema. O uso exaustivo de todas as matrizes que sa- 
tisfazem as condições acima garante que todas as aproximações Hankel-ótimas 
serão encontradas. No entanto, diferentes escolhas de U podem levar à mesma 
aproximação Ô 
Definição 3.3 Dada uma matriz U qualquer, denote-se por GU(s) a função de 
transferência do sistema 
¿ Â11 Â12 A Ê1 A 
:E = A ^ .T+ À 'u (3.3) 
A21 A22 B2 
3) = [C1 C'z]:i'+Dú (3.4) 
onde 
Â11 = F_1(0'ë+1./l.T1 + Elƒlnzl - 0'¡;+1CÉrUBT)
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B1 
Ô1 
1321.-ãgf 
Ôz 
Â12 
Âzl 
Â22 + Âi›r2 
D
F 
Assim, (JU e' definido 
' 
32 
I"1(7-¬-131 + ‹T¡‹+1CirU) 
0121 + «,.+1UB}`
o 
-U3; 
-r-10? Óz 
-E233" 
É ÉT 2 2 
0'/‹+1 
D - 0'¡¢+1U 
2 2 
como o conjunto de todas as funções de transferência 
Ô'(s) que podem ser construídas como a parte estável de GU. Ou seja, pam cada 
U determina-se GU e definem-se Ô(s) e F(s) tais que 
e, assim, E ÇU. Ou, 
Ô(s) E 7100+ 
F(s) E 'Hoo- 
GU(s) = + F(s) 
ÇU Ê : 6 7-(°°+ e 
(3F(S) G 'tizzfz 3Gv(S)› Gv(S) = Ô'(S) + F(S))} 
Note-se que existe, de fato, um conjunto de funções ÔU que podemfl ser cons- 
truídas para cada matriz U e que os graus de liberdade residem na escolha de 
Ê; e Âzz. Além disso, apesar da definição aqui proposta para a matriz Ê ser útil 
posteriormente, ela poderia ter sido escolhida. arbitrariamente sem alterar a norma 
Hankel de G(s) -
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Definição 3.4 Define-se Q como 
À 
çâ{G(s)zaU,G(s)êgU 6 UTU=1 .‹z cz+UB§=o} 
Assim definido, Q é o conjunto de todas as funções de transferência Ô tais que 
Ô(s) E GU 
para alguma matriz U restrita somente por 
UTU z 1
6 
cz+UB;f =o. 
O teorema a seguir guarda em si a desejada parametrização de que trata esta 
seção. '
' 
Teorema 3.5 Qualquer aproximação Hankel-ótima de G(s) pertence a Ç e pode 
ser conseguida com 
o 5 âz'm(À22) 5 2¡z + T - 1 
onde r e' a multiplicidade do (lc + 1)-ésímo valor singular Hankel.
V 
A prova deste teorema é relativamente complexa e longa e encontra-se em 
[17]. Note-se, novamente, que a dimensão de Â11 é n - r e que existe uma certa 
liberdade na escolha de Â22 e Êz. Outro detalhe importante é que se (Âzz, Êz) 
for completamente controlável então o grau da aproximação é lc. 
O último ponto a destacar é que se G(s) for p × m ou m × p, ao invés de m × m, 
a restrição UTU = I passa a ser UTU Ê I.
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3.3 Uma classe de soluções e uma solução parti- 
cular 
Tendo estabelecido anteriormente todas as soluções do problema, a tarefa destina- 
da a esta seção fica bastante facilitada. Na verdade, não fosse o objetivo minimizar 
a norma Leo, qualquer afirmação com respeito unicamente ao problema de otimi- 
zação ficaria sem sentido. No entanto, não é uma simples solução ao problema 
da aproximação da norma Hankel que se procura; é, sim, uma que seja facilmente 
calculada e que produza erros .Cw satisfatoriamente pequenos. 
Antes de apresentar a solução desejada é proveitoso lembrar que, ao definir 
Ô (s) (ver definições 3.3 e 3.4) tinham-se graus de liberdade na escolha de U, Âzz e 
Ê2 e, mais ainda, havia liberdade na dimensão atribuída a Âzz. Em sintonia com 
estas possibilidades o seguinte teorema define uma classe particular de soluções ao 
problema da norma Hankel. 
Teorema 3.6 Seja G(s) com m entradas e m saídas, estável e racional. Seja 
uma matriz U qualquer tal que 
. 
UTU z 1
e 
cz + UB;f = o. 
Assim, a parte estável da função de transferência do sistema 
51 = Â1152+É1ü 
z; = Ó1â+Dà 
onde Âu, É1, Ó1 e Ê são apresentadas na definição 3.3, constitui uma aproxi- 
mação Hankel-ótima de G(s). 
Ressalte-se que este teorema define uma classe de soluções da maneira mais 
simples possível, ou seja, escolhe nula a dimensão de Azz, considerando somente a
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parte referente a Â11. Outra vez, no caso da planta não ser quadrada, a restrição 
UTU : I transforma-se em UTU § I.
i 
A solução do problema da norma Hankel que será utilizada para redução de 
modelos é dada pelo seguinte corolário. 
Corolário 3.7 Seja G(s) como no teorema 3.6 mas com p entradas e m saídas. 
Defina-se
T 
U0 = -025; (3.5) 
onde Bš denota a pseudo-inversa de Moore-Penrose de B2. Em particular, se 
posto(Bz) = r então Bl : Bg(BzB;r)'1. 
Assim, a parte estável da função de transferência do sistema 
Í = Â11Í+.É1'ü 
g = C^1â+Dà 
onde À11, É1, Ó; e É sao apresentadas na definiçao 3.3, é uma aproximaçao 
Hankel-ótima de G'(s). 
Os limitantes do erro Em mostrarao que esta escolha de U é adequada ao 
processo de redução. Como também se verá, o cálculo de B; será facilitado porque 
B2 tera posto igual a r. 
3.4 Análise de erro 
Até agora, viu-se que o cálculo da aproximação ótima com respeito à norma Han- 
kel é uma função quase direta da realização balanceada. A pergunta mais im- 
portante, porém, foi postergada: uma aproximação ótima deste tipo é uma boa 
aproximação? o momento para respondê-la e esta seção o fará mostrando que 
a máxima diferença entre sistema e aproximação é tão pequena quanto aquela 
encontrada para o método do capítulo 2. Além disso, ver-se-á que permitindo a
CAPÍTULO 3. A NORMA HANKEL sô 
existência de um termo relativo à transferência direta este limitante pode cair à 
metade. 
Supondo G(s) estável, cabe apresentar alguns conceitos e propriedades. Pri~ 
meiro, a caracterização da norma Hankel em termos dos valores singulares Hankel 
é feita assim: 
l|G(S)HH = UmaX(G($))- 
Os valores singulares Hankel também podem ser usados para estabelecer um limi- 
tante para a norma ,Coo de G(s) se G(oo) = 0 (ref. [17]): 
ft 
|lG(1`w)|lz×z S 2 2‹f‹(G(S))~ 
i=1 
Outra propriedade interessante que relaciona os valores singulares Hankel com a 
norma Eco é o fato de que existe uma matriz D9, de transferência direta, tal que 
71 
||G(J'w) + Do|I‹×› S Z ‹f‹(G(S))- 
i=1 
Sendo Ô'(s) uma aproximação Hankel-ótima de grau lc para G(s), que é uma 
matriz de transferência racional e estável de dimensão m × m, o melhor que se 
poderia conseguir com relação à norma [Zoo é - 
A 
HG(J`w) - Ô(J`w)||‹×› = 0/‹+1(G(S))- 
Porém, isso só é conseguido se for permitido a ter pólos instáveis (ver [17]). 
Colocando de outra maneira, a presença de uma parte instável na aproximação 
Hankel-ótima diminui a norma .Cm do erro. Em geral (como no decorrer desta 
seção, onde denotará uma matriz estável) ' 
||G(J`~) - Ô(J`w)lI‹×› 2 ‹nz+1(G(S))- 
Quanto à norma Hankel, o valor ótimo do erro é dado pela seguinte equação: 
||G(S) - Ô(S)|IH = 0/‹+1(G(S)),
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ou seja, ‹r¡(G(s) - Ô(s)) = o'¡.+1(G(s)). Isso quer dizer que para todo i, a',~(G(s) - 
É a'¡.+¡(G(s)) pois 01 é o maior dos valores singulares. Mais que isso, nota- 
se que a fim de minimizar o maior valor singular, todos os primeiros n lc - l 
valores singulares igualam-se a o'k+1(G(s)) (onde lc +l é a dimensão da matriz de 
dinâmica do sistema da equação 3.3). ' 
O resultado principal desta seção é estabelecido no seguinte teorema que, como 
todos os resultados até aqui apresentados, encontra-se acompanhado da respectiva 
prova em [17]. Em oposição a outros resultados, a planta não é necessariamente 
quadrada neste caso. 
Teorema 3.8 Seja Ô(s) a aproximação Hankel-ótima de grau k relativa à matriz 
G(s) (estável, racional e p × m) dada no Corolário 3. 7. Então 
0,-(G(s) -- § o*k+1(G(s)), i= 1, 2, ~ - ‹,2k + r (3.6) 
0,-(G'(s) - É ‹T,~_k(G(s)), i = 21: + r + 1, - - -,n + k (3.7) 
e existe D0 tal que 
fl 
HG(J`w) - G(J'w) - Do|I‹›‹› S U/‹+1(G(S)) + E 0›'(G(S))- (3-8) 
i=k+r+1 
Note-se que, quando r = 1, este resultado significa que o erro obtido com este 
método é metade daquele do capítulo 2. Como comentado em [27] para um dos 
métodos do capítulo 2, a exigência de D0 = 0 dobra este limitante. A princípio, 
isso incentivaria a adoção do truncamento da realização balanceada em detrimento 
da aproximação via norma Hankel. No entanto, além dos resultados práticos serem 
diferentes ora em favor de um método ora em favor do outro, o método da norma 
Hankel conduzirá a uma nova metodologia para aproximar um sistema com pólos 
instáveis.
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3.5 Aproximando um sistema estável 
As seções anteriores trataram de estabelecer o problema da aproximação de sis- 
temas de forma ótima no sentido da norma Hankel, apresentaram sua solução e 
mostraram que tal solução também é uma boa aproximação no sentido da norma 
.Cao do erro absoluto. O que resta para a presente seção é colocar de forma al» 
gorítmica o método da norma Hankel e propor uma matriz de transferência direta 
D0 que satisfaça o limitante do teorema 3.8.
V 
O método apresentado no Corolário 3.7 será implementado. Assume-se um 
sistema estável, na sua forma balanceada (como no capítulo 2) e com valores 
singulares 
012-~-20'¡;>0'¡¢+1>0'¡¢+zZ---20'y¡>0. 
Observe~se- que estas condições sobre os valores singulares Hankel impõem que a 
realização seja mínimae que r = 1 (ak > o'¡.+1 > a¡,+2; k é o grau da aproximação). 
Pode-se superar o primeiro problema através de um método de balanceamento que 
produza um realização mínima, além de balanceada. No entanto, a proximidade de 
‹rk+1 e ‹7k+z pode causar problemas numéricos quando do cálculo de I"1 abaixo. 
Seja, portanto, a realização balanceada de G(s) dada por (A, B, C, D) e parti- 
cionada como a seguir. Mais uma vez é importante notar a ordem particular dos 
valores singulares (e consequentemente dos estados). 
A11 A12 A B B1 c = › = , = C C 
A21 A22 B2 [ 
1 2] 
_ 
E1 0 E :d1a'g{01› ' ' '›0'Í¢›0Í¢-+27' ' 'ao-nua-k+1} = 
0 0'¡¢+1 
Com este particionamento dim(A2z) = 1 e rank(B2) = r : 1, devido a su- 
posição de que a realização é mínima. Agora, define-se o sistema (Â,Ê,Ô',Í)) 
por:
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Uz 
F: 
Âz 
Êz 
Ô: 
Í): 
-(0232)/(3233) 
Ei _ Uš+1Í 
r-1(«,2+,Af, + 21A1121 - z,.+1C1TUBf) 
F_1(E1B1 + 0k+1C?U) 
0121 + «,,+1UB§f 
D - 0'¡¢+1U 
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(:›,.9) 
(s.1o) 
(3.11) 
(312) 
(sis) 
(314) 
Assim, (Â, Ê, Ô, Ê) define uma realização de GU(s) da qual dois outros sis- 
temas serao extraídos: um estável, que definirá a aproximaçao procurada e um 
completamente instável (anti-causal ou anti-estável), que poderá ser utilizado para 
" 
l 
` d aproximar sistemas instáveis (seçao 3.6). Ta separaçao dar-se-á em nas etapas. 
Primeiro, reduz-se Â a sua forma ordenada de Schur usando uma matriz unitária 
V tal que 
T A Ã11 A12 V AV = ~ 
0 A22 
onde Re(z\,-(Ã11)) < 0 e Re(z\,-(Ãzz)) > 0. O segundo passo parte de uma matriz 
K E lRk×("`k`1) tal que 
Â11K _ KÂ22 + Ã12 = 0- 
A existência de tal matriz é garantida pelo posicionamento do autovalores de Au 
e Ãzz (ref. Tendo calculado K, constrói-se 
I K T=V =[T1 T2] 
0 I 
K S1 
ei; z eu 
A transformação T = S"1 desacopla os estados da realização, definindo dois 
sistemas: 
Ô(-S) I Ê + Õ1(SI _ Ã11)_1Ê1
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fi¬(.‹.) = õz(s1 _ Ãzz)-lãz (:›,.1õ) 
onde - 
É, = 511? B2 = szB 
Õ1 = ÓT1 Ôz = ÓT, 
A subseção a seguir redundará em uma matriz D0 tal que Ô(s) + D0 constitui 
a aproximação que se está procurando. 
3.5.1 Cálculo da transferência direta 
Partindo da constatação que a matriz D0 que satisfaz o teorema 3.8 nao é neces- 
sariamente única apresentar-se-á uma possível escolha para D0. Aqui, o resultado 
de Glover será apresentado sem justificativas visto que as razões expostas em [17] 
estão por demais inseridas no contexto e não seria conveniente reconstrui-lo aqui 
apenas para explicar em sua totalidade a escolha desta D0. Na verdade, o uso de 
matrizes de transferência direta em modelos reduzidos já é por si só questionável 
sendo apresentado aqui somente para expor plenamente o conteúdo de [17]. O 
que é mais uma vez destacável, todavia, é que D0 é arbitrária e que a escolha 
apresentada satisfaz o teorema 3.8. 
Seja (Ap, Bp, Cp) uma realização balanceada de -F(-s) (equação 3.16) com 
valores singulares Hankel dados por pl 2 - ~ - 2 ;z,,_.¡,_.1 2 0. Note-se que -F(-s) 
é estável e tem uma representação em variáveis de estado dada por (-Âzz, Êz, Ôz). 
Inicialmente, faça-se DO = O, lembrando que a equação 3.15 já inclui um termo 
Defina-se q Ê p + m (q poderia ser qualquer inteiro maior que p + m). As 
matrizes Z e Y, de dimensão q × (n - k - 1), são definidas por
A 
BT CF = F 
, Y = . 
0 0 
Além disso, z,- e y,- denotam a i-ésima coluna de Z e Y, respectivamente. 
Como última definição preliminar, seja x um vetor qualquer e vz o vetor de
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Householder (conforme [19]) tal que 
az'
0 
(I - 2v,v3`):c = - _ li
0 
onde cz, : ||:::Hz = \/xTaf:. Assim definido, vz é dado por
1 
U : x+ ||:vH2e1 _ el :_ 0 Z 
II* + llfll2@1||2i E
0 
Segue, finalmente, o algoritmo. Para cada i-entre 1 e n - lc - 1, inclusive, os 
seguintes passos são executados: ' 
1. Calculam-se os vetores de Householder vy e vz referentes a y; e z¡, respecti- 
vamente. Da mesma forma, ay e az são as normas de y,- e z,~. 
2. Define-se 
-šf 0 0 0 
0 0 I¡,_1 0
` 
U Ê (I - 2vyv;¡r) 
O I O O 
(I - 211,123). 
m-1 
0 0 0 Iq_,,_m.¡.1 
3. Se 2' < n - k -1 então, para cada j entre i+ 1 e n - k - 1, inclusive, 
y = _w/11 + Uzâuz 
\/11? - Mi 
_ em + UTw/1.- zj _ -í--
\//L? -#2 
1/J' : 1/Ê 
4. Recalcula-se D0: 
z' 
Im 
D0 = D0 + (-1) /1-' [Ip 0lU
0
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Como resultado, obtém-se D0 tal que 
i n-k-1 
nas) - Ge) - D0||z×, 5 «ai + 2 zzz 
í=1 
e o fato de que Vi E {1,2, - - un _ k _ 1}› /1¡= 0z'(F(-5)) S ¢TI=+1+i(G($)) (de 
acordo com [17]) conduz a afirmação de que a aproximação + D0 de G(s) 
satisfaz » 
fl 
nG‹s› - Gm - Dziuzo é 2 ‹›«.z 
í=k+1 
3.6 Aproximando um sistema instável 
Até aqui, a única maneira para aproximar um sistema com pólos instáveis era 
aquela apresentada na seção 2.5 para o truncamento da realização balanceada 
e que também é aplicável para 0 método descrito neste capítulo. No entanto, 
tratando-se das aproximações Hankel-ótimas outro procedimento é possível (ver 
também referência [17]). 
Normalmente é o caso do sistema a ser aproximado estar inserido em uma 
configuração estável em malha fechada sendo necessário que modelo e aproximação 
possuam o mesmo número de pólos no semi-plano direito (e os mesmos pólos sobre 
o eixo imaginário). Para produzir um modelo reduzido com estas características 
separa-se G(s) em suas partes estável (G1) e anti-estável (G2) 
G(s) = G1(s) + G,(s). 
como foi feito no capítulo 2. 
Se o sistema tiver pólos sobre o eixo imaginário eles devem ser copiados para 
a aproximação. Em seguida, Ô1(s) é definida como a aproximação Hankel-ótima 
de G1(s) e, como visto na seção 3.5, este procedimento tem como subproduto a 
matriz de transferência F1 (s) (equação 3.16). Assim, define-se Ôz(-s) como a 
aproximação Hankel-ótima de Gz(-S) + F1(-s). Finalmente, 
Ó(s) z â:1(z) + Óz(z)
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é a aproximação que se está procurando para G(s). A única parcela realmente 
reduzida é Ô1(s). Em Ôz(s) modificam-se apenas as posições dos pólos (e zeros) 
em relação a Gz(s). 
O método recém delineado fornece um limitante superior menor que aquele 
da seção 2.5. Infelizmente, um limitante menor não significa necessariamente uma 
aproximação melhor embora esta pequena variação na posição dos pólos instáveis 
possa realmente diminuir a norma Em do erro.
Capítulo 4 
Redução ponderada 
O capítulo 2 mostrou que a forma balanceada constitui um excelente instrumento 
para obtenção de modelos reduzidos. Uma extensão lógica para aquele procedi- 
mento é a introdução de ponderações em freqüência. Neste capítulo, o trabalho 
de Enns (ref. [l6]) será apresentado e ver-se-á que análise semelhante àquela do 
capítulo 2 conduz ã extensão procurada sem maiores dificuldades. 
De forma análoga, uma extensão para o caso da redução via aproximação da 
norma Hankel (capítulo 3) será apresentada como sugerido [48]. Embora, o método 
da norma Hankel com ponderações seja, como a versão original do capítulo 3, le- 
vemente mais complicado que o truncamento da forma balanceada, ele possibilita, 
em alguns casos, que se obtenham limitantes superiores para o erro em freqüência 
(ref. A idéia inicial deste método é devida a Latham e Anderson (ref. [24]). 
O principal objetivo do estudo das ponderações é efetuar a redução do contro- 
lador levando em conta a característica do sistema como um todo, ou seja, consi- 
derando tanto controlador quanto planta. Eventualmente, pode-se derivar ponde- 
rações que assimilem as características do sinal de controle e das perturbações a 
que o sistema estará sujeito. Mais adiante, neste capítulo, será desenvolvido um 
método de redução de controladores (seção 4.4) que utiliza uma ponderação apro-
44
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priada para tentar manter a estabilidade do sistema com o controlador reduzido. 
Este método foi sugerido em [16] e também é usado no capítulo 5. 
Embora as ponderações seja estudadas com o intuito de serem utilizadas pa- 
ra garantir a estabilidade do sistema com controlador reduzido, outros usos são 
possíveis. Por exemplo, na seção 4.5 serão apresentadas ponderações que vi- 
sam adaptar o processo de redução a características peculiares do sistema ou ao 
seu desempenho. O uso de ponderações serve também para selecionar faixas de 
freqüências nas quais a aproximação deve ser mais fiel.
~ 
4.1 A forma balanceada e as ponderaçoes 
A extensão aqui apresentada é motivada pela interpretação geométrica da reali- 
zação balanceada dada no teorema 2.1. Considera-se um sistema estável e mínimo 
zi: = Aa: + Bu 
(4.1) 
y = Cx+ Du 
o qual deverá. ser balanceado sujeito às ponderações W; e Wo, aplicadas respecti- 
vamente na entrada e na saída. Essas ponderações são representadas por matrizes 
de funções de transferência estáveis e mínimas dadas por 
W." =_ C¡(SÍ - ƒl¡)_1B¡+ D¡ 
W, = C,(sI - A,,)`1B¿, + D0. 
A figura 4.1 apresenta o sistema com as ponderações incluídas. Com base nela, 
os conjuntos de estados do sistema da equação 4.1 que são “muito controláveis” , 
SC, ou “pouco observáveis”, Sá", serão caracterizados. Cabe ressaltar que apenas 
os estados do sistema estarão nestes conjuntos; os estados das ponderações não. 
Note-se que Sc corresponde aos estados que podem ser atingidos com entradas de 
norma menor que a unidade enquanto Sá reúne os estados que, como condições 
iniciais, produzem saída com norma inferior a unidade.
CAPÍTULO 4. REDUÇÃO PONDERADA _ 46 
i.|vv,.(s)i 
“ B |-×›| (31.-A)-1 0 1” w,_,(s) “' 
Figura 4.1: Sistema com ponderações de entrada e de saída 
Relembre-se agora o resultado do teorema 2.1: para determinada F(t) cujo 
grammiano pode ser decomposto em 
W = VÊVT 
E = diag{01,o'z, - --,a',,} 
VTV=I, V=[v¡ vz vn] 
tem~se: ‹ 
1. A superfície de Sc é um elipsóide com semi-eixos iguais a ¬/mv; com i E 
{1,2,--›,n}. . 
2. A superfície de S¿'~ é um elipsóide com semi~eixos iguais a 7L=_v,- com i 6
. 
{1,2,---,n}. 
Supondo que as realizações de W/¡ e W., são obtidas usando os estados z; e xo, 
utiliza-se a função de transferência de v .para 2: a fim de caracterizar o conjunto 
controlável do sistema da figura 4.1. Isto é, utiliza-se 
55,* = Ã¡Í¡ + Éiv 
_ (4.2) 
27 = C¡Í!¡
z 
52.' = iv; 
xo _ 
A Ba- o 
À.- = o A.› o 
Boc B,,Dc.~ A0 
COII1
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BD; 
Bí = 
Í 
B,-
1 B.,DD.- 
[I o 0] Ô.› = 
A resposta deste sistema com condições iniciais nulas é a F (t) = Ô,~eÃ*'Ê,- cujo 
grammiano caracteriza Sc. Tal grammiano, portanto, é
' 
Pw = fã” F(t)FT(t) dt 
P., = fé” Ô,~eÃ"'É,-É;-reÃ-T*Õ,T dt 
Note-se que o grammiano de controlabilidade do sistema da figura 4.1 pode ser 
escrito em funçao de A; e B,- e particionado segundo 2,1 
P1 P2 P3 
_ 
P = /0° ¢Âf*B.-B,.TzÃ-“zu = P3" P., P5 
O 
Pgf Pgf P6 
Assim, tem-se
I 
PW =C¬,»Pã¬,.T=[1 o o]P 
ÍQ1 
= P1.
o 
Embora este resultado forneça uma maneira simples de calcular o gmmmiano 
ponderado, é importante notar que se estão realizando operações desnecessárias. 
Isso pode ser verificado com base na equação 4.2 onde nota-se que os estados xo 
não tem qualquer influência sobre a saída (que são os estados x) sendo, portanto, 
passíveis de eliminação. 
A caracterização de 55" segue por dualidade usando a transferência de X para 
(P
_ 
ía = Ã,,í',, + ÊOX 
Õ _ 
(43) 
(P: 030
I 
Ío = 12,' 
170 
COITI
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A - BC; 0 
ÃO _'-: O Á; Ú 
BOC B0DC,- A0 
z m 
'Co = [DOC D,,DC,~ C0] 
e FT(f) = Ô,,eÃ°'É,,. Assim, a caracterização do conjunto observável é feita pelo 
grammiano 
Qu, z f0°° F(:)FT(t)dz
V 
Qt = f0“B3zÂf=õ:õzzÃ~*B0dt 
que, utilizando o grammiano de observabilidade do sistema completo em função 
de Ã evÔ , i 
_0 
0 
Q1 Q2 Q3X 
Q:] eÃ:tÕ;rÔ‹z€Ã°t¿í= Q; Q4 Q5] -o 
Qg Qg Qõ 
pode ser escrito como
I 
Qw z BÉQB., = [1 0 o]Q 
Ífl 
-_-QI.
0 
As mesmas observações relativas à utilidade dos estados z,, na equação 4.2 
são aplicáveis para os estados z,~ na equação 4.3. Em seguida isso será melhor 
colocado. ‹ 
Resta aplicar uma transformação ao sistema da equação 4.3 para que os eixos 
das elipses dadas por P., e Qu, sejam alinhados. Mostrar que tal transformação 
existe é um pequeno exercício de manipulações algébricas. Assim, o método para 
realizar o balanceamento é calcular P e Q como soluções das respectivas equações 
de Lyapunov, extrair os cantos superiores esquerdos e balanceá-los. Note-se que 
balancear PW e Qu, não significa balancear P e Q.
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Antes de continuar o estudo das ponderações em freqüência e aplicá-las ao caso 
de redução de controladores é interessante fazer um pequeno resumo do método, 
procedendo as simplificaçoes possíveis. 
1. Cálculo de P: P satisfaz 
ÃP+PÃT+B1ãT zo 
_ A BC¡ _ BD; A : B : 
0 A¡ B,~ 
2. Cálculo de Q: Q satisfaz 
ÃTP+PÃ+C¬Tã= 0 
B,_.c A.,
V
I 
Pw = [I 0] P
O
I 
Qw = ll 0] Q
0 
4. Balanceamento de Pw e Qu, conforme capítulo 2, ou seja, achar T tal que 
_ A 0 _ A = C = [DOC C0] 
3. Cálculo de P., e Qw: 
T-1P.,,:z¬-T = ›: =`TTQ,,,T. 
5. Colocar o sistema na forma balanceada. 
Az, = T`1AT Bb = T'1B Cz, = CT Db = D 
6. 'fiuncar o sistema na ordem desejada. ` 
Esta metodologia pode ser colocada de uma maneira mais simples porém me- 
nos eficiente. Para calcular P e Q basta utilizar o sistema da figura 4.1 como um 
todo: 
A BC, 0 
A, = 0 A,- 0 
BOC B0 DC, A.,
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BD¡ 
Bt = B; 
C, = [DOC D,DC¡ C0). 
Em seguida, retira-se a parte que interessa a redução, ou seja, Pw e Qw, os cantos 
superiores esquerdos de P e Q. O resto segue a partir do passo 4 (logo acima). 
4.2 Aproximações Hankel-ótimas com pondera- 
ção 
Nesta seçao, o problema análogo à reduçao balanceada ponderada será estudado 
para o caso de aproximações Hankel-ótimas. Como será visto a seguir, o método é 
bastante restrito no que diz respeito às ponderações possíveis, oque, no entanto, 
não o impede de ser utilizado para o problema da redução de controladores (o 
principal motivo do estudo das ponderações). 
O problema da aproximação Hankel-ótima ponderada de uma função de trans- 
ferência consiste em, dada uma matriz G(s) e ponderações W; e Wo, encontrar 
a matriz que minimize HW.,(s)(G(s) - Ô(s))VV,~(s)||¡; onde ~ HH é a nor- 
ma Hankel como definida no capitulo 3. Da função que minimize a norma Hankel 
espera-se que produza um baixo valor (próximo do limitante inferior) para a norma 
Leo. . 
A primeira abordagem para este problema foi apresentada por Latham e An- 
derson em [24] para a qual Anderson obteve um limitante superior em Infe- 
lizmente, estes resultados requerem que as ponderações sejam bipróprias, invia- 
bilizando sua utilização para reduzir controladores. O método descrito a seguir 
deve-se a Zhou em [47]. 
Supõe-se que G(s) é estável e que as ponderações e W,,(s) são anti-
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estáveisl com realizações mínimas representadas por (A,,,_., B,,,_., C_'w_., DM) e 
(Awo, Bwo, Cwo, Dwo). Note-se que a suposição de ponderações mínimas não 
é problemática uma vez que é possível encontrar uma realização mínima antes de 
efetuar a redução. O que realmente restringe o universo de ponderações aceitáveis 
é que elas devem ter todos os seus zeros no semi-plano direito, da mesma forma 
que ocorre com os pólos. De fato, a condição sobre os zeros pode ser relaxada 
(basta que os zeros das ponderações não coincidam com os pólos da aproximação 
Ô1 definida a seguir) embora isso em nada facilite o processo de redução de con- 
troladores. 
Seja o operador definido com a extração da parte estável, isto é, se G(s) = 
G¿(s) + G,›(s) então [G(s)]_ = G.,(s). Para obtenção de uma aproximação (de 
ordem lc) Hankel-ótima de G ponderada por Wi e Wo utiliza-se, como primeiro 
passo, uma aproximação obtida como no capítulo 3 para [W.,GW,-]_. Em outras 
palavras, encontra-se uma função Ô'1(s) de ordem k tal que 
||[Wz›GWâl- - Ôilln 
é mínima. » 
De posse desta função Ô'1(s), definida por (Â1, Ê1, Ô1, ÍJ1), e garantindo as 
condições colocadas nos parágrafos anteriores existem matrizes X, Y, V e Z tais 
que 
Amex - XÀI + B.,,_,Y = 0 
cw,X + Dw_,Y = C1 
vA.,_. _ Àlv + zc,,,_. = 0 
vBw_. + zD,,,_. = B, 
À1 Z 
G¡.(s) = Y 0 
IA necessidade de ponderações anti-estáveis decorre da maneira como o método é construído 
e, assim,
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é uma aproximação ótima no sentido da norma Hankel ponderada, isto é, Gk faz 
||W‹›(G - G1‹)W‹IIH = vt+z([W‹›GW›'l-)- 
4.3 Uma outra abordagem 
O problema da redução de modelo sempre caracterizou-se pela diversidade de 
abordagens. A redução ponderada não é exceção. A solução encontrada por Zhou 
em [46] será apresentada nesta seção. Embora também não seja uma solução geral, 
ela apresenta a interessante propriedade de conduzir à obtenção de um limitante 
superior. Além disso, esta abordagem não está atrelada a nenhum método de 
reduçao de modelo e pode ser usada tanto com a forma balanceada quanto com a 
norma Hankel. 
Seja a ponderação W(s) dada por (AW, BW, Cw) e o modelo a ser reduzido 
G(s) dado por (A, B, C, D). Além da restrição evidente de que Du, = 0, assume-se 
que G (s) é estável, Bu, é inversível e C., tem posto completo por linhas. Supõe- 
se também que A e Au, não tem nenhum autovalor em comum. Estas restrições 
praticamente inviabilizam o uso deste método para redução de controladores. Aqui 
se utilizam ponderações na saída mas a versão pela entrada também existe. 
Sendo assim, seja P G lR""'×" a única solução de A,,,P - PA + B,,,C = 0. 
Determinando o sistema estável 
Ô1(8) = 
[ 
lã! 1:31] 
C1iD1 
que é um aproximação de ordem lc de 
A B 
G1(S) : 
CWP 0 
X = 0.'š‹0t0.'£›-*fa 
pode-se calcular
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Y = B,;1(XÀ1- Awx) 
15 = B;1(-PB +XÉ1)+ D 
À É 
G,(s) = 1 É . Y D 
Construído desta maneira, G, é tal que 
e construir 
||W(G - Gr)||z×› S 2||G1 - Ô1||‹×z 
e, se Ô'1(oo) = 0, 
i 
||W(G - Gf)H‹×› S IIG1 - Ô1II<×z. 
i Deve-se notar novamente que este método é válido qualquer que seja a abor- 
dagem adotada para aproximar G1. Em particular, se Ô1 for obtido através de 
reduçao balanceada ou aproximação Hankel-ótima tem-se 
|lW(G _ Gf)I|‹×z S 2(0›‹+1 + ~ - - + Un)- 
4.4 Redução de controladores 
A utilização dos métodos propostos neste capítulo no caso de redução de controla- 
dores é um procedimento simples mas que necessita de uma manipulação bastante 
engenhosa. Nesta seção será mostrado como uma análise em termos da pertur- 
bação causada pela substituição do controlador por sua versão de ordem reduzida 
conduz a um interessante método que prima pela busca da estabilidade. 
Tome-se como ponto de partida o sistema da figura 4.2 onde está desenhado 
o sistema original para o qual busca-se um controlador reduzido. Obviamente, 
supõe-se que este sistema, como um todo, é estável. 
Em seguida, como mostrado na figura 4.3, o controlador original é substituído 
pela sua versão reduzida. Sobre este sistema pergunta-se que condições asseguram
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II 
Figura 4.2: Sistema em malha fechada: Planta + Controlador
~ 
Figura 4.3: Sistema em malha fechada: Planta + Controlador Reduzido 
sua estabilidade e, como o controlador reduzido .não é conhecido, deseja-se que tais 
condiçoes dependam somente da planta e do controlador original. Com este fim, 
nota-se que o controlador da figura 4.3 pode ser substituído como na figura 4.4(a) 
que, por sua vez, pode ser manipulada adequadamente para chegar ao sistema da 
figura 4.4(b) onde W é dada por 
W = (1 _ GK)-IG = Gu _ KG)-1. 
Segundo Doyle e Stein (ref. [15l), as condições para que o sistema destas 
figuras (4.3 e 4.4) seja estável são 
1. K e K, têm o mesmo número de pólos em lD+. 
2. Sobre o eixo imaginário, K e K, têm pólos idênticos com os mesmos resíduos. 
3. W é estável. Ê 
4. Pelo menos uma das equações 4.4 e 4.5 é satisfeita: 
||(K, - K)W||.×› < 1. (4.4) 
||w(K, -1‹)||,×, <1 , (4.õ)
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0 K‹s› 
a b 
K,(s) - K s)
N 
:›‹ 
V
A 
D' 
W s 
Kf(S) - '(5) 
(bl 
Figura 4.4: Relaçao entre reduçao do controlador e reduçao ponderada 
Estas condições constituem uma pequena extensão do teorema do pequeno 
ganho (ref. [15]). Infelizmente, é muito difícil minimizar as normas dadas nas 
equações 4.4 e 4.5 no caso geral e assim garantir que sejam menores que a unidade. 
Todavia, é possível utilizar os métodos de redução ponderada apresentados neste 
capítulo para tentar fazer com que uma dessas normas assuma um valor bem 
próximo do mínimo. Quando se utiliza a equação 4.4 ou a equação 4.5 o método 
é conhecido como sendo ponderado pela entrada ou pela saída. 
É importante notar ainda que o método da norma Hankel precisa de pon- 
derações anti-estáveis, mínimas e que tenham todos os seus zeros no semi-plano 
direito. A utilização no caso de redução de controladores pode ser feita utilizando 
uma realização mínima de W(-s) como ponderação anti-estável. Ainda assim, 
W(s) precisaria ser fase mínimaz o que nem sempre é verdade. O método apre- 
sentado no capítulo 5 não sofre deste problema assim como o método utilizando a 
forma balanceada apresentado na seção 4.1. 
2Como notado anteriormente, esta restrição pode ser relaxada e está relacionada com a proi- 
bição de que um zeros da ponderação seja também pólo da aproximação Hankel-ótima
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4.5 Ponderaçoes úteis 
O estudo de ponderações em freqüência que possam ser utilizadas para redução de 
controladores assim como outros métodos de redução ponderada que possuam li- 
mitantes superiores fáceis de calcular representam outro ramo da teoria de redução 
de sistemas. ' 
Algumas das ponderações propostas estão reunidas em [4] e definem critérios 
para os quais se busca um mínimo. Entre esses critérios estão 
Jn = H(K-Kf)VHz×› 
V 
Jc = IIU-GK)'1G(K-Kf)(1-GK)`1||z×z 
JÁ = HU- GK)`1G(K - Kf)(Í- GK)`1V|I.×› 
onde a dependência de jw está implícita e V e V são definidas como as fatorações 
dos espectros dos sinais de erro (<I>q) e de entrada (Qu) em um controlador LQG: 
l 
<1>zz‹â«›› = v‹f~)V'‹-M 
‹1›..‹â~›) = V‹1‹»›V'‹-â~)~ 
Em [18], Goddard e Glover apresentam um método para calcular ponderações 
W; e Wz tais que, dado um controlador K que estabilize a planta G, a obtenção 
de um controlador reduzido K, satisfazendo 
llW1-IÍK "KrlW2_1ll‹×› < 1 
garante que ele também estabiliza a planta. Embora tais ponderações também 
sejam boas no sentido da manutenção da performance, sua obtenção é relativa- 
mente complicada se comparada com as anteriores ou com os outros métodos deste 
trabalho. 
Paralelamente à busca de ponderações mais eficazes, outros métodos de re~ 
dução ponderada se desenvolveram com o intuito de possibilitar a obtenção de 
limitantes superiores para o erro em freqüência.
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Um destes métodos é apresentado em [1] por Al-Saggaf e Franklin contemplan- 
do especialmente o caso discreto mas estendido ao caso contínuo. Basicamente, 
é um método de redução balanceada ponderada no qual requer-se da ponderação 
que tenha ordem igual ao número de entradas do sistema. 
Entre os métodos mais pesquisados atualmente encontra-se um que é deno- 
minado Truncamento Estocástica Balanceado ou simplesmente BST. Este método 
inspirou o uso de ponderações as mais diversas envolvendo algum tipo de matriz 
de transferência inversa à do sistema. Nestes métodos dois tipos de erros são 
analisados: o erro relativo 
Erel Ê G+(G¢ - G) 
e o erro multiplicativo 
onde G* é uma inversa pela direita de G. Como exemplos de estudos sobre 
este método podem ser citados os trabalhos de Zhou (ref. [45]) estendendo-o 
para plantas não-quadradas e de Gu (ref. [20]) estabelecendo um método similar 
chamado IWBT ou Truncamento Balanceado com Ponderação Inversa.
Capítulo 5
É A abordagem por fatoraçoes 
coprimas 
Desde que Nett, Jacobson e Balas (ref. [31]) estabeleceram uma conexao cla- 
ra entre as representações de estados e por frações coprimas de uma função de 
transferência, a abordagem dos problemas de controle através de fatorações pas- 
sou a encontrar cada vez mais aplicações. Com o trabalho de Anderson e Liu 
em uma série de publicações ([26], [3], [28] e [4]), a teoria de redução de modelos 
também utilizou-se das facilidades provenientes destas representações. Uma con- 
tribuição desta abordagem foi uma nova metodologia para aproximar funções de 
transferência de sistemas instáveis. 
Uma boa descrição da teoria das fatorações pode ser encontrada em [40], embo- 
ra não se requeira tamanho conhecimento do assunto para entender estaaplicação 
específica. Algumas definições destinadas a estabelecer a terminologia e as pro- 
priedades que motivaram o surgimento deste novo método serão apresentadas nas 
seçõesçseguintesz Nas seções 5.2.1 e 5.2.3, as fatorações serão aplicadas ao proble- 
ma da redução de modelo e ver-se-á que a sua solução mantém a simplicidade dos 
métodos anteriores.
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Cabe ressaltar que este método é em essência uma aplicação da teoria das 
realizações balanceadas com ponderações. Assim, para buscar um controlador re- 
duzido que mantenha estabilidade do sistema, uma classe especial de ponderações 
será introduzida, resultando algumas vantagens tanto ao nível de formulação como 
de implementação. 
Fatoração coprima é uma maneira de representar matrizes de funções de trans- 
ferência usando duas outras funções. Embora o termo fatoração seja geral, fato- 
rações coprimas estão relacionadas exclusivamente com a representação de uma 
função através de uma divisão e são, por isso, chamadas frações coprimas. No 
decorrer deste capítulo, muitos termos específicos a esta teoria serão utilizados 
mas, não sendo o objetivo sua apresentação detalhada, os principais serão colo- 
cados informalmente recorrendo-se a uma vaga analogia com representações mais 
conhecidas. O leitor interessado pode recorrer a [40] onde encontrará definições 
mais rigorosas. 
A primeira definição pertinente é a de fração de uma matriz de funções de 
transferência. De uma maneira simplificada, este tipo de fatoração consiste em re- 
presentar uma matriz de funções de transferência como a divisão de duas matrizes 
racionais, próprias e estáveis. Assim, denotando por lR(s) o espaço das matrizes 
racionais, próprias e estáveis tem-se que o par ordenado (N (s), D(s)) é uma repre- 
sentação fatorada da função de transferência G(s) se N (s) G lR(s), D(s) E lR(s) 
e G(s) = N(s)D'1(s) ou G(s) = D`1(s)N(s). N e D formam uma fatoração de 
G pela direita no primeiro caso e pela esquerda no segundo. Note-se que D deve 
ser não-singular. 
A definição de frações coprimas pode ser comparada à forma mais “simples” de 
- na - _1 uma fraçao ¡é¡%: uma representaçao fatorada pela direita N (s)D (s) é coprima 
se for a forma mais “simples” de representar G(s). A noção de “simplicidade” de 
uma representação fatorada está ligada à definição de matrizes unimodulares e de 
máximo denominador comum. Novamente, [40] é a referência recomendada.
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5.1 Resultados preliminares 
Esta seção dedica-se à. exposição de alguns resultados colhidos principalmente em 
[40] e que servem de motivação para esta abordagem. Desta referência, sabe-se 
que toda matriz racional G(s) tem uma fatoração coprima pela direita G(s) :_- 
N (s)D'1(s) onde N (s) e D(s) são racionais, próprias, estáveis e coprimas pela 
direita e D(s) é não-singular. 
O primeiro resultado importante desta seção refere-se à. representação em va- 
riáveis de estado da fatoração coprima de G(s). Considere-se a figura 5.1 com G 
e K dados por 
G(s) = Úz›(S1' - Az›)`1Bz› 
K(s) = c,,(s1 _ Ac)-IBC. 
O teorema seguinte foi provado em [31] e [40] e fornece a conexão desejada entre 
as representações por fatores coprimos e por variáveis de estado. 
"` 0 °` ”`t 
Figura 5.1: Diagrama padrão de realimentação 
Teorema 5.1 ([31], [40]) Supõe-se que G(s) = C(sI - A)'1B seja um matriz 
de função de transferência p × m e que os pares (C, A) e (A, B) sejam detectávgl 
e estabilizável, respectivamente. Escolhendo duas matrizes F e L tais que A - BF 
e A - LC sejam Hurwitz, definem-se: 
N(s) = c(s1 - A + BF)'*B D(â) = 1- 1‹¬(s1 - A + BF)-*B (5.1) 
U(S) = F(s1 _ A + LC)'*L V(.â) = 1+ F(.;1 - A + L0)*1B (5.2) 
Ê(s) = I - c(s1 - A + Lc)-*L 1v(s)= car _ A + Lc)-IB (sô)
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V(s) = I + c(z1 - A + BF)-*L Ú(s) = F(â1 - A + BF)-*L (54) 
Então: 
1. Todas as matrizes acima são estáveis 
2. D(s) e Ê(s) são não-singulares 
3. G(s) = N(s)D'1(s) = Í)'1(s)N(s) 
4 _ 
V(s) U ( D( -U (s) I 0 
_ _ _ = (5.5) 
-N(s) D( ) N( ) V(s) 0 I 
A equação 5.5 requer especial atenção pois mostra que N e D são coprimas 
Ú) 
CD \.1 
fl! 
fl! \_/ 
usando um resultado conhecido como Identidade de Bezout. Ao mesmo tempo, se 
L e F definem um controlador com a forma 
K(s) = 1‹¬(.‹1 - A + BF + Lc)'1L 
então 
= Ú(s)\_/`l(s) = V`1(s)U(s) 
são fatorações coprimas de K (s) com V(s) e Í/(s) nãosingulares. Um contro- 
lador com esta estrutura pode, por exemplo, ser obtido através de um projeto 
LQG. Note-se finalmente que as condições de estabilizabilidade e detectabilidade 
garantem, respectivamente, a existência de F e L tais que A - BF e A - LC são 
Hurwitz. 
Dois pontos são importantes para redução de controladores: estabilidade e 
performance. Os próximos resultados indicam de que forma estabilidade e perfor- 
mance serão avaliadas na próxima seção. 
Quanto à estabilidade, relembrando a seção 4.4 e dado que G é controlado por 
K de modo que o sistema total é estável, K, substitui K e a mantém se 
p Ê ||(K, - K)W||<,° <1 (5.6)
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OU S8 
_ 
.Õ Ê ||W(Kf - K)||‹›z= < 1 (57) 
onde W = G(] _ KG)”1 e W = (I - GK)`1G, conforme equações 4.4 e 4.5. 
Posteriormente, este resultado será utilizado para reduzir um outro sistema (I`(s)) 
ao invés de K(s). 
Para concluir esta seção, apresentam-se duas matrizes de função de trans- 
ferência relativas ao sistema da figura 5.1 que são importantes indicativos da sua 
estabilidade e, principalmente, da sua performance e robustez. Elas são H ¡(s) e 
mzfi~‹‹~‹›r1 
82 uz 
[y'1=H,(G,K)[u1]. 
3/2 U2 
As matrizes em questão são facilmente identificáveis a partir da figura 5.1 (usando, 
segundo [40], a propriedade U(I + TU)'1 = (I + UT)'1U) como sendo 
(I - KG)'1 K(I - GK)'1 
H1(G'K) = [Gu-KG)-1 (1-GK)-1 l 
(58) 
H z(s) e satisfazem 
e 
(1-GK)-*G (1-GK)-IGK 
H2(G'K)= [K(I-GK)-IG K(I-GK)-1 (59) 
5.1.1 Estabilidade, performance e ponderações em freqüên- 
cia - 
O que se segue está organizado da seguinte forma. Primeiro será apresentada uma 
nova representação do controlador baseada nas fatorações pela esquerda e pela 
direita e que conduzirá a interessantes resultados sobre a estabilidade do sistema. 
em malha fechada com o controlador original substituído por sua versão reduzida. 
O desenvolvimento apresentado nesta seção foi amplamente inspirado em [28] e 
U1.
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Após o desenvolvimento da nova abordagem, um teorema mostra como a re- 
dução dos fatores do controlador pode levar a bons resultados no que diz respeito 
a performance e robustez do sistema. 
..___-___” 
6” K=ÚV-1 zv-*U 
F : -V ( ) P II U1 
r( 
8” fz [TV] _ U 
Figura 5.2: Três representações alternativas do controlador K (s) 
Adaptando o teorema 5.1 para representar o controlador e supondo que o par 
(AC, BC) é estabilizável (respectivamente (CC, Ac) é detectável), pode-se encontrar 
uma matriz Fc (resp. Lc) tal que Vi, z\,~(Ac - BCFC) E (D- (resp. z\,-(Ac - L¢C¢) E 
(lÍ..). Assim, as seguintes equações são válidas 
K (s) = Ú Í/"1 
K (3) = V'1U 
ondel 
Ú = com - Ac + BCFC)-*BC (5.1o) 
V: 1-Fc(â1-Ac+BcFc)'1Bc (5.11) 
v = 1-cc(â1-Ac+LCc¢)-1Lc 
, (õ.12) 
U = Cc(s1 _ Ac + Lcc.,)"1Bc (513) 
e tanto V quanto V sao nao-singulares. Observe-se também que todas as equaçoes 
definem matrizes de funções de transferência estáveis. - 
1E imperativo notar que as matrizes Ú e V correspondem a N e D no teorema 5.1, uma vez 
que aquele teorema está sendo usado para representar o controlador
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A fim de proceder a redução do controlador, suas formas fatoradas serão utili- 
zadas para representá-lo de acordo com a figura 5.2. As figuras 5.3 e 5.4 mostram 
sistemas equivalentes onde I` e Í' são os objetos do processo de redução. Em ou- 
tras palavras, não mais se estará aproximando K (s) diretamente mas através de 
l" ou Í¬, conforme a figura 5.2. A grande vantagem desta abordagem é que ela está 
livre da necessidade de manter no controlador reduzido o mesmo número de pólos 
instáveis que havia no controlador original. Já que F é estável, basta garantir a 
equação 5.6 (ou 5.7) e o sistema será estável mesmo que K e K, tenham número 
diferente de pólos no semi-plano direito. O preço a ser pago por isso será, pro- 
vavelmente, uma maior dificuldade em encontrar controladores de ordem muito 
reduzida. 
_
V 
G( Gs 
K( 
› 1¬
I 
r = [1 - v U] l¬(â) 
Figura 5.3: Representações equivalentes usando fatomção copríma pela esquerda 
0: 
i f¬ 
f¬
1 
SJ 
Aplicando os resultados da seção 4.4 às figuras 5.3 e 5.4 fica-se sabendo que, 
dado um sistema G1(s) e um controlador l`(s) que o estabiliza, também I`.,(s) 
estabilizará G1(s) se uma das equações 5.6 e 5.7 for satisfeita, substituindo K por 
I` ou Í` com 
= G1(1-rG1 - = (v-UG)-1 
_ ¡ VI _1 A I 1 I (5.14) _ [Gy ( -V UG)) =[G}(I-KG) V
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G s G‹s› 0 I_| 
I`(s) 
I - V _ 
G1 : [I G] ~ F = I` [ Ú ] (S) 
Figura 5.4: Representações equivalentes usando ƒatoração coprima pela direita 
III 
fll
6 
W z <z_õ1f)-1â1=(v-cú)-1[z G1 
(515) 
z ((1-GÚV-1)í/)-*[1 G1=í/-1(1-GK)-1[1 G1.
' 
Agora é necessário encontrar realizações em variáveis de estado para W e W. 
O teorema 5.2 fornece tais realizações. 
Teorema 5.2 Sejam G(s) e K(s) como na figura 5.1. As ponderações W(s) e 
Vl/(s) possuem realizações dadas por 
Ap Bpcc B, 
BCC, Ac Lc 
W(s) = . 
0 cc 1 
0,, o 0
6 
Ap Bpcc 0 BP 
W(s)= BCC? Ac BC 0 . 
0,, Fc 1 o 
Prova. A prova deste teorema é bastante simples apesar de longa. Primeiro,
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gscreve-se W -_: Í/V0V"1 e W :: V_1WQ 6, da figl1l'6› 5.1, I10tã-S6 qlle 
_ 
e
_ 
[ 
1:1 
= Wnul com uz =.- 0 ' (5.16) 
1/1 
62 : WO ÍU2] .
i 
ul 
As representações em variáveis de estado para Wo e WG podem ser obtidas por 
B» *if M 
Ar 
~ + 
f Ó _ Í+ 
Figura 5.5: Sistema em Malha. Fechada 
inspeção à figura 5.5 e são 
Ap BPC., B,, 
Wo : Bco, Ac o 
o cc 1 
0,, o o 
A, B, cc 0 B, 
Wo = BCC, Ac BC o . 
C, o 1 o 
A partir da fórmula para inversão de funções de transferência de [9] (ver 
t b' ` am em seçao 1.2) tem-se 
V_1 : Ac Lc 
CC I
p
6
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l-/`1= Ac BC
. 
FC I 
Nas equações acima nota-se a natureza dual de W e W e, por isso, somente a
C 
" ~ "'-1 equação para W (Fatoraçao Coprima pela Direita, K = UV ) será demonstrada. 
W segue de maneira inteiramente análoga. 
____1_ Escrevendo W _ V Wo como 
A A, Bpcc 0 0 B, 
W = BCC, Ac 0 BC 0 
BCC, 0 Ac BC 0 
0,, 0 Fc 1 - 0 
pode-se notar que obtém-se uma realização que não é mínima. Aplicando a trans- 
I00 
:í=0I0:í: 
OII 
_ _ _ _ T . _ onde af: : [xp :cc :c.,] , chega-se a realizaçao 
formaçao 
AP Bpcc 0 0 B, 
W: BCC), Ac 0 BC 0 ' 
0 0 Ac 0. 0 
C, F., Fc 1 0 
da qual pode-se remover o terceiro conjunto de estados (não-controláveis). I 
Agora, considere-se novamente as equações 5.8 e 5.9. O seguinte teorema 
fornece uma idéia do que acontecerá com as matrizes H1 e Hz quando I` ou Í` for 
substituída por F, ou Í`,. 
Teorema 5.3 Sejam H1 e Hz definidas por 5.8 e 5.9 e F e F como na figura 5.2. 
Então: 
IIH1 - H1fl|‹×= = ||(f - Í`f)W|I‹×› (5-18)
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6' 
HH2 - H2f|I‹×› = HW(1` ~ 1`f)H‹×› (5 19 
Prova. Primeiro, é necessário definir
e 
pois 
T1(G, K) 
Tz (G , K) 
Agora, note-se que
A
A 
K(1 - GK)-IG K(1 - GK)-1} 
(1 _ GK)-IG (I - GK)-1
K 
Vil 
(I-GK)-1 [G I] 
`G(1-KG)-1 G(1-KG)-1K 
_(1~KG)-1 (1-KG)'1K 
'G 
_z} 
H1 = T1+ 
Hz = T2- 
I 0 
(1-KG)-1[1 K1. ' 
K(I ~ GK)'1G + 1 = (I _ KG)-1KG+ I 
Lembrando que
W
W
K
K 
= (1 _ KG)-1(KG + I _ KG) = (1+ KG)-1 
= (1 _KG)-lv* 
<r__i1 ,`\í.._| 
- 1- cK)~1[1 G1 
= ÚV-1 
= v~1U
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e fazendo as devidas substituições, pode-se escrever 
T1: _W V I0 lüllml 
T-'OIWVU ,-[,,][ 1, 
Tomando-se as diferenças 
o -1 -\7+\7; _ 0 I H1-H1r=T1-T1, = _ _ W 
I 0 U-Ur I 0 ` 
o 1 -1 o 
H2-H2,=Tz-1;, = 
I O 
W[-v+v, U-U,] 
O I. 
Donde seguem-se as equações 5.18 e 5.19 'através_ da _aplicação da norma, -V + Vf _ _ 
remoção das matrizes unitárias e substituição de _ _ 
} 
por l" - F, e de 
U - U, 
[-V+V, U-U,]porI`-I`,. O I 
5.2 Redução de modelos 
A despeito do título, esta seção concentra-se muito mais no problema da redução 
de controladores do que na aproximação de uma sistema linear qualquer. Embora 
seja possível aproximar D e N a fim de reduzir G, isso nem sempre é interessante 
uma vez que D e N só se definem após a resolução de dois problemas de posicio- 
namento de pólos (cálculo de F e L) cuja complexidade equivale ao projeto de um 
controlador LQG. 
Apenas para completar a exposição destaca-se a possibilidade de reduzir D e 
N simultaneamente (ref. [26]) conseguindo, assim, abordar o problema da insta- 
bilidade de G (pois N e D são estáveis). Para tanto, escreve-se 
0: 
J _ N() _ 
C(s1_A+B1~¬)-IB 
(S) _ 
iD()j `i1-F(31-A+BF)-lajfa
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o C _, z + (S1 - A + BF) B 
1 -F 
= DJ + CJ(SÍ - A_¡)_1B_¡ 
e reduz-se J (s). Se, por exemplo, o método escolhido for balancear e truncar então 
U 
[W _ JW] = uJ‹s› - Jf‹s›|¡z×z 5 2zf‹>1z› De) - Dre) ,O 
Evidentemente, poder-se~ia utilizar a representaçao coprima pela esquerda com 
G (s) = Ê' 1 IV . 
O principal ponto desta seção refere-se à aproximação do controlador. nítida 
a possibilidade de utilizar o método descrito acima e que será chamado ƒatoração 
coprima pela direita (esquerda) sem ponderação2, mas vale a pena estudar a pos- 
sibilidade de introduzir ponderações no processo.
_ 
Sob o ponto de vista do desempenho, como lembrado em [3], o único peso que 
se deveria introduzir pode ser representado por uma matriz constante destinada 
a normalizar 0 espectro do chamado sinal de inovação do controlador LQG. O 
uso de ponderações em freqüência, entretanto, ainda é atraente do ponto de vista 
de manutenção da estabilidade ou de aproximação da função de transferência ou, 
claro, quando o controlador não advém de um projeto LQG. 
Os métodos descritos a seguir são, na realidade, subdivididos em dois. Quando 
se utiliza K (s) = V'1U tem-se o método que faz uso de ƒatorações coprimas pela 
esquerda com ponderação. Analogamente, o método das ƒatorações coprimas pela 
direita com ponderação é obtido quando se parte de K (s) = Ú Í/"1. O objetivo 
de ambos os métodos é tentar encontrar um controlador reduzido (que pelo me~ 
nos mantenha a estabilidade do sistema) lançando mão das equações 5.6 ou 5.7. 
Embora não seja fácil minimizar p ou ñ, pode-se utilizar, por exemplo, um dos 
2No caso de redução da planta, a fatoração pela esquerda é indicada através das barras 
(L-)" 1 IV) ao contrário do que acontece com a redução do controlador onde elas indicam a fatoração 
pela direita (ÚÍ/'1
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métodos do capítulo 4 para conseguir uma boa aproximação com pequeno custo 
computacional. Ainda é interessante notar em vista das equaçoes 5.18 e 5.19 que 
uma aproximação suficientemente boa de F ou Í`, além de garantir estabilidade, 
produz pequeno desvio de H1, e Hz, em relação a H1 e Hz. 
5.2.1 Via balanceamento 
Uma das derivações que podem ser seguidas a partir do teorema 5.2 consiste em 
aproximar VÍ/(Í, - Í`) seguindo 0 método de Enns (ref. [16] e capítulo 4). Para 
chegar a este objetivo é necessário construir uma realização de I/_VÍ`. Partindo do 
resultado daquele teorema 
A, Bpcc 0 B, 
V`V(s) = Bccp Ac BC 0 
0,, Fc I 0 
e observando que
' 
_ Ac - BCFC BC 
_ I - V 
F = _ = Fc 0U 
' Cg 0 
imediatamente constrói-se WF como 
Ac - BCFC 
_ _ Bpcc A B W1¬ = . 5.20 
BCFC BCC, A 
~ P 
A partir desta equação, construir-se-á um algoritmo que, ao ser aplicado, pro- 
duz uma realização balanceada ponderada. Esta, por sua vez, poderá ser truncada 
para produzir um controlador reduzido. 
Para calcular a realização balanceada ponderada somente os grammianos pon- 
derados P.” e Qu, precisam ser calculados. Em termos dos grammianos do sistema
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da equação 5.20 (15 e os grammianos ponderados são submatrizes dadas por 
IM 
PW = [Inc 0 0115 o
0
8 
Inc 
Qw:lIn¢ O
0 
onde nc é a ordem do controlador. 
Para facilitar a notação escreve-se o sistema da equação 5.20 como 
e denota-se o conjunto de variáveis de estado por Í. 
Embora este sistema tenha ordem np + 2nc, ver-se-á que É., e Qu, podem ser 
calculados a partir de equações mais simples. Primeiro, é fácil mostrar que 15,, 
satisfaz 
(Ac - B¢1‹¬c)P.,, + P.,(/ic - B,,Fc)T + BCBS = 0 
simplesmente escrevendo 
ÃP+ PÂT + ÊÊT = 0. 
e tomando a equação referente ao bloco superior esquerdo. 
O cálculo de Q., é um pouco mais difícil. Antes de resolver 
ÃTQ + QÀ+ÔTC¬ = 0, 
deve~se aplicar a transformação 
` 
I O O 
i=T:š= 0 I 0 fã 
-I O I
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ao sistema, de modo a obter 
Ac - BCP, 0 0 BC 
_ _ 0 A B C 0 W1¬= P " ° . (521) 
0 BCC, Ac BC 
0 0,, Fc 0 
Essa mesma transformação mapeia o grammiano de observabilidade assim: 
Õ1+Õz+Õš+Õ6 ››‹ * 
Q : T_TQT_1 : * * * 
* * * 
onde - _ s 
Qi Q2 Qa 
- _ _ T - - Q - Qz QA Qs 
_ T -T _ Q3 Q5 Q6 
e as componentes marcadas com um asterisco são irrelevantes uma vez que só 
interessa calcular o canto superior esquerdo 
Qw:Q1+Ô3+Óš`+Õ6- 
A partir da equação de Lyapunov relativa ao sistema transformado chega-se a três 
equaçoes de menor ordem: 
(Ac _ BGFATÓ, + Ó1(Ac _ BCFÇ) = 0 (522) 
(Ac - BCFJT [Óz Qz1+[Qz Óz1A¢z = 0 (523)
T 
ATQ +Q A +{C"][C F]-0 (524) ¢l cl cl cl FT p c _ - 
onde _ _ 
Q4 Q5 Ap Bpcc 
Qd = -T - , Aa = - Q5 Q6 Bccp Ac 
É importante notar que tanto (AC - BCFC) quanto AC; são matrizes Hurwitz. 
A primeira porque Fc foi escolhido com este fim; a segunda por ser exatamente
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a matriz do sistema em malha fechada (quando K (s) é utilizado para controlar 
G'(s), como na figura 5.1). Levando isso em conta, e usando os resultados de [5] 
referentes ã unicidade da solução das equações de Sylvester, conclui-se que Õ; e 
[Ô2 Õ3] nas equações 5.22 e 5.23 são nulas. 
Uma vez que Õ1 = O e Õ3 = 0, 0 mero ato de resolver a equação 5.24 é 
suficiente para encontrar Qu, (= QG). 
Antes de proceder a adaptação dos resultados mais importantes para os caso 
'Hz e 'Hx cabe resumi-los. Se o controlador for estabilizável a existência de Fc é 
garantida e o Método da Fatomção Coprima pela Direita é aplicável através dos 
seguintes passos. 
1- EflC0I1H'3-1' Fzz tal que Vi,×\¡(A¢ '- BCFC) E (C- usando, por exemplo, LQG ou 
alguma técnica de posicionamento de pólos. 
2. Construir Ú e V para que K = Úl-/”1: 
Ú = cc(z1 _ Ac + BCFC)-*BC 
V = 1 _ Fc(s1 - Ac + BCFC)-*BC 
3. ,Resolver _a equação de Lyapunov para 15,, 
(Ac _ BcFc)P.,, + P,,(A¢ - B,,Fc)T + BCBCT = 0. 
4. Resolver a equação de Lyapunov para Qu, 
CT 
_ T P A¢1Q¢: + Qzzz/1¢1+ FT1 [CP Fc] = OC 
com _ _ 
Q,I: [Q4 Q5 Al_ A, B,,C¶ 
V Q? 0 BCC, Az _ 
5. Encontrar T tal que 
Í"*P‹»T°T = diaâm - - - , zm = TTQWT 
COIII Õ; 2 Õ','+1,Vi.
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6. O controlador balanceado é dado por 
T-IA T T-IB K s = ~ lwflmilT 
Um procedimento similar (Método da Fatoração Coprima pela Esquerda) pode 
ser aplicado se o controlador for detectável. 
1. Encontrar Lc tal que Vi, z\¡(Ac - LCCC) E (D- usando, por exemplo, LQG ou 
alguma técnica de posicionamento de pólos. 
2. Construir U e V para que K = V"1U: 
V z 1 - C,,(â1 - Ac +'Lcc¢)-*Lc 
U = C¢(sI - Ac + L¢Cc)`1B,, 
3. Resolver a equação de Lyapunov para Q., 
(Ac - Lccc)TQ.u + Q..,(Ac - Lccc) + czfcc = o. 
4. Resolver a equaçao de Lyapunov para Pw 
AcIPcI+PclAg;+ 'I T 
com ~ ~ 
P., P5 A, B,,cc P cl = ...T › ACI = ~ 
P5 P., BCC, AC 
5. Encontrar T tal que ' 
T-IPWT-T = ‹1izg{z1,.--,‹z,,} = TTQWT 
COITI 0,' 2 0'¡+1,VÍ. 
6. O controlador balanceado é dado por 
T'1A¢T T'1B K s = ‹› lala
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Finalmente, de posse dos controladores balanceados, a redução segue direta~ 
mente pelo simples truncamento dessa representação, ficando apenas os estados 
relativos a grandes valores de o'.~. Supondo a representação obtida por um dos 
métodos recém descritos denotada por 
V 
V 
› Ã: Éc 
' K(-9) = › 
. CC 0 
pode-se descrever este truncamento matematicamente escrevendo 
LTACL LTB, 
Kris) = ~ 
CCL o 
If 
L = G RHXT.
o 
onde 
5.2.2 Os casos 7-tw e 'Hz e redução .balanceada 'ponderada 
A importância dos controladores 7-[oo e 'Hz na teoria de controle é indiscutível. 
Como mencionado anteriormente, o método das fatorações coprimas foi estudado 
em [28] (controladores 'Hz)'e [7] (controladores Hx). Apenas para referência, é 
muito simples mostrar que os resultados desses trabalhos são casos particulares da 
abordagem aqui apresentada. 
_
- 
Caso 7100: Se o controlador que está para ser reduzido é produto de uma me- 
todologia 7-[oo e a planta (Ap, BP, C,,) está representada por (A, B2, Cz) então a 
escolha de
, 
Fc = “C2 
LC =
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satisfaz os requisitos impostos a. estas matrizes. Apenas para fins de comparação, 
os resultados de Chen e Chang (ref. são conseguidos com o controlador 
Ac = A + 'y'2B1B1rX.-,O + BzF°° + Z,×,L°°Cz 
Be = -Z<×,L°° 
CC = Foo 
Caso Hz: Similarmente, no caso LQG, pode-se partir de uma planta dada por 
(A, B, C) e escolher 
F¢=C 
Lc:-B 
A vantagem do controlador ser obtido via LQG é que 
Ac=A-BF-LC 
B¢=-L 
C,,=F 
e, como mostrado por Liu e Anderson (ref. [28]), as equações dos itens 4 desaco- 
plam e só é necessário resolver 
(Ac _ LcCc)TQw “l" Qu; (Ac _ Lccc) 'l' : 0 
no caso pela direita ou _ 
(Ac - BCF,,)P,,, + P.,,(Ac - BcFc)T + LCLS = o. 
no caso pela esquerda, além, é claro, das respectivas equações dos itens 3.' Mostrar 
que as equações realmente desacoplam é quase trivial e passa pela aplicação de 
uma transformação do tipo 
I I 
_ T = 
0 I 
no caso pela direita e outra similar no caso pela esquerda.
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Além dos trabalhos de Liu e Anderson e Chen e Chang, esta abordagem com- 
porta o trabalho de Enns (ref. [16]). Em determinado ponto, o método do descrito 
na seção 4.4, na sua versão que pondera pela entrada e com D., = 0, resume-se a 
encontrar o canto superior esquerdo dos grammianos do sistema 
Ac BCC, 0 0 
0 A B 0 B 
se = KW, = " P ° ” (525) 
0 BCC, Ac 0 
cc 0 0 0 
onde W1 = (I - GK )'1G = G(I - K G)`1 é a ponderação especificada naquele 
capítulo. Da mesma forma, antes das simplificações o método da fatoração coprima 
pela esquerda procura os cantos superiores esquerdos dos grammianos do sistema 
Ac - LCCC BCC, LCC., Lc 
0 A B C B 
se = rwz = P " ° P (526) 
0 BCC, Ac L., 
Cz 0 0 O 
onde Wz é a ponderação W do teorema 5.2. Ao analisar as realizações acima 
fica evidente que fazendo Lc = 0 o sistema Sc iguala-se ao sistema Se. A mesma 
constatação pode ser feita comparando-se os métodos de Enns pela saída e das 
fatorações coprimas pela direita tomando-se F., = 0 e Dc = O. Outra maneira de 
fazer esta relação é considerar Lc = 0 e notar que U (s) = K (s) e V(s) = I. 
5.2.3 Via' norma Hankel 
Seguindo o exposto anteriormente, poder-se-ia pensar em aproximar W(l", - I`) 
através da norma Hankel ao invés de usar o método do capítulo 4. Como será visto 
a seguir, isso é realmente possível e simples quando se usa a técnica das fatorações 
coprlmas.
A 
O uso de fatorações coprimas facilita a utilização das aproximações Hankel- 
ótimas ponderadas porque produz ponderações que adaptam-se aos requisitos do
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método, o que nem sempre é verdade para o caso do capítulo 4. Aqui, porém, 
necessita-se da suposição de que o par (Ap, BP) é estabilizável. Evidentemente, 
isso é uma restrição bastante fraca. 
E útil relembrar agora alguns resultados alcançados anteriormente neste capí- 
tulo. Primeiro, 0 problema coloca-se da seguinte maneira: deseja-se encontrar Í, 
que minimize z 
I|W(ff - Í`)II°z 
_ A - B FC BC 
_ I _ V c c 
l¬ = _ = Fc 0 . U . 
cc 0 
A, B,,C¢ 0 B, 
W(s) = BCC, Ac BC 0 
0,, Fc I 0 
Ac - BCFC 0 0 BC 
_ _ B C A B C 0 Wr = P ° P '° ° _ (527) 
BCFC BCC, Ac 0 
Fc 0,, Fc 0 
onde 
e _ 
Esta, todavia, não é uma tarefa trivial e a norma Hankel substituirá a norma Leo 
na expectativa de que esta última resulte aproximadamente mínima. 
E claro a partir das equações acima que Í` e W são estáveis. Coloca-se, então, 
um problema, pois será necessário que a ponderação seja anti-estável. Assim, o 
problema deverá ser tratado de maneira um pouco modificada, isto é, em lugar de 
minimizar 
_ 
||W(S)(fr(5) - Í`(S))||‹×›› 
trabalhar-se-á com 
I|W(-S)(Í`f(S) - Í`(S))I|‹×›
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Isso não deverá prejudicar a qualidade da aproximação pois, pelo menos no 
caso de ponderações escalares, como notado em [48], quando se trata de aproximar 
a norma Lu, usando a. norma Hankel, a adoção de ponderações anti-estáveis conduz 
a melhores resultados. Por isso e por conveniência de notação, define-se 
_ Au, Bw H-1 Cuz Dw 
_ _ -Au, -B., 
W‹z(-9) = W(-S) = Ti? - 
Além disso, como no capítulo 3, denotará o operador “parte estável” e [~]+, o
e 
o erador “ arte anti-estável”.P 
Suponha-se que Í`1 é tal que 
|l[W‹z1`]- 1`1IIH 
é mínima. Isso pode ser conseguido com o procedimento do capítulo 3, ou seja, 
fazendo Í`1 uma aproximação Hankel-ótima de ordem k da parte estável de W,,Í`. 
Seja, também, a seguinte realização de Í`1
_ 
_ À Ê 
F1 = A1 A1 . 
C; D1 
O teorema a seguir é equivalente ao apresentado por Zhou em [47] e [48]. 
Zhou, no entanto, mostra que algumas suposições sobre a ponderação garantem a 
existência das matrizes X e Y enquanto aqui assume~se que X e Y são conhecidas 
e um método para encontra-las, no caso da ponderação Wa, será apresentado na 
sequência (teorema 5.5). 
Teorema 5.4 Sejam duas matrizes X e Y tais que 
A...X + XÂz + BWY = 0 (5.2s)
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_ 
@X+my=&. mw) 
_ À É 
F, = 1 1 . Y 0 
é uma aproximação Hankel-ótima de l" ponderada por Wa, ou seja, 
Assim, 
lia/«(1-¬ _ fr)l|H = Uk+1(lWaÍl-) 
1 z - e mmzma. 
Prova. Idem àquela encontrada em [48] partindo da suposição que X e Y existem. 
Ou seja, escreve-se WaÍ`,, dividindo-a em parte estável e parte instável. Para 
concluir tal divisão é necessário resolver a equação 5.28. Utilizando a equação 
5.29, garante-se que a parte estável de Waf, é igual a Í`1. O resultado do teorema 
é encontrado quando se escreve ||W,,I` - W.z1¬fl|H e ignora-se aparte instável. I 
Ainda é preciso provar a existência de X e Y. 'Irabalho para o próximo 
teorema. 
Teorema 5.5 As equações 5.28 e 5.29 são solucionados por 
Lil 
6 . 
C1 _ FcX2 Y = 
-C¢Xz 
onde Xz e' a soluçao de 
(&_mmm+mÀ+a&=o
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Prova. Primeiro, note-se que X z existe e é única pois A., - BC Fc e A1 são matrizes 
Hurwitz. Agora, para provar que a equação 5.29 é satisfeita basta reescrevê-la 
Y [C F] 
O 
[1 0] 
Ô1_F°X2 C X Du, = w + p c X2 "l" _CcX2 
= Fcxz + C1- F¢Xz = C1 
E, para a equaçao_ 5.28, ' 
Awx + XÁ1 + B.,,Y = 
A,, 3,0, 0 o _ o B, Ó1 - Fax, : A1 -I' 
Bccp Ac X2 X2 Be 0 _CcX2-
+ 
= + - + . 
A¢Xz XQA1 BCC1 - B¢F¢Xz
O : Á A : O 
[(Ac _ BcFc)X2 'l' X2A1 + Bccli 
onde, na última passagem, usa-se a equação referente a X2. I 
O método, então, se resume aos seguintes passos 
1. Encontrar Í`1, a aproximação Hankel~ótirna de ordem le de [W,,Í`]_. 
2. Montar X e Y como no teorema 5.5. A 
3. Montar I`,. como no teorema 5.4. 
4. Encontrar o controlador reduzido C,(sI - A,)`1B, onde: 
Ar = Â1+ Ê1(Ô1 - F¢Xz) 
Br = Ê1 
Cy' Í 
Nai versão pela esquerda, parte-se de 
_ Ac _ Leco L P lT,%l
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e 
A, BPCC B, 
,, A Aw Bu, W s = = BCC C Lc ( ) ~ 
‹ 0 CC I Cu, Du, 
_ C, 0 0 
Após encontrar F1 como uma aproximação Hankel-ótima de [I`W,,]_ com 
-A., Bu, Wa s = W(-s = ~ leal 
Z = [B1 - vzLc -vzac] 
faz-se 
onde 
e V2 é a solução de 
vz(Ac._- Leco) + Àlvz + Êlcc = 0. 
O controlador reduzido C,(sI - A,.)'1B, é definido por 
A, = À1+‹É1 - vzLc)ó1 
B, = -VQBC 
C, = Ô1 
A validade deste método no que se refere à. norma .Cm ainda deve ser melhor 
estudada levando em conta a influência da utilização da ponderação anti-estável. 
5.3 Balanceamento: variações sobre um mesmo 
tema 
Antes do desenvolvimento do método das fatorações coprimas, outros métodos 
apresentavam soluções que envolviam equações semelhantes. Esta seção apresen-
CAPÍTULO 5. A ABORDAGEM POR FATORAÇOES COPRIMAS 84 
ta alguns destes métodos para mostrar como as frações coprimas explicam, até 
certo ponto, seu sucesso. Aproveitando o tema da redução de controladores, esta 
seção apresenta métodos que possuem uma característica em comum: aplicam ba.- 
lanceamento a duas matrizes semi-definidas positivas e utilizam a transformação 
resultante para balancear o controlador de uma configuração em malha fechada. 
O propósito da apresentação destes métodos é, basicamente, a comparação com o 
método das fatorações coprimas. 
Como observado anteriormente, os métodos do capítulo 2 podem ser usados 
para reduzir o controlador independentemente da planta. Baseados nesta idéia, 
Yousuff e Skelton (ref. [44]) desenvolveram um método adequado aos controladores 
LQG que consiste no balanceamento das soluções das seguintes equações 
ACP + PAZ + B,,vB§" = 0
6 
AÉQ + QA.. + CIRC, = 0 
onde as matrizes R e V são as mesmas usadas como ponderações para cálculo do 
controlador. 
Uma vez que este método não pode ser aplicado a controladores instáveis 
sem uma manipulação especial, os mesmos autores propõem que, neste caso, as 
equações 
(A, - B,,F,,)P + P(A,, - B,,1‹¬,,)T + Bei/B2" = 0
e 
(A, - L,,c,,)TQ + Q(A,, _ L,,c,,) + CCTRC., _= o 
sejam usadas ao invés daquelas. Estas equações possuem soluções únicas pois 
(A, - L,,C,,) e (A, - BPFP) são matrizes Hurwitz. 
O mesmo Skelton, em parceria com Davis (ref. [11]), propôs ainda uma terceira 
modificação na qual as matrizes a balancear seriam soluções de 
(A, - B,,F,,)P + P(A, - B,,1~¬,,)T + cfncc = 0
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(A, - L,,c,,)TQ + Q(A,, - L,,c,,) + BCVBCT = o. 
A lógica e a matemática por trás destes métodos nem sempre são muito claras 
ao contrário do que acontece com os dois métodos que encerram esta seção. Neles, 
a diagonalização é aplicada às soluções das equação de Riccati que produzem o 
controlador (LQG ou 7100) de modo que os estados retidos sejam aqueles mais 
“difíceis” de filtrar e de controlar. 
O método dedicado ao caso LQG é devido a J onckheere e Silverman. Original- 
mente, como apresentado em [22], ele procura um matriz inversível que diagonalize 
as soluções das equações de Riccati para um LQG normalizado. Sendo o sistema 
Í! : A¡,2+Bp'u -I-.Bzvw 
y = Cp: + v 
z = Cpm 
as equações do LQG normalizado são 
A,,P + PA; + B,,B§ - Pc§c,P = o 
AEQ + QA, + cfc, - QB,,B;,fQ = o. 
Uma extensão óbvia é utilizar o método para qualquer controlador LQG, não 
somente para o caso normalizado, balanceando P e Q para 
APP + PA; + BNWB,T, _ Pc,”,fv-1c,,P = 0 
A§Q + QA, + CEQCP _ QB,,R-1B§Q z o . 
onde BN é a matriz referente ao ruído de entrada e Cp é referente à performance 
do sistema. W, V, Q e R têm os significados costumeiros para controladores LQG. 
Para o caso 7100- existe um método dedicado a controladores normalizados 
mas que também pode ser estendido ao caso geral. Como apresentado em [30] por
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Mustafa e Glover, ele aplica o balanceamento às soluções das equações de Rjccati 
referentes a um controlador 71,0 calculado para 
A IB» 0] [BP] 
G(s)_ [G11(S) G12(S)] _ C, 
0 0 0 '
Gz1(s) Gzz(s) 0 0 o 1 
[Cp] [0 I] [01 
APP + PAE + B,,B,? _ (1 - 1-2)Pc§c,,P = o 
que sao 
A§Q + QA, + cfc, - (1 - ~,'2)QB,,B§-`Q = o. 
Para o caso geral, onde 
G(s) _ [aum G1z(s)1 _ (E1 1: šz `G‹s›G‹›`* ”° 21 225 
C2 D21 0 
aplica-se o balanceamento às soluções das equações equivalentes.
Capítulo 6, 
Estudo de caso 
Fazer uma comparação teórica entre os diversos métodos apresentados no decorrer 
deste trabalho é uma tarefa bastante difícil, senão impossível. Pode-se argiiir com 
base na simplicidade computacional de algum deles ou em algum limitante no caso 
não ponderado mas não existem ainda evidências conclusivas para que um método 
supere os outros. O fato de que alguns métodos possuem limitações na estrutura 
do controlador ou da planta também é um agravante, junto com a existência de 
parâmetros livres em outros métodos. 
Este capítulo propõe-se a fazer um estudo de caso para mostrar o comporta- 
mento dos métodos em uma aplicação prática. Isso será feito na seção 6.1. Uma 
descrição resumida de métodos de redução e os resultados de sua aplicação a um 
outro sistema podem ser encontrados em [12]. 
6.1 O problema: Boeing 767 
O problema de estabilizar uma planta de ordem 55 com um controlador reduzido 
será considerado nesta seção. O sistema referente à dinâmica vertical de um Boeing 
foi apresentado em [10] e estudado em [28] e apresenta-se instável, fase não-mínima.
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Os autovalores da matriz de dinâmica são dados na tabela 6.1 e chama-s atenção 
para o par instável 0.1015 i 19.771' . Além disso, existem duas entradas de controle 
e duas saídas que podem ser medidas. Outras três entradas injetam perturbações 
na planta enquanto dez saídas fornecem medidas de performance do sistema. 
Tabela 6.1: Pólos do modelo 
0.1015 :t 19.771' -3.418 :l: 88.671' -11.79 :l: 304.61' 
-0.023202 :t 00925431' -4.441 zl: 69.452' -20 
-0.3165 dz 14.331' -5.108 :h 53.391' -20 
-0.3892 i 22.291' -5.199 :l: 50.641' -20 
-0.5165 :t 000526781' -5.301 -20 
-0.9883 dz 36.161' -5.67 i 92.961' -33.27 
-1.342 i 2.5471' -6.197 :h 40:' -40 
-2.312 :l: 21.51i -8.177 :t 16.611' -40 
-2.792 :t 26.71i -8.221 :l: 139.11' -221.2 
-2.796 :h 63.79i -10.35 :t 1631' -1000 
-3.332 zh 56.37i -11.72 :l: 109.31' -1000 
Como apresentado em [10] o objetivo é sintetizar uma lei de controle de ordem 
menor que 10 que satisfaça os seguintes requisitos: 
o Amortecimento mínimo de 0.015 para os modos com freqüência próxima a 
2/0 rad/s. 
o Amortecimento mínimo de 0.4 para os modos de baixa freqüência.. 
o Atenuação da resposta da aeronave à turbulência. 
o Margens de ganho e fase adequadas. 
Para exemplificar o comportamento de alguns métodos de redução de modelo, 
a planta foi reduzida e os resultados comparados com os limitantes disponíveis.
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Para estabelecer uma comparação entre os métodos, reduziu-se um controlador 
LQG para todas as ordens entre 1 e 54. O projeto do sistema de controle foi auxi- 
liado pelo computador usando o programa \Illab (scilab), desenvolvido pelo Inria 
(Institut National de Recherche en Inƒormatique et en Automatique) na França 
e disponível para um grande número de sistemas operacionais compatíveis com 
UNIX. - . ' 
Cabe ressaltar que diversas dificuldades do ponto de vista numérico apresen- 
tam-se ao lidar-se com um sistema de ordem tão elevada. Por exemplo, o cálculo de 
margens de ganho e de fase envolvem a obtenção da resposta em freqüência de um 
sistema de ordem 110. Esta ordem é tão elevada que ultrapassa a limitação impos- 
ta pelos projetista do \IIlab para extração confiável de raízes de polinômios. Para 
atenuar um pouco o problema, antes de começar o projeto do controlador, trans- 
formações adequadas foram aplicadas ao sistema visando diminuir o número de 
condição das diversas matrizes do modelo. Embora todo cuidado tenha sido ado- 
tado ao alimentar o \IIlab (e outros programas) com os dados de [10] (indisponíveis 
em mídia eletrônica, ótica ou magnética), foi impossível calcular um controlador 
igual ao apresentado nas referências. Não obstante, o controlador encontrado é 
bastante semelhante aos lá exibidos e, de qualquer maneira, é suficiente para a 
comparação desejada. 
Embora alguns métodos de malha aberta pudessem ter sido aplicados ao con- 
trolador, desconsiderando a planta, isso não foi feito. Optou-se por aplicá-los di- 
retamente à planta, cujo modelo reduzido seria o ponto de partida para o cálculo 
do controlador. Mais tarde, o controlador reduzido viria a controlar a planta de 
ordem completa. Com isso, mostra-se que este tipo de redução, apesar de bastante 
criticado, tem sua utilidade. Uma comparação destas duas abordagem e de outros 
métodos encontra-se em [21]. A figura 6.1 mostra a estrutura do sistema que será 
tratado e o apêndice B contém os dados do modelo já considerando as transfor- 
mações e do controlador obtido. As matrizes Q, R, W, e V do LQG também se
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encontram lá. 
ruído ` performance 
9 É 
Figura 6.1: Configuração em malha fechada 
6.2 Redução de modelo
ú O modelo da planta em malha aberta será reduzido nesta seçao. Os valores singu- 
lares Hankel da parte estável deste modelo estão apresentados na tabela 6.2. Eles 
são 53 ao todo pois a planta tem dois pólos instáveis. Os métodos dos capítulos 
2 e 3 foram usados para reduzir o modelo até as ordens 6, 27 e 36 (escolhidas 
aleatoriamente). Para o método do truncamento da realização balanceada e para 
o uso de perturbações singulares reduziu-se somente a parte estável, copiando a 
parte instável para a aproximação (como na seção 2.5). No caso das aproximações 
Hankel-ótimas utilizou-se o procedimento da seção 3.6. 
Quando possível permitiu-se também a existência de transferência direta no 
modelo reduzido. Os resultados obtidos com a redução estão na tabela 6.3, onde 
também se vê o valor de ZfÊk__¡ 0,- para as diversas ordens. É necessário lembrar 
que o modelo tem dois pólos instáveis para explicar porque se somam os valores 
singulares Hankel de k - 1 até 53 ao invés de começar em k + 1 e ir até 55. Este 
valor dá uma noção dos limitantes superiores para os vários métodos mas não é 
muito significativo. Como notado em [17] e [6] o erro pode ser, na verdade, muito 
menor que o limitante, especialmente quando os valores singulares I-Iankel estão 
muito espaçados.
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Tabela 6.2: Valores singulares da parte estável do modelo 
9.335E + 26 
7.407E + 26 
2.958E + 26 
1.416E + 26 
5.413E + 24 
4.267E + 24 
1.071E + 24 
4.692E + 23 
1.886E + 23 
1.708E + 23 
1.410E + 23 
9.952E + 22 
5.845E + 22 
4.478E + 22 
1.880E + 22 
1.552E + 22 
1.490E + 22 
1.273E + 22 
9.729E + 2 
8.587E + 2 
4.156E+ 21 
3.536E+ 21 
3.279E + 2 
3.170E + 21 
l.255E+ 21 
4.916E + 20 
3.009E+ 20 
2.563E + 20 
1.585E + 2 
1.502E+ 2 
7.302E + 19 
3.728E + 19 
2.064E + 19 
1.859E + 19 
8.408E + 18 
3.596E + 18 
1 2.796E+ 18 
1 2.556E+ 18 
1.215E+ 18 
1.118E+ 18 
1 9.249E+ 17 
\3.360E+ 17 
6.702E+ 16 
2.643E+ 16 
6.823E+ 15 
0 1.957E+ 15 '" 
0 2.055E+ 14 
1.821E+ 14 
1.586E+ 14 
3.880E+ 12 
3.258E+ 11 
3.258E+ 11 
6.336E+ 16 '
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Tabela 6.3: Normas .Goo do erro absoluto para modelos reduzidos de ordem k 
Método k = 6 lc = 27 k = 36 
4.06 
4.35 
3.89 
3.97 
5.19 
Truncamento 
Pert. Sing. 
* Pert. Sing. c/ D 
Hankel-ótima 
Hankel-ótima c/ D 
1019 
1012 
1012 
1012 
1012 
4.18 
6.90 
4.59 
3.83 
2.96 
1019 
1010 
1010 
1010 
1010 
5.86- 
8.63 
6.43 
5.59 
3.27 
109 
109 
109 
109 
109 
53 
2.11 _ 1019 2 0. 1.20 › 1095 1.53- 1091 í:k-1
\ 
Nas figuras 6.2, 6.3 e 6.4 vê-se os valores do erro absoluto em freqüência 
para o método do truncamento da forma balanceada, para o uso de perturbações 
singulares e para a aproximação Hankel-ótima, respectivamente. Nestes gráficos, 
o modelo reduzido é de ordem 27 e não possui transferência direta. . 
6.3 Redução de controlador 
Baseado na figura 6.1 verificou-se a estabilidade do sistema para cada controlador 
obtido, além da norma .Cx da primeira entrada de ruído para cada saída de 
performance. Também verificou-se o amortecimento do modo que situa-se em 
torno de 20 rad / s. Com relação à obtenção deste valor, uma ressalva deve ser feita: 
dependendo da ordem do controlador reduzido, dois modos alternavam-se nessa 
região. Um destes modos tem amortecimento em torno de 0.07 durante todo o 
processo, e O outro, em torno de 0.04. Optou-se por acompanhar O comportamento 
daquele par de pólos corn amortecimento de cerca de 0.04 mesmo que ele não fosse 
sempre o mais próximo de 20 rad/s. 
Os métodos aplicados foram os seguintes:
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Figura 6.2: Erro absoluto - modelo reduzido para ordem 27 com o método do 
truncamento da forma balanceada
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Figura 6.3: Erro absoluto - modelo reduzido para ordem 27 com o método das 
perturbaçoes singulares
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140 
I 
l-I-I-nTn 
I mm \ ¡-I-¡-nTn 
12° I-+- _ -i-+HH'H|- +-IHI 
100 _LJ_|J.H.L1I_Ll_.lLL|Lll_l_l.LIJ.L|U__IJ.Ll|l.Ul_ LUJI 
ao - - - - - - - - - - - - - - - - - - - -- 
-+-í-i-+~
E 
6° `TTIT|flT|"1`I`TÍT|I`IT"I_IT|'ÍT|IT"ITITI '_ TITII 
40 -F+|-|-IHH-+-HH-IH+-|-¡+H-HH--|-H-H+H|- HI 
,O 1 LLLLLLU I l_LLLU.U 1 LLLLLLU 
104 10'* 10° ro* 10° 103 
Fase m '” nnvm nflvm efiwm | M "_ mm-Hfimw¬+Hw%+HH 
“O 4rmw_Lu- _mumL4¿umL¿uw iLWW_LUWM_|UwLJ¿UWLiUUW ||mm |nmm | muâ|nm||num 540 
“° wrmm-rnmm-mw -¬TnmrTn|« 
720 -++|-HH4|-4-HH-|H-|>-I-l+|H-I ¬ - 4-IHI 
Hz 
sro ' 
1o-2 xo* 10° xo* 10° 10° 
Figura 6.4: Erro absoluto - modelo reduzido para ordem 27 com o método da 
aproximação Hankel-ótima
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Moore: o método do capítulo 2 por truncamento da realização balanceada apli- 
cado à planta, o controlador é calculado a seguir.
Q 
Fernando: o método do capítulo 2 por perturbações singulares aplicado à planta. 
Glover: aproximação da planta via norma Hankel como no capítulo 3. A planta 
resultante é estritamente própria. 
i
s 
Anderson: utilização de frações coprimas pela esquerda como em [28] (ver tam- 
bém a seção 5.2.2). - 
AndersonDir: idem ao anterior mas pela direita. 
Coprima: o método do capítulo 5 pela esquerda. À matriz Fc é calculada usando 
um LQG normalizado. i 
CoprimaDir: idem ao anterior mas pela direita. Ibidem para Lc. 
Hankel: outro método do capítulo 5, agora da seçao 5.2.3. Fatoraçao do contro- 
lador pela esquerda. 
_ _ 
HankelDir: idem ao anterior porém com fatoração pela direita. 
Enns: aproximação usando o método descrito na seção 4.4, ponderando pela en- 
trada. 
EnnsSaida: mesmo método do item anterior mas com ponderação na saída. 
Algumas vezes será necessário referenciar todos os métodos que usam fatoração 
pela direita. O método EnnsSaida será incluído nesta lista já que pode ser visto 
como um caso particular do método das fatorações coprimas do capítulo 5. Da 
mesma forma, o método Enns pertence aos métodos pela esquerda.
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Tabela 6.4: Performance do controlador de ordem 55 
Estação de asa interna 
Cisalhamento 8.5363e5 
- Momento fletor 2.347e11 
Torção 4.439e8 
Estação de asa externa 
Cisalhamento 2.5913e5 
Momento fletor 2 .590e9 
Torção 1.198e9 
Atividades dos controles 
Taxa de variação do profundor 4.0661e-02 
Deflexão do profundor 
i 
5.4163e-03 
Taxa de variação do aileron 2.7526e-01 
Defiexão do aileron 1.5818e-02 
6.3.1 Resultados 
O objetivo desta seção é mostrar algumas das características que ficaram evidentes 
durante as simulações. Como referência, a tabela 6.4 mostra as figuras de perfor- 
mance (norma Lw da primeira entrada de ruído para as saídas de performance) 
obtidas com o controlador de ordem completa. Grande parte dos resultados será 
apresentado na forma normalizada, em relação ao valor obtido com o controlador 
de ordem 55. ¿ 
Primeiro, os resultados referentes à estabilidade da malha fechada serão apre- 
sentados. As ordens dos controladores nas quais os métodos falham em estabilizar 
a planta estão indicadas na tabela 6.5. 
Os métodos Moore, Fernando e Glover não fornecem controladores para 
›..
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Tabela 6.5: Pontos' de instabilidade 
Método Ordens dos controladores 
Moore 
Fernando 
Glover 
Anderson 
AndersonDir 
Coprima 
CoprimaDir 
Hankel 
HankelDir 
Enns 
EnnsSaida 
s,õ,7,s,11,13,15,1ô,17,19 
2,3,5,9,15,1õ,17,1s,2o,21 
1,2,õ,s,11 
1,2,11,13,15,1s,24,3Ó 
1,2,3,4 
2,3 
1,2,3,4,5
` 
1,2,3,4
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ordem 1 pois nao é possível reduzir a planta além do número de pólos instáveis. 
Destes três métodos, o primeiro destaca-se pois estabiliza a planta com controla- 
dores de todas as ordens. Os outros dois falham em 10 oportunidades cada, com 
controladores de ordem menor que 22. 
Ainda quanto a estabilidade, os métodos pela esquerda superam os seus equi- 
valentes pela direita. No total, eles falham apenas 7 vezes contra 20 dos métodos 
pela direita. Nota-se que os métodos Coprima e Enns não falham sequer uma 
vez. Isso, no entanto, não significa que este resultado sempre se verificará. Mais 
provavelmente, ele se deve a características estruturais do sistema em questão. 
Uma comparação interessante de ser feita é entre O comportamento dos méto- 
dos pela esquerda e pela direita. Para tanto, os métodos Coprima e CoprimaDir 
foram analisados e nota-se que a partir da ordem 10 os dois fornecem excelentes 
resultados. medida que a ordem se aproxima de zero os resultados tendem a 
piorar consideravelmente. Como O intuito é comparar os dois métodos as figuras 
6.6 e 6.7 apresentam superpostos os resultados relativos à. oitava e à décima saída. 
Na figura 6.5 encontra-se O comportamento do fator de amortecimento. Nota-se a 
partir das figuras que um método não é geralmente melhor no que diz respeito ã 
performance apesar de haver, para uma dada saída, um comportamento uniforme 
com um método superando o outro. 
Em seguida uma comparação entre os diversos métodos será feita. Por brevi- 
dade, somente serão comparadas as versões pela esquerda dos diversos métodos, 
além do método Moore. As figuras 6.8 e 6.9 mostram os resultados disponíveis 
para medidas da primeira saída do sistema. Afora a excelente performance dos 
métodos Coprima e Enns vale notar que o método Moore, apesar de ser apli- 
cado em um estágio anterior ao cálculo do controlador, produz bons resultados. 
Quanto ao método Anderson, ele também dá bons resultados mas é prejudicado 
por possuir diversas ordens nas quais acontecem instabilidades. Isso não é uma 
característica esperada para um método conhecido por sua ótima performance e,
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Figura 6.6: Norma da. saída 8-normalizada
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Figura 6.7: Norma da saída 10 normalizada 
muito provavelmente, decorre de problemas numéricos. O último método, Han- 
kel, demonstra estar distante do valor “nominal” mas mantém-se constante. Uma 
vez que esta é uma abordagem bastante nova, é possível que haja vários pontos 
em que este método pode melhorar. 
Finalmente, nas figuras 6.10 e 6.11 estão representados os resultados para os 
mesmos métodos mas avaliando a segunda saída de performance. Os resultados 
não são muito diferentes dos anteriores, demonstrando uma certa constância neste 
sentido. .
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Capítulo 7
V 
Conclusão 
O objetivo desta dissertação foi 0 estudo de diversos métodos de redução de mode- 
los e controladores e em particular aqueles baseados na forma balanceada. Entre 
as diversas abordagens analisadas considerou-se também a aplicação de métodos 
de redução de modelos à. aproximação de controladores. 
Seguindo uma pequena introdução, a tese desenvolveu-se a partir do capítulo 2 
onde a forma balanceada foi estudada, dando origem a dois métodos para redução 
de modelos. Algumas extensões possíveis também foram citadas naquele capítulo. 
Ainda na linha de redução de modelo apresentou-se, no capítulo 3, a técnica 
conhecida como aproximação Hankel-ótima, segundo a qual a norma Hankel é 
minimizada na expectativa de que o valor da norma Loc seja pequeno. 
O capítulo 4 introduziu a utilização de ponderaçoes em freqüência no pro- 
cesso de redução de modelos. Muitos métodos baseiam-se na teoria apresentada 
naquele capítulo, inclusive aqueles do capítulo 5. Com uma abordagem unifor- 
me, o capítulo 5 forneceu um método baseado na fatoração coprima da função de 
transferência do controlador. Além disso, mostrou-se que três conhecidos métodos 
podem ser derivados a partir dali, como casos particulares. Combinando este 
método com a técnica de aproximações Hankel-ótimas, derivou-se ainda um outro 
104
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método. 
Os resultados da aplicação de diversos métodos ao problema de atenuação de 
perturbações na dinâmica vertical de um Boeing foram apresentados no capítulo 
6. Embora não seja possível estabelecer qual dos métodos é o mais indicado 
para cada aplicação, o capítulo 6 mostrou como funcionam os métodos e quais 
resultados cada um deles pode apresentar. 
Outros métodos que merecem menção mas não são baseados na forma balan- 
ceada são apresentados no apêndice A. Como alguns desses métodos são espe- 
cialmente eficazes, julgou-se necessário apresenta-los em um apêndice e deixá-los 
como indicação de uma possível extensão do trabalho exposto na parte principal 
da dissertação. Um estudo aprofundado destes métodos seria útil até mesmo com 
o intuito de comparar abordagens bastante diferentes. 
Como perspectivas para futuros trabalhos, o método do capítulo 5 é, sem 
dúvida, uma grande fonte de inspiração. Apesar de mostrar-se eficiente ao ser em- 
pregado no exemplo do capítulo 6, esta abordagem ainda não se esgotou. Ainda 
resta, por exemplo, estudar de que forma a escolha das matrizes FC e Lc influencia 
o resultado final, o que já foi verificado quando os vários métodos derivados des- 
ta abordagem foram aplicados a um mesmo problema. A obtenção de limitantes 
superiores na norma Em é outro ponto onde pode-se concentrar atenções. inte- 
ressante, também, procurar particularizar o método para controladores baseados 
em observadores de ordem reduzida. 
O método que incorpora elementos das técnicas de fatorações coprimas e de 
aproximações Hankel-ótimas (seção 5.2.3) é bastante eficaz para manter a esta- 
bilidade do sistema com um controlador reduzido. Todavia, é possível que este 
método comporte modificações que auxiliem a manutenção da performance e uma 
das possibilidades seria utilizar desigualdades matriciais lineares ao invés de apro- 
ximaçoes da norma Hankel. 
Também outros métodos derivados da forma balanceadas podem vir a ser
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objetos de futuros estudos. Alguns métodos como o BST (ref. [45]) e o~IWBT 
(ref. '[20]), apenas citados no decorrer deste trabalho, já se constituem importantes 
métodos. Finalmente, pode-se estudar como os métodos apresentados podem ser 
estendidos para o caso discreto. 
Como objetivo geral, esta dissertação buscou sintetizar os principais métodos 
de redução de ordem de plantas e controladores, principalmente no que diz respeito 
ao emprego de realizações balanceadas e sua relação com métodos envolvendo 
ponderações em freqüência e fatorações coprimas. Além de atingir tal objetivo, 
novas abordagens foram apresentadas de modo que outros métodos poderão ser 
desenvolvidos num futuro próximo.
Apêndice A 
Outros métodos de redução 
Ao longo desta dissertação foram tratados vários métodos e grande parte deles 
tinha forte ligação com o precursor método de Moore. No entanto, a técnica de 
balanceamento é somente uma ferramenta, dentre outras, para efetuar a redução 
de sistemas. E, além do mais, alguns métodos não são exatamente métodos de 
redução, mas tem a mesma finalidade. Neste apêndice, encontram-se métodos que 
destoam um pouco da abordagem sobre a qual se direcionou principal atenção até 
o momento. 
A.1 Métodos relacionados com LQG 
Um método que não é propriamente de redução foi apresentado por Collins, Jr. 
e colegas (ref. Basicamente, a atenção concentra-se em projetos do tipo 
LQG. Como na metodologia LQG o projetista deve estabelecer matrizes que pro- 
duzam um controlador que satisfaça determinadas especificações, Collins, Jr. et al 
apontam diretrizes para que esta escolha leve a controladores “fá.ceis” de reduzir. 
Por controladores “fáceis” de reduzir entenda-se controladores que estão muito 
próximos de serem não-observáveis ou não-controláveis. 
107
A z ~ APÊNDICE A. OUTRÓS METÔDOS DE REDUÇAO 108 
Em uma série de artigos que inclui [38], [37] e [43], Skelton e Yousuff apre- 
sentam um método para a obtençao de um controlador de ordem reduzida que 
está baseado na avaliação da importância de cada componente do controlador em 
determinada função de custo do sistema global. Esta teoria está baseada em uma 
técnica chamada CCA (Component Cost Analysis) e resulta no estudo de controla- 
dores EEC (Energy Equivalent Controllers). O método é dedicado a controladores 
LQG. 1 
Para este método, a planta é dada por (Ap, BP, Cp) e o controlador por (Ac, 
BC, CC). Além disso, as matrizes Q, R, W e V são usadas para ponderar as 
saídas, as entradas, as perturbações e os ruídos de medição, respectivamente. F, 
é o ganho da parte LQR tal que A, - B, F, seja Hurwitz. 
Um resumo deste método começa pela obtenção de uma matriz X tal que 
(A, - B,,F,,)X + ƒ<(A,, - B,,1‹¬,,)T + Bei/BS = o 
e subsequente extração de sua “raiz quadrada” através, por exemplo, da decom- 
posição em valores singulares: 
X = QQT. 
Em seguida, aplica-se decomposição em valores singulares novamente 
QTCZRCCQ = UEUT 
COITI 
2 = dia'g{v11v2› ' ' '›vn}~
6 
V1 2V22°"2Vn20- 
Finalmente, monta-se a matriz de transformação 
T=QU 
que é aplicada ao controlador para posterior truncamento do mesmo.
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A.2 Um critério na norma Loo 
Como representante de outra linha de pesquisa na busca de modelos reduzidos, 
o seguinte método merece menção. Seu objetivo é a. manutenção, no modelo 
reduzido, de uma característica do tipo “norma Em menor que 7”. Primeiramente, 
busca-se um modelo reduzido G, para o sistema G com 
1/(S) = G(S)U($)- 
Define-se ainda 7, um valor pré-estabelecido e 
J = 111310 ¿`{(z/(Í) - yf(i))T(y(f) - 2/f(f))} 
onde 8 é o operador esperança matemática. 
Três variantes são apresentadas por Dombrovskii em [14]: 
1. Encontrar um modelo reduzido tal que J é mínimo e ||G,(s)||,×, § 7 . 
2. Encontrar um modelo reduzido tal que J é mínimo, ||G,(s)||°° Ê 7 e o 
- processo de redução preserve a posição de um conjunto pré-determinado de 
pólos. 
3. Encontrar um modelo reduzido tal que J é mínimo e ||G(s) - G,(s)H°° 5 7 
A.3 Coordenadas de correlaçao 
Para finalizar este capítulo o método conhecido como C4 e elaborado em [13] por 
de Villemagne e Skelton será. apresentado. A abreviação C4 significa Coordenadas 
Canónicas de Correlação do Controlador. Este é um método que produz bons 
resultados pois, além de visar a manutenção da estabilidade, permite ao projetista 
utilizar um parâmetro extra para obter boa performance. Apesar de voltado para 
o caso LQG, o método também é aplicável para o caso geral.
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De forma algorítmica, o método pode ser assim apresentado. Seja o sistema 
zi: = Az+Bu+BNw 
z = Cp: 
y = Cx+'v 
onde u e w são entradas de controle e perturbação, v é o ruído de medição, y e z 
são as saídas medidas e de performance. As matrizes Q, R, W e V são aquelas 
padrões do LQG para y, u, w e v. O sistema é então controlado por 
:z':C = AC:z:C+BCy 
u = CCzC V 
O sistema como um todo, em malha fechada, tem a seguinte representação 
A BCC BN 0 
BCC AC 0 BC ACL BC1, 
GCI. = = - 
CP 0 0 0 CCL 0 
0 CC 0 0 
W 0 
WCL = 
0 V 
XCLAÊL + ACLXCL + BCLWCLBÊL = 0 
Definindo 
resolve-se 
X = . cL X3 XC il 
Em seguida, faz-se as decomposições de Cholesky 
para 
[ 
X X12 
X = TTT 
_ T XC _ TCTC
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e a decomposiçao em valores singulares 
T-lxlzfc-T = UIAUE 
Assim, constrói-se uma matriz de mudança de base 
T1 0 T : 
0 Tz 
T1 = TU1 
T2 : TcU2 
que ao ser aplicada ao sistema em malha fechada produz 
Â BCC É" 0 
BCC' Âc 0 BC 
GOL = _ - 
O, 0 o o 
0 C1, o o 
No novo sistema de coordenadas, XCL tem a forma 
i 
I A 
Xcz. = A I 
e A representa a correlaçao entre cada coordenada do controlador com a respectiva 
coordenada da planta. 
O próximo e importante passo é escolher um número p (p § k, k sendo o 
grau do controlador reduzido) de variáveis “primá.rias”. Essas variáveis estão in- 
timamente ligadas à estabilidade do sistema reduzido, quanto maior for p mais 
importância o método dará à estabilidade. As k - p variáveis restantes dizem 
respeito à performance. Com este valor de p escolhe-se, de forma um pouco ar- 
bitrária, q como o menor inteiro maior que ¿';`¡3 (nu é o número de entradas). AH
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partir deste valores definem-se 
5 = lop Im-Pl 
ÕC2 = ÕCST = C,,TzST 
152,2 = SBC = S1;-*BC 
iƒãcn [íon] : T2;-1Â¢T2 Ãczz É 1R"°_p×"°_p 
Aczi Aczz 
Ô=CT1 
É=T1`1BV 
e montam-se 
Jdec=[Êc2Õ Ãc21 Ãcfz ÕcšÊTl 
e _ 
Cgz T 
Õc2Ãc22 
Jdamp = 
;
' 
ÕzzÂ‹zãš1 
Finalmente, faz-se a decomposição em valores singulares de 
J = [Jdec Jdamp] = Um/T 
e extrai-se U1, as primeiras k - p colunas de U. 
Este últimos passos visam garantir uma boa aproximação para as respostas 
ao salto em regime permanente e ao impulso, entre outras propriedades. Mais 
especificamente, estes passos estão ligados com a manutenção de parâmetros de 
Markov do sistema. 
O controlador reduzido é obtido definindo 
_ 
L = I, 0 
0 U ir 
4 
A, = LT;1A¢T,L¬-` 
e escrevendo
APÊNDICE A. OUTROS MÉTODOS DE REDUÇAO 
B, = LT,-*BC 
c, = ccT,LT.
Apêndice B 
Dados para o problema do 
Boeing 
Neste apêndice encontram-se as matrizes que descrevem o problema do capítulo 6. 
Como trata-se de um problema LQG, a nomenclatura das matrizes apresentadas 
segue a notação do capítulo 1. A figura 6.1 também poderá servir de auxílio. 
Uma nota importante é que com relação a [10] estas matrizes foram redimensio- 
nadas visando reduzir seus números de condição. Foram aplicadas mudanças de 
coordenadas nos estados, nas entradas e nas saídas. 
Matrizes de ponderação do LQG 
ooooc
0
O 
O 
O
o 
z
O
o 
00000 coesa ooooo ooooa ocean ooooo 
0000:: 
000316 
0
O 
Q = xo”- 
oaooa oocoo nocao ooooo ooooa 
u 
caco. 
uv 
DOOQO oaouo eoooo oooco 
R = [sua o
1 o 14.59 
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2.8224 O O 
W = O O 2712 O 
O O 6.854 
0.0655 O V = 
O 0 000373
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Matriz A (colunas de 1 a 11) 
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Matriz A (colunas de 12 a 22) 
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Matriz A (colunas de 23 a 33) 
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Matriz A (colunas de 34 a 44) 
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Matriz A (colunas de 45 a 55) 
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0 0.01433 3.4e-5 
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0.32568 -0.01656 0.0455 
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0.055l329 
0.1028702 
-0. 1337319 
CL0375373 
-0.0516219 
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0.1750361 
-730.95722 
-1079.2526 
-03157393 
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-25.407595 
23.521051 
-23. 124175 
1 1 .459486 
34370363 
26.22436B 
03996535 
-4.S256447 
-4.774992 
-42. 132731 
73.35326S 
L9739153 
11. 122292 
- 19329131 
-41.7515! 
-46.096766 
25373261 
12.217995 
19.4673!! 
'L352054 
-51300575 
9351394 
-35354785 
-20.432417 
402.42265 
~3.433095B 
15.503175 
19302961 
-0.9737649 
10360974 
55352059 
0.6909794 
5.7391564 
- 12341353 
6.43B2177 
- 13.506313 
0.7703321 
-23416162 
0.09B7562 
3529.262 
1591.7059 
-03625677 
-2.5945505 
63055537 
40372605 
- 13936345 
40.61579 
-41550.756 
-67033.936 
0.0014799 
-15.159396-
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