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Abstract
We provide sufficient density condition for a set of nonuniform samples to give rise to
a set of sampling for multivariate bandlimited functions when the measurements consist
of pointwise evaluations of a function and its first k derivatives. Along with explicit
estimates of corresponding frame bounds, we derive the explicit density bound and
show that, as k increases, it grows linearly in k+1 with the constant of proportionality
1/e. Seeking larger gap conditions, we also prove a multivariate perturbation result
for nonuniform samples that are sufficiently close to sets of sampling, e.g. to uniform
samples taken at k + 1 times the Nyquist rate.
Additionally, in the univariate setting, we consider a related problem of so-called
nonuniform bunched sampling, where in each sampling interval s+1 bunched measure-
ments of a function are taken and the sampling intervals are permitted to be of different
length. We derive an explicit density condition which grows linearly in s+ 1 for large
s, with the constant of proportionality depending on the width of the bunches. The
width of the bunches is allowed to be arbitrarily small, and moreover, for sufficiently
narrow bunches and sufficiently large s, we obtain the same result as in the case of
univariate sampling with s derivatives.
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1 Introduction
In this paper we consider two related sampling scenarios. The first one assumes that a bandlimited
function f and its first k derivatives are sampled at nonuniformly spaced points. This problem
is motivated by applications in seismology, where certain recently-developed detectors are able to
measure both f and its spatial gradient. However, there are also various other applications and
for different examples we direct the reader to [24, 43] and references therein. The second scenario
considered in this paper assumes that, instead of evaluating derivatives of f at {xn}n∈I , f is
measured at an additional s sampling points around each xn. One can think of this scenario as
function f being evaluated at s+1 different nonuniform sampling sequences. When these sequences
are uniform, the problem is known as bunched sampling or recurrent nonuniform sampling and has
been extensively studied in literature (for more details see below).
The purpose of this paper is to understand the gain one can expect by nonuniformly sampling
derivatives or by nonuniformly sampling at bunched points. We derive explicit sufficient conditions
for stable recovery in terms of densities of sampling points. In particular, we show that the maximal
allowed gap between sampling points (or bunches of sampling points) grows linearly in k + 1 (or
s+ 1) for large k (or s), which translates into increasing savings in cost and effort.
1.1 Nonuniform sampling of bandlimited functions
The topic of nonuniform sampling has been extensively researched in the last several decades. See,
for example, [7, 11, 12, 28, 37, 45, 54, 64] and references therein. Let {xn}n∈I be a set of points in
Rd. Then {xn}n∈I is a set of sampling if there exist A,B > 0 such that
A‖f‖2 ≤
∑
n∈I
|f(xn)|2 ≤ B‖f‖2, (1.1)
for all bandlimited functions f ∈ B(Ω) = {g ∈ L2(Rd) : supp(gˆ) ⊆ Ω}, where Ω is a compact
set. This condition is equivalent to the existence of particular frame for B(Ω). When (1.1) holds,
stable reconstruction of f from the samples {f(xn)}n∈I is possible, and this can be carried out via
a number of different algorithms. Note that in practice, (1.1) is usually replaced by a weighted
sum, to accommodate clustering of the sampling points [7, 33, 34, 37] and recently [3, 4].
Since (1.1) implies stable recovery, it is important to provide sufficient conditions for (1.1) to
hold in terms of density of the set {xn}n∈I . In one dimension, an (almost) full characterization
is known in terms of the so-called Beurling density, due to Landau [42], Jaffard [39] and Seip [53]
(see also [19]). In higher dimensions a result of Beurling [13] provides a sharp, sufficient condition
whenever the points {xn}n∈I are relatively separated and Ω is the unit Euclidean ball. This was
extended to any compact, convex and symmetric Ω in [12] and [47]. Beurling’s result has also
been shown to hold when weights are incorporated into (1.1) to compensate for clustering [4].
Unfortunately, such results do not give explicit estimates for the frame bounds A and B, and
in particular, their ratio
√
B/A, which determines the stability of any reconstruction algorithm.
Explicit estimates were provided by Gro¨chenig [33]. In one dimension, Gro¨chenig’s result is sharp,
but in higher dimensions, the density condition deteriorates with d and thus ceases to be sharp.
In recent work [4], the dimension dependence of such conditions has been improved. For example,
when Ω is the unit Euclidean ball, a result of [4] gives explicit frame bounds for a density condition
that—although somewhat more restrictive than Beurling’s—is independent of d.
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Another approach to obtain guarantees for (1.1) which allows for larger gaps between sampling
points is to prove perturbation theorems. That is, if a set {xn}n∈I is known to give a set of sampling,
and if {x˜n}n∈I , then one seeks to establish conditions on the maximal distance  = supn∈I |x˜n−xn|
such that {x˜n}n∈I also satisfies (1.1) with explicit bounds A˜ and B˜ depending on A, B and . In
particular, since uniform samples taken at the Nyquist rate provide sets of sampling with B/A = 1,
perturbation theorems allow for nonuniform sampling points to be taken with larger separation,
provided they are sufficiently close to uniform sampling points. In one dimension, Kadec’s-1/4
theorem [64] (see also [9, 19]) is a sharp perturbation theorem in the sense that condition on 
cannot be increased. Higher-dimensional generalizations have been obtained in [8, 21, 27, 58].
1.2 Derivatives sampling
Uniform sampling of derivatives is a classical topic in sampling theory, see [31, 40, 44, 48, 50, 65]
and references therein. It is known that one can exceed the Nyquist criterion by a factor of k +
1 by sampling f and its first k derivatives [49, 50]. On the other hand, relatively few papers
have considered nonuniform sampling with derivatives. In the univariate setting, by extending
Gro¨chenig’s results [33] for univariate nonuniform sampling to the case of derivatives, it was shown
in [51] that the maximum allowable spacing between sampling points grows asymptotically as a
linear function of k + 1, with constant of proportionality equal to 1/e (Gro¨chenig also considered
the case of derivatives in [33], but did not show the improvement in the maximum spacing). Also,
in the univariate setting, periodic nonuniform sampling with derivatives was considered in [65].
Multivariate nonuniform sampling with derivatives was addressed in [36], where necessary density
conditions are derived.
To the best of our knowledge, no work has addressed sufficient guarantees for stable sampling
with derivatives in the multivariate setting. This is the main task of the present paper.
1.3 Bunched sampling
Uniform bunched sampling—also known as recurrent nonuniform sampling since it assumes periodic
groups of nonuniform samples—has been a topic of numerous papers, in both the univariate [15,
24, 41, 48, 49, 55, 57, 63] and the multivariate case [26, 30]. In this setting, as in the uniform
derivative sampling, one is allowed to sample above the Nyquist rate. Namely, if the uniform set of
bunched points is interpreted as the union of s+ 1 uniform sequences, then each of these sequences
can be taken at s + 1 times the Nyquist rate. However, one might want to know what happens if
each of these sequences is nonuniform, i.e. if the groups of nonuniform samples are not repeating
periodically, but instead are distributed nonuniformly. This setting corresponds to nonuniform
bunched sampling that we consider in the present paper.
To the best of our knowledge, there is no earlier work which considers nonuniform bunched
sampling. Nonetheless, there is a list of questions that naturally arises in regards to this sampling
problem. For instance, in the setting where one must allow for bigger distances between sampling
sensors due to some natural constraints, could one use nonperiodic bunches of sensors and thus
sample above the Nyquist rate? Is there a lower bound on the width of those bunches? We answer
these questions in the univariate setting in the current paper.
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1.4 Function recovery
This paper focuses on the question of when a stable set of sampling exists, rather than on how to
recover f from its samples. For practical applications, it is also important that one considers the
reconstruction problem, where only finitely-many samples are given. Using techniques of generalized
sampling [3, 4, 5, 6], it is possible to show that stable reconstruction is possible in any given finite-
dimensional approximation subspace, subject to two conditions on the data. First, it should satisfy
the same density requirement that ensures a stable set of sampling. Second, it should cover a
sufficiently large region of Rd, with the precise size of this region depending solely on the particular
choice of the approximation subspace.
In particular, this applies to the problem of recovering a bandlimited function from its pointwise
samples and samples of its derivatives, or its pointwise samples at bunched points. In this case, one
retains the same density requirements as derived in the current paper. Additionally, one would need
to choose a suitable approximation space for recovery of a bandlimited function. For this purpose,
one could choose the finite-dimensional space of trigonometric polynomials, for example, as it is the
case in the well-known ACT algorithm [29, 34, 35, 37]. By this choice of the reconstruction space,
one extends the ACT algorithm in a straightforward manner to the case of derivative or bunched
sampling, with the density guarantee that increases linearly in k+ 1 or s+ 1, respectively. See also
[52].
For additional literature on the problem of recovering an element of a Hilbert space from its
samples, see for example [10, 23, 25, 38, 62].
1.5 Main results of the paper
The major part of the paper, Section 3, is dedicated to derivatives sampling. In particular, §3.1 deals
with the multivariate derivatives sampling, while §3.2 and §3.3 address special cases of univariate
and line-by-line sampling. Additionally, in §3.4, a perturbation result for derivatives sampling is
given. In Section 4, one-dimensional nonuniform bunched sampling is considered, in context of
fusion frames §4.2 and regular frames §4.3.
Our first result, Theorem 3.1, provides an upper bound on the maximum allowable sampling
density δ (see (3.4) for a definition), such that samples of derivatives give rise to a particular frame.
The density bound as well as the explicit estimates of the corresponding frame bounds depend
on the number of derivatives k, the norm used in specifying δ and a certain geometric property
of the domain Ω. For large k, the maximum allowed δ grows linearly in k + 1 with constant of
proportionality 1/e. This extends the univariate result of [51] to the multivariate setting, as well as
the multivariate k = 0 (no derivative) results of [33, 35], and recently [4], to the case of derivatives.
In our second result, Theorem 3.10, we present a univariate density condition that leads to
a small improvement over [51] for k ≥ 2 derivatives. This follows the technique of [33] for the
univariate case based on Wirtinger inequalities. We provide an explicit calculation of the optimal
constants in certain higher-order Wirtinger inequalities, which, replicating the techniques of [33] for
the case of derivatives, lead to modestly improved estimates for δ for finite k. Such improved bounds
can be used to get better estimates for two-dimensional spatial-temporal sampling scenarios, as we
consider in Proposition 3.12.
Next, we provide Theorem 3.13, which gives a perturbation estimate for nonuniform sampling
with derivatives. We show that if {xn}n∈I is a stable set of sampling for derivatives, then so is
{x˜n}n∈I whenever supn∈I |xn − x˜n| is sufficiently small. In particular, small perturbations of the
uniform sampling points taken at k times the Nyquist give rise to stable sets of sampling. This
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extends existing results given in [8, 58] to the case of sampling with derivatives. Moreover, it
improves those results since we provide a dimension independent bound for appropriate domains
Ω.
In Section 4, we address univariate nonuniform bunched sampling and, in Theorem 4.1, we give
density guarantees in order to obtain a particular fusion frame [17, 18]. Similarly as in derivatives
sampling, we show that the density bound increases linearly with s+ 1 (the number of samples in
each bunch) with constant of proportionality depending on the width of the bunches. In Proposition
4.3, we derive the same density condition under which it is possible to construct a particular frame
based on divided differences. The points within the same bunch are permitted to get arbitrarily
close to each other, since we use appropriate weights. Furthermore, we show that the corresponding
density bound in the limit—for small width of bunches and for large s—gives the same density bound
as the one we provide for the univariate sampling with s derivatives, i.e the density bound grows
linearly in s+ 1 with the constant of proportionality 1/e.
2 Preliminaries
Let d ≥ 1 denote dimension. For x = (x1, . . . , xd) ∈ Rd and p ≥ 1, we write |x|p for the `p-norm,
i.e. |x|p =
(∑d
j=1 |xj |p
)1/p
, when 1 ≤ p <∞, and |x|∞ = maxj=1,...,d |xj |. If y = (y1, . . . , yd) ∈ Rd
we write x · y = x1y1 + . . . + xdyd for the dot product of x and y. We let L2(Rd) be the space of
square-integrable functions on Rd with inner product
〈f, g〉 =
∫
Rd
f(x)g(x) dx,
and corresponding norm ‖f‖ = √〈f, f〉. We denote the Fourier transform by
fˆ(ω) =
∫
Rd
f(x)e−iω·x dx, ω ∈ Rd.
Note that Parseval’s identity reads ‖fˆ‖2 = (2pi)d‖f‖2 with this normalization.
Throughout the paper we write Dα = ∂|α|1/∂α1x1 · · · ∂αdxd for the partial derivative operator. Here
α = (α1, . . . , αd) ∈ Nd0, N0 = N ∪ {0}, and |α|1 = α1 + . . . + αd. If α! = α1!α2! · · ·αd! then the
multinomial formula reads  d∑
j=1
xj
k = ∑
|α|1=k
k!
α!
xα, k ∈ N, x ∈ Rd, (2.1)
where xα is given by xα =
∏d
j=1(xj)
αj .
Let Ω ⊆ Rd be a compact set. The space of Ω-bandlimited functions is defined by
B(Ω) = {f ∈ L2(Rd) : supp(fˆ) ⊆ Ω}.
Observe also that B(Ω) is closed with respect to differentiation, and moreover we have the multi-
variate Bernstein inequality
‖Dαf‖ ≤ ω¯α‖f‖, ∀f ∈ B(Ω), (2.2)
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where ω¯ = (ω¯1, . . . , ω¯d)
> and ω¯j = supω∈Ω |ωj |. In this paper, we measure the density of the
sampling points in terms of an arbitrary norm |·|∗ on Rd. Beside standard `p-norms, one might
want to use the norm induced by the polar set of Ω, for example, cf. Remark 3.5. Since all norms
are equivalent on Rd, we let a, b > 0 be the optimal constants such that
a|x|∗ ≤ |x|2 ≤ b|x|∗, ∀x ∈ Rd. (2.3)
We shall also define the quantity
mΩ = sup
ω∈Ω
|ω|2. (2.4)
Finally, let us now recap the notion of frames [20]. Let H be a Hilbert space with norm ‖·‖ and
inner product 〈·, ·〉. A set {φn}n∈I ⊆ H, where I is an index set, is called a frame for H if there
exist A,B > 0 such that
A‖f‖2 ≤
∑
n∈I
|〈f, φn〉|2 ≤ B‖f‖2, ∀f ∈ H.
We refer to A and B as the frame bounds.
3 Nonuniform sampling with derivatives
Let {xn}n∈I ⊆ Rd be a set of sampling points, where I is a countable index set. Let f ∈ B(Ω), and
suppose that we are given the measurements
Dαf(xn), n ∈ I, |α|1 ≤ k.
As discussed, stable recovery is possible if there exist nonnegative weights µn,α such that
A‖f‖2 ≤
∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2 ≤ B‖f‖2, ∀f ∈ B(Ω), (3.1)
holds for constants A,B > 0. Following [51], let us now define the function
ΦΩ(x) =
1
(2pi)d
∫
Ω
eiω·x dω, x ∈ Rd. (3.2)
For a given f ∈ B(Ω), we have fˆ(ω) = fˆ(ω)IΩ(ω). If g ∈ B(Ω) is such that gˆ(ω) = IΩ(ω), then by
the convolution theorem we can write
f(x) =
∫
Rd
f(s)g(x− s) ds = 1
(2pi)d
∫
Rd
∫
Ω
f(s)eiω·(x−s) dω ds = 〈f,ΦΩ(· − x)〉.
Therefore
Dαf(xn) = 〈Dαf,ΦΩ(· − xn)〉 = (−1)|α|1〈f,DαΦΩ(· − xn)〉.
Hence (3.1) is equivalent to the condition that the set of functions{√
µn,αD
αΦΩ(· − xn) : n ∈ I, |α|1 ≤ k
}
,
forms a frame for B(Ω) with frame bounds A,B > 0.
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Similarly, after differentiation and using Parseval’s identity, (3.1) becomes
A/(2pi)d ‖fˆ‖2 ≤
∑
n∈I
∑
|α|1≤k
µn,α|〈fˆ , (−iω)αe−iωxn〉|2 ≤ B/(2pi)d ‖fˆ‖2, ∀f ∈ B(Ω)
and therefore, (3.1) is also equivalent to
{
(2pi)d/2
√
µn,α(−iω)αe−iωxn : n ∈ I, |α|1 ≤ k
}
being a
Fourier frame for L2(Ω) = {f ∈ L2(Rd) : supp(f) ⊆ Ω} with the frame bounds A,B > 0; see,
for example, [64].
In what follows, we provide sufficient conditions for (3.1) for an appropriate choice of weights.
As is standard in nonuniform sampling, our weights shall be related to the Voronoi cells {Vn}n∈I
of the sampling points {xn}n∈I [28, 33, 35, 37]. Let |·|∗ be a norm on Rd. Given n ∈ I, we let
Vn =
{
x ∈ Rd : |x− xn|∗ ≤ |x− xm|∗, ∀m ∈ I,m 6= n
}
, n ∈ I,
and define
µn,α =
1
α!
∫
Vn
(x− xn)2α dx, α ∈ Nd0, n ∈ I. (3.3)
As is also standard, our sufficient conditions for (3.1) with these weights will be in terms of the
density of the sampling points, measured in the following sense:
δ = sup
x∈Rd
inf
n∈I
|x− xn|∗. (3.4)
Our aim is to find the maximal allowable density δ for which (3.1) holds.
3.1 The multivariate case
For z ∈ (0,∞), define
Rk(z) = exp(z)−
k∑
r=0
1
r!
zr, (3.5)
σ∗d(z) =
z +
√
z(d+ z)
d
, (3.6)
hk(z) = exp(z)Rk(z), (3.7)
gk,d(z) = (1 + 2σ
∗
d(z))
d/2
exp(z/σ∗d(z))Rk(z). (3.8)
Note that both hk and gk,d have limiting value 0 as z → 0+, and both increase monotonically
to infinity as z → ∞. Hence they have well-defined inverse functions Hk(w) and Gk,d(w) for
w ∈ (0,∞).
Our main result is now as follows:
Theorem 3.1. Suppose that the weights µn,α are given by (3.3) and let δ be as in (3.4). If
δ <
C(k, d)
mΩb
, C(k, d) = max {Hk(1), Gk,d(1)} , (3.9)
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k 0 1 2 3 4 . . . 8 9 . . . 13 14 . . .
C(k, 1) 0.4812 0.8141 1.1268 1.4304 1.7890 . . . 3.2501 3.6163 . . . 5.0828 5.4498 . . .
C(k, 2) 0.4812 0.8141 1.1268 1.4304 1.7290 . . . 2.8976 3.2424 . . . 4.6462 5.0000 . . .
C(k, 3) 0.4812 0.8141 1.1268 1.4304 1.7290 . . . 2.8976 3.1862 . . . 4.3327 4.6679 . . .
C(k, 4) 0.4812 0.8141 1.1268 1.4304 1.7290 . . . 2.8976 3.1862 . . . 4.3327 4.6180 . . .
C(k, 5) 0.4812 0.8141 1.1268 1.4304 1.7290 . . . 2.8976 3.1862 . . . 4.3327 4.6180 . . .
k . . . 17 18 19 20 21 22 23 24 25 26
C(k, 1) . . . 6.5512 6.9184 7.2857 7.6531 8.0205 8.3879 8.7553 9.1228 9.4903 9.8578
C(k, 2) . . . 6.0660 6.4227 6.7799 7.1376 7.4958 7.8544 8.2134 8.5728 8.9325 9.2925
C(k, 3) . . . 5.7002 6.0466 6.3940 6.7424 7.0916 7.4415 7.7922 8.1435 8.4955 8.8480
C(k, 4) . . . 5.4715 5.7553 6.0813 6.4207 6.7614 7.1031 7.4457 7.7893 8.1338 8.4791
C(k, 5) . . . 5.4715 5.7553 6.0389 6.3223 6.0654 6.8883 7.1711 7.4879 7.8252 8.1636
Table 1: The constant C(k, d) in the multidimensional density bound (3.9). Italics indicate
when C(k, d) = Gk,d(1), and otherwise C(k, d) = Hk(1).
where b and mΩ are as in (2.3) and (2.4) respectively, then
A‖f‖2 ≤
∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2 ≤ B‖f‖2, ∀f ∈ B(Ω),
where A,B > 0 satisfy
A ≥ e−d (1−min {hk(mΩbδ), gk,d(mΩbδ)})2 , B ≤ exp(2mΩbδ + (mΩbδ)2). (3.10)
Equivalently, the set {√µn,αDαΦΩ(· − xn) : n ∈ I, |α|1 ≤ k} forms a frame for B(Ω) with bounds
A and B.
The key part of this theorem—whose proof we defer to §3.1.3—is the condition (3.9). Note
that an interesting facet of (3.9) is that it splits geometric terms depending on the domain Ω (the
constant mΩ) and the norm used (encapsulated by the term b), from the nongeometric constant
C(k, d).
Whilst values of C(k, d) for fixed k and d are easily calculated and are presented in Table 1, to
understand its behaviour it is interesting to consider the following two asymptotic regimes:
(i) k fixed, d→∞, (ii) d fixed, k →∞.
In (i) it is desirable for (3.9) to not decrease with d, i.e. the density bound does not worsen with
increasing dimension. For (ii), we desire linear increase in the bound with k, i.e. adding derivatives
samples means that sampling points can be taken further apart, at as fast a rate as possible.
3.1.1 Case (i)
As seen in Table 1, the constant C(k, d) is independent of d for large d and fixed k. This follows
from (3.9), where it is clear that for large d the maximum is achieved by Hk(1), which is dimension
independent, as opposed to Gk,d(1) (it can be easily proved that Gk,d(1) decreases with d). Hence
for large d, the only possible dimension-dependence in (3.9) arises from the factors mΩ and b, which
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Figure 1: The constants in the multidimensional density bound (3.9) (left) and their asymp-
totic behaviour (right).
are determined by the domain Ω and the norm |·|∗ respectively. For simplicity, suppose that Ω = Bp
is the unit `p-ball, p > 0, and let |·|∗ = |·|q, q ≥ 1, be the `q-norm. Then (3.9) reads
δ <
C(k, d)
max{1, d1/2−1/p}max{1, d1/2−1/q} .
This follows from the well-known inequality
∀x ∈ Rd, |x|q ≤ |x|r ≤ d1/r−1/q|x|q, 0 < r ≤ q. (3.11)
In particular, if p = q = 2 for example (i.e. Ω is contained in the unit Euclidean ball and the δ-
density is measured in the Euclidean metric), then (3.9) reduces to δ < C(k, d). For sufficiently large
d, one therefore obtains the dimensionless bound δ < Hk(1). On the other hand, if Ω = [−1, 1]d
is the unit cube and |·|∗ = |·|2 is the `2-norm, then we get square-root decay of the corresponding
bound, which reads δ < Hk(1)/
√
d for large d.
Remark 3.2. The splitting of the bound (3.9) into the factors C(k, d) and mΩb is an extension
of the result found in [4] to the case k ≥ 1. Therein the case k = 0 was considered and the bound
δ < ln(2)/(mΩb) was established. Conversely, (3.9) reduces to the somewhat stricter condition
δ < ln
(
1
2 (1 +
√
5)
)
/(mΩb) when k = 0; note that ln
(
1
2 (1 +
√
5)
) ≈ 0.4812 < 0.6931 ≈ ln(2). This
is due to the additional complications arising from a bound that holds for arbitrary many derivatives.
3.1.2 Case (ii)
We now discuss the case of fixed d and increasing k. Empirically, Table 1 and the left panel of
Figure 1 show that, whilst Hk(1) gives the better bound for small values of k, asymptotically for
k →∞ the better bound is provided by Gk,d(1). We confirm this with the following lemma:
Lemma 3.3. Let W be the Lambert-W function [22]. We have
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(a) Rk(z)
1/(k+1) ∼ ez/(k+1) as k →∞, provided z ≤ c(k+1) for all large k and some c ∈ (0, 1);
(b) Hk(1) ∼W (1/e) (k + 1) as k →∞;
(c) Gk,d(1) ∼ 1/e (k + 1) as k →∞;
(d) C(k, d) ∼ 1/e (k + 1) as k →∞.
(Note that W (1/e) ≈ 0.2785, while 1/e ≈ 0.3679.)
Proof. To prove (a), observe that
1− exp(−z)
k∑
r=0
1
r!
zr =
γ(k + 1, z)
Γ(k + 1)
= P (k + 1, z),
where γ(·, ·) is the lower incomplete Gamma function, and Γ(·) is the Gamma function [1]. We
require an asymptotic expansion of P (k + 1, z) as k →∞ that is uniform in z ≤ c(k + 1). Such an
expansion was obtained by Temme [59, 60]. It was shown there that
P (κ, x) =
1
2
erfc
[
−η(κ/2)1/2
]
− Sκ(η),
with
Sκ(η) ∼ (2piκ)−1/2e−κη2/2
∞∑
k=0
ck(η)κ
−k,
as κ→∞, uniformly with respect to η ∈ R, where κ > 0, x ≥ 0, and
η =
√
2(λ− 1− log(λ)), λ = x/κ, µ = λ− 1,
with the square root having the same sign as µ. Since x/κ < 1, we have that µ < 0. Here
erfc(x) = 2pi−1/2
∫∞
x
e−t
2
dt is the complementary error function and ck(η) are functions of η only,
with c0 = 1/µ− 1/η. We require only the first term in the asymptotic expansion of P (κ, x). Since
erfc(x) ∼ e−x
2
√
pix
as x→∞,
P (κ, x) ∼ −exp(−κη
2/2)√
2piκµ
=
exp(−λκ+ κ)λκ√
2piκ(1− λ) , κ→∞,
provided that λ ≤ c for some c < 1. Set k + 1 = κ and z = x = κλ. Then, since z ≤ c(k + 1) for
some c < 1, we get
Rk(z)
1
k+1 ∼ eλ = e z
k + 1
,
as k →∞ and (a) follows.
To prove (b), we shall use (a). Let z = Hk(1) > 0, i.e. hk(z) = 1. We first show that there
exists a 0 < c < 1 such that z ≤ c(k + 1) for all large k. Note that Rk(z) ≥ zk+1/(k + 1)!. Thus z
satisfies
exp(z)
zk+1
(k + 1)!
≤ 1.
Therefore
exp
(
z
k + 1
)
z
k + 1
≤ ((k + 1)!)
1
k+1
k + 1
.
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By Stirling’s formula, the right-hand side is asymptotic to 1/e as k → ∞. Hence for large k,
z/(k + 1) ≤ W (1/e) < 1, as required. We may now use (a). Since hk(z) = 1 is equivalent to
exp
(
z
k+1
)
Rk(z)
1
k+1 = 1, this now gives
exp
(
z
k + 1
)
z
k + 1
∼ 1
e
, k →∞.
Since the last identity is equivalent to
z
k + 1
∼W
(
1
e
)
, k →∞,
we get the result.
We use a similar approach to prove (c). Let z = Gk,d(1), i.e. gk,d(z) = 1. Then
Rk(z) ≤ (1 + 2σ∗d(z))d/2 ez/σ
∗
d(z)Rk(z) = gk,d(z) = 1,
and we deduce that z ≤ 1e (k + 1) as k → ∞. Hence we may apply (a). Note also that z → ∞
as k → ∞. This follows from the fact that limk→∞ gk,d(z) = 0 for fixed z and d. Therefore, the
equation gk,d(z) = 1 can be written as(
1 +
4z
d
) d
2(k+1)
exp
(
d
2(k + 1)
)
ez
k + 1
∼ 1, k →∞,
which implies the result. Finally, we note that claim (d) follows directly from (b) and (c).
This lemma confirms that Gk,d(1) gives a better bound asymptotically as k →∞ than Hk(1).
Illustration of this asymptotic behaviour is given in the right panel of Figure 1. More importantly,
this lemma shows the overall advantage of sampling derivatives, i.e. we have the following:
Corollary 3.4. For large k, the set {√µn,αDαΦΩ(· − xn) : n ∈ I, |α|1 ≤ k} forms a frame for
B(Ω) with frame bounds satisfying (3.10), provided
δ <
1
e
k + 1
mΩb
.
Hence, for all dimensions d, the maximum allowed density δ increases linearly with the number of
derivatives k. Unfortunately the constant of proportionality 1/e ≈ 0.3679 is rather small. Indeed,
it is much smaller than in the case of equispaced samples, where the corresponding constant is
pi/2 ≈ 1.5708. To ameliorate this gap, we will first prove an improved estimate in §3.2 for the case
d = 1. Second, in §3.4 we will prove a perturbation result for nonuniform derivative sampling.
Remark 3.5. For the case k = 0, Beurling established the sharp, sufficient condition δ < pi/2 when
Ω is the unit Euclidean ball and |·|∗ = |·|2, provided the sampling points {xn}n∈I are separated. In
[12] and [47] this was extended to any compact, convex and symmetric domain Ω, where |·|∗ is the
norm induced by the polar set of Ω. The separation condition was removed in [4] by incorporating
weights. To the best of our knowledge, it is an open problem to see if similar sharp results can be
proved for the case of sampling with derivatives.
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3.1.3 Proof of Theorem 3.1
The proof of this theorem uses the techniques of [33, 34, 35], and more recently [4], which were
applied to the d ≥ 1 and k = 0 case, as well as the approach in [51] for the d = 1 and k ≥ 0 case.
We first require the following three lemmas. In what follows, we denote Euclidean ball of radius r
centered at v by B(v, r), and when centre does not matter, we write Br.
Lemma 3.6. Let µn = µn,0, where µn,0 = meas(Vn) is the Lebesgue measure of Vn. Then∑
n∈I
µn|f(xn)|2 ≤ exp(2bδr)‖f‖2, ∀f ∈ B(Ω),
where b is as in (2.3) and r > 0 is radius of the smallest ball (with arbitrary centre) with Ω ⊆ Br.
Proof. Let B(ωt, r) be the minimal ball such that Ω ⊆ B(ωt, r) and note that we can use the following
shifting argument. For every f ∈ B(Ω), if F ∈ B(Ω−ωt) is defined so that Fˆ (ω) = fˆ(ω+ωt), then
we have |F | = |f | and also ‖F‖ = ‖f‖. Therefore, without loss of generality, we may assume that
Ω ⊆ B(0, r). Since a bandlimited function is analytic, by Taylor’s theorem we have
f(xn) =
∑
α∈Nd0
(xn − x)α
α!
Dαf(x),
for any n ∈ I and x ∈ Rd. Let c > 0 be a constant. By the Cauchy–Schwarz inequality
|f(xn)|2 ≤
∑
α∈Nd0
|(x− xn)2α|c|α|1
α!
∑
α∈Nd0
c−|α|1
α!
|Dαf(x)|2.
Note that |(x − xn)2α| =
∏d
j=1 |(x − xn)j |2αj , by using the multi-index notation introduced in
Section 2. Next, by the multinomial formula (2.1),
∑
α∈Nd0
|(x− xn)2α|c|α|1
α!
=
∞∑
k=0
ck
k!
∑
|α|1=k
k!
α!
|(x− xn)2α| =
∞∑
k=0
ck
k!
|x− xn|2k2
= exp(c|x− xn|22).
By (2.3) and the definition of δ, we have |x− xn|2 ≤ b|x− xn|∗ ≤ bδ. Hence we find that
|f(xn)|2 ≤ exp(cb2δ2)
∑
α∈Nd0
c−|α|1
α!
|Dαf(x)|2.
Using definition of µn and the fact that Voronoi cells form a partition of Rd, this now gives∑
n∈I
µn|f(xn)|2 ≤ exp(cb2δ2)
∑
α∈Nd0
c−|α|1
α!
∑
n∈I
∫
Vn
|Dαf(x)|2 dx
= exp(cb2δ2)
∑
α∈Nd0
c−|α|1
α!
‖Dαf‖2.
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Consider the sum. We have, from the standard properties of the Fourier transform,
∑
α∈Nd0
c−|α|1
α!
‖Dαf‖2 =
∑
α∈Nd0
c−|α|1
(2pi)dα!
‖D̂αf‖2
=
∑
α∈Nd0
c−|α|1
(2pi)dα!
∫
Ω
|ω2α||fˆ(ω)|2 dω
=
1
(2pi)d
∫
Ω
exp(|ω|22/c)|fˆ(ω)|2 dω
≤ exp(r2/c)‖f‖2.
Therefore we deduce that ∑
n∈I
µn|f(xn)|2 ≤ exp(cb2δ2 + r2/c)‖f‖2,
and setting c = r/(bδ) gives the result.
Later we will see that application of this lemma leads (after some additional work) to the bound
δ < Hk(1)/(mΩb). As discussed, this does not give the best scaling as k →∞, which can be traced
to the exponential growth in δ of the bound obtained in this lemma. In order to mitigate this
growth, and therefore eventually get a better density bound, we need the following result.
Lemma 3.7. Let µn = µn,0, where µn,0 = meas(Vn) is the Lebesgue measure of Vn. Then∑
n∈I
µn|f(xn)|2 ≤ (1 + 2σ∗d(bδmΩ))d exp(2bδmΩ/σ∗d(bδmΩ))‖f‖2, ∀f ∈ B(Ω),
where σ∗d, b and mΩ are as in (3.6), (2.3) and (2.4) respectively.
Proof. Let σ > 0 be fixed and let us cover Ω by R = R(Ω,BmΩ/σ) Euclidean balls of radius mΩ/σ.
By using a classical result on covering numbers, see for example [32], we have
R ≤ R(BmΩ ,BmΩ/σ) = R(B1,B1/σ) ≤ (1 + 2σ)d. (3.12)
Let
{
B1mΩ/σ, . . . ,BRmΩ/σ
}
be the prescribed cover of R balls for Ω. Using this cover, we form a
partition of Ω as follows. Set Ω1 = B1mΩ/σ ∩ Ω, and given Ω1, . . . ,Ωr, define
Ωr+1 =
(
Br+1mΩ/σ ∩ Ω
)
\
r⋃
j=1
Ωj .
This gives at most R nonempty sets Ω1, . . . ,ΩR which make a disjoint cover of Ω. By construction,
for each j, Ωj ⊆ BjmΩ/σ. Due to Lemma 3.6, we know that∑
n∈I
µn|g(xn)|2 ≤ exp(2bδmΩ/σ)‖g‖2, ∀g ∈ B(Ωj), j = 1, . . . , R. (3.13)
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Since Ω1, . . . ,ΩR are disjoint and
⋃R
j=1 Ωj = Ω, for each f ∈ B(Ω) we have that fˆ =
∑R
j=1 fˆj ,
f =
∑R
j=1 fj and ‖f‖2 =
∑R
j=1 ‖fj‖2, where fj ∈ B(Ωj). Therefore we get
∑
n∈I
µn|f(xn)|2 ≤ R
R∑
j=1
∑
n∈I
µn|fj(xn)|2 ≤ (1 + 2σ)d exp(2bδmΩ/σ)‖f‖2.
Now, if we minimize the right-hand side over σ > 0, we obtain∑
n∈I
µn|f(xn)|2
≤
(
1 + 2
bδmΩ +
√
bδmΩ(d+ bδmΩ)
d
)d
exp
(
2bδmΩd
bδmΩ +
√
bδmΩ(d+ bδmΩ)
)
‖f‖2
and the result follows.
Remark 3.8. Note that Lemma 3.7 also holds when mΩ is replaced by r, where r is defined as
in Lemma 3.6. This holds due to the same shifting argument as used in the proof of Lemma 3.6.
While this shifting argument proved to be crucial when applying Lemma 3.6 for derivation of (3.13),
in the results that follow such shifting argument is not of much use. This is so because in general
|DαF | 6= |Dαf |, when F is defined as in the proof of Lemma 3.6.
Lemma 3.9. For any f ∈ B(Ω), we have∥∥∥∥∥∥f −
∑
n∈I
∑
|α|1≤k
1
α!
Dαf(xn)(· − xn)αIVn
∥∥∥∥∥∥ ≤ min {hk(bδmΩ), gk,d(bδmΩ)} ‖f‖
where hk and gk,d are as in (3.7) and (3.8), and b and mΩ are as in (2.3) and (2.4) respectively.
Proof. For f ∈ B(Ω) let g(x) = ∑n∈I∑|α|1≤k 1α!Dαf(xn)(x−xn)αIVn(x). Since Voronoi cells form
a partition of Rd, we have
‖f − g‖2 =
∑
n∈I
∫
Vn
∣∣∣∣∣∣f(x)−
∑
|α|1≤k
1
α!
Dαf(xn)(x− xn)α
∣∣∣∣∣∣
2
dx.
Let x ∈ Vn. By Taylor’s theorem and the Cauchy–Schwarz inequality∣∣∣∣∣∣f(x)−
∑
|α|1≤k
1
α!
Dαf(xn)(x− xn)α
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∑
|α|1>k
1
α!
Dαf(xn)(x− xn)α
∣∣∣∣∣∣
2
≤
∑
|α|1>k
c|α|1 |(x− xn)2α|
α!
∑
|α|1>k
c−|α|1
α!
|Dαf(xn)|2.
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Note that ∑
|α|1>k
c|α|1 |(x− xn)2α|
α!
=
∑
r>k
cr
r!
|x− xn|2r2 ≤ Rk(cb2δ2),
where Rk is as in (3.5). Hence, by Lemma 3.6 applied to D
αf ∈ B(Ω),
‖f − g‖2 ≤ Rk(cb2δ2)
∑
|α|1>k
c−|α|1
α!
∑
n∈I
µn|Dαf(xn)|2
≤ Rk(cb2δ2) exp(2bδmΩ)
∑
|α|1>k
c−|α|1
α!
‖Dαf‖2.
Noting that∑
|α|1>k
c−|α|1
α!
‖Dαf‖2 = 1
(2pi)d
∫
Ω
∑
|α|1>k
c−|α|1
α!
|ω2α||fˆ(ω)|2 dω ≤ Rk(m2Ω/c)‖f‖2
and setting c = mΩ/(bδ) gives ‖f − g‖ ≤ Rk(bδmΩ) exp(bδmΩ)‖f‖ = hk(bδmΩ)‖f‖. Similarly, if
we apply Lemma 3.7 instead of Lemma 3.6, we get
‖f − g‖ ≤ (1 + 2σ∗d(bδmΩ))d/2Rk(bδmΩ) exp(bδmΩ/σ∗d(bδmΩ))‖f‖ = gk,d(bδmΩ)‖f‖,
and the result follows.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Fix f ∈ B(Ω) and define g(·) = ∑n∈I∑|α|1≤k 1α!
Dαf(xn)(· − xn)αIVn(·). For the upper bound on ‖g‖2 we have
∑
n∈I
∫
Vn
∣∣∣∣∣∣
∑
|α|1≤k
1
α!
Dαf(xn)(x− xn)α
∣∣∣∣∣∣
2
dx ≤
 ∑
|α|1≤k
1
α!
∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2.
By the multinomial formula
∑
|α|1≤k
1
α!
=
k∑
l=0
1
l!
∑
|α|1=l
l!
α!
=
k∑
l=0
dl
l!
≤ ed.
Using this we get ∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2 ≥ e−d‖g‖2 ≥ e−d (‖f‖ − ‖f − g‖)2 . (3.14)
Lemma 3.9 now gives the lower bound. Next, we address the upper bound. Note that
µn,α ≤ 1
α!
sup
x∈Vn
|(x− xn)2α|µn,0.
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Moreover |(x− xn)2α| ≤ |x− xn|2|α|1∞ ≤ |x− xn|2|α|12 ≤ (bδ)2|α|1 . Hence, Lemma 3.6 gives∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2 ≤ exp(2mΩbδ)
∑
|α|1≤k
(bδ)2|α|1
α!
‖Dαf‖2.
Arguing in the same way now yields∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2 ≤ exp(2mΩbδ + (mΩbδ)2)‖f‖2,
as required.
3.2 The univariate case
In the one-dimensional setting it is possible to improve the bound derived in Theorem 3.1 somewhat
using so-called Wirtinger inequalities. See [33] for the case k = 0 and [51] for k = 1.
Throughout this section Ω ⊆ R is compact and {xn}n∈Z is a set of sampling points in R, indexed
over Z. We assume the points are ordered so that xn < xn+1, ∀n ∈ Z. As before, we let
δ = sup
x∈R
inf
n∈Z
|x− xn|, (3.15)
where |·| denotes the absolute value. Note that the Voronoi cells Vn are the intervals
Vn = [zn, zn+1], zn =
xn + xn−1
2
, n ∈ Z.
As stated above, we shall use Wirtinger inequalities to derive bounds for δ. Specifically, for k ∈ N,
let ck > 0 be the minimal constant such that∫ b
a
|f(x)|2 dx ≤ (ck)2k(b− a)2k
∫ b
a
|f (k)(x)|2 dx, (3.16)
for all f ∈ Hk(a, b), the kth Sobolev space, satisfying
f(a) = f ′(a) = . . . = f (k−1)(a) = 0 or f(b) = f ′(b) = . . . = f (k−1)(b) = 0.
Theorem 3.10. Suppose that the weights are
µn,l =
1
l!
∫
Vn
(x− xn)2l dx = (zn+1 − xn)
2l+1 − (zn − xn)2l+1
l!(2l + 1)
, l = 0, . . . , k, n ∈ Z,
and let δ be as in (3.15). If
δ <
C(k)
mΩ
, C(k) =
1
ck+1
, (3.17)
where ck is as in (3.16), then
A‖f‖2 ≤
∑
n∈Z
k∑
l=0
µn,l|f (l)(xn)|2 ≤ B‖f‖2, ∀f ∈ B(Ω),
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where
A ≥ e−1 (1− (ck+1δmΩ)k+1)2 , B ≤ (1 + 2δmΩ/pi)2 e(δmΩ)2 .
Equivalently, the set {√µn,l dldxlΦΩ(·−xn) : n ∈ Z, l = 0, . . . , k} forms a frame for B(Ω) with bounds
A and B.
In the following section we examine the constants ck and conclude by discussion with the
improvement offered by this theorem over the multivariate result Theorem 3.1.
Proof. We follow the arguments of [34, 51]. Let g(x) =
∑
n∈Z
∑k
l=0
1
l!f
(l)(xn)(x−xn)lIVn(t). Then
‖f − g‖2 =
∑
n∈Z
∫ zn+1
zn
∣∣∣∣∣f(x)−
k∑
l=0
1
l!
f (l)(xn)(x− xn)l
∣∣∣∣∣
2
dx.
=
∑
n∈Z
(∫ zn+1
xn
+
∫ xn
zn
) ∣∣∣∣∣f(x)−
k∑
l=0
1
l!
f (l)(xn)(x− xn)l
∣∣∣∣∣
2
dx.
The function f(x)−∑kl=0 1l!f (l)(xn)(x− xn)l vanishes, along with its first k derivatives, at x = xn.
Applying (3.16) to each integral and noting that |zn+1 − xn| ≤ δ and |xn − zn| ≤ δ gives
‖f − g‖2 ≤ (ck+1δ)2k+2‖f (k+1)‖2.
Applying Bernstein’s inequality (2.2) we deduce that ‖f − g‖ ≤ (ck+1δmΩ)k+1‖f‖, and therefore(
1− (ck+1δmΩ)k+1
) ‖f‖ ≤ ‖g‖ ≤ (1 + (ck+1δmΩ)k+1) ‖f‖.
We now use this and (3.14) to get the estimate for A. For the bound on B, we argue similarly to
the proof of Theorem 3.1. We have
µn,l ≤ 1
l!
sup
x∈Vn
|x− xn|2lµn,0 ≤ 1
l!
δ2lµn,0.
Hence ∑
n∈Z
k∑
l=0
µn,l|f (l)(xn)|2 ≤
k∑
l=0
δ2l
l!
∑
n∈Z
µn,0|f (l)(xn)|2.
Gro¨chenig’s result [33] for k = 0 and d = 1 gives that
∑
n∈Z µn,0|g(xn)|2 ≤ (1 + 2δmΩ/pi)2‖g‖2,
∀g ∈ B(Ω). By this and Bernstein’s inequality, we deduce that
∑
n∈Z
k∑
l=0
µn,l|f (l)(xn)|2 ≤ (1 + 2δmΩ/pi)2
k∑
l=0
(δmΩ)
2l
l!
‖f‖2.
Since
∑k
l=0
(δmΩ)
2l
l! = exp((δmΩ)
2), the upper bound follows.
Observe that for k = 0, i.e. the classical nonuniform sampling problem without derivatives,
(3.17) reduces to δ < pi2mΩ since c1 =
2
pi [33]. This is in agreement with the result of Gro¨chenig [33]
(note that the definition of δ used therein is precisely twice the definition we use here). This result
is sharp, and says that one must sample at a rate just above the Nyquist rate pi2mΩ .
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3.2.1 The magnitude of ck
We now consider the case k ≥ 1. The main issue is the magnitude of the constant ck of Wirtinger’s
inequality (3.16). We first note the following:
Lemma 3.11. Consider the polyharmonic eigenvalue problem
(−1)kg(2k) = λg, g(0) = . . . = g(k−1)(0) = g(k)(1) = . . . g2k−1(1) = 0. (3.18)
This problem has a countable basis of positive eigenvalues 0 < λ
(k)
1 < λ
(k)
2 < . . .. Moreover, the best
constant ck in the inequality (3.16) is precisely (λ
(k)
1 )
− 12k .
Proof. It is well known that (3.18) has a countable spectrum with eigenfunctions {φn}∞n=1 forming
an orthonormal basis of L2(0, 1) [46]. It is straightforward to see that (3.18) has only strictly
positive eigenvalues. Now let f ∈ Hk(0, 1) satisfy f(0) = . . . = f (k−1)(0) = 0. Then
〈f, φn〉 = (−1)
k
λ
(k)
n
〈f, φ(2k)n 〉 =
1
λ
(k)
n
〈f (k), φ(k)n 〉.
In particular, if f = φn, then ‖φn‖2 = 1
λ
(k)
n
‖φ(k)n ‖2. Let ψn = 1√
λ
(k)
n
φ
(k)
n , so that ‖ψn‖ = 1. The set
{ψn}∞n=1 is precisely the set of eigenfunctions of the problem
(−1)kg(2k) = λg, g(k)(0) = . . . = g(2k−1)(0) = g(1) = . . . gk−1(1) = 0.
In particular, they form an orthonormal basis of L2(0, 1). Since 〈f, φn〉 = 1√
λ
(k)
n
〈f (k), ψn〉, it follows
from Parseval’s identity that
‖f‖2 =
∑
n
|〈f, φn〉|2 =
∑
n
1
λ
(k)
n
|〈f (k), ψn〉|2 ≤ 1
λ
(k)
1
∑
n
|〈f (k), ψn〉|2 = 1
λ
(k)
1
‖f (k)‖2,
by completeness. Thus ‖f‖2 ≤ 1/λ(k)1 ‖f (k)‖2, and this bound is sharp since we may set f = φ1. By
a change of variables, we get that (ck)
2k = 1/λ
(k)
1 , as required.
This means we can determine the constant ck by finding the eigenvalues of (3.18). When k = 1,
the eigenvalues of (3.18) are (pi/2 + npi)2, n ∈ N0. Hence λ(1)1 = pi2/4 and c1 = 2/pi, as stated.
Unfortunately, for k ≥ 2 no explicit expression exists for the eigenvalues, so we resort to numerical
computation. For k ≥ 2, write λ = τ2k for τ > 0. The general solution of (3.18) can be written as
g(x) =
2k−1∑
s=0
bse
izsτx,
where z = eipi/k and bs ∈ C are coefficients. Enforcing the boundary conditions results in a linear
system of equations
2k−1∑
s=0
(izsτ)rbs = 0,
2k−1∑
s=0
(izsτ)k+reiz
sτ bs = 0, r = 0, . . . , k − 1.
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k 1 2 3 4 5 6 7 8 9 10
ck 0.6366 0.5333 0.4495 0.3861 0.3376 0.2997 0.2694 0.2446 0.2240 0.2066
1/ck 1.5708 1.8751 2.2248 2.5903 2.9621 3.3367 3.7125 4.0888 4.4652 4.8415
Table 2: The values ck and 1/ck for k = 1, 2, . . . , 10. These values were calculated in high
precision using Mathematica.
k 0 1 2 3 4 5 6 7 8 9
(a) 0.4812 0.8141 1.1268 1.4304 1.7890 2.1535 2.5186 2.8842 3.2501 3.6163
(b) 1.5708 1.8751 2.2248 2.5903 2.9621 3.3367 3.7125 4.0888 4.4652 4.8415
(c) 1.4142 1.8612 2.2209 2.5886 2.9612 3.3361 3.7121 4.0885 4.4650 4.8413
Table 3: The constant C(k) obtained from (a) Theorem 3.1 for the case d = 1, (b) Theorem
3.10 and (c) [51, Thm. 1].
In matrix form, we have A(τ)b = 0, where A(τ) ∈ C2k×2k, b = (b0, . . . , b2k−1)>. Hence the minimal
eigenvalue λ
(k)
1 = (τ
(k)
1 )
2k, and therefore ck = 1/τ
(k)
1 , where τ
(k)
1 is the first positive root of the
function D(τ) = det(A(τ)). In the case k = 2, we have D(τ) = 8iτ6 (1 + cos(τ) cosh(τ)), and
numerical computation finds that τ
(2)
1 = 1.8751 (see also [51]).
In Table 2 we compute τ
(k)
1 = 1/ck and ck for k = 1, . . . , 10. As is evident the values 1/ck,
grow approximately linearly in k for large k. Linear regression on the computed values gives that
1/ck ≈ 1.1458 + 0.3674k for large k. Note that 1/e = 0.3679. We therefore conjecture that
1
ck
∼ k
e
, k →∞. (3.19)
We remark in passing that the large k asymptotics for the optimal constant in a variant of
Wirtinger’s inequality where f and its derivatives vanish at both endpoints has been derived by
Bo¨ttcher & Widom [14]. We expect a similar approach can be applied to (3.16) to obtain (3.19).
We can now compare Theorem 3.10 with the multivariate result Theorem 3.1. In Table 3 we give
the numerical values for the constant C(k) arising from both theorems, where δ < C(k)/mΩ is the
required condition on δ. The univariate bound is evidently superior for all values of k considered.
However, the bounds behave the same asymptotically, since both Theorem 3.1 and Theorem 3.10
give C(k) ∼ 1/e(k + 1) ≈ 0.3679(k + 1) for large k (recall Corollary 3.4). In Table 3 we also
compare Theorem 3.10 to the bound derived in [51, Thm. 1] (note that the value 1.8751 for k = 1
was also provided in [51] using Wirtinger’s inequality arguments as we do above). Unfortunately,
the improvement obtained from Theorem 3.10 is only marginal. In particular, both bounds are
asymptotic to 1/e(k+ 1) for large k, and therefore (we expect) a long way from being sharp (recall
that the condition for equispaced samples is δ ≤ pi/2(k+1)). We conclude that although Wirtinger’s
inequality obtains a sharp bound for k = 0, it is of little use in getting superior bounds for k ≥ 1.
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3.3 Line-by-line sampling
In some applications, not least seismology, the unknown function f depends on a spatial variable
z ∈ Rd−1 and a temporal variable t ∈ R. Sensors are placed at fixed locations {zn}n∈I ⊆ Rd−1,
where d = 2, 3, in physical space, and measurements are taken at times {tm,n}m∈J . In particular,
different sensors may take measurements at different times. This gives the set of samples
Dαz f(zn, tm,n), n ∈ I,m ∈ J, |α|1 ≤ k.
Note that Dαz = ∂
α1
z1 · · · ∂
αd−1
zd−1 is the partial derivative with respect to z only. We do not measure
any temporal derivatives.
Let x = (z, t) ∈ Rd and write f(z, t) = f(x). We shall assume that f ∈ B(Ω) and moreover
that Ω = Ωz × Ωt for Ωz ⊆ Rˆd−1 and Ωt ⊆ Rˆ. Let
δz = sup
z∈Rd−1
inf
n∈I
|z − zn|∗, δt = sup
n∈I
sup
t∈R
inf
m∈J
|t− tm,n|,
and write Vn ⊆ Rd−1 for the Voronoi cells of the sampling points {zn}n∈I with respect to the |·|∗
norm. We now have the following result. Note that this is a straightforward extension of a result
of Strohmer [56] (see also [35]) to the case of derivatives and d ≥ 3.
Proposition 3.12. Suppose that the weights
µm,n,α =
tm+1,n − tm,n
2α!
∫
Vn
(z − zn)2α dz.
If
δt <
2
pimΩt
, δz <
C(k, d)
mΩzb
, C(k, d) =
{
1/ck+1 d = 2
max {Hk(1), Gk,d(1)} d ≥ 3 ,
then (
1− 2δtmΩt
pi
)2
Az‖f‖2 ≤
∑
m∈J
∑
n∈I
∑
|α|1≤k
µm,n,α|Dαz f(zn, tm,n)|2
≤
(
1 +
2δtmΩt
pi
)2
Bz‖f‖2,
for all f ∈ B(Ω), where Az and Bz satisfy
Az ≥ e−1
(
1− (mΩzck+1δz)k+1
)2
, Bz ≤ (1 + 2mΩzδz/pi)2 e(mΩz δz)
2
, d = 2,
with ck as in (3.16), or
Az ≥ e−d (1−min {hk(mΩzbδz), gk,d(mΩzbδz)})2 , Bz ≤ exp(2mΩzbδz + (mΩzbδz)2),
for d ≥ 3, with hk and gk,d as in (3.7) and (3.8) with inverse functions Hk and Gk,d respectively.
Equivalently, the set {√µm,n,αDαz ΦΩ(· − xn,m) : n ∈ I,m ∈ J, |α|1 ≤ k}, where xn,m = (zn, tm),
forms a frame for B(Ω) with bounds
A ≥ (1− 2δtmΩt/pi)2Az, B ≤ (1 + 2δtmΩt/pi)2Bz.
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Proof. Gro¨chenig’s original, one-dimensional, derivative-free result [33] gives that
(1− 2δtmΩt/pi)2
∫
R
|f(z, t)|2 dt ≤
∑
m∈J
tm+1,n − tm,n
2
|f(z, tm,n)|2
≤ (1 + 2δtmΩt/pi)2
∫
R
|f(z, t)|2 dt.
Hence, if g(z) =
√∫
R |f(z, t)|2 dt and µ˜n,α = 1α!
∫
Vn
(z − zn)2α dz then(
1− 2δtmΩt
pi
)2∑
n∈I
∑
|α|1≤k
µ˜n,α|Dαz g(zn)|2 ≤
∑
m∈J
∑
n∈I
∑
|α|1≤k
µm,n,α|Dαz f(zn, tm,n)|2
≤
(
1+
2δtmΩt
pi
)2∑
n∈I
∑
|α|1≤k
µ˜n,α|Dαz g(zn)|2
and, to get the result, we now apply Theorem 3.1 (d ≥ 3) or Theorem 3.10 (d = 2) to the sum and
note that
∫
Rd−1 |g(z)|2 dz = ‖f‖2.
This proposition implies the following. With the above type of scheme, for stable sampling one
requires (i) the usual derivative-free density for univariate nonuniform sampling in the time variable,
i.e. δt <
2
pimΩt
, and (ii) a density in the space variable depending on the number of derivatives.
3.4 A multivariate perturbation result with derivatives
The results proved thus far give explicit guarantees for nonuniform derivatives sampling. However,
the conditions on the density δ are more stringent than those required for uniform samples. We
now show that nonuniform sampling is possible with larger gaps under appropriate conditions.
Theorem 3.13. Suppose that {xn}n∈I ⊆ Rd and µn,α > 0, n ∈ I, |α|1 ≤ k, are such that (3.1)
holds with constants A,B > 0. Let {x˜n}n∈I ⊆ Rd be such that
 = sup
n∈I
|x˜n − xn|∗ < log(1 +
√
A/B)
mΩb
, (3.20)
then
A˜‖f‖2 ≤
∑
n∈I
∑
|α|1≤k
µn,α|Dαf(x˜n)|2 ≤ B˜‖f‖2,
where
A˜ ≥
(√
A−
√
B (exp(mΩb)− 1)
)2
, B˜ ≤ B exp(2mΩb).
That is, if the set {√µn,αDαΦΩ(· − xn) : n ∈ I, |α|1 ≤ k} forms a frame for B(Ω) with bounds A
and B, then the set {√µn,αDαΦΩ(· − x˜n) : n ∈ I, |α|1 ≤ k} forms a frame with bounds A˜ and B˜.
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Proof. The proof is similar to those of the earlier results. Note first that by Minkowski inequality√∑
n∈I
∑
|α|1≤k
µn,α|Dαf(x˜n)|2
≥
√∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)|2 −
√∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)−Dαf(x˜n)|2.
By identical arguments to those used in §3.1, we have
|g(xn)− g(x˜n)|2 ≤
(
exp(cb22)− 1) ∑
|β|1>0
c−|β|1
β!
|Dβg(xn)|2,
for any function g ∈ B(Ω). Using this, we deduce that∑
n∈I
∑
|α|1≤k
µn,α|Dαf(xn)−Dαf(x˜n)|2
≤ (exp(cb22)− 1) ∑
|β|1>0
c−|β|1
β!
∑
n∈I
∑
|α|1≤k
µn,α|DαDβf(xn)|2
≤ B (exp(cb22)− 1) ∑
|β|1>0
c−|β|1
β!
‖Dβf‖2
≤ B (exp(cb22)− 1) (exp((mΩ)2/c)− 1) ‖f‖2.
Setting c = mΩ/(b) gives A˜ ≥
(√
A−√B (exp(mΩb)− 1)
)2
. Hence, A˜ > 0 provided that√
A − √B (exp(mΩb)− 1) > 0. Now, rearranging gives (3.20). The upper bound for B˜ follows
similarly.
As with the previous results, the right-hand side (3.20) is dimensionless whenever Ω is contained
in the unit ball and |·|∗ = |·|q, 1 ≤ q ≤ 2. Now suppose for simplicity that Ω ⊆ [−1, 1]d. Then the
points xn = (k + 1)npi, n ∈ Zd, give rise to a stable set of sampling (this is due to the fact that
they give rise to a Riesz basis for Ω = [−1, 1]d, and therefore a frame when Ω ⊆ [−1, 1]d). This
theorem therefore allows for nonuniform samples with gaps roughly on the size of k, provided the
sampling points x˜n are within  of the xn. An issue with this result is that the ratio A/B is liable
to decrease with both k and d. Hence, the maximal allowed  may be rather small in practice.
In [8, Cor. 6.1], a multivariate perturbation result for the case k = 0 with xn = npi was derived
based on similar arguments. In our notation, the result proved therein corresponds to the case
p = q = ∞. The precise condition given is  < log(2)/d, which is equivalent to (3.20) with k = 0.
Note that Sun & Zhou [58] also prove a perturbation result in the same setting p = q = ∞, but
based on expanding in Laplace–Neumann eigenfunctions, rather than Taylor series (this is similar
to the proof of the original Kadec-1/4 theorem). Their constant is somewhat smaller than log(2)/d
for finite d, but, as discussed in [8], it is asymptotic to log(2)/d as d→∞. The generalizations of
these results offered by Theorem 3.13 are: (i) flexibility over the choice of domain Ω—in particular,
a dimension-independent bound for appropriate Ω and |·|∗, and (ii) the case k 6= 0.
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In [2], perturbation results are proved for a more general sampling model that includes deriva-
tives sampling of bandlimited functions as a special case. However, for this particular case [2, Thm
3.8], the perturbation bound is not explicit, and additionally, it assumes separation of the sampling
points.
4 Univariate nonuniform bunched sampling
We now consider nonuniform sampling with sampling points clustered in bunches. Given the
difficulty of polynomial interpolation for d ≥ 2 dimensions, we consider the univariate case only.
4.1 Setup
Assume that we are given samples at the points {xn,0}n∈I ⊆ R which are δ-dense
δ = sup
x∈R
inf
n∈I
|x− xn,0|,
and also for each n ∈ I we are given s additional samples at the distinct points
xn,m ∈ [xn,0 − hn, xn,0 + hn] ⊆ Vn, m = 1, . . . , s, (4.1)
where Vn is the Voronoi region associated to xn,0. If we denote h = supn∈I hn, then h = τδ for some
positive constant τ ≤ 1. Therefore, in each h-vicinity of xn,0, there are s additional sampling points.
We shall call such a sampling sequence {xn,m}n∈I,0≤m≤s a bunched sampling set with density δ
and bunch width h.
Much as in the case of derivatives sampling, in bunched sampling, we expect that a larger δ
is possible if there are multiple sample points around each xn,0. As discussed in the introduction,
it is useful to have this type of sampling scheme in the situations where we must allow for bigger
distances between sampling sensors due to some natural constraints.
4.2 Bunched sampling and fusion frames
In nonuniform derivative sampling, we showed the existence of a particular frame to establish stable
sampling. In the case of bunched sampling, we will first show the existence of a particular fusion
frame [17, 18]. We recall that a non-orthogonal fusion frame [16] for a Hilbert space H is a set of
positive scalars {vn}n∈I and non-orthogonal projections {Pn}n∈I , each with closed range, satisfying
A‖f‖2 ≤
∑
n∈I
vn‖Pnf‖2 ≤ B‖f‖2, ∀f ∈ H.
Much like a frame, the associated fusion frame operator S : H→ H given by
Sf =
∑
n∈I
P∗nPnf
is self-adjoint and invertible. Thus, any f ∈ H can be recovered stably from the data {Pnf}n∈I .
In practice, if the projections have finite-dimensional ranges, the reconstruction can be carried out
via generalized sampling [3, 5, 6], for example.
23
Given the bunched sampling set {xn,m}n∈I,0≤m≤s and associated Voronoi regions {Vn}n∈I , for
each n ∈ I we define the subspace
Wn =
{
g ∈ L2(R) : supp(g) ⊆ Vn
}
and also for any f ∈ B(Ω) we define the operator
Pn(f) = pn(f)IVn (4.2)
where pn(f) ∈ Ps is the unique interpolating polynomial of degree s such that
pn(f)(xn,m) = f(xn,m), m = 0, . . . , s.
The bounded linear operator Pn : B(Ω) → Wn is a non-orthogonal projection, i.e. P2n = Pn by
uniqueness of the interpolating polynomial. Hence, if there exist A,B > 0 such that for all f ∈ B(Ω)
A‖f‖2 ≤
∑
n∈I
‖Pn(f)‖2 ≤ B‖f‖2,
then {Pn}n∈I is a non-orthogonal fusion frame for B(Ω) with weights vn = 1. Our main result gives
conditions for this to be the case:
Theorem 4.1. Suppose that {xn,m}n∈I,0≤m≤s ⊆ R is a bunched sampling set with density δ and
bunch width h = τδ, where τ ∈ (0, 1]. If
δ <
H˜s,τ (1)
mΩ
, (4.3)
where H˜s,τ is the inverse function of
h˜s,τ (z) =
(1 + τ)szs+1
(s+ 1)!
(1 + 4z/pi) , z ∈ (0,∞),
then
A‖f‖2 ≤
∑
n∈I
‖Pn(f)‖2 ≤ B‖f‖2, ∀f ∈ B(Ω),
where Pn(f) are given by (4.2) and
A ≥
(
1− (1 + τ)
s(δmΩ)
s+1
(s+ 1)!
(
1 +
4δmΩ
pi
))2
,
B ≤
(
1 +
(1 + τ)s(δmΩ)
s+1
(s+ 1)!
(
1 +
4δmΩ
pi
))2
.
(4.4)
Equivalently, the set {Pn}n∈I is a non-orthogonal fusion frame for B(Ω) with weights vn = 1.
Proof. Let g(x) =
∑
n∈I Pn(f)(x). Then
‖g‖2 =
∫
R
∣∣∣∣∣∑
n∈I
pn(f)(x)IVn(x)
∣∣∣∣∣
2
dx =
∑
n∈I
∫
Vn
|pn(f)(x)|2 dx =
∑
n∈I
‖Pn(f)‖2.
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s 0 1 2 3 4 5 6 7 8 9
H˜s,1(1) 0.5766 0.7218 0.8894 1.0626 1.2382 1.4151 1.5928 1.7710 1.9497 2.1287
H˜s,1/2(1) 0.5766 0.8101 1.0458 1.2820 1.5187 1.7558 1.9934 2.2314 2.4696 2.7082
H˜s,1/4(1) 0.5766 0.8710 1.1578 1.4426 1.7270 2.0115 2.2963 2.5815 2.8671 3.1531
H˜s,1/8(1) 0.5766 0.9080 1.2275 1.5440 1.8597 2.1754 2.4914 2.8079 3.1248 3.4422
H˜s,1/16(1) 0.5766 0.9287 1.2669 1.6017 1.9357 2.2696 2.6039 2.9387 3.2740 3.6099
Table 4: The constant in the bunched sampling density bound (4.3).
Since f is a bandlimited function, it is infinitely continuously differentiable. Also, since for each
n ∈ I, pn(f)(x) is a polynomial of degree at most s that interpolates f at s + 1 distinct points
{xn,m : m = 0, . . . , s} in the closed interval Vn, a classical result gives that for each n ∈ I and
x ∈ Vn there exists ξn(x) ∈ Vn such that
f(x)− pn(f)(x) = f
(s+1)(ξn(x))
(s+ 1)!
s∏
m=0
(x− xn,m). (4.5)
Let x˜n ∈ Vn be such that |f (s+1)(x˜n)| = maxx∈Vn |f (s+1)(x)|, which again exists because f is
bandlimited. Note that, for all x ∈ Vn, |x− xn,m| ≤ δ+ h for m 6= 0 and |x− xn,m| ≤ δ for m = 0.
Thus, for all x ∈ Vn we have
|f(x)− pn(f)(x)| ≤
∣∣f (s+1)(x˜n)∣∣
(s+ 1)!
(1 + τ)sδs+1.
Therefore
‖f − g‖2 =
∑
n∈I
∫
Vn
|f(x)− pn(f)(x)|2 dx≤ (1 + τ)
2sδ2(s+1)
((s+ 1)!)
2
∑
n∈I
meas(Vn)|f (s+1)(x˜n)|2.
By the construction, the points {x˜n}n∈I are 2δ-dense and x˜n ∈ Vn, n ∈ I. Hence, by adapting the
proof of Gro¨chenig’s result [33] for s = 0 (to account for the fact that x˜n 6= xn,0), we get
‖f − g‖ ≤ (1 + τ)
sδs+1
(s+ 1)!
(1 + 4δmΩ/pi)m
s+1
Ω ‖f‖.
The result now follows immediately.
The constant H˜s,τ (1) in the density bound obtained by this theorem is explicitly calculated for
different values of s and τ in Table 4. The asymptotic result is given in the following corollary:
Corollary 4.2. For large s, if
δ <
1
(1 + τ)e
s+ 1
mΩ
,
the set {Pn}n∈I is a non-orthogonal fusion frame for B(Ω) with bounds as in (4.4).
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Proof. Let z = H˜s,τ (1), i.e. h˜s,τ (z) = 1. This gives
z
s+ 1
(1 + τ)
1− 1s+1 (1 + 4z/pi)
1
s+1 =
((s+ 1)!)
1
s+1
s+ 1
.
Therefore
H˜s,τ (1) ∼ s+ 1
(1 + τ)e
as s→∞.
By choosing different form of the interpolation polynomial in (4.2), we get different systems. In
particular, for the Lagrange form of the interpolation polynomial the operator (4.2) becomes
Pn(f)(x) =
s∑
m=0
f(xn,m)Ln,m(x)IVn(x),
where Ln,m are Lagrange polynomials given by
Ln,m(x) =
Rn,m(x)
Rn,m(xn,m)
, Rn,m(x) =
∏
0≤j≤s
j 6=m
(x− xn,j), (4.6)
and therefore, for the fusion frame operator we have
S(f)(t) =
∑
n∈I
s∑
m=0
s∑
l=0
(∫
Vn
Ln,m(x)Ln,l(x) dx
)
f(xn,l)ΦΩ(t− xn,m).
On the other hand, if we use the Newton form of the interpolation polynomial, we have
Pn(f)(x) =
s∑
m=0
Dxn,0,...,xn,mfNn,m(x)IVn(x), (4.7)
where Dxn,0,...,xn,mf denotes divided difference of the function f at xn,0, . . . , xn,m and Nn,m is
Newton polynomial given by
Nn,m(x) =
m−1∏
l=0
(x− xn,l). (4.8)
The fusion frame operator in this case is
S(f)(t) =
∑
n∈I
s∑
m=0
s∑
l=0
(∫
Vn
Nn,m(x)Nn,l(x) dx
)
Dxn,0,...,xn,lfDxn,0,...,xn,mΦΩ(t− ·).
Moreover, this approach allows us to consider the following more general setting. Suppose that we
are additionally given k derivatives at the points of the bunched sampling set {xn,m}n∈I,0≤m≤s, i.e.
the given data is
f (j)(xn,m), n ∈ I, m = 0, . . . , s, j = 0, . . . , k.
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Now, for each n ∈ I, we can define the unique interpolation polynomial pn(f) such that
p(j)n (f)(xn,m) = f
(j)(xn,m), m = 0, . . . , s, j = 0, . . . , k.
In this case, we can use the Hermite form of the interpolation polynomial and set
Pn(f)(x) =
k∑
j=0
s∑
m=0
f (j)(xn,m)cn,m,j(x)IVn(x),
where
cn,m,j(x) = L
k+1
n,m(x)
(x− xn,m)j
j!
k−j∑
i=0
(x− xn,m)i
i!
Rk+1n,m(xn,m)
di
dxi
R−(k+1)n,m (xn,m),
and Ln,m, Rn,m are as in (4.6), see [61]. Since (4.5) now reads as
f(x)− Pn(f)(x) = f
((s+1)(k+1))(ξn(x))
((s+ 1)(k + 1))!
s∏
m=0
(x− xn,m)k+1,
we obtain an additional k + 1 factor in the density bound, i.e. the density condition now reads
(1 + τ)s(k+1)(δmΩ)
(s+1)(k+1)
(s+ 1)!(k + 1)!
(1 + 4δmΩ/pi) < 1,
which for large s and large k leads to
δ <
1
(1 + τ)e
(s+ 1)(k + 1)
mΩ
.
Thus a combination of bunched and derivative sampling increases the maximal allowed density by
a multiplicative factor in s+ 1 (number of bunched points) and k + 1 (number of derivatives).
4.3 Bunched sampling and frames
It transpires that the use of the Newton form of the interpolating polynomial also allows one to
relate bunched sampling to a frame, as opposed to a fusion frame. Let us define Pn as in (4.7). Since
Dxn,0,...,xn,mf is just a linear combination of the function f evaluated at the points xn,0, . . . , xn,m
and since f(x) = 〈f(t),ΦΩ(t− x)〉 with ΦΩ defined by (3.2), we can write
Dxn,0,...,xn,mf = 〈f, φn,m〉, φn,m(t) = Dxn,0,...,xn,mΦΩ(t− ·). (4.9)
We now have the following:
Proposition 4.3. Suppose that {xn,m}n∈I,0≤m≤s ⊆ R is the bunched sampling set with density δ
and bunch width h = τδ, where τ ∈ (0, 1]. Let {Vn}n∈I be the Voronoi regions corresponding to the
points {xn,0}n∈I . If
δ <
H˜s,τ (1)
mΩ
,
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where H˜s,τ is as in Theorem 4.1, then
A‖f‖2 ≤
∑
n∈I
s∑
m=0
µn,m
∣∣Dxn,0,...,xn,mf ∣∣2 ≤ B‖f‖2, ∀f ∈ B(Ω), (4.10)
where µn,m = m!
∫
Vn
|Nn,m(x)|2 dx, Nn,m are given by (4.8) and
A ≥ 1
e
(
1− (1 + τ)
s(δmΩ)
s+1
(s+ 1)!
(
1+
4δmΩ
pi
))2
, B≤ (1 + 2(1 + τ)δmΩ/pi)
2
e((1+τ)δmΩ)
2
(1 + τ)2
. (4.11)
Equivalently, if φn,m is as in (4.9), the set
{√
µn,mφn,m : n ∈ I,m = 0, . . . , s
}
is a frame for B(Ω).
Proof. As before, let
g(x) =
∑
n∈I
s∑
m=0
Dxn,0,...,xn,mfNn,m(x)IVn(x).
Now we have
‖g‖2 =
∑
n∈I
∫
Vn
∣∣∣∣∣
s∑
m=0
Dxn,0,...,xn,mfNn,m(x)
∣∣∣∣∣
2
dx
≤
s∑
m=0
1
m!
∑
n∈I
s∑
m=0
m!
(∫
Vn
|Nn,m(x)|2 dx
) ∣∣Dxn,0,...,xn,mf ∣∣2
and hence ∑
n∈I
s∑
m=0
µn,m
∣∣Dxn,0,...,xn,mf ∣∣2 ≥ e−1 (‖f‖ − ‖f − g‖)2 .
In the proof of Theorem 4.1 we obtained
‖f − g‖ ≤ (1 + τ)
s(δmΩ)
s+1
(s+ 1)!
(1 + 4δmΩ/pi) ‖f‖,
and therefore for the lower frame bound we get
A ≥ e−1
(
1− (1 + τ)
s(δmΩ)
s+1
(s+ 1)!
(1 + 4δmΩ/pi)
)2
.
For the upper frame bound first note that
µn,m = m!
∫
Vn
∣∣∣∣∣
m−1∏
l=0
(x− xn,l)
∣∣∣∣∣
2
dx ≤ m!(1 + τ)2(m−1)δ2mmeas(Vn).
Also, by the mean value theorem for divided differences, for every n ∈ I there exists x˜n ∈ [xn,0 −
h, xn,0 + h] such that
Dxn,0,...,xn,mf =
f (m)(x˜n)
m!
.
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Now, as in the proof of Theorem 3.10, since the points {x˜n}n∈I are (δ + τδ)-dense, we obtain
∑
n∈I
s∑
m=0
µn,m
∣∣Dxn,0,...,xn,mf ∣∣2 ≤ 1(1 + τ)2
s∑
m=0
((1 + τ)δ)2m
m!
∑
n∈I
meas(Vn)
∣∣∣f (m)(x˜n)∣∣∣2
≤ (1 + 2(1 + τ)δmΩ/pi)
2
e((1+τ)δmΩ)
2
(1 + τ)2
‖f‖2,
and the estimate for the upper frame bound follows.
In the limit, when the bunch width h becomes very small and the number of bunched points s
very large, from this proposition we obtain precisely the one-dimensional derivative result given in
Theorem 3.10 for large number of derivatives k:
Corollary 4.4. For large s and small τ , if
δ <
1
e
s+ 1
mΩ
,
then
{√
µn,m
dm
dxmΦΩ(· − xn,0) : µn,m = 1m!
∫
Vn
(x− xn,0)2m dx, n ∈ I,m = 0, . . . , s
}
is a frame for
B(Ω) with the frame bounds satisfying (4.11).
Proof. Consider the sum (4.10) as τ → 0. For xn,0, . . . , xn,m∈ [xn,0 − τδ, xn,0 + τδ]
lim
τ→0
∑
n∈I
s∑
m=0
m!
∫
Vn
|Nn,m(x)|2 dx
∣∣Dxn,0,...,xn,mf ∣∣2
=
∑
n∈I
s∑
m=0
1
m!
∫
Vn
(x− xn,0)2m dx|f (m)(xn,0)|2.
This holds due to dominated convergence theorem, since for any τ , n and m
m!
∫
Vn
|Nn,m(x)|2 dx
∣∣Dxn,0,...,xn,mf ∣∣2 ≤ meas(Vn)(2δ)2m|f (m)(x˜n)|2,
where x˜n ∈ Vn is such that |f (m)(x˜n)| = maxx∈Vn |f (m)(x)|.
For the density condition, as before, let z = H˜s,τ (1). Since 1 + τ ∼ 1 as τ → 0, this gives
z
s+ 1
(1 + 4z/pi)
1
s+1 ∼ ((s+ 1)!)
1
s+1
s+ 1
, τ → 0,
and hence H˜s,τ (1) ∼ (s+ 1)/e as τ → 0 and s→∞.
Therefore, for the large number of bunched sampling points s such that the width of all bunches
is small, we obtain the same result as when sampling s derivatives.
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5 Conclusions
In this paper, we present several density bounds as sufficient guarantees for stable recovery of a
bandlimited function from measurements of it and its first k derivatives. We also have proved the
linear growth of δ-density with k + 1. However, the constant of proportionality 1/e is rather small
compared to the case of equispaced samples where the corresponding constant is pi/2. Therefore, it
would be of interest to see how these bounds can be improved in both the univariate and multivariate
case. We also believe that the perturbation theorem given in this paper can be improved. Moreover,
for the sake of better understanding of the bound on the perturbation distance , it is important
to analyse the behaviour of the ratio A/B with k. This is left for future work.
As we have seen, a related problem to derivatives sampling is so-called bunched sampling.
This sampling strategy also leads to increased δ-bound and, asymptotically, it approximates the
derivatives sampling. Much as in the derivatives case, it remains open to improve this density
bound. Also, it would be important to generalize these results to the multivariate case and therefore
broaden the range of their applications. Let us note that in higher dimensions, well-posedness of the
bunched points and the possibility of constructing an unique multivariate interpolation polynomial
complicates dramatically. Therefore, we leave this problem for future investigations.
One might notice that in this paper we analyse two examples—derivatives and bunched sampling—
both appearing at the end of Papoulis’ paper [48]. Although these examples are of interest in appli-
cations by themselves, the remaining problem is to analyse a general setting given in Papoulis’ paper
in the context of nonuniform sampling. It remains open to see what happens with the sampling
density when instead of Hα(ω) = (−iω)α one has more general functions Hα and a nonuniform set
of sampling points.
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