The study of fuzzy fractional variational problems in terms of a fractional Liouville-Caputo derivative is introduced. Necessary optimality conditions for problems of the fuzzy fractional calculus of variations with free end-points are proved, as well as transversality conditions.
constrained and unconstrained variational problems under the generalized Hukuhara differentiability.
Allahviranloo et al. in [4, 27] have studied the concepts about generalized Hukuhara fractional Riemann-Liouville and Liouville-Caputo differentiability of fuzzy-valued functions. Fard et al. [14] investigated the fuzzy fractional Euler-Lagrange equation for the following functional
They considered the simple case where the lower bound (or upper bound) ofJ is stated in terms containing only y r (x), C a D α x y r (x), and C x D β b y r (x) (or y r (x), C a D α x y r (x), and C x D β b y r (x)). In this article the fuzzy Euler-Lagrange condition in [14] is generalized, such that both lower bound and upper bound of the functional are considered to be in terms containing y r (x), C a D α x y r (x), C x D β b y r (x), y r (x), C a D α x y r (x) and C x D β b y r (x). Moreover, we develop the theory further by proving the necessary optimality conditions for more general problems of the fuzzy fractional calculus of variations with a Lagrangian that may also depend on the unspecified end-points. We also find the transversality conditions for when an end point lies on a given arbitrary curve.
The paper is organized as follows. Section 2 presents some notations on the fuzzy numbers space, differentiability and integrability of a fuzzy mapping. The main results concerning the fuzzy Euler-Lagrange equation for the FFVPs are established in Section 3. Section 4 presents the transversality condition for when an end point lies on a given arbitrary curve, and finally, conclusions are discussed in Section 5.
Preliminaries
Let us denote by R f the class of fuzzy numbers, i.e., normal, convex, upper semicontinuous and compactly supported fuzzy subsets of the real numbers. For 0 < r ≤ 1, let [ũ] r = {x ∈ R|ũ(x) ≥ r} and [ũ] 0 = {x ∈ R|ũ(x) ≥ 0}. Then, it is well known that [ũ] r is a bounded closed interval for any r ∈ [0, 1]. Lemma 2.1 (See Theorem 1.1 of [16] and Lemma 2.1 of [29] ). If a r : [0, 1] → R and a r : [0, 1] → R satisfy the conditions (i) a r : [0, 1] → R is a bounded nondecreasing function, (ii) a r : [0, 1] → R is a bounded nonincreasing function, (iii) a 1 ≤ a 1 , (iv) for 0 < k ≤ 1, lim r→k − a r = a k and lim r→k − a r = a k , (v) lim r→0 + a r = a 0 and lim r→0 + a r = a 0 , thenã : R → [0, 1], characterized byã(t) = sup{r| a r ≤ t ≤ a r }, is a fuzzy number with [ã] r = [a r , a r ]. The converse is also true: ifã(t) = sup{r| a r ≤ t ≤ a r } is a fuzzy number with parametrization given by [ã] r = [a r , a r ], then functions a r and a r satisfy conditions (i)-(v). 
The metric structure is given by the Hausdorff distance D :
We say that the fuzzy numberũ is triangular if
The triangular fuzzy number u is generally denoted byũ =< u 0 , u 1 , u 0 >. We define the fuzzy zero0 x as0 [15] ). We say thatf :
Definition 2.3 (See [8] ). The generalized Hukuhara difference of two fuzzy numbersx,ỹ ∈ R f (gH-difference for short) is defined as follows:
x gHỹ =z ⇔x =ỹ +z orỹ =x + (−1)z.
Ifz =x gHỹ exists as a fuzzy number, then its level cuts [z r , z r ] are obtained by z r = min{x r − y r , x r − y r } and z r = max{x r − y r , x r − y r } for all r ∈ [0, 1].
If the fuzzy functionf (x) is continuous in the metric D, then its definite integral exists. Furthermore,
Definition 2.4 (See [15] ). Letã,b ∈ R f . We writeã b , if a r ≤ b r and a r ≤ b r for all r ∈ [0, 1].
We also writeã ≺b, ifã b and there exists an r ∈ [0, 1] so that a r < b r and a r < b r . Moreover,
We say thatã,b ∈ R f are comparable if eitherã b orã b ; and noncomparable otherwise. Proof. In the neighborhood N ε (x * ) we havef (x * ) f (x). Using Definition 2.4 we get 
where ε is a small real number. Definition 2.10. We say that the fuzzy curvef (x) intersects the fuzzy curveg(x) at Let us consider the following problem: 
Optimality for Fuzzy Fractional Variational Problems
Here, the Lagrange functionL is assumed to be of class C F 1 on all its arguments. To fix notation, we consider α, β ∈ (0, 1). Here gH−C a D α ixỹ (x) and gH−C x D β ibỹ (x) denote the left Liouville-Caputo Fuzzy Fractional Derivative (LCFFD) and the right Liouville-Caputo Fuzzy Fractional Derivative (RCFFD), respectively:
Remark 3.1. We use the notation gH−C a D β ixf when the fuzzy-valued functionf is [(i) − gH] C αdifferentiable with respect to the independent variable x, i ∈ {1, 2}.
Remark 3.3. We use the notation gH−C a D β ixf when the fuzzy-valued functionf is
Along the work we denote by ∂ i L the partial derivative of function L with respect to its ith argument. To develop the necessary conditions for the extremum for (2), assume thatỹ * (x) is the desired function, let ε ∈ R, and define a family of curvesỹ(x) =ỹ * (x) + εh(x), whereh is an arbitrary admissible variation. We do not requireh(a) =0 orh(b) =0 in the case whenỹ(a) or y(b), respectively, is free (it is possible that both are free). Let
for i = 1, 2. The lower bound and upper bound ofJ are
respectively, where
By Lemma 2.7,J(ε) is extremum at ε = 0, therefore necessary conditions forỹ to be an extremizer are given by setting dJ r dε = 0, dJ r dε = 0, at ε = 0, for all admissibleh(x). Differentiating J r , we obtain
We consider Eq. (3). Using integration by parts,
Substituting Eqs.
We first consider functions h r and h r such that h r (a) = h r (a) = h r (b) = h r (b) = 0. Then, by the fundamental lemma of the calculus of variations, we deduce that
for all x ∈ [a, b]. Therefore, in order forỹ * to be an extremizer to the problem (2),ỹ * must be a solution of the fuzzy fractional Euler-Lagrange equations (6) and (7) . But ifỹ * is a solution of (6) and (7), the first integral in expression (5) vanishes, then the condition (3) takes the form
Ifỹ(a) =ỹ a andỹ(b) =ỹ b are given in the formulation of problem (2), then the latter equation is trivially satisfied sinceh(a) =h(b) =0. Because h r (a), h r (a) are arbitrary, whenỹ(a) is free, we
because h r (b) and h r (b) are arbitrary. Following the scheme of obtaining (6)- (11) and adapting it to the case under consideration dJ r dε = 0, one can show that
Now we are in a position to state the necessary conditions for a relative (local) minimum (maximum) of problem (2), as follows:
Theorem 3.4. Letỹ * be a local extremizer to problem (2) . Then,ỹ satisfies the fractional Euler-Lagrange equations Example 3.5. Let us consider the following problem:
where2 =< 1, 2, 3 >,3 =< 3, 3, 3 >.
Solution. We first derive the r-level set ofJ for [(1)-gH]-differentiability ofỹ as follows:
For this problem, the generalized Euler-Lagrange equations and the natural boundary conditions (see Theorem 3.4) are given as
Note that it is difficult to solve the above fractional equations. For 0 < α < 1 , a numerical method should be used. When α goes to 1, problem (12) tends tõ
and Eqs. (13) One can easily show that y r (x) and y r (x) satisfy Lemma 2.1. This solution is shown in Figure 1 . We now consider a more general case. We have assumed that the interval of integration of the functional (2) is the same of the admissible functions. We generalize Theorem 3.4, by considering a subinterval [A, B] ⊂ [a, b] and the following optimization problem: 
Again, the functionL is assumed to be of class C F 1 on all its arguments. In a similar way as done before, letỹ * (x) be an extremum for (16) , ε ∈ R a real, and consider the variation functions y(x) =ỹ * (x) + εh(x), whereh is an arbitrary admissible variation, which may satisfy or not the boundary conditionsh(a) =0,h(A) =0,h(B) =0 orh(b) =0, depending ifỹ(a),ỹ(A),ỹ(B) or y(b), is fixed or not. Definẽ = (x, y * r (x) + εh r (x), y * r (x) + εh Attending thatJ(ε) is extremum at ε = 0, we have the necessary conditions dJ r dε = 0, dJ r dε = 0, at ε = 0, for all admissible functionh(x). Starting with equation 
into Eq. (17), doing the same computations as presented before, and by the arbitrariness ofh, we obtain the following result.
Theorem 3.6. Letỹ * be a local extremizer to problem (16) . Then,ỹ satisfies the fractional Euler-Lagrange equations
for all x ∈ [B, b]. Moreover, ifỹ(a) is free, then
and whenỹ(b) is free, then 
Transversality for Fuzzy Fractional Variational Problems
In this section, for simplicity and without lose of generality, we consider the following FFVP described byJ
andỹ(x) intersects the curvez =C(x) for the first time at b, i.e.ỹ(b) =C(b). Here,C(x) is a specified curve. We implicitly assume that all differentiability conditions are met. Note that in this problem we do not know the end point x = b in advance except that the end point ofỹ(x) lies on a specified curve.
To develop the necessary conditions for this problem, assume thatỹ * (x) is the desired function which intersects the curvez =C(x) at x = b * , i.e.ỹ * (b * ) =C(b * ). Take ε ∈ R and define a family of curvesỹ (x) =ỹ * (x) + εh(x)
whereh(x) is an arbitrary fuzzy function which satisfy the boundary conditions, i.e., we require thath(a) =0. The lower bound and upper bound ofỹ are y r (x) = y r * (x) + εh r (x) and y r (x) = y r * (x) + εh r (x).
We further define a set of end-points
where ζ(b * ) is a variation in b * . The lower bound and upper bound ofJ are
To obtain the extremum of the functional, we substitute equations (20) and (21) into equations (22) and (23), find the expression for dJ r dε and dJ r dε , and set ε, dJ r dε and dJ r dε equal to 0. This leads to
where (...) = (x, y * r (x), y * r (x), C a D α x y * r , C a D α x y * r ). Note that b * is still unknown. However, it is a fixed point, therefore it can be used to define the right fractional derivative.
Eqs.(34) and (37) are called transversality conditions. Example 4.1. Consider the following fuzzy fractional variational problem:
where b is finite andỹ(b) lies on the curveỹ =2 x 2 −3, given that2 =< 1, 2, 3 > and3 =< 2, 3, 4 >.
The r-level set ofJ is:
The objective curve isC(x) =2 x 2 −3 where C r = r+1 x 2 − 4 + r and C r = 3−r x 2 − 4 − r, so we have DC r = −2(r+1) By virtue of the classical differential equation theory, we may solve it analytically for fixed r ∈ [0, 1] to arrive at y r = k 1 x 2 + r − 1 − k 1 , y r = 
Since b is finite we have k 1 = 2(r + 1) and k 2 = 2(3 − r). Hence, we arrive at the extremumỹ(x) where [ỹ(x)] r = 2(r + 1) x 2 − r − 3, 2(3 − r) x 2 + r − 5 and intersectsỹ =2 x 2 −3 at b = √ 2. This solution is shown in Figure 2 .
Conclusion
In this paper we considered a new class of fuzzy fractional functionals of the calculus of variations containing fuzzy fractional derivatives Liouville-Caputo senses. We provided necessary optimality conditions for such variational functionals. The Liouville-Caputo derivative demands higher conditions of regularity for differentiability: to compute the fractional derivative of a function in the Liouville-Caputo sense, we must first calculate its derivative. Liouville-Caputo derivatives are defined only for differentiable functions while functions that have no first order derivative might have fractional derivatives of all orders less than one in the Riemann-Liouville sense. In a future paper, we aim to investigate this class of problems in the sense of fuzzy Riemann-Liouville derivative.
