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Abstract
A common failure mode of density models trained as variational autoencoders is to model
the data without relying on their latent variables, rendering these variables useless. Two con-
tributing factors, the underspecification of the model and the looseness of the variational lower
bound, have been studied separately in the literature. We weave these two strands of research
together, specifically the tighter bounds of Monte-Carlo objectives and constraints on the mutual
information between the observable and the latent variables. Estimating the mutual information
as the average Kullback-Leibler divergence between the easily available variational posterior
q(z|x) and the prior does not work with Monte-Carlo objectives because q(z|x) is no longer a
direct approximation to the model’s true posterior p(z|x). Hence, we construct estimators of the
Kullback-Leibler divergence of the true posterior from the prior by recycling samples used in
the objective, with which we train models of continuous and discrete latents at much improved
rate-distortion and no posterior collapse. While alleviated, the tradeoff between modelling the
data and using the latents still remains, and we urge for evaluating inference methods across a
range of mutual information values.
1 Introduction
The promise of latent variable models is in learning about the underlying generative process, discover-
ing structure in the data, principled representation learning, improved generalization and controllable
generation; all made possible by judicious choice of model structure, such as the prior, the likeli-
hood, and any conditional independence assumptions. Variational autoencoders (VAEs, Kingma
and Welling 2013; Rezende et al. 2014) provide a general framework for statistical inference in
latent variable models of the form pθ(x, z) = pθ(x|z)p(z), where x is the observable data, z is the
vector of latent variables, and the objective is to learn the parameters θ so that the resulting marginal
distribution pθ(x) well approximates the empirical data distribution pD(x). The generality of VAEs
comes at a price, as the variational posterior qφ(z|x), used to approximate the true posterior pθ(z|x),
usually underestimates the variance of the latter (Maddison et al. 2017),1 which is often observed
as the underuse of latent variables. In the extreme case, the underestimation leads to ignoring the
1While we follow established terminology, strictly speaking qφ does not “estimate” the variance of pθ , and underesti-
























latents entirely, which is known as posterior collapse (Zhao et al. 2019) and is the main focus of this
work. The issue of posterior collapse is especially acute with auto-regressive decoders, which are
capable of modelling the data without using the latents at all. Bowman et al. (2015) attributed this
to a “difficult learning problem”, and dozens of attempts to remedy it followed (Alemi et al. 2017;
Dieng et al. 2017; van den Oord et al. 2017; Dieng et al. 2017; Kim et al. 2018) to help VAEs fulfill
their promise in representation learning.
This work aims to understand and remedy posterior collapse in VAEs with the long-term goal of
facilitating research into latent variable models. While acknowledging that their ultimate evaluation
is necessarily in terms of performance on down-stream tasks or as density models, we demonstrate
that suboptimal inference can present a severe tradeoff between latent variable usage and data fit.
This inefficiency of inference renders the posterior unfit for its purpose as a representation of the data.
Therefore, instead of measuring the performance of the learned models on specific down-stream tasks,
we evaluate this tradeoff in terms of their rate-distortion behaviour (Alemi et al. 2017), by measuring
the rate as the mutual information between the observables x and the latents z, and distortion based
on the negative log-likelihood assigned by the model to the data.
Several interacting factors (outlined in §2) play a role in posterior collapse, but the two most
pertinent to this paper are underspecification and the looseness of the lower bound. We use un-
derspecification in the sense that models optimal in terms of marginal likelihood can differ greatly
in their posteriors (Huszár 2017), thus the optimization aiming to fit the data by maximizing the
likelihood is underspecified. This issue is most apparent in that, for VAEs with powerful function
classes expressing the likelihoods, posterior collapse can be an optimal solution in terms of data
fit because the usual evidence lower bound (ELBO) objective is neutral with respect to the mutual
information between the latents and the data. However, as Huszár (2017) argues and as we show in
§3, the marginal likelihood objective leaves the posterior underspecified, and this is a shortcoming
of the ELBO in only as much as it does not correct for it. Many proposed methods aim to address
underspecification by constraining the mutual information between the observable and the latent
variables (Higgins et al. 2017; Phuong et al. 2018; Zhao et al. 2019) relying on the availability of a
good posterior approximation.
The looseness of the variational lower bound (such as the ELBO objective), the other factor
we consider after underspecification, biases solutions found by VAEs away from the theoretical
optimum. Hence, designing tighter lower bounds has been a mainstay of research on variational
inference, and one approach is to take multiple samples from a variational posterior distribution
qφ(z|x) to form an approximation of the marginal likelihood pθ(x).2 In these so-called Monte-Carlo
objectives (Mnih and Rezende 2016), such as IWAE (Burda et al. 2015), qφ(z|x) does not represent
the true posterior pθ(z|x) explicitly, but it can be interpreted as a factor in a more elaborate, implicit
approximate posterior (Cremer et al. 2017). In this context, it is thus more correct to refer to qφ(z|x)
as the proposal distribution.
When the proposal qφ(z|x) is close to pθ(z|x), we can approximate the mutual information
Ip(X,Z) = Epθ(x)KL(pθ(z|x)‖p(z)) (where KL denotes the Kullback-Leibler divergence) with
Epθ(x)KL(qφ(z|x)‖p(z)), which features the proposal qφ. Unfortunately, with Monte-Carlo objec-
tives we cannot expect the proposal to approximate the posterior well (Mnih and Rezende 2016), and
KL(qφ(z|x)‖p(z)) (called the representational KL) is a highly biased estimate of KL(pθ(z|x)‖p(z))
(the true KL from now on).
2Throughout we do not explicitly distinguish between densities and probability mass functions unless it is necessary;
these are naturally dictated by the type (continuous/discrete) of the underlying variables.
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Our main contribution is a novel method to constrain the mutual information between the
observable and the latent variables in the context of multi-sample Monte-Carlo objectives, bringing
research on underspecification and loose bounds together. More specifically, we introduce an
optimization objective which features two terms, one coming from the variational lower bound and
another from the mutual information, where both terms are based on multiple samples taken from the
proposal distribution qφ. Compared to the single-sample case, we get the benefit of the tighter lower
bounds Monte-Carlo objectives offer without having to give up control of the mutual information. At
the same time, our multi-sample estimators for the mutual information are much more efficient than
in the single-sample case and can better tolerate low-quality posterior approximations. Our mutual
information term is computed from the recycled samples of the Monte-Carlo estimator of the marginal
likelihood, hence the method has negligible computational overhead. Combined with best-of-breed
gradient estimators, such as DReG (Tucker et al. 2018) and VIMCO (Mnih and Rezende 2016), we
train models with continuous and discrete latents at much improved rate-distortion.
The rest of the paper is structured as follows.
• §2 provides an overview of the known causes of posterior collapse, which are all shortcomings
of the inference method except for underspecification.
• In §3, we characterize underspecification as the lack of sufficient conditional independence
assumptions, which may be partially offset by constraining mutual information.
• §4 proposes reusing samples from Monte-Carlo objectives to better estimate the mutual
information, which is the main contribution of this paper.
• §5 and §6 show that the representational KL, which underlies many mutual information
estimates, corresponds to the single-sample case of our estimators, and the single-sample
objectives built on them are equivalent to the β-VAE objective of Higgins et al. (2017).
• §7 experimentally verifies the effectiveness of the proposed methods on synthetic and language
modelling tasks, emphasizing evaluation in terms of the data fit vs latent usage tradeoff.
2 Variational Autoencoders and Posterior Collapse
This section introduces variational autoencoders and describes the known causes of posterior collapse.
Contrary to what the name variational autoencoder may suggest, a VAE is not a model itself but
an inference3 mechanism for models of the form pθ(x, z) = pθ(x|z)p(z) where {pθ(x|z)} is a
parametric family of conditional distributions (Kingma and Welling 2013). VAE training constructs
an approximate maximum likelihood estimate of the model parameters θ with the aim of maximizing
the probability over the empirical data distribution: argmaxθ Ex∼pD(x)[ln pθ(x)]. Since ln pθ(x)
has no analytic form in general, VAEs posit a variational family of distributions Q = {qφ(z|x)}
parameterized by φ to approximate the true posterior pθ(z|x) and construct a lower bound on the
marginal likelihood pθ(x), also called the evidence:












As evident in the “posterior-contrastive” form of the ELBO (1), it is a lower bound on ln pθ(x) due to
the non-negativity of the KL divergence (Kullback and Leibler 1951). In the “prior-contrastive” form

























Figure 1: Causes of posterior collapse in VAEs.
(2), both the expectation and the KL divergence term can be estimated by taking a single sample from
q, which forms the basis of its optimization. Alternatively, the KL may be computable analytically.
Putting it all together, gradient-based optimization with VAEs is performed jointly over parameters θ






In practice, the expectation in (2) is approximated with a single sample from qφ(z|x) and the
expectation over pD(x) with a “minibatch”, which goes by the name of doubly stochastic variational
inference (Titsias and Lázaro-Gredilla 2014). For a broader context, we refer the reader to Zhang et al.
(2018), who provide a comprehensive overview of developments in variational inference (Jordan
et al. 1999). From this point on, wherever possible we drop the subscripts in pθ and qφ to declutter
the notation.
The possibility of posterior collapse (also referred to as over-pruning, Yeung et al. 2017, or
information preference, Zhao et al. 2019) is most evident in the prior-contrastive ELBO (2). If the
likelihood p(x|z) is able to model the distribution of x without the latents z, then the reconstruction
term Eq(z|x) ln p(x|z) is just ln p(x) independently of q(z|x). Since q does not affect the reconstruc-
tion term, we can just set it to the prior p(z), which is often in Q, so that the KL penalty is zero. In
this case, q(z|x) = p(z|x) is also satisfied, but unfortunately the two posteriors have now “collapsed”
to match the prior p(z), which renders the latent variables useless.
The issues in what we observe as posterior collapse (or its milder form, the underuse of latents)
span a number of causes. Figure 1 summarizes the main known contributors to posterior collapse
and their interactions. At a glance, the immediate causes are underspecification, a loose lower bound,
and high-variance gradient estimates.
• Underspecification: As argued by Alemi et al. (2017), the ELBO is neutral with respect to
the mutual information, and even perfect optimization can land anywhere on the rate-distortion
curve (the expected likelihood of the data as a function of the mutual information of the data
and the latents). More generally, the optimization task for generative models of the form
p(x, z) = p(x|z)p(z) is often underspecified (Huszár 2017), which we explore in §3.
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• Loose lower bound: As its posterior-contrastive form (1) suggests, the ELBO is tight if q(z|x)
matches p(z|x), and the worse the approximation, the looser the ELBO. However, perfect
posterior approximation might be hard or impossible to achieve, depending on the following
factors:
- the approximation gap: the distance of the true posterior from the variational family Q if
p(z|x) 6∈ Q (Cremer et al. 2018),
- the amortization gap, caused by the encoder’s inability to represent the optimal qφ?(z|x)
(which is pθ(z|x)) for all x with the same φ (Cremer et al. 2018; Kim et al. 2018), and
- the optimization gap: the suboptimality of qφ(z|x) found by the optimizer relative to
qφ?(z|x) (Cremer et al. 2018; Dai et al. 2019).
Notably, there is a negative feedback loop: optimization difficulties cause bad posterior
approximation, which increases the variance induced by sampling the latents, which makes
optimization harder.
• Gradient noise: Optimization can be adversely affected by high-variance or biased gradient
estimators (Roeder et al. 2017; Tucker et al. 2018) and minibatch noise in stochastic gradient
descent (Titsias and Lázaro-Gredilla 2014).
Unfortunately, posterior collapse reduces or eliminates all of the gaps and also the sampling
noise. For VAEs to use their latent variables reliably and optimally, all of the above issues must be
addressed. The direction we take in this paper delegates the problem of dealing with the looseness of
the bound to a Monte-Carlo estimator of the marginal likelihood, such as IWAE, and that of reducing
gradient noise to a corresponding gradient estimator, such as DReG or VIMCO. Importantly, in
addition to providing tighter bounds, Monte-Carlo estimators employ multiple samples from q(z|x),
which benefits our efforts to tackle the issue of underspecification by designing better estimators of
the mutual information.
3 Conditional Independence Assumptions and Posterior Collapse
In this section, we explore why our models are underspecified to better understand whether constrain-
ing the mutual information is a good solution. More specifically, we ask under what conditional
independence assumptions (CIA4) can posterior collapse be an optimal solution for any model to
abstract away from finite capacities and optimization difficulties.
In particular, we consider CIA between parts of x (say, pixels xi of a raster image x) given the
latents z. Such a conditional independent assumption is given in the form of p(x, z) =
∏n
i=1 p(xi|z)
where (x1, . . . , xn) is a partitioning of the observable variables which need to be conditionally
independent given z. The next proposition shows that the answer is in fact trivial: the independence
assumption can be satisfied with a model where the latent and the observable variables are independent
and the model matches the data distribution perfectly if and only if the independence assumption is
compatible with the marginal distribution of the data.
Proposition 1. Let (x1, . . . , xn) be a partitioning of x. For any prior p(z), there exists a distribution5
p(x, z) satisfying, for all x and z,
(i) p(x, z) = p(x)p(z) (posterior collapse);
(ii) p(x) = pD(x) (perfectly modelling the data);
4Due to CIA being a collective noun in other contexts, we let its singular form stand also for its plural.
5Here we consider the set of all distributions, and do not restrict attention to the parametrized family {pθ}.
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(iii) p(x, z) = p(z)
∏n
i=1 p(xi|z) (CIA)
if and only if pD(x) =
∏n
i=1 p(xi) (i.e. the data distribution is compatible with the CIA of (iii)).
Proof. If pD(x) satisfies the independence assumption then it is easy to check that p(x, z) =
p(z)pD(x) satisfies the conditions (i)–(iii). To prove the other direction, assume (i)–(iii) hold. Then
(i) and (iii) imply that p(x) =
∏n
i=1 p(xi|z) for any z. Also, from (i) it follows that xi and z are
independent, and hence for any z, p(xi|z) = p(xi), giving p(x) =
∏n
i=1 p(xi). Finally, from (ii)
we have pD(x) = p(x) =
∏n
i=1 p(xi). Therefore, by computing the marginals we obtain, for all i,
pD(xi) = p(xi), which implies pD(x) =
∏n
i=1 pD(xi).
The proposition says that just by specifying CIA for otherwise dependent parts of the data, any
model that suffers posterior collapse (in the sense that x and z are independent) will be suboptimal in
terms of the model evidence p(x). This gives a degree of assurance that given such a structure, a
well-optimized model with high enough capacity will not suffer posterior collapse. Conversely, in
theory and in the absence of CIA, there is a trivial latent variable model p(x, z) = pD(x)p(z) which
is optimal in terms of the marginal likelihood p(x) but does not use the latents.
To summarize, CIA must be made to guarantee that latents are used given powerful enough
models and inference methods. On the other hand, lacking the necessary CIA, we can still bias
solutions by changing the objective. One such change to compensate for the lack of model structure
is adding a constraint on mutual information.
4 Mutual Information Augmented Objectives
Mutual information is often used as a measure of latent variable usage in trained models or as part
of the training objective to control latent usage and reduce underspecification. First, as a measure
of latent usage, it is a diagnostic of the inference method. In this role, it is but a proxy for the
generalization ability of the model or for the performance on down-stream tasks. Second, as a
constraint during training, it can be seen as compensating for the lack of structure in the model.
However, its role in neither of these is essential: evaluating representations without the down-stream
tasks is fraught with peril, and equipping the model with structure sounds a rather more appealing
direction to pursue. Still, finding a good model structure is easier said than done, and in practice
mutual information is useful both as a diagnostic for inference and as a tool for model specification.
We augment the marginal likelihood objective with a mutual information term, and maximize
E
pD(x)
ln p(x) + λIp(X,Z), (3)
where pD(x) is the data distribution and λ ∈ R, λ > 0. Motivated by the identity Ip(X,Z) =
Ep(x)KL(p(z|x)‖p(z)), the mutual information term can be estimated by the average KL divergence.
While this true KL is hard to compute in general due to the intractable posterior, the availability the








If we plan to use the representations obtained from the variational posterior q(z|x) on some task,
then Ip,q is a natural quantity to track (Zhao et al. 2019; Rezaabad and Vishwanath 2020). However,
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in this work, our primary concern lies not with artifacts of variational inference but with the model
p(x, z) and its ability to capture information in the latents. Moreover, employing Ip,q as a proxy
objective is problematic due to its overestimation of Ip as q tends to underestimate the variance of
the true posterior.6 Even worse, the quality of q(z|x) would influence our conclusions about latent
variable usage. This problem is further exacerbated by Monte-Carlo objectives, where q(z|x) in itself
is no longer a direct approximation to p(z|x) (Mnih and Rezende 2016). Experimentally, we found
that, for models trained with Monte-Carlo objectives, Ip,q can wildly under- or overestimate Ip.







This “cross” mutual information IppD is the average true KL over the data distribution pD. In the
typical doubly stochastic optimization setting (Titsias and Lázaro-Gredilla 2014), averaging over
pD(x) instead of p(x) allows us to estimate the mutual information based on the current minibatch.
Definition 1 (Mutual information augmented objective). The mutual information augmented objec-
tive, which is a combination of the usual marginal likelihood objective and IppD , is defined as
O(λ) = E
pD(x)
ln p(x) + λIppD(X,Z). (5)
Furthermore, the pointwise version of the objective is defined as





which in turn satisfies O(λ) = EpD(x)O(λ, x).
In the following, we propose estimators of O(λ, x) and the true KL within it to estimate O(λ)
and the mutual information in a manner suitable for the doubly stochastic optimization setting.
4.1 The KL Objective
To find the maximum of O(λ) in θ, both of its terms must be estimated well. We delegate the task
of estimating the marginal log-likelihood ln p(x) to a “base” Monte-Carlo estimator of the form







, where z1:K = (z1, . . . , zK) are independent samples from
the proposal distribution q(z|x), and f is some function of the observable and latent variables (Mnih
and Rezende 2016). Ideally, ŜK is chosen to have low bias and low variance, allowing optimization
to strike a better balance with mutual information. For our first contribution, the KL objective, we
























6For VAEs, this follows from the properties of the KL divergence, while for Monte-Carlo objectives in general, it













Plugging this into the definition of O(λ, x) in (6) and grouping the ln p(x) terms, which can be
estimated with the base Monte-Carlo estimator ŜK , we get
























However, combining p̂K with an importance sampling estimate of the expectation in (7) using
different samples begot very high variance in preliminary experiments. Instead, we approximate (7)
with the self-normalized importance sampling estimator









which uses the same samples for estimating 1/p(x) and the expectation. This leads to our first
estimator for O(λ, x).
Definition 2 (KL objective). Let ŜK be any K-sample Monte-Carlo estimator of ln p(x). Then the
augmented objective O(λ, x) can be estimated by the KL objective
OKL(Ŝ,K, λ, x) = E
z1:K∼q(z|x)
ÔKL(Ŝ,K, λ, x, z1:K), (10)
where
ÔKL(Ŝ,K, λ, x, z1:K) = (1− λ)ŜK(x, z1:K) + λÛK(x, z1:K). (11)
Note that ÔKL(ŜK ,K, λ, x, z1:K) uses the same samples z1:K ∼ q(z|x) to estimate both terms
of the augmented objective (6). Grouping the terms differently, we can separate out the estimate of
the KL:








We assume throughout that the estimators ŜK(x, z1:K) and ÛK(x, z1:K) have finite variance. This
implies the following properties of the estimators ÔKL(ŜK ,K, λ, x) of O(λ, x) and ÛK(x, z1:K)−
ŜK(x, z1:K) of KL(p(z|x)‖p(z)):
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Proposition 2 (properties of the KL objective).
(i) If ŜK converges in probability or almost surely to ln p(x) as K →∞, then so do ÔKL and
ÛK − ŜK to O(λ, x) and KL(p(z|x)‖p(z)), respectively.
(ii) If Ez1:K∼q(z|x) Ŝ
K(x, z1:K) 6 ln p(x), then Ez1:K∼q(z|x)[Û
K(x, z1:K) − ŜK(x, z1:K)] >
KL(p(z|x)‖p(z)), that is, the estimator is biased upward.
(iii) The variance of ÛK decays with K, for any given K, there is no proposal distribution with
which the variance is zero unless ÛK is constant for all z1:K with probability 1.
Proof. These follow from the properties of self-normalized importance sampling (Owen 2013).
Importantly, the computation of ÛK imposes minimal overhead as it needs to evaluate only
p(x|zi), p(zi) and q(zi|x): the same quantities and same zi as needed for computing ŜK . Referring
back to (3), we argue that this KL objective allows for effective interpolation between fitting the data
and capturing information in the latent variables.
4.2 The Rényi Objective
The KL objective’s estimate (11) of the augmented objective (6) linearly combines two estimators
(ŜK and ÛK) of different quantities. How their biases and variances relate deserves some considera-
tion. As we have seen, with ŜK that underestimate ln p(x) (e.g. IWAE), ÛK − ŜK overestimates
the true KL. Luckily, both biases can be reduced with more samples.
However, taking more samples may not help if the two estimators have very different variances,
in which case optimizing the objective may be difficult. This issue could be addressed by designing
a ÛK for every ŜK , but this would limit the applicability of our method in practice. Instead, we
choose to apply the base estimator a second time to estimate the Rényi divergence, itself a biased
estimate of the true KL. As we will see later, this works surprisingly well in practice despite the
presence of the bias.
The Rényi divergence between two distributions f(x) and g(x) is defined as Dα(f‖g) =
1
α−1 lnEg(x) f(x)
αg(x)−α, where α is a positive real number. For α < 1, Dα(f‖g) 6 KL(f‖g),
while for α > 1, Dα(f‖g) > KL(f‖g). Since limα→1Dα(f‖g) = KL(f‖g), Dα(f‖g) can
approximate KL(f‖g) arbitrarily closely when α is sufficiently close to 1. This latter property
motivates the use of Dα(p(z|x)‖p(z)) as an approximation to the true KL. To construct an estimator,





















− α ln p(x)
= ln pα(x)− α ln p(x), (13)
where pα(x) := Ep(z) p(x|z)α. We note in passing that pα(x) has an intuitive interpretation,
particularly when α ∈ N. Consider the task of modelling the distribution of discrete data over
some discrete set X duplicated α times, that is pαD(x, . . . , x) := pD(x). That is, pαD is a probability
distribution over Xα, whereas pD is over X , and pαD(x1, . . . , xα) = 0 unless all xi are identical. On
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this “new” task, α ln p(x) = ln p(x)α acts as the uninformed baseline, in which a separate set of
latents is used for each branch p(xi|z), thus the cost of information in the latents must be paid α
times. This means that, based on its alternative form ln pα(x)−α ln p(x) in (13), we can interpret the
Rényi divergence as a measure of how much better the α-duplicated model pα(x) does at modelling
the duplicated data compared to the worst-case solution p(x)α, which does not use the latents to
amortize the cost of encoding the data multiple times.
We now derive a biased approximation to O(λ, x):
























Definition 3 (Rényi objective). Let λ, α > 0, and let ŜK(x, z1:K) and ŜKα (x, z1:K) be K-sample
Monte-Carlo estimators for ln p(x) and ln pα(x), respectively. Then the augmented objectiveO(λ, x)
can be estimated by the Rényi objective
OR(Ŝ,K, λ, α, x) = E
z1:K∼q(z|x)
ÔR(Ŝ,K, λ, α, x, z1:K), (14)
where










Separating out the estimate of the Rényi divergence yields the alternative form












Our goal was to address the mismatched biases and variances of the KL objective’s ŜK and ÛK .
Having eliminated ÛK , we are left with only ŜK and ŜKα , estimating two closely related quantities,
ln p(x) and ln pα(x). Note that ŜKα can be obtained with a slight modification of Ŝ
K , as explained
in the next section. In §7, we validate experimentally that the benefits this scheme affords outweigh
the obvious drawback of additional bias in the Rényi objective.
4.2.1 Estimating pα(x) with IWAE








, if ŜK(x, z1:K) is computed
explicitly in terms of p(x|z), then ŜKα (x, z1:K) can be derived simply by replacing p(x|z) with
p(x|z)α in ŜK(x, z1:K). All base estimators considered in this paper have this property and we
elucidate the derivation through the example of the IWAE.
The ELBO of variational autoencoders can be rather loose, and the variance of the resulting
approximate posterior is usually smaller than that of the true posterior. To tackle these issues,
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Burda et al. (2015) proposed the importance weighted autoencoder (IWAE). Whereas the ELBO is
single-sample, the IWAE bound is based on K ∈ N samples:
ln p(x) = ln E
p(z)




















In importance sampling terms, p(x|z) is the integrand, the function whose expectation we want to
compute with respect to p(z). While p(x|z) here is a probability mass function, importance sampling
does not require this. In fact, we can estimate the expectation of p(x|z)α analogously:











To estimate the expectation in the above lower bound, we can recombine quantities already computed
for the base estimator with a negligible computational overhead.
Note that there is an optimal proposal distribution qopt(z|x) = p(x|z)αp(z)/pα(x) that leads to
exactly computing ln pα(x) (i.e. estimating it with zero bias and variance). On the other hand, the
other term in the Rényi objective is best estimated using, in general, a different proposal distribution.
One solution would be to apply separate proposal distributions, another is to choose λ and α such
that in ln p(x) + λDα the ln p(x) term is cancelled out, which we explore briefly in §4.3 below.
4.2.2 Other Estimators
In the interest of space, we omit re-derivations of further estimators of ln pα(x) and their gradient
estimators. As in the IWAE case, all we need to show is that the estimators do not depend on
properties of p(x|z) that pα(x|z) doesn’t have. This is true for the estimators used in our experiments:
REINFORCE (Williams 1987; Mnih and Gregor 2014), VIMCO (Mnih and Rezende 2016), STL
(Roeder et al. 2017) and DReG (Tucker et al. 2018).
4.3 The Power Objective
Notice that, in the Rényi estimator (15), if λ is set to (α− 1)/α, then the coefficient of the ln p(x)
term becomes zero, yielding:
ÔP (Ŝ,K, α, x) = α−1ŜKα (x, z1:K), (18)
which we call the power objective. Note that for optimization the constant α−1 can be dropped from
the objective and that if α = 1, the power objective is equal to the log-likelihood ln p(x). Next we
show that if α > 1, maximizing pα(x) optimizes a lower bound on p(x), and this lower bound is
tight when the latents fully determine the observables.
Proposition 3. Assume that X is concentrated on the countable set X , α > 1, and let x ∈ X be
arbitrary. Then pα(x) 6 p(x) with equality for all x ∈ X if and only if Hp(X|Z) = 0. Furthermore,
(p(x))α 6 pα(x) and ln pα(x)− α ln p(x) = (α− 1)Dα(p(z|x)‖p(z)).
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Proof. Since X is countable, p(x|z) is discrete, hence p(x|z) 6 1 for all x and z. Therefore,
since α > 1, p(x|z)α 6 p(x|z) with equality if and only if p(x|z) ∈ {0, 1}. Thus, pα(x) =
Ep(z) p(x|z)α 6 Ep(z) p(x|z) = p(x), with equality if and only if p(x|z) ∈ {0, 1} for all x, for
almost all z. The latter holds if and only if X is a deterministic function of Z with probability 1,
which is equivalent to Hp(X|Z) = 0. The second statement of is a direct consequence of (13) and
α− 1 > 0.
So the power objective with α > 1 is an upper bound on the KL (and IppD when averaged over x),
but this upper bound nevertheless becomes tight when the latents determine the observable variables
(i.e. Hp(X|Z) = 0).
In summary, the power objective has two important differences from the Rényi objective, of
which it is a special case. First, since there is only a single quantity, ln pα(x), being estimated, the
question of using separate q(z|x) proposal distributions to estimate the different terms does not arise.
Second, λ and α are tied, so it may be harder to find a good balance between ease of optimization
and low bias.
5 Connection to the Representational KL
Proposition 4 (Single-sample KL estimate). In the single-sample case with Ŝ1(x, z1) = ln p(x,z1)q(z1|x) ,











Proof. With p̂1(x, z1) = p(x, z1)/q(z1|x) from (8), we have that












So not only are the expectations the same, but our single-sample estimate is the same as the
trivial single-sample estimate of the representational KL. We now prove a similar result for the Rényi
objective.
Proposition 5 (Single-sample Rényi estimate). In the single-sample case with Ŝ1(x, z1) = ln p(x,z1)q(z1|x) ,












































In the single-sample case, where q(z|x) approximates the true posterior much better compared to
the multi-sample Monte-Carlo estimators, the representational KL approximates the true KL with a
relatively small bias. This bias is, however, asymptotically eliminated by our KL estimator as the
number of samples K grows (and reduced for our Rényi estimator), which significantly improves the
usage of the latent variables. This is demonstrated in our experiments (e.g. Figures 4 and 7) where
we compare methods using KL estimates based on different number of samples from q(z|x).
6 Connection to the β-VAE
We have seen that in the single-sample case our estimators are equal to the representational KL in
expectation. Still in the single-sample case, we show that the β-VAE (Higgins et al. 2017) objective
defined as










is equal to the KL, Rényi and power objectives with suitably chosen parameters.
Proposition 6 (β-VAE equivalence). In the single-sample case with Ŝ1(x, z1) = ln p(x,z1)q(z1|x) , the
β-VAE and our single-sample objectives are equal with a suitable choice of λ or α:
Oβ-VAE(β, x) = OKL(Ŝ, 1, 1− β, x) (λ = 1− β)
= OR(Ŝ, 1, 1− β, α, x) (λ = 1− β)
= OP (Ŝ, 1, β−1, x) (α = β−1).
Proof. We prove the KL objective case from (12) and Proposition 4:
E
z1∼q(z|x)































The proof for the Rényi case follows a similar route, starting from (16) and using Proposition 5.
Finally, for the power objective, λ = (α− 1)/α, so α = β−1 recovers λ = 1− β.
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7 Experiments
The goal of our experiments is to demonstrate the difficulty of inference with VAEs and Monte-Carlo
objectives and to evaluate the proposed methods. Our results indicate the presence of a severe
tradeoff between data fit and latent variable usage. We emphasize that, for progress to be made, the
choice of evaluation method must acknowledge the existence of this tradeoff. In this work, evaluation
is performed in terms of Pareto frontiers of data likelihood vs latent usage curves; reporting a
single, best data likelihood would always pick the point with zero latent usage. Results with our
proposed estimators, either with continuous latents and DReG or discrete latents and the VIMCO
base estimator, markedly improve on their baselines, which do not have multiple samples or cannot
use them as efficiently. The improvement is especially significant with discrete latents.
Instead of trying to improve the predictive performance directly, first we demonstrate the difficulty
of inference on a simple, synthetic data set and a model to which posterior collapse comes easy.
These experiments focus exclusively on data fit to highlight the tradeoff against latent variable usage.
After the experiments on synthetic data, we move on to language modelling with recurrent networks,
a very hostile application for VAEs (Bowman et al. 2015).
7.1 Experiments with Synthetic Data
Every data point is a single symbol drawn from a discrete uniform distribution over a vocabulary of
10000 symbols. Thus, the optimal solution is to assign probability 1/10000 to each symbol, which
can be trivially satisfied by a simple model that ignores the latents. Note that λ > 0 makes such
solutions suboptimal. In fact, for all priors such that H(Z) > H(X), the optimal solution must
capture all information in the latents (i.e. I(X,Z) = H(X)). Our goal with these experiments is to
demonstrate the difficulty of fitting the data while using the latents.
7.1.1 Model Architecture
The encoder implementing q assigns an embedding (Mikolov et al. 2013) to each word in the
vocabulary, feeds the embedding to a two-layer, densely connected neural network with tanh non-
linearities. For continuous latents, denoting the output of the last encoder layer for a given x with o,
q(z|x) follows an isotropic normal distribution N (f(o), diag(exp(g(o)))), where f and g are affine
transformations parameterized as densely connected neural network layers. For categorical latents,
q(z|x) is proportional to exp(oz) (i.e. it is Categorical(softmax(o))). The decoder is a neural
network similar to the encoder but with a final softmax layer. In the decoder, values of continuous
latents are fed directly as input to the first layer, but values of categorical latents are first embedded.
To compensate for this discrepancy, decoders with categorical latents have only one hidden layer. All
embeddings and hidden layers are of size 128.
7.1.2 Evaluation Methodology
Since there is no single number to summarize the tradeoff between latent usage and the quality of the
model, we plot the model’s latent usage and the expected negative log-likelihood (NLL). The NLL of
optimal solutions is the entropy of the data distribution, ln 10000 ≈ 9.210. We quantify latent variable
usage as the mutual information Ip(X,Z), estimated as the average ÛK(x, z1:K)− ln p̂K(x, z1:K)
14

















Figure 2: KL and Rényi objectives (empty and full markers) on synthetic data with base estimators ELBO and
IWAE N, where N is the number of samples used for estimating both p(x) and KL(p(z|x)‖p(z)).
(9) with K = 100 samples. We validated empirically that the variance of these estimates is small
(< 0.01) over all feasible latent usage values. Zero latent usage corresponds to posterior collapse.
These plots (like Figure 3b in Alemi et al. 2017) carry the same information as rate-distortion
curves, which can be recovered by subtracting the rate Ip from the NLL. Only the measurements
on the Pareto frontier are shown, and we tune hyperparemeters, such as the learning rate and λ, of
the augmented objective (5) to push the Pareto frontier towards more efficient latent usage. See
Appendix C for details.
7.1.3 Overview of Results
Results for continuous and discrete latents are presented in separate sections, following a similar
progression:
• We first show that the choice of base estimator matters: the variance issues of IWAE and
REINFORCE limit the potential of the proposed method.
• Next, with DReG and VIMCO we present clear improvements over the single-sample baselines.
• Finally, as an ablation study, we verify that using multiple samples in both the marginal
likelihood and the mutual information terms of the objective is necessary for best performance.
We also note that without augmenting the objective with a mutual information term, our model tends
to fit the data perfectly with negligible latent usage. These degenerate curves consisting of a single
point are omitted from the plots.
7.1.4 Continuous Latents
With 40 continuous latents and an isotropic standard normal prior, the base estimator is either the
standard ELBO, IWAE or DReG. In the ELBO, the KL term (2) is computed analytically, while in
IWAE 1, the single sample from the latents is used to estimate it. An improvement to IWAE 1 is the
STL estimator from Roeder et al. (2017), which removes a zero-expectation term from the objective
and whose gradients have zero variance when the variational approximation is exact. DReG is a
generalization of STL to multiple samples, fixing the signal-to-noise problem of gradient estimates
of IWAE (Rainforth et al. 2018), wherein the magnitude of the gradient decreases faster with more
samples than the variance of the gradient estimates. Our results in Figures 2 and 3 are in agreement
with these previous works. In the context of this work, our findings can be summarized as follows.
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Figure 3: KL and Rényi objectives on synthetic data with base estimators ELBO, DReG.
• Compared to the theoretical optimum, a horizontal line at ln 10000 ≈ 9.210, all Pareto curves
slope increasingly upwards with more latent usage.
• Higher-variance estimators have steeper curves than lower variance estimators, which is most
apparent in the contrast between two of our baselines, IWAE 1 and DReG 1.
• The single sample estimators, which essentially use the representational KL (see §5), are less
efficient in their latent usage than our proposed multi-sample estimators.
• The Rényi objective performs slightly better than the KL objective with the same base estimator.
In more detail, Figure 2 shows that both of our estimators perform much worse with IWAE 1 as
the base estimator than with the ELBO. As the number of samples grows, this is reversed, although
with a high number of samples we do see the predicted degredation (Rainforth et al. 2018).
Next, Figure 3 confirms DReG’s advantage over the IWAE, performing more efficiently than the
ELBO even with a single sample. Our multi-sample objectives both improve on the stronger baseline
DReG 1 represents. The Rényi objective outperforms the KL objective by a small but consistent
margin before all estimators start degenerating quickly nearing the maximal average KL possible.
In Figure 4, we take a closer look at the best performing DReG 16 base estimator to determine
whether the improvements are due to a better estimate of the marginal likelihood ln p(x), or the
mutual information term IppD(X,Z) in (5). DReG 16/1 and DReG 1/16 (which use multiple samples
to estimate only the marginal likelihood or the mutual information, respectively) are less efficient than
DReG 16, sometimes being outperformed even by DReG 1. Out of the two, DReG 1/16 performs
better, indicating that the variance of the base estimator DReG 1 is low and the problem lies with the
mutual information estimate.
7.1.5 Discrete Latents
Next we performed experiments with 8 categorical latent variables, each with a uniform prior over
10 categories. Using the high-variance REINFORCE base estimator (Figure 5), we could only get a
small improvement over the single-sample case with 16 samples and a similar degradation with 64.
However, with the much lower variance VIMCO estimator, we achieved almost perfect results
(see Figure 6) with 16 samples. It may be surprising that these results are even better than with
continuous latents, especially at near-maximal latent usage. To intuit why, consider the minimum
variance posterior achievable for a given level of average KL. For discrete latents, a hard posterior
(i.e. of zero variance) is possible depending on the number of latents and categories. For continuous
16

















Figure 4: KL and Rényi objectives on synthetic data with base estimator DReG. DReG 1 uses a single sample
to estimate both p(x) and KL(p(z|x)‖p(z)). DReG 16/1 uses 16 samples to estimate p(x) and 1 sample for
the KL. DReG 1/16 uses 1 sample to estimate p(x) and 16 samples for the KL. Finally, DReG 16 uses the
same 16 samples for both terms.
















Figure 5: KL and Rényi objectives synthetic data with base estimator REINFORCE.
latents, the posterior can never be hard: the mutual information determines a lower bound on the
average variance of the posterior.
Increasing the number of samples further to 64 made results much worse, indicating a potential
issue with VIMCO, which may be similar to the signal-to-noise issue that DReG addresses, but this
is beyond the scope of this paper. Note that there is no single-sample VIMCO since its baseline
for the contribution of a sample is computed as the average over the rest of the samples, which is
undefined. Assuming a zero baseline, we recover REINFORCE 1, which we use for comparison
wherever VIMCO 1 would be needed.
Similarly to Figure 4 in the continuous case, in Figure 7, we try to tease apart the contributions
of using multiple samples for estimating the marginal likelihood and mutual information terms of
(5). The results are much more pronounced here. Both VIMCO 16/1 and VIMCO 1/16 improve
significantly on REINFORCE 1 but only with the Rényi objective. Still, both fall way short of
VIMCO 16, which employs multiple samples for both terms.
In Appendix A, we also present results for the VQ-VAE (van den Oord et al. 2017) without
augmenting its objective with a mutual information term. Since the KL cost in VQ-VAEs is
determined by the latent space and is fixed during training, we tune the number of latent variables
and the number of categories to control the mutual information. Results of the VQ-VAE are better
than REINFORCE but much worse than VIMCO 16 with either the KL or the Rényi objective.
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Figure 6: KL and Rényi objectives on synthetic data with base estimator VIMCO. The single-sample VIMCO
is equivalent to REINFORCE.

















Figure 7: KL and Rényi objectives on synthetic data with base estimator VIMCO. REINFORCE 1 (standing
in for VIMCO 1) uses a single sample to estimate both p(x) and KL(p(z|x)‖p(z)). VIMCO 16/1 uses 16
samples to estimate p(x) and 1 samples for the KL. VIMCO 1/16 uses 1 sample to estimate p(x) and 16
samples for the KL. Finally, VIMCO 16 uses the same 16 samples for both terms.
7.2 Language Modelling Experiments
One of the most challenging applications of variational autoencoders is language modelling with
per-sentence latents, as found by Bowman et al. (2015). They recognize the generality of the
underspecification issue and attribute the increased difficulty to “the sensitivity of the LSTM to subtle
variations in its hidden state as introduced by the sampling process”. In this section, we first show
that the data fit vs latent usage tradeoff is even more pronounced in the language modelling case
than on the synthetic task, then confirm that the proposed estimators improve validation set results in
terms of the Pareto frontiers. Once again, the improvement is strongest with discrete latents.
7.2.1 Data Set
We do sentence-level language modelling on the Penn Treebank (PTB) corpus by Marcus et al. (1993)
with preprocessing from Mikolov et al. (2010). Our goal here is to compare inference methods,
not to establish a new state of the art, so to reduce the computational burden brought about by
hyperparemeter tuning, we truncated sentences to 35 tokens in both the training and validation sets,
with a reduction of 3% in the total number of tokens. This truncation is non-standard.
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Figure 8: KL and Rényi objectives (empty and full markers, respectively) on Penn Treebank with base
estimators DReG N, where N is the number of samples used for estimating both p(x) and KL(p(z|x)‖p(z)).



















Figure 9: KL and Rényi objectives on PTB with base estimator VIMCO.
7.2.2 Model Architecture
The model architecture is like in the synthetic case except the encoder embeds the input tokens and
feeds them to a one-layer, bidirectional LSTM (Hochreiter and Schmidhuber 1997) and the output
o (from which the parameters of the variational posterior q(z|x) are computed) is the average of
the last states of LSTMs corresponding to the two directions. There is a fixed number of latents for
all sentences, regardless of their length. The decoder is a unidirectional LSTM whose input is the
embedding of the previous token plus the values of the latent variables. Unless stated otherwise, the
embedding and hidden sizes are all 128. Similarly to the synthetic case, we use either 40 real-valued
latents with an isotropic standard normal prior or 8 categorical latent variables, each with a uniform
prior over 10 categories.
7.2.3 Evaluation Methodology
Following previous works, both the reported NLL and the average KL values are averages over
tokens in the data set. Since there is only a single set of latents per sentence, this means that the
average sentence-level KL is about 21 (the average number of tokens per sentence) times larger. For
expediency, only the base estimators that performed best on the synthetic data set are considered,
leaving us with DReG for continuous, and VIMCO for discrete latents.
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Figure 10: Validation NLL with naive dropout using DReG and VIMCO on PTB. The row with 16 K refers to
16-sample DReG or VIMCO with the KL objective, while R stands for the Rényi objective.




















Figure 11: Validation NLL with L2 regularization using DReG and VIMCO on PTB.
7.2.4 Training Fit
In terms of training fit, the language modelling results are similar to those of the synthetic case. In
Figure 8, there is improvement in the continuous case with multiple samples, initially with both the
KL and the Rényi objectives but only with the Rényi at high latent usage.
Figure 9 shows the discrete latents case. Once again, with either the KL or the Rényi objective,
the results improve markedly, outperforming the continuous models. Note that the KL range is
limited by the entropy of the latent space at around ln(108)/21 ≈ 0.87.
Furthermore, as Appendix B.2 shows, improvements in training fit require multiple samples in
both terms, even more so than in the experiments on the synthetic data earlier.
7.2.5 Validation Results
Our initial results on the validation set were not very positive. We tuned hyperparameters on the
validation set, where following Melis et al. (2017), we introduced three additional hyperparameters
in the decoder: the rate of dropout applied to the input embedding, the recurrent state, and the output
embedding. As Figure 10 shows, with this strong form of regularization, the multi-sample results
brought no improvement with continuous latents. With discrete latents, the results improved but not
nearly to the extent observed on the training set, and discrete latents performed considerably worse
than their continuous counterparts.
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Figure 12: Validation NLL with DReG and VIMCO on PTB, using the same dropout mask for all latent
samples belonging to the same sentence in a minibatch.
Base DReG VIMCO
#Samples 1 16 1 16
K / R K R K / R K R
Perplexity 99.4 98.3 98.8 99.9 99.2 98.9
NLL 4.599 4.588 4.592 4.603 4.596 4.594
Per-token KL 0.056 0.074 0.206 0.001 0.144 0.170
Table 1: Best validation results for DReG and VIMCO in the continuous and discrete cases. These optima are
at low (or, in the single-sample case, negligible) latent usage.
We suspected that the stochasticity from dropout may accentuate the problems of variational
inference. To verify, we repeated the validation experiment with L2 regularization instead of dropout
(see Figure 11). In this setting, the validation results are more consistent with training fit. As before,
multiple samples significantly improve efficiency. Unlike the training fit though, validation NLL with
discrete latents degrades faster than with continuous ones. These results suggest that the additional
stochasticity of dropout indeed poses a challenge. On the other hand, with only L2 regularization,
the best NLL is higher than with dropout. This translates to a few perplexity points, which may seem
small on the graphs presented here, but in language modelling, kingdoms have been won or lost on
such differences (Merity et al. 2017).
To have the best of both worlds, the best NLL of dropout and the Pareto curves of L2 regu-
larization, we went back to dropout, but this time we tried using the same dropout mask for all
latent samples belonging to the same sentence in a minibatch. As Figure 12 shows, this change was
successful, and we observed that our proposed estimators improve latent usage for both continuous
and discrete latents, and discrete and continuous latents are on par up to an average KL of about 0.5.
This constitutes a significant advance in modelling with discrete latents.
Contrary to results of Pelsmaeker and Aziz (2019), we did not find that introducing latent
variables significantly improves outright perplexity. As Table 1 shows, the best perplexity improves
only slightly with more samples for this combination of a small model and strong regularization.
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Figure 13: Training NLL on PTB with KL and Rényi objectives and base estimator VIMCO. VIMCO 1 T×16
is trained 16 times longer. VIMCO 1 bs×16 has a 16 times larger batch size. While their best NLL at very low
latent usage is lower than that of VIMCO 16, they lose this advantage at higher latent usage.





















Figure 14: Validation NLL on PTB with KL and Rényi objectives and base estimator VIMCO. VIMCO 1
T×16 is trained 16 times longer. VIMCO 1 bs×16 has a 16 times larger batch size. VIMCO 16 performs
better than either.
We also performed experiments with the power objective (Appendix B.3) to better understand the
tradeoff it represents. We found that its trivial implementation cost comes at the price of decreased
efficiency relative to the general Rényi objective, of which it is a special case.
In closing, we would like to emphasize the importance of the results in Figure 12. It is not only
that small and large improvements have been made, but that the evaluation throughout focussed on
the apparent tradeoff between data fit and latent usage. Every point on the Pareto curves is the result
of tuning several hyperparemeters: the learning rate, λ, α for the Rényi objective, and three different
dropout rates. These curves capture and communicate what most published experiments do not and
what single numbers (e.g. in Table 1) cannot: a reliable comparison of a latent variable model to a
strongly regularized baseline over a wide range of latent usage.
7.2.6 Single- vs multi-sample at the same computational budget
The argument for using more samples in Monte-Carlo objectives is that their lower bound is tighter,
resulting in a better data fit vs latent usage tradeoff. Having equipped multi-sample Monte-Carlo
objectives with mutual information constraints, we have indeed demonstrated improvements in this
tradeoff. Here, we present additional experiments to answer whether performing more computation
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with a single-sample estimator can compensate the advantages of multiple samples. To this end, we
compare 16-sample to single-sample estimators, where the latter are trained for 16 times more opti-
mization steps (T×16) or with a batch size that is 16 times larger (bs×16) to make the computational
cost more equal. In fact, these perform an equal number of gradient calculations but more forward
computation as they evaluate q(z|x) 16 times more than the 16-sample Monte-Carlo estimator.
In Figure 13, we observe that with more computation, the best training fit of VIMCO 1 improves
beyond that of VIMCO 16 , but the tradeoff remains severe, as evidenced by that the shapes of the
Pareto curves hardly change from the single-sample baseline.
With regards to validation results, we expected the strong regularization provided by tuning three
different dropout rates to compensate for possible regularization effects of fewer optimization steps
and smaller batch sizes. Consequently, all single-sample estimators shall exhibit similar validation
results at zero latent usage. Figure 14 confirms this, and shows that the steeper training curves
translate to steeper validation curves, indicating that increasing the computation does not address the
ineffeciency of the inference method, and the apparent improvement in training comes at the cost of
more overfitting. In Appendix B.1, Figure 24 and Figure 25 tell a similar story for DReG, but the
results are less conclusive there since the curves are much closer.
8 Conclusions
We identified the underspecification of the model and the looseness of the lower bound as two
important issues that cause posterior collapse and put forward a natural combination of Monte-Carlo
objectives and mutual information constraints to address both at the same time. The proposed
estimators of the mutual information reuse samples from the Monte-Carlo objective of the marginal
likelihood to estimate the KL of the true posterior from the prior. We showed that the representational
KL, often used in mutual information constraints, corresponds to the single-sample version of our
estimators. Taking more samples both tightens the lower bound and reduces the variance of the
estimate of the true KL. Our experimental results support these theoretical predictions and underline
the need to use multiple samples for both terms of the objective.
Recognizing that the problem of underfitting becomes more acute with increased latent usage,
we emphasized evaluating estimators on the training set, where the regularization does not cloud the
picture, instead of going outright for improvements in held-out performance. In addition, evaluation
was performed in terms of the Pareto frontier of negative log-likelihood vs latent usage curves since
reporting a single number cannot capture the tradeoff between the two quantities.
The results demonstrated increased efficiency in latent usage on both the synthetic and language
modelling tasks. For discrete latent spaces in particular, the improvements have been dramatic:
from a very weak baseline, data fit improved beyond that of models with continuous latents on
both data sets. In terms of validation results on Penn Treebank, the best continuous and discrete
models and estimators are closely matched up until a significant, per-token KL of 0.5 (about 10.5 as
a per-sentence KL).
In summary, our Mutual Information constrained Monte-Carlo Objectives (MICMCOs) help
achieve a better tradeoff between modelling the data and using the latent variables to drive the
generative process: a prerequisite for fulfilling the promise of generative modelling. This tradeoff is
still quite severe though, and there is a lot of room for improvement.
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Figure 15: VQ-VAE on synthetic data with tuned latent sizes compared to REINFORCE 1 and VIMCO 16
with the KL and Rényi objectives.

















Figure 16: The effect of batch size with DReG and 128 hidden units on PTB.
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A Additional Experiments on Synthetic Data
Since the KL cost in VQ-VAEs is determined by the latent space and is fixed during training, we
tune the number of latent variables and the number of categories to control the mutual information.
As Figure 15 shows, the VQ-VAE is generally better than REINFORCE 1 but quite far from the
optimum and much worse than VIMCO 16 with either the KL or the Rényi objective.
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Figure 17: The effect of optimization length (40 or 80 thousand optimization steps) with DReG and 128 hidden
units on PTB.


















Figure 18: The effect of optimization length (40 or 80 thousand optimization steps) with DReG with 256
hidden units on PTB.

















Figure 19: The effect of batch size with VIMCO and 128 hidden units on PTB.
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Figure 20: The effect of optimization length (40 or 80 thousand optimization steps) with VIMCO and 128
hidden units on PTB.


















Figure 21: The effect of optimization length (40 or 80 thousand optimization steps) with VIMCO and 256
hidden units on PTB.




















Figure 22: KL and Rényi objectives on PTB with base estimator DReG. DReG 1 uses a single sample to
estimate both p(x) and KL(p(z|x)‖p(z)). DReG 16/1 uses 16 samples to estimate p(x) and 1 samples for the
KL. DReG 1/16 uses 1 sample to estimate p(x) and 16 samples for the KL. Finally, DReG 16 uses the same
16 samples for both terms.
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Figure 23: KL and Rényi objectives on PTB with base estimator VIMCO. VIMCO 1 uses a single sample to
estimate both p(x) and KL(p(z|x)‖p(z)). VIMCO 16/1 uses 16 samples to estimate p(x) and 1 samples for
the KL. VIMCO 1/16 uses 1 sample to estimate p(x) and 16 samples for the KL. Finally, VIMCO 16 uses the
same 16 samples for both terms.



















Figure 24: Training NLL on PTB with KL and Rényi objectives and base estimator DREG. DREG 1 T×16 is
trained 16 times longer. DREG 1 bs×16 has a 16 times larger batch size. While their best NLL at very low
latent usage is lower than that of DREG 16, they lose this advantage at higher latent usage.





















Figure 25: Validation NLL on PTB with KL and Rényi objectives and base estimator DREG. DREG 1 T×16
is trained 16 times longer. DREG 1 bs×16 has a 16 times larger batch size. DREG 16 generalizes better than
either.
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Figure 26: The power objective with DReG on the synthetic data set compared to the KL and Rényi objectives.















Figure 27: The power objective with VIMCO on the synthetic data set compared to the KL and Rényi
objectives.
B Additional Language Modelling Experiments
B.1 Robustness
We performed additional experiments to verify that our results about the relative merits of the
estimators are robust to different choices of batch size, number of parameters and optimization length.
With continuous latents, we focussed on DReG, the best performing base estimator and varied the


















Figure 28: The power objective with DReG on PTB compared to the KL and Rényi objectives.
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Figure 29: The power objective with VIMCO on PTB compared to the KL and Rényi objectives.
batch size (Figure 16), the length of optimization (Figure 17), and the length of optimization again
at two times the model size (Figure 18). For VIMCO, the best performing base estimator for the
discrete latents, Figures 19 to 21 tell a similar story. In all cases, we observed that varying these
nuisance factors only shifted the Pareto curves downwards or upwards, leaving their relative positions
the same.
Finally, similar to those in §7.2.6, we present experiments with single-sample DReG at an
increased computational budget. As training (Figure 24) and validation (Figure 25) results show, the
overall picture may be the same as for VIMCO, (that is, steeper training curves translate to steeper
validation curves), but it is harder to assess this since the curves are closer.
B.2 Asymmetric Samples
We now investigate whether the improvements are due to a better estimate of the marginal likelihood
ln p(x), or the mutual information term IppD(X,Z) in (5). Figures 22 and 23 show that improvements
in training fit require multiple samples in both terms, even more so than in the experiments on the
synthetic data earlier (Figures 4 and 7).
B.3 Experiments with the Power Objective
Recall that the power objective (18) is a special case of the Rényi objective (15) with the choice
of λ = (α − 1)/α. With this λ, the objective simplifies to EpD(x) ln p
α(x). Since ln pα(x) =
ln(p(x|z)αp(z)) = α ln p(x|z)+ln p(z), implementing the power objective is as easy as upweighting
the log-likelihood term ln p(x|z). Here we investigate whether at the same time, by tying λ and α,
we can maintain parity with the Rényi objective in terms efficiency of latent usage. As Figures 26
to 29 show, the power objective is often better than the KL objective but lags the Rényi objective as
α determines both λ, the weight of the mutual information term and its bias with respect to the KL.
C Optimization Settings
In all experiments, we use the Adam optimizer (Kingma and Ba 2014) with β1 = 0, β2 = 0.999,
and ε = 1e− 8. We tune hyperparameters using a black-box hyperparameter tuner based on batched
Gaussian Process Bandits (Golovin et al. 2017). Hyperparameters and their ranges are listed in
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hyperparameter min max scale
learning rate 0.0001 0.01 log
λ -0.05 0.9999 KL and Rényi only
α 0.86 16.0 log power objective only
input dropout 0.0 0.9 validation only
state dropout 0.0 0.8 validation only
output dropout 0.0 0.95 validation only
L2 penalty coefficient 5e-6 1e-3 log validation only
number of latents 1 8 VQ-VAE only
number of categories of latents 2 20 VQ-VAE only
VQ β 0.01 20.0 log VQ-VAE only
VQ decay 0.9 0.99999 log VQ-VAE only
Table 2: Hyperparameter tuning ranges.
Table 2. The learning rate is the only hyperparameter tuned in all experiments. The rest only apply
in specific circumstances. Input and output dropout are the dropout rates applied to the inputs and
outputs of the LSTM, respectively, while state dropout is the dropout rate for the LSTM’s recurrent
state from the previous time step (Gal and Ghahramani 2016). For a description of the VQ-VAE
parameters see van den Oord et al. (2017).
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