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Abstract
Background: The amount of transcription factor binding sites (TFBS) in an organism’s genome positively correlates
with the complexity of the regulatory network of the organism. However, the manner by which TFBS arise and
accumulate in genomes and the eﬀects of regulatory network complexity on the organism’s ﬁtness are far from being
known. The availability of TFBS data frommany organisms provides an opportunity to explore these issues, particularly
from an evolutionary perspective.
Results: We analyzed TFBS data from ﬁve model organisms – E. coli K12, S. cerevisiae, C. elegans, D. melanogaster, A.
thaliana – and found a positive correlation between the amount of non-coding DNA (ncDNA) in the organism’s
genome and regulatory complexity. Based on this ﬁnding, we hypothesize that the amount of ncDNA, combined with
the population size, can explain the patterns of regulatory complexity across organisms. To test this hypothesis, we
devised a genome-based regulatory pathway model and subjected it to the forces of evolution through population
genetic simulations. The results support our hypothesis, showing neutral evolutionary forces alone can explain TFBS
patterns, and that selection on the regulatory network function does not alter this ﬁnding.
Conclusions: The cis-regulome is not a clean functional network crafted by adaptive forces alone, but instead a data
source ﬁlled with the noise of non-adaptive forces. From a regulatory perspective, this evolutionary noise manifests as
complexity on both the binding site and pathway level, which has signiﬁcant implications on many directions in
microbiology, genetics, and synthetic biology.
Background
Binding sites are short DNA sequences to which tran-
scription factors bind and regulate gene expression. Their
accurate detection would shed light on the process of tran-
scription regulation, which is an essential component of
the central dogma of molecular biology. However, due to
their short length, which is generally between ﬁve and
twenty base pairs, binding sites are hard to detect reliably
based solely on sequence analysis [1]. Recent advances
in biotechnologies, such as ChIP-seq and ChIP-chip, are
enabling in vivo identiﬁcation of binding sites, along with
their aﬃnity to transcription factors (TF), across entire
genomes with high accuracy [2].
The availability of these data allows for new analyses
and investigations into the role of transcription regula-
tion in cellular decision making and, indeed, the entire
functioning of an organism. For example, the location and
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TF aﬃnity of binding sites have been used to calculate
properties of the regulatory network [3]. Such properties
include the connectivity of a network (degree), the robust-
ness of a network to edge manipulation (redundancy), and
the robustness of regulatory sequence to mutations (mul-
tiplicity). In addition to informing about the topology of
regulatory networks, they also have functional implica-
tions [4]. From a developmental perspective, numerous
studies have shown that regulation of gene expression
has either accompanied or even facilitated complexity in
developmental systems, driven by the accumulation and
proliferation of both transcription factors and their bind-
ing sites [5-10]. We therefore use these properties —
degree, redundancy, multiplicity, and number of binding
sites — to measure the binding site accumulation and its
eﬀect on regulatory complexity across a diverse group of
organisms. Because these properties report on the density
of the network at both the pathway and sequence level, we
use them as a proxy for regulatory complexity.
© 2012 Ruths and Nakhleh; licensee BioMed Central Ltd. This is an Open Access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Additionally, the availability of genomic data, along with
annotations of functional features, is providing an oppor-
tunity for exploring the interplay between evolutionary
forces and the amount of regulatory regions including
binding sites. For example, a recent study comparing
human and chimpanzee genomes revealed more signa-
tures of adaptation, or rapid change, in regulatory regions
than in coding regions [11]. Further, recent analyses have
shown that conserved non-coding DNA (ncDNA), which
harbors binding sites, is almost three times the amount of
conserved protein-coding DNA in theDrosophila genome
[12]. Other studies have shown that the amount of con-
served ncDNA underestimates the amount of ncDNA
with functional roles [13,14]. In fact, the level of varia-
tion in TF binding sites between closely related species
of yeast is substantially larger than that of their regu-
lated orthologs [15]. Adaptive arguments for binding site
gain and loss across organisms are based not only on
pathway dynamics, but also on the topological (static)
properties of the pathway. For instance, properties such
as robustness, modularity, redundancy, complexity, and
evolvability can be measured by pathway connectivity
and have been argued to convey adaptive value to the
individual [4,16-18]. A recent study invoked ﬂuctuating
phenotypic selection to explain the evolution of scale-
free distributions and pathway complexity [19]. However,
whether adaptation can operate uniformly on the genome
scale to have consistent eﬀect on regulatory complexity is
an open debate [20,21]. Assuming regulatory complexity
confers ﬁtness, adaptation may select for more complex
pathways, hence resulting in the accumulation of binding
sites [8]. Analyses under neutral evolutionary scenarios,
on the other hand, have argued for the spontaneous gain
and loss of binding sites [17].
We analyzed binding sites data from ﬁve model
organisms: Escherichia coli K12, Saccharomyces cere-
visiae, Caenorhabditis elegans, Drosophila melanogaster,
Arabidopsis thaliana. We found a positive correlation
between the amount of ncDNA in the organism’s genome
and the number of transcription factor binding sites. As
most ncDNA is expected to not be under selection, we
hypothesize that the accumulation of binding sites, which
may functionally aﬀect regulatory systems in terms of
multiplicity, redundancy, and degree, can be explained
by non-adaptive processes, without invoking selection. To
test this hypothesis, we performed realistic population
genetic simulation studies using a sequence-based bind-
ing site genotype model. Our simulation results indicate
that the balance between binding site gain and loss rates,
which is largely determined by the amount of ncDNA and
the mutation rate, explains the positive correlation in the
data. These results conﬁrm our hypothesis. We also found
that selection on pathway function, which is determined
by its regulatory interactions, does not impose suﬃcient
constraint on the accumulation of binding sites. Further,
selection directly opposed to the accumulation of bind-
ing sites elicits marginal eﬀect over the mutational bias.
We believe that these results have signiﬁcant implica-
tions on the type of information that will be discovered
in genome-wide binding site identiﬁcation studies and on
our understanding of how regulatory function evolves and
is maintained in non-coding regions.
Results
TFBS accumulation positively correlates with the amount
of ncDNA
We analyzed binding sites upstream of identiﬁed tran-
scription units in ﬁve diverse model organisms to inves-
tigate the correlation between the length of upstream
intergenic regions and the accumulation of binding sites.
We curated data from four data warehouses for E. coli K12
[22], S. cerevisiae [23], C. elegans [24], D. melanogaster
[25], and A. thaliana[26], representing binding site data
for at least 28 TFs per species. We focused only on bind-
ing sites residing in the upstream intergenic region and
5’ untranslated region (UTR); downstream or intronic
binding sites with putative eﬀect were not counted in
this study. In E. coli K12, we treated each operon as
an independent transcription unit (TU), whereas in the
eukaryotic genomes we treated each set of overlapping
genes as a single TU. When possible, we used experi-
mentally veriﬁed, rather than computationally predicted,
binding sites. All binding site data for D. melanogaster
and C. elegans contain only experimentally veriﬁed sites,
E. coli K12 and S. cerevisiae contain both experimentally
veriﬁed and predicted sites, and A. thaliana is comprised
largely of predicted binding sites. In this regard, we mini-
mize the potential eﬀect of false positives in large ncDNA
regions by curating mostly experimentally veriﬁed sites.
We include A. thaliana for enhancing the completeness
of the study. We matched binding sites with their clos-
est downstream target, similar to [15], and recorded the
length of upstream intergenic DNA region as the amount
of regulatory substrate available to the particular TU. In
the case where forward and reverse strand genes share the
same upstream region, binding sites werematched to both
genes.
Across an entire genome, binding site accumulation cor-
relates with the size of the intergenic region, although this
correlation may be as low as 0.23 and as high as 0.89
(see Figure 1b). Because binding site formation is subject
to many diverse, heterogeneous factors (e.g. binding site
length, TF promiscuity, conservation) which vary between
species, we do not expect this correlation to be high within
the genome of an organism or consistent across organ-
isms; however, we note that the general trend — longer
ncDNA upstream regions tend to harbor more bind-
ing sites — is indeed supported by empirical evidence.





Figure 1 Regulatory complexity correlates with amount of ncDNA. a. The histogram of number of transcription factor binding sites (#TFBS) per
transcription unit (TU) is given for each organism. The number of TFs represented in the results are given underneath the picture of the organism. b.
A density map between the amount of upstream ncDNA per TU and the number of TFBS harbored within that region as a fraction of total reporting
TFs is plotted for each organism. The provided correlation (r equation on plot) is the Pearson correlation coeﬃcient, all with high (p < .001)
signiﬁcance. c. The regulatory properties for ﬁve model organisms is calculated as a fraction of total TFs per species. In the ﬁrst panel, the each
scatter point is labeled for the number provided each organism in a; because the average ncDNA length does not change, organisms follow the
same order in subsequent panels. Each regulatory property does not necessarily scale between 0 to 1, as only ‘Degree’ is normalized over total TFs
per species. A log linear regression is calculated and displayed with the Pearson correlation coeﬃcient and p-value in parentheses.
Despite the lower number of TFs sampled in C. elegans
and D. melanogaster in comparison to the other organ-
isms, the distribution of TFBS count per TU matches
that of S. cerevisiae and E. coli K12, following a scale-
free pattern (see Figure 1a). The frequency of intergenic
regions harboring a given amount of binding sites log lin-
early decreases as the number of binding sites increase.
We observe this pattern regardless of the number of tran-
scription factors, the number of intergenic regions, or the
length of the intergenic regions.
The data repository for binding sites in A. thaliana con-
strained upstream intergenic regions to be at most 3,000
nt, although larger upstream regions exist in the genome.
We suspect that this truncation of intergenic regions in
the A. thaliana data repository skews the distribution
of TFBS count/TU from that of the other organisms
and improves the correlation between TFBS count and
ncDNA length (because ncDNA close to transcription
start sites have higher TFBS density; Additional ﬁle 1). In
addition, because the binding site data for the other organ-
isms is largely experimentally veriﬁed, we suspect that the
strong correlation in A. thaliana may be due to a system-
atic false positive rate in the identiﬁcation of its binding
sites.
Regulatory complexity positively correlates with the
amount of ncDNA
As the amount of ncDNA correlates with the accumu-
lation of TFBSs, and that latter governs the emergence
of regulatory interactions, a question naturally arises as
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to the complexity patterns that emerge in regulatory net-
works as a function of the amount of ncDNA. To inves-
tigate this question, we considered four properties of
regulatory pathways: for each TU, the average number of
upstream binding sites (we refer to it as ‘#TFBS’), the aver-
age number of binding sites per TF that regulates the TU
(we call it ‘multiplicity’), the number of unique TFs that
regulate the TU (we call it ‘degree’), and the fraction of
TUs with more than one regulating TF (we call it ‘redun-
dancy’). To account for the varying amount of TFs for each
organism, each reported property was scaled according to
the contribution of each TF (by dividing by the number
of TFs per organism in this study). We present these val-
ues as a function of upstream ncDNA in Figure 1c, and
ﬁnd strong positive correlations between the amount of
ncDNA upstream of TUs and the regulatory properties
under study (shown in Figure 1c). Although these prop-
erties are derived from binding site accumulation, their
values are not completely determined by the number of
binding sites. For instance, binding sites accumulation
may increase degree without aﬀecting multiplicity. Simi-
larly, if unique binding sites accumulate, then multiplicity
may increase without aﬀecting degree.
As the amount of ncDNA per TU increases, an arbitrary
TF would increase TFBS and multiplicity by binding to
more sites upstream of a gene, degree by interacting with
more genes, and redundancy by redundantly regulating
more genes.
These results provide strong empirical evidence to the
rising regulatory complexity that accompanies increas-
ing amounts of regulatory substrate, and combined with
the strong correlation presented in Figure 1c, give rise
the question: Is the accumulation of binding sites driven
by adaptive forces acting upon the regulatory pathways
or neutral forces deriving from the amount of ncDNA?
To answer this question we investigate, through simula-
tions, the eﬀect of ncDNA on the accumulation of binding
sites and determine its relative strength against recombi-
nation, selection on pathway function, and selection on
pathway topology. Through these experiments we mea-
sure the eﬀect of non-adaptive versus adaptive forces on
the accumulation of binding sites and quantify evolution-
ary advantages and disadvantages of environments of high
binding-site gain and high binding-site loss genomic by
the availability of innovative phenotypes (evolvability).
Simulations reveal the role of drift and ncDNA on TFBS
accumulation
In [17], Lynch deﬁned parameter α = ul/ug , where ul
is the rate of binding site loss and ug is the rate of bind-
ing site gain. When α  1, binding sites are much more
likely to be gained than lost, and when α  1, binding
sites are muchmore likely to be lost than gained. As Lynch
showed, this mutational bias (α) can be parameterized via
two empirical sequence properties: α = 4n/L, where n
is the average length of a binding site and L is the length
of DNA which may harbor a binding site. This param-
eter resolves from ul = un and ug = unL/4n, where
u is the mutation rate per base pair (for a derivation of
these equations see [17]). Since the length of a binding
site varies little in comparison to the amount of ncDNA
in genomes, α is largely a function of L, the amount of
regulatory substrate ﬂanking a regulatory target. Further,
since the amount of ncDNA increases with genome size, L
scales empirically over several orders of magnitude across
the tree of life: prokaryotes have α = 104 and mammals
and land plants have α = 10−3.
The regulatory machinery and binding site length dif-
fer greatly between the species in this study. As such, we
assume a very simple model of regulation shared by all
organisms which incorporates only TFs and their binding
sites. The sites to which a TF binds can be characterized
with a binding site motif. In this simple regulatory model,
we assume binding site motifs match exactly one sequence
of length n, but in practice most binding site motifs match
several sequences; therefore, we cannot use the length
of known binding site motifs to accurately parameterize
n. Instead, we are interested in parameterizing n with a
value somewhere between the number of sites whichmust
match exactly (consensus sites) and the total length of the
binding site motif. To account for this, we calculated the
average number of consensus sites and binding site motif
length for E. coli K12 and the eukaryotes in the study
(Additional ﬁle 1). We found that reasonable values of n
for E. coli K12 are in the range 10-20 bp and in the range
5-10 bp for eukaryotes.
We simulated the evolution of a 5-gene pathway, with
each gene as its own TU, in a population of size N for
109 generations across values of ncDNA (L) ranging from
102 to 104 and binding site size (n) ranging from 10 − 20
(prokaryotes) and 6 − 10 (eukaryotes), under models of
binding site mutation (gain/loss) and genetic drift.
We set the population size N as a function of L, based
on the empirical correlation between genome size and
population size—as genomes increase in length, popula-
tions tend to shrink—such that N = 102(uL)−1, where
the base pair mutation rate u remained constant at 10−9
for all simulations [27,28]. For each N, amount of ncDNA
L, and binding site length n, results were averaged over
80 replicate stochastic simulations. The results (Figure 2a)
show that the four properties under investigation log-
linearly increase with respect to the amount of ncDNA,
following the pattern found in the empirical data. The
binding site length has an eﬀect on the slope and position
of this increase: shorter binding sites spontaneously arise
more frequently than longer ones, leading to higher val-
ues of binding site accumulation, degree, multiplicity and
redundancy. The binding site length (8 bp) that elicits a
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Figure 2 Explaining regulatory complexity with neutral evolution. a. Simulations using a 5-gene pathway under mutation and drift yield
log-linear increases in the number of binding sites (#TFBS), degree, multiplicity, and redundancy with respect to the amount of ncDNA per
transcription unit. Each line corresponds to a diﬀerent binding site length, given in the legend. b. The results from running population genetic
simulations on a random ﬁtness landscape (y-axis) compared with the results from neutral - mutation and drift - simulations (x-axis). Deviations from
neutrality are points oﬀ the diagonal. c. The pathway properties respond to the contributing factor s, which goes from insigniﬁcant (s = 10−6) to
dominant (s = 1). The x-axis denotes the strength of selection in a population, or Ns. The rows denote the property under selection and the
columns represent the high gain and high loss environments, respectively. The optimal value was chosen against the neutral bias and is denoted by
a dashed line for degree. In the case of redundancy, the optimal value was 0 (high gain) and 1 (high loss). Shapes denote the regulatory complexity
measurements of #TFBS (), degree (©), multiplicity (×), and redundancy ().
similar pattern to the empirical data is the length between
the average number of consensus sites (6 bp) and the
length (10 bp) for eukaryotes. In comparison, a binding
site length of 10 bp shows minimal response to increas-
ing amounts of ncDNA and a length of 6 bp ‘saturates’ the
degree, multiplicity, and redundancy values of the simu-
lated pathway. For E. coli K12, we performed further sim-
ulations to understand the eﬀect of increasing the binding
site size to 20 bp when L ≈ 100. Under these simulations,
we found a minimal response in regulatory complexity
to binding site lengths beyond 10 bp (Additional ﬁle 1).
Because we implement a viability constraint that all genes
must remain regulated, the eﬀect of increasing the bind-
ing site length, at some point, is masked by the inability of
pathways to lose any more binding sites. We ﬁnd that this
point, under our simulation settings, is around 10 bp for
short upstream ncDNA regions.
In [17] it was shown that redundancy increases with
increasing amounts of ncDNA; however, our results show
that this is a result of increasing binding site accumulation
which also drives degree and redundancy. Large amounts
of ncDNA in the genome result in higher complexity of
the regulatory pathways in the population. Thus, the log-
linear increase of the binding site accumulation previously
identiﬁed in the empirical data is explainable by mutation
and genetic drift.
To investigate whether recombination, another neutral
evolutionary force, plays any role in the observed corre-
lations, we simulated recombination using two methods,
namely between genes and between binding sites, and
found that neither had strong eﬀect on the accumulation
of TFBS (Additional ﬁle 1). Applying even strong levels of
recombination between binding sites did not elicit change
in binding site accumulation. Previous work identiﬁed the
feasibility of recombination to cause redundancy in small
regulatory networks over long evolutionary time scales
[17].When applied to binding site accumulation, however,
recombination between binding sites yields minor eﬀect
over that which is determined by mutation and drift.
Selection and TFBS accumulation
While simulation results thus far conﬁrm an essential role
of neutral evolutionary forces in shaping TFBS accumu-
lation, they do not rule our the role of adaptive forces.
To investigate whether selection aids in explaining the
observed trends of TFBS accumulation, we modeled ﬁt-
ness in two ways: acting on the regulatory pathway func-
tion via an abstract phenotype ﬁtness function (see Meth-
ods), and acting on the regulatory pathway complexity
via pathway property ﬁtness functions properties using
properties deﬁned above.
In employing the abstract phenotype ﬁtness function,
an initially monomorphic population evolves on a soft
ﬁtness – meaning the ﬁtness function is not binary
– landscape where each phenotype class is assigned
a random selection coeﬃcient. A phenotype class is
deﬁned as a vector of the ‘up’ or ‘down’ regulation
of each gene in steady state [16] (see Methods). The
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population evolves on this landscape for 109 genera-
tions. The results from these simulations are given in
Figure 2b.
Although the ﬁtness is based on the pathway steady
state dynamics, there are no signiﬁcant deviations from
the patterns found in non-adaptive simulations for the
number of binding sites and degree across all binding
site and upstream ncDNA sizes. For a 10 bp binding
size length, selection on steady state dynamics tended to
increase the frequency of multiplicity and redundancy in
the pathway across all sizes of ncDNA over the results
found by neutral simulations. In sparse pathways, loss of
a binding site often leads to loss of function — so select-
ing for a certain steady state dynamics would enhance
this eﬀect over the viability constraint imposed in the
neutral simulations. Thus, in sparse networks with long
binding sites, one would expect to ﬁnd signal for con-
served binding sites. On the other side of the spec-
trum, when networks are not sparse, and the spontaneous
gain rate of binding sites is relatively equivalent to their
loss rate, selecting on a speciﬁc pathway function does
not aﬀect regulatory complexity. Therefore, constraining
a population to evolve within certain pathway dynam-
ics restrictions (as imposed by the ﬁtness landscape)
has minimal eﬀect on binding site accumulation beyond
the neutral bias, but may have an aﬀect on multiplicity
and redundancy in prokaryotic genomes. So, the general
application of selection on pathway dynamics does not
seem to aﬀect binding site accumulation on the genome
scale.
If selection acted not entirely on pathway function,
but instead to some extent on complexity itself, then we
can model such a relationship with a selection coeﬃ-
cient directly on a topological pathway property associ-
ated with complexity. In this experiment, the ﬁtness of
a pathway genotype is a function of its redundancy and
average degree. Here, we ran simulations on both ends
of the ncDNA amount spectrum (ncDNA amount = 100
and ncDNA amount = 106) to understand the eﬀect of
selection operating directly on pathway properties, using
the pathway properties ﬁtness model. Unlike the bio-
logically realistic rates and population sizes used in the
previous sections, s—the contribution factor of the com-
plexity property—cannot be readily estimated from bio-
logical evidence. So, in these experiments, we performed
a logarithmic parameter sweep of s from insigniﬁcant
(s = 10−6) to dominant (s = 1). The results of this
experiment are shown in Figure 2c.
The strength of selection is relative to the population
size, where the magnitude of genetic drift overpowers
selection when s < 1/N or Ns < 1. In Figure 2c, there
is a noticeable phase shift when Ns > 1 in the left col-
umn (ncDNA= 106 and N = 100). For the right column
(ncDNA= 102 and N = 106), the minimum value of s is
10−6, which is equivalent to 1/N , so selection overpowers
genetic drift.
Unlike the experiments above, where ﬁtness had no sig-
niﬁcant eﬀect on pathway properties, direct selection on
pathway properties can force deviations from the pat-
tern caused by mutation and drift. However, selection
on average degree eﬀects the other complexity properties
diﬀerently than selection on redundancy. When average
degree is under selection, all other properties respond
in accordance by covarying with the change in average
degree. On the other hand, when redundancy is under
selection, the other properties retain the neutral bias.
These experiments demonstrate that speciﬁc pathway
properties can be driven by adaptive forces when selec-
tion operates as a function of that property, and that the
signature of selection on primary or derived complexity
properties are diﬀerent. We may expect that if selection
were to operate on complexity, it would be on a derived
property, like redundancy or multiplicity.
ncDNA increases innovation
Although increasing complexity may be a byproduct of
neutral mechanisms acting on ncDNA, large regions of
ncDNA may serve a beneﬁcial role in evolution. Speciﬁ-
cally, we investigated the ‘evolvability’ of a population
as a function of its ncDNA by comparing the propor-
tion of novel phenotypes discovered during the course of
evolution. The accessibility of phenotypes in the evolu-
tionary landscape is an informative property explaining
the ability of populations to adapt to novel environments
[29-32]. We parameterize the accessibility of phenotypes
to a population by categorizing visited phenotypes during
the course of evolution as: neutral (same as initial phe-
notype), innovative (diﬀerent from initial phenotype), or
non-viable. We simulated replicate populations across a
spectrum of ncDNA lengths; the results are displayed in
Figure 3.
Under the model employed in our simulations, the
topology of a pathway and its steady-state dynamics are
not dependent on the amount of ncDNA; rather, the
amount of ncDNA only modiﬁes the manner in which
populations explore the space by imposing a mutational
bias. Pathways with diﬀerent amounts of regulatory sub-
strate may tend to either gain or lose binding sites, which
in turn aﬀects the accessibility of steady-state pheno-
types. Intuitively, binding site loss would dismantle path-
ways more often than their gain. And so, populations
of pathways that tend to gain binding sites over los-
ing them — that is to say, populations with genomes
that harbor large ncDNA regions — would have access
to more innovative phenotypes over populations with
shorter ncDNA regions. In this manner, we can posi-
tively correlate ncDNA with phenotypic innovation and
organism evolvability.
Ruths and Nakhleh BMC Evolutionary Biology 2012, 12:159 Page 7 of 10
http://www.biomedcentral.com/1471-2148/12/159
Figure 3 Amount of ncDNA aﬀects innovation and robustness.
The fraction of genotypes visited by evolving populations with
respect to ncDNA/gene identiﬁed the positive eﬀect of regulatory
substrate length on the availability of innovative phenotypes.
Discussion
By analyzing data from ﬁve model organisms, we found
that the mutational bias imposed by the amount ncDNA,
in addition to population size, fosters or inhibits the
accumulation of binding sites neutrally. Further, purifying
selection on pathway function or on regulatory complex-
ity itself shows minor eﬀect over the mutational bias. Our
results do not diminish the role of selection in conserv-
ing functional binding sites; instead, they demonstrate
that selection must operate within the bounds of com-
plexity determined by the amount of regulatory substrate,
or ncDNA. These results are corroborated by convinc-
ing empirical evidence—the strong correlation between
ncDNA and binding site accumulation—from a diverse
group of model organisms.
To validate our hypotheses, we performed realistic pop-
ulation genetic simulations which were parameterized
with accurate and empirically-calculated rates. We used
a model of pathway genotype that encodes binding sites
instead of regulatory interactions [16,17,32], which we
believe is more biologically accurate and leads to diﬀer-
ent results. For instance, our binding site based model
demonstrated that recombination between binding sites is
a minor force compared to the mutation bias in develop-
ing redundancy; this result is considerably diﬀerent than
what was found previously under an interaction-based
model [17]. Our results are supported by the empirical
data which shows that the levels of redundancy in E.
coli K12 seem to agree with the log-linear trend against
ncDNA. Furthermore, our results depict the signiﬁcant
eﬀect binding site length can have on their accumula-
tion when the length of ncDNA is large: an expansion
of 2 bp in length (from 8 bp to 10 bp) can decrease the
number of binding sites, degree, multiplicity, and redun-
dancy by almost an order of magnitude. When there
is a small amount of ncDNA, regulatory complexity is
less aﬀected by binding site length. This observation is
especially interesting because binding sites are known to
be longer in prokaryotes (10-20 bp) than in eukaryotes
(6-10 bp). Due to this large diﬀerence in length, the short
binding sites in eukaryotes, working in concert with long
stretches of ncDNA, may play a signiﬁcant role in the
emergence of regulatory complexity which characterizes
‘higher organisms.’
While we only modeled de novo binding site gain, bind-
ing sites may arise through other evolutionary mecha-
nisms, including duplication by transposons, repeated ele-
ments, or non-homologous recombination [1]. We there-
fore interpret our results as a baseline of the potential
accumulation of binding sites, and recognize that binding
site accumulation in reality could be increased by these
evolutionary mechanisms. Since these mechanisms may
actually extend ncDNA regions, their incorporation in
future work may provide further insight into the funda-
mental ties between ncDNA and regulatory complexity.
Under the time scales simulated in this study, ncDNA
regions are known to contract and expand, which would
have a signiﬁcant eﬀect on the accumulation of binding
sites and regulatory complexity. Further, the amount of
ncDNA may be under selection, as a result of adaptation
on genome size [33,34]. Regardless of the evolutionary ori-
gin of the regulatory substrate, our results still explain a
non-adaptive increase in regulatory complexity through
mutation and genetic drift. In fact, we showed that large
ncDNA regions potentially increase the evolvability of a
population which, in turn, may confer an adaptive value
to the population. However, according to our simulations,
this adaptive value is a byproduct of neutral evolution
and not necessary for explaining empirical patterns in
regulatory complexity.
A genotype-phenotype space perspective
Our simulation results are based on a certain path-
way dynamics and mutation model; however, we believe
that our ﬁndings generalize, which we can better
understand on a genotype-phenotype space. In this
abstract space, genotypes are immediate neighbors if
they can be transformed into one another by a sin-
gle mutation event [35]. Neighboring genotypes with
the same phenotype form a connected sub-space—the
neutral space—wherein mutations occur ‘invisibly’ to
selection. Over the course of evolution, a population
moves in this space by acquiring neighboring geno-
types of existing ones through mutation or recombi-
nation. By selecting a certain pathway genotype and
phenotype model, we implicitly create a genotype-
phenotype space.
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Neutral spaces for the regulatory pathway genotype are
predicted to be far-reaching in terms of mutational dis-
tance, and so a pathwaymay undergo substantial mutation
while still maintaining the same phenotype [16]. In this
case, a population may accrue binding sites according
to the mutational bias, implementing the same pathway
function with either many or few binding sites. How-
ever, in the case of disjoint neutral spaces, there are many
known evolutionary mechanisms to overcome these ‘ﬁt-
ness valleys,’ one of which is relying on genetic drift to
move the population across it [36,37]. This is a reasonable
mechanism to support the increasing regulatory complex-
ity in ‘higher’ organisms with small population size.
Let us consider two populations in an identical
genotype-phenotype space: one with large amounts of
ncDNA per gene and small population size (e.g., the
human population), and the other with small promot-
ers and large population size (e.g., a bacterial popula-
tion). Because of the mutation bias pushing it towards
or away from binding site accumulation, each population
will evolve diﬀerently on the exact same space. If regula-
tory complexity and innovation co-occur with binding site
accumulation, which we argue to be the case, then a pop-
ulation may develop these properties regardless of adap-
tation. Over long evolutionary time scales, and assuming
very little of the ﬁtness landscape, the large genome popu-
lation will develop regulatory complexity and ‘innovative’
pathways because it is biased towards binding site gain.
On the other end of the spectrum, due to a binding site
loss bias, the bacteria-like population will neutrally inhibit
complexity and generate more non-viable mutants.
Implications
If the accumulation of binding sites follows neutral trends,
then most binding sites may actually be neutral to func-
tion, and therefore encode very little ‘meaningful’ infor-
mation in terms of understanding the transcriptome. Con-
sequently, the identiﬁcation of binding sites would yield
minimal functional insight and actually mining functional
signal from their identiﬁcation would be muddied by
over-complicated regulatory interactions. Ultimately, the
cis-regulome is not a clean functional network, but instead
a ‘messy’ data source ﬁlled with the eﬀects of non-adaptive
forces.
According to our work, the expansion of ncDNA would
neutrally give rise to more complex networks by way of
binding site accumulation. Thus, if we integrate these
results with Lynch and Conery’s hypothesis on the origin
of genome complexity [38], organismal complexity is more
a result of decreasing population size than adaptation.
Lynch and Conery hypothesized that expanding, mal-
adaptive non-coding regions resulted from the weakening
of selective pressure due to signiﬁcant decreases in the
eﬀective population size [38]. The amount of regulatory
substrate, or ncDNA, is then a function of population
size; and so, if binding site accumulation, which leads
to regulatory complexity and organismal complexity, is a
function of ncDNA, then it is also a function of population
size. Integration with our results would explain organ-
ismal complexity as the eventual evolutionary result of
decreasing population size. Our results provide an impor-
tant explanatory step between the evolution of genome
complexity and regulatory complexity using binding site
accumulation.
A revised, neutral understanding of how regulatory
complexity evolves has a dramatic impact on many direc-
tions in microbiology and genetics. The spontaneous gain
rate of binding sites in ‘higher organisms’ would lead
to unknown polymorphisms in the regulatory regions of
genes, between individuals, and even between cells in a
body, which is a signiﬁcant complicating factor to treating
non-Mendelian diseases like cancer. These results transfer
to synthetic biology, where design principles of regula-
tory circuits must accommodate the neutral evolutionary
forces that will wreak havoc on ‘industrial’ (wild) popula-
tions. Only pathways that can withstand the neutral bias
of their host population will remain as designed; path-
ways that do not have adequate evolutionary ‘supports’ in
place may either spontaneously decompose or augment,
depending on the amount of ncDNA and population
size.
Conclusions
The recent availability of genome-wide transcriptome
data across several model organisms allows for the anal-
ysis of transcription factor binding site accumulation.
These binding sites form regulatory networks which
determine the dynamics of many critical developmen-
tal and cellular processes. Consequently, recent research
eﬀorts have pushed towards the identiﬁcation of high
conﬁdence binding sites across the entire genome. The
success of these studies, therefore, depends on the fact
that binding sites encode functional information on the
genome scale; however, the extent to which this assump-
tion is true has yet to be tested. In this work, we
show that neutral evolutionary forces alone can explain
binding site accumulation, and that selection on the
regulatory network function does not alter this ﬁnd-
ing. If neutral forces drive the accumulation of binding
sites, then, despite selective constraints, organisms with
large amounts of ncDNA would evolve functional, yet
‘over-complicated’, networks. Organisms with streamlined
genomes – containing small amounts of ncDNA – tend to
evolve similarly streamlined pathways. However, we also
show that these complex networks may provide important
regulatory substrate for innovation, improving the ‘evolv-
ability’ of the organism. Ultimately, The cis-regulome is
not a clean functional network crafted by adaptive forces
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alone, but instead a data source ﬁlled with the noise
of non-adaptive forces. From a regulatory perspective,
this evolutionary noise manifests as complexity on both
the binding site and pathway level, which has signiﬁcant
impact on how we view, sample, create, and, ultimately,
understand these important, yet enigmatic, systems.
Methods
Fitness model
Fitness is modeled under three scenarios:
1. viability - requires that all genes in the pathway are
regulated, given by viability(g), 0 otherwise.
2. abstract phenotype - each phenotype class (out of 2k
possible classes) are assigned a random ﬁtness value
from a uniform distribution. The ﬁtness of a genotype
is assigned based on these ﬁtness-to-phenotype class
mappings. Each simulation regenerates a new
ﬁtness-to-phenotype mapping.
3. pathway properties - for a given pathway genotype g,
ﬁtnessprop(g) = viability(g)|1.0−s(Lprop−prop(g))|,
where 0 ≤ Lprop, prop(g), s ≤ 1. The variable s is a
scaling factor which represents the strength of
selection contributed by deviation from the optimal
property Lprop. This contributing factor is modeled as
s, which may be insigniﬁcant (s = 10−6) to
substantial (s = 1).
Population simulations
Population genetic simulations were used to understand
the combined eﬀect of mutation rate, recombination rate,
population size, and ﬁtness on pathway evolution. In
these experiments, we simulate a population of regula-
tory pathways over G generations, where each pathway is
comprised of genes (or TUs) and their upstream ncDNA
divided into regions which may harbor binding sites. No
sequence data is simulated; rather, we simulate genotypes
on the pathway level. In this study, we simulate a 5-gene
pathway where the upstream ncDNA for each gene may
harbor up to 10 binding sites. We assume the population
to be haploid, panmictic, and constant in size.
Given a population size N, generation time G, muta-
tion rates ug and ul, inter-binding site recombination rb,
and inter-gene recombination rg , the population simula-
tions performed in this study used the following method.
First, a pathway genotype is randomly generated, such that
cM binding sites are occupied, where M is the maximum
number of binding sites and c is a proportion (c = 0.5 in
all experiments). The population of size N is then evolved
for G generations. Results from a simulation are weighted
averages of allele properties based on their frequency.
Alleles are sampled after a burn in period of G/2, which
allows for the population to reach steady state.
For simulations incorporating ﬁtness or phenotype cal-
culations, we append the aforementioned process with
additional steps. The phenotype of a pathway is modeled
as the steady-state concentrations of gene productions,
which we calculate using a simple discrete method [16].
This method requires a k-binary input signal, where k is
the number of genes in the pathway. This input signal pro-
vides the starting concentrations for gene products in the
pathway.
Please refer to the Additional ﬁle 1 for further details.
Additional ﬁle
Additional ﬁle 1: Supplementary Information. Supplementary
information contains further data curation, analyses, and simulation details.
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