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Abstract 
In this paper, we develop a model to plan energy-efficient speed trajectories of electric trucks in real time by 
taking into account the information of topography and traffic ahead of the vehicle. In this real time control 
model, a novel state-space model is first developed to capture vehicle speed, acceleration, and state of charge. 
We then formulate an energy minimization problem and solve it by an alternating direction method of 
multipliers (ADMM) method that exploits the structure of the problem. A model predictive control framework 
is then employed to deal with topographic and traffic uncertainties in real-time. An empirical study is conducted 
on the performance of the proposed eco-driving algorithm and its impact on battery degradation. The 
experimental results show that the energy consumption by using the developed method is reduced by up to 
5.05%, and the battery life extended by as high as 35.35% compared to benchmarking solutions. 
Keywords: Model Predictive Control, Electric Trucks, Connected Vehicles, Trajectory Control, Alternating 
Direction Method of Multipliers 
 
1. Introduction 
McKinsey reported [1] that electric trucks (ETs) could account for 15% of global truck sales by 2030, and it is 
expected that the majority of ETs will reach cost parity with diesel by 2025. The rapid decline of the total cost 
of ownership (TCO) from battery cost reductions beyond 2025 will cause fast ET uptake, while the regulations 
such as inner-city bans and various incentive schemes [2] will further drive up the adoption of electric vehicles. 
As the digitization and automation techniques develop, autonomous trucks (ATs) are expected to roll out in 
different waves, including the constrained platooning of trucks at the very beginning, then the constrained 
autonomy, and at last, the full autonomy. In another McKinsey report [3], it is reported that the full ATs could 
roll out from 2027 with driver involvement eliminated throughout the journey, and ATs will bring significant 
changes to the trucking industry with increasing truck demand and usage, reducing the TCO, and improving the 
industry concentration. Market studies such as [1, 3] suggest that the advent of autonomous electric trucks 
(AETs) is upon us. 
AET presents new challenges in designing autonomous driving algorithms to optimize energy efficiency 
and battery health. Unfortunately, to the best of our knowledge, there are limited results on such solutions in 
the literature. In this study, we focus on heavy trucks used for long-haulage. The term heavy truck here is used 
for the class 8 truck with a gross vehicle weight above 16 tonnes. Ref. [4] shows that the motion and fuel 
consumption of conventional trucks powered by internal combustion engines (ICEs) are highly influenced by 
road topography. Typically, the truck accelerates in downhills without engine propulsion and decelerates in 
uphills in spite of maximum engine power due to the low power-to-mass ratio. If the truck accelerates before 
going uphill and avoids accelerating before going downhill to reduce undesired braking in the downhill, the 
truck is able to travel with improved fuel consumption within a certain trip time. Some methods have been 
developed to realize such eco-driving optimal control of conventional heavy trucks [5, 6] with respect to the 
upcoming topography using dynamic programming (DP) solutions [7, 8]. Hellström et al. [5] developed a 
predictive cruise controller where DP was used to solve the optimal control problem numerically. In ref. [5], a 
pre-processing algorithm was developed to downsize the search space of DP so that the algorithm complexity 
was reduced for real-time operation. Turri et al. [6] used DP to compute the fuel-optimal speed profile for an 
entire platoon of heavy trucks. 
However, these DP-based models in [5, 6] cannot be applied easily to ETs. The velocity variation of an ET 
is quite different from that of a conventional truck, owing to characteristic differences between electric motor 
and ICE. One distinguishing feature of electric motor is that it can output a large torque in a wide speed range, 
which makes it possible for an ET going uphill without deceleration. For this reason, it is difficult to use DP to 
solve the energy-minimal control problem of ETs in a computationally efficient way as that in ref. [5], since 
downsizing the speed search space is very challenging according to the required output torque for the motor. 
Another difference between ETs and conventional trucks is that braking through the motor regenerates energy, 
which improves the energy consumption of ETs. This regenerative braking needs to be involved in the modeling 
process. Besides, the power and driving systems of ETs require new state-space equations to describe the 
relationship between vehicle energy consumption and velocity and acceleration. These fundamental differences 
prompt us to develop new methodologies that are able to compute the eco-driving optimal speed of ETs in real-
time. 
Dib et al. [9, 10] have conducted a series of studies on the speed trajectory optimization of passenger electric 
vehicles (EVs). In these studies, in order to develop the analytical solutions for optimal speed control, the EV 
operations are divided into six possible modes, which include maximal acceleration, acceleration, coasting, 
deceleration, maximal deceleration, and braking [9]. The analytical solutions apply to passenger EVs in urban 
driving scenarios; they are not suitable for heavy ETs on highways for three reasons: first, the analytical 
solutions neglect the aerodynamic forces that are very important contributing factors for ET’s energy 
consumption on highway [11, 12]. Second, the highway topography, which plays an important role in the energy 
consumption of heavy ETs [4], is not considered in [9, 10]. Finally, unlike the pre-determined driving policy 
considered in [9], the optimal operation of ET on the highway needs to adapt to driving conditions in real-time.  
In this work, we have made three major contributions to optimizing truck speed trajectory with respect to 
road topography and traffic conditions. First, a novel state-space model is constructed to capture the 
dependencies of vehicle speed, acceleration, and battery state-of-charge (SOC). Then, a model predictive 
control (MPC) approach based on an alternating direction method of multipliers (ADMM) optimization is 
developed by taking into account topographical and traffic uncertainties. Finally, an empirical study is 
conducted to evaluate the performance of the proposed eco-driving algorithm and its impact on battery 
degradation. 
The rest of the paper is organized as follows. Section 2 describes a state-space model describing truck 
system dynamics. Section 3 defines the energy optimization problem and develops optimization and control 
algorithms. Section 4 shows the truck energy consumption results based on the developed method, followed by 
Section 5, showing the battery aging evaluation results. The method performance is finally verified with traffic 
involved, and the simulation results are presented in Section 6. Section 7 concludes the paper. 
2. System dynamics of electric trucks: state transition and energy consumption     
Let the total trip be divided into N equally spaced segments of unit length, and segment i begins at ti. 
The definition of segment variables is listed inTable 1. 
Table 1 Segment variables definition for segment i 
Notation Definition Explanation 𝑇! The travel time through segment i - 𝑡! The starting time of segment i 𝑡" = 0, 𝑡!#" = 𝑡! + 𝑇! 𝑣!(𝑡) The instantaneous ET velocity in 
segment i  
𝑡! < 𝑡 < 𝑡!#" 
𝑥! The initial velocity at the beginning of 
segment i. 
𝑥! = 𝑣!(𝑡!), it is the system state 
𝑎! The acceleration of the vehicle in 
segment i. 
This value is the system input and assumed to 
be constant in the short segment 𝑝!(𝑡) The instantaneous power of the battery 
output in segment i. 
- 
𝑦! The SOC change in segment i This value is the system output 𝑌! The SOC at the end of segment i 𝑌$ is the initial SOC 
Let 𝑥 = (𝑥", … , 𝑥%), 	𝑦 = (𝑦", … , 𝑦%), 	𝑎 = (𝑎", … , 𝑎%), and 𝑇 = (𝑇", … , 𝑇%). The schematic diagram is 
shown in Figure 1.  
 
 
 
Figure 1. Schematic diagram 
Proposition 1. Given the acceleration of 𝑎! in segment 𝑖, the state (velocity) 𝑥! and output (SOC increment) 𝑦! in segment 𝑖 are given by 𝑥!#" = 𝐹!(𝑥! , 𝑎!), 𝑦! = 𝐺!(𝑥! , 𝑎!) (1) 
𝑥" 𝑥& 𝑥'(" 𝑥' 𝑥% 𝑥%#" (𝑎", 𝑇") (𝑎&, 𝑇&) (𝑎', 𝑇') (𝑎% , 𝑇%) 
𝑥) 
where the state transition function 𝐹!(∙,∙) and the output function 𝐺!(∙,∙) are given by 𝐹(𝑥! , 𝑎!) = 6𝑥!& + 2𝑎!, (2) 𝐺! 	(𝑥! , 𝑎!) = 𝛾!($)(𝑥! , 𝑎!) + 𝛾!(")(𝑥! , 𝑎!)𝑎! + 𝛾!(&)(𝑥! , 𝑎!)𝑥!&, (3) 
where  the  detailed derivations of the state-space model are shown in Appendix A, and parameters 𝛾!($)(𝑥! , 𝑎!), 𝛾!(")(𝑥! , 𝑎!),	𝛾!(&)(𝑥! , 𝑎!) are given in Table A1. 
Note that the above state-space model is highly nonlinear. However, the model simplifies considerably 
under the following idealizing conditions: 
A1: the vehicle charging and discharging efficiency coefficients are identical and equal to 100%; 
A2:  the segment length is sufficiently small that the track force does not change signs within each segment. 
The vehicle charging (wheel to battery) and discharging (battery to wheel) efficiency coefficients are 
between 80%-90% at present and are improving as the performance of the components (battery, motor, etc.) 
improves. It is thus reasonable to expect very high vehicle charging and discharging efficiencies close to 100% 
in the future. The segment length can be set to a sufficiently small value so that the truck passes through each 
segment very quickly (e.g. within one second) without changing the signs of track force. 
Proposition 2. Under A1 and A2, the AET state-space model is given by 𝐹(𝑥! , 𝑎!) = 6𝑥!& + 2𝑎!  (4) 𝐺! 	(𝑥! , 𝑎!) = 𝛾!($) + 𝛾!(")𝑎! + 𝛾!(&)𝑥!& (5) 
where 𝛾!($) = 𝛽!($), 𝛾!(") = 𝑚 + 𝛽,!- , 𝛾!(&) = 𝛽,!- (See Case I or Case II in Appendix A), indicating that vector 
parameter 𝛾!  is independent of 𝑥!  and 𝑎! . Although assumptions A1-A2 are restrictive, they lead to simple 
optimization algorithms. 
3. Energy Minimization and dynamic speed control 
3.1 Energy minimization under Proposition 2  
The total energy consumed (𝐸) is given by the cumulative SOC change. In this case, 𝐸 = =(𝛾!($) + 𝛾!(")𝑎! + 𝛾!(&)𝑥!&)!  (6) 
where parameters 𝛾!($), 𝛾!("), 𝛾!(&) are given in eq. (5). From eqs. (A1) and (A2), we have 
⎩⎨
⎧ 𝑥!#" = 𝑥! + 𝑎!𝑇!𝑎!𝑇!& + 2𝑥!𝑇! − 2 = 0			 ⇒ 		 ⎩⎨
⎧	𝑎! = 𝑥!#"& − 𝑥!&21𝑇! = 𝑥! + 𝑥!#"2 .	 
(7) 
(8) 
By substituting 𝑎! in the total energy expression, we have 𝐸 = 𝜂$ + = 𝜂!%#"!." 𝑥!& (9) 
where  
⎩⎪⎪⎪
⎨⎪
⎪⎪⎧ 𝜂$ ==𝛾!($)
%
!." ,
𝜂! = ⎩⎪⎨
⎪⎧ 𝛾"(&) − 𝛾"(")2 , 𝑖 = 1,𝛾!(&),									𝑖 = 2,3, … ,𝑁,𝛾%(")2 ,																𝑖 = 𝑁 + 1.
 
 
 
The minimum energy control is to minimize the energy consumption subject to a total trip-time constraint 𝜏: 𝒫$/0:																minimize																								𝐽$/0(𝑥) = 𝜂$ += 𝜂!𝑥!&!  																																																							(𝑇! ≥ 0), (𝑥! ≥ 0) ∈ ℛ% 
                                                    Subject to                     ∑ 𝑇!!.%!." = 𝜏, 																																																																																																						𝑇!𝑥! + 𝑇!𝑥!#" = 2, 	𝑖 = 1,… ,𝑁 																																																																																𝑥! ≤ 𝑥! ≤ 𝑥!, 𝑖 = 2,… ,𝑁 − 1 
(10) 
 
where 𝑥!  and 𝑥!  are, respectively, the lower and upper speed limits. Note that 𝒫$/0  involves two sets of 
variables, including the speed x and the travel time T to be optimized. 
The analytical solutions of 𝒫$/0 with 𝑁 = 3 are shown as follows. Consider the three-segment case with 𝑥" = 𝑥1 = 0 and no speed limits. The minimum energy optimization is defined by 																							minimize															𝐽/0(𝑥) = 𝜂&𝑥&& + 𝜂)𝑥)& 																																																										(𝑇! ≥ 0), (𝑥&, 𝑥) ≥ 0) 
                                                        Subject to            𝑇" + 𝑇& + 𝑇) ≤ 𝜏, 																																																																																															𝑇"𝑥& = 2, 																																										𝑇&(𝑥& + 𝑥)) = 2, 																													𝑇)𝑥) = 2. 
(11) 
 
 
Note that the inequality of the travel time constraint must be binding: 𝑇" + 𝑇& + 𝑇) = 𝜏. 
By eliminating 𝑇!, we have 
                                           														minimize															𝐽/0(𝑥) = 𝜂&𝑥&& + 𝜂)𝑥)& 																																																															(𝑥&, 𝑥) ≥ 0) 
                                                        Subject to           &2! + &2!#2" + &2" = 𝜏. 
 
The Lagrangian is given by 𝐿 = 𝜂&𝑥&& + 𝜂)𝑥)& + 𝜆 X 2𝑥& + 2𝑥& + 𝑥) + 2𝑥) − 𝜏Y. (12) 
The optimality condition gives 𝜂&𝑥&) = 𝜆 X1 + 1(1 + 𝑥) 𝑥&⁄ )&Y  
𝜂)𝑥)) = 𝜆 X1 + 1(1 + 𝑥& 𝑥)⁄ )&Y.  
Let 𝑧≔ 𝑥& 𝑥)⁄ , and 𝜉≔ 𝜂& 𝜂)⁄ . We have 
𝜉𝑧) = 1 + 𝑧&(1 + 𝑧)&1 + 1(1 + 𝑧)& 									⇒ 						𝜉𝑧3 + 2𝜉𝑧1 + 2𝜉𝑧) − 2𝑧& − 2𝑧 − 1 = 0. (13) 
Let 𝑧$ be a positive real solution of (13). We then have 𝑥& = 2𝜏 X1 + 𝑧$ + 𝑧$1 + 𝑧$Y (14) 𝑥) = 2𝜏 X1 + 1𝑧$ + 11 + 𝑧$Y. (15) 
Note that the solution 𝑧$ is difficult to obtain since (13) is a fifth-order equation of 𝑧. Thus, the difficulty 
will be much greater when considering multi-segment (N>3) speed optimization. Herein, it is necessary to 
develop an efficient algorithm to solve this optimization problem effectively, especially when N is large. 
Note that although the above optimization is nonconvex, optimizing 𝑥 for fixed 𝑇 is convex (quadratic) 
that can be solved easily. For fixed 𝑥, sovling 𝑇 that satisfies the constraints amounts to solving a linear equation. 
Thus, a method of alternately solving 𝑥 and 𝑇 can be derived easily. This method, which is referred to as 
alternating direction method of multipliers (ADMM), is developed in Section 3.3. 
3.2 Energy minimization under Proposition 1 
Similarly, the total energy consumed is given by the cumulative SOC change in this case as 𝐸 == (𝛾!($)(𝑥! , 𝑎!) + 𝛾!(")(𝑥! , 𝑎!)𝑎! + 𝛾!(&)(𝑥! , 𝑎!)𝑥!&)%#"!."  (16) 
where  the parameters 𝛾!($)(𝑥! , 𝑎!), 𝛾!(")(𝑥! , 𝑎!),	𝛾!(&)(𝑥! , 𝑎!) can be referred to in Table A1 in Appendix A. 
According to (7), substituting 𝑎! in the total energy expression, we have 𝐸 = 𝜂$(𝑥) + = 𝜂!(𝑥)%#"!." 𝑥!& (17) 
where 𝑥 = [𝑥", 𝑥&, ⋯ , 𝑥%#"]4, and 
⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ 𝜂$(𝑥) = = 𝛾!($)(𝑥! , 𝑥!#")%!." ,
𝜂!(𝑥) =
⎩⎪⎪⎨
⎪⎪⎧ 𝛾"(&)(𝑥", 𝑥&) − 𝛾"(")(𝑥", 𝑥&)2 ,																																	𝑖 = 1𝛾!(&)(𝑥! , 𝑥!#") − 𝛾!(")(𝑥! , 𝑥!#")2 + 𝛾!("(")(𝑥!(", 𝑥!)2 , 𝑖 = 2,3, …𝑁𝛾%(")(𝑥% , 𝑥%#")2 ,																																								𝑖 = 𝑁 + 1.
 
 
 
Still, the minimum energy control is to minimize the energy consumption subject to a total trip-time 
constraint 𝜏: 
𝒫"/0:																minimize																𝐽"/0(𝑥) = 𝜂$(𝑥) += 𝜂!(𝑥)𝑥!&!  																																		(𝑇! ≥ 0), (𝑥! ≥ 0) ∈ ℛ% 
                                                  Subject to               ∑ 𝑇!! = 𝜏, 																																																																																												𝑇!𝑥! + 𝑇!𝑥!#" = 2, 	𝑖 = 1,…, 																																																											𝑥! ≤ 𝑥! ≤ 𝑥! . 𝑖 = 2,… ,𝑁 − 1. 
(18) 
 
Note that although the objective function 𝐽"/0(𝑥) is no longer convex, the optimization problem 𝒫"/0 has 
a similar structure as that of 𝒫$/0, and thus, the structure of ADMM can still be used here. 
3.3 Alternating direction method of multipliers 
The ADMM is a simple but powerful algorithm that is well suited to distributed optimization problems. It takes 
the form of a decomposition-coordination procedure, in which the solutions to small local subproblems are 
coordinated to find a solution to a large global problem. ADMM can be viewed as an attempt to blend the 
benefits of dual decomposition and augmented Lagrangian methods for constrained optimization [13-15]. 
As in the method of multipliers, we form the augmented Lagrangian by relaxing the constraints in 𝒫"/0: 𝐿a(𝑥, 𝑇, 𝜇, 𝜆, 𝜌) = 𝜂$(𝑥) +=𝜂!(𝑥)𝑥!&! + 𝜆d=𝑇! − 𝜏! e+=𝜇!(𝑇!𝑥! + 𝑇!𝑥!#" − 2) + 𝜌"2 d=𝑇! − 𝜏! e
&
! +=𝜌&!2 (𝑇!𝑥! + 𝑇!𝑥!#" − 2)&!  
 
 
(19) 
where 𝜇 = [𝜇", 𝜇&, ⋯ , 𝜇%]4  and  𝜆 are the Lagrange multipliers associated with constraints in 𝒫"/0  and 𝜌 =[𝜌", 𝜌&", 𝜌&&, ⋯ , 𝜌&%]4 are the penalty coefficients. 
Minimizing the Lagrangian with respect to (𝑥, 𝑇) is nontrivial.  The difficulty can be lessened considerably 
if 𝑥 and 𝑇 are solved separately, which gives rise to an interative approach to solving 𝒫"/0.  In particular, when 
the speed trajectory 𝑥 is fixed, 𝜂$(𝑥) and 𝜂!(𝑥) are determined. Eq. (19) can thus be expressed as a quadratic 
function of 𝑇: 𝐿a(𝑥, 𝑇, 𝜇, 𝜆, 𝜌) = 𝑇4𝐴(𝑥, 𝜌)𝑇 + 𝑇4𝑏(𝑥, 𝜇, 𝜆, 𝜌) + 𝑐(𝑥, 𝑘, 𝜇, 𝜆, 𝜌) (20) 
where 𝑇 = [𝑇", 𝑇&, ⋯ , 𝑇%	]4 , 	𝐴 ∈ 𝑹%×%  is a matrix coefficient of the quadratic term, 𝑏 ∈ 𝑹%  is a vector 
coefficient of the first-order term, and 𝑐 ∈ 𝑹 is a constant.  Minimizing the Lagrangian with respect to 𝑇 can be 
obtained in closed form.  
Table 2 ADMM algorithm 
The ADMM algorithm is given by the following iterations: 
Step 1: Initialize 𝜇, 𝜆, 𝜌. 
Step 2: Initialize the speed trajectory 𝑥($) and the trip time 𝑇($). 
Step 3: Solve the primal variables 𝑥('#") = argmin	𝐿an𝑥('), 𝑇('), 𝜇('), 𝜆('), 𝜌o (21)  𝑇('#") = argmin	𝐿an𝑥('#"), 𝑇, 𝜇('), 𝜆('), 𝜌o  
																																= −12 	𝐴("n𝑥('#"), 𝜌o𝑏n𝑥('#"), 𝜇('), 𝜆('), 𝜌o (22) 
where 𝑥('#") is first solved before 𝑇('#") is computed by the quadratic optimization (15). 
Step 4: Update the multipliers 																																																			𝜆('#") = 𝜆(') + 𝜌(=𝑇!('#") − 𝜏! ) 																										𝜇!('#") = 𝜇!(') + 𝜌&! 	 p𝑇!('#")𝑥!('#") + 𝑇!('#")𝑥!#"('#") − 2q. 
(23) 
(24) 
Step 5: Repeat Steps 3-4 until the solution difference between two iterations is small enough with r𝑥('#") − 𝑥(')r& + r𝑇('#") − 𝑇(')r& ≤ 𝜀" and the constraints of the optimization problem are met with tp∑ 𝑇!('#") − 𝜏! q + ∑ (𝑇!('#")𝑥!('#") + 𝑇!('#")𝑥!#"('#") − 2)! t& ≤ 𝜀&. Note that 𝜀" and 𝜀& are two predefined 
positive real numbers close to zero. 
Note that the eq. (21) that updates 𝑥(') to 𝑥('#") can be either solved by a standard solver or, perhaps more 
easily for a large problem, by first order (gradient) updates.  
Local convergence of the proposed algorithm is guaranteed because the feasible solutions of 𝑥 form a 
compact set where the objective function is continuous.  In our simulation, we observe that convergence happens 
approximately (or on average) in 50-100 iterations. 
Proof of Objective Function Continuity. Note that the sign of track force will not change suddenly as the 
speed trajectory 𝑥 gradually changes. A positive track force within segment 𝑖 will first changes as that under 
Case III or IV before finally turns into a negative track force (See Appendix A). In other words, the sign change 
of track force for each segment actually represents the move of zero track force point (See Figure A2).  
Suppose there is a feasible solution 𝑥$ and the vector parameter 𝛾!(𝑥$) is determined accordingly, there will be  lim2→2# 𝛾!(𝑥) = 𝛾!(𝑥$). Because  𝜂!(𝑥) consists of 𝛾!(𝑥), there will also be lim2→2# 𝜂!(𝑥) = 𝜂!(𝑥$). Since 𝑥$ can be 
any feasible solution, the objective function is continuous in the feasible solutions of 𝑥. 
3.4 Model predictive control 
MPC is a rolling-window closed-loop control that incorporates real-time operating conditions, which technique 
has been widely used in the transportation field [16-18]. For optimal ET control, MPC solves an N-segment 
open-loop control and implements only the control of the first segment [19, 20].  Figure 2 shows the information 
flow of the MPC framework. A cloud-based platform for traffic information and situational awareness sends 
updated traffic information to the on-board controller, including road-altitude, speed limits, accidents and 
emergencies ahead, etc.   Based on the upcoming road topography and local traffic conditions from the cloud 
platform and local sensing results (such as the distance of the car in front of the ET), the embedded ADMM 
algorithm calculates the optimal velocity and trip time within a small number of limited road segments, say 
N=30.  Only the velocity of the first segment is executed in ET operation. 
 
 Figure 2. Information flow of the MPC framework 
4. Case study 
4.1 Input parameters 
Experiments were performed on the road data of highway E4 between the cities of Södertälje and Norrköping 
in Sweden [5]. The road slope and altitude are shown in Figure 3. The electric truck modeled was a Tesla Semi 
tractor and trailer. The specifications of the truck and battery pack [21, 22] are given in Table 3. Note that the 
truck had four separate motors to drive the front four wheels individually, and each motor was powered by a 
battery pack with the nominal voltage and capacity being, respectively, 800 V and 312.5 Ah. 
 
Figure 3. Estimated road topography (altitude and slope) from Södertälje to Norrköping. 
Table 3 The specifications of the Tesla Semi truck and battery pack. 
Parameters Description Value 
m Vehicle mass  40,000 kg 
Cr Rolling resistance coefficient with tyre type 0.0055 
Af The frontal area 10 m2 
Road altitude
GPS Traffic
Signal
lights
Cloud computer
Speed limits, etc.
ADMM algorithm
On-board controller
CA
N
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Set speed
Current velocity Electric truck
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CD Aerodynamic drag coefficient 0.36 
E Nominal energy (Total) 250 kWh *4 
U Nominal voltage (one battery pack) 800 V  
C Nominal capacity (one battery pack) 312.5 Ah 𝛽!  Vehicle discharge efficiency (battery to wheel) 0.85 1 𝛽"⁄  Vehicle charge efficiency (wheel to battery) 0.80 
Algorithm parameters were initialized as follows. The length of each road segment l was set to 50 m, and 
the number of segments N was set to 30. Therefore, the prediction horizon was 1500 m. The speed lower bound 
was set to 0 km/h and the speed upper bound to the EU legal maximum of 90 km/h. The trip time 𝜏 was set by 
the user. In this study, 𝜏 was set equal to the trip time of that using a uniform speed of 85 km/h to travel through 
the same distance. 
4.2 Algorithm performance 
4.2.1 Overall performance 
Two experiments were conducted based on the road data between Södertälje and Norrköping to compare the 
performance of the ADMM controller and the uniform speed cruise control (CC) controller.  The CC speed was 
set at 85 km/h, and the relative changes of energy consumption and trip time  between the two controllers are 
shown in Figure 4. A negative value indicates that the ADMM controller had a lower value than the CC does. 
The results show that, compared to the CC the ADMM controller saved 4.28% energy from Södertälje to 
Norrköping and 4.83% energy from the return, while the trip time between these two controllers were similar 
to each other in both directions. 
  
Figure 4. Experimental results on the road data from Södertälje to Norrköping and the return. 
4.2.2 Performance comparison between different methods 
Since there is no published work on energy-efficient eco-driving of AETs, we made comparisons with energy-
efficient driving algorithms for traditional trucks [5] where dynamic programming (DP) and proportional 
integral control (PIC) were proposed. All parameters that could affect the vehicle energy consumption were set 
to the same as those in Ref. [5]. Figure 5 presents the comparison results between ADMM, DP, PIC and CC 
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based on the road slopes of Figs. 7 and 9 in Ref. [5]. The speed value of the CC was set to have the same trip 
time as that of PI. The relative changes in energy consumption and trip time (△SOC, △T) of ADMM to other 
methods are also presented in Figure 5 for each road scenario. 
Since the charging/discharging efficiency of the vehicle is less than 1, the regenerative braking is only able 
to regenerate a part of the consumed energy. Besides, moving the truck forward also consumes energy to 
overcome different kinds of resistances, and this energy consumption further reduces the efficiency of the 
regenerative braking. Therefore, energy consumption can be reduced by avoiding any undesirable braking. 
Figure 5 (a) shows that the AET kept constant speed based on ADMM except during downhill stretches, where 
the truck decelerated first, then accelerated, finally decelerated again to a constant speed. The ADMM-based 
energy consumption on the downhill was zero as shown in  Figure 5 (b), which indicates the truck moved 
forward in the most energy conserving fashion  with  no undesirable braking,  whereas such braking events were 
observed in  Figure 5 (b) for all other methods including the DP, PIC, and CC.  Note that traditional trucks 
needed to downshift (decelerate) to increase the driving force when going uphill (see DP and PIC-based speed 
trajectory in  Figure 5 (a)), which caused the undesirable acceleration and braking on the downhill (see DP and 
PIC-based energy consumption in  Figure 5 (b)) to meet the trip time requirement.  Because the ET powered by 
the motor was able to go uphill without decelerating and with a high speed, it left wider improvement space for 
improving energy consumption when going downhill than the traditional truck did. In each case, the CC 
performed the worst since it used the most undesirable braking and thus consumed the most energy to keep a 
constant speed when going downhill. The energy consumption results in Figure 5 (b) show that, with a similar 
trip time, the ADMM, respectively, consumed 1.72%, 1.78%, and 1.93% less energy than the DP, PIC and CC 
did.  
Figure 5 (c) shows the optimal speed trajectories on a road with a long downhill segment where braking 
was inevitable for the AET within the speed upper limit.  In this case, the ADMM used less braking and thus 
consumed less energy than other methods did (Figure 5 (d)). Obviously, the driving characteristics of ET was 
quite different from those of the ICE truck. The energy consumption results show that the ADMM, respectively, 
consumed 2.22%, 2.99%, and 9.02% less energy than the DP, PIC and CC while keeping a similar trip time.  
Figure 5. The optimization results of truck speed.  (a) and (c), which respectively relates to Figs. 9 and 7 in ref. [5], present 
the speed optimization results and the road altitude data. The corresponding energy consumption, which is indicated by 
SOC reduction, is presented in (b) and (d). 
 5. Battery aging evaluation 
Energy minimization of ET is only one of issues of AET eco-driving control. Also relevant is the impact of 
driving algorithm on battery health. Limited to the current battery technology, the battery life is generally shorter 
than the EV life [23]. For this reason, battery aging needs to be online monitored and further improved. Many 
studies have been conducted on battery SOH estimation in recent years [24-26], e.g., Chen et al. [24] developed 
a promising method by using dual H infinity filters to estimate battery SOH in real-time and the high estimation 
accuracy was verified by the hardware-in-loop experiment. Although many researchers focus on extending 
battery life by managing its charging behaviors [27, 28], there is limited literature on managing EV real-time 
operations for battery life extension. We demonstrate here the effect of the proposed approach on battery 
degradation. 
5.1 EV Battery life model 
Battery aging includes cycling aging and calendar aging [25-27]. For a long-haul ET, the most suitable operation 
mode would be shipping during the day and charging at night. This operation mode indicates that the ET battery 
pack will be cycled most of the day. In this case, we only need to evaluate the cycling aging of batteries for the 
ET. The battery cycling aging model used in this paper is developed in Ref. [27]. We select this model for two 
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△SOCDP=-2.22%, △TDP=+0.43% △SOCPI=-2.99%, △TPI=-1.60% △SOCCC=-9.02%, △TCC=-1.60% 
reasons: first, this model analyzes the effect of the regenerative braking on battery aging and involves this effect 
in the aging model.  Second, the model is verified by a large amount of experimental data simulating EV 
operations. 
The total capacity fade at a constant temperature is expressed as 𝜉 = 	 𝜉7(SOC89:, SOC;<9) ∙ 𝑄 (25) 
where 𝜉 is the total capacity fade, 𝑄 is the ampere-hour (Ah) charge processed during charging/discharging, 
and 𝜉7 is the capacity fading rate and its unit is Ah faded per Ah processed. The capacity fading rate is expressed 
as  𝜉7(SOC89:, SOC;<9) = 𝑘"SOC;<9𝑒(=!>?@$%&A + 𝑘)𝑒(='>?@()%) (26) 
where 𝑘" to 𝑘1 are four model fitting parameters.  SOC89: = "B*+,*# ∫ SOC(𝑄)𝑑𝑄		B*+B*# indicates the average SOC, 
with 𝑄C$ being the amount of charge processed at the moment 𝑡0, 𝑄C" being the amount at the moment 𝑡1, and 𝑄C"(C$ = 𝑄C" − 𝑄C$ . SOC;<9 = 6 "B*+,*# ∫ SOC(𝑄) − SOC89:&𝑑𝑄B*+B*#  indicates the normalized standard 
deviation from SOC89:. We assume the thermal management system of ETs is able to keep the battery pack at 
a constant temperature of 25 ℃ and model parameters 𝑘" to 𝑘1 are thus initialized at this specific temperature 
[27]. 
This life model indicates that the battery life is longer with a smaller SOC89: value and less Ah charge 
throughput during the cycling processes. Because the ET owner is able to pre-determine the SOC cycling range 
during each trip by setting initial SOC values, we adjust the SOC ending point to the same value for each 
controller to perform the best (for battery life extension) based on its control policy. 
5.2 Case study 
Generally, a long-haul ET should run more than 500 km each working day. Therefore, the road data from 
Södertälj to Norrköping and the return (about 240 km long) was repeated to generate the road data profile with 
the wanted travel distance. We assumed the ET shipped during the day and got charging at night. A slow 
charging was preferred for extending the battery life and thus the charging rate was set at 0.1 C in the modeling. 
Note that the truck was expected to be used each working day and thus it would operate 260 days each year. 
Currently, the EV battery degradation limit is agreed upon 30% limit [23]. We simulated three cases where for 
each case the truck drove a pre-determined distance, or the battery pack reached a pre-determined ending SOC 
each day.  
Case 1: The truck traveled 800 km long each day, which is the Tesla claimed truck driving range with 
batteries fully charged. The battery DODs for the ADMM and CC benchmark were, respectively, 90.86% and 
95.12% after the trip and the Ah throughputs of one battery pack are, respectively, 328.8 Ah and 400.3 Ah. It 
was observed that, after speed control using ADMM, the charge delivered by the battery reduces 71.5 Ah, which 
accounted for 22.9% of the battery nominal capacity. As the capacity degradation is proportional to the Ah 
throughput, the ADMM controller was expected to extend the battery life by more than 20% compared to the 
CC policy. This significant improvement showed that, when compared with the CC benchmark, the proposed 
eco-control algorithm not only minimized energy consumption but also extended battery life. The improvement 
of battery health came from the fact that the proposed minimum energy control avoided undesirable braking.  
Note that the battery delivered about twice the regenerative charge by each undesirable braking comparing with 
the case when undesirable brakings were avoided. 
In this case, the SOC cycling ranges for ADMM and CC benchmark were, respectively, [95.74%, 4.88%] 
and [100%, 4.88%]. The battery aging evaluation results are presented inTable 4. It was surprising to find that 
battery life based on ADMM was extended by 34.9% compared to CC. The ADMM controller led to lower 
battery DOD and thus smaller SOCavg and SOCdev than the CC controller did. This low battery DOD caused a 
reduction of 15.5% on the capacity fading rate 𝛿𝜉 using ADMM compared to using CC. This was the reason 
why ADMM extended the battery life much higher than the afore-mentioned value of 20%. It was also found 
that the ET battery life was shorter than 5 years for both controllers, which indicated the necessity to extend 
battery life from the perspective of EV real-time operations.    
Table 4 EV battery aging and life estimation results for case 1 
 𝐒𝐎𝐂𝐚𝐯𝐠 𝐒𝐎𝐂𝐝𝐞𝐯 𝜹𝝃(*10-4Ah) 𝝃 (%, one year) Lifetime (year) Life extension 
CC 0.53 0.47 1.94 11.30 2.66 - 
ADMM 0.50 0.45 1.64 8.36 3.59 34.9% 
Cases 2 and 3: Generally, an EV needs to be recharged when the battery SOC is lower than 10%-20%. 
Therefore, in cases 2 and 3, the battery ending SOC was, respectively, setting to 10% and 20%, which 
corresponds to a truck travel distance of 760 km and 675 km each day. The battery aging results for the two 
cases are presented in Table 5. It was found that the battery life based on ADMM was extended by more than 
30% compared to CC in both cases. With a higher ending SOC each day, the battery was expected to be used 
longer, while the travel distance each day was also shorter. In Case 3, the battery life was as long as 6.84 years 
based on ADMM. Note that the travel distances in cases 2 and 3 would shorten as the battery aged.  
Table 5 EV battery aging and life estimation results for cases 2 and 3 
Case 2: SOCend=10%, travel distance = 760 km (New battery) 
 𝐒𝐎𝐂𝐚𝐯𝐠 𝐒𝐎𝐂𝐝𝐞𝐯 𝜹𝝃(*10-4Ah) 𝝃 (%, one year) Lifetime (year) Life extension 
CC 0.55 0.45 1.65 9.10 3.30 - 
ADMM 0.53 0.43 1.39 6.72 4.46 35.35% 
Case 3: SOCend=20%, travel distance = 675 km (New battery) 
 𝐒𝐎𝐂𝐚𝐯𝐠 𝐒𝐎𝐂𝐝𝐞𝐯 𝜹𝝃(*10-4Ah) 𝝃 (%, one year) Lifetime (year) Life extension 
CC 0.60 0.40 1.19 5.81 5.16  
ADMM 0.58 0.38 1.02 4.38 6.84 32.60% 
6. Model performance considering surrounding traffic 
In practice, there will be cases when the ET operates by following a preceding vehicle. Therefore, it is necessary 
to evaluate the performance of our method with surrounding traffic involved [29]. 
6.1 Traffic stochastics modeling 
We used the exponential distribution to describe the duration when there was a preceding vehicle. The 
exponential distribution is a standard distribution that models the inter-arrivals between vehicles [30]. Let event 
‘1’ and ‘0’ represent, respectively, that there is a preceding vehicle or not. The traffic process is a Markov 
process if we use the exponential distribution to represent the elapsed time between event ‘1’ and ‘0’ [31]. A 
continuous random variable X is said to have an exponential distribution if it has probability density function: 𝑓D(𝑥|𝜆) = 𝜆𝑒(E2					for					𝑥 > 00														for					𝑥 ≤ 0  
where 𝜆 > 0 is called the rate of the distribution. Herein, X represents the travelling distance instead of the 
duration time as the distance and the duration time can always transform between each other in this case. We 
use X1 to represent the travelling distances with a preceding vehicle and X2 to represent the travelling distances 
with no preceding vehicle, and the mean values of these two distributions are thus 𝜇" = 1 𝜆"⁄  and 𝜇& = 1 𝜆&⁄ . 
The traffic situation is decided by the values of 𝜇" and 𝜇&. A large 𝜇" and a small 𝜇& indicate heavy traffic and 
vice versa. 𝜇" and 𝜇& can be calibrated based on available real traffic flow data. 
6.2 Driving safety and model initialization 
A safe headway between the truck and the preceding vehicle must be maintained all the time to ensure the 
driving safety [32]. To ensure the safety, the maximum permissible speed of the truck in the next segment must 
be limited according to the speed of the preceding vehicle. The headway is the time that elapses between the 
arrival of the leading vehicle and the following vehicle at the designated test point. Let’s use 𝜏 to indicate the 
headway, and we thus have: 𝜏 = 	 𝑠𝑣F  
where 𝑠  is the spacing between the two vehicles and 𝑣F is the velocity of the following vehicle. To ensure the 
driving safety of the truck through segment i, we have: 
⎩⎪⎨
⎪⎧𝑑! + 𝑇!𝑣G − 𝑙𝑥!#" ≥ 𝜏𝑇! = 2𝑙𝑥! + 𝑥!#"  
(27) 
(28) 
where 𝑑! is the spacing from the preceding vehicle at the beginning of segment i, l is the length of each road 
segment, and 𝑣G is the velocity of the preceding vehicle and is assumed constant. Based on (27) and (28), we 
then have: 
⎩⎪⎨
⎪⎧ 𝑥!#" ≤ 𝐿! − 𝜏𝑥! +6(𝜏𝑥! − 𝐿!)& + 4𝜏n𝐿!𝑥! + 2𝑙𝑣Go2𝜏 = 𝑣HI,K8L
𝑥!#"(≥ 0) ≥ 𝐿! − 𝜏𝑥! −6(𝜏𝑥! − 𝐿!)& + 4𝜏n𝐿!𝑥! + 2𝑙𝑣Go2𝜏 													
 
(29) 
(30) 
where 𝐿! = 𝑑! − 𝑙 . Therefore, the maximum permissible value of 𝑥!#"  during optimization is 𝑥!#" =min	(𝑣K8L, 𝑣HI,K8L), where 𝑣K8L is the legally maximum permissible speed in EU. 
Model parameters were initialized as follows. Ref. [33] studies the truck following behavior and indicates: 
first, trucks follow other vehicles at an average headway of about 2 s according to the experimental data, and 
second, a headway around 1.0 s is recommended for an autonomous truck platoon to minimize crash risk. In 
our study, the minimum headway 𝜏 from the preceding vehicle was set to 1.2 s for the autonomous following 
trucks to ensure traffic safety. The initial distance from the preceding vehicle was assumed within [2, 4] s 
headway with uniform distribution, and the speed of the preceding vehicle was assumed within [70, 80] km/h 
with uniform distribution. 
6.3 Simulation results 
In this study, we first investigated the energy consumption results for trucks following a preceding vehicle 
on a flat road (road slope = 0). Then we further investigated the truck energy consumption following a preceding 
vehicle on a road with varying slopes. Finally, the truck energy consumption results from Södertälje to 
Norrköping and the return were evaluated based on heavy and light traffics, respectively.  
Figure 6 presents the simulation results on flat roads with different velocities of the preceding vehicle and 
initial distances.  Note that the CC speeds were obtained based on two rules: first, the CC travel time was the 
same as that based on ADMM, and second, the headway for CC was also set to 1.2 s. It was observed that the 
ADMM controller saved more energy than the CC did in both cases because the ADMM controller braked less 
on flat roads. In case 1, the ADMM used resistances (air and frictional) to decelerate while the CC used 
additional braking which thus consumed more energy. In case 2, the ADMM controller braked for a little while 
at first then decelerated perfectly depending on resistances, whereas the CC deisgn braked until reaching the 
desired speed. Figure 6 indicates that our method still worked on saving energy for trucks following a preceding 
vehicle, and more energy was expected to be further saved with the road slopes involved. 
Figure 6. Simulation results based on flat roads: (a) Speed trajectories based on ADMM and CC with a preceding vehicle 
velocity of 22 m/s and initial spacing of 90 m, and SOC reductions as the position are presented in (b); (c) Speed trajectories 
based on ADMM and CC with a preceding vehicle velocity of 20 m/s and initial spacing of 70 m, and SOC reductions as 
the position are presented in (d). 
Figure 7 presents the simulation results with road slopes referred to in Figure 5 involved. It was observed 
that the ADMM still braked less and was more energy efficient. Figure 7 (b) and (d) show the energy 
consumption based on ADMM was, respectively, reduced by 6.07% and 19.46% compared to that based on CC. 
These results indicate that our method still performed excellently on energy consumption improvement for 
trucks following a preceding vehicle on roads with varying slopes. 
Figure 8 shows the simulation results from Södertälj to Norrköping under heavy traffic and the return under 
light traffic. The traffic stochastics was simulated based on the exponential distributions described in Section 
6.1. Figure 8 (a) shows that most speeds based on the CC policy were less than the pre-determined speed 
(85km/h), which indicated there was a preceding vehicle ahead most of the traveling time. The speed trajectory 
of ADMM changed as both the speed of the preceding vehicle and the road altitude to minimize energy 
consumption, while the speed of CC changed as only the speed of the preceding vehicle. Figure 8 (b) shows 
that the saved energy based on ADMM increased as the trip distance extended, and the energy consumption 
was reduced by 4.12% compared to using the CC policy. Figure 8 (c) shows the scenario when there was no 
preceding vehicle most of the trip time and the energy consumption based on ADMM in this case was reduced 
0 1000 2000 3000 4000
Position (m)
20
21
22
23
24
Ve
loc
ity
 (m
/s)
0 1000 2000 3000 4000
Position (m)
-0.1
0
0.1
0.2
0.3
SO
C 
red
uc
tio
n (
%)
0 500 1000 1500 2000 2500
Position (m)
22
22.5
23
23.5
24
Ve
loc
ity
 (m
/s)
ADMM CC
0 500 1000 1500 2000 2500
Position (m)
-0.05
0
0.05
0.1
0.15
0.2
0.25
SO
C 
red
uc
tio
n (
%)
200 400 600
0
0.01
0.02
0.03
0.04
ba
dc
Zoom figure
Case 1: 𝑣- = 22	m/s,	𝑑. = 90	m  
Case 2: 𝑣- = 20	m/s,	𝑑. = 70	m  
△SOCCC=-0.49% 
△SOCCC=-2.55% 
by 5.05% compared to using CC (Figure 8 (d)). These energy saving results indicated that our method adjusted 
well to different traffic situations to minimize energy consumption. 
 Figure 7. Simulation results with both road slopes and traffics involved: (a) Speed trajectories and road altitude 
corresponding to Figure 5 (a); (b) SOC reductions; (c) Speed trajectories and road altitude corresponding to Figure 5 (c); 
(d) SOC reductions. 
The battery aging characteristics under different traffic conditions were also evaluated with simulation 
results listed in Table 6. In this case, both the road altitudes and traffics from from Södertälj to Norrköping and 
the return were repeated to generate the desired road and traffic profiles for simulation. The ending SOC each 
day was set to 15%, which energy consumption equivalents to running a truck of 725 km each day. The SOC 
cycling ranges based on ADMM and CC were thus, respectively, [96.14%, 15%] and [100%, 15%]. Table 6 
shows that the ADMM controller extended the battery life of 3.96 years based on CC to more than 5 years, 
which life extension was as high as 32.81%. 
 
 
0 500 1000 1500 2000 2500
Position (m)
0
0.1
0.2
0.3
0.4
SO
C 
red
uc
tio
n (
%)
0 500 1000 1500 2000 2500
Position (m)
35
40
45
50
55
Al
titu
de
 (m
)
20
21
22
23
24
Ve
loc
ity
 (m
/s)
Altitude ADMM CC
0 1000 2000 3000 4000
Position (m)
20
30
40
50
60
Al
titu
de
 (m
)
16
18
20
22
24
Ve
loc
ity
 (m
/s)
0 1000 2000 3000 4000
Position (m)
-0.1
0
0.1
0.2
0.3
SO
C 
red
uc
tio
n (
%)
a b
c d
 𝑣- = 22	m/s,	𝑑. = 90	m △SOCCC=-6.07% 
  
 𝑣- = 20	m/s,	𝑑. = 70	m △SOCCC=-19.46% 
  
 Figure 8. Simulation results under stochastic traffic from Södertälj to Norrköping and the return: (a) and (b) present the 
speed trajectories and SOC reduction results under heavy traffic; (c) and (d) present the speed trajectories and SOC 
reduction results under light traffic. 
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Table 6 EV battery aging and life estimation results under traffic 
 𝐒𝐎𝐂𝐚𝐯𝐠 𝐒𝐎𝐂𝐝𝐞𝐯 𝜹𝝃(*10-4Ah) 𝝃 (%, one year) Lifetime (year) Life extension 
CC 0.58 0.42 1.39 7.58 3.96 - 
ADMM 0.56 0.40 1.19 5.71 5.26 32.81% 
7. Conclusions 
We have developed a methodology of controlling truck speed with the aim of minimizing its energy 
consumption. The state-space equations are constructed to describe the system dynamics of the truck. The 
dependencies of truck operation speed and energy consumption are captured by a state-space model with truck 
speed as the state and battery state of charge (SOC) as the output. An energy minimization problem is defined. 
A novel optimization technique based on the principle of alternating direction method of multipliers (ADMM) 
is introduced, coupled with a model predictive control (MPC) strategy to deal with the uncertainty of the 
upcoming road topography and traffic for planning the truck speed in real-time. The performance of the 
developed method is verified based on real highway altitudes between the cities of Södertälj and Norrköping in 
Sweden, and the battery aging characteristics are also evaluated. 
 The simulation results show that the developed method is able to exploit topographical conditions for 
improved energy management, both in terms of minimizing total battery discharge and prolong battery lifetime. 
It shows that the ADMM control consumes less energy under different scenarios than the dynamic programming 
(DP) control, proportional integral control (PIC) and uniform speed cruise control (CC). Generally, ADMM 
consumes 4%-5% less energy than CC does. It is surprising to find that ADMM generally extends battery life 
by more than 30% than CC does. These results suggest the necessity to improve battery energy consumption 
and aging by optimizing truck speed trajectories. The battery energy and aging improvement values still hold 
when the traffic is introduced, which indicates that our method is also able to be used to electric buses and 
passenger electric vehicles in urban driving. 
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Appendix A: State-space model 
Appendix A.1 State transition function 
Note that 𝑥!, 𝑎! and 𝑇! are related by ∫ (𝑥! + 𝑎!𝑡)𝑑𝑡41$ = 1						 ⇒ 			𝑎!𝑇!& + 2𝑥!𝑇! − 2 = 0, (A1) 
which gives 
 
𝑎! = &41! − &2141 , 𝑇! = (21#N21!#&,1,1 .  
The state transition is then given by 𝑥!#" = 𝑥! + 𝑎!𝑇! = 6𝑥!& + 2𝑎! 									⇒ 						𝐹!(𝑥! , 𝑎!) = 6𝑥!& + 2𝑎!. (A2) 
Appendix A.2 Output function 
SOC indicates the ratio of battery remaining available capacity to nominal capacity, which is defined in Ref. 
[34] as: 𝑌! = 𝑌!(" − ∫ P1(C)QC21# R 						⇒ 					 𝑦! = 𝑌!(" − 𝑌! = ∫ P1(C)QC21# R ,  
where 𝐼!(𝑡) is the instantaneous battery current in the ith segment which is positive in discharge and negative 
in charge, and C is the nominal capacity. 
The battery output power is expressed as 𝑝!(𝑡) = 𝑈!(𝑡)𝐼!(𝑡) ⇒ 𝐼!(𝑡) = G1(C)S1(C),  
where 𝑝!(𝑡) and 𝑈!(𝑡) are, respectively, the instantaneous battery output power and terminal voltage in the ith 
segment. Note that the battery terminal voltage changes much slower than the power and current do. Besides, 
the terminal voltage of the batteries widely used in electric vehicles, such as the LiFePO4 battery [35], changes 
little within the commonly used SOC ranges. Therefore, we use the battery nominal voltage instead of the 
instantaneous terminal voltage in the following calculations. 
The output mapping 𝐺!(𝑥! , 𝑎!) in the ith segment is thus defined by 𝑦! = 𝐺! 	(𝑥! , 𝑎!) = ∫ P1(C)QC21# R = "SR ∫ 𝑝!(𝑡)𝑑𝑡41$ , (A3) 
where U is the battery nominal voltage. We thus need an expression that connects the battery output power 𝑝!(𝑡) with the initial velocity 𝑥! and the acceleration 𝑎! of the vehicle.  
Figure A1 shows the schematic diagram of the forces acting on the truck during its operation. There are 
four forces acting on the truck, including three resistance forces and one track force. 
 
 
 
 
Figure A1. Schematic diagram 
From the Newton’s laws of motion, we have 𝐹!C-,T=n𝑝!(𝑡), 𝑣!(𝑡)o − 𝐹!,!-n𝑣!(𝑡)o − 𝐹F,!-UV − 𝐹W,!-UV = 𝑚𝑎!, (A4) 
where 𝐹!C-,T=n𝑝!(𝑡), 𝑣!(𝑡)o is the track force generated by the electric power from the battery, 𝐹!,!-n𝑣!(𝑡)o is 
the air resistance, 𝐹F,!-UV is the road frictional resistance, and 𝐹W,!-UV is the gravitational resistance. We next derive 
expressions for these forces individually. 
𝐹34567 
𝐹584 
𝐹94:; 
𝐹<4:; 
The air resistance force is 𝐹!,!-n𝑣!(𝑡)o= "& 𝜌,!-𝐴F𝐶X 𝑣!&(𝑡) = 𝛽,!-𝑣!&(𝑡), (A5) 
where 𝜌,!- is the air mass density, 𝐴F the frontal area of the truck, and 𝐶X the aerodynamic drag coefficient of 
the truck. Note that 𝛽,!- is independent of segment road conditions. 
Assuming the slope 𝛼 of the segment i is constant, the frictional force and gravitational force are expressed 
as 𝐹F,!-UV(𝛼!) = 𝑚𝑔𝐶-𝑐𝑜𝑠(𝛼!),    𝐹W,!-UV(𝛼!) = 𝑚𝑔𝑠𝑖𝑛(𝛼!),  
where 𝐶- is the rolling resistance factor. The combined resistance force is a constant within one segment and 
expressed as 𝐹!-UV = 𝐹F,!-UV(𝛼!)+ 𝐹W,!-UV(𝛼!)= 𝛽!($). (A6) 
The track force 𝐹!C-,T=n𝑝!(𝑡), 𝑣!(𝑡)o is produced by the battery power. When the battery discharges, 𝑝(𝑡) >0, the electric power is converted to positive track force according to 𝐹!C-,T=n𝑝!(𝑡), 𝑣!(𝑡)o = 𝛽#𝑝!(𝑡) 𝑣!(𝑡)⁄ , (A7) 
where 𝛽#  is the discharging efficiency coefficient. 
When the battery is charged by the kinetic energy, 𝑝(𝑡) < 0, the motor produces negative track force  𝐹!C-,T=n𝑝!(𝑡), 𝑣!(𝑡)o = 𝛽(𝑝!(𝑡) 𝑣!(𝑡)⁄ , (A8) 
where 1 𝛽(⁄  is the charging efficiency coefficient. Note that, here, we do not consider the emergency brake 
when the frictional braking is required. In other words, the motor provides all the braking force required to slow 
down the vehicle. 
From (A4)-(A8), the instantaneous battery power output is 𝑝!(𝑡) = 1𝛽! 𝑣!(𝑡)𝐹!C-,T=(𝑡), 		𝛽! = 𝛽# , 	𝐹!C-,T=(𝑡) ≥ 0,𝛽( , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,  (A9) 
Note that the sign of track force, by the Newton’s laws of motion, can be verified from 𝐹!C-,T=(𝑡) = 𝑚𝑎! + 𝛽,!-𝑣!&(𝑡) + 𝛽!($). (A10) 
Therefore, whether 𝛽!  equals 𝛽#or 𝛽(  is determined by the vector of (𝑥! , 𝑎!). We consider four cases 
herein. 
Case I: 𝐹!C-,T=(𝑡) > 0 for all t in segment i, i.e., the battery always discharges. Note that since the term "SR 
is a constant, we will remove it temporarily for concise expression in the following derivations but will add it 
back in the simulation results. 					𝐺! 	(𝑥! , 𝑎!) =  1𝛽# 𝑣!(𝑡)𝐹!C-,T=(𝑡)𝑑𝑡41$  																									= 𝑚𝑎! + 𝛽!($)𝛽#  (𝑥! + 𝑎!𝑡)𝑑𝑡 + 𝛽,!-𝛽#  (𝑥! + 𝑎!𝑡))𝑑𝑡41$41$  
, 
 
 
 
																									= 𝑚𝑎! + 𝛽!($)2𝑎!𝛽# n(𝑥! + 𝑎!𝑇!)& − 𝑥!&o + 𝛽,!-4𝑎!𝛽# ((𝑥! + 𝑎!𝑇!)1 − 𝑥!1) 																									= 1𝛽# p𝑚𝑎! + 𝛽!($)q + 𝛽,!-𝛽# (𝑥!& + 𝑎!) 																									= 𝛾!($) + 𝛾!(")𝑎! + 𝛾!(&)𝑥!&, 
 
 
 
(A11) 
where 𝛾!($) = Y1(#)Y? , 𝛾!(") = Z#Y@1AY? , 𝛾!(&) = Y@1AY? . 
Case II: 𝐹!C-,T=(𝑡) < 0 for all t in segment i, i.e., the battery always charges, 𝑝!(𝑡) < 0. The derivation for 
Case I applies. Substituting 𝛽#  by 𝛽( , we have 𝐺! 	(𝑥! , 𝑎!) = 𝛾!($) + 𝛾!(")𝑎! + 𝛾!(&)𝑥!&,  
where 𝛾!($) = Y1(#)Y, , 𝛾!(") = Z#Y@1AY, , 𝛾!(&) = Y@1AY, . 
Case III: The sign of 𝐹!C-,T=(𝑡) changes from positive to negative, i.e, there exists 𝑡!∗ such that  𝐹!C-,T=(𝑡) ≥ 0, 	𝑡! ≤ 𝑡 ≤ 𝑡!∗,𝐹!C-,T=(𝑡) ≤ 0, 𝑡!∗ ≤ 𝑡 ≤ 𝑡!#".  
Note that 𝑡!∗ is a function of (𝑥! , 𝑎!). The schematic diagram of this case is shown in Figure A2.  
 
 
 
 
 
 
Figure A2. Schematic diagram: the track force is positive before 𝑡(∗ and then changes to negative after this moment. 
The output function is the sum of two sub-segments: 𝐺! 	(𝑥! , 𝑎!) = 𝐺!#(𝑥! , 𝑎!) + 𝐺!((𝑥! , 𝑎!), (A12) 
where  𝐺!#(𝑥! , 𝑎!) =  𝑝!(𝑡)𝑑𝑡C1∗C1  																					= 𝑚𝑎! + 𝛽!($)𝛽#  (𝑥! + 𝑎!𝑡)𝑑𝑡 + 𝛽,!-𝛽#  (𝑥! + 𝑎!𝑡))𝑑𝑡41∗$41∗$  																						= 𝑚𝑎! + 𝛽!($)2𝑎!𝛽# n(𝑥! + 𝑎!𝑇!∗)& − 𝑥!&o + 𝛽,!-4𝑎!𝛽# n(𝑥! + 𝑎!𝑇!∗)1 − 𝑥!1o, 
 
 
 
 
(A13) 
where 𝑇!∗ = 𝑡!∗ − 𝑡!. Let the distance traveled when 𝑝!(𝑡) > 0 be 𝐿!∗. We have 𝐿!∗(𝑥! , 𝑎!) = ∫ (𝑥! + 𝑎!𝑡)𝑑𝑡41∗$ .  
Following the earlier derivation ((A2)), we have 
𝑇( = 𝑡(!* − 𝑡( 
𝑇(∗ 𝑇(∗ 
𝑡( 𝑡(!* 𝑡(∗ 𝐹(+,-./(𝑡) ≥ 0 𝐹(+,-./(𝑡) ≤ 0 𝐿(∗ 𝐿(∗ 
𝑣!(𝑡∗) = 𝑥! + 𝑎!𝑇!∗ = 6𝑥!& + 2𝑎!𝐿!∗.  
Substituting the above into (A13), we have 𝐺!#(𝑥! , 𝑎!) = 𝐿!∗(𝑥! , 𝑎!)𝛽# p𝑚𝑎! + 𝛽!($)q + 𝐿!∗(𝑥! , 𝑎!)𝛽,!-𝛽# (𝑥!& + 𝑎!𝐿!∗(𝑥! , 𝑎!)) 																					= 𝛾!($)(𝑥! , 𝑎!) + 𝛾!(")(𝑥! , 𝑎!)𝑎! + 𝛾!(&)(𝑥! , 𝑎!)𝑥!&, 
 
 
 
where 𝛾!($)(𝑥! , 𝑎!) = \1∗Y1(#)Y? , 𝛾!(")(𝑥! , 𝑎!) = \1∗Y? (𝑚 + 𝛽,!-𝐿!∗), 𝛾!(&)(𝑥! , 𝑎!) = \1∗Y@1AY? . 
Here we emphasize that the coefficients 𝛾!($,)), 𝛾!(",)), 𝛾!(&,)) depend on the vehicle state (𝑥! , 𝑎!). 
To compute 𝐺!((𝑥! , 𝑎!), we have 𝐺!((𝑥! , 𝑎!) =  𝑝!(𝑡)𝑑𝑡C1?+C1∗  																					= 𝑚𝑎! + 𝛽!($)𝛽(  (𝑥!∗ + 𝑎!𝑡)𝑑𝑡 + 𝛽,!-𝛽(  (𝑥!∗ + 𝑎!𝑡))𝑑𝑡41∗$41∗$ , 
 
 
 
where 𝑇!∗ = 𝑇! − 𝑇!∗ and 𝑥!∗ = 𝑣!(𝑡∗). The distance traveled when 𝑝!(𝑡) < 0 is 𝐿!∗(𝑥! , 𝑎!) = 1 − 𝐿!∗(𝑥! , 𝑎!) = ∫ (𝑥!∗ + 𝑎!𝑡)𝑑𝑡41∗$ .  
Again, we obtain 𝑥!#" = 𝑥!∗ + 𝑎!𝑇!∗ = 6(𝑥!∗)& + 2𝑎!𝐿!∗.  
We therefore have 𝐺!((𝑥! , 𝑎!) = 𝐿!∗𝛽( p𝑚𝑎! + 𝛽!($)q + 𝐿!∗𝛽,!-𝛽( ((𝑥!∗)& + 𝑎!𝐿!∗) 
																					= 𝐿!∗𝛽( p𝑚𝑎! + 𝛽!($)q + 𝐿!∗𝛽,!-𝛽( p𝑥!& + 𝑎!(𝐿!∗ + 1)q, 
 
 
 
where we used the fact 𝑥!∗ = 𝑥! + 𝑎!𝑇!∗ = 6𝑥!& + 2𝑎!𝐿!∗,  𝐿!∗ + 𝐿!∗ = 1.  
We now have 𝐺!((𝑥! , 𝑎!) = 𝛾!($)(𝑥! , 𝑎!) + 𝛾!(")(𝑥! , 𝑎!)𝑎! + 𝛾!(&)(𝑥! , 𝑎!)𝑥!&,  
where ?̅?!($)(𝑥! , 𝑎!) = \]1∗Y1(#)Y, , ?̅?!(")(𝑥! , 𝑎!) = \]1∗Y, (𝑚 + 𝛽,!-(𝐿!∗ + 1)), ?̅?!(&)(𝑥! , 𝑎!) = \]1∗Y@1AY, . 
Combining the two cases, we have 𝐺! 	(𝑥! , 𝑎!) = 𝐺!#(𝑥! , 𝑎!) + 𝐺!((𝑥! , 𝑎!) 																					= 𝛾!($)(𝑥! , 𝑎!) + 𝛾!(")(𝑥! , 𝑎!)𝑎! + 𝛾!(&)(𝑥! , 𝑎!)𝑥!&,  (A14) 
where 𝛾!(~)(𝑥! , 𝑎!) = 𝛾!(~)(𝑥! , 𝑎!) + ?̅?!(~)(𝑥! , 𝑎!). 
Case IV: The sign of 𝐹!C-,T=(𝑡) changes from negative to positive, i.e, there exists 𝑡!∗ such that  𝐹!C-,T=(𝑡) < 0, 	𝑡! ≤ 𝑡 ≤ 𝑡!∗,𝐹!C-,T=(𝑡) > 0, 𝑡!∗ ≤ 𝑡 ≤ 𝑡!#".  
The derivation in this case follows the same as in Case III, and we have the expression 𝐺! 	(𝑥! , 𝑎!) = 𝛾!($)(𝑥! , 𝑎!) + 𝛾!(")(𝑥! , 𝑎!)𝑎! + 𝛾!(&)(𝑥! , 𝑎!)𝑥!&. (A15) 
Therefore, the sign of track force within segment 𝑖 is determined by the vector (𝑥! , 𝑎!), and the expressions 
of vector parameter 𝛾! under different cases are listed in Table A1.  
Table A1 Value of vector parameter 𝛾! under different cases 
Value of 𝛾8  Case I Case II Case III Case IV 𝛾8(C)(𝑥8 , 𝑎8) 𝛽8(C)𝛽D  𝛽8(C)𝛽E  𝐿8∗𝛽8(C)𝛽D + 𝐿;8∗𝛽8(C)𝛽E  𝐿8∗𝛽8(C)𝛽E + 𝐿;8∗𝛽8(C)𝛽D  𝛾8(.)(𝑥8 , 𝑎8) 𝑚+𝛽584𝛽D  𝑚+𝛽584𝛽E  𝐿8∗𝛽D =𝑚 + 𝛽584𝐿8∗> +	 𝐿;8∗𝛽E (𝑚 + 𝛽584(𝐿8∗ + 1) 𝐿8∗𝛽E =𝑚 + 𝛽584𝐿8∗> +	 𝐿;8∗𝛽D (𝑚 + 𝛽584(𝐿8∗ + 1) 𝛾8(F)(𝑥8 , 𝑎8) 𝛽584𝛽D  𝛽584𝛽E  𝐿8∗𝛽584𝛽D + 𝐿;8∗𝛽584𝛽E  𝐿8∗𝛽584𝛽E + 𝐿;8∗𝛽584𝛽D  
 
