We present a greedy algorithm for minimizing a separable convex function over a finite jump system (E, F), where E is a nonempty finite set and F is a nonempty finite set of integral points in ZE satisfying a certain exchange axiom. The concept of jump system was introduced by A. Bouchet and W. H. Cunningham. A jump system is a generalization of an integral bisubmodular polyhedron, an integral polymatroid, a (poly-)pseudomatroid and a delta-matroid, and has combinatorially nice properties. The algorithm starts with an arbitrary feasible solution and a current feasible solution incrementally moves toward an optimal one in a greedy way. We also show that the greedy algorithm terminates after changing an initial feasible solution at most times, where for each e E E
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A. Bouchet and W. H. Cunningham [3] have recently introduced the concept of jump system. A jump system is a pair (E, F) of a nonempty finite set E and a nonempty set F of integral points in ZE satisfying an exchange axiom (a precise definition will be given later). We call a jump system (E, F) finite if F is finite. For a finite jump system (E, F) , it is known ( [3] ) that the convex hull Co(F) of F is a bounded bisubmodular polyhedron, i.e., for a given finite jump system (E, F) there exists a bisubmodular function f : 3 E --+ Z such that (the precise definition of bisubmodular function will also be given later). However, the set of integral points of Co(F) is not necessarily equal to F. Some non-extreme integral points of Co(F) may be missing in F. Therefore, a jump system is a proper generalization of an integral bisubmodular polyhedron [3, 4] , which is the set of integral points of a bisubmodular polyhedron defined by an integral bisubmodular function. Hence, it generalizes an integral polymatroid [6] , a pseudomatroid [4] and a delta-matroid [2] . An interesting example of a jump system arises from matchings in graphs (see [3, 5] ). Recently, we presented a greedy algorithm for minimizing a separable convex function over an integral bisubmodular polyhedron ( [1] ). We show in this paper that the algorithm given in [1] also works over a finite jump system (E,F). Our algorithm starts with an arbitrary initial feasible point and repeats coordinate-wise augmentations and/or exchanges in a greedy way. In our previous paper [1] we did not give an estimation of the number of the required transformations of feasible solutions but by examining the behavior of the greedy algorithm we will show that the greedy algorithm for a finite jump system (E, F) terminates after changing an initial feasible solution at most 
We call such an f a bisubmodular function, which was first considered by Chandrasekaran and Kabadi [4] . Define a polyhedron We see from a result in [3] that an integral bisubmodular polyhedron satisfies the axiom (2-SA). However, it should be noted that F does not always constitute of all the integral points of its convex hull (see [3] ).
A Greedy Algorithm
Let W : RE -t R be a separable convex function given by Output: an optimal solution x of Problem P.
Step 0: Put x f-xO.
Step 1: If neither of the following two conditions is satisfied, then stop (x is an optimal solution).
(1) There exists a step s E S such that x + sE F and w(x + s) < w(x).
(2) There exist steps s, t E S such that x + s r/: F, x + s + t E F and w(x+s+t)<w(x).
Step 1}, (3.4) where the minimum over the empty set is defined to be +00. Put ill f-min{wl,w2}.
If we have ill = Wl, let [, be the step s that attains the minimum of (3.3), put X f-X + oS and go to Step 1.
If ill :f:. Wl, let sand i be the steps sand t that attain the minimum of (3.4), put x f-X + oS + i and go to Step 1.
(End)
It should be noted that in (3.4) not w(x + s + t) but w(x + s) is minimized and that each step s in the above algorithm is chosen in a greedy way.
Denote by xk the current x obtained after the kth execution of In this section we prove the validity of the greedy algorithm. It should be noted that the algorithm terminates in finitely many steps since F is finite and the value of the objective function is reduced every time Step 2 is executed. For each step S E S let e( s) be the element e of E such that s( 1") = 1 or -l.
Theorem 4.1:
The greedy algorithm described in Section 3 finds an optimal solution of Problem P.
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Proof: Let x be the solution found by the greedy algorithm when it terminates.
Claim: Suppose that x is not an optimal solution of Problem P. Then, there exists an optimal solution .r* (=I x) that satisfies the following three conditions:
(iii) There exists some s E St( :r*, x) such that w( x*) < w( x* + s ).
(Proof of Claim) We can easily find an optimal solution x* that satisfies (i) and (ii) (see the similar argument in the proof of Theorem 4.1 in [1] ). We will show that this x* also satisfies (iii). On the contrary, suppose that x* does not satisfy (iii), i.e., for any s E St(x*,x) w(x* + s) :::; w(x*).
We will prove that this leads to a contradiction.
Since F satisfies (2-SA) and x* satisfies (i), for any This contradicts the fact that x* satisfies (ii).
by the separable convexity of w we have
It follows from (4.1), (4.4) and (4.6) that Since x is the solution found by the greedy algorithm when it terminates, we have x -S ~ F. So, from (4.5) and (2-SA) there exists -t E St{.r -s,x*) = St(x,x*) such that If si-t, then we have from (4.7), (4.9) and (4.10) Now, suppose that x is not an optimal solution of Problem P. Then, we can choose an optimal solution 1:*( i-x) that satisfies the conditions (i)"-'(iii) of the above claim.
Let 05 be an element of St( .r*, x) that satisfies
As in the proof of Theorem 4.1 in [1], we have 
which contradicts (4.20 If F is the set of integral points of an integral polymatroid and the starting point ;ro is the origin 0, the greedy algorithm carries out only augmentations and hence (5.1) becomes
This is a fundamental property of the incremental greedy algorithm of Federgruen and Groenevelt [7] . First, we show basic properties of our greedy algorithm as Lemmas Let us consider the following two cases (note that t k i' _sk).
[Case 1]: t k i'sk. Therefore, we have as required. Proof: From (5.9) we have (.5.12).
First, suppose t k = Sk-I Then, we have
we have X k -I + sk + sk-I E F, which contradicts xk + sk ~ F. Therefore, we have x k -I + sk E F and (5.1) follows from Remark 3.1 and (5.12).
follows from Remark 3.1 and (5.12).
Therefore, we can suppose e(sk-I) :j; e(tk). Let us consider the following two cases (i) and (ii).
In this case, Remark 3.1 and (5.12) give (5.1).
(ii): x"-I + Sk ~:F. 
Therefore, we can also suppose e(t k -I ) i-e(.sk). Then, we have (5.12). Let us consider the following two cases (i) and (ii).
In this case, from Remark 3.1 we have (5.1).
(ii): Moreover, if sk = -t k -I , it follows from the greedy algorithm that as desired.
Hence, we can also suppose e(t k -I ) i-e(sk), which gives (5.12). Let us consider the following two cases (i) and (ii). (ii-1):
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. (ii-2): I k -l + sk + t k E F. (6.20) This contradicts the definition of the greedy algorithm.
From Cases 1, 2 and 3, for any integers j and h with 0 ::; j < h < n we have d "# ch. 
