The balls of maximal volume in the intersection of two concentric matrix balls are computed. The results are applied to the 2 X 2 contractive completion problem where the diagonal elements are given.
INTRODUCTION
We consider the following contractive completion problem. Let A and B be given matrices of sizes n x k and 1 x m whose entries are in F, where F = R or C. Find matrices X and Y of sizes n X m and k X 1, respectively, so that ( 
1.1)
Here llCl1 denotes the largest singular value of a matrix C. When X and Y are found so that the requirement (1.1) is met, we shall refer to ( ) 14 t as a
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contractive completion of the partial matrix ( 
1.2)
The necessary and sufficient condition for the existence of a contractive completion of (1.2) is, quite trivially, the condition that 11 All < 1 and 11 Bll < 1.
The concern in the present paper is to study the structure of the sets that X and Y may vary in, in order to obtain the objective (1.1). In particular, we shall study the set J consisting of all matrices X for which there exist a matrix Y with Using Parrott's theorem [6] (see also [8] , [2] , or [3] ), this set is easily recognized to be the intersection of the closed matrix balls D,.3? and 39,.
Here Lz= (K E C"XmlllKII < l},
and for a contraction C we denote
D, = (I -C*C)'?
It is not hard to see that a full analysis in the case 11 All < 1 and II B II < 1 will also give the full picture. Indeed, when 11 All < 1 and IlBll G 1, all contractive completions of (1.2) are of the form where llA,l( < 1 and llBil1 < 1. For convenience we shall assume IIAII < I and 1lBll < 1.
The operator balls D,.Z and 3'D, now have the same dimension (as a manifold with boundary in C"' "'). In general the set A = DA.3 n 2XDB is not a matrix ball. In fact, the following is true.
Let L,, L, E C"'" and R,, R, E C""" be invertible. Then the following are equivalent: Thus we obtain the following corollary. Here we denote, as usual, for a matrix C its singular values by
Of course, when p > rank(C) we have s,(C) = 0. For convenience we shall use the convention s,(C) = 00. In case _M is not a matrix ball we would like to obtain a subset of A% we are more familiar with. To do this we consider matrix balls which are contained in A. In fact, the balls in A whose volumes are as high as possible (viewed as a subset of the Euclidean space C" x m = Cnm) are described in the following theorem. Actually, we shall describe how to find in general the closed matrix balls with maximal volume in the intersection of two concentric closed matrix balls of the same dimension. Also we shall consider the symmetric version of the contractive completion problem, namely the case when A = A* and B = B* are given contractions, and a matrix X is to be found so that The paper is organized as follows. In Section 2 we study the intersection of two concentric matrix balls, and as corollaries we shall prove Theorems 1.1 and 1.3. In Section 3 we address the symmetric case.
INTERSECTION OF MATRIX BALLS
Let &%?I, and L,zR, be two matrix balls in Cnx" of dimension nm. Here L,, L, E CnXn and R,, R, E CmXn' are invertible matrices. If we denote the volume of A? (as a subset of the Euclidean space Cnx 1)1 = C"") by 5, then, using the rules of Kronecker products, one easily checks that
We want to determine the matrix balls with the maximal volume in the intersection of L,ZR, and L,_Z'R,. In order to illustrate our main result, we start with an example. 
S2P2, P2
The maximal value of V( p) is ( Sj3)2 and is attained for p E [ p 2, y "I. n Note that in general the maximal ball is not unique (see, e.g., Example 2.1). However, when either n or m equals 1, then (Y = P and the maximal ball is unique. This corresponds to the uniqueness result in [5] . Also in other cases uniqueness may occur. Theorem 1.3 now follows easily as a corollary of the preceding theorem.
To compute the matrix balls of minimum volume containing the set L,~, U I&%%, one should replace min by max in Theorem 2.1. This follows by the same kind of argument as for Theorem 2.1, but now using Theorem 3.1(b) in [5] instead of Theorem 3.1(a) in [5] . We state the result. As a corollary we get the following result, which may also directly be derived from the theorem from Smul'jan quoted in Theorem 1.1, (ii) e (iii). Proof of Theorem 1.1. 
It remains to prove that (i) implies (ii)
.
