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Abstract
Groups of unbounded operators are approached in the setting of the Esterle quasimultiplier theory. We
introduce groups of regular quasimultipliers of growth ω, or ω-groups for short, where ω is a continuous
weight on the real line. We study the relationship of ω-groups with families of operators and homomor-
phisms such as regularized, distribution and integrated groups, holomorphic semigroups, and functional
calculi. Some convolution Banach algebras of functions with derivatives to fractional order are needed,
which we construct using the Weyl fractional calculus.
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Introduction
Unbounded operators arise naturally in differential equations, and appear profusely in har-
monic analysis. Quite often, they can be suitably treated by functional-theoretical methods,
although, even in these cases, such operators are not always easily understood. This paper con-
cerns groups of unbounded operators (e−itH )t∈R, together with their “infinitesimal generators”
−iH , which arise as formal solutions of ill-posed Cauchy problems. A typical example is the
group (e−itL)t∈R where L is the Laplacian L = −∑nj=1 ∂2/∂x2j on Rn, which provides the
✩ This research has been partially supported by Projects BFM2001-1793 and MTM2004-03036 of the
M.C.YT.D.G.I./F.E.D.E.R., Spain, and the Project E-12/25 of the D.G. de Aragón, Spain.
* Corresponding author.
E-mail addresses: gale@unizar.es (J.E. Galé), pjmiana@unizar.es (P.J. Miana).0022-1236/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2006.03.021
2 J.E. Galé, P.J. Miana / Journal of Functional Analysis 237 (2006) 1–53solution to the Schrödinger equation. Hörmander proved that e−itL, t ∈ R, are not (bounded)
multipliers on Lp(Rn) unless p = 2 (see [3, p. 176] for a proof). On the other hand, −L generates
the Gaussian semigroup in L1(Rn) given by (e−zL)(x) = (4π)−n/2 exp[−‖x‖2/(4z)] (x ∈ Rn;
z ∈ C+ := {z: z > 0}). It is well known that this semigroup is holomorphic on C+ and gives
the (well-defined) solution to the heat equation (or Laplace equation) [25]. There are many sim-
ilar examples, that is, holomorphic semigroups (e−zH )z>0 in the algebra L(X) of bounded
operators on a given Banach space X, whose “boundary values” e−itH , t ∈ R, are not bounded
operators on X. This means that the Cauchy problem for H is well posed whereas the correspond-
ing problem for iH is ill posed. For practical reasons, it sounds sensible to deal with e−zH on
z > 0 and then approach z = 0 somehow, rather than working directly with the more compli-
cated object e−itH , whose definition may remain unclear [25, p. 73], [12]. However, it is possible
to show (this is one of the results of this paper) that groups (e−itH )t∈R, under certain growth as-
sumptions, are special subsets of regular quasimultipliers [30]. This provides (e−itH )t∈R with
a consistent structure and, moreover, motivates the study of groups of quasimultipliers in their
own right.
Esterle’s theory of quasimultipliers originates in the so-called “closed ideal problem” (CIP),
which is still unsolved, in commutative radical Banach algebras: if R is such an algebra and an
integral domain, must R contain a proper closed ideal? This question is related to the invariant
subspace problem (ISP) for Banach spaces. Namely, if there is a multiplier T of R with non-
trivial, closed, hyperinvariant subspace Y then Y is itself a non-trivial, closed, ideal of R (for
stronger relationships between CIP and ISP, see [30, p. 66]). The algebra Mul(R) of multipliers
of R may well be small, and therefore some modifications of R are needed in order to obtain
other algebras R′ with better (bigger) Mul(R′), but maintaining the set of their closed ideals
in a one-to-one correspondence with of those of R. The process of producing the algebras R′,
which involves the use of inductive limits, is interesting in its own right, giving rise to the regular
quasimultiplier notion. Although having arisen in an area very different from that of (abstract)
Cauchy equations, quasimultipliers adapt well to the study of solutions of ill-posed problems.
A brief description of the foundations of quasimultiplier theory is given in the preliminaries
section. Here, we sketch the basic idea. Let A be a commutative Banach algebra without order
and possessing dense principal ideals. Roughly speaking, a quasimultiplier of A is a possibly
unbounded closed operator on A with a domain which contains a dense principal ideal of A.
A quasimultiplier T of A is called regular if there exist a ∈ A and λ > 0 such that a belongs to
the domain of T n for every positive integer n= 1,2, . . . and sup{‖λnT n(a)‖: n= 1,2, . . .}<∞.
Incidentally, note that the above element a is a bounded vector for T in the sense of [31]. The
set of regular quasimultipliers of A, denoted by QMr (A), is an algebra for the multiplication
defined by the composition rule, with a rich structure: it can be represented as an inductive limit
of Banach algebras, which in fact are multiplier algebras of Banach algebras similar to A. In
particular, QMr (A) turns out to be a pseudo-Banach algebra in the sense of [4] (see definitions
in the next section). This is the main point. Such an algebra is a source of lots of multipliers
(a fact which is possibly useful in harmonic analysis); its elements, although they are unbounded
as multiplication operators, can be nicely handled by the usual operations, and there is also asso-
ciated a well-established spectral theory [4,30]. It is to be noticed that Esterle’s quasimultipliers
should not be identified with other objects called quasimultipliers in the literature (as there are,
for example, in the theory of operator algebras).
Groups (e−itH )t∈R of unbounded operators have been dealt with extensively in the literature.
Roughly speaking, there are two common ways to proceed: one is to replace the “badly-behaved”
H or e−itH with more convenient functions f (H) or f (H)e−itH (the functional calculus
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sociated with X and are suitable for boundedness properties. The aim of this paper is to study
groups e−itH , t ∈ R, in the framework of the quasimultiplier theory. This entails, in particular,
employing simultaneously the two methods just mentioned.
The definition and initial results concerning groups of regular quasimultipliers are given in
Section 2. Suppose that (Tt )t∈R is a group of regular quasimultipliers of A of exponential growth,
in the sense to be defined in Section 2. Relying on the notion of similarity (see Preliminaries),
the Banach algebra A can be converted into a new Banach algebra A such that each Tt , t ∈ R,
becomes a multiplier of A. Then we introduce the Weyl morphism Θ associated with Tt defined
by Θ :f → Θ(f ) = ∫∞−∞ f (t)Tt dt , L1(ω) → Mul(A) where ω is a weight on R measuring the
growth of Tt and L1(ω) is the Beurling algebra for ω. The mapping Θ is a bounded homo-
morphism and, further, it can be extended to a (pseudobounded) homomorphism between the
algebras of quasimultipliers, QM(L1(ω)) Θ−→QM(A) and QMr (L1(ω)) Θ−→QMr (A), see Theo-
rem 2.3. At this level, the Weyl homomorphism Θ is the key notion of this paper; in fact, modulo
some technicalities, (Tt )t∈R and Θ can be regarded as equivalent objects. Let us remark that
our study of groups of unbounded operators is focused on an emergent theory of associated ho-
momorphisms, beginning with Θ . We do not carry out here any methodical investigation of the
spectral properties of either the groups (Tt )t∈R or their Weyl morphisms.
A consequence of Theorem 2.3 is that a very simple definition of an infinitesimal generator,
say −iH , for (Tt )t∈R is available in the form of a quasimultiplier: the derivation operator δ′
in L1(ω) is in fact a quasimultiplier of L1(ω) and then it suffices to take iH := Θ(δ′). Many
differential operators H are susceptible to such an interpretation.
Over the years, several types of operator-valued families (of bounded operators) have been
considered in connection with ill-posed Cauchy problems. Among these families we find the so-
called regularized, distribution, and integrated groups or semigroups. Regularized semigroups
reflect the association of groups (e−itH )t∈R with their bounded vectors. They were introduced
in [17] and rediscovered in [22]. For a systematic exposition of the theory and properties of
these objects, see [25] and the references therein. Distribution semigroups go back to [46] and
produced early applications, see [32], for instance. They fit particularly well within the scope of
this paper, being expressed as homomorphisms. Their definition has been extended quite recently
to encompass finite orders of derivation, in order to obtain appropriate estimates [2,7,8,60]. We
introduce here distribution groups, denoted by G :T (α)(ϕ) → A, of arbitrary fractional order
of derivation α and growth ϕ, for certain functions ϕ on R (definition in Section 2). Integrated
groups (or semigroups) correspond to the idea that integrating e−itH n times could produce a
bounded operator [40,54]; they were defined intrinsically in [1,2,39]. Essentially, the class of n-
times integrated semigroups consists of the integral kernels of distribution semigroups of order n
(see [2,9,60] for integer n and tempered or exponential growth; the second author has extended
this bijection for fractional derivation and fairly general growth ϕ, see [48]). Our distribution
groups are bounded homomorphisms which can be extended to the algebras of quasimultipliers,
and reduce to special groups of regular quasimultipliers, in the form
Θ : QMr
(
L1(ω)
)→ QMr(T (α)(ϕ)) G−→ QMr (A).
This motivates us to define here integrated groups as suitable families of regular quasimultipliers,
rather than implicitly. The relationships between A-valued regularized, distribution, or integrated
groups, and groups of regular quasimultipliers are analyzed in Section 3, and, partially, in Sec-
tion 4 (Corollary 4.6 and Corollary 4.7). Although the theory is commutative, it can nevertheless
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tive subsets of those families.
We use fractional integro-differentiation to deal with homomorphisms like distribution groups
or functional calculi. As a precedent, say, the Weyl fractional calculus has been used to construct
a functional calculus Φ for holomorphic semigroups with polynomial growth on verticals [37]
(see also [20,23,24,58] for related calculi). Several applications of this calculus are given in [38],
as are estimates for functions of the type f (H)e−itH , which enables us to view f (H) in terms
of special bounded vectors of e−itH . Some results relating the functional calculus and fractional
operations are needed in the present paper. They are given in Preliminaries.
Whereas by a functional calculus we understand a homomorphism whose domain is a function
algebra (so endowed with pointwise multiplication), in a distribution group G :T (α)(ϕ)→A the
domain T (α)(ϕ) is a convolution Banach algebra, also given in terms of Weyl derivatives. Such
algebras can be regarded as suitable fractional versions of Beurling algebras, and play a central
role in this paper. Their definitions and initial properties are introduced in Section 1.
Boundary values of holomorphic semigroups (with exponential growth on verticals) are con-
sidered in Section 4. They are important examples of groups of regular quasimultipliers and have
motivated the approach followed in this work. The properties of the corresponding Weyl mor-
phisms are given in Theorem 4.1. There is a nice connection between the semigroups, their Weyl
morphisms and the notion of analytic generator of Cioranescu and Zsido [14]. We resort to holo-
morphy in order to display some of the structure of general groups of regular quasimultipliers,
and these ideas are combined with previous ones, about integrated and distribution groups, to
give a result on holomorphic extensions; see Theorem 4.5.
In Section 5, a functional calculus for infinitesimal generators of ω-groups is defined; it in-
volves analytic functions in strips. This was inspired by the theory of sectorial operators. Such
an operator has its spectrum contained in some sector of the complex plane and its resolvent is
subject to certain estimates which make the Dunford–Riesz formula work. This is appropriate to
obtain a useful functional calculus, for analytic functions of suitable growth in the sector, pro-
ducing closed operators (in special cases it supplies bounded operators for H∞ functions on the
sector) [11,16]. Moreover, that holomorphic calculus can be presented as a particular example
of a calculus for (C0) groups via pure imaginary powers of H and the Mellin transform [59].
We observe that the so obtained operators are indeed quasimultipliers or even regular quasimul-
tipliers, and then a consistent algebraic structure appears. We present our results by transferring
functions on sectors to strips because the Fourier transform fits in better than the Mellin trans-
form with the outline of this paper. In general, it is not feasible to get bounded H∞ calculi,
but results on representations of H∞ into algebras of quasimultipliers are available in the sense
of [30]; see Theorem 5.2. We also show in Section 5 that it is possible to construct a non-analytic
functional calculus for ω-groups of quasimultipliers, provided that ω has moderate growth at
infinity.
Through the paper, we use the variable constant convention, in which C denotes a constant
which may not be the same in different lines. Sometimes the constant is written with subindexes,
as Cν , for example, to emphasize that it depends on some assumed parameters, ν in the example.
Let us remark that by a Banach algebra we understand a Banach space endowed with a multiplica-
tion which is jointly continuous (so the norm need not be submultiplicative). By E ↪→ F we un-
derstand a bounded, injective mapping, which is linear if E,F are Banach or bornological spaces,
and an algebra homomorphism if E,F are Banach algebras or algebras of quasimultipliers.
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We collect in this section a set of definitions and properties concerning quasimultipliers and
the Weyl fractional calculus which will be significantly used throughout this paper.
0.1. Quasimultipliers
Let A be a complex, commutative Banach algebra. A (bounded) linear operator T :A→ A is
said to be a multiplier of A if T (ab)= aT (b) for every a, b ∈A. By the multiplier algebra of A
we mean the space of all multipliers of A, which will be denoted here by Mul(A). It is a unital,
commutative Banach algebra with respect to operator composition and norm, containing A as
a subalgebra via the canonical inclusion a → La,A → Mul(A) where La(x) = ax, if x, a ∈ A.
This inclusion is always continuous and, if A has a bounded approximate identity, then the op-
erator norm and the original norm in A are equivalent (recall that a net (ei) in A is a bounded
approximate identity if limi aei = a for each a ∈ A, and supi ‖ei‖ < ∞). Next we see how to
enlarge the class of multipliers of A according to the ideas introduced in [30].
Set A⊥ := {a ∈ A: aA = (0)} and Δ(A) := {a ∈ A: aA = A}. We shall assume that A is
without order, that is A⊥ = (0), and that A possesses dense principal ideals, i.e., Δ(A) = ∅.
These two conditions are fulfilled quite frequently. For example, if a Banach algebra A has
an approximate identity or is an integral domain it clearly satisfies A⊥ = (0); also, if A has a
bounded approximate identity and is separable then Δ(A) = ∅; there are many Banach algebras
which are integral domains such that Δ(A) = ∅, etc. In this paper we consider, in particular,
convolution Banach algebras on the real line and algebras of analytic functions which satisfy the
above conditions.
A quasimultiplier T on A is a possibly unbounded operator on A, say T ≡ Ta/b with fixed a ∈
A and b ∈Δ(A), of domain D(T )≡Da,b(T ) := {x ∈A: ax ∈ bA}, and defined by Ta/b(x) = y
for x ∈ D(T ) where y is the unique element of A such that ax = by. Every quasimultiplier is
a closed operator, and different choices of a and b can give rise to the same quasimultiplier.
In fact, if we denote the set of quasimultipliers on A by QM(A), then QM(A) is isomorphic
to the algebra of fractions A/Δ(A) (we shall write a/b instead of Ta/b freely in the sequel).
Note that, for unital A, we have that QM(A) = Mul(A) = A. In general QM(A) becomes a
commutative complete convex bornological algebra, according to the terminology used in [30].
In particular, QM(A) is the inductive limit of a certain inductive system of Banach spaces. Since
we do not need to deal with the structure of QM(A) here, we simply refer readers to [30, pp. 80,
81] for definitions and some properties. The set QMr (A) of regular elements of QM(A) form a
subalgebra of QM(A) enjoying a richer structure, which plays an essential role in this paper. So
we will explain in some detail what QMr (A) is.
To begin with, let P be a complex, commutative algebra with identity e. A bound structure
for P is a non-empty collection B of absolutely convex subsets b of P satisfying b2 ⊂ b and
e ∈ b, and such that for every b1, b2 ∈ B there exist b3 ∈ P and λ > 0 such that b1 ∪ b2 ⊂ λb3.
For b ∈ P , let P(b) denote the subalgebra of P generated by b. We call P complete (with
respect to B) if each P(b) becomes a Banach algebra with norm defined by the Minkowski
functional of b. The algebra P is said to be a pseudo-Banach algebra if it is complete and
P =⋃{P(b): b ∈ B}. Then we have that an algebra P is pseudo-Banach with respect to some
bound structure B if and only if P is algebraically isomorphic with the inductive limit of an
inductive system of unital Banach algebras with unital continuous monomorphisms. In fact, if
P is pseudo-Banach such a system can be obtained from the algebras P(b) when the set of all
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some λ > 0, with canonical inclusions. Conversely, given an inductive system P ≡ {Pj }, the unit
balls of the algebras Pj , when identified with subalgebras of P , form a bound structure for P ;
see [4, p. 56] for details. The class of (unital) pseudo-Banach algebras is rather larger than the
class of (unital) Banach algebras. They have a non-empty and compact (in the weak∗ topology)
space of characters (or space of maximal ideals), and possess a suitable holomorphic functional
calculus [4]. We are going to see that QMr (A) is a pseudo-Banach algebra with respect to a very
interesting bound structure.
So let A be, as before, a commutative Banach algebra such that A⊥ = (0) and Δ(A) = ∅.
A subset U of QM(A) is called pseudobounded if there exists u ∈ (⋂T ∈U D(T )) ∩ Δ(A) for
which supT ∈U ‖T u‖<∞.
Definition 0.1. A quasimultiplier T ∈ QM(A) is said to be a regular quasimultiplier if there
exists λ > 0 such that the subset {λnT n: n= 1,2, . . .} is pseudobounded.
The subalgebra of QM(A) formed by all regular quasimultipliers of A will be denoted
by QMr (A). The multiplier algebra Mul(A) is a subalgebra of QMr (A) with the property that
the bounded subsets of Mul(A) are pseudobounded in QMr (A). Let Bpb denote the family of
all subsets V of QMr (A) for which there exist a pseudobounded subset U of QMr (A) which
is multiplicatively stable (that is, U2 ⊂ U ), and λ > 0, such that V ⊂ λU . Then Bpb is a bound
structure for QMr (A). Moreover, (QMr (A),Bpb) admits a representation as an inductive limit of
Banach multiplier algebras. This representation relies upon the concept of similarity.
Definition 0.2. Two Banach algebras A and B are called similar if there exists a Banach algebra I
with Δ(I) = ∅, which is continuously included (via injective homomorphisms) as dense ideals
in A and B .
Similarity is an equivalence relation in the class of commutative Banach algebras with dense
principal ideals. Two such Banach algebras A, B satisfying A⊥ = (0), B⊥ = (0) are similar if
and only if QM(A) and QM(B) are isomorphic in the sense that there is an algebraic bijection
between QM(A) and QM(B) which is also a bijection between the collection of pseudobounded
subsets of QM(A) and those of QM(B). In this case, the above bijection induces an isomor-
phism between QMr (A) and QMr (B). Let S(A) denote the set of all algebras in QMr (A)
which are similar to A (any Banach algebra B similar to A, with B⊥ = (0), can be assumed
to belong to S(A), up to the isomorphism between QMr (B) and QMr (A)). For B1,B2 ∈ S(A)
write B1  B2 if B1 ⊂ B2 and Mul(B1) ⊂ Mul(B2) (with the respective inclusion maps be-
ing norm-decreasing). The system {Mul(B)}B∈S(A) is inductive, and QMr (A) is isomorphic to
lim indB∈S(A) Mul(B). Thus QMr (A) is a pseudo-Banach algebra.
The process which transforms pseudobounded subsets of QMr (A) into bounded subsets
of Mul(B), for B running over S(A), is as follows.
Lemma 0.3. Let U be a pseudobounded subset of QMr (A) stable under products. Put IU :=
{u ∈⋂T ∈U D(T ): supT ∈U ‖T u‖<∞} and p(u) := max(supT ∈U ‖T u‖,‖u‖), if u ∈ IU . Then
(i) IU is a dense ideal in A such that IU ∩Δ(A) = ∅.
(ii) p is a norm on IU such that ‖u‖  p(u), p(au)  ‖a‖p(u), p(T u)  p(u) for every
u ∈ IU , a ∈A, T ∈ U .
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Here, we call IU the boundedness ideal of A associated with U . Let BU denote the completion
of A in the multiplier algebra Mul(IU ), i.e., the completion of A with respect to the operator
norm q given by q(a) := sup{p(au): u ∈ IU , p(u) 1} (a ∈ A). The following proposition is
the key result of the quasimultiplier theory. The proof relies upon the preceding lemma, see [30,
Lemma 7.6 and Theorem 7.11].
Proposition 0.4. For A and BU as above,
(i) Mul(A) ↪→ Mul(BU );
(ii) BU is similar to A;
(iii) U is contained in the closed unit ball of Mul(BU ).
The proposition tells us how to construct a multiplier algebra containing a given pseudo-
bounded subset of QMr (A). This construction will be applied to groups of quasimultipliers
in Section 2. We shall also use the following result throughout the paper. In the statement,
note that by a pseudobounded homomorphism from QM(A) into QM(B) we mean a map-
ping from QM(A) into QM(B) which is an algebra homomorphism and such that it sends
pseudobounded subsets of QM(A) into pseudobounded subsets of QM(B).
Proposition 0.5. [30, Proposition 2.29] Let A and B be two Banach algebras such that A⊥ =
B⊥ = (0) and Δ(A),Δ(B) = ∅. Let ϕ: A → B be a bounded algebra homomorphism such
that either ϕ(A)B or ϕ(A) is dense in B . Fix a ∈ Δ(A). Then ϕ(a) ∈ Δ(B) and the correspon-
dence a′/a → ϕ(a′)/ϕ(a) (a′ ∈ A), defines a pseudobounded homomorphism Φ from QM(A)
into QM(B) which extends ϕ. Moreover, Φ(QMr (A)) ⊂ QMr (B).
If, in the proposition, B is equal to the complex field C and ϕ is taken to be a character of A
then Φ is a character of QMr (A). This shows that the character space of A is contained in the
character space of QMr (A). One of the motivations to study regular quasimultipliers was to as-
sociate, with every radical Banach algebra R, a sort of spectral theory (recall that the character
space of such an R is empty), via the character space of QMr (R) [30, pp. 74 and 135]. The
question of finding suitable descriptions of the character space of QMr (A) (for A radical or not)
is not easy, neither is the question of finding neat realizations of QMr (A), even for very con-
crete Banach algebras A. Nevertheless, there are some interesting positive results: the (radical)
Volterra algebra L1(0,1) is similar to a certain quotient of uniform algebras, via the Laplace
transform [45]. Also, for a metrizable abelian compact group G with character group Gˆ and
group algebra L1(G), the algebra QMr (L1(G)) is isomorphic to l∞(Gˆ), via the Gelfand–Fourier
transform. Hence QMr (L1(G)) coincides with the space (algebra, indeed) of pseudomeasures
on G. The situation is not so clear for noncompact groups, even in the case G = Rn, n ∈ N,
see [33]. For the above, and other results concerning quasimultiplier theory, we refer the reader
to [30,44]; see also [33,45].
In the present paper we study groups of operators on A lying in QMr (A). Such groups
are modeled on specific families of regular quasimultipliers of (weighted) convolution alge-
bras on R. Also, Sections 3–5 of the paper apply to some well-known families of operators
on Banach spaces which can be viewed as examples of groups of regular quasimultipliers. For
a better understanding of such examples it will be helpful to transfer the elements of QMr (A)
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a Banach algebra with Δ(A) = ∅ and let X be a left Banach A-module such that AX = X.
We assume that X⊥A = (0) and A⊥X = (0) where X⊥A := {a ∈ A: ax = 0 for all x ∈ X}, A⊥X :=
{x ∈ X: ax = 0 for all a ∈ A}. Since X⊥A = (0) the left representation a → La,A → L(X),
where La(x) = ax if x ∈ X, is injective. Thus we shall consider the elements of A as operators
on X for convenience. Note also that the equalities AX =X and X⊥A = (0) imply that A⊥ = (0),
and therefore the algebra QM(A) exists. Let T = (T a)/a be a quasimultiplier of A, where
a ∈ Δ(A), with domain D(T ) = {b ∈ A: (T a)b ∈ aA}. Put D(TX) = {x ∈ X: (T a)x ∈ aX}
and define TX :D(TX) → X by TX(x) = y, if x ∈ D(TX), where y is the only element in X
for which (T a)x = ay. The uniqueness of y follows from the condition A⊥X = (0). It is read-
ily checked that D(T )X ⊂ D(TX), D(TX) is dense in X, and TX is closed. Then we define
QM(X;A) := {TX: T ∈ QM(A)} and QMr (X;A) := {TX: T ∈ QMr (A)}. This formulation will
be used in Section 5.
0.2. Fractional calculus
Let ν > 0 and n= [ν] + 1 where [ν] denotes the integer part of ν. Weyl fractional integration
and differentiation of order ν are defined, respectively, as
W−ν+ f (x)=
1
(ν)
+∞∫
x
(t − x)ν−1f (t) dt,
and
Wν+f (x)=
(−1)n
(n− ν)
dn
dxn
+∞∫
x
(t − x)n−ν−1f (t) dt,
for every x ∈ R and every measurable function f on R for which the above operations have a
sense [52]. Put W 0+f = f . It is known that Wν+μ+ f = Wν+(Wμ+f ) for every ν,μ ∈ R, whenever
the operations involved are defined. Analogously, we set
W−ν− f (x)=
1
(ν)
x∫
−∞
(x − t)ν−1f (t) dt,
Wν−f (x)=
1
(n− ν)
dn
dxn
x∫
−∞
(x − t)n−ν−1f (t) dt,
and W 0−f = f , for x ∈ R and f, ν,n as above. Putting f˜ (x) = f (−x), it is readily seen that
Wν+f (x) = Wν−f˜ (−x) for all ν ∈ R, f ∈ C(∞)c (R) and x ∈ R. We shall use this property several
times in the sequel. It implies, in particular, that Wν+μ− =Wν−Wμ− (ν,μ ∈ R). Let us also remark
that Wn+f = (−1)nf (n) and Wn−f = f (n) for each natural number n. Note that Wν+f (x), x  0,
has a sense for every f ∈ C(∞)c ([0,∞)), and that Wν+f coincides on [0,∞) with Wν+h for any
C(∞) extension (of compact support) h of f to R.
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(∞)
c ([0,∞)) in the respective
norms
‖f ‖(ν) :=
∞∫
0
∣∣Wν+f (x)∣∣xν−1 dx, ‖f ‖(ν);2,1 := ∞∫
0
[ 2y∫
y
∣∣Wν+f (x)xν∣∣2 dxx
]1/2
dy
y
.
The spaces AC(ν), for ν  1, and AC(ν)2,1, for ν > 1/2, are Banach algebras with respect to point-
wise multiplication. These algebras have been considered previously in relation to functional
calculi defined for generators of certain holomorphic semigroups [37,38] (see also [23,24,58]).
Next, we shall give an extended version of the calculus established in [37], which will be used
later, in Section 5.
For β  0, let AC(ν)2,1(β) denote the Banach space obtained by completion of C
(∞)
c ([0,∞)) in
the norm
‖f ‖(ν),β;2,1 :=
∞∫
0
[ 2y∫
y
∣∣Wν+f (x)xν(1 + x−β)∣∣2 dxx
]1/2
dy
y
.
Clearly, ‖f ‖(ν);2,1  ‖f ‖(ν),β;2,1 for all f ∈ C(∞)c ([0,∞)), and therefore AC(ν)2,1(β)⊂ AC(ν)2,1.
Proposition 0.6.
(i) If ν > 12 , 0  μ < ν − 12 , and f ∈ AC(ν)2,1(β) then |xμWμf (x)|  C‖f ‖(ν),β;2,1 for each
x > 0.
(ii) If ν > μ> β + 12 then AC(μ)2,1 (β) ↪→ AC(ν)2,1(β).
(iii) AC(ν)2,1(β) is a Banach algebra for every ν > β + 12 .
Proof. (i) If f ∈ AC(ν)2,1(β) then f ∈ AC(ν)2,1 and so |xμWμ+f (x)‖ C‖f ‖(ν);2,1  C‖f ‖(ν),β;2,1,
the first inequality being that of [37, Lemma 3.6].
(ii) The argument to prove this part goes along the same lines as in [37, Proposition 3.7(i)].
One just replaces the weight xν in the integrals with the weight xν + xν−β . It is helpful to use
the bound (x + t)−ν(1 + (x + t)−β)max{(x + t)−ν, (x + t)−ν+β} at proper places.
(iii) We can repeat the proof of [37, Proposition 3.8], using parts (i) and (ii) of the present
lemma. The only difference is that we must take ε in the argument such that 0 < ε < min{1,
ν − (β + 12 )}. 
Let A be a Banach algebra and let (az)z>0 be a holomorphic (C0) semigroup in A such
that
⋃
z>0 azA is dense in A. Further, we assume that, for some fixed α,β  0, the semigroup
satisfies the estimate ‖az‖  C(|z|/(z))α(1 + (z)β) for all z ∈ C+ and some constant C,
where C+ := {z ∈ C: z > 0}. Then a kernel Gν(u) can be defined as
Gν(u)= 1
2πi
∫
az
zν+1
euz dz,z=1
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gration domain z = 1 can be replaced with z = δ for any δ > 0.
We have that Gν(u) ∈A for all u ∈ R and that the map u →Gν(u) is continuous from R to A.
Note that Gν(u)= 0 if u 0.
The mapping Φ :C(∞)c ([0,∞)) →A
f →
∞∫
0
Wν+1+ f (u)Gν(u) du
is an algebra homomorphism (independent of ν) such that Φ(f )H ⊂ HΦ(f ) = Φ(g) where
g(t)= tf (t) whenever f ∈ C(∞)c ([0,∞)) [37, Theorem 4.1].
Lemma 0.7. For ν > α, the mapping Φ , redefined as
Φ(f )= lim
ε→0+
∞∫
0
W
ν+1/2
+ f (u)
Gν+1/2(u)−Gν+1/2(u− ε)
ε
du,
satisfies the inequality
∥∥Φ(f )∥∥ C ∞∫
0
[ 2y∫
y
∣∣Wν+1/2+ f (x)xν(1 + x−β)∣∣2 dx
]1/2
dy
y
,
for every f ∈ C∞c ([0,∞)), and therefore it becomes a bounded linear mapping from
AC(ν+1/2)2,1 (β) into A, such that Φ(AC
(ν+1/2)
2,1 (β))A is dense in A.
Proof. Set
Φε(f ) := (1/ε)
∞∫
0
W
ν+1/2
+ f (x)
{
Gν+1/2(x)−Gν+1/2(x − ε)}dx,
where f ∈ C∞c ([0,∞)) and ε > 0. Since Gν+1/2(x − ε)= 0 when x < ε, we have indeed that
Φε(f ) :=
∞∫
0
W
ν+1/2
+ f (x)−Wν+1/2+ f (x + ε)
ε
Gν+1/2(x) dx.
Clearly, limε→0+ Φε(f )=Φ(f ). Arguing as in [37, pp. 330 and 341], we obtain
∥∥Φε(f )∥∥ C ∞∑
−∞
(
1 + 2−kβ)2kν( 2k+1∫
k−1
∣∣Wν+1/2+ f (x)∣∣2 dx
)1/22
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∞∫
0
[ 2y∫
y
∣∣Wν+1/2+ f (x)xν(1 + x−β)∣∣2 dx
]1/2
dy
y
for every ε > 0, where C is a constant independent of ε. This is enough to prove the result. 
Let (az)z>0 be a holomorphic semigroup in A satisfying condition
∥∥az∥∥C( |z|z
)α(
1 + |z|β) for all z ∈ C+, (HGα)β
for some fixed α,β  0. An example of this is the semigroup (ez)z>0 defined by ez(u) := e−zu
(u > 0; z ∈ C+), in the Banach algebra AC(α+1/2)2,1 (β), for α > β  0.
The following theorem gives a slight refinement of calculi considered in [37,38].
Theorem 0.8. For (az)z>0 in A satisfying (HGα)β and ν > α + β , the mapping
Φ : AC(ν+1/2)2,1 (β)→A
is a bounded Banach algebra homomorphism with Φ(AC(ν+1/2)2,1 (β)) dense in A, and such that
Φ(ez)= az for each z ∈ C+.
Proof. Condition (HGα)β implies that ‖az‖ C(|z|/(z))α+β(1 + (z)β) for all z ∈ C+. Take
ν > α + β . By Proposition 0.6(iii), AC(ν+1/2)2,1 (β) is a Banach algebra. Moreover, Lemma 0.7
implies that Φ is bounded from AC(ν+1/2)2,1 (β) into A. Since Φ is an algebra homomorphism on
C
(∞)
c ([0,∞)), it also has this property on AC(ν+1/2)2,1 (β). The fact that Φ(ez) = az follows from
formula (4.3) in [37, p. 328]. 
Concrete examples of algebras of quasimultipliers have been given in [33,44,45]. As noticed
before, it is not an easy task in general to describe either the algebras themselves or their character
spaces. We finish these preliminaries with the following simple result. If m ∈ N, we denote by
C
(m)
b ([0,∞)) the algebra of bounded C(m) functions on [0,∞).
Proposition 0.9. Let β  0 and let m be an integer such that m > β + 1/2. Then the al-
gebra C(m)([0,∞)) is contained in QM(AC(m)2,1 (β)), and C(m)b ([0,∞)) is in turn included in
QMr (AC(m)2,1 (β)).
Proof. Let F be in C(m)([0,∞)). By [33, Lemma 2.3] there exists a function h in C(m)([0,∞))
such that h(x) = 0 (x  0) and supx0(‖(Fh)(n)(x)‖ex) <∞. Moreover, h generates a principal
dense ideal in AC(m)2,1 (β) since the C
(m) functions with compact support in [0,∞) are dense in
this algebra. Hence, F is a quasimultiplier of AC(m)2,1 (β) (acting by multiplication). If, in addition,
F is assumed to be bounded then h can be chosen so that sup{n−m‖(Fh)(m)(x)‖ex : n  1,
x  0} < ∞, by [33, Lemma 2.3] again. This implies that F is a regular quasimultiplier
of AC(m)(β). 2,1
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convolution product. These are introduced in the next section.
1. Convolution Banach algebras defined by fractional derivation
Our first result in this section, see Proposition 1.1, says in particular that the Beurling alge-
bra L1(ω) is without order and possesses dense principal ideals. This is important since, as will
be seen in Section 2, L1(ω) is canonical in the theory, in the sense that general groups of reg-
ular quasimultipliers are characterized by algebra homomorphisms with domain QMr (L1(ω)).
Distribution groups and integrated groups can be described as special groups of regular quasimul-
tipliers. This requires us to introduce certain algebras T (α)(ϕ), defined by fractional derivation,
so that QMr (T (α)(ϕ)) plays a role in those special cases similar to the role that the algebra
QMr (L1(ω)) plays in general.
The construction of the algebras T (α)(ϕ) is by no means simple, the main reason being that
neither Wν+(f ) nor Wν−(f ) need to be integrable on the whole real line even if f is rapidly
decreasing. For example, if f (u) = exp(−u2) (u ∈ R), we have that Wν+f (u) = O(exp(−u2))
as u → +∞ but Wν+f (u) = O(1) as u → −∞. To overcome this difficulty, we consider a new
fractional derivative on R defined as Wν+ on the positive half-line R+ and Wν− on the negative R−.
This produces a cohesive relation between fractional operations, convolution and weights on R,
so that we can construct suitable algebras T (α)(ϕ). In particular, we show that T (α)(ϕ) is without
order and possesses dense principal ideals.
In the sequel, by a continuous weight ω we mean a nonnegative, continuous mapping defined
on R or [0,∞) which is submultiplicative, that is, ω(s + t)  ω(s)ω(t), for every s, t in the
domain of ω, and such that infω(t) > 0. For such a weight there are constants C,κ > 0 such that
ω(t)  Ceκ|t | (t ∈ R), and there exist the finite limits τ±ω = limt→±∞ t−1 logω(t). Recall that
the Beurling algebra L1(ω) is defined as the convolution subalgebra of L1(R) formed by those
f in L1(R) such that ‖f ‖ω :=
∫∞
−∞ |f (t)|ω(t) dt is finite. Endowed with the norm ‖ · ‖ω, L1(ω)
is a (non-unital) commutative, convolution Banach algebra. The character space Spec(L1(ω))
depends on ω; in fact, Spec(L1(ω)) = {z ∈ C: τ−ω  z τ+ω } and the Gelfand representation is
given by the (complex) Fourier transform fˆ (z) = ∫∞−∞ f (t)e−izt dt (f ∈ L1(ω); τ−ω  z τ+ω ).
Also, the multiplier algebra Mul(L1(ω)) is isometrically isomorphic to the convolution Banach
algebra M(ω) formed by all complex, regular Borel measures μ on R of bounded variation |μ|,
satisfying ‖μ‖ω :=
∫∞
−∞ ω(t) d|μ|(t) < ∞. Such an identification is provided by convolution,
Tμ(f )≡ μ ∗ f where f ∈ L1(ω),μ ∈M(ω),Tμ ∈ Mul(L1(ω)) [18].
The algebra L1(ω) contains analytic semigroups whose elements generate dense principal
ideals. We are mainly interested in the following semigroup, which will be helpful throughout
this paper.
Set C+ = {λ ∈ C: λ > 0}. Given λ ∈ C+ and z ∈ C, we put
gλ,z(r) = 1√
4πλ
exp
(−(r + iz)2/4λ)
for r ∈ R. Note that gλ := gλ,0 is the well-known Gaussian semigroup on R. We call gλ,z,
with λ ∈ C+, z ∈ C, the bi-parameter Gaussian semigroup. The following proposition might
be considered as a bit of folklore, but we have not found references where the bi-parameter
semigroup had been explicitly defined, and so we include the result for the sake of completeness.
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(i) gλ,z ∈ L1(ω) for every λ ∈ C+, z ∈ C, and (λ, z) → gλ,z is holomorphic in each variable.
(ii) For λ,μ ∈ C+ and z,w ∈ C we have gλ,z ∗ gμ,w = gλ+μ,z+w , and (gλ,z)λ∈C+, z∈C is a
(holomorphic) bi-parameter semigroup in L1(ω).
(iii) The family (gλ)0<λ1 is a bounded approximate identity for L1(ω), and gλ,z ∗ L1(ω) is a
dense ideal of L1(ω) for each λ ∈ C+ and z ∈ C.
Proof. (i) Take λ= α + iβ and z = u+ iv with α > 0 and β,u, v ∈ R. Then
∥∥gλ,z∥∥
ω
= c(λ, z)|√4πλ |
+∞∫
−∞
e−[α/4(α2+β2)]r2e[(vα−βu)/2(α2+β2)]rω(r) dr,
where c(λ, z) = exp[(α(u2 − v2)+ 2uvβ)/4(α2 + β2)], is finite since ω is of exponential type.
Then the analyticity of gλ,z in each variable follows from [53, Lemma 2.7].
(ii) The Fourier transform of gλ,z is given by
F[gλ,z](ξ)=F[gλ](ξ)ez2/4λ = e−λ((z/2λ)+ξ)2ez2/2λ = e−λξ2e−zξ ,
for every ξ ∈ R. Hence gλ,z ∗ gμ,w = gλ+μ,z+w .
(iii) As ‖gλ‖ω = (1/√π )
∫ +∞
−∞ e
−r2ω(2
√
λr) dr for every λ > 0, and ω is of exponential
growth we have that (gλ)0<λ1 is bounded in L1(ω). Take f ∈ Cc(R) and set K = suppf .
If δ > 0,
∥∥gλ ∗ f − f ∥∥
ω

∞∫
−∞
( ∞∫
−∞
∣∣f (r − y)− f (r)∣∣ω(r) dr)gλ(y) dy

∫
|y|δ
( ∫
d(r,K)δ
ω(r) dr
)(
sup
r∈R
∣∣f (r − y)− f (r)∣∣)gλ(y) dy
+
∫
|y|>δ
‖f ‖ω
[
ω(y)+ 1]gλ(y) dy
= C
(
sup
r∈R, |y|δ
∣∣f (r − y)− f (r)∣∣)+ ‖f ‖ω ∫
|y|>δ/2√λ
g1(y)
[
ω(2
√
λy)+ 1]dy
whence, using the uniform continuity of f and choosing δ small enough, we get that
limλ→0+ gλ ∗ f = f . Since Cc(R) is dense in L1(ω) it follows that (gλ)0<λ1 is a bounded
approximate identity for L1(ω). In particular,
⋃
μ>0[gμ ∗ L1(ω)] is dense in L1(ω). Then the
identity principle for analytic functions and the Hahn–Banach theorem imply that
⋃
μ>ζ [gμ ∗
L1(ω)] is also dense. As ⋃μ>ζ [gμ ∗ L1(ω)] is contained in gζ ∗ L1(ω), it follows that
gζ ∗L1(ω) = L1(ω) for every ζ ∈ C+. Finally, if λ ∈ C+ and z ∈ C, one has g2λ = gλ,z ∗ gλ,−z
and so gλ,z ∗L1(ω)= L1(ω). 
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semigroup gλ. The second variable z is also of interest in the framework of this paper: gλ,z/gλ
is always a quasimultiplier on L1(ω) and, under the action of an appropriate homomorphism Θ
with domain QMr (L1(ω)), Θ(gλ,z/gλ) becomes a regular quasimultiplier depending on z holo-
morphically. This fact gives the link between analytic semigroups in C+ and the ω-groups which
are obtained as the set of boundary values of such semigroups; see Section 4.
We now proceed to introduce fractional analogues of L1(ω). Our first result below plays the
same role as the Leibniz rule does for usual derivatives and convolution on the positive half-line.
It appears (including a sketch of proof) in [49]. We present here a short complete proof for the
convenience of prospective readers.
Proposition 1.2. For f,g ∈ C∞c ([0,∞)), ν > 0 and s  0, we have
(ν)Wν+(f ∗ g)(s) =
s∫
0
Wν+g(r)
s∫
s−r
(t + r − s)ν−1Wν+f (t) dt dr
−
∞∫
s
Wν+g(r)
∞∫
s
(t + r − s)ν−1Wν+f (t) dt dr.
Proof. Denote by h the right member of the above equality. Then
h(s) =
( s∫
0
∞∫
s−r
−
∞∫
0
∞∫
s
)
(t + r − s)ν−1Wν+f (t) dt Wν+g(r) dr
= (ν)(Wν+g ∗ f )(s)− ∞∫
0
∞∫
0
(t + r)ν−1Wν+f (t + s) dt Wν+g(r) dr,
and h belongs to C∞c ([0,∞)). On the other hand, if x > 0,
W−ν+
(
Wν+g ∗ f
)
(x)
= 1
(ν)
∞∫
x
(s − x)ν−1
s∫
0
Wν+g(s − r)f (r) dr ds
= g ∗ f (x)+ 1
(ν)
∞∫
x
∞∫
r
(s − x)ν−1Wν+g(s − r)f (r) ds dr
= g ∗ f (x)+ 1
(ν)
∞∫
0
∞∫
0
∞∫
0
Wν+g(s)(s + r)ν−1Wν+f (x + t + r)tν−1 dt dr ds.
In conclusion, we have
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+
∞∫
0
∞∫
0
∞∫
0
Wν+g(s)(s + r)ν−1Wν+f (x + t + r)tν−1 dt dr ds
− (ν)W−ν+
( ∞∫
0
∞∫
0
(t + r)ν−1Wν+f (t + ·)Wν+g(r) dt dr
)
(x)
= (ν)(g ∗ f )(x)+
∞∫
0
∞∫
0
∞∫
0
Wν+g(s)(s + r)ν−1Wν+f (x + t + r)tν−1 dt dr ds
−
∞∫
0
∞∫
0
∞∫
0
Wν+g(r)(t + r)ν−1Wν+f (x + s + t)sν−1 ds dt dr = (ν)(g ∗ f )(x),
for every x > 0, as we wanted to show. 
The formula obtained in the above proposition suggests introducing the following notion of
“weight” for fractional order of derivation.
Definition 1.3. Let α > 0. We say that a nonnegative, locally integrable function φ on [0,∞)
belongs to the class Ω+α,loc if there is a constant Cα > 0 such that
∫
I (r,s)
uα−1φ(r + s − u)du Cαφ(r)φ(s),
whenever 0  r  s, where I (r, s) = [0, r] ∪ [s, s + r]. Moreover, we denote by Ω+α the set of
nondecreasing and continuous functions φ in Ω+α,loc which are of exponential type on (0,∞) and
satisfy infu>0 u−αφ(u) > 0.
Examples of functions in Ω+α,loc or Ω+α , as the case may be, are:
(i) any nondecreasing φ satisfying max(tα,φ(2t))Mφ(t), for some M > 0 and each t  0
(in particular φ(t)= tβ(1 + tμ), with 0 β  α and β +μ α);
(ii) φ(t)= tαω(t) whenever ω is a nondecreasing continuous weight on [0,∞);
(iii) φ(t)= tνeρt , for 0 ν  α and ρ > 0.
In order to define fractional analogues of L1(ω) we first need to consider suitable fractional
algebras on R+ (look at the introduction to this section). Next, we define such algebras, say
T (α)+ (φ), for functions φ ∈Ω+ , and give some relevant examples of elements of T (α)+ (φ).α,loc
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‖f ‖(α),φ :=
+∞∫
0
∣∣Wα+f (t)∣∣φ(t) dt
defines an algebra norm on C(∞)c ([0,∞)).
Proof. Clearly, ‖ · ‖(α),φ is a norm on C(∞)c ([0,∞)). Moreover, by Proposition 1.2 we have
‖f ∗ g‖(α),φ 
+∞∫
0
t∫
0
∣∣Wα+g(r)∣∣ t∫
t−r
(s + r − t)α−1∣∣Wα+f (s)∣∣ds dr φ(t) dt
+
+∞∫
0
∞∫
t
∣∣Wα+g(r)∣∣ ∞∫
t
(s + r − t)α−1∣∣Wα+f (s)∣∣ds dr φ(t) dt,
for all f,g ∈ C(∞)c ([0,∞)). Using Fubini’s theorem and simplifying we get
‖f ∗ g‖(α),φ 
∞∫
0
∣∣Wα+g(r)∣∣ ∞∫
0
∣∣Wα+f (s)∣∣ ∫
I (r,s)
(s + r − t)α−1φ(t) dt ds dr,
where I (r, s) = [0,min(r, s)] ∪ [max(r, s), r + s]. Since φ ∈Ω+α,loc, we obtain
‖f ∗ g‖(α),φ  Cα
( ∞∫
0
∣∣Wα+g(r)∣∣φ(r) dr
)( ∞∫
0
∣∣Wα+f (s)∣∣φ(s) ds
)
and the result follows. 
Denote by T (α)+ (φ) the Banach algebra obtained as the completion of C(∞)c ([0,∞)) in the
norm of the preceding proposition. From now on, the functions φ are always assumed to belong
to Ω+α . In this case it is not difficult to check that T (α)+ (φ) ↪→ T (α)+ (tα) ↪→ L1(R+). Furthermore,
if β > α > 0 and φβ ∈Ω+β , φα ∈Ω+α satisfy the condition
t∫
0
(t − s)β−α−1φα(s) ds  Cα,βφβ(t) (t > 0)
then T (β)+ (φβ) ↪→ T (α)+ (φα). In particular, T (β)+ (tβ) ↪→ T (α)+ (tα).
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functions of C(∞)c ([0,∞)). To do this observe that, for g ∈ L1(R+, φα), we have
∞∫
0
∞∫
u
(t − u)α−1∣∣g(t)∣∣dt du= α−1 ∞∫
0
tα
∣∣g(t)∣∣dt Cα−1 ∞∫
0
∣∣g(t)∣∣φα(t) dt <∞,
and therefore W−α+ g exists a.e. on R+. Then it can be proven using standard arguments that f ∈
T (α)+ (φ) if and only if f is a measurable function on R+ for which there exists g ∈ L1(R+, φ)
such that f =W−α+ g a.e. Moreover, Wα+f exists and Wα+f = g a.e.
For ν, t > 0 let Rν−1t denote the Riesz kernel given by
Rν−1t (s) = (ν)−1(t − s)ν−1χ(0,∞)(t − s) (s > 0).
Such kernels are very important functions in harmonic analysis [55, p. 66]. They can be re-
garded as canonical (ν-times) integrated semigroups or groups, see Section 3. We shall use some
properties of these kernels. First, note that Rν−1t belongs to the algebra T (α)+ (φ), whenever ν > α.
In fact, Rν−1t =W−α+ Rν−α−1t whence Wα+Rν−1t =Rν−α−1t and ‖Rν−1t ∗g‖(α),φ  Cν,αtν−αφ(t),
t > 0. The function Rα−1t does not belong to T (α)+ (φ) but it defines a multiplier of the alge-
bra T (α)+ (φ).
Proposition 1.5. For s, t > 0 we have
(α)Wα+
(
Rα−1t ∗ f
)
(s) = χ(t,∞)(s)
s∫
s−t
(r + t − s)α−1Wα+f (r) dr
− χ(0,t)(s)
∞∫
s
(r + t − s)α−1Wα+f (r) dr.
As a consequence, Rα−1t defines by convolution a multiplier of T (α)+ (φ) such that ‖Rα−1t ‖ 
Cαφ(t) (t > 0).
Proof. The equality in the statement can be proved along the same lines as Proposition 1.2. By
applying Fubini’s theorem, we get
∥∥Rν−1t ∗ f ∥∥(α),φ  C
t∫
0
∣∣Wα+f (r)∣∣
( r∫
0
+
r+t∫
t
)
(r + t − s)α−1φ(s) ds dr
+C
∞∫ ∣∣Wα+f (r)∣∣
( t∫
+
r+t∫ )
(r + t − s)α−1φ(s) ds dr,t 0 r
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t > 0 and f ∈ C(∞)c ([0,∞)). Thus it follows that Rα−1t ∈ Mul(T (α)+ (φ)) with norm ‖Rα−1t ‖ 
Cαφ(t). 
The following lemma allows us to join the results previously established on R+ with the
corresponding results on R−. This allows us to build up the algebra T (α)(ϕ) of Definition 1.9
below. For a complex function h defined on R, we put h+ := hχ(0,∞) and h− := hχ(−∞,0).
Recall that h˜(t) := h(−t) for all t ∈ R.
Lemma 1.6. For every α > 0 and f,g ∈ C(∞)c (R),
Wα+(f+ ∗ g−)(t)=
(
Wα+f+ ∗ g−
)
(t), if t  0,
Wα−(f− ∗ g+)(t)=
(
Wα−f− ∗ g+
)
(t), if t  0.
Proof. The function f+ ∗ g− belongs to C(∞)c ([0,∞)). Moreover, if t > 0,
f+ ∗ g−(t)=
∞∫
t
g−(t − s)f+(s) ds =
∞∫
t
u∫
t
(u− s)α−1g−(t − s) ds Wα+f+(u)
du
(α)
=
∞∫
t
u∫
t
(r − t)α−1g−(r − u)dr Wα+f+(u)
du
(α)
=
∞∫
t
∞∫
r
Wα+f+(u)g−(r − u)du (r − t)α−1
dr
(α)
=W−α+
(
Wα+f+ ∗ g−
)
(t).
From this, Wα+(f+ ∗ g−)=Wα+f+ ∗ g− on [0,∞). For the second equality, let t  0. Then
Wα−(f− ∗ g+)(t) =Wα+(f− ∗ g+)˜ (−t)=Wα+
(
(f−)˜ ∗ (g+)˜
)
(−t)
=Wα+(f˜+ ∗ g˜−)(−t)=
(
Wα+f˜+
) ∗ g˜−(−t)= (Wα−f− ∗ g+)(t),
where f˜± = (f˜ )± , g˜± = (g˜)±. 
Definition 1.7. If α > 0, let Ω±α denote the set of functions ϕ : R → [0,∞) such that ϕ+,
ϕ˜+ ∈ Ω+α . The subset of Ω±α formed by functions ϕ(t) = |t |αω(t), t ∈ R, where ω is a con-
tinuous weight on R with ω˜+ and ω+ nondecreasing on [0,∞), will be denoted by Ωα .
For f ∈ C(∞)c (R), put
Wα0 f (t)=
{
Wα−f (t), t < 0,
eiπαWαf (t), t > 0.+
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C
(∞)
c ([0,∞)) through the restriction operations.
Theorem 1.8. Let α > 0 and ϕ ∈Ωα . Then the integral
‖f ‖(α),ϕ :=
∞∫
−∞
∣∣Wα0 f (t)∣∣ϕ(t) dt
defines an algebra norm on C(∞)c (R).
Proof. It is clear that ‖ · ‖(α),ϕ is a norm in C(∞)c (R). Let f,g ∈ C(∞)c (R). By considering the
decomposition f ∗ g = (f+ ∗ g+) + (f+ ∗ g−) + (f− ∗ g+) + (f− ∗ g−) on R, and applying
Lemma 1.6 and the fact that f− ∗ g− = 0 on (0,∞) we obtain
Wα+(f ∗ g)+(t)=Wα+(f+ ∗ g+)(t)+
(
Wα+f+ ∗ g−
)
(t)+ (Wα+g+ ∗ f−)(t),
for every t > 0. Now,
∞∫
0
∣∣Wα+(f+ ∗ g+)(t)∣∣ϕ+(t) dt  Cα‖f ‖(α),ϕ‖g‖(α),ϕ
by Proposition 1.4. On the other hand, because ϕ+ is nondecreasing and T (α)+ (ϕ˜+) ⊂ L1(R+),
we have
∞∫
0
∣∣Wα+f+ ∗ g−(t)∣∣ϕ(t) dt  ∞∫
0
∞∫
t
∣∣Wα+f+(s)∣∣∣∣g−(t − s)∣∣ds ϕ(t) dt
=
∞∫
0
s∫
0
∣∣g−(t − s)∣∣ϕ(t) dt ∣∣Wα+f+(s)∣∣ds

( ∞∫
0
∣∣Wα+f+(s)∣∣ϕ(s) ds
)( ∞∫
0
∣∣g˜+(u)∣∣du)
 C‖f+‖(α),ϕ+
∞∫
0
∣∣Wα+g˜+(u)∣∣ϕ−(−u)du
 C‖f ‖(α),ϕ‖g‖(α),ϕ.
Replacing f,g with g,f above and combining the estimates obtained, we get
∞∫ ∣∣Wα+(f ∗ g)(t)∣∣ϕ(t) dt C‖f ‖(α),ϕ‖g‖(α),ϕ.
0
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the inclusion T (α)+ (ϕ+)⊂ L1(R+) to deduce that
0∫
−∞
∣∣Wα−(f ∗ g)(t)∣∣ϕ(t) dt  C‖f ‖(α),ϕ‖g‖(α),ϕ.
The result follows. 
Definition 1.9. We define T (α)(ϕ) to be the Banach algebra obtained by completion of C(∞)c (R)
in the norm ‖ · ‖(α),ϕ .
The Banach algebra T (α)(ϕ) is a convolution subalgebra of L1(R), which coincides
with L1(R) in the case that α = 0 and ϕ ≡ 1. For integer α = n and ϕ ≡ |t |n, T (n)(|t |n) co-
incides with the algebra Tn introduced in [7]. For ϕ ∈ Ω±α , we have the inclusions T (α)(ϕ) ↪→
T (α)(|t |α) ↪→ L1(R). Moreover, if β > α and ϕβ ∈Ω±β , ϕα ∈Ω±α satisfy
max(0,t)∫
min(0,t)
|t − s|β−α−1ϕα(s) ds  Cα,βϕβ(t) (t ∈ R),
then T (β)(ϕβ) ↪→ T (α)(ϕα), whence, in particular, T (β)(|t |β) ↪→ T (α)+ (|t |α). Also, if ϕ in Ωα
has the form ϕ(t)= |t |αω(t), t ∈ R, then T (α)(ϕ) ↪→ L1(ω).
If g ∈ C(∞)c ([0,∞)) and f ∈ C(∞)c (R) then g ∗ f ∈ C(∞)c (R) where g has been identi-
fied with gχ(0,∞) on R. Furthermore, arguing as in Lemma 1.6 and Theorem 1.8 we obtain
‖g ∗ f ‖(α),ϕ  C‖g‖(α),ϕ‖f ‖(α),ϕ . By density, this implies that every element of T (α)+ (ϕ+)
defines (via convolution) a multiplier of T (α)(ϕ) for every ϕ ∈ Ω±α . Note that a measurable
function h on (−∞,0) which can be represented as h = W−α− ψ a.e. on (−∞,0) for some ψ
in L1((−∞,0), ϕ), also defines by convolution a multiplier of T (α)(ϕ). To see this, take h˜+
and apply the above argument. Thus the Riesz kernels (Rν−1t )t>0 given prior to Lemma 1.6 are
multipliers of T (α)(ϕ) provided that ν > α.
We now extend the definition of Riesz kernels to include the case t  0 and ν > 0. This will
allow us to regard these families as integrated groups on the algebras T (α)(ϕ). Put
Rν−1t (s) :=
{
(ν)−1(s − t)ν−1, t < s  0,
0, otherwise,
when t < 0, and Rν−10 (s) := 0 for all s ∈ R. We have that Rν−1t is a multiplier of T (α)(ϕ), if
ν > α, for all t ∈ R. Note that Rν−1t (s) =Rν−1−t (−s) and R˜ν−1t =Rν−1−t for every s, t ∈ R, ν > 0.
Proposition 1.10. For every t ∈ R, Rα−1t is a multiplier of T (α)(ϕ) with norm ‖Rα−1t ‖ Cαϕ(t).
Proof. Let f ∈ C(∞)c (R) and take t > 0. From Rα−1t ∗ f = (Rα−1t ∗ f−) + (Rα−1t ∗ f+) we
obtain Wα+(Rα−1t ∗ f ) = Wα+(Rα−1t ∗ f−) + Wα+(Rα−1t ∗ f+). Note that Wα−(Rα−1t ∗ f )(s) =
Wα−(Rα−1t ∗ f−)(s) for s < 0 since Rα−1t ∗ f+ = 0 on (−∞,0). From Proposition 1.5 we get
J.E. Galé, P.J. Miana / Journal of Functional Analysis 237 (2006) 1–53 21‖Rα−1t ∗ f+‖(α),ϕ  Cϕ(t)‖f ‖(α),ϕ . Now, as for f−, we observe that the integral formula of
W−α+ (δt ∗ f−), where δt is the Dirac mass at t , coincides with Rα−1t ∗ f− on [0,∞). Thus there
exists Wα+(Rα−1t ∗ f−) such that Wα+(Rα−1t ∗ f−)(s) = (δt ∗ f−)+(s) for s  0. It follows that
∥∥(Rα−1t ∗ f−)+∥∥(α),ϕ =
t∫
0
∣∣f−(s − t)∣∣ϕ(s) ds  ϕ(t) t∫
0
∣∣f−(s − t)∣∣ds
 ϕ(t)
∞∫
0
∣∣f˜+(u)∣∣du Cϕ(t) ∞∫
0
∣∣Wα+f˜+(u)∣∣ϕ˜+(u) du
 Cϕ(t)‖f ‖(α),ϕ.
Finally, the integral W−α− (Rα−1t ∗Wα−f−) equals
Rα−1t ∗
(
1
(α)
χα ∗Wα−f−
)
on (−∞,0],
where χα(s) = sα−1χ(0,∞), s ∈ R.
Since, in fact, 1
(α)
χα ∗Wα−f− = f−, we see that Wα−(Rα−1t ∗ f−)=Rα−1t ∗Wα−f− on (−∞,0].
Hence,
0∫
−∞
∣∣Wα−(Rα−1t ∗ f−)(s)∣∣ϕ(s) ds
=
0∫
−∞
∣∣(Rα−1t ∗Wα−f−)(s)∣∣ϕ(s) ds  0∫
−∞
s∫
−∞
∣∣Rα−1t (s − r)∣∣∣∣Wα−f−(r)∣∣dr ϕ(s) ds
=
0∫
−∞
0∫
r
∣∣Rα−1t (s − r)∣∣ϕ(s) ds∣∣Wα−f−(r)∣∣dr  0∫
−∞
( 0∫
r
∣∣Rα−1t (s − r)∣∣ds
)∣∣Wα−f−(r)∣∣ϕ(r) dr
 Cϕ(t)‖f ‖(α),ϕ,
because
0∫
r
∣∣Rα−1t (s − r)∣∣ds  (α)−1 t∫
0
(t − u)α−1 du= (α + 1)−1tα,
for all r < 0 and tα Cϕ(t).
The above estimates tell us that ‖Rα−1t ∗ f ‖(α),ϕ  Cϕ(t)‖f ‖(α),ϕ .
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which in turn is bounded, as before, by Cϕ˜(−t)‖f˜ ‖(α),ϕ˜ = Cϕ(t)‖f ‖(α),ϕ .
In summary, for every f ∈ C(∞)c (R) and t ∈ R, we have shown that∥∥Rα−1t ∗ f ∥∥(α),ϕ  Cαϕ(t)‖f ‖(α),ϕ.
Also, note that Rα−1t ∗ f ∈ C(∞)c (R). Then the result follows by density. 
The following is the analog of Proposition 1.1 for the algebras T (α)(ϕ).
Theorem 1.11. Let α be a positive number.
(i) For every ϕ in Ω±α , the family (gλ,z)λ∈C+,z∈C is a bi-parameter analytic semigroup
in T (α)(ϕ) such that the principal ideal gλ,z ∗ T (α)(ϕ) is dense in T (α)(ϕ) for every λ ∈ C+
and z ∈ C.
(ii) If, moreover, ϕ ∈Ωα then (gλ)0<λ1 is a bounded approximate identity in T (α)(ϕ).
Proof. (i) We first consider a natural number n and a continuous weight ω in Ω±n . Then T (n)(ω)
is a Banach L1(ω)-module such that L1(ω) ∗ T (n)(ω) = T (n)(ω). To see this, suppose that
h ∈ C(∞)c (R). Then the “two-sided” fractional derivative Wn0 h can be replaced by the usual deriv-
ative h(n) in the norm of T (n)(ω). Thus, for f ∈ L1(ω),
‖f ∗ h‖(n),ω =
∥∥(f ∗ h)(n)∥∥
ω
= ∥∥f ∗ h(n)∥∥
ω
 ‖f ‖ω‖h‖(n),ω
which implies that T (n)(ω) is a Banach L1(ω)-module. Moreover, since (gλ)0<λ1 is a bounded
approximate identity for L1(ω) we get
lim
λ→0
∥∥gλ ∗ h− h∥∥
(n),ω
= lim
λ→0
∥∥gλ ∗ h(n) − h(n)∥∥
ω
= 0,
and so L1(ω) ∗ T (n)(ω) is dense in T (n)(ω). Then the Cohen factorization theorem for modules
(see [53, p. 35]) gives us L1(ω) ∗ T (n)(ω) = T (n)(ω). On the other hand, it is readily seen that
gλ,z ∈ T (n)(ω) for every λ ∈ C+ and z ∈ C. From the inequality ‖g2λ,z‖(n),ω  ‖gλ,z‖ω‖gλ‖(n),ω
it follows that the mapping (λ, z) → ‖gλ,z‖(n),ω = ‖(gλ,z)(n)‖ω is separately continuous. Then
(gλ,z) is analytic in T (n)(ω) in each variable [53, Lemma 2.7].
Take now any α > 0 and ϕ in Ω±α . Since ϕ is of exponential type, there exist n ∈ N and a
continuous weight ω in Ω±n such that T (n)(ω) is continuously included in T (α)(ϕ), according to
the remark following Definition 1.9. Thus it is clear that gλ,z is analytic in T (α)(ϕ). Moreover, as
C
(n)
c (R) is contained in T (n)(ω) we have that L1(ω)∗T (n)(ω) is dense in T (α)(ϕ), and therefore
f ∗ T (n)(ω) is dense in T (α)(ϕ) provided that f generates a dense ideal in L1(ω). In particular,
this happens to each gλ,z.
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∥∥gλ(·)∥∥
(α),ω
= ∥∥(1/√λ)Wα0 g1(·/√λ )∥∥ω =
∞∫
−∞
∣∣Wα0 g1(s)∣∣|s|αω(√λs) ds  C <∞,
where C is independent of λ. Take now n > α and put ωn(t) := (1 + |t |n)ω(t), for t ∈ R. For
h ∈ C(n)c (R),
lim
λ→0
∥∥gλ ∗ h− h∥∥
(α),ϕ
 C lim
λ→0
∥∥gλ ∗ h− h∥∥
(n),ωn
= C lim
λ→0
∥∥gλ ∗ h(n) − h(n)∥∥
ωn
= 0,
as in part (i). It follows that (gλ)0<λ1 is a bounded approximate identity for T (α)(ϕ). 
Remark. For general ϕ in Ω±α , the algebra T (α)(ϕ) need not possess any bounded approximate
identity. We shall show this in Section 4.
We finish this section with a result similar to Theorem 1.11, for some particular alge-
bras T (α)(ϕ), where the semigroup gλ,z is replaced by the Poisson semigroup (P z)z>0 on R.
The relationship between P z and the quasimultiplier g1,z/g1 will be analyzed in Section 4. Re-
call that the Poisson semigroup is defined by convolution with the Poisson kernel defined by
P z(t) = (1/π)z(z2 + t2)−1 (t ∈ R, z ∈ C+). The connection between the Poisson semigroup
and the Gaussian semigroup in L1(R) is given by the subordination formula P t = ∫∞0 ct (s)gs ds
where ct (s) := (t/2√π )s−3/2e−t2/4s (t, s > 0) [53].
For α,β  0, set ϕα,β(t) := |t |α(1 + |t |β) (t ∈ R).
Theorem 1.12. If 0 < α and 0 β < 1 then (P z)z>0 is a holomorphic semigroup in T (α)(ϕα,β)
such that
∥∥P z∥∥
(α),ϕ
Cα,β
( |z|
z
)α(
1 + |z|β),
for every z ∈ C+. Moreover, (P t )0<t1 is a bounded approximate identity for T (α)(ϕα,β), and
P z ∗ T (α)(ϕα,β) is dense in T (α)(ϕα,β) for every z ∈ C+.
Proof. Let z ∈ C+. Since P z is an even function on R we have that Wα−P z(t) = Wα+P z(−t)
if t < 0, and therefore ‖P z‖(α),ϕ = 2
∫∞
0 |Wα+P z(t)|tα(1 + tβ) dt . Now, observe that P z(t) =
(1/2πi)[(t − iz)−1 − (t + iz)−1]. So fractional derivation (see [52, p. 98]) gives us Wα+P z(t)=
((α + 1)/2πi)[(t − iz)−(α+1) − (t + iz)−(α+1)]. On the other hand, the function f (w) = (t +
iw)α is holomorphic in C \ i[t,∞) for every t > 0, whence we obtain |(t + iz)α+1 − (t −
iz)α+1| = (α + 1)| ∫[−z,z](t + iw)α dw| Cα|z|(tα + |z|α).
Hence,
∥∥P z∥∥
(α),ϕ
= 2Cα
∞∫
tα
(
1 + tβ) |(t + iz)α+1 − (t − iz)α+1||t2 + z2|α+1 dt0
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∞∫
0
|z|tα(tα + |z|α)
|t2 + z2|α+1 dt +Cα
∞∫
0
|z|tα+β(tα + |z|α)
|t2 + z2|α+1 dt
 Cα,β
( |z|
z
)α(
1 + |z|β).
For the last inequality we have used the estimate
∞∫
0
|z|rν−1
|z2 + r2|μ dr  Cν,μ
|z|ν−μ
(z)μ−1 ,
which holds if ν > 0 and μ> max{1, ν/2} [37, p. 348].
The holomorphy of the function z → P z,C+ → T (α)(ϕα,β) is equivalent to the holomorphy
of z →Wα0 P z,C+ → L1(ϕα,β), and this follows from [53, Lemma 2.7].
Finally, note that ‖gs‖(α),ϕ  C(1 + sβ/2), if s > 0, and therefore the subordination formula
P t =
∞∫
0
ct (s)gs ds
holds in the algebra T (α)(ϕα,β). Then, via this subordination, it is readily seen that
lim
t→0+
P t ∗ g1 = g1 in T (α)(ϕα,β).
Since the principal ideal generated by g1 in T (α)(ϕα,β) is dense we conclude that (P t )0<t1 is
a (bounded) approximate identity. The density of P z ∗ T (α)(ϕα,β) in T (α)(ϕα,β), for z ∈ C+,
follows now as at the end of Theorem 1.11. 
2. QMr -groups and the extended Weyl homomorphism
Let A be a commutative Banach algebra such that A⊥ = (0) and Δ(A) = ∅. Let (Tt )t∈R be a
family of elements in QMr (A). Partly following [42], we say that (Tt )t∈R is a (one-parameter)
group of regular quasimultipliers of A, or group in QMr (A) for short, if T0 is the identity operator
and there exists u ∈⋂s,t∈R D(TsTt )∩Δ(A) such that
(i) the map t → Ttu is continuous, and,
(ii) for all s, t ∈ R, Ts(Ttu)= Ts+t (u).
In other words, (Tt )t∈R is a group in QMr (A) if:
(i) it is a (C0) group of operators on A (in the sense defined in [42]) such that Tt ∈ QMr (A)
(t ∈ R), and
(ii) D(A)∩Δ(A) = ∅.
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D(A) :=
{
u ∈
⋂
s,t∈R
D(TsTt )⊂A: Ts(Ttu)= Ts+t (u), t → Tt (u) is norm continuous
}
.
The above definition is compatible with similarity. If Tt is a group in QMr (A) and B is similar
to A then D(B) ∩ Δ(B) = ∅ (for if I is a Banach algebra satisfying Δ(I) = ∅ and is a dense
ideal of A and B , then au ∈D(B)∩Δ(B) whenever a ∈D(A)∩Δ(A), u ∈Δ(I)).
If a ∈Δ(A)∩D(A) then Ts+t a = TsTta and from this it follows that Ts+t = TsTt in QMr (A)
for every s, t ∈ R. Under suitable conditions, the family (Tt )t∈R is a strongly continuous group
of multipliers of a Banach algebra similar to A, and this is what we are interested in.
Definition 2.1. Let ω be a continuous weight on R. By an ω-group in QMr (A) we mean any
group (Tt )t∈R in QMr (A) such that (ω(t)−1Tt )t∈R is pseudobounded.
Let us apply the arguments of [30] gathered in our preliminaries section to ω-groups. For an ω-
group (Tt )t∈R, let U := {λTt ∈ QMr (A): t ∈ R, λ ∈ C, |λ| ω(t)−1}. Then U is pseudobounded
and stable under products. The boundedness ideal I := IU defined by U as indicated in Prelim-
inaries will be called the ω-ideal of A associated to Tt . Similarly, if A := BU is the Banach
algebra obtained by completion of A in Mul(I), we call A the ω-algebra of A, or ω-algebra
associated to Tt . The following result is straightforward.
Proposition 2.2. Let A, ω be as above, and let (Tt )t∈R be an ω-group in QMr (A). Then the
Banach algebra A is similar to A, it contains A densely, and (Tt )t∈R is a strongly continuous
(C0) group of bounded multipliers of A satisfying ‖Tt‖ =O(ω(t)), as |t | → ∞.
By Proposition 2.2 we have a bounded algebra homomorphism Θ :L1(ω)→ Mul(A) defined
by Θ(f )ξ = ∫∞−∞ f (t)Tt ξ dt for each ξ ∈A and f ∈ L1(ω), or Θ(f )= ∫∞−∞ f (t)Tt dt for short,
as usual. In this way, we obtain a pseudobounded homomorphism Θ :L1(ω) → QMr (A) given
by the above integral. Incidentally, whenever we write in the sequel
∫∞
−∞ h(t) dt ∈ QMr (A) we
mean by this that there exists a Banach algebra B similar to A such that h : R → Mul(B)ξ is
Bochner-integrable for every ξ ∈ B and such that ∫∞−∞ h(t) dt ∈ Mul(B).
From Proposition 1.1, Δ(L1(ω)) = ∅ and L1(ω)⊥ = (0), and so the algebra of quasimul-
tipliers QM(L1(ω)) exists. We wish to extend Θ to the algebra QMr (L1(ω)). The extension
to M(ω) is directly established as Θ(μ) = ∫∞−∞ Tt dμ(t) ∈ Mul(A), for each μ ∈ M(ω). By
Proposition 0.5, such an extension would be automatic if Θ(L1(ω)) were contained in A, since
QMr (A) ≡ QMr (A). But we cannot be sure, at this point, of the inclusion Θ(L1(ω)) ⊂A and so
a bit more of work is needed.
As above, let δt denote the Dirac mass at t ∈ R.
Theorem 2.3. Let A be a commutative Banach algebra such that A⊥ = (0) and Δ(A) = ∅, and
let ω be a continuous weight on R.
(i) If (Tt )t∈R is an ω-group in QMr (A) then there exists a pseudobounded homomorphism
Θ : QMr (L1(ω)) → QMr (A) such that Θ(f ) =
∫∞
−∞ f (t)Tt dt for every f ∈ L1(ω). More-
over, Θ(Δ(L1(ω)))Δ(A)∩Δ(A) = ∅.
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gebras satisfying Θ(Δ(L1(ω)))Δ(A) ∩ Δ(A) = ∅ then Tt := Θ(δt ), t ∈ R, is an ω-group
in QMr (A), with Θ(f )=
∫∞
−∞ f (t)Tt dt , for every f ∈ L1(ω).
Proof. (i) Suppose that (Tt )t∈R is an ω-group in QMr (A). Let A and Θ be as defined prior to
the theorem, so that Θ :L1(ω)→ Mul(A) is bounded and (Tt )t∈R is a strongly continuous group
of multipliers of A. If λ > 0 and ξ ∈A,
q
(
Θ
(
gλ
)
ξ − ξ) ∫
|t |δ
q(Tt ξ − ξ)gλ(t) dt + q(ξ)
∫
|t |>δ
gλ(t)
[
ω(t)+ 1]dt
 sup
|t |δ
q(Tt ξ − ξ)+ q(ξ)
∫
|t |>δ/2√λ
g1(t)
[
ω(2
√
λt)+ 1]dt
and therefore, if we choose δ small enough, we obtain that ‖Θ(gλ)ξ − ξ‖ → 0, as λ → 0+.
This implies that Θ(L1(ω))A is dense in A and so Θ(f )ξ ∈ Δ(A) for every f ∈ Δ(L1(ω)) and
ξ ∈Δ(A). Moreover, Θ(f )u2 ∈Δ(A) for each u ∈Δ(A)∩ I where I is the ω-ideal of (Tt )t∈R.
To see this, take a ∈A,  > 0, b ∈ I such that ‖a−ub‖A < , and c ∈A with q(b−Θ(f )uc) < .
Then ∥∥a −Θ(f )u2c∥∥
A
< ‖a − ub‖A +
∥∥ub −Θ(f )u2c∥∥
A
<  + p(ub −Θ(f )u2c)
<  + q(b −Θ(f )uc)p(u) < (1 + p(u)).
As u2 ∈ Δ(A) this implies that Θ(Δ(L1(ω)))Δ(A) ∩Δ(A) = ∅. We extend Θ to QMr (L1(ω))
in the following way (we maintain the same notation, Θ , for such an extension).
Let f/g be in QMr (L1(ω)). By definition, there exist
λ > 0 and h ∈Δ(L1(ω))∩(⋂
n∈N
D
(
(f/g)n
))
such that supn∈N ‖λn(f/g)n ∗ h‖ω <∞. For u ∈Δ(A)∩ I let
Θ(f/g) := (Θ(f )u2)/(Θ(g)u2).
Then Θ(f/g) does not depend on the choice of u and, clearly, it gives an extension of
Θ :L1(ω)→ Mul(A). Moreover,
sup
n∈N
∥∥λn(Θ(f/g))nΘ(h)u∥∥
A
= sup
n∈N
∥∥λnΘ((f n ∗ h)/gn)u‖A
 sup
n∈N
λnp
(
Θ
((
f n ∗ h)/gn)u)
 sup
n∈N
λnq
(
Θ
((
f n ∗ h)/gn))p(u)
 sup ‖Θ‖p(u)∥∥λn(f/g)n ∗ h∥∥
ω
<∞,n∈N
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pseudobounded homomorphism from QMr (L1(ω)) into QMr (A).
(ii) Let Θ : QMr (L1(ω)) → QMr (A) be a pseudobounded homomorphism such that
Θ(Δ(L1(ω)))Δ(A) ∩ Δ(A) = ∅. Denote by D the closed unit ball of L1(ω) and put U =
{λδt ∗ f : t ∈ R, |λ|  ω(t)−1, f ∈ D ∪ {δ0}} ⊂ M(ω). Then U is pseudobounded and sta-
ble under products in QMr (L1(ω)) and so Θ(U) is in QMr (A). As in the preceding arguments,
and starting with the boundedness ideal IU , we see that there is a Banach algebra A, similar
to A, such that Θ(U) is contained in the unit ball of the multiplier algebra Mul(A). In particular,
Θ :L1(ω)→ Mul(A) is a bounded homomorphism.
Take now f ∈ Δ(L1(ω)) and a ∈ Δ(A) such that Θ(f )a generates a dense ideal of A, and
u ∈ Δ(A) ∩ IU . Put Tt := Θ(δt ), t ∈ R, and consider D(A) associated with (Tt )t∈R as at the
beginning of this section. Then it is easy to check that Θ(f )au is in D(A) ∩ Δ(A) and that
(Tt )t∈R is an ω-group of regular quasimultipliers of A which becomes a strongly continuous
(C0) group in Mul(A).
Finally, f ∗ gλ = ∫ +∞−∞ f (t)(δt ∗ gλ) dt in L1(ω) and since Θ(L1(ω)) is separable in Mul(A),
we obtain by continuity that
Θ
(
f ∗ gλ)ξ =Θ( +∞∫
−∞
f (t)δt ∗ gλ dt
)
ξ =
+∞∫
−∞
f (t)TtΘ
(
gλ
)
ξ dt →
+∞∫
−∞
f (t)Tt ξ dt
in A as λ→ 0+. Since, on the other hand, limλ→0+ f ∗ gλ = f in L1(ω), it follows that Θ(f )=∫ +∞
−∞ f (t)Tt dt in QMr (A). 
Remark. In the definition of an ω-group (Tt )t∈R, we could have assumed without loss of gener-
ality that Δ(A) ∩D(A) ∩ I = ∅. In fact, Θ(f )u2, for f ∈ Δ(L1(ω)) and u ∈ Δ(A), belongs to
such an intersection, as it is shown in the proof of the above theorem.
Corollary 2.4. Let u ∈ I ∩ Δ(A). The mapping QM(L1(ω)) → QM(A) given by f/h →
Θ(f )/Θ(h) :=Θ(f )u2/Θ(h)u2, for every f/h ∈ QM(L1(ω)), is independent of u and extends
the Weyl homomorphism Θ : QMr (L1(ω)) → QMr (A).
Proof. The only thing we need to show is that Θ(h)u2 generates a dense principal ideal in A,
and this is clear from the proof of Theorem 2.3. 
The mapping Θ : QMr (L1(ω)) → QMr (A), as well as its extension given in Corollary 2.4,
will be called the extended Weyl homomorphism, or Weyl homomorphism for short, associated
with the ω-group (Tt )t∈R.
A natural notion of infinitesimal generator for an ω-group can be introduced now. The group
(δt )t∈R of multipliers of L1(ω) is generated by −δ′, i.e., δt = e−tδ′ (t ∈ R), where δ′ is the differ-
entiation operator identified with convolution with the distribution δ′0. Clearly, δ′ = g′/g where
g(r) = g1(r) ≡ e−r2/4 for r ∈ R, and this means that δ′ can be regarded as a quasimultiplier
of L1(ω). It is straightforward to check that the spectrum σL1(ω)(δ′) of δ′, as a closed operator
on L1(ω), is σL1(ω)(δ′)= {−τ+ω z−τ−ω }.
Definition 2.5. Let (Tt )t∈R be an ω-group in QMr (A). The infinitesimal generator of (Tt )t∈R is
defined to be the quasimultiplier −L of A given by L :=Θ(δ′).
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Δ(L1(ω)) and u= v2, v ∈Δ(I).
(ii) It is not difficult to verify that L, as defined above, is an extension, as a closed operator,
of Λ, where −Λ is the infinitesimal generator of (Tt )t∈R, in the sense given in [42]. For general
groups of unbounded operators, using Definition 2.14 and Theorem 2.15 of [42], one sees that
Θ(g)u2 belongs to the domain DHu(Λ) of Λ and that ΛΘ(g)u2 = Θ(g′)u2. If a ∈ DHu(Λ)
then Θ(g′)u2a =Θ(g)u2Λa and so a is in the domain of the quasimultiplier L with La =Λa.
(iii) Let J denote the infinitesimal generator (in the usual sense) of an ω-group (Tt )t∈R when
this is viewed as a (C0) group in Mul(A). Integration by parts in Θ(g′) gives us that Θ(g′)u2 =
JΘ(g)u2 whence, as before, we get that the quasimultiplier L (on A!) is an extension of J .
Conversely, take ξ ∈A in the domain of L. This means that there exists η ∈A such that Θ(h′)ξ =
Θ(h)η if h ∈Δ(L1(ω)). Put ξn =Θ(g1/n)ξ for n ∈ N. Then ξn is in the domain of J in A, with
Jξn =Θ((g1/n)′)ξ (use integration by parts again), and so Jξn =Θ(g1/n)η for all n. So we have
that limn→∞ ξn = ξ and limn→∞ Jξn = η in A. Since J is closed it follows that D(L) ⊂ D(J ).
In conclusion, J = L.
(iv) Since the Weyl homomorphism Θ is unital, we have that σA(L) ⊂ σL1(ω)(δ′) = {−τ+ω 
z  −τ−ω }. Also, the domain DA(L) in A contains the domain DA(L) in A of the quasi-
multiplier L. Let σA(L), σA(L) be the spectra of L as an operator on A and A, respectively.
Suppose that λ is not in σA(L). Then there exists (λ − L)−1 ∈ L(A). Take a, b ∈ A. In QM(A)
we have (λ− L)a = a(λ− L) because QM(A) is commutative. Thus (λ− L)[a(λ− L)−1b] =
a(λ−L)(λ−L)−1b = ab whence we get a(λ−L)−1b = (λ−L)−1(ab). That is, (λ−L)−1 is
a multiplier of A. As Mul(A) ↪→ Mul(A), we obtain that (λ−L)−1 ∈ Mul(A) and so λ does not
belong to σA(L). Thus we have seen that σA(L)⊂ σA(L).
Let α > 0 and let ϕ be in Ω±α . Since T (α)(ϕ) is densely contained in L1(R) we have that
T (α)(ϕ)⊥ = (0). Also Theorem 1.11(i) implies that Δ(T (α)(ϕ)) = ∅. Thus QMr (T (α)(ϕ)) is
well defined. As a first application of Theorem 2.3, we are going to prove that QMr (L1(ω)) is
contained in QMr (T (α)(ϕ)), for every continuous weight ω  ϕ. Let us begin with the obser-
vation that, if n is a natural number and ω is a continuous weight in Ω±n , then T (n)(ω) is a
L1(ω)-module (see Section 1) and so we have that QMr (L1(ω)) is contained in QMr (T (n)(ω)),
via the mapping f/h → (f ∗ g1)/(h ∗ g1). We encounter difficulties in applying this argument
for fractional α, the main problem being that Wα0 (f ∗ g1) = f ∗ Wα0 g1 in general. So we must
change our strategy and use Theorem 2.3.
Contrary to what one might feel a priori, δt , for t ∈ R, need not be a multiplier on T (α)(ϕ).
This will be shown in Section 4. But it is a regular quasimultiplier in any case.
Proposition 2.6. Let α > 0 and let ϕ, ω be such that ϕ ∈ Ω±α and ω  ϕ. Then (δt )t∈R ≡
(g1,it /g1)t∈R is an ω-group in QMr (T (α)(ϕ)).
Proof. Put g = g1. Recall that g generates a dense ideal in T (α)(ϕ). For s, t ∈ R, we have that
Wα±(δt ∗ g)(s) =Wα±g(s − t). Thus, if we take t > 1,
‖δt ∗ g‖(α),ϕ =
∞∫ ∣∣Wα+g(u)∣∣ϕ(u+ t) du+ −t∫ ∣∣Wα−g(u)∣∣ϕ(u+ t) du−t −∞
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( ∞∫
−∞
∣∣Wα0 g(u)∣∣ω(u)du
)
ω(t)+
0∫
−t
∣∣Wα+g(u)∣∣ϕ(u+ t) du.
It turns out that Wα+g(u) = exp(−u2/4)Hα(u/2) where Hα is, up to a constant, the α-general-
ized Hermite function and satisfies Hα(u/2)=O(u−(α+1)eu2/4) as u→ −∞ [19, p. 350]. From
this, and since ϕ is nondecreasing, we obtain
0∫
−t
∣∣Wα+g(u)∣∣ϕ(u+ t) du 1∫
0
∣∣Wα+g(−v)∣∣ϕ(t − v)dv + t∫
1
∣∣Wα+g(−v)∣∣ϕ(t − v)dv
< C1ϕ(t)+C2ϕ(t)
t∫
1
v−(α+1) dv  Cαϕ(t).
It follows that ‖δt ∗ g‖(α),ϕ  Cω(t) if t  0. A similar argument shows that such an inequality
holds also for t < 0. Hence (ω(t)−1δt )t∈R is a pseudobounded subset of QMr (T (α)(ϕ)). More-
over, the group action of (δt )t∈R on g is obvious and, finally, taking an integer n and a weight η
such that T (n)(η) is continuously included in T (α)(ϕ) we obtain that
lim
t→s δt ∗ g = δs ∗ g in T
(α)(ϕ),
since it clearly holds in T (n)(η):
‖δt ∗ g − δs ∗ g‖(n),η 
∥∥δt ∗ g1/2 − δs ∗ g1/2∥∥L1(ω)∥∥g1/2∥∥(n),η → 0,
as t → s in R. In conclusion, (δt )t∈R is a ω-group in QMr (T (α)(ϕ)). 
Theorem 2.7. Suppose that α > 0, ϕ ∈Ω±α , and ω is a continuous weight such that ω ϕ. Then
QMr (L1(ω))⊂ QMr (T (α)(ϕ)) where the inclusion is pseudobounded.
Proof. By Proposition 2.6, (δt )t∈R is an ω-group in QMr (T (α)(ϕ)). Thus the mapping
f → f ≡
∞∫
−∞
f (t)δt dt,
from L1(ω) into QMr (T (α)(ϕ)) is well defined and pseudobounded. Its extension Θ to
QMr (L1(ω)) is pseudobounded by Theorem 2.3, and makes QMr (L1(ω)) included in
QMr (T (α)(ϕ)). 
The character space of the algebra T (α)(ϕ) can be easily found when ϕ ∈Ωα , as an application
of the previous theorem.
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τ±ω := lim
t→±∞ t
−1 logω(t).
Then Spec(T (α)(ϕ))= {τ−ω  z τ+ω }, and the Gelfand representation of T (α)(ϕ) is given by
fˆ (z) =
∞∫
−∞
f (t)e−izt dt
(
f ∈ T (α)(ϕ); τ−ω  z τ+ω
)
.
Proof. As we know, T (α)(ϕ) ↪→ L1(ω). By restriction, every character on L1(ω) induces a char-
acter on T (α)(ϕ). Conversely, put ωα(t) := (1 + |t |α)ω(t), if t ∈ R. From the above theorem,
we have QMr (L1(ωα)) ↪→ QMr (T (α)(ϕ)), and so, if χ is a character on T (α)(ϕ), then its ex-
tension to QMr (T (α)(ϕ)) defines by restriction a complex homomorphism on L1(ωα). If such a
homomorphism were identically zero on L1(ωα) then we would get χ(g1)= 0, which is a contra-
diction because g1 generates a dense ideal in T (α)(ϕ). Hence χ ∈ Spec(L1(ωα))≡ Spec(L1(ω)).
The remainder of the statement then follows readily. 
3. Regularized, distribution and integrated groups
In order to study formal groups (or semigroups) e−itH of unbounded operators which are
solutions of ill-posed Cauchy problems, it is helpful to consider different types of families of
bounded operators able to admit −iH as (a kind of) generator. In this respect the notions of
regularized groups, distribution groups, and integrated groups have produced consistent theories.
We point out in this section some close connections between these families or “groups” and
regular quasimultipliers.
The most general class of such families is that of regularized groups. Let X be a Banach
space and let U be an injective operator in L(X). A family (R(t))t∈R ⊂ L(X) is said to be a
U -regularized group if it is strongly continuous, R(0) = U , and R(s)R(t) = UR(s + t) for all
s, t ∈ R. (Here, (R(t))t∈R is to be thought of as a “solution” of an ill-posed problem.) See [17,22,
25] for applications of regularized groups. For a general Banach algebra A, the multiplier algebra
Mul(A) (endowed with the strong topology) seems to be a suitable candidate to replace L(X) in
the above definition. However, as we are going to see, groups in QMr (A) give rise to regularized
groups in A naturally. Thus we consider A-valued regularized groups here.
Let u ∈ A be such that {u}⊥ = (0). We say that a family (R(t))t∈R in A is a continuous u-
regularized group if R(0) = u, R(s)R(t) = uR(s + t) for all s, t ∈ R, and the map t → R(t) is
norm continuous from R →A. The following result shows that ω-groups of quasimultipliers of A
and continuous regularized groups in A, despite the fact that they have very different motivations,
essentially coincide.
Proposition 3.1. Let A be a commutative Banach algebra such that A⊥ = (0) and D(A) = ∅.
Let ω be a continuous weight on R.
(i) If (Tt )t∈R is an ω-group in QMr (A) with ω-ideal I then, for each u in D(A)∩ I , the family
R(t) := Ttu (t ∈ R), is a continuous u-regularized group in A such that ‖R(t)‖ = O(ω(t))
as |t | → ∞.
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∞ and u ∈Δ(A), then Tt :=R(t)/u (t ∈ R), is an ω-group in QMr (A), and u ∈D(A)∩ I .
Proof. (i) Put k = p(u) where p is the algebra norm on I introduced in Section 2. We know that
‖R(t)‖ = ‖Ttu‖ p(Ttu) kω(t) (t ∈ R). Moreover, since u ∈ D(A), we get that R(t) = Ttu
tends to Tsu = R(s) as t → s in A. Finally, uR(s + t) = uTs+t u = uTsTtu = R(s)R(t) for all
s, t ∈ R.
(ii) Because R(s)R(t) = uR(s + t) (s, t ∈ R), it is clear that R(t) belongs to the domain
of the quasimultiplier Ts := R(s)/u. Then we have that TsTtu = (R(s)/u)R(t) = R(s + t) =
Ts+t u (s, t ∈ R), and, moreover, limt→s Ttu= limt→s R(t)=R(s) = Tsu. It follows that (Tt )t∈R
is a group of unbounded operators on A for which u ∈ D(A). Finally, T nt u = (R(t)n/un)u =
(R(nt)un−1/un)u = R(nt) whence ‖(ω(t)−1Tt )nu‖ = ω(t)−n‖R(nt)‖ ω(t)−nω(t)n = 1, for
every n ∈ N. This means that (Tt )t∈R is an ω-group in QMr (A) with u ∈ I . 
Let us see a few examples of how the quasimultiplier theory can be applied to operator-
valued regularized groups. Let A be a Banach algebra with Δ(A) = ∅ and let X be a left
Banach A-module such that AX = X. As in the Preliminaries we also assume that X⊥A = (0)
and A⊥X = (0) so that A becomes a subalgebra of L(X). Further, the algebra QM(A) exists. The
following result is an obvious consequence of Proposition 3.1. Note that u is injective on X
because A⊥X = (0).
Corollary 3.2. Let (Tt )t∈R be an ω-group in QMr (A) for some weight ω. Let u be an element
of D(A) ∩ I . Then the family R(t) := Ttu is a strongly continuous u-regularized group in A ⊂
L(X) such that ‖R(t)‖op  Cω(t) (t ∈ R).
The regularization of a family R(t) in L(X) may well be implemented by different U ∈ L(X),
and the choice of such an operator U becomes important. For instance, if U is a certain power of
the (pseudo-) resolvent of R(t), then U -regularity characterizes the subclass of integrated groups
within the class of regularized ones [25, p. 111], [47, p. 249]. The following remarks are in order.
Remarks. (i) As in the proof of Theorem 2.3, Ttu is a u-regularized group in L(X) whenever
u ∈AI . This can be improved if the Banach algebra A is assumed to have a bounded approximate
identity. By the Cohen factorization theorem [53], X = AX and therefore, in the notation of
Theorem 2.3,∥∥Ttu(ax)− Tsu(ax)∥∥X  ‖Ttua − Tsua‖A‖y‖X  p[(Tta − Tsa)u]‖y‖X
 q(Tta − Tsa)p(u)‖y‖X for every u ∈ I, a ∈A, x ∈X.
It follows that limt→s Ttu(ax)= Tsu(ax), and so Ttu is a u-regularized group for every u ∈ I .
(ii) The elements u in R(t) = Ttu are bounded vectors for Tt according to the terminology
of [31]. Thus they form a subclass of Nelson’s analytic vectors and so can be used to find analytic
solutions of the Cauchy equation [25, p. 60]. For particular functions f , bounded vectors of the
type u = f (H) have been obtained in different ways, see [25,38] and the references therein.
Corollary 3.2 could perhaps be used in combination with functional calculi to extend such results.
(iii) Bounded vectors are significant in the study of subnormal operators on Hilbert spaces,
see [56] and the more recent paper [57]. The group constructed in [57] involves bounded vectors
32 J.E. Galé, P.J. Miana / Journal of Functional Analysis 237 (2006) 1–53of L rather than those of Tt = e−tL. It would be interesting to know whether the quasimultiplier
theory could be applied in this setting.
Let Tt be an ω-group in QMr (A). Let us regard Tt as a group of unbounded operators on X.
An extrapolation space for Tt is any Banach space Y obtained by completion of X in a suitable
norm, so that (Tt )t∈R becomes bounded on Y [25, p. 55], [2], see also [42]. We next show how
to construct extrapolation spaces for Tt .
Let U be the pseudobounded subset of QMr (A) associated with Tt as in Section 2. Let (I,p),
(A, q) be the ω-ideal and ω-algebra of Tt , respectively. Recall that p(u)  ‖u‖ (u ∈ I), and
that q(a) = sup{p(ua): p(u)  1}. For x ∈ X put |‖x|‖ := sup{‖ux‖: u ∈ I,p(u)  1}. Since
uA = A (u ∈ I), and A⊥X = (0), the functional |‖ · |‖ is a norm on X. Also, |‖x|‖  ‖x‖, for all
x ∈X. Let Y denote the completion of X in this norm and let HomA(Y ) be the closed subalgebra
of L(Y ) formed by all operators T which satisfy T (ξy)= ξT (y) for every ξ ∈A and y ∈ Y .
Proposition 3.3. Suppose that A has a bounded approximate identity. Then the following hold:
(i) For every a ∈A and x ∈X, |‖a.x|‖ q(a)|‖x|‖, whence Y is a left Banach A-module.
(ii) AY = Y and so Y becomes a left Banach Mul(A)-module. In particular, U becomes a
bounded subset of HomA(Y ).
Proof. (i) For a ∈A and x ∈X we have
|‖a.x|‖ = sup
p(u)1
∥∥u(ax)∥∥= sup
p(u)1
p(ua)
∥∥∥∥ uap(ua)x
∥∥∥∥ q(a)|‖x|‖.
(ii) Note that AX is dense in X and X is dense in Y in the respective norms. Hence AY is
dense in Y and then the Cohen factorization theorem applies to AY = Y . Finally, we can extend
the module operation A× Y → Y to Mul(A) × Y → Y by defining Ty = (T ξ)z, where y = ξz
for some ξ ∈A and z ∈ Y . It is clear that Tt (ξy)= ξTt (y) if ξ ∈A, y ∈ Y , and t ∈ R. 
The requirement for A to have a bounded approximate identity is not very restrictive. We shall
see (quite a lot of) examples in Section 4.
The notion of distribution groups (or semigroups) of bounded operators goes back to
Lions [46]. Essentially, a distribution group on X is a continuous algebra homomorphism
G :C(∞)c (R) → L(X) such that G(C(∞)c (R))X is dense in X. Here, C(∞)c (R) is the space of
test functions on R endowed with its standard topology and the convolution product. The class
of distribution groups is quite general and includes a wide range of examples. There exist spe-
cial distribution groups for which the mapping G extends to convolution Banach algebras on R
which contain C(∞)c (R) densely. See [2,7,8,60] for applications to evolution equations and ill-
posed problems. We now define distribution groups in the setting of quasimultipliers.
Definition 3.4. Let A be a Banach algebra. Let α > 0 and let ϕ ∈ Ω±α . A distribution group of
multipliers of A, of order α and growth ϕ, is any bounded homomorphism G :T (α)(ϕ)→ Mul(A)
such that G(T (α)(ϕ))A is dense in A. If, additionally, G(T (α)(ϕ)) ⊂ A and G :T (α)(ϕ) → A is
bounded for the norm of A we say that G is a distribution group in A.
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max|r||t |ω0(r), if t ∈ R. Then ω0 and υ are continuous weights on R. Set ϕα,υ(t) = |t |αυ(t),
if t ∈ R and α > 0. Then ϕα,υ ∈ Ωα . Also, as it was noted in the remarks which follow Defini-
tion 1.9, the inclusion ι :T (α)(ϕα,υ) ↪→L1(ω) holds, with dense image. Hence, ι is a distribution
group in L1(ω).
Let Tt be an ω-group with ω-algebra A. By composing ι with the Weyl homomorphism
Θ :L1(ω) → Mul(A) we find that every ω-group yields a distribution group of multipliers of A,
of order α and growth ϕα,υ . Using Proposition 0.5 we obtain the mappings QMr (T (α)(ϕα,υ)) ↪→
QMr (L1(ω)) Θ−→ QMr (A). What is significant in Definition 3.4 is that the direction of the first
arrow can be reversed. This in particular implies that every distribution group induces a group of
regular quasimultipliers.
Proposition 3.5. Let G be a distribution group of multipliers of A of order α > 0 and growth
ϕ ∈ Ω±α . Suppose that ω is a continuous weight such that ϕ  ω. Then G can be extended to
a pseudobounded homomorphism G˜ : QMr (T (α)(ϕ)) → QMr (A) such that Tt := G˜(δt ), t ∈ R,
is an ω-group in QMr (A). Moreover, the restriction of G˜ to QMr (L1(ω)) is the Weyl homo-
morphism associated with (Tt )t∈R; that is, Θ = G˜ ◦ ι where ι is the inclusion QMr (L1(ω)) ↪→
QMr (T (α)(ϕ)).
Proof. Let G˜(f/h)= G(f )u/G(h)u, for each f/h ∈ QMr (T (α)(ϕ)) where u ∈ I ∩Δ(A). Since
G(T (α)(ϕ))A is dense in A, an argument like that employed in Theorem 2.3 tells us that G˜ is a
pseudobounded homomorphism from QMr (T (α)(ϕ)) into QMr (A). By Proposition 2.6, (δt )t∈R
is an ω-group in QMr (T (α)(ϕ)) and therefore Tt := G˜(δt ) is also an ω-group in QMr (A). Finally,
Theorem 2.7 implies that QMr (L1(ω)) is contained in QMr (T (α)(ϕ)). It is clear that the restric-
tion of G˜ to QMr (L1(ω)) is the Weyl homomorphism associated with the group (Tt )t∈R. 
In the situation reflected by the above proposition, we shall say that the ω-group G˜(δt ) is
induced by G. The map G˜ is automatically extended from QM(T (α)(ϕ)) into QM(A) and then
the generator of G can be defined as the quasimultiplier −G˜(δ′). It is apparent that G˜(δ′)=Θ(δ′),
so that this generator is the same as the generator of G˜(δt ) introduced in Definition 2.5.
Remark. Operator-valued distributions groups such as those which appear in [8,60] fall under the
scope of Definition 3.4. In fact, suppose that Θ :T (α)(ϕ) → L(X), where ϕ ∈ Ωα , is a bounded
homomorphism such that Θ(T (α)(ϕ))X is dense in X. Take A := Θ(T (α)(ϕ)) in L(X) for the
operator norm. The assumed density in X implies that A⊥ = (0), and also, since T (α)(ϕ) pos-
sesses dense principal ideals, that Δ(A) = ∅. So Θ :T (α)(ϕ) → A is a distribution group in A
which extends to Θ : QMr (T (α)(ϕ))→ QMr (A).
Integrated groups originate from a fairly simple idea. Let {Tt : t ∈ R} be a family of densely
defined closed operators on a Banach space X, which is strongly continuous on a subspace Y
dense in X. Suppose that the reiterated integral of order k ∈ N
Tk(t) :=
t∫
(t − s)k−1Ts ds ≡
∞∫
(t − s)k−1+ Ts ds, t ∈ R, (∗)0 −∞
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∫ t
0 (t − s)k−1Tsy ds (y ∈ Y ), extends to a bounded operator on all of X. In this
case it is natural to call Tk(t) the k-times integrated family of Tt . For the Laplacian L on Rn, the
family Tt := eitL yields a k-times integrated group on Lp(Rn) whenever k > n|(1/p)− (1/2)|,
for 1  p < ∞ [54]; similar results hold indeed for many Laplacians on manifolds. Intrinsic
definitions (not appealing to Tt ) of k-times integrated groups (and semigroups) have been given
and have produced a theory with many applications, see [1–3,5,25,27,29,39,40].
There is a general impression that distribution groups and integrated groups are different pre-
sentations of the same concept. In fact, this is the case under particular conditions; see [2,9,60]
for integer order of derivation/integration, or [48] for fractional orders. In any case, let (Tα(t)) be
a L(X)-valued integrated group, in the sense defined in [2,39]. Suppose that ‖Tα(t)‖  Cϕ(t),
for every t ∈ R, where ϕ is a function in Ω±α . The second author proves in [48] that the corre-
spondence f → ∫∞−∞ f (t)Tα(t) dt defines a distribution group Θ :T (α)(ϕ) → L(X). Thus (see
the preceding remark) classical (operator-valued) integrated groups of exponential growth can
be regarded as part of the theory of quasimultipliers. For these reasons, we define our integrated
groups as a subclass of groups of regular quasimultipliers, according to formula (∗) above.
Recall the Riesz functions Rν−1t (ν > 0; t ∈ R) considered in Section 1. For every weight ω
on R, we have that Rν−1t ∈ L1(ω) and ‖Rν−1t ‖ω  (ν + 1)−1|t |νυ(t) where υ is the weight set
after Definition 3.4.
Definition 3.6. Let α  0. An α-times integrated group of multipliers of A is a family (Tα(t))t∈R
in Mul(A) such that
(i) Tα(t)=Θ(Rα−1t ) for all t ∈ R, where Θ is the Weyl morphism of an ω-group.
(ii) t → Tα(t), R → Mul(A) is continuous with respect to the strong operator topology
in Mul(A).
If, moreover, Tα(t) ∈A for all t ∈ R and the mapping t → Tα(t),R →A is norm continuous, we
say that Tα(t) is an α-times integrated group in A.
Remark. A canonical α-integrated group is Rα−1t . Let us examine this fact more closely. By
Proposition 1.1, (Rα−1t )t∈R is a multiplier of T (α)(ϕ) for all ϕ ∈ Ω±α . It is a matter of some
patience to verify that the mapping t → Rα−1t ∗ f , R → T (α)(ϕ) is norm continuous for each
f ∈ C(∞)c (R). If h is an element of T (α)(ϕ) there is a sequence of functions (fn) in C(∞)c (R)
such that limn fn = h in T (α)(ϕ). Since the multiplier Rα−1t is (up to a constant) bounded above
by ϕ(t), it follows that limn Rα−1t ∗ fn = Rα−1t ∗ h in T (α)(ϕ), uniformly on compact subsets
of R. Hence t →Rα−1t ∗h is continuous. In other words, Rα−1t is an α-times integrated group of
multipliers of T (α)(ϕ). This motivates the next result.
Proposition 3.7. Let Tα(t) = Θ(Rα−1t ) be an α-times integrated group of multipliers of A in-
duced by an ω-group Tt in QMr (A) with Weyl homomorphism Θ . Suppose that ‖Tα(t)‖ 
ϕ(t) (t ∈ R), for some ϕ ∈ Ω±α . Then the mapping G :T (α)(ϕ) → Mul(A) given by G(f ) :=∫∞
−∞ W
α
0 f (t)Tα(t) dt , for f ∈ T (α)(ϕ), is a distribution group of multipliers of A which induces
(Tt )t∈R. If, moreover, ϕ  ω then Θ factorizes through G˜.
Proof. Clearly, G is well defined and gives rise to a bounded linear mapping from T (α)(ϕ)
into Mul(A). Moreover, for every f ∈ C(∞)c (R),
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0
Wα0 f (t)Tα(t) dt =
1
(α)
∞∫
0
Wα+f (t)
t∫
0
(t − s)α−1Ts ds dt
=
∞∫
0
1
(α)
∞∫
s
(t − s)α−1Wα+f (t) dt Ts ds =
∞∫
0
f (s)Ts ds,
and in a similar way,
0∫
−∞
Wα0 f (t)Tα(t) dt =
0∫
−∞
f (s)Ts ds.
Thus G(f ) = Θ(f ) and therefore G is an algebra homomorphism between the Banach algebras
T (α)(ϕ) and Mul(A). From the proof of Theorem 2.3 we know that Θ(f )u2 ∈ Δ(A) whenever
f ∈ Δ(L1(ω)) and u ∈ Δ(A) ∪ I where I is the ω-ideal associated with Tt . Taking f = g1 we
obtain that G(g1)u2 ∈Δ(A) whence G(T (α)(ϕ))A=A and then G is in fact a distribution group.
Let G˜ : QMr (T (α)(ϕ)) → QMr (A) be the extension of G to the algebra of regular quasimul-
tipliers. An argument like the previous one tells us that G(δt ∗ g1) = Θ(δt ∗ g1), for all t ∈ R.
Thus G˜(δt ) = G˜(δt ∗ g1)/G˜(g1) = Θ(δt ∗ g1)/Θ(g1) = Θ(δt ) = Tt , so that Tt is induced by G.
Finally, the factorization of Θ through G˜, for any ω ϕ, is a consequence of Theorem 2.7. 
Remark. Clearly, if we assume in the above proposition that Tα(t) is an integrated group in A
then we obtain that G is a distribution group in A.
To end this section, we give a (partial) converse to Proposition 3.7 for ϕ ∈ Ωα . Such a result
relies upon the fact that, in this case, the algebra T (α)(ϕ) has a bounded approximate identity.
Proposition 3.8. Let α > 0 and ϕ ∈ Ωα . Suppose that G :T (α)(ϕ) → Mul(A) is a distribution
group of growth ϕ. Then Tα(t) := G˜(Rα−1t ) is an α-times integrated group of multipliers of A
such that
G(f )=
∫
R
Wα0 f (t)Tα(t) dt for all f ∈ T (α)(ϕ).
Proof. Let (en) be a bounded, approximate identity in T (α)(ϕ). Then G extends to a strongly
continuous and bounded homomorphism G˜ : Mul(T (α)(ϕ)) → Mul(A) defined by G˜(μ)a :=
limn→∞ G˜(μen)a (μ ∈ Mul(T (α)(ϕ)), a ∈ A) [30, p. 96]. So Tα(t) := G˜(Rα−1t ) gives us a
multiplier of T (α)(ϕ) such that t → Tα(t) is strongly continuous and satisfies ‖Tα(t)‖ 
Cϕ(t) for all t ∈ R. Besides this, G˜ is the restriction to Mul(T (α)(ϕ)) of the extension
G˜ : QMr (T (α)(ϕ)) → QMr (A) of G (also denoted by G˜). Take a continuous weight ω on R such
that ω  ϕ. We know that QMr (L1(ω)) ↪→ QMr (T (α)(ϕ)), and therefore G˜(h) =
∫
R h(t)Tt dt
for every h ∈ C(∞)c (R) ⊂ L1(ω), where Tt := G˜(δt ) (t ∈ R). Integrating by parts, we get
G(h) = ∫R Wα0 f (t)G˜(Rα−1t ) dt = ∫R Wα0 f (t)Tα(t) dt , whence by density we obtain the state-
ment. 
36 J.E. Galé, P.J. Miana / Journal of Functional Analysis 237 (2006) 1–53Using the notations above, note that G˜(Rα−1t ) is induced by G˜(δt ) naturally. The above propo-
sition need not hold if Mul(A) is replaced with A in the assumptions.
4. Holomorphic semigroups
Let X be a Banach space. Recall that a holomorphic semigroup (az)z>0 in L(X) is a holo-
morphic mapping z → az,C+ → L(X) such that az+w = azaw for z,w ∈ C+. Suppose that
(az)z>0 in L(X) satisfies the growth condition∥∥a1+it∥∥=O(ω(t)), as |t | → ∞, (Gω)
for some continuous weight ω on R. Concrete examples of such semigroups occur when X =
Lp(M) where M is a measure space and 1 p ∞. Especially interesting is the case where M
is a manifold, and the semigroup (az)z>0 is generated by a Laplace–Beltrami operator. If the
manifold M is a Lie group G then (az)z>0 is usually contained in L1(G) and acts on Lp(G)
by convolution. Semigroups like these are numerous, see, for instance, [3,21,38] and references
therein. In this section we approach them in the framework of the quasimultiplier theory.
To begin with, assume that a semigroup (az)z>0 in L(X) satisfies property (Gω), for some
weight ω, and that azX = X for each z ∈ C+. Put A := span{az: z ∈ C+} in L(X). Then A⊥ =
(0) and Δ(A) = ∅, so the algebras QM(A) and QMr (A) are defined.
Suppose now that A is a general commutative Banach algebra such that A⊥ = (0). Suppose
that (az)z>0 is a holomorphic semigroup in A, with azA=A (z ∈ C+), satisfying property (Gω)
for some continuous weight ω on R. It is readily seen that R(t) := a1+it , t ∈ R, is a continuous
a1-regularized group in A and therefore, in accordance with Proposition 3.1(ii), the quasimulti-
pliers ait := a1+it /a1, t ∈ R, form an ω-group (ait )t∈R in QMr (A). Hence, by Proposition 2.2,
ait can be considered as a group of multipliers on a Banach algebra similar to A. Next, we ana-
lyze the structure of the Weyl morphism associated with ait . To do this, we choose, as a suitable
ideal J associated with (az)z>0, a slight variant of the ω-ideal I of (ait )t∈R considered prior
to Proposition 2.2.
Let κ := min{τ  0: sups1 e−τs‖as‖ < ∞} and set p(u) := sup{ω(z)−1e−κz‖azu‖:
z 0} for u ∈A. Let us define J as the ideal of A given by
J :=
{
u ∈
⋃
t∈R
D
(
ait
)
: p(u) <∞
}
.
We call J the analytic ω-ideal of (az)z>0. It always happens that J ⊂ I , and J = I if
sup0<r<1 ‖ar‖A < ∞. We have az ∈ J whenever z  1; hence J is dense in A. Also, J is a
Banach algebra with respect to the norm p, and p(azu) eκzω(z)p(u), q(az) eκzω(z)
for every u ∈ J and z ∈ C+. We define the analytic ω-algebra A as the closure of A in Mul(J )
with respect to the operator norm q . The algebra A is similar to A. We continue denoting by Θ
the Weyl homomorphism associated with (az)z>0, via (ait )t∈R. The following result extends
[34, Lemma 2.1].
Theorem 4.1. Let (az)z>0 be as above, and satisfies condition (Gω) for some continuous
weight ω on R. Then (ait )t∈R is an ω-group in QMr (A). Moreover,
(i) (ar )0<r1 is a bounded approximate identity for A;
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‖az‖ eκzω(z), for z 0;
(iii) for λ, z ∈ C+ and w ∈ C, we have Θ(gλ,w)az = Θ(gλ,w+z), whence Θ(gλ,w) ∈ J and
Θ(L1(ω)) ⊂ A. Moreover, Θ(gλ,z) generates a dense ideal in A for each λ ∈ C+ and
z ∈ C;
(iv) for every z ∈ C+, az = limλ→0+ Θ(gλ,z) in A (in J , indeed, if z > 1), uniformly on
compact subsets of C+.
Proof. (i) By hypothesis a1A =A and a1ar = a1+r converges to a1 (in A and hence also in A)
as r → 0+. Also, q(ar) eκω(0), if 0 < r  1. It follows that (ar )0<r1 is a bounded approxi-
mate identity for A.
(ii) Similarly to (i), aitaζ = ait+ζ tends to az+ζ in A, as z → it through C+, for all t ∈ R,
ζ ∈ C+. By density we get ait = limz→it az strongly in Mul(A), for every t ∈ R.
(iii) First assume that λ,w ∈ C+. By the Residue theorem we obtain
Θ
(
gλ,w
)= (1/√4πλ) ∞∫
−∞
e−(r+iw)2/4λair dr
= (1/√4πλ)
∞∫
−∞
e−r2/4λair+w dr
=Θ(gλ)aw
in Mul(A). Thus, for z ∈ C+, Θ(gλ,w+z)=Θ(gλ)aw+z =Θ(gλ,w)az and so the mappings w →
Θ(gλ,w+z) and w → Θ(gλ,w)az are (vector-valued) entire functions which coincide on C+. By
the identity principle we have Θ(gλ,w+z)=Θ(gλ,w)az for all z ∈ C.
Take now w ∈ C, λ ∈ C+, z ∈ C+ with z > 1, and r ∈ R such that 1 < r < z. Since
ar ∈ J we have that Θ(gλ,w) = Θ(gλ,w−z)az−rar ∈ Mul(A)AJ ⊂ AJ ⊂ J . In particular,
Θ(g2 ∗L1(ω)) ⊂ Θ(L1(ω))Θ(g1)Θ(g1) ⊂ Mul(A)AJ ⊂ J . As g2 ∗L1(ω) is dense in L1(ω)
and Θ is continuous from L1(ω) into Mul(A) we conclude that Θ(L1(ω)) lies in the closure
of J in Mul(A). In fact, such a closure is in A because A has a bounded approximate identity
and so is closed in Mul(A).
Finally, take u in Δ(A) and form the ideal Ju = uJ in J . Then Ju = u2Ju [30, p. 124], so
that AJu is dense in Ju (in fact AJu = Ju by Cohen’s factorization theorem [53]). Now, let λ
be in C+ and let z be in C. Since gλ,z ∈ Δ(L1(ω)) we have Ju = Θ(gλ,z)AJu = Θ(gλ,z)Ju,
and therefore Θ(gλ,z)A=A because Ju is dense in A.
(iv) The fact that az = limλ→0+ Θ(gλ,z) (z ∈ C+), is standard (just write az as
∫∞
−∞ g
λ(r)az dr ,
and separate the integral corresponding to Θ(gλ,z)− az ≡Θ(gλ)az − az in two suitable parts as
was done in Theorem 2.3(i)). Moreover, if z > 1 then
p
(
Θ
(
gλ,z
)− az)= p([Θ(gλ,z−1)− az−1]a1) q(Θ(gλ,z−1)− az−1)p(a1).
This implies that az = limλ→0+ Θ(gλ,z) in J . It is easily checked that both convergences are
uniform on compacts subsets of C+. 
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have been characterized in [27, pp. 38, 42, 44] in terms of the growth of az near to the bound-
ary of C+. Theorem 4.1 provides a generalization of such results. Note that in the theorem the
behavior of the semigroup az near to iR is irrelevant. This can be applied to the holomorphic
semigroup built in [50], for instance.
(2) The key point in proving parts (ii) and (iii) is the identity Θ(gλ,w)az = Θ(gλ,w+z), for
λ, z ∈ C+, w ∈ C. The argument used here to show this equality is typical of the arguments one
uses when dealing with analytic vectors in Lie groups. It also plays a central role in the theory of
analytic generators [14].
(3) If −L=Θ(g′)/Θ(g) is the infinitesimal generator of Tt = ait and −H is the infinitesimal
generator of az, with domain D(H) := {x ∈A: limz→0 z−1(azx − x) exists in A}, we have
Θ(g′)az =
∞∫
−∞
g′(t)az+it dt =
∞∫
−∞
g(t)(iH)az+it dt = −iΘ(g)(az)′,
for each z ∈ C+, which means that the quasimultipliers (az)′/az and iL coincide. On the other
hand, since az is holomorphic, (az)′ = −Haz for z > 0 [41, p. 308], so that −H admits the
quasimultiplier (az)′/az as a closed extension on A. Note that −H = (az)′/az provided that at
is a (C0) semigroup. In fact, let x ∈A be such that there exists y ∈A for which (az)′x = azy for
all z ∈ C+. Then, for every natural number n, a1/nx ∈ D(H) with −H(a1/nx) = (a1/n)′x and
we obtain −H(a1/nx)= a1/ny. Since limn a1/nx = x and limn a1/ny = y, it follows that the do-
main of (az)′/az is contained in D(H) and that (az)′/az = −H . We shall also identify −H and
(az)′/az in general (in practice there will be no confusion since H will be applied to elements of
the domain D(H)). From now on (whether or not (Tt ) is the set of boundary values of an analytic
semigroup), we will write the generator of (Tt ) as −iH and write Tt = e−itH , t ∈ R. According
to Remark (iv) following Definition 2.5 we have that σA(A)⊂ {z ∈ C: τ−ω  z τ+ω }.
(4) The semigroup az can be recovered from Θ , as part (iv) shows. Also, by part (iii),
az = Θ(gλ,z)/Θ(gλ) and therefore Θ(gλ,z)/Θ(gλ) becomes a regular quasimultiplier of A.
Nevertheless, the quasimultiplier gλ,z/gλ of L1(ω) is not regular and so, in the holomorphic
case, we may consider the role of Θ as making gλ,z/gλ regular.
Let (Tt )t∈R be an ω-group in QMr (A). Looking for a converse of Theorem 4.1, we may ask
when Tt , t ∈ R, is the set of boundary values of an analytic semigroup (az)z>0 in A, in the
sense that Tt = a1+it /a1, t ∈ R. Note that QMr (A) does not determine A, because two similar
Banach algebras define the same algebra of quasimultipliers, and so any possible extension az
of Tt need not lie in A. Since (Tt )t∈R is a (C0) group of multipliers of the ω-algebra A it seems
reasonable to search for the possible extension az in Mul(A). The next result follows this idea,
and gives some information about the structure of the ω-group. It relies upon the work of El
Mennaoui [28].
Assume then that (Tt )t∈R is an ω-group in QMr (A) generated by −iH , with Weyl homo-
morphism Θ and ω-algebra A. As a (C0) group in Mul(A), (Tt )t∈R is generated by (an exten-
sion of) −iH , and we know that σA(H)⊂ σA(H), see the remarks which follows Definition 2.5.
Put ι(H) := inf{λ: λ ∈ σA(H)}.
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(i) There exists a Banach algebra B similar to A which splits into a topological direct sum
B = A− ⊕ A+, where A− and A+ are Tt -invariant, closed ideals of A, and A− is radical.
Moreover, A⊥ = (0) and Δ(A) = ∅ for  ∈ {−,+}.
(ii) For z ∈ C and  ∈ {−,+}, let az ∈ QM(A) be given by az := Θ(g1,z)u/Θ(g1)u where
u ∈ Δ(A). Then (az)z>0 is an analytic semigroup in Mul(A) satisfying ‖a1+it ‖ =
O(ω(t)) as |t | → ∞, and such that Tt = a1+it /a1 (t ∈ R). Also, az− is quasinilpotent
(z ∈ C+).
Proof. (i) In the sequel, −iH will be regarded as the generator of the (C0) group Tt in Mul(A)
with domain D(H). By Remark (3) to Theorem 4.1 (alternatively one can apply Hille–Yosida’s
theorem, see [53]), σA(H) lies in a horizontal strip of the complex plane. Moreover, according
to the observation that σA(H) ⊂ σA(H) we have that ι(H) > −∞ with respect to the spec-
trum σA(H). We can assume that ι(H) > 0. For α ∈ (0,π/2) and r > 0, let γ be the path
γ := (∞eiα, reiα)∪ [reiα, re−iα] ∪ (re−iα,∞e−iα), positively oriented, in C. We can choose r
and α to place σ(H) to the right of γ . For ξ ∈D(H), let P be defined by
Pξ := − 1
2πi
∫
γ
λ−1(λ+H)−1Hξ dλ+ ξ.
Then the map PH−1 :A → A is linear and bounded. Put A− := ker(PH−1) and A+ :=
ker(PH−1 − H−1). Then A−, A+ are Tt -invariant closed subspaces of A such that D(H) ⊂
A− ⊕ A+ (for, if ξ ∈ D(H), then Pξ ∈ A+ and ξ − Pξ ∈ A−) [28, p. 92]. It is readily seen
that PH−1 and H−1 are multipliers of A. Hence, A− and A+ are (closed) ideals of A. Set
B :=A− ⊕A+ and endow B with the norm ‖ξ‖B := ‖ξ−‖+‖ξ+‖, if ξ = ξ− + ξ+ with ξ ∈A .
Then B is a Banach algebra, a dense ideal of A, such that D(H)⊂ B ↪→A.
Let c ∈A be such that bc = 0 for all b ∈A . Clearly, bc = 0 (b ∈A) and so, by density,
ac = 0 (a ∈A). Since A⊥ = (0) we get c = 0. Thus A⊥ = (0).
If (gt )t>0 is the Gaussian semigroup then Θ(gt ) ∈ D(H) with HΘ(gt ) = (−i)Θ((gt )′).
Thus, in particular,
PΘ
(
gt
)= (−i
2π
∫
γ
λ−1(λ+H)−1 dλ
)
Θ
((
gt
)′)+Θ(gt) ∈ Mul(A),
for every t > 0. Let ξ+ be in A+. Then Θ(gt )ξ+ ∈ D(H) ∩ A+ because A+ is Tt -invariant,
and so PΘ(gt )ξ+ = Θ(gt )ξ+ ∈ A+ (t > 0). Let u ∈ Δ(A). Since Θ(g1)u ∈ Δ(A) there ex-
ists a sequence ξn in A such that limn Θ(g1)uξn = ξ+ in A. Hence, limn PΘ(gt )Θ(g1)uξn =
PΘ(gt )ξ+ = Θ(gt )ξ+ in A for each t > 0. Thus we have limn PΘ(g1)uPΘ(gt )ξn =
limn PΘ(gt )Θ(g1)uξn = Θ(gt )ξ+ for all t > 0. This means that Θ(gt )ξ+ ∈ v+A+ where
v+ := PΘ(g1)u ∈ A+. As limt→0+ Θ(gt )ξ+ = ξ+ in A+, it follows that v+ ∈ Δ(A+). Sim-
ilarly, Δ(A−) = ∅ (use Q := P − I with respect to A− and argue as with P for A+). Thus
Δ(B) = ∅ and we obtain that B is similar to A. Since similarity is an equivalence relation, B is
similar to A.
The fact that A− is radical is shown at the end of the proof of the proposition.
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Θ(g1)u is in Δ(A), and so az is certainly a quasimultiplier of A . Moreover, TtasΘ(g1)u =
Θ(δt )Θ(g
1,s )u = Θ(g1,(s+it))u for every s > 0 and t ∈ R. In particular (for s = 1), Tt =
a1+it /a1 (t ∈ R).
Let H be the operator defined by restriction of H to D(H) ∩ A . Then σ(H+) = σ(H),
σ(H−) = ∅, and −H generates an analytic (C0) semigroup (Sz )z>0 ⊂ L(A) such that
TtS
s
 = Ss+it (s > 0, t ∈ R) [28, Theorem 4.1]. Hence TtSsΘ(g1)u = Ss+it Θ(g1)u . So we get
that TtΘ(g1)u , t ∈ R, is the set of boundary values (obtained as continuous limits as s → 0+)
of the analytic functions SzΘ(g1)u and azΘ(g1)u on C+. By the identity principle, and by
density, az = Sz (z ∈ C+) and therefore az ∈ L(A). Clearly, az is in fact a multiplier of A ,
z ∈ C+. Since a1+it = Tta1 , it follows readily that ‖a1+it ‖ =O(ω(t)) as |t | → ∞.
Finally, az− is an analytic (C0) semigroup and so the spectral mapping theorem applies to
give σ(az−) = exp[−zσ (H−)] ∪ {0} = {0} [3]. This implies that az− is quasinilpotent, for every
z ∈ C+. Furthermore, A− is radical since az−A− =A−. 
A consequence of the proposition is that analytic extensions of ω-groups may well depend on
the growth of ω. As an example, assume that ω is a non-quasianalytic weight, i.e.,
+∞∫
−∞
logω(t)
(
1 + t2)−1 dt <+∞.
Then, if az− is as in Proposition 4.2(ii), we also have
+∞∫
−∞
log+
∥∥a1+it− ∥∥(1 + t2)−1 dt <+∞,
and as az− is quasinilpotent, it implies that az− = 0 for every z ∈ C+ [53, Theorem 5.6], [51].
As azA = A it follows that A− = (0), that is, A = B = A−. Thus az := az+, for z ∈ C+, is an
analytic extension of (Tt )t∈R, in Mul(A) (for another proof of the existence of such an extension,
see [28]). In fact, az can be expressed by means of Θ using the Poisson representation in the
standard way. Let P s be the Poisson kernel on R and let U , V be the harmonic functions on C+
defined by
U(s + it) := P s ∗ [log(1 + ‖T(·)ξ‖)](t) (ξ ∈A; s > 0, t ∈ R),
with U + iV holomorphic in C+. If f := e−(U+iV ) then |f (z)| 1 (z ∈ C+) and limz→it f (z) =
(1 + ‖Ttξ‖)−1 for all t ∈ R [28, p. 96]. As (as)s>0 is a (C0) semigroup in Mul(A), there exists
κ  0 such that ‖as‖  Ceκs for all s > 0, and so ‖as+it‖  ‖ait‖‖as‖  Cω(t)eκs (s > 0,
t ∈ R). Since the weight ω is of exponential type 0 on R [14, pp. 823, 819], we can apply the
Phragmen–Lindelöf theorem [15, p. 136] to the mappings obtained by composition of the ana-
lytic function e−κzf (z)azξ with functionals, to deduce that such functions are bounded on C+.
It follows that
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F(z)
+∞∫
−∞
P z(t)F (it)Tt ξ dt = 1
F(z)
Θ
(
F(i·)P z)ξ,
where F(z) = f (z)e−κz, for every z ∈ C+ and ξ ∈A.
The above integral can be reinterpreted in terms of the quasimultiplier g1,z/g1. Let kerΘ be
the kernel of the mapping Θ :L1(ω) → Mul(A). Put L1θ (ω) := L1(ω)/kerΘ and denote by Θq
the homomorphism from QMr (L1θ (ω)) into QMr (A) induced by Θ ; that is, Θq((f + kerΘ)/
(g + kerΘ)) =Θ(f )/Θ(g) for every (f + kerΘ)/(g + kerΘ) ∈ QMr (L1θ (ω)).
Corollary 4.3. Let ω be a non-quasianalytic weight on R and let Tt be an ω-group in QMr (A).
Assume that ι(H) >−∞. Then the quasimultiplier g1,z/g1 acts as a multiplier on L1θ (ω). In fact,
gzθ := (g1,z + kerΘ)/(g1 + kerΘ) belongs to L1θ (ω) for every z ∈ C+, (gzθ )z>0 is an analytic
semigroup in L1θ (ω), and az := Θq(gzθ ) on C+ is a holomorphic extension of Tt in Mul(A) such
that ‖a1+it‖ =O(ω(t)) as |t | → ∞.
Proof. Put Qz(r) = F(z)−1F(ir)P z(r), for a.e. r ∈ R and z ∈ C+, where F is as above. Since
sup |F(ir)|ω(r) <∞ a.e. on R, we have that Qz ∈ L1(ω) for z ∈ C+, and it is clear that z →Qz
is an analytic L1(ω)-valued function in C+. Also, az := Θ(Qz) and therefore az ∈ Mul(A).
Moreover, from Theorem 4.1 we have that Θ(g1,z)=Θ(g1)az which means that g1,z−g1∗Qz ∈
kerΘ . This implies that gzθ = Qz + kerΘ belongs to L1θ (ω) and that az := Θ(gzθ ) if z ∈ C+.
Obviously, az is analytic and it is also a semigroup by Proposition 1.1(ii). Finally, ‖a1+it‖ 
C‖ait‖‖a1‖ =O(ω(t)) as |t | → ∞. 
Analytic extensions of integrated groups with polynomial growth have been considered for
instance in [27,43] (see also [3,5]). Note that if we have a distribution group Θα :T (α)(ϕ) → A
in A where ϕ is a polynomial then we can take F above to be F(z) = (1 + z)−Ne−κz, where N
is big enough so that F(z)P z belongs to T (α)(ϕ). Then az := F(z)−1Θα(F(i·)P z) is an analytic
extension of Θα(δt ) which lies in A. To finish this section we give a theorem of the same type,
where the extension semigroup az is obtained as the explicit image of the Poisson semigroup.
We shall need a lemma which is in fact a converse of such an extension. The proof of the lemma
proceeds along the same lines as that of Théorème 5.1 of [27, pp. 42, 43], for example. In the
following statement ait
(ν)
:= Θ(Rν−1t ), where Θ is the Weyl morphism of the quasimultiplier
group ait .
Lemma 4.4. Let A be a commutative Banach algebra such that A⊥ = (0) and Δ(A) = ∅. Let
(az)z>0 be an analytic semigroup in A such that
∥∥az∥∥C( |z|z
)α(
1 + |z|β)
for some fixed α,β > 0 and all z ∈ C+. Then ait(ν) ∈A with∥∥ait(ν)∥∥A  Cν |t |ν(1 + |t |β)
for every t > 0 and ν > α.
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semigroup in T (α)(ϕα,β) satisfies the conditions assumed in the lemma; see Theorem 1.12.
Theorem 4.5. Let A be a Banach algebra such that A⊥ = (0) and Δ(A) = ∅. Let α > 0 and
0 β < 1. Assume that Θα :T (α)(ϕα,β) → A is a distribution group with generator −iH such
that σ(H) ⊂ [0,∞). Then the semigroup (az)z>0 in A given by az = Θα(P z) is generated
by −H and it is an analytic extension of the ω-group Θα(δt ) such that
∥∥az∥∥Cα,β( |z|z
)α(
1 + |z|β)
for every z ∈ C+.
Proof. By Proposition 3.5, Tt := Θα(δt ) is a ω-group in QMr (A) and we have its Weyl
homomorphism given by Θ : QMr (L1(ω)) ↪→ QMr (T (α)(ϕα,β)) Θα−→ QMr (A). We shall also
refer to Θα as Θ . Let A be the ω-algebra similar to A for which (Tt )t∈R ⊂ Mul(A) with
‖Tt‖ Cω(t) (t ∈ R). According to Remarks (iii) and (iv) to Definition 2.5, σA(H) ⊂ [0,∞).
Also, the domain D(H 2) of H 2 in A is dense (because it contains Θ(g1)ξ for ξ ∈ A). Hence
Θ :L1(ω)→ Mul(A) can be expressed by
Θ(f )ξ = lim
ε→0+
∫
supp fˆ
fˆ (s)
[
(iε + s −H)−1ξ − (−iε + s −H)−1ξ]ds
for all ξ in the domain of H 2 [61, p. 135]. It follows that Θ(f ) = 0 whenever supp fˆ ∩
[0,∞)= ∅.
Let k be the integer part of α + β , put n = k + 1 and take N = 2n. Let h,ft in L1(ω) be
such that hˆ(u) = une−u2/2, fˆt (u) = 2une−u2/2 sinh(tu)χ(−∞,0](u) if u ∈ R, t > 0 (note that the
function 2une−u2/2 sinh(tu)χ(−∞,0](u) has its (n+ 1)th derivative integrable on R and so its in-
verse Fourier transform ft is O(|x|−(n+1)) as |x| → ∞). If F(u) := uNe−u2e−t |u| −uNe−u2e−tu
(u ∈ R) then F = (h ∗ ft )̂ . Since hˆ(j)(0) = 0 for all j = 0,1,2 . . . , n − 1 = k we see that h
satisfies ω-synthesis for {0} in L1(ω) [61, Theorem 3.2]. Thus there exists hn ∈ L1(ω) with hˆn
vanishing on an interval (−εn, εn), εn > 0, and such that limn→∞ ‖hn−h‖ω = 0. Thus (hn ∗ft )̂
is null on (−εn,∞) whence Θ(hn ∗ft )= 0. As limn→∞ hn ∗ft = h∗ft in L1(ω) and Θ is con-
tinuous we conclude that Θ(h ∗ ft )= 0.
On the other hand, note that ∂Nt P t and ∂Nt g1,t belong to L1(ω) for all t > 0. Further-
more, N being even, we have that (∂Nt g1,t )̂ (u) = ∂Nt ([g1,t ]̂ )(u) = uNe−u2e−tu, and that
[∂Nt (g1 ∗ P t )]̂(u) = ∂Nt ([g1 ∗ P t )]̂)(u) = uNe−u2e−t |u|, for every u ∈ R. This means that
h ∗ ft = g1 ∗ ∂Nt P t − ∂Nt g1,t in L1(ω), and therefore we obtain the identity Θ(g1 ∗ ∂Nt P t ) =
Θ(∂Nt g
1,t ). Now observe that Tt admits an analytic extension az to C+, in Mul(A), because ω
is of polynomial growth at infinity, see Corollary 4.3. By Theorem 4.1, Θ(g1,t ) = Θ(g1)at ,
if t > 0, and from this we get Θ(∂Nt g1,t ) = ∂Nt Θ(g1,t ) = Θ(g1)∂Nt at . So we deduce that
Θ(g1)∂Nt Θ(P
t ) = Θ(g1)∂Nt at (t > 0), which in turn implies by density that ∂Nt Θ(P t ) = ∂Nt at
in Mul(A), for all t > 0. In the last equality P t is considered in T (α)(ϕα,β) (see Theorem 1.12).
Thus there exist ξ0, ξ1, . . . , ξN−1 in (the radical of) Mul(A) such that Θ(P t ) − at =∑N−1
m=0 ξmtm in Mul(A), for all t > 0. Clearly, the equality holds for every t in C+. If we
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∑N−1
m=0 imcm,νtν+mξm (t > 0), with cm,ν =
(m!)(ν + m + 1)−1. Here, P it(ν) is the ν-times integrated group of P it in QMr (T (α)(ϕα,β)),
so that Θ(P it
(ν)
) ≡ Θ(P it )(ν) in QMr (A). Similarly, Tν(t) = Θ(Rν−1t ). According to Theo-
rem 1.12, the semigroup P z in T (α)(ϕα,β) (and then Θ(P z) in A) satisfies the assumptions of
Lemma 4.4. Hence Θ(P it
(ν)
) ∈A and ‖Θ(P it
(ν)
)‖A  Cνtν(1+ tβ) (t > 0), whenever ν > α. Also,
Tν(t) ∈ Mul(A) because T (ν)(ϕν,β) has a bounded approximate identity, and ‖Tν(t)‖Mul(A) 
‖Θ‖‖Rν−1t ‖Mul(T (ν)(ϕν,β ))  Ctν(1 + tβ), for ν > α, by Proposition 1.10.
In short, ∥∥∥∥∥
N−1∑
m=0
imcm,νt
ν+mξm
∥∥∥∥∥Ctν(1 + tβ) for all t > 0.
By assumption, 0  β < 1. Then making t → ∞ we obtain ξm = 0 for m = 1, . . . ,N − 1.
If ξ ∈ A, we have limt→0+ at ξ = ξ in A since at approaches the boundary values Ts . Also,
limt→0+ Θ(P t )ξ = ξ because (P t )0<t<1 is a bounded approximate unit in T (α)(ϕα,β), Θ has
dense action on A, and A is dense in A. So we deduce that ξ0 = 0, and at =Θ(P t ) holds for all
t > 0. Finally, we know that −iH :=Θ(−δ′) is the generator of the quasimultiplier ait , and this
is the same as saying that −H generates az (Remark (3) to Theorem 4.1). 
Remarks. (1) Theorem 4.5 works verbatim if A is replaced with Mul(A) in the statement. The
key point in the argument is the fact that Θ(g1,t − g1 ∗ P t ) = 0 and so the proof would be
simpler if we assumed that σ(H) ⊂ (0,∞). The fact that ξ0 = 0 in the proof means that H =√
H 2 where
√
H 2 is the (classical) square root of H 2. The operator −√H 2 may be presented
as the infinitesimal generator of Θ(P t ) via the subordination of this semigroup with respect
to Θ(gt ).
(2) Another consequence of Lemma 4.4 is that δt is not a multiplier in the algebras
T (α)(ϕα,β). Let A := L1(Rn). It is well known that the Gaussian semigroup Gt in L1(Rn)
is analytic and satisfies (HGα)0 for α = n/2, and that Git is not bounded for any t ∈ R
[3, p. 176]. By the previous lemma, the ν-times integrated group Git(ν) is in L1(Rn) with
‖Git(ν)‖  C|t |ν , t ∈ R, if ν > α. It defines a distribution group, namely Θ :T (ν)(ϕν,0) →
L1(Rn). Since T (ν)(ϕν,0) possesses a bounded approximate identity, Θ extends to the algebra
of multipliers and so, if δt were one of them, its image Θ(δt ) would be in Mul(L1(Rn)). But
Θ(δt ) = Git , which gives us a contradiction. The same argument shows that, if ω is a weight
on R, the algebras T (n)(ω) for which δt is a multiplier, have no bounded approximate identi-
ties.
Putting together Proposition 3.7, Theorem 4.5 and Lemma 4.4 we get the following set of
characterizations, whose proof is left to the reader.
Corollary 4.6. Let Tt be an ω-group in QMr (A) with Weyl homomorphism Θ . Fix α > 0 and
0 β < 1. The following are equivalent:
(i) For every ν > α, Tν(t) :=Θ(Rν−1t ) ∈A and ‖Tν(t)‖ Cν |t |ν(1 + |t |β) for all t ∈ R.
(ii) There exists G :⋃ν>α T (ν)(ϕν,β) → A such that, for every ν > α, G :T (ν)(ϕν,β) → A is a
distribution group for which G(δt )= Tt = G(P it ) if t ∈ R.
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∥∥az∥∥Cν,β( |z|z
)ν(
1 + |z|β)
if z ∈ C+, for every ν > α, and for which Tt = a1+it /a1 (t ∈ R).
Finally, we give a sample of how the preceding ideas work in the operator-valued setting. The
following result provides some extensions to [9, Theorem 3.4], [43, Corollary 3.11], [27,29]. It
must be understood that the family Tν(t) which appears in the statement is an integrated group
in the sense defined in [39]. Also, we omit reference to the different domains of H .
Corollary 4.7. Let H be a closed, densely defined operator on a Banach space X such that
σ(H)⊂ [0,∞). Fix α > 0 and 0 β < 1. The following are equivalent:
(i) For every ν > α, −iH generates an integrated group Tν(t) such that∥∥Tν(t)∥∥ Cν |t |ν(1 + |t |β) for all t ∈ R.
(ii) For every ν > α, −iH generates a distribution group of order ν and growth ϕ, that is,
iH =Θ(δ′)
for a bounded homomorphism Θ :T (ν)(ϕν,β)→ L(X) such that Θ(T (ν)(ϕν,β))X =X.
(iii) The operator −H is the infinitesimal generator of an analytic semigroup az in L(X) such
that azX =X and
∥∥az∥∥ Cν,β( |z|z
)ν(
1 + |z|β),
for every z ∈ C+, whenever ν > α.
Proof. (i) ⇔ (ii) This is shown in [48, Theorem 40]. Note that the implication (ii) ⇒ (i) can be
proved as in our previous Proposition 3.7.
(ii) ⇒ (iii) If A is the Banach subalgebra of L(X) generated by Θ(T (ν)(ϕν,β)) then the hy-
potheses of Theorem 4.5 hold. Hence, the analytic semigroup az :=Θ(P z) in A⊂ L(X) satisfies
the growth property (HGα)β of the statement (see Preliminaries) and is generated by −H . More-
over, azX =X since P z generates a dense ideal of T (ν)(ϕν,β) for any z ∈ C+.
(iii) ⇒ (i) It suffices to apply Lemma 4.4, which also holds for L(X)-valued semigroups az.
Alternatively, we can take A= span{az: z ∈ C+} and follow standard arguments. 
5. Functional calculi of quasimultipliers
Roughly speaking, by a functional calculus of quasimultipliers we mean any algebra homo-
morphism from a function algebra into an algebra of quasimultipliers. There is some relevant
literature on functional calculi able to produce unbounded operators (see, for example, [10,11,
13,16,25,26,59]). Next, we show that such calculi can be connected with quasimultipliers in a
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operator H ) which is related to the H∞ calculus. The discussion followed here takes ideas from
[6,16,59], [30, pp. 89, 90]. Since σA(H) ⊂ {τ−ω  z  τ+ω } (see Remark (3) to Theorem 4.1),
we consider analytic functions on horizontal strips.
For τ > 0, set Στ := {ζ ∈ C: −τ < ζ < τ }. Let H∞(Στ ) be the usual Banach algebra
of bounded analytic functions on Στ . Let Ab(Στ ) denote the Banach subalgebra of H∞(Στ )
formed by the functions which are also continuous on Στ . Set ϕ(ζ ) = eζ (1 + eζ )−2 (ζ ∈ Στ ).
For δ > 0, we define Aδ0(Στ ) as the subalgebra of Ab(Στ ) of all functions h for which
h(ζ )ϕ−δ(ζ )→ 0 as |ζ | → ∞. Endowed with the norm ‖h‖ϕ,δ := ‖hϕ−δ‖∞,Aδ0(Στ ) is a Banach
algebra and a Banach module of Ab(Στ ). Note that Aδ0(Στ ) is an integral domain and therefore
Aδ0(Στ )⊥ = (0). Moreover, Aδ0(Στ ) possesses dense principal ideals. In fact, for the Gaussian
semigroup (gz)z>0 we have that gˆz(ζ ) = e−zζ 2 (ζ ∈ Στ ). Then gˆz ∈ Aδ0(Στ ) and ‖gˆz‖∞ 
e(τ |z|)2/z, if z > 0. For w = 0, limz →w gˆz = gˆw uniformly on compact subsets of Στ , so that
(gˆt )t>0 is an approximate identity in Aδ0(Στ ), and the mapping z → gˆz,C+ →Aδ0(Στ ) is con-
tinuous. Further, z → gˆz is analytic by Morera’s theorem and so (gˆz)z>0 becomes an analytic
semigroup in Aδ0(Στ ). Now, using the argument of the end of the proof of Proposition 1.1, we
obtain
gˆzAδ0(Στ )=Aδ0(Στ ).
In particular, Aε0(Στ ) is dense in Aδ0(Στ ) if 0 < ε  δ, and therefore all the algebras Aδ0(Στ )
are similar. We have shown that QM(Aδ0(Στ )) exists and does not depend on δ. Even more,
QMr (Aδ0(Στ )) coincides with Ab(Στ ), and this is the algebra of multipliers of Aδ0(Sτ ). To see
this, consider a regular quasimultiplier F of Aδ0(Sτ ). There are h ∈ Δ(Aδ0(Στ )) and λ > 0 such
that Fnh ∈ Aδ0(Στ ) (n ∈ N), and sup{‖λnFnh‖ϕ,δ: n = 1,2, . . .} < ∞. This means that there
exists C > 0 such that |λF(ζ )|n|h(ζ )||ϕ−δ(ζ )|  C for all ζ ∈ Στ and n ∈ N, from which we
have |F(ζ )| 1/λ for all ζ ∈ Στ . In other words, F ∈Ab(Στ ). As on the other hand, Aδ0(Στ )
is a Banach module of Ab(Στ ), we conclude that QMr (Aδ0(Στ ))= Mul(Aδ0(Στ )) =Ab(Sτ ).
Algebras like Aδ0(Στ ) underlie implicitly (via exponentiation) the calculus given in [16,59].
We now consider bigger algebras. Set φ(ζ ) := ζ 2 + 4τ 2 (ζ ∈ C) and let φ(δ+1)/2 denote the
function φ(δ+1)/2(ζ ) = exp[ δ+12 log(ζ 2 + 4τ 2)], where log is the branch of the logarithm ana-
lytic in C \ (−∞,0]. Then φ(δ+1)/2 is holomorphic in C \ {iy: y ∈ R, |y|  2τ }. We define
Eδ0 (Στ ) as the subalgebra of Ab(Στ ) formed by functions h such that hφ(δ+1)/2 tends to zero at
infinity through Στ . Endowed with the norm ‖h‖φ,δ := ‖hφ(δ+1)/2‖∞, Eδ0 (Στ ) is a Banach alge-
bra. Moreover, (gˆz)z>0 is an analytic semigroup with gˆz ∈ Δ(Eδ0 (Στ )) (z ∈ C+), and Aε0(Στ ),
Eδ0 (Στ ) are similar for all values of ε, δ  0. In particular, QMr (Eδ0 (Στ ))=Ab(Στ ).
Suppose that ω is a continuous weight on R with τ±ω := limt→±∞ t−1 logω(t). Put τω :=
max{|τ−ω |, |τ+ω |}. For α > 0, let ϕα,ω(t) := |t |αω(t) (so ϕα,ω ∈ Ωα). Then T (α)(ϕα,ω) ⊂ L1(ω).
We shall identify T (0)(ϕ0,ω) with L1(ω).
Proposition 5.1. Let τ be such that τ > τω and let α  0. For every δ > α, the inverse Fourier
transform F−1 :Eδ(Στ )→ T (α)(ϕα,ω) is a bounded, injective, algebra homomorphism of dense0
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extends to pseudobounded, injective homomorphisms
F−1 :Ab(Στ )→ QMr
(T (α)(ϕα,ω))
and
F−1 : QM(Aδ0(Στ ))≡ QM(Eδ0 (Στ ))→ QMr(T (α)(ϕα,ω)).
Proof. Take h ∈Aδ0(Στ ) and s > 0. By the Residue theorem,
(F−1h)(s) := 1
2π
∞∫
−∞
h(r)eisr dr = 1
2π
∞∫
−∞
h(u+ iτ )eis(u+iτ ) dr.
Then, if α is not an integer,
Wα+
(F−1h)(s) =W−([α]+1−α)+ W [α]+1+ (F−1h)(s)
= ([α] + 1 − α)−1 ∞∫
s
(t − s)[α]−αW [α]+1+
(F−1h)(t) dt
= C
∞∫
−∞
∞∫
s
(t − s)[α]−αe−t (τ−iu) dt h(u+ iτ )(τ − iu)[α]+1 du
= C
∞∫
−∞
h(u+ iτ )(τ − iu)αe−s(τ−iu) du,
from which it follows that
∣∣Wα+(F−1h)(s)∣∣ Ce−τs ∞∫
−∞
‖h‖φ,δ
|(u+ iτ )2 + 4τ 2|(δ+1)/2
(
u2 + τ 2)α/2 du
 Ce−τs‖h‖φ,δ
∞∫
−∞
(u2 + τ 2)α/2
(u2 + 3τ 2)(δ+1)/2 du= Cδe
−τs‖h‖φ,δ.
(If α is an integer the above inequality follows directly from differentiation under the integral.)
Analogously, if s  0 we can integrate on r − iτ (r ∈ R), and use the derivative Wα− to obtain
the corresponding inequality. Thus we obtain altogether that |Wα0 (F−1h)(s)|  Cδe−τ |s|‖h‖φ,δ
for all s ∈ R. By definition, there is a constant Cτ > 0 such that ω(s) Cτ exp( τ+τω2 |s|), for all
s ∈ R. Hence F−1h belongs to T (α)(ϕα,ω), and its norm is bounded by
2Cτ,δ‖h‖φ,δ
∞∫
e−τssαe(τ+τω)s/2 ds = 2α+2(α + 1)Cτ,δ(τ − τω)−(α+1)‖φ‖φ,δ.0
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Finally, g ∗Cc(R) is dense in T (α)(ϕα,ω), see Theorem 1.11. For each f ∈ Cc(R) its Fourier
transform fˆ is an entire function of exponential type on C, from which we have that gˆfˆ ∈
Aδ0(Στ ) (recall, gˆ(ζ )= e−ζ
2 if ζ ∈Στ ). Hence
g ∗Cc(R)=F−1
(
gˆF(Cc(R)))⊂F−1(Aδ0(Στ ))⊂F−1(Eδ0 (Στ ))⊂ T (α)(ϕα,ω)
and then F−1(Aδ0(Στ )), and F−1(Eδ0 (Στ )), are dense in T (α)(ϕα,ω). Thus F−1 extends auto-
matically up to the level of the algebras of regular quasimultipliers (and quasimultipliers). 
If ω(s)= Ceτω|s|(1+|s|β), for every s ∈ R, where τω,β  0, then the constant Cτ,δ appearing
in the previous result is independent of τ . In fact, in this case ‖F−1‖ C(τ − τω)−(α+β+1).
We can now establish a QM(Eδ0 (Στ )) calculus for generators of ω-groups. Let A be a Banach
algebra such that A⊥ = (0) and Δ(A) = ∅ and let (Tt )t∈R be an ω-group in QMr (A). Suppose
that the Weyl morphism of (Tt )t∈R is a distribution group in A, say Θ : T (α)(ϕα,ω) → A, for
some α  0 (if α = 0, use Mul(A) instead of A, where A is the ω-algebra of A). Let Ψ be
the mapping from Eδ0 (Στ ) into A defined by Ψ := Θ ◦ F−1. It is apparent that Ψ (gˆ) ∈ Δ(A).
The following theorem is an immediate consequence of Proposition 5.1, Theorems 2.3, 2.7 and
Proposition 3.5. Let ρ > τ > τω.
Theorem 5.2. Set
ωα(t)=
(
1 + |t |α)ω(t), for t ∈ R.
The mapping Ψ extends to the pseudobounded algebra homomorphisms
Ψ : QM(Eδ0 (Στ )) F−1−→ QM(L1(ωα)) i−→ QM(T (α)(ϕα,ω)) Θ−→ QM(A)
and
Ψ :H∞(Σρ)⊂Ab(Στ ) F
−1−→ QMr
(
L1(ωα)
) i−→ QMr(T (α)(ϕα,ω)) Θ−→ QMr (A).
Remarks. (1) There is a partial converse of the theorem in the sense that if Ψ :H∞(Στ ) →
QMr (A) is a pseudobounded algebra homomorphism then there exists an eτ |t |-group (Tt )t∈R in
QMr (A) such that Ψ =Θ ◦F−1 where Θ is the Weyl morphism of Tt . In fact, the function ζ →
e−itζ belongs to H∞(Στ ) and Tt is defined by Tt = Ψ (e−itζ ), t ∈ R. Note also that the identity
function ζ → ζ is in QM(Eδ0 (Στ )) and its image under Ψ is H , where Tt = e−itH (t ∈ R).
(2) Proposition 5.1 and Theorem 5.2 are to be compared with Lemma 3.8 and Theorem 3.9
of [30], although our results are considered here in a somewhat different sense than are those
of [30].
Theorem 5.2 applies to operator-valued families. Recall the notation QM(X;A) := {TX:
T ∈ QM(A)} and QMr (X;A) := {TX: T ∈ QMr (A)} given in the Preliminaries.
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A=Θ(T (α)(ϕα,ω)) in the norm topology. Then, for every τ > τω, there exists a pseudobounded
homomorphism
QM(Eδ0 (Στ ))→ QM(A)≡ QM(X;A),
with restriction
H∞(Στ )→ QMr (A)≡ QMr (X;A),
which sends the function ζ → ζ of QM(Eδ0 (Στ )) into H of QM(A).
Proof. It suffices to consider the homomorphism Ψ of Theorem 5.2 to obtain the desired map.
Since iH =Θ(δ′) it follows easily that H belongs to QM(A). 
The corollary is telling us, via Proposition 3.7, that every (operator-valued) integrated group
enjoys the functional calculus of the statement.
Sectorial operators
The H∞ calculus for sectorial operators has received much recent attention due to its appli-
cations to differential operators and evolution equations. Here, we show that such a calculus is
of the same type as the calculus constructed above.
Let τ be a real number such that 0 < τ < π . Put Sτ = {λ ∈ C \ {0}: | arg(λ)| < τ }, where
arg(λ) is the continuous branch of the argument which takes values in [−π,π). Let H∞(Sτ )
be the Banach algebra of bounded analytic functions on Sτ and let Ab(Sτ ) denote its closed
subalgebra formed by the functions which are also continuous on Sτ \ (0). Let ψ(λ) := λ(1 +
λ)−2, if λ ∈ Sτ . For δ > 0, we denote by Aδ0(Sτ ) the subalgebra of Ab(Sτ ) of all functions f for
which f (λ)ψ−δ(λ)→ 0 as |λ| → ∞ or |λ| → 0. Endowed with the norm ‖f ‖ψ,δ := ‖fψ−δ‖∞,
Aδ0(Sτ ) is a Banach algebra and a Banach module of Ab(Sτ ).
Since the exponential function maps Στ homeomorphically onto Sτ it defines correspond-
ing isomorphisms between the algebras H∞(Sτ ), Ab(Sτ ), Aδ0(Sτ ) and the algebras H∞(Στ ),
Ab(Στ ), Aδ0(Στ ), respectively. In particular, the functions
bz(λ) := exp[−z(logλ)2], λ ∈ Sτ , z ∈ C,
form an analytic semigroup in Aδ0(Sτ ) such that bzAδ0(Sτ ) = Aδ0(Sτ ). Also, all the alge-
bras Aδ0(Sτ ), δ > 0, are similar and we have QMr (Aδ0(Sτ )) = Mul(Aδ0(Sτ )) = Ab(Sτ ). Set
DR(Sτ ) := ⋃δ>0Aδ0(Sτ ) and F(Sτ ) := ⋃δ>0 ψ−δH∞(Sτ ). Clearly, DR(Sτ ) ⊂ H∞(Sτ ) ⊂
F(Sτ ) (the notation for these spaces is taken from [59]).
Lemma 5.4. If ρ > τ > 0 the algebra F(Sρ) is (strictly) contained in QM(Aδ0(Sτ )), for all δ > 0.
Proof. Take δ > 0. If f ∈ F(Sρ) then there exists k > 0 such that fψk ∈ Ab(Sτ ). Hence
(f h1)ψ−δ = (fψk)(ψ−(k+δ)h1) ∈Ab(Sτ )A00(Sτ )⊂A00(Sτ ). Thus f h1 ∈Aδ0(Sτ ) and therefore
f = (f h1)/h1 ∈ QM(Aδ (Sτ )). Moreover, the inclusion is strict because the function e(logλ)2/20
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2/2 is in Aδ0(Sτ ). So e(logλ)
2/2 = e−(logλ)2/2/h1(λ) ∈
QM(Aδ0(Sτ )). 
Let H be a closed, one-to-one, operator with dense domain and dense range in a Banach
space X. The operator H is said to be sectorial if its spectrum σ(H) lies in Sτ0 , for some τ0 such
that 0  τ0 < π (if τ0 = 0, we define S0 := [0,∞)), and ‖(z − H)−1‖  Cτ |z|−1 if z ∈ C \ Sτ
and τ > τ0. Take the path γ (t) := |t |e−i(sign(t))τ (t ∈ R). The Dunford–Riesz integral
1
2πi
∫
γ
(z−H)−1h(z) dz
is well defined for every h ∈ DR(Sτ ), and yields an algebra homomorphism Υ from DR(Sτ )
into L(X). Further, either using inverses of certain injective operators [16] or by approxima-
tion [59], this homomorphism can be extended to a map from F(Sτ ) into the linear space C(X)
of closed operators on X. The resulting mapping, which we denote also by Υ , becomes a func-
tional calculus for H in a precise and useful sense [16,59].
It turns out that the calculus Υ can be extended to quasimultipliers (compare with Theo-
rem 5.2). To see this, first note that the restriction Υ δ0 of Υ on Aδ0(Sτ ), for fixed δ > 0, is
a bounded algebra homomorphism into L(X) such that Υ δ0 (Aδ0(Sτ ))X is dense in X (since
Υ (ψ) has dense range [16, p. 55]). Let A be the Banach algebra A := Υ δ0 (Aδ0(Sτ )) in L(X).
Then A⊥ = (0) and Δ(A) = ∅ and therefore Υ δ0 extends canonically to a (unique) homomor-
phism Υ˜ δ0 : QM(Aδ0(Sτ )) → QM(A) ≡ QM(X;A), with restriction Υ˜ δ0 :H∞(Sτ ) → QMr (A) ≡
QMr (X;A).
We denote the isomorphismsAδ0(Sτ )→Aδ0(Στ ) andAδb(Sτ )→Aδb(Στ ) by the same letter κ .
Proposition 5.5. If H is a sectorial operator as defined above then Hit is a group of regular
quasimultipliers of A and the calculus Υ is given by
Υ ≡ Υ˜ δ0 :F(Sρ)⊂ QM
(Aδ0(Sτ )) κ˜−→ QM(Aδ0(Στ )) F−1−→ QM(L1(eτ |t |)) ΘL−→ QM(A)
≡ QM(X;A)
and
Υ ≡ Υ˜ δ0 :H∞(Sρ)⊂Aδb(Sτ ) κ˜−→Aδb(Στ ) F
−1−→ QMr
(
L1
(
eτ |t |
)) ΘL−→ QMr (A)
≡ QMr (X;A)
with Υ (λ → λ)=H , where ΘL is the Weyl morphism associated with Hit , for every ρ > τ > τ0.
Proof. By Lemma 5.4, F(Sρ) ⊂ QM(Aδ0(Sτ )). Also, the calculus Υ for H is defined by
Υ (f ) = Υ (ψ)−kΥ (fψk) for f ∈ F(Sρ), see [16], and then it can be regarded as the quotient
Υ δ0 (fψ)
k/Υ δ0 (ψ)
k =: Υ˜ δ0 (f ) in QM(A) (note that ψ ∈ Δ(Aδ0(Sτ )) because h1 = ψ(ψ−1h1),
and so Υ δ0 (ψ) generates a dense ideal in A). Hence, Υ˜ is the restriction mapping of Υ˜ δ0 on F(Sρ).
Now, for t ∈ R, the function λ → λit is in H∞(Sτ ) and has sup-norm bounded by the
weight eτ |t |, whence it is readily seen that (H it )t∈R is an eτ |t |-group in QMr (A). Let −iL be
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of (H it )t∈R. Using an argument as in [59, pp. 356, 357], we can show that Υ factorizes as
Υ :F(Sρ)
M˜−→ QM(L1(eτ |t |)) ΘL−→ QM(A), as we wanted to prove (here, M is the Mellin trans-
form in the notation of [59] and M˜ is its corresponding extension; note that M=F−1 ◦ κ). 
For a given closed operator H , the calculus Ψ of the first part of this section corresponds to
the group (e−itH )t∈R for which −iH represents the infinitesimal generator, whereas the cal-
culus Υ of Proposition 5.5 corresponds to the group (H it )t∈R for which Hi is the analytic
generator. A theory for the analytic generator of groups of regular quasimultipliers has been
proposed in [35].
For ω-groups such that ω has moderate growth at infinity, it is possible to find non-analytic
functional calculi. As an example, the spectral distributions of integer order n and weight |t |n
introduced in [9] give rise to a calculus which automatically extends to C(∞)(R) and produces
unbounded operators. Incidentally, an algebra, say Tˇ (α)(ϕ), whose elements would be called
spectral distributions of fractional order α and “weight” ϕ, could be defined in the same way as
spectral distributions are defined in [9]. That is, Tˇ (α)(ϕ) would be the algebra (for the pointwise
product) of Fourier transforms of functions in T (α)(ϕ), endowed with the norm transferred from
the norm in T (α)(ϕ) (the spectral distributions of [9] would correspond to Tˇ (n)(|t |n)). Instead of
using algebras like Tˇ (α)(ϕ) we consider here algebras of AC(μ) type.
We finish this paper with a result on non-analytic functional calculus. Let α > 0 and 0 
β < 1. Put %ν(t) = 1 + |t |ν+β (t ∈ R), for ν > α. In the statement, Φν,β denotes the extension
of the calculus defined in Theorem 0.8.
Corollary 5.6. Assume any of the equivalent assertions of Corollary 4.7. Let A be the Banach
algebra A=Θ(T (ν)(ϕν,β)) in L(X). Then −iH generates the %ν -group Tt in QMr (A) given by
Tt = a1+it /a1 =Θ(δt )=Θ(P it ), if t ∈ R. Moreover, for every ν > α, μ> ν+β , and n μ+ 12 ,
there exists a (closed) unbounded functional calculus Φ given by
C
(n)
b
([0,∞)) ↪→ QMr(AC(μ+1/2)(β)) Φν,β−→ QMr(T (ν)(ϕν,β)) Θ−→ QMr (A)≡ QMr (X;A).
In an analogous manner, the calculus extends as
C(n)
([0,∞)) ↪→ QM(AC(μ+1/2)(β)) Φν,β−→ QM(T (ν)(ϕν,β)) Θ−→ QM(A) ≡ QM(X;A)
so that Φ(u → u)=H .
Proof. The mapping T (ν)(ϕν,β) Θ−→ A extends to the Weyl morphism QMr (T (ν)(ϕν,β)) Θ−→
QMr (A), and −iH generates the %ν -group Tt = Θ(δt ) by Proposition 3.5 (and the remark fol-
lowing the proposition). From Theorem 4.5, Tt admits a holomorphic extension on C+, given by
az =Θ(P z), in A, so that Tt = a1+it /a1 =Θ(P 1+it )/Θ(P 1)=Θ(P it ), for all t ∈ R.
On the other hand, property (HGα)β entails the existence of the functional calculus
Φν,β : QMr (AC(μ+1/2)(β)) → QMr (T (ν)(ϕν,β)), if μ > ν + β , given by Theorem 0.8. Further,
if n μ+ 12 then C(n)b ([0,∞)) ⊂ QMr (AC(μ+1/2)(β)) by Proposition 0.9.
Finally, for the last part of the statement, it is enough to lift Φ = Θ ◦ Φν,β to the level of
general quasimultipliers and apply Proposition 0.9 again. 
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with τ0 = 0 and certain Banach algebras A which arise as ideals of algebras AC(μ+1/2)(β). In
fact, H∞(Sτ ) is continuously included (via a Cauchy-type formula of fractional order) in the
multiplier algebra of A for every τ > 0. In such a way, it is possible to give an unbounded
functional calculi which produces quasimultipliers and where the operating functions satisfy
some Mikhlin-type conditions [36].
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