This paper addresses the Multi-Robot Patrolling Problem, where agents must coordinate their actions while continuously deciding which place to move next after clearing their locations. This problem is commonly addressed using centralized planners with global knowledge and/or calculating a priori routes for all robots before the beginning of the mission. In this work, two distributed techniques to solve the problem are proposed. These are motivated by the need to adapt to the changes in the system at any time and the possibility to add or remove patrolling agents (e.g., due to faults).
Introduction
Over the past couple of decades, research in multi-robot systems (MRS) has witnessed progress as never before. More particularly, multiple robots have been increasingly used in military and security applications, taking advantage of space distribution, parallelism, task decomposition and redundancy. In this context, there have been several advances in multi-robot patrolling and coverage, map learning, graph-exploration and networked robots [1] .
This work addresses MRS for cooperative patrolling missions in realistic scenarios. To patrol is herein defined as "the activity of going around or through an area at regular intervals for security purposes" [2] . It requires every position in the environment, or at least the ones that need surveillance, to be regularly visited, assuring a minimum frequency for verifying the existence of intruders or other anomalies. Being monotonous and repetitive, these missions may also be dangerous (e.g., patrolling in hazardous environments). Therefore, using MRS in this context can be advantageous to secure human lives in applications like mine clearing [3] , search and rescue operations [4] or surveillance [5] , enabling human operators to be occupied in nobler tasks like monitoring the system from a safer location [6] .
In the coverage problem, the environment is usually modeled as a grid-like map requiring the team of robots to sweep all cells of the environment. Conversely, in the area patrolling problem, it is common to abstract the environment through a topological, graphlike map and robots are expected to have improved sensing abilities, meaning that they need to visit regularly all important places in the environment without necessarily going everywhere. Thus, the Multi-Robot Patrolling Problem (MRPP) requires coordination of agents decision-making with the ultimate goal of achieving optimal group performance. Additionally, it aims at monitoring environments, obtaining information, searching for objects, detecting anomalies and clearing areas in order to guard the grounds from intrusion. Consequently, performing a patrolling mission with a team of any given number of autonomous and cooperative robots distributed in space represents a complex challenge.
To approach this problem, we propose two distributed solutions that make their decisions using a Bayesian-based mathematical formalism to coordinate the team of mobile robots. As will be seen, the main advantages of this framework are the adaptability to the system's needs, which results from providing the robots with suitable autonomy; the straightforwardness of implementation; and the quality of the technique when placed in comparison against other techniques, leading to a scalable and fault-tolerant solution.
In the next section, a literature review is conducted and the contributions of the paper are described. Afterwards, the MRPP is defined and the performance metric is presented in section 3. The following section describes the two distributed multi-robot patrolling strategies proposed in this paper. Sections 5, 6 and 7 present the results obtained both through simulations and hardware experiments, as well as a discussion of the facets of the problem. Finally, the article ends with conclusions and open issues for future research.
Related Work
Research on the patrolling problem with multiple robots has focused on three different fronts: adversarial patrol (cf., [7] , [8] ), perimeter patrol (cf., [9] , [10] ) and area patrol (cf., [11] , [12] ). In adversarial patrol, the team of robots assumes the existence of an intruder and the aim is to coordinate the searchers to capture the opponent as quickly as possible. On the other hand, the main focus of perimeter and area patrol is to guarantee frequent visits to strategic places in the environment for security purposes. However, in perimeter patrol, the agents only move in the boundaries of the environment, whilst in area patrol, agents conduct their tasks throughout the environment. Henceforth, the focus is mainly on the latter and the expression MRPP is used to refer to this particular problem.
Several theoretical contributions to the MRPP have already been presented [11] , [13] , [14] and it has been shown that the problem is NP-hard. Nevertheless, based on a topological representation of the environment and using global/centrali-zed information, it is commonly accepted in the literature that optimal patrolling can be obtained if all robots follow the same TSP 1 or Hamilton cycle, equally distributed in time and space [15] , [16] . However, these cycles are not trivial to compute in sparse topologies (the case of most real world environments), not even existing in most cases. In addition, according to [17] , "these classical optimization problems do not capture the repetitive, and hence dynamic, aspect of the patrolling problem, nor the synchronization issues that arise when a timing among the visits of certain zones is required".
Beyond these contributions, several authors have proposed distinct solutions for multirobot coordination in patrolling missions based on a variety of concepts. Simple pioneer architectures, using agents guided to locations that have not been visited for a while, were firstly introduced in [18] and further explored in [19] . These architectures differ on the basis of their agents' capabilities, perception, communication and decision-making. Although assuming several simplifications in the simulation environment used, the authors concluded that, in some cases, simple strategies with reactive agents, even without communication capabilities, can achieve equivalent or improved performance when compared to more complex ones. Following these studies, other models have been proposed subsequently. Numerous works explore graph theory tools like spanning trees [20] , [21] or graph partitioning [22] , [23] to compute minimal-cost cycles that assign efficient routes for each robot in the patrolling mission.
Several other models have been proposed to coordinate the patrolling agents. In [24] , the problem is seen in a task allocation perspective, where each robot is assigned a different region to visit. Similarly, in [25] , the authors make use of group-level task allocation in an area reconnaissance scenario, where multiple robots cooperate by sharing the subcomponents of a task through task tree auctions. The concept of auctions and market-based coordination is also explored in other works, such as [26] and [27] , where agents bid to exchange vertices of the patrol graph to increase overall patrol effectiveness. In [28] , the patrolling task is modeled as a reinforcement learning problem in an attempt to allow automatic adaptation of the agents' strategies to the environment. In summary, agents have a probability of choosing an action from a finite set of actions, having the goal of maximizing a long-term performance criterion, in this case node idleness. Reinforcement learning is also adopted by Ishiwaka et al. [29] to model the behavior of a team of agents, which aim at predicting the location of their teammates as well as the movement direction to a common target. In identical surveillance application scenarios, where the threat of having adversarial agents is an important issue, the problem is commonly addressed using game theory tools [8] , [30] . Moreover, in [31] the patrolling problem is casted as a multi-agent Markov decision process, where a reactive and a planning-based technique are compared. The authors conclude that both perform similarly, with the latter being slightly superior in general, since it looks further ahead than the former, which is purely local. However, the reactive technique runs much faster, suggesting that a simple and computationally cheaper approach can be used in many applications, instead of more complex strategies which only perform slightly better. Chen and Yum [32] also formulated the problem as a Markov decision process and proposed a patrol routing strategy under a finite horizon approximation. In addition, reactive agents and swarm-based solutions to the patrolling problem have been studied by [33] and [34] , where it is assumed that agents have limited computational power, communication abilities and memory storage. Finally, other reactive-driven methods have been proposed by [35] and [36] using the concept of artificial forces. For a more detailed survey of multi-robot patrolling strategies, the interested reader should refer to [37] .
Despite the diversity of techniques proposed, there is an evident lack of implementation using physical MRS. Only sporadic studies have gone beyond simulations. In fact, all simulators use simplifying approximations to some extent. In some cases, this may jeopardize the validity of the outcome, which departs from observations in the real world. Furthermore, the MRPP is mainly a practical problem and it is essential to validate convincing real world solutions as well as comparing different techniques.
In the past, Cabrita et al. [38] successfully employed a team of Roomba robots, which navigated through indoor corridors aiming at monitoring the environment by collecting samples of alcohol concentration and temperature. To this end, the Multilevel Subgraph Patrolling (MSP) algorithm, which partitions the environment in regions and assigns a region to each robot [39] , was adopted. Similarly, Iocchi et al. [40] tested both a cyclic and a partitioning strategy, addressing coordinated robot behavior. Their experiments were validated using realistic simulations as well as employing Erratic platforms in an indoor environment. Finally, Pasqualetti et al. [17] focused on constructing tours using graphtheoretic techniques, instructing the robots to travel according to an Equal-Time-Spacing trajectory. Experiments were conducted in an indoor lab scenario also using Erratic mobile robots.
These approaches have in common the fact that the patrolling routes for each robot were computed a priori by a centralized entity using global information and later passed on to the robots. Predefined routes may ensure good patrol performance in several applications, however deterministic solutions ease the task of an intruder that aims to break into the environment [7] . In contrast, we extend our previous work [41] by validating a distributed coordination approach in a large indoor real-world environment, where fully autonomous agents decide locally and sequentially their patrol routes according to the state of the system, without requiring a central planner. It is shown that agents can coordinate effectively, using distributed communication, independently of the number of robots in the team. Additionally, it is also demonstrated that the approach is robust to robot failures.
In a previous study [12] , it was concluded that research should be oriented towards multi-robot patrolling strategies that minimize the effect of interference between agents in order to increase the team's scalability. Hence, preliminary Bayesian-based techniques are herein proposed to assist the agents local decision-making process according to the state of the system in their neighborhood as well as the positions of other teammates. This framework is adopted due to its proven efficiency when handling problems that deal with uncertainty [42] , [43] . In this work, the models proposed are simple and can easily be reproducible and expanded in the future. Also, the focus is especially put on practical experimentation and showing that simple models, as those proposed in the article can attain exceeding results in the field. To summarize, the contributions of this work to the state-of the-art are as follows:
• Description of two distributed and scalable approaches to the MRPP, whose effectiveness is attested in the experiments conducted.
• Definition of a Bayesian-inspired mathematical formalism using conditional probability distributions in the context of MRPP, providing adaptability to the system and the flexibility to add and remove decision variables.
• Qualitative comparison against several approaches in the state of the art, in terms of performance and scalability, showing important advantages of the proposed solutions by means of simulations using Stage/ROS [44] .
• The work is initially verified with low-cost platforms in a lab scenario and an implementation of a system for multi-robot patrol in a real-world scenario is presented.
• Beyond the good performance and ability to scale to larger teams, we demonstrate that the system is robust to robot failures and communication errors, and we also show that simulations conducted are realistic and present similar results to real world tests. This paper is a culmination of two previous works [45] , [41] , yet it distinguishes itself from these previous publications by presenting a more thorough and detailed literature survey and the development of a fully distributed system, carrying out new simulation experiments and experiments in an indoor infra-structure with detailed discussion of implementation aspects. Also novel is the assessment through real world experiments on the adaptability, scalability and fault-tolerance nature of the approach, as well as the assessment of the realism of Stage/ROS simulations and the analysis of how communication errors affect the system's performance.
Problem Definition
In this work, the problem of efficiently patrolling a given environment with an arbitrary number of robots is studied. Agents are assumed to have an a priori map of the environment and through a graph extraction algorithm [46] , they obtain an undirected, connected and metric navigation graph G = (V, E) with v i ∈ V vertices and e i, j ∈ E edges. Each vertex represents a specific location that must be visited regularly and each edge represents the connectivity between these locations, having a weight |e i, j | defined by the metric distance between v i and v j . |V| represents the cardinality of the set V and |E| represents the cardinality of the set E. Seeing as undirected graphs are assumed, then: |E| ≤ |V|·(|V|−1)
.
Informally, a good strategy is one that minimizes the time lag between two passages to the same place and for all places. Thus, the MRPP can be reduced to coordinate robots in order to visit frequently all vertices of the graph, ensuring the absence of atypical situations with respect to a predefined optimization criterion.
In order to address and compare the performance of different patrolling algorithms, it is important to establish an evaluation metric. Diverse criteria have been previously proposed to access the effectiveness of multi-robot patrolling strategies. Typically, these are based on the idleness of the vertices, the frequency of visits or the distance travelled by agents [40] . In this work, the first one has been considered [12] , given that it measures the elapsed time since the last visit from any agent in the team to a specific location. Idleness is intuitive to analyze and brought into confrontation with the possibility of attacks to the system, seen as it uses time units. Thus, in the following equations, we define important variables used in the remaining sections of the article.
The instantaneous idleness of a vertex v i ∈ V in time step t is defined as:
where t l corresponds to the last time instant when the vertex v i was visited by any robot of the team.
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Consequently, the average idleness of a vertex v i ∈ V in time step t is defined as:
where C i represents the number of visits to v i . Considering now I V as the set of the average idlenesses of all v i ∈ V, given by:
the maximum average idleness of all vertices max(I V ) in time step t is defined as:
For simplicity of notation, let us omit (t) whenever timing is not relevant. Finally, in order to obtain a generalized measure, the average idleness of the graph G (I G ) is defined as:
A similar assumption to other works in the literature ( [11] , [18] ) is taken in the beginning of the experiments, where for all v i ∈ V, I v i (0) = 0, as if every vertex had just been visited, when the mission started. As a consequence, there is a transitory phase in which the I G values tend to be low, not corresponding to the reality in a steady-state phase, as will be seen in the results section. For this reason, the final I G value is measured only after convergence in the stable phase.
Considering a patrol path as an array of vertices of G, the multi-robot patrolling problem can be described as the problem of finding a set of paths x which visit all vertices v i ∈ V of the graph G, using an arbitrary team of R robots, with the overall team goal of minimizing I G :
by finding:
such that:
Note that x r represents the patrolling path of robot r, which has an arbitrary dimension that depends on each robot's decisions and v a , v b , ... are generic vertices in V, which do not imply any specific order.
In this work, instead of relying in precomputed offline routes, which is common in classical approaches, the patrolling route x r of each robot is built online according to the state of the system. Furthemore, all robots are endowed with autonomous decision-making capabilities, being able to decide their own moves, instead of following routes that are computed by a centralized entity.
Distributed Patrolling Strategies
In this section, the proposed distributed strategies for the MRPP are presented. Based on a preliminary Bayesian-based formalism, a model was developed to support the local decision-making process of each robot when patrolling the environment. More specifically, the model represents the decision of moving from one vertex of the graph to another. Consider the degree of a vertex v i (i.e., the number of adjacent vertices of v i ) as deg(v i ) = β . For β neighbors, the model is applied independently β times. Each decision is considered independent and the agents have the ability to choose the action which has the greatest expectation of utility, weighted by the effects of all possible actions. Thus, each robot's patrol route is built progressively, at each decision step, adapting to the system's needs; i.e., aiming at minimizing the average graph idleness time (I G ). Special focus is given in the next sections to the selection of proper statistical distributions to model the data, in order to ensure the quality of the results [47] .
Additionally, it is worth noting that the MRPP is NP-hard. In fact, Chevaleyre [11] provided the first theoretical analysis of the patrol problem, using the idleness performance criterion on an undirected metric graph, similarly to the problem defined in section 3. He was able to prove that it can be optimally solved using a TSP Tour. However, finding the optimal path in the TSP is NP-Hard [48] [49] . Pasqualetti et al., which used the concept of "refresh time" as a synonym for "idleness", proved afterwards that the team refresh time problem is NP-hard (cf. Theorem II.1 in [16] ), i.e., given a generic roadmap and a team of robots, finding a trajectory which minimizes team refresh time is NP-hard. This was proven through reduction from the Traveling Salesman Problem. Moreover, for the metric problem instances 2 of the TSP, there are several adequate approximation algorithms. For instance, Christofides Algorithm [50] is able to compute a tour no longer than 3 /2 times the optimal in O(|V| 3 ) computation time. In addition, the Lin-Kernighan heuristic [51] , typically finds tours within 5% of the optimal in O(|V| 2.2 ) computation time.
Due to the NP-hardness nature of the MRPP, i.e., no polynomial time algorithm is known to compute an optimal solution to the problem, we attempt to solve it in a distributed way by proposing two approaches based on heuristics. The effectiveness of the approaches is shown later in section 5, when compared with other approaches in the literature.
Greedy Bayesian Strategy
Greedy strategies have been successfully used in several optimization problems, where finding a global optimum in reasonable time bounds is impracticable. The idea behind such strategies is to find the locally optimal choice at each stage. Based on this concept and on Bayes rule, the Greedy Bayesian Strategy (GBS) is herein described.
After reaching a vertex v 0 of the navigation graph, each robot is faced with a decision stage, where it must decide the direction it should travel next, among all β adjacent vertices. To that end, we define two fundamental random variables. The first one represents the act of moving (or not) to a neighbor vertex v A :
while the second variable used in GBS represents the Gain G A of moving from the current vertex (v 0 ) to a neighbor vertex (v A ), assuming constant speed (c) as:
where t + ∆t is the arrival time in v A , and ∆t = |e 0A | /c. G A (t) is proportional to a difference in the idlenesses values, representing a gain that the robot expects to obtain in moving to a given vertex. Note however that G A (t) ≥ 0 because I v A (t + ∆t) = 0, when the robot reaches v A . Wherefore (11) is equivalent to:
For simplicity of notation, hereafter we write G A instead of G A (t), since every computation is done instantaneously.
In most cases, |e val | takes on the value of |e 0A |, which is the distance between the two vertices, given by the weight of the edge that connects v 0 to v A . However, constraint (13) is imposed in order to dimension |e val |, avoiding occasional situations where robots may get trapped in local optima (i.e., repeatedly visiting vertices that are very close to each other):
In this work, robots update the instantaneous idleness time values online, by communicating to other robots when they reach another vertex of the navigation graph, in a distributed way. Furthermore, in GBS agents are self-interested and the routes that they take depend on the gain that they expect to obtain. Agents calculate the probability of moving to a specific vertex i given its gain, applying Bayes rule:
P(move(v i )) represents prior knowledge or assumptions in the problem. For example, certain vertices of the graph may require higher visit frequency than others; this situation would be codified as prior information. In this work, the prior is defined as uniform, where all decisions are equiprobable. P(G i |move(v i )), i.e., likelihood, is a statistical distribution modeling the gain according to the variable move(v i ). The denominator term is regarded as a normalization factor [47] , being often omitted for simplification purposes.
Gain (G i ) is a continuous random variable with a probability density function f (g). Therefore, the probability that G i takes on a value less than or equal to g is given by:
with:
Note that F(g) is the distribution function of G i . We define it as a monotonically increasing function, where higher values of gain become rapidly more influential on the robot's decision; therefore the distribution function follows the exponential model seen on Fig. 1 : where:
and
This results in:
with: L, M > 0 and g < M.
L and M are constants that control the distribution function. More specifically, L is the y-intercept, which controls the probability values for lower gains and M is the gain saturation, beyond which the probability values are maximum; F(g ≥ M) = 1. These constants are simply defined as a value close to 0 for L, e.g., 0.1 was used in the experiments; and M is calculated through (8) using an upper bound of I v A . Finally, the probability density function f (g) is obtained by differentiating F(g):
Now that the distribution model is defined, P(move(v i )|G i ) can be estimated via (14) , for each vertex involved in the decision process. In algorithm 1 a high-level pseudo-code
of the GBS approach, running locally on a robot, is presented. Since the model assumes a uniform prior and considers only one likelihood function, which is fixed, the decisions taken in GBS are equivalent to moving to the adjacent vertex with maximum instantaneous idleness. However, we use the previous formalism so as to easily add a new variable to the model in the next section and denote its flexibility.
State Exchange Bayesian Strategy
In collective operations with a common objective, coordination between agents plays a fundamental role in the success of the mission. In the previously described strategy, robots are only interested in obtaining the best reward for themselves, neglecting the global objective of the patrolling mission by acting independently of their teammates; despite communicating every time they reach a goal in order to update the instantaneous idleness tables, they do not assist each other when making their decisions. Expected to perform well in most situations, GBS may present problems in environments where the ratio of robots per area is high, because agents will tend to compete to arrive to the same region.
Consequently, GBS has been extended to account for the reduction of interference between robots in the patrolling mission. Hence, in the State Exchange Bayesian Strategy (SEBS), we define Vertex state S i as a discrete variable that represents the number of robots that intend to visit a given vertex v i involved in the decision process of robot r, which is currently located in vertex v 0 :
f(s) Figure 2 : Distribution function of the vertex state, given that move is true.
Logically, the definition of this variable implies a mechanism for each robot to track the intentions of teammates in their neighborhood. One possibility would be to endow the robots with some kind of sensor to obtain information of the vertices in their neighborhood. Yet, another possibility seems more advantageous in this context, which is for the robots to take advantage of their distributed communication mechanism not only to send their current location in the navigation graph, but also to inform other robots where they have decided to move next. With this approach, robots are capable of computing the state directly by collecting other robot's intentions and checking the vertices involved in their decision process. This mechanism is expected to reduce interference, as it becomes less likely for two or more robots to move to the same place.
Similarly to GBS, it is necessary to define a statistical distribution to model the vertex state. The greater the number of teammates in the vicinity of a robot, it becomes increasingly unlikely for the robot to move in that direction. To describe this behavior, the following probability mass function, which uses a geometric sequence of ratio 1 /2 has been defined:
as shown in Fig. 2 . This geometric sequence is used to guarantee that the total probability for all S i equals 1:
; // Next vertex is the neighbor of the current vertex with highest posterior probability. v n+1 ← argmax(P(move(v i )|G i , S i )); write msg arrival to(v n ); write msg intention to(v n+1 );
while move robot to v n+1 do read msg arrival and intentions to (V);
Eq. (24) assumes that the number of robots R is unknown and can be arbitrarily high. However, since the robots communicate among themselves, it is more realistic to consider R as known and with finite values. Therefore, the following approximation to (24) is assumed:
which still holds condition (25) . With the discrete probability distribution model characterized, robots can now decide moving to a specific vertex given its gain and state:
Algorithm 2 presents a high-level pseudo-code of the SEBS approach, which runs locally on each robot. 
Experimental Validation

Benchmarking: Simulation Experiments
In order to assess the performance of the two patrolling techniques proposed in this article and compare them with other techniques in the literature, simulation trials using the Stage multi-robot simulator [52] together with ROS [44] were conducted.
In these simulations, the graph information of a given environment is loaded by every robot in the beginning, which then runs one of the algorithms. The robots' dynamics is considered, as they navigate safely in the environment by heading towards their goals and avoiding collisions with walls and other robots through the use of ROS's navigation stack with simulated odometry and a probabilistic localization system, more specifically the adaptive Monte Carlo localization (AMCL) approach [53] . Note that this dynamic is implicit in both patrolling strategies, when robots move, and has a non-negligible effect on results. For all these reasons, we deem these simulation experiments to study the MRPP as fairly realistic. This is later confirmed on section 7. In addition, all robots have the same nominal speed, reaching a maximum velocity of 0.2 m/s and communicate using a distributed publish/subscribe messaging system. Fig. 3 presents three environment topologies with different algebraic connectivity or Fiedler value λ [54], a well-known metric of the connectivity of a graph given by the smallest non-zero eigenvalue of the graph's Normalized Laplacian matrix [12] . These topologies were used in [45] , where they were classified as: lowly (A), mildly (B) and highly (C) connected, having a Fiedler value of λ A = 0.0080, λ B = 0.0317 and λ C = 0.1313, respectively. In this work, these are again adopted to enable comparative analysis against other MRPP strategies. While collecting results in different scenarios, the same simulation setup and initial positioning of the robots have been used.
Both GBS and SEBS were tested in all three environments with different teamsizes (1, 2, 4, 6, 8 and 12) 3 . Simulations stopped when the value of the average graph idleness (I G ) after each patrol cycle p converged with, at most, a 2.5% difference to the previous cycle, where each vertex has been visited at least p times. The values of the minimum edge weight threshold |e min | for each graph were determined experimentally, being 3.75m and 3m for map A and B, respectively. For map C, since all edges have the same weight, it is not necessary to define |e min |, because constraint (13) does not apply. Table 1 presents the results obtained, wherein I G was measured in seconds and was used as the performance metric.
Analyzing Table 1 , both strategies have approximately the same performance when using one robot (maximum difference of 0.9%). In this case, the strategies are equivalent, because in SEBS there are no teammates to share goals and intentions to. The differences in performance are more noticeable when teamsize starts to rise, especially in teams of 6 or more robots. One explanation for this phenomenon is the growing interference between robots as teamsize R increases, which is shown in Fig. 4 .
The interference between robots is measured as the overall frequency of different agents sharing nearby areas, having to avoid each other, in every experiment. Given that the interference is zero for experiments with one robot; from two robots on, GBS always presents higher levels of interference, when compared to SEBS. This happens because, occasionally, in cluttered areas robots have to compete to reach the same goal when adopting GBS.
On the other hand, SEBS is an evolution of GBS, in which robots take their teammates goals and intentions into consideration when deciding their next move. This results in differences in performance for teams of 12 robots of up to 22.22%, between both algorithms. Even though the performance of SEBS is superior, as expected, it is worth noticing that being a simpler strategy, GBS requires less exchange of information and also presents interesting results. In [45] , we have conducted benchmark tests with several state-of-the-art patrolling approaches using the same three environments and the same performance metric. In brief, Conscientious Reactive (CR) [18] , Heuristic Conscientious Reactive (HCR) and Heuristic Pathfinder Conscientious Cognitive (HPCC) [19] are three pioneer approaches based on distributed and reactive agents with simple behavior and no explicit communication between robots. Cyclic algorithm for Generic Graphs (CGG) and Multilevel Subgraph Patrolling (MSP) algorithm are two centralized and deterministic strategies based on [11] and [39] , which use graph theory tools to find long cycles (CGG) or partitions (MSP) in the graph for patrolling purposes.
In fact, also including the strategies presented in [45] in the performance comparison, tables 1-4 show that GBS is the second best strategy, performing slightly better than Conscientious Reactive (CR) and only staying behind SEBS, which is the top performing strategy tested so far. For every (teamsize, map) pair, SEBS performance is always in the top 3, considering the total of 7 approaches in [45] together with this work, which demonstrates the great adaptability of SEBS in each situation and the potential of employing Bayesian inspiration in the MRPP.
In terms of connectivity, even though they perform well in lowly and mildly connected environments, where generally SEBS is the leading approach; the results in the highly connected topology (map C) are excellent, outperforming by far the other approaches with the exception of the Multilevel Subgraph Patrolling (MSP) algorithm for higher teamsizes.
In order to analyze how well different strategies scale, Balch's speedup measure [55] , a classical scalability metric, was calculated for each strategy: where Ψ(R) is the performance for R robots, given by I G . Fig. 5 presents a chart comparing the speedup for each strategy (including those in [45] ) in map A. It can be seen that most systems enter progressively in sublinear performance (υ(R) < 1) with teamsize, due to the more frequent existence of spatial limitations, which, in turn, increases the interference between robots causing the performance to decrease. Looking closely at these results, the two proposed strategies are less affected by teamsize, when compared to other approaches. Both perform effectively regardless of teamsize, outperforming all distributed approaches compared, which suggests that these strategies scale well, just staying behind of the MSP strategy, a centralized approach, which has particularly high performance with large teamsizes since it uses a graph partitioning scheme to assign separated patrol areas to each robot, thus drastically reducing the interference between robots. Note however, that the centralized approach adopted in MSP presents a scalability bottleneck as soon as the algorithm is no longer able to partition the graph in regions, e.g., MSP was not able to partition environment C in 12 regions, and its performance is generally inferior for smaller teamsizes.
These results show that the strategies proposed in this paper are highly scalable, when compared to other distributed strategies. Furthermore, the proposed methods are able to adapt to non-standard situations like robot failures or heterogeneous agents with different speed profiles. Incorporating robots that travel at different speeds with strategies that solve the MRPP with predefined global routes, such as CGG, would not be suitable because maintaining a uniform distance between each robot would be impossible unless all robots were limited to travel at the speed of the slower robot. Additionally, offline strategies (e.g., CGG or MSP) are not able to account for robot failures unless some adaptive online behavior is provided.
Preliminary Experiments in a Lab Scenario
Simulation experiments allow attesting and comparing empirically the performance of distinct patrolling strategies in several different scenarios and with large teams of robots, which is often not possible in the real world. However, the MRPP is mainly a practical problem and it is essential to validate physical solutions. Therefore, preliminary experiments with a team of TraxBot platforms [56] , [57] were conducted. These low-cost custom-made robots move at the same nominal speed and have low processing power, being equipped with an Arduino Uno board that incorporates a microcontroller ATmega 328p [58] . In addition, each robot represents a node of a self-configuring infra-structureless (a) One robot in the beginning of the experiment.
(b) Robot following an optimal TSP tour, at t = 105 s.
(c) Two robots following twoway TSP tours. Figure 6 : Preliminary experiments with 1 and 2 robots. Arrows represent trajectories followed by robots. network, i.e., a mobile ad hoc network (MANET), being able to communicate with its teammates through the use of ZigBee modules, which fit on top of the Arduino board.
In these experiments, the SEBS technique is validated and it is shown that the algorithm does not need heavy computation power and does not rely on a specific communication paradigm. The lab scenario consisted of a highly connected 4×4 grid graph with 16 vertices and 24 edges, represented in the green carpet, as depicted in Figs. 6 and 7 . Once again, |e min | is not defined because all edges have the same weight.
Since the TraxBots have limited sensing abilities and computation power, an overhead camera facing the ground was mounted on top of the scenario at a height of around 4 meters, tracking the robots' pose. The process includes background subtraction, detection of the robots' colored LEDs, position and heading calculation and image to real world coordinate transformation. The result of the system is the robot real position and heading, which is communicated through the Zigbee network. Up to three robots were deployed in the confined space, where they run the multi-robot patrolling algorithm.
One important result, which can be seen in the video of these experiments 4 and in Fig.  6 , is that after the initial exploratory patrolling phase, where no vertices have been visited yet and no historic information is available, the robots tend to follow optimal TSP tours for the case of one and two robots, in this scenario. This is especially remarkable given that the robots decide their moves in an online and autonomous fashion.
As for the case of three robots, illustrated in Fig. 7 , which is even more challenging, robots coordinate themselves via exchanging their intentions and reduce inter-robot interference by avoiding the same goals. As a consequence, this coordination leads to an effective patrolling scheme, where robots tend to compensate their teammates, sequentially covering regions that need to be visited. Note that, in this case, no optimal 3-way TSP tours exist; and the average number of moves, per robot, in order to complete a patrolling cycle is 5.8, which is almost optimal (the theoretical lower bound for the number of moves would be 5.33). These preliminary results illustrate efficient coordination between robots that arise from executing the distributed algorithm. Additionally, as expected, it can be verified that the average moves per robot in each patrolling cycle decreases as teamsize grows, which is tantamount to saying that performance increases with teamsize. Figure 8 : Topological map of the "ISR-Floor0" Environment.
Experiments in a Real World Environment
In order for distributed intelligence systems to be useful in the real world, it is necessary to go beyond lab experiments and prove the reliability of such systems in more demanding scenarios. In this section, the implementation of a system for multi-robot patrol in a real environment is presented. Aiming to fill a gap in the present state-of-the art, the SEBS distributed approach is validated in a real-world indoor scenario, where fully autonomous agents decide locally and sequentially their patrol routes according to the state of the system, as previously described. Beyond the coordination which arises from the distributed communication of agents, it is also shown that the approach is robust to robot failures, i.e., fault-tolerant.
In these experiments, not only is the average graph idleness along time, I G , examined, but also the median I G , standard deviation σ , and the maximum average idleness of a vertex along time, max(I V ). Fig. 8 shows a few snapshots of the corridors of the ISR and the extracted topological map on top of the 67.85 × 26.15 meters environment, which was obtained using the algorithm in [46] . The resulting topology is a non-complete, connected and sparse graph, like most real world environments, as opposed to the graph of the laboratory scenario presented in section 5.2.
When conducting experiments in the real world, one must overcome noisy sensor readings, localization issues and even robot failures, which are usually ignored or not precisely modeled in simulation experiments. Therefore, a team of three Pioneer-3DX robots [59] , equipped with an Hokuyo laser in the front and a laptop on top was used, as seen in Fig.  9 . Each laptop runs the ROS navigation stack using the Adaptive Monte Carlo (AMCL) algorithm for Localization as done previously in Stage simulations, being responsible for controlling the robot's motion. All robots have the same maximum speed of 1 m/s. As for communication, a distributed publish/subscribe mechanism has been used, due to its built-in integration in ROS. Moreover, each robot runs its own ROS master node (roscore). Multimaster communication is provided using the wifi comm 5 package. This means that there is no central point of failure in the system.
A ROS node (i.e., a ROS application) has been programmed to announce the start of the mission and collect results during the experiments. These results are examined in the next section. Note that this "monitor" node does not centralize the approach nor does it give feedback to the robots whatsoever. In fact, it does not even need to be running, being solely used for the two purposes referred before.
Firstly, experiments with one, two and three robots were conducted. Each experiment was repeated 3 times. Afterwards, in order to further demonstrate the scalability of the approach, virtual robots were added to the team, and 3 trials with 6 agents (3 + 3) and 9 agents (3 + 6) were also conducted. Finally, to prove its robustness, experiments which included failures in the robots at different time instants are analyzed. In all experiments, we have used |e min | = 7.5m.
Aiming at comparing the total time of the mission (τ) in various conditions, each experiment finishes after 4 complete patrolling cycles. This stopping condition is adequate, as the I G converges in all experiments. During the course of the experiments, the total estimated distance traveled by the robots was 23 Kms. Table 5 summarizes the first set of experiments using one to three robots. It can be seen that the I G values, as well as the total mission time τ, decreases with teamsize, as expected. In all cases the median is fairly close to the average value, meaning that most data is divided around the mean.
A particularly interesting result is the maximum idleness, max(I V ), which is low for the case of 1 robot. This happens because of the existence of a main loop in the environment, which results in fairly uniform visits to all vertices of the graph, while in the cases of 2 and 3 robots, the distance to the average value increases due to robots occasionally meeting in the environment and coordinating by changing to their heading direction. Consequently, no cycles are followed in the environment and the frequency of visits becomes less balanced. This can be confirmed by the standard deviation, which is around 23% using 1 robot and 35% and 37% for a teamsize of 2 and 3 robots respectively 6 . Figure 10 shows the evolution of the idleness in three different experiments with 1 to 3 robots. It can be seen that after 4 patrolling cycles, I G converges in all cases, meaning that it is no longer affected by the initial conditions, seeing as all vertices start with a null value of idleness. 
Scalability
In the previous section, the number of robots R is limited to the physical robots available. However, the distributed patrolling method used supports an arbitrary high teamsize. Note however that, when R ≥ |V|, an unusual and somehow unrealistic situation occurs, where the number of robots becomes higher than the points in the environment required to be visited.
In order to test the approach with greater teamsize and evaluate its scalability, virtual agents, running in the stage simulator, were added to the physical team, resulting in a mixed and interacting team of real and simulated robots, which communicate seamlessly. It is noteworthy that adding virtual simulated agents to the physical teams of robots was only made possible by the hardware abstraction layer of ROS and its modular structure.
Three trials were conducted with a total of 6 agents composed by 3 physical robots and 3 simulated ones; and three more trials were performed with a teamsize of 9, composed by 3 physical robots and 6 simulated ones. Similarly to [40] , the software layer is used unchanged both on real robots and in simulation.
Results in Table 6 show that the overall values of I G , max(I V ), I G , σ and τ are within the expected, following the trend shown in the cases of two and three robots. Fig. 11 presents the speedup chart using different teamsizes. It can be seen that speedup and interference are negatively correlated, since the system enters progressively in sublinear performance with teamsize, due to the more frequent existence of spatial limitations, which in turn, increases the interference between robots causing the performance to decrease. These results confirm those obtained previously through simulations, proving that the SEBS technique is able to scale to high number of robots, working independently of the teamsize. In addition, it is also illustrated that the individual contribution of each robot, as teamsize grows, decreases progressively. This is, in fact, common to all MRPP approaches tested so far, however SEBS presents a smoother slope when compared to other approaches, as seen in section 5.1.
Fault-Tolerance
One of the main advantages of providing the patrol robots with means for deciding their moves in the environment is the absence of a centralized coordinator, which would represent a critical point of failure. A distributed autonomous robotic system, such as the herein presented, enables redundancy, remaining functional if some of the agents fail.
To demonstrate the robustness of the approach, three experiments using the Pioneer 3-DX robots available were planned. In these experiments a robot is shutdown at different instants of time, aiming at studying the effect of the faults in the overall performance, as well as how the system evolves.
In the first experiment a robot is shutdown after 200 seconds from the beginning of the experiment. Similarly, in the second and third experiment, a robot is shutdown after 400 and 600 seconds respectively. The other robots assume that a teammate has failed when no message has been received from it in a period of 2 minutes. Generally, it can be seen in Table 7 that the results obtained in the first experiment resembles those obtained with two robots, as most of the experiment is spent with only two agents, due to the failure occurring near the beginning. On the other side, the results shown in the second and third experiment are closer to those obtained using three robots, even though the performance is slightly inferior, as expected.
Analyzing now the influence of the failures in the evolution of the results, one can verify that in all three cases, when the failure occurs, the values of I G and I G increase after a while, which is particularly visible in Fig. 12a and Fig. 12b . These results prove the robustness of the system, enabling graceful degradation, as long as one robot remains operational.
Simulation Tests and Evaluation of the Impact of Communication Failures
In this section, two important aspects of this work are studied: computer simulation realism and robustness to communication failures. Having conducted experimental tests in a real world facility, it is now possible to compare the results obtained previously to simulations on the same environment. This is done in 7.1. Additionally, we seize these simulations by introducing different error rates in multi-robot communication in order to comprehend how team performance is affected. This is discussed in 7.2.
Simulation Realism
In the experimental validation of the techniques (cf. section 5), it was shown that both strategies presented in this work perform well independently of the environment topology and are able to scale to large teams. Further experiments in a lab scenario and then in a large indoor facility were made, illustrating the potential of employing these systems in the real world. In this section, the tests conducted in section 6 are mimicked; however, The performance of the physical robots can be directly compared with that obtained with simulated ones. To this end, three simulation trials with 1, 2, 3, 6 and 9 robots using SEBS were run in the "ISR-Floor0" map. The software layer remained unchanged, guaranteeing that conditions were identical in both sets of experiments. Figure 13 illustrates a snapshot of a simulation with 9 virtual robots in the environment and in Table 8 the new simulation results are presented.
Generally, the results in Table 8 show close resemblances to those in Tables 5 and 6 . In fact, the difference in performance (in terms of I G ) between simulated and real results is 3.6%, which is remarkably low. Nevertheless, the difference in performance is more noticeable with larger teamsizes, especially with 9 robots, which suggests that agents in simulations are less affected by multi-robot interference.
Additionally, the values of I G , max(I V ), I G , σ and τ tend to be marginally lower in simulations and the variance between each different trial with the same configuration is inferior. Therefore, we believe that simulations can give an accurate yet slightly optimistic approximation of real-world results, and the lower variance can be associated with real phenomena that are not fully modeled in simulations such as wheel slip, robot assembly properties or delays in processing sensor data and producing actuator commands.
These results demonstrate that the simulation software considered is fairly realistic for multi-robot applications such as patrolling. Note that Stage runs at 10Hz, which explains why the τ values only have one decimal place.
Influence of Communication Errors
The models proposed to solve the MRPP in section 4 assume that agents are able to communicate seamlessly with other teammates during the course of the mission. However, this is not always the case, especially if a MANET should be maintained and robots are occasionally far apart. In this section, further simulations were run in the "ISR-Floor0" map to test the robustness of the SEBS approach with different rates of communication failures.
When a message is not received by a robot, it does not update the instantaneous idleness time values and, consequently, it maintains incomplete information about the state of the system. This information becomes more incomplete with the increasing number of undelivered messages. Additionally, when robots are close to each other, if messages are not received, they may decide to move to the same places and interfere with their teammates' plans. ner and the ability to avoid dynamic obstacles. In these simulations, this is taken care by the ROS navigation stack. In order to simulate different rates ξ of communication failures, the robot will ignore messages with a probability equivalent to ξ . In the reported experiments, the rates considered were: ξ = {0%, 25%, 50%, 75%, 100%}. Furthermore, the system has also been tested allowing only local communication, restricted to robots within two edges of distance in the graph G. This is a particular situation where it is ensured that robots are able to receive all the other nearby robots' intentions and are thus able to coordinate themselves. Nevertheless, they are expected to make poor decisions as they are maintaining an incomplete information about the system.
The chart in Figure 14 presents an overview of the simulation results with communication failures, using teamsizes of 2, 4 and 6 robots. Team performance is once again measured in terms of I G . The graph shows that performance gracefully degrades as ξ increases. The decrease of performance is approximately constant for the 25%, 50% and 75% cases. However, when no communication is allowed, i.e., ξ = 100%, the performance of the algorithm drops strongly, especially for larger teams, which are much more influenced by the lack of coordination in the multi-robot system, as robots constantly interfere with one another. This reduction of performance, especially for greater teamsizes, is evident in the bars for ξ = 100%: 36.54% for 2 robots, 51.30% for 4 robots and 66.84% for 6 robots.
Also illustrated in the rightmost side of the same figure is how performance is affected when communication is restricted to local interactions within 2 hops in G. In this situation, robots are able to coordinate themselves by not competing to the same goals and not interfering with teammates. Despite that, they do not have contact with agents that are further away and, as a consequence, they will make uninformed decisions quite often. It can be seen that the system is able to perform well assuming such restrictions, especially for smaller teamsizes. The performance obtained using only local communication closely resembles to that obtained when dropping 50% of the messages for all teamsizes.
In short, these results show that the approach is robust to communication failures and only slightly degrades its performance when communication errors rate is moderate (e.g., 25%). Evidently, the higher the rate of failures, the more affected performance is. Additionally, communication failures have more impact in the performance of systems with a larger number of robots.
Conclusion
In this work, two methods based on Bayesian interpretation, inspired on conditional probability distributions, were proposed to solve the MRPP. It was shown that both are able to tackle the problem, resulting in adaptive, effective and distributed cooperative patrolling. Breaking away from conventional techniques, this work goes beyond classical centralized approaches that rely on pre-computed cyclic routes or partition schemes for multi-robot patrolling, giving the robots the autonomy to deal with uncertainty and select actions according to the state of the system at the time.
The State Exchange Bayesian Strategy (SEBS) is an extension of the Greedy Bayesian Strategy (GBS), which attests the flexibility of employing Bayesian-based formalism to solve this problem. Also, as expected, SEBS generally performs better due to accounting for the future immediate state of the system, preventing robots from competing to reach the same goals, consequently reducing interference and enhancing scalability, as verified by simulations and experiments with multi-robot systems. Additionally, when placed in comparison with other distributed state-of-the-art approaches, SEBS outperforms them, not only in terms of performance, but also in terms of scalability.
It is the authors' belief that research in this field should be more oriented towards effective solutions with applicability in the real world. In this work, the results obtained have demonstrated that the approach is able to scale to a high number of robots, being robust to robot failures and communication failures, and having the ability to adapt to constraints, e.g., different agent velocities, since the decision-making is done online with the information that each agent has collected about the system. Experiments were conducted using real robots and mixed teams of both virtual and real agents, in a a large indoor infrastructure, proving the effectiveness of the approach and the potential to use it in the real world.
In the future, due to its flexibility and simplicity, the model can be extended with more variables in order to employ it in different applications and/or use others sensors in the robots; e.g., readings from a temperature sensor may be included in the model, guiding robots towards heat sources in the environment. In addition, we are currently extending our model formulation into a generalizable framework with the capability to make autonomous decisions based on robot's collective experience, i.e., past decisions will increment the previous knowledge database and will influence future decisions. Moreover, the system will have memory, which means that at each vertex, decisions made previously by agents will be taken into consideration. Finally, we intend to devise an analytical method to compute the most adequate teamsize for a patrolling mission according to the environment topology and temporal constraints. 
