Abstract. We introduce a new notion of a 'random orthonormal basis of spherical harmonics' of L 2 (S 2 ) using generalized Wigner ensembles and show that such a random basis is almost surely quantum ergodic. Similar quantum ergodicity results (with varying degrees of generality) are obtained in [Z2, Z3, Z4, M, BL] for random Laplacian eigenfunctions defined using Haar measures on unitary groups. Our main contribution comes from the use of a more general measure than previously studied, as the Gaussian unitary ensemble (which induces Haar measure on the unitary group) is a special case of the generalized Wigner ensemble. We are able to work with this more general class of measures because Wigner eigenvectors are asymptotically Gaussian, a result proved in [KY, TV] (with additional assumptions on the moments) and [BY]. Our quantum ergodicity statement also provides a semi-classical realization of the probabilistic 'local quantum unique ergodicity' of [BY].
Introduction
Let (M, g ) be a compact Riemannian manifold. Let ∆ = ∆ g be the Laplace-Beltrami operator and consider the eigenvalue problem (∆ − λ k )ϕ k = 0 with 0 < λ 1 ≤ λ 2 ≤ · · · ↑ ∞. The eigenfunctions ϕ k are said to be quantum ergodic if for every pseudo-differential operator A ∈ Ψ 0 (M) of degree zero, we have
where
is the integral of the principal symbol σ A of A with respect to the normalized Liouville measure µ L on the cosphere bundle S * M. A fundamental result that explains how the mixing properties of a classical system is reflected in the microlocal properties of eigenfunctions is the quantum ergodicity theorem of Shnirelman [S] , Zelditch [Z1] , and Colin de Verdière [CdV] . The theorem states that if the geodesic flow is ergodic, then the Laplacian eigenfunctions ϕ k enjoy the quantum ergodic property (1). In particular, modulo a density zero subsequence, the eigenfunctions become delocalized in phase space in the sense that
The asymptotic behavior (3) need not hold when the geodesic flow is no longer assumed to be ergodic. On the sphere, for instance, the geodesic flow is completely integrable and direct Date: April 22, 2016. 1 computations show that the standard spherical harmonics localize not only on phase space, but also on the base manifold S 2 . This fact notwithstanding, it is shown in [Z2] that a random orthonormal basis (defined using Haar measures on unitary groups) of spherical harmonics is almost surely quantum ergodic, a result that is extended to Laplacian eigenfunctions on compact Riemannian manifolds in [Z3, Z4, M, BL] . The purpose of this paper is to return to the sphere and prove quantum ergodicity for a wider class of 'random' spherical harmonics. Consider the orthogonal decomposition of L 2 (S 2 ) into a direct sum of subspaces H N = span{Y 
An equivalent way of thinking about the random basis {ψ N,k } is to identify it with a unitary change-of-basis matrix U N = (u N,k (α)) −N ≤k,α≤N viewed as an element of the probability space (U(d N ), µ N ). The probability measure µ N on the unitary group U(d N ) is induced by a generalized Wigner matrix in the following way. Let π be the map from Hermitian matrices to unitary matrices modulo the maximal torus U(1)
, where U N is a unitary matrix that diagonalizes H N and D(λ) is the resulting diagonal matrix. If we write µ W N for the measure on the Hermitian matrices that describes the generalized Wigner ensemble, then the induced measure µ N on the unitary group is simply the pushforward of µ W N under the above map π, that is,
The construction of a Wigner induced random basis (4) for the finite dimensional subspace H N extends naturally to all of L 2 (S 2 ). Indeed, let U be the operator that acts blockdiagonally on the decomposition L 2 (S 2 ) = N ≥0 H N so that the restrictions U| H N = U N ∈ U(d N ) to the subspaces yield a sequence of independent unitary matrices of the appropriate dimensions. By the preceding paragraph, a Wigner induced random orthonormal basis Ψ = {ψ N,k } −N ≤k≤N,N ≥0 for all of L 2 (S 2 ) may be identified with such an operator U viewed as an element of the product probability space n≥0 (U(d N ), µ N ). Henceforth, when the context is clear, we will refer to Ψ simply as a 'random basis' with the understanding that it is constructed randomly with respect to the product measure µ N .
For technical reasons, certain indices k need to be excluded from our computations. Let 0 < ν < 3 4 be a positive constant (guaranteed by Theorem 1.1), and let
be the subset of indices −N ≤ k ≤ N that are, in the random matrix theory language, 'in the bulk' and 'near the edges.' We can only work with indices belonging to I N because the asymptotic normality result of Bourgade-Yau (Theorem 1.1), which we rely on, is established only for k ∈ I N . (The set I N displayed above is precisely the set T N in the statement of Theorem 1.2 in the original paper [BY] , except that the our indexing convention is k ∈ [−N, N], and the convention of [BY] is k ∈ [1, N].) It is expected that Theorem 1.1 holds for all indices k (see the remark immediately following Definition 5.1 in [BY] ). Luckily, the set I N is sufficient for deriving a quantum ergodicity statement because we are still left with a density one subsequence after discarding indices in the intermediate regime, that is,
Given a pseudo-differential operator A ∈ Ψ 0 (M) of order zero and a random basis Ψ, let
where ω(A) is defined in (2). Even though the random variable (7) depends on the choice of a pseudo-differential operator and a random basis, for notational simplicity we will continue to write X N := X A N ({ψ N,k }). Our quantum ergodicity result is formulated in terms of X N . Theorem 1. Let Ψ be a Wigner induced random orthonormal basis of spherical harmonics for L 2 (S 2 ). Then Ψ is almost surely quantum ergodic with respect to the product probability measure µ N in the sense that
Note that the random variables X N are independent by construction. Theorem 1 is therefore an easy consequence of the Kolmogorov convergence criterion and Strong Law of Large Numbers once we show that EX N → 0 and EX 2 N is bounded. Indeed, the following holds.
This is a good place for some remarks. First, since we only work with random spherical harmonics in this paper, we confine ourselves to describing the construction of random bases on S 2 . A similar construction that involves partitioning the spectrum of the Laplacian appropriately can be used to make sense of random bases (defined using either Haar measures or Wigner induced measures on unitary groups) on any compact Riemannian manifold. Readers are referred to [Z3, Z4, M, BL] for the general construction. A natural next step is to extend our quantum ergodicity result to Wigner induced random bases of Laplacian eigenfunctions or approximate eigenfunctions on other manifolds.
Second, it is known that the eigenvectors of a Gaussian unitary ensemble is distributed by Haar measure on the unitary group. Since the generalized Wigner ensembles contain GUE as a special case, the measure with respect to which Wigner eigenvectors are distributed (i.e., the Wigner induced measure µ N ) is a vast generalization of Haar measure. It is unknown to the author if such measures can be given an explicit characterization. Nevertheless, universality results from random matrix theory are robust enough for showing that Wigner induced random bases enjoy the same quantum ergodicity property as 'GUE induced random bases' (i.e., random bases defined using Haar measure) on the sphere.
Finally, the methods presented in this paper can be used to prove quantum ergodicity of Wigner induced random spherical harmonics on higher dimensional spheres S p for any p ≥ 2. It will be clear from the proof that ε 0 and ε ′ 0 in the statement of Theorem 2 are independent of the dimension p because, in the notation of Theorem 1.1, we have ε 0 = ε 0 (Q 1 ) and
where Q 1 , Q 2 are polynomials of the form
Observe that, for all p sufficiently large, the Borel-Cantelli lemma becomes applicable and implies the stronger convergence statement that X N → 0 almost surely instead of the Cesàro means
The rest of the paper is organized as follows. Section 1.1 provides a brief summary of random matrix theory that will be used in our proofs. The key result is Theorem 1.1, which states that Wigner eigenvectors (with the appropriate scaling) are asymptotically Gaussian random variables. Section 2 is devoted to proving Proposition 1, which is a special case of Theorem 2. The techniques developed for this special case extends easily to prove the main theorems in Section 3.
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Asymptotic normality of Wigner eigenvectors and Bourgade-Yau local QUE.
We now summarize a universality result for Wigner eigenvectors proved in [BY] . In keeping with the indexing convention for spherical harmonics, the indices in this section continue to range from −N to N. Recall also that d N = 2N + 1.
By a generalized Wigner matrix we mean a Hermitian matrix
• The entries h jk are independent random variables for j ≤ k, each with mean zero and variance Eh 
• There exists a constant c 2 > 0 independent of N such that E(h * jk h jk ) ≥ c 2 N −1 in the sense of inequality between 2 × 2 positive matrices, where h jk := (Re h jk , Im h jk ); • For any q ∈ N, there exists a constant C q > 0 such that for any N and any
N α=−N denote the eigenvectors of a generalized Wigner matrix H N ∈ Herm(d N ). The eigenvectors, indexed by k ∈ [−N, N], are ordered so that the corresponding eigenvalues form a nondecreasing sequence. Of course, an eigenvector is well-defined only up to a phase e iθ ∈ U(1). This phase ambiguity may be eliminated, for instance, by considering instead the equivalence class [u N,k ].
Theorem 1.1 (Asymptotic normality for generalized Wigner eigenvectors, [BY] Corollary 1.3). Let {H N } be a sequence of generalized Wigner matrices. Let I N be the set of indices away from the intermediate regime as defined in (6) (note that I N depends on a parameter ν). Then there exists ν > 0 such that for any k ∈ I N and J ⊂ {−N, . . . , N} with |J| = m, we have
in the sense of convergence in moments modulo phases, where
are independent standard Gaussians. More precisely, for any polynomial Q in 2m variables, there exists ε = ε(Q) > 0 such that for sufficiently large N we have
Here ω a phase independent of H N and uniform on (0, 2π).
In fact, a stronger statement is proved Theorem 1.2 of [BY] , namely the projection q, u N,k of an eigenvector to any unit vector q ∈ R d N is asymptotically normal. As a corollary, generalized Wigner eigenvectors are 'locally quantum unique ergodic' in the following sense. . Let {H N } be a sequence of generalized Wigner matrices. Then there exists ε > 0 such that for any δ > 0, there exists a constant C > 0 so that for every sequence of functions {a N } as above and k ∈ I N we have
Theorem 1.1 shows that Wigner eigenvectors are asymptotically flat even on small scales by choosing the test functions a N to have small supports. Note that since the left-hand side of (8) depends only the eigenvectors but not the eigenvalues, the measure used in Theorem 1.2 is precisely the induced measure µ N defined in (5).
We take this opportunity to remark that on a compact manifold (M, g) , the analogue to the limiting formula (8) given by
is insufficient for concluding that {ϕ k } is quantum ergodic in the sense of (1) or (3). This is because delocalization on the base manifold M is a much weaker condition than diffuseness in the phase space S * M. For instance, the Laplacian eigenfunctions e i λ,x on a flat torus R n /2πZ n are delocalized in the sense of (9). But if {λ k } is a sequence of lattice points for which the unit vectors λ k /|λ k | tend to a limit vector ξ ∈ R n , then the asymptotic formula
shows that the corresponding weak* limit is a delta mass on the invariant Lagrangian torus T ξ ⊂ S * M for the geodesic flow. Since there always exists a sequence of λ k /|λ k | converging to arbitrary ξ ∈ R n , the eigenfunctions e i λ,x are far from diffuse in phase space. Of course, in the random matrix setting it is unclear even how to interpret the phase space when the base manifold is an index set {−N, . . . , N}. We will need additional tools from semi-classical analysis to show that Theorem 1 holds.
Rotationally invariant case
The purpose of this section is to prove Proposition 1 stated below. The difference between the proposition and Theorem 2 is the rotational invariance assumption we impose on A (and hence on the random variable X N ). This additional assumption allows us to isolate the key computational techniques and exhibit them in a simpler setting.
To clearly distinguish the special case we are currently considering from the general case, let us introduce some new notation. Let B ∈ Ψ 0 (S 2 ) denote pseudo-differential operators of degree zero that are invariant under z-axis rotations. To these rotationally invariant operators we associate random variables
where I N is defined in (6) and ω(B) is defined in (2). Our goal is to show the following. 
We use the Weingarten formula [W] to compute the expectation
indices. The Weingarten formula states that the integral
of a polynomial in the entries of (u N,k (α)) with respect to Haar measure dU N has an asymptotic formula in terms of the Kronecker delta functions on the indices:
where the sum is over all choices of j 1 , . . . , j m as a permutation of 1, . . . , m. Let Q be the polynomial in 2m variables defined by Q (z j , w j ) m j=1 := z 1 · · · z m w 1 · · · w m . Then, in the notation of Theorem 1.1, direct computation with Gaussian random variables shows that
Putting together (11), (12), and Theorem 1.1 proves the following key lemma.
for some ε = ε(Q) > 0 guaranteed by Theorem 1.1.
Returning to the quantity EZ N = ES 1 + ES 2 , we find that (13) implies
which gives
The first sum in (14) can be rewritten using semi-classical analysis. Let Π N : L 2 (S 2 ) → H N denote the spectral projection onto the eigenspace of degree N spherical harmonics. Let A ∈ Ψ 0 (S 2 ) be any pseudo-differential operator of degree zero (not necessarily rotationally invariant), then Weyl's law states that
For the second sum in (14), it suffices to note that the squares AY α N , Y α N 2 of the matrix elements are uniformly bounded in N because the pseudo-differential operator A ∈ Ψ 0 (S 2 ) (again, not necessarily rotationally invariant) is a bounded operator from L 2 (S 2 ) to itself. Since we are summing over −N ≤ α ≤ N (i.e., summing d N number of terms) and dividing by d 2 N , the second sum has only a lower order contribution:
Combining (14), (15), and (16) yields
N ). The asymptotics for ES 2 is similarly computed. By (13), we have
, where the last equality follows from Weyl's law (15). Adding together the expressions for ES 1 and ES 2 shows that
as the factors of ω(B)
2 cancel exactly. This proves the first part of Proposition 1.
The computations for the second moment EZ 2 N is more tedious, but no new techniques are required. Write a second copy of the random variable Z N with the indices j, η, ξ in place of k, α, β, then direct computation shows
, where
We work out the asymptotics for ET 1 in detail. Appealing once again to (13), we have
These imply
Notice that the leading orders of C 1 and C 2 are different because there is a factor of δ kj in front of C 2 but not C 1 in (17). Consider the first line of the expression (18) (i.e., the part that involves only C 1 ). Recall that C 1 = (1 + δ αβ )(1 + δ ηξ ) = 1 + δ αβ + δ ηξ + δ αβ δ ηξ contains four terms. We claim that only the constant term has a top order contribution when computing the asymptotics of ET 1 ; the other three terms containing Kronecker delta functions all have lower order contributions. Indeed, notice that
which is a lower order term because we are summing d 3 N number of uniformly bounded products of matrix elements but dividing by d 4 N . We now turn our attention to the second line of the expression (18) (i.e., the part that involves only C 2 ). Notice that each term of C 2 contains at least one Kronecker delta function on the indices α, β, η, ξ. At the same time, we are dividing the sum by d 5 N . Therefore, the entire second line is of order at most O(d −2 N ). These observations imply that the expected value of T 1 has the simple asymptotics
Similar arguments show that
As before, the factors of ω(B) 4 cancel exactly, and we are left with
This concludes the proof of Proposition 1.
Proof of main theorems
We now return to Theorem 1 and Theorem 2, which do not have invariance assumptions on the operator A ∈ Ψ 0 (S 2 ). This means that we can no longer assume a priori (as we did in the previous section) that the matrix elements AY α N , Y β N vanish for α = β. We will show, however, that by taking a Fourier series representation of the operator A and using orthogonality properties of the spherical harmonics, the general case reduces to the rotationally invariant case.
3.1. Reduction to Fourier coefficients. The goal of this section is to obtain a Fourier series representation for a general pseudo-differential operator. Let r θ denote rotation about the z-axis by angle θ, that is, if we write a point x = (cos τ sin φ, sin τ sin φ, cos φ) ∈ S 2 in spherical coordinates, then
, form a new operator
where (r * θ ϕ)(x) := ϕ(r θ (x)) for any smooth function ϕ ∈ C ∞ (S 2 ). For n ∈ Z, the Fourier coefficientsÂ(n) of A θ are defined bŷ
These new operators are related to the original operator A in the following way.
Lemma 3.1. The partial sums |n|≤NÂ (n) converge in the operator norm to A as N → ∞.
Proof of Lemma 3.1. Let D θ denote the generator of z-axis rotation so that r * θ = e −iθD θ . Then, since D θ and r * θ commute, we have
This implies that the map θ → A θ is differentiable, and by elementary properties of convolution with the Dirichlet kernel D N (θ) = N n=−N e inθ we get uniform convergence
Lemma 3.2. For n = 0, we have Â (n) = O(n −ℓ ) for every ℓ ≥ 1.
Proof of Lemma 3.2. Integrating (19) by parts gives
It follows that integrating by parts ℓ times yields
These lemmas allow us to replace A with finite sums of the form |n|≤NÂ (n). We record several facts about the operatorsÂ(n). First, conjugating by rotation A → r * θ Ar * −θ = A θ changes the principal symbol of A by the canonical transformation on the cosphere bundle:
It follows from definition (19) ofÂ(n) that
where the latter equality follows from interchanging the order of integration and using the fact that the Liouville measure µ L is invariant under canonical transformations. Second, from the definition of spherical harmonics, for each fixed n the matrix elements ofÂ(n) are related to those of A by the identity
In other words, the infinite block-diagonal matrix with blocks ( Â (n)Y 3.2. Computations with Fourier coefficients. Having defined Fourier coefficientsÂ(n) and discussed their properties, we proceed to compute the expected value and second moment of the associated random variables
where the second equality is obtained by first writing ψ N,k in terms of Y α N using (4), and then applying (20) and (21). We make the crucial observation that the discussion following (21) implies the identity
The asymptotics for EW n,N and EW Proof of Lemma 3.3. Thanks to (21), we recognize thatÂ(0) is a rotationally invariant operator of the kind considered in Section 2. Thus, when n = 0 the statement of the lemma follows from Proposition 1. When n = 0, expanding the square yields
Appealing once again to the asymptotic formula (13), we find It is easy to verify using (13) that the expected value of the product of eigenvector components is asymptotically zero because every term in the asymptotic formula contains a factor of δ α,α−n for n = 1, . . . , 4.
3.3. Approximation argument. We finish the computations for EX N and EX 
