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ABSTRACT 
We use breakdown thermometry to study carbon nanotube (CNT) devices and 
graphene nanoribbons (GNRs) on SiO2 substrates. Experiments and modeling find the 
CNT-substrate thermal coupling scales proportionally to CNT diameter. Diffuse mis-
match modeling (DMM) reveals the upper limit of thermal coupling ~0.7 WK-1m-1 for the 
largest diameter (3-4 nm) CNTs. Similarly, we extracted the GNR thermal conductivity 
(TC), ~80 (130) Wm-1K-1 at 20 (600) oC across our samples, dominated by phonons, with 
estimated <10% electronic contribution. The TC of GNRs is an order of magnitude lower 
than that of micron-sized graphene on SiO2, suggesting strong roles of edge and defect 
scattering, and the importance of thermal dissipation in small GNR devices.  
We also compare the peak current density of metallic single-walled CNTs with 
GNRs. We find that as the “footprint” (width) between such a device and the underlying 
substrate decreases, heat dissipation becomes more efficient (for a given width), allowing 
for higher current densities. Because of their smaller dimensions and lack of edges, CNTs 
can carry larger current densities than GNRs, up to ~16 mA/μm for an m-SWNT with a 
diameter of ~0.7 nm versus ~3 mA/μm for a GNR having a width of ~15 nm. Such cur-
rent densities are the highest possible in any diffusive conductor, to our knowledge. 
We also study semiconducting and metallic single-walled CNTs under vacuum. Sem-
iconducting single-wall CNTs under high electric field stress (~10 V/µm) display a re-
markable current increase due to avalanche generation of free electrons and holes. Unlike 
in other materials, the avalanche process in such 1D quantum wires involves access to the 
third subband and is insensitive to temperature, but strongly dependent on diameter 
~exp(-1/d 2). Comparison with a theoretical model yields a novel approach to obtain the 
inelastic optical phonon emission length, λOP,ems ≈ 15d nm.  
We find that current in metallic single-walled CNTs does not typically saturate, un-
like previous observations which suggested a maximum current of ~25 μA. In fact, at 
very high fields (>10 V/μm) the current continues to increase with a slope ~0.5–1 μA/V, 
allowing m-CNTs to reach currents well in excess of 25 μA. Subsequent modeling sug-
gests that carriers tunnel from the contacts into higher subbands. This allows currents to 
reach ~30–35 μA, which correspond to a current density of ~9 mA/μm for diameters of 
~1.2 nm. 
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CHAPTER 1 
ONE-DIMENSIONAL CARBON NANOSTRUCTURES 
1.1 Introduction 
Despite current success in electronic device scaling, the workhorse materials (i.e. Si 
and Cu) will eventually reach their physical limits. It will become impractical to construct 
components out of these materials as they become harder and more expensive to fabri-
cate, or their performance and reliability wane. While there are eligible candidates scat-
tered throughout the periodic table, carbon has emerged as a strong choice as a next gen-
eration electronic material. One reason it has attracted so much attention is that it exists in 
stable low-dimensional forms as balls (0-D) [1], tubes (1-D) [2], and sheets (2-D) [3]. Of 
these allotropes, those that are bonded in the hexagonal sp2 configuration, shown in Fig. 
1.1, have attracted a lot of attention in recent years. This is a result of possessing physical 
properties that are comparable to or better than other bulk materials, in spite of their 
nanoscale stature.   
One-dimensional structures, in particular, offer great versatility either as wires or ac-
 
Fig. 1.1 Low-dimensional allotropes of carbon (A) fullerene (B) carbon nanotube (C) graphene. Images 
courtesy of Michael Ströck via Wikipedia. 
A B
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tive conducting components in devices. There are currently two different 1-D carbon 
nano-structures, the carbon nanotube (CNT) and the graphene nanoribbon (GNR). Their 
wide range of promising physical properties has led to the creation and proposal of a 
large variety of applications. Some of these applications include transistors [4-7], inter-
connects [8-11] and electrodes [12], chemical and biological sensors [13-15], heaters 
[16], and heat sinks [17, 18].  
The electronic properties of one-dimensional carbon nanostructures can be derived 
from the band diagram of two-dimensional graphene and graphite [19, 20]. The important 
feature is at the Dirac point where the conduction and valence band touch. Here the elec-
tronic bands are linear and symmetric. When the 2-D sheet is confined into one dimen-
sion, certain electronic states become forbidden. Which states are excluded depends on 
the direction and angle (i.e. the chirality) of the 1-D strip with respect to the lattice as il-
lustrated in Fig. 1.2 [5]. These materials will appear metallic if the Dirac point is pre-
served, but will appear semiconducting if it is excluded. When all chiral possibilities are 
considered, one-third of the 1-D nanostructures are metallic and two-thirds are semicon-
ducting. In the case of semiconductors, the bands are hyperbolic instead of linear.  
The size of the bandgap depends on the dimensions of the sample. The bandgap of a 
semiconducting CNT scales inversely with the diameter as 1/d. From tight-binding calcu-
 
Fig. 1.2 Band structure for two carbon nanotubes with different chiralities (A) metallic and (B) semicon-
ducting [5]. 
M
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lations, the band gap is given as [21] 
d
aE CCG −=
γ2      (1.1) 
where γ ~ 2.9 ± 0.1 eV is the tight-binding overlap energy and aC-C = 0.142 nm is the 
bond length between nearest neighboring carbon atoms. In addition to a diameter de-
pendence, there is also a small chirality dependence as well [22]. Often times, however, 
the exact chirality is not known in experiments (see section 1.3). Several different exper-
iments have matched the theoretical tight-binding predictions. Odom et al. used scanning 
tunneling microscopy (STM) to electronically probe the band gap [23], observing the in-
verse diameter scaling from equation 1.1. The chirality dependence on the energy gap can 
also be mapped out using optical methods such as Raman spectroscopy [24], photolumi-
nescence [25], and Rayleigh scattering [26].  
What make GNRs and CNTs attractive for electronic device applications are their 
high mobility (~103-104 cm2/Vsec) [6, 27, 28], high maximum current density 
(~109 A/cm2) [8, 29], and large thermal conductivity (~102-103 Wm-1K-1) [29, 30]. These 
values are typically better for CNTs than GNRs because the edges from GNRs often in-
troduce edge scattering. While there have been several studies focused on measuring the-
se properties, most do so in an ideal fashion (e.g. suspended devices and low temperature 
measurements). However in a practical device, CNTs and GNRs will come in contact 
with other materials and may be operated under more extreme conditions. There has been 
strong theoretical and experimental evidence showing that these physical properties can 
be altered when interacting with other materials [31-34]. Therefore it is critical that these 
interactions be properly studied, so the best design choices can be made to maximize per-
formance and energy efficiency. 
1.2 Device Fabrication 
The three-terminal (source, drain, gate) device is the most popular test structure used 
in measuring carbon device transport. Schematics of completed CNT and GNR devices 
are shown in Fig. 1.3. The source and drain are used to control the lateral field and the 
gate is used to modulate carrier density. Typical fabrication involves depositing or grow-
ing the carbon nanostructure on top of thermally grown SiO2. Source and drain contacts 
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are then defined by lithography. Optical lithography is used to fabricate channels larger 
than one micron and electron-beam lithography is used for anything smaller than one mi-
cron. It is typical to use a high work function material, such as Pd or Au, to form ohmic 
contacts as carbon is naturally doped P-type by oxygen [35, 36]. Most of the time, a thin 
sticking layer (~0.5 nm of Ti or Cr) is used for better adhesion to the SiO2 surface. 
There are several methods for growing or depositing CNTs. These include arc-
discharge [2], laser ablation [37], and chemical vapor deposition [38]. The first CNTs 
were created using arc-discharge wherein an electrostatic arc is discharged between two 
graphite electrodes, causing soot, fullerenes, and CNTs to be produced. Later, the laser 
ablation method was developed. This method aims a high-powered laser at a target made 
from metal catalysts and graphite. These methods all required catching CNTs either on a 
filter or in solution and required purification steps to separate the CNT from soot. These 
fabrication techniques produce CNTs with lengths that are typically < 1 μm. To fabricate 
devices, CNTs must be spun onto a substrate. When deposited at a high density, percolat-
ing network devices can be formed. At low density, e-beam should be used to contact in-
dividual CNTs since there is no control over the placement of the CNTs on the substrate. 
Since these growth techniques create a mixture of CNTs having different chiralities, den-
sity ultra-centrifugation has been introduced recently as a method of separating CNTs by 
chirality [39]. 
 As an alternative, chemical vapor deposition allows for CNTs to be grown directly 
on substrate. While still producing a mixture of different chiralities, it allows for control 
 
Fig. 1.3 Three-dimensional schematic of a (A) CNT and (B) GNR device.  
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over the starting placement of the CNT on substrate [40]. The starting placement is con-
trolled by patterning metallic catalysts on a substrate. Next the sample is put into a tube 
furnace. Carbon carrying gasses are then flown into the furnace at an elevated tempera-
ture, resulting in CNTs growing out of the catalyst. In addition to controlling the initial 
placement of CNTs, a variety of densities and types of CNT can be grown depending on 
the catalyst, temperature, pressure, and gas precursors. Generally these parameters can be 
tuned to grow vertical forests of multiwalled CNTs, dense percolating networks, and in-
dividual CNTs. An example of each is given in Fig. 1.4. Furthermore, by controlling the 
growth time, the length of CNTs can be controlled to be as short as nanometers to as long 
as centimeters [41].  
The choice of substrate can have a strong impact on CNT growth. For the most part 
growths are performed on SiO2. When growing on dielectrics the CNTs generally grow in 
a randomly oriented direction. The exceptions are quartz [42] and sapphire [4], which 
have been shown to produce horizontally aligned growth. Some substrates such as silicon 
do not produce growth because the silicon will poison the catalyst by forming a silicide. 
To remedy this problem, a liner such as alumina can be deposited before depositing the 
catalyst. A typical catalyst choice is one that is Fe based. One method of depositing cata-
lyst is to electron-beam evaporate a very thin layer of Fe. The thickness of Fe evaporated 
controls the density of the growth. For single-walled CNTs, a film of 1-3 Å (as read on 
the evaporator’s crystal monitor) should be deposited. For mutli-walled vertical forest 
growth, ~1-2 nm should be deposited. Subsequent high-temperature annealing (~900 °C) 
then causes parts of the film to ball up and form nanoparticles from which CNTs will 
sprout.  
Finally, the temperature, gas flow rates, and pressure can all be adjusted to control the 
 
Fig. 1.4 Scanning electron microscope (SEM) images of CVD grown (A) CNTs from a patterned catalyst 
dot (B) CNT network image courtesy of David Estrada (C) vertical CNT forest. All scale bars represent 
10 μm. In cases (A) and (C) the catalyst was Fe. In (B) the catalyst was ferretin. 
A B C
catalyst
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concentration of carbon inside the tube furnace. Higher temperatures, higher gas flow 
rates, and higher pressure mean more carbon will be available. The additional carbon 
means an increase in density and length. If these parameters are too high, then extra soot 
may be produced in addition to CNTs. The extra soot can be removed with a subsequent 
annealing step in Ar/H2 environment at 300 °C. The gasses used in CNT growth usually 
involve a carrier gas and a carbon feedstock. Argon can be flowed during the annealing 
step, used to form nanoparticles, to prevent further oxidation of the catalyst. Hydrogen is 
commonly used as the carrier gas, although Ar can be used as well to decrease the partial 
pressure of carbon. The type of carbon feedstock used has a strong influence on the re-
sulting growth [43]. Methane is a good choice for lower density and single-walled growth 
because it breaks at a high temperature (~800-900 °C) and has one carbon atom per four 
hydrogen atoms. Alternatively, ethylene is a good choice for multiwalled or high-density 
growths because it breaks at lower temperatures (~600-700 °C) and has two carbon atoms 
per four hydrogen atoms. 
Graphene nanoribbons can be fabricated either from larger graphene flakes [8, 44, 45] 
or from multiwalled CNTs [46]. The most popular way of fabricating GNRs is to use 
e-beam lithography to pattern a protective mask that is followed by an O2 or H2 plasma 
etch. This technique gives precise control over where the ribbons are formed. This tech-
nique also makes it easy to pattern aligned arrays of GNRs. The drawback is that the etch 
itself is difficult to control precisely and makes it difficult to produce very thin ribbons at 
a set dimension on a consistent basis. Most GNRs fabricated in this manner are 
~20-50 nm wide at best, too wide to observe electron confinement effects (e.g. opening 
of a bandgap). To achieve thinner GNRs, multiwalled CNTs can be unzipped. These have 
been shown fabricate GNRs having widths of ~10-20 nm. However the drawback of this 
technique is that it often produces mutli-layered GNRs in addition to losing precise con-
trol over the GNRs placement.  
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1.3 Characterization and Measurements of Carbon Devices 
1.3.1 Electrical Measurements 
There are many different experimental methods used to measure and characterize 
carbon devices. In this section, some of the more common methods will be reviewed. The 
most basic of measurements are electrical measurements. Two common measurements 
used are an ID-VGS sweep and an ID-VDS sweep. In an ID-VGS sweep, the drain bias is held 
constant while the gate voltage is swept. This measurement is helpful for distinguishing 
between semiconducting and metallic behavior. Shown in Fig. 1.5A are typical ID-VGS 
sweeps for metallic and semiconducting CNTs. Devices with an ON/OFF current ratio 
(IMAX/IMIN) less than ten are considered to be metallic. Typical semiconducting devices 
have an ON/OFF current ratio of ~104 and have OFF currents that are limited by the pa-
rameter analyzer’s lower detection limit. An ID-VDS measurement, shown in Fig. 1.5B, is 
performed at a constant gate bias while sweeping the drain bias. At low bias the current 
varies linearly with voltage and is most limited by the contact resistance. Thus the inverse 
slope can be taken to be an approximation of the contact resistance. For CNTs, the ID-VDS 
measurement can also be used as an approximate way to determine if there is one single-
walled CNT connected between source drain electrodes. Typical single-wall CNTs dis-
play current saturation around 25-30 μA. Multiple connections will exhibit much higher 
currents > 40 μA. 
Electrical measurements on three-terminal back-gated carbon devices will exhibit 
 
Fig. 1.5 (A) An ID-VGS sweep of a semiconducting and metallic CNT [47]. (B) A typical ID-VDS sweep of a 
CNT. 
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hysteresis. The hysteresis is often attributed to charge trapping from the surrounding wa-
ter molecules [48] and charge injection into the underlying dielectric [49]. This hysteresis 
if often not symmetrical and can thus cause a discrepancy in extracted values such as 
mobility. To remedy this problem, a pulsed measurement technique can be implemented 
[28]. The principle behind the pulsed technique is to turn off the bias periodically to give 
carriers sufficient time to escape traps. As a result the hysteresis becomes negligible as 
seen in Fig. 1.6. 
It is important to characterize the dimensions of carbon materials since they impact 
physical and device properties such as band gap, mobility, thermal conductivity, thermal 
dissipation, and contact resistance. There exist many different methods by which these 
measurements can be made, all with their own set of advantages and disadvantages. 
Scanning electron microscopy (SEM), tunneling electron microscopy (TEM) [2], atomic 
force microscopy (AFM) [50, 51], and scanning tunneling microscopy (STM) [52, 53] 
extract dimensional information through imaging. Photoluminescence (PL) [25, 54], Ra-
man spectroscopy [24, 55], and Rayleigh scattering [26, 56] are optical methods that can 
extract dimensional information by relating electrical and optical transitions with the di-
mensions. Following is a review of these techniques and how they are used to character-
ize carbon nanomaterials. 
  
 
Fig. 1.6 Comparison between a DC sweep in air (dashed blue line) and a pulsed vacuum sweep (solid red 
line) of the same CNT. The inset is an illustration of the pulsing sequence for the gate bias. Measurements 
are made while the voltage is pulsed on and carriers are given time to escape traps during the off time. 
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1.3.2 Nanoscale Imaging 
The quickest imaging technique is SEM. The danger with SEM is that it is possible to 
induce defects with the electron beam. Therefore, it is important to use a low accelerating 
voltage (<1 kV). When imaging CNTs and GNRs on top of an oxide, they deflect elec-
trons and charge up the underlying oxide, which causes the material to glow (as seen in 
Fig. 1.7A). Because of the glowing, the diameter or width of the material cannot be 
measured with SEM. Only the length can be accurately measured. Given the low acceler-
ating voltages, it is often difficult to focus, and therefore resolution is sometimes limited 
to 100s of nanometers. If defects are of no concern then a higher accelerating voltage can 
be used to achieve better resolution. Given the speed of the measurement, the SEM is an 
invaluable tool for fabrication analysis (e.g. checking alignment). To obtain better resolu-
tion with electron microscopy, one can use TEM. However the drawback of TEM is that 
samples must be placed on very thin substrates, which requires a much larger degree of 
difficulty in fabrication. 
Atomic force microscopy is a method by which both length and diameter information 
can be disseminated (see Fig. 1.7B). An AFM works by measuring the Van der Waals 
(vdW) interactions between a cantilevered tip and a surface. An AFM can be operated in 
two ways, contact mode and tapping mode. In the case of contact mode, the tip touches 
the surface gently while rastering the desired area. Changes in topography are detected as 
the tip runs over the surface. A laser that deflects off the back of the cantilever to a detec-
 
Fig. 1.7 (A) An SEM image of a CNT device. (B) Three-dimensional rendering of a CNT scanned with an 
AFM. On top is a cut plot of a cut across the CNT.  All colors are false. 
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tor is used to measure this deflection. In tapping mode the tip oscillates over the surface. 
As the tip is raster scanned over the surface, changes in topography will cause changes in 
the oscillation amplitude, which are detected by the laser. For general imaging, tapping 
mode is used because contact mode scanning can lead to damaging and breaking of mate-
rials. In addition to imaging surfaces, the tip can be used for more than just force sensing. 
It can be electrically biased or Joule heated for use as a nanoprobe [51]. 
To obtain better resolution via scanning probe microscopy requires the use of STM. 
In STM, an atomically sharp tip is scanned over a surface while a tunneling current is 
monitored between the tip and the surface. As the distance between the surface and the 
tip decreases, the tunneling current through the vacuum potential will increase. This tech-
nique is a lot slower than AFM since the tip needs to be placed much closer to the surface 
and scans are usually limited to small areas. In addition, because it relies on monitoring 
the tunneling current, a conductive substrate is a requirement, making it non-ideal for 
scanning devices made on top of insulators. However, the payoff is the ability to obtain 
atomic resolution. Like an AFM, the tip can be used as a nanoprobe for other applications 
outside of just imaging a surface. 
1.3.3 Optical Spectroscopy 
The drawback of any scanning probe method is that they can be affected by 
tip-surface interactions [50]. In the case of single-walled CNTs, the vdW interactions are 
strong enough to deform the shape of the nanotube. How much the CNT deforms de-
pends on the magnitude of the force being applied via the tip and the diameter of the 
CNT itself. These interactions, along with surface roughness, lead to a high level of un-
certainty in measuring the diameter of the CNT. Optical methods can be used as alterna-
tives for more accurate measurements. While these optical techniques do not have good 
spatial resolution (micron resolution), they rely on the relationship between optical transi-
tions and the physical dimensions of the material to make accurate measurements. 
Raman spectroscopy is one of the most used optical techniques to characterize carbon 
nanomaterials. The measurement is performed by illuminating a sample with a laser. The 
photons will undergo inelastic scattering with phonons at the surface of the material.  
These interactions cause the photons to re-emit at a different wavelength. The shift in the 
wavelength is known as the Raman shift. A detector counts photons reflected back from a 
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surface and plots this shift and peaks in the Raman spectrum indicate where these shifts 
occur. In graphitic materials there are three such shifts of note: the G-peak, the D-peak, 
and the G′ (also known as the 2D) peak (see Fig. 1.8). The G-peak refers to the sp2 car-
bon-carbon bond and is present in all graphitic materials. The G-peak occurs approxi-
mately at 1600 cm-1. The D-peak, appearing around 1300 cm-1, is a double resonant (DR) 
process that is mediated through defects and the in-plane transverse optical (iTO) pho-
non. The G′-peak, at ~2600 cm-1, is also a DR (and sometimes triple resonant) process, 
but scatters with the iTO phonon instead of defects. The scattering diagrams for these 
three processes are shown in Fig. 1.7 [57]. 
The G/G′ intensity ratio can be used to differentiate monolayer graphene from multi-
layered graphene. Graphene with a G/G′ ratio of ½ is considered to be monolayer. This 
works, however, only for Bernal stacked graphene layers. If graphene layers are random-
ly oriented, then the result will appear the same as monolayer graphene. One should also 
be careful when extending this method to counting layers of GNRs since the edges of 
GNRs will lower the intensity of the G-peak in addition to giving rise to a D-peak. An-
other technique specific for counting the number of graphene layers on SiO2, would be to 
 
Fig. 1.8 (A) Raman spectrum for a monolayer of graphene (background subtracted). Scattering diagrams 
show the origin of each process. Dashed line for G’ peak indicate the alternative triple resonant process. 
Spectrum is courtesy of Joshua D. Wood. 
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compare the integrated G-peak intensity with the optical phonon peaks from Si [58]. This 
technique will work in the range where there are more than four layers.  
The G-peak in CNTs is affected by the cylindrical structure of the CNT. This struc-
ture causes strain in the lattice and will cause the G-peak to split into a G+ and G- peak. 
Since the level of strain depends on the diameter, the amount of splitting in the G-peak 
will change with diameter. The smaller the diameter, the larger the splitting, because of 
the increased amount of strain. The G-band splitting can be given by the empirical formu-
la ΔωG = C/D2 cm-1 where D is the diameter in nm and C is a constant determined by the 
chirality (semiconducting or metallic) of the CNT (C = 47.7 cm-1nm2 for semiconducting 
CNTs, and C = 79.5 cm-1nm2 for metallic CNTs) [55, 59]. Unfortunately, the G-peak 
splitting and positioning can also be influenced by doping levels in metallic CNTs [60]. 
Therefore the G-peak splitting alone should never be used as a measure of the CNT’s di-
ameter. 
A peak unique to CNTs is the radial breathing mode (RBM) which comes from the 
radial expansion of the tube [24]. These peaks, plotted in Fig. 1.9A, are generally very 
low (< 300cm-1) and depend strongly on the optical transition energies between energy 
bands. The RBM also requires that the peak is resonant with the laser energy in order to 
excite the RBM. These optical transition energies depend on the chirality which deter-
mines the diameter. From the RBM peak the diameter can be determined from the fol-
lowing equation: 
 
Fig. 1.9 (A) RBM peaks for various CNTs. Metallic CNTs are indicated in solid blue and semiconducting 
CNTs are in dashed green. (B) Table comparing the height measured by AFM (HAFM), RBM (DRBM), G-
peak splitting (DΔG). The entries are from the plot on the left and from Refs. [61] and [62] marked by * and 
† respectively [50]. 
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( ) 21 DCDA eRBM +=ω      (1.1) 
where Ce accounts for the environmental effects (e.g. substrate) [24, 55], A = 227 cm-1nm 
is the proportionality constant from elasticity theory, D is in nm, and ωRBM is in cm-1. 
When combined with information from G-peak splitting and AFM measurements, the 
specific chiral indices can be assigned as shown in the table in Fig. 1.9B [50]. 
Other optical techniques include Rayleigh scattering and PL. Both of these techniques 
allow for chiral identification of CNTs. The drawback of photoluminescence is that it is 
restricted to semiconducting CNTs because the technique requires a bandgap. Rayleigh 
scattering and resonant Raman spectroscopy have the added benefit that they can be used 
to detect both metallic and semiconducting CNTs. While Rayleigh scattering events oc-
cur more frequently than Raman scattering events, environmental perturbations from the 
substrate significantly lower their signal to noise ratio. Originally to avoid this issue, 
CNTs were suspended over trenches, making sample preparation difficult [56]. Recently, 
a new technique which coats the CNTs with a material of similar refractive index to the 
substrate was used to increase the signal-to-noise ratio [26]. Cancelling out the substrate 
effect allows the acquisition times for scanning a CNT to be dramatically lower than for 
Raman spectroscopy. 
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CHAPTER 2 
TRANSPORT AND ENERGY DISSIPATION IN 
NANOSCALE DEVICES 
2.1 Introduction 
A material's electrical and thermal conductivity are strongly affected both by their 
surrounding environment and physical dimensions. The latter has played a key role in 
electronic devices as they have been aggressively scaled well below 100 nm. For in-
stance, surfaces and interfaces begin to play a bigger role in restricting current flow. Fur-
thermore, each added interface limits the number of pathways which heat has to escape. 
As a result local hotspots may form, leading to thermal runaway. Heating can degrade 
performance and, even worse, cause physical failure in devices. It is important to under-
stand the interplay between electrons and phonons within a material to understand energy 
dissipation. However, to get the whole power dissipation picture, transmission and scat-
tering at boundaries and interfaces should be included as well. As a result of studying dis-
sipation through surfaces, boundaries, and interfaces, a new engineering design space is 
created since these can all be controlled to a degree through fabrication. For example, 
changing the material or geometry of an inactive material (e.g. a gate dielectric) may 
have a significant influence on the device behavior, without even altering the active mate-
rials (e.g. interconnects or channel in a transistor). 
2.2 Transport Regimes 
It becomes harder to apply classical concepts of conduction as device dimensions de-
crease. At approximately 100 nm, even simple equations such as Ohm’s law require revi-
sion. How a material conducts can be categorized into three transport regimes depending 
on the size of the system in relation to the mean free path (MFP) and wavelength of the 
transport carrier (electron or phonon) [1, 2]. The MFP is an average of the distance a car-
rier travels before scattering. The size of the system in relation to the carrier wavelength 
will determine the extent of quantum confinement. These three transport regimes going 
from smallest to largest dimensions are ballistic, quasi-ballistic, and diffusive transport 
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(see Fig. 2.1). Because of the differences in conduction, the way power dissipates at these 
regimes will also be affected [3].   
2.2.1 Ballistic Transport 
When the dimensions of the system are smaller than the carrier wavelength and the 
MFP, transport is considered to be ballistic. If the material is free of defects, then there 
will be no scattering in the channel. Thus, the conduction limit of carriers will be deter-
mined by the contact resistance. These limits are known as the quantum conduction limits 
and represent the highest achievable values of conductance. These limits can be calculat-
ed using Landauer-Buttiker Formalism [4]. The current density flow from one terminal to 
another is written as 
( ) ( ) ( ) ( )dkkkvkfkDxJ α∫=     (2.1) 
where D(k) is the density of states (DOS), f(k) is the distributions function, v(k) is the 
group velocity, α(k) is the transmission coefficient, and x is the medium being transported 
by the carrier. In the case of electrons, D will be the electron DOS, f will be the Fermi-
Dirac distribution, and x will be elemental charge (±e). In addition, spin degeneracy must 
be considered by multiplying equation (2.1) by two. In the case of phonons, D will be the 
phonon DOS, f will be the Bose-Einstein distribution, and x will be energy (E = ℏω). The 
transmission coefficient is equal to one since there are no scattering events. The quantum 
 
Fig. 2.1 Illustration of scattering in different transport regimes between two contacts: (A) ballistic (B) qua-
si-ballistic (C) diffusive. 
A
B
C
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conductance for electrons turns out to be Gq,e = Me2⁄h, where M represents the number of 
transport modes and h is Planck’s constant. The thermal quantum conductance for pho-
nons turns out to be π2kBT⁄3h , where kB is the Boltzmann constant and T is the tempera-
ture. 
Ballistic transport has been observed experimentally for both electron and phonon 
transport. Special quantum point contact devices were fabricated to measure the electron-
ic quantum conductance at low temperatures [5]. By performing measurements at cryo-
genic temperatures, the MFP is increased, allowing ballistic transport between the con-
tacts. In order to measure ballistic conduction at room temperature, carbon nanotubes 
(CNTs) have been used because of their long MFP [1, 2, 6]. Measurement of thermal bal-
listic conduction has proven to be more difficult. All previous measurements of quantum 
thermal conductance have been made by suspending 1-D constrictions to thermally iso-
late the transport channel [7-9].  
The difficulty across all these experiments remains at the contacts. While the con-
ducting channel might be ballistic, there is always a drop in conduction at the contacts. 
This means that the power dissipated in a ballistic device will be limited at the contacts. 
How much power is dissipated at these contacts depends on the ohmic or Schottky nature 
of the contact. Schottky barrirer (SB) contacts very strongly limit the conduction through 
a channel [10, 11]. Ohmic contacts allow for much higher transmission into the channel 
[12]. Therefore, power dissipation will be much higher at SB contacts.  
2.2.2 Quasi-Ballistic Transport 
When the dimensions of the system are on the same order of the MFP, but larger than 
the carrier wavelength, then transport is considered to be quasi-ballistic. Here a signifi-
cant number of scattering events occur to raise the resistance in the channel. Now both 
the contacts, quantum limited resistance, and channel resistance must be taken into ac-
count. To model quasi-ballistic transport, the Boltzmann transport equation (BTE) or 
Monte Carlo (MC) simulations may be employed [13]. The BTE is a statistical treatment 
of carriers. It keeps track of how a distribution of carriers f(r, k,t) evolves in space, mo-
mentum, and time within a small volume drdk. Because it assumes that particles have a 
specific space and momentum at a specific time, it violates the uncertainty principle. 
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Therefore the BTE should not be used to model quantized systems (i.e. the ballistic re-
gime). The BTE is written as: 
collisiont
ffFfv
t
f
∂
∂
=∇+∇+
∂
∂
kr
    
(2.2) 
where v is the velocity and F is the force acting on the particle (e.g. an electric field upon 
an electron). The first term moving from left to right represents the time rate of change in 
the distribution function. The second term represents the change in the distribution due to 
the motion of particles in free space. The third term accounts for the change in the distri-
bution caused by an external force altering the momentum of particles. Finally, the term 
on the right takes scattering into account. This equation cannot be solved analytically but 
can be solved numerically. One such numerical method is MC where the distributions can 
be calculated by finding the probability that a carrier is scattered during a certain time 
interval.  
As mentioned above, the contact resistance and the channel resistance both contribute 
similarly in a quasi-ballistic system. This can be observed experimentally when compar-
ing the conduction between CNTs that are hundreds of nanometers long to ones that are 
tens of nanometers long [1, 2]. Previous work has shown that the channel conductance 
can be modeled by plugging a transmission coefficient, α = λ/(L+λ), where λ is the MFP 
and L is the channel length, into equation (2.1) [14, 15]. The quality of the contact will 
still have a significant impact in limiting the power dissipation within the channel [16]. 
The overall resistance of a two terminal device will have the following form [14]: 
( ) ( )[ ]





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dx
Mq
hRTVR
λ
    (2.3) 
where RC represents the overall contact resistance and the integral is taken along the 
length of the channel (x direction). 
 
2.2.3 Diffusive Transport 
When the dimensions of the system are much larger than the MFP, then transport is 
considered to be diffusive. To model diffusive transport, continuum models are used, 
such as the drift-diffusion equation for electronic current and Fourier’s law for heat flow. 
The approximation that is made in diffusive models is that there are so many scattering 
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events that the frequency at which they occur can be well described by a net average. As 
a result, diffusive models can be derived directly from the BTE using the relaxation time 
approximation. In this case equation (2.2) becomes 
τ
fffFfv
t
f −
=∇+∇+
∂
∂ 0
kr     (2.4) 
where τ is the average time between scattering events and fo is the equilibrium distribu-
tion. If the system is in equilibrium, then the first term on the left-hand side can be ig-
nored. For electrons in a semiconductor, assuming a parabolic band structure leads to the 
well known semiconductor drift-diffusion equation. For phonons, assuming no external 
forces eliminates the third term on the left side of equation (2.4) ultimately recovers Fou-
rier’s equation.  
A common attribute in all diffusive models is the negligence of the contact resistance. 
Since there are so many scattering events, the channel resistance will dwarf the contact 
resistance. Therefore, the first term in equation (2.3) can now be dropped when calculat-
ing the overall resistance in a two-terminal device. The total power dissipated in a diffu-
sively conducting device can be calculated using Ohm’s law, P = I2R. 
2.3 Scattering 
In the previous section, the MFP was shown to have a direct impact on the transport 
and power dissipation in a material. The MFP is determined by the average length the 
carrier travels before undergoing a scattering event. These events include scattering with 
impurities, defects, surface and edges, electrons, and phonons. The frequency that these 
events occur will vary, which will cause the MFP to vary. A simple approximation to av-
erage the effects of all the scattering mechanisms is to add them like parallel resistors. 
This is known as Matthiessen’s rule and is written as follows: 
∑=
i iλλ
11       (2.5) 
where λi represents the MFP of a different scattering mechanism. The assumption in 
equation (2.5) is that the scattering rates for each independent mechanism have the same 
energy dependence [17]. This is actually not often the case and there are certainly in-
stances where this approximation is not valid. For example, Matthiessen’s rule breaks 
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down when considering systems such as thin films and nanowires where surface scatter-
ing contributes strongly [18, 19]. Nevertheless, it is a helpful tool because it is easier to 
consider different scattering mechanisms separately. 
Impurity, defect, grain boundary, and surface scattering depend on the physical struc-
ture of the material. These scattering processes are typically elastic in nature (i.e. momen-
tum is conserved). The MFP in this case depends on how rough the surface is, how heavi-
ly doped it is, how defective it is, and what the average grain sizes are. Since these pro-
cesses depend on the physical structure of the material, there is little temperature depend-
ence on the scattering rates. Their MFP can be estimated as the average distance between 
each feature. In nanoscale systems, these mechanisms have a much stronger impact and 
cause lower conduction properties than bulk systems [20-26]. 
Another scattering mechanism is between electrons and phonons. Electrons can either 
gain energy from absorbing present phonons or lose energy through emitting phonons. 
There are two types of phonons for electrons to scatter with, acoustic (AC) and optical 
(OP) [13]. Acoustic phonons are low energy phonons which are primarily responsible for 
transporting heat in the lattice. They have much higher group velocity, which is given as 
the derivative with respect to wave-vector in the dispersion, than optical phonons. This is 
illustrated through a schematic of phonon dispersion for a diatomic chain of atoms in Fig. 
2.2. The typical MFP of an acoustic phonon is usually in the hundreds of nanometers 
range.  
Optical phonons are much higher in energy and thus are only considered to be inter-
 
Fig. 2.2 Generic phonon dispersion showing low energy acoustic phonons and higher energy optical pho-
nons.  
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acting with carriers of high energy. These phonons have a very small MFP, typically 
around tens of nanometers. Thus, they have a significant impact in lowering the conduc-
tion in a device. Optical phonons do not contribute directly very much to heat transport 
because they possess low group velocity, as evidenced by the phonon dispersion (see Fig. 
2.2). Instead they must dissipate energy into acoustic phonons in order for their energy to 
be transferred through the lattice [27]. During this process, energy carried by electrons 
will ultimately be dissipated through heat. This is known as Joule self-heating. 
2.4 Energy Dissipation 
As the strength of the accelerating field increases, carriers gain more energy. This in-
crease in energy also raises the OP scattering rate. As more OPs are generated, they will 
continue to dissipate energy into the lattice and thus generate a significant amount of heat 
(i.e. Joule heating). As the temperature increases, phonon occupation will further in-
crease, thus increasing the probability of scattering. The ultimate result is a decrease in 
the OP emission MFP. In CNTs this has been shown to be the primary scattering mecha-
nism at high bias [27, 28] and is thought to limit current carrying capacity [29]. Even in 
more mature technology such as silicon-on insulator (SOI) transistors, Joule heat genera-
tion has been shown to be problematic [30]. Therefore, it would be beneficial to maxim-
ize energy dissipation to retard heat generation. This can be done by choosing and engi-
neering the environment around the channel. This section will review the process by 
which heat flows across interfaces. 
2.4.1 Phonon Transport Across Interfaces 
As mentioned at the beginning of the chapter, an increasing variety of materials con-
tinue to be integrated into devices, which cause more interfaces to be formed. While these 
interfaces usually serve an important role electronically, such as electrical insulation in 
ultra thin body silicon or silicon on insulator, they interfere with heat transfer as they in-
troduce additional thermal resistances that did not previously exist [30]. If thermal re-
sistances become too high, then heat can get trapped, degrading device performance and 
posing a severe reliability risk.  
To characterize heat flow across interfaces, experiments are set up to solve the heat 
diffusion equation where the thermal boundary resistance or conductance (TBR or TBC) 
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across an interface is the independent variable. The heat diffusion equation is defined 
generally by  
( ) ( )
t
TCTTgqT p ∂
∂
=−−′′′+∇∇ ρκ 0
    (2.6)
 
where κ is the thermal conductivity of the medium, q‴ is the volumetric heat generation, 
T is temperature, t is time, ρ is the density of the medium, g is the TBC, and Cp is the heat 
capacity at constant pressure. The TBC includes all interfaces and heat flow out of the 
channel. The power that is generated is done through Joule self-heating in a device (e.g. 
wire or transistor). By correlating the input power with the known temperature the TBC 
can be extracted [31-34]. When the channel is one-dimensional, as is the case for a CNT, 
a resistance associated with the spreading heat (part of ROX in Fig 2.2) into other materials 
must be taken account. This can be done by using a shape factor to adjust the thermal 
conductivity. Of course a device is not required to measure heat transport across interfac-
es as stacks of films can be used in the three-omega [35] or pump-probe laser [36-38] 
measurement. 
There are several ways of modeling the TBC. One way of modeling TBR is through 
molecular dynamics (MD) simulations [39]. MD simulations employ classical calcula-
tions to study the motion and energy of interacting atoms in a system. Because it is a 
classical simulation, MD can over-predict the heat capacity when the Debye temperature 
is much higher than room temperature. Also, the results are very dependent upon what 
inter-atomic potential is input in the simulation. Finally, because the computational bur-
den grows as more atoms are added, MD is generally limited to nanometer size systems.  
Simpler analytical models exist for calculating TBR. While these are not always ac-
curate, they are much faster than MD simulations and can still offer some physical in-
sights. To calculate TBC, the heat current flowing from material one to material two is 
given as 
( ) ( ) ( ) ( ) ωθθθωθαωωωπ ω ddjvDTfTQ jj
j
BE
j
sincos,,,
2
1
,1,1
2
0 021
max
1
,1
 ∑∫ ∫=→  (2.7) 
where fBE is the Bose-Einstein distribution, D is the phonon density of states, j refers to 
the each phonon mode, α is the transmission coefficient, and θ is the angle of incidence 
as diagramed in Fig. 2.3A. The thermal boundary conductivity is thus calculated as 
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where A refers to area of the interface. 
There are two prevalent models for calculating the transmission coefficient, each 
rooted in different physical assumptions. These are the acoustic mismatch model (AMM) 
and the diffuse mismatch model (DMM) [40]. The AMM considers the wavelength and 
direction of the incoming phonon. The assumption is that the interface is a flat plane and 
that there is no lattice such that the phonons move through a continuum. An incoming 
phonon can reflect or transmit, and can change polarization as diagramed in Fig. 2.3A. 
The transmission coefficient can be calculated similarly to Fresnel equations.  
The DMM makes the assumption that any incoming phonon can be reflected or 
transmitted based on the available states, as shown in Fig. 2.3B. Each incoming phonon 
loses memory of which material it comes from since scattering at the interface is diffuse. 
Thus the only requirement for transmission is that there is a state available. Therefore, 
transmission is ultimately limited by the mismatch in the phonon density of states 
(PDOS). Thus the transmission coefficient no longer depends upon the angle of incidence 
and we may take it out of the angle integral in equation (2.7). From a detailed balance 
argument, the transmission coefficient is given as 
 
Fig. 2.3 (A) Illustration of the AMM. An incident phonon (solid arrow) will reflect or transmit (dashed 
arrows) into either longitudinal (l) or transverse (t1, t2) modes. (B) In the case of the DMM, incident pho-
nons can scatter diffusely into either material as long as there are states available. 
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where i refers to the material (i.e. material 1 or 2). 
2.4.2 Remote Phonon Interactions 
An additional pathway for power dissipation is possible through coupling between 
carriers in the channel and the surface polar phonon (SPP) modes from a dielectric [41-
43]. These surface modes come about from the dipole nature of atoms in materials. They 
are present in many oxides. These polar modes create an evanescent field which can in-
teract with carriers. So as long as carriers are physically close to the surface, there is a 
chance that these near field interactions will cause energy to be exchanged with SPPs. 
Not all modes will interact strongly with carriers; therefore it is good enough to consider 
the dominant mode [44]. Since these interactions are mediated by evanescent fields, the 
strength of the interaction is strongly affected by the distance between the carrier and the 
surface of the substrate. Changes in separation from surface roughness are enough to 
cause significant variance in strength. While this mechanism does provide an additional 
pathway for heat dissipation, it also introduces another scattering mechanism. Therefore 
this near field effect does not always improve conduction. 
2.5 High-Field Transport 
As the field is increased, several other mechanisms will start to take effect. Higher 
subbands will start to come into play. For semiconductors, the band bending will thin 
down the energy barrier between valence and conduction band. Schottky contacts may 
start to become more transparent for tunneling. In extreme cases, atoms themselves start 
to drift. Some of these mechanisms will lower conduction, but some will increase it. In 
the following section, a review is provided for mechanisms that serve to increase conduc-
tion. 
2.5.1 Impact Ionization 
Sometimes carriers can gain so much kinetic energy that their temperature, given by 
kBTe, can be much higher than the actual lattice temperature. These “hot” carriers can de-
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grade conductance and decrease reliability. However, hot carriers can also lead to impact 
ionization (II), which increases conduction. Impact ionization is considered to be a soft 
(reversible) breakdown. It causes the current to increase rapidly through carrier multipli-
cation. Impact ionization occurs when carriers gain enough energy to create an electron-
hole pair (EHP), as diagramed in Fig. 2.4A. The newly created carriers then continue to 
gain energy and may undergo II themselves, creating an avalanche current. While mo-
mentum should be conserved, the threshold field for II, ETH, predominantly depends on 
the bandgap. Figure 2.4B shows how as the band-gap decreases, ETH does as well. The 
probability for undergoing II depends on the MFP as well. If the carrier undergoes a scat-
tering event, then it will lose energy and will thus be unable to undergo II. Carriers must 
gain sufficient energy over a distance that is comparable to the scattering MFP. This can 
be done by increasing the field, although doing so may give rise to other high-field ef-
fects or could cause irreversible breakdown through Joule heating before the conditions 
for II are satisfied. Assuming that no other high-field effects are significant, the depend-
ence between II and scattering can be exploited to extract the MFP [45]. 
In general II is seen as a reliability concern as it can cause currents to increase uncon-
trollably, inducing irreversible breakdown. However in recent years there has been an 
attempt to make a device that takes advantage of II. This device is known as the I-MOS 
(impact ionization metal-oxide-semiconductor transistor). It aims to lower the 
 
Fig. 2.4(A) Schematic band diagram of a CNT undergoing II shown for hole transport [45]. (B) II threshold 
field as a function of the bandgap of various materials. 
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subthreshold slope in transistors below the thermal limit of ~60 mV/dec by using the ava-
lanche current to switch the transistor on and off. While subthreshold switching 
< 60 mV/dec has been achieved, it was done at impractically high biases [46].  
2.5.2 Zener Tunneling 
Zener tunneling (ZT), also known as band-to-band tunneling, occurs when a high 
field induces band-bending such that the barrier between the conduction and valence 
band is thin enough to allow carriers to tunnel between the two bands. This process is di-
agramed in Fig. 2.5 showing an electron in the valence band tunneling through to the 
conduction band. Like II, the onset of ZT is marked by an increase in current. The tunnel-
ing current depends on the strength of the applied field and the magnitude of the bandgap. 
For a semiconductor with parabolic bands, the tunneling probability is given as 






−= 23
3
24exp GEeF
mP

     (2.10) 
where m is the carrier mass, F is the field, and EG is the energy gap. If instead the bands 
are hyperbolic, like in the case of a CNT or GNR, the equation is [47]: 






−=
eFv
EP
F
G
4
exp
2π     (2.11) 
 
Fig. 2.5 Schematic band-diagram of the Zener band-to-band tunneling process. An electron tunnels from 
conduction band to valence band. 
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Just as the I-MOS has been proposed as a new switch, so have devices based on ZT, 
called tunneling field effect transistors (TFETs). The TFET instead takes advantage of 
band offset created by a difference in doping to promote ZT [48]. Using the ZT, like II, 
would allow devices to be built with subthreshold swings of < 60 mV/dec. It should be 
noted that one of the first experimental observations of sub-60 mV/dec switching was 
done with a CNT [49]. 
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CHAPTER 3 
THERMAL DISSIPATION AND VARIABILITY IN 
ELECTRICAL BREAKDOWN OF CARBON NANOTUBE 
DEVICES 
3.1 Introduction 
While Joule heating in carbon nanotubes (CNTs) can degrade electrical performance, 
posing reliability concerns as in other electronics, electrical Joule breakdown has also 
been used for fabrication purposes. One such application is to remove metallic CNTs in 
integrated circuits [1-3]; however the technique is not precise, owing to the lack of fine 
control over CNT heat dissipation. It can also be used to fabricate narrow break gaps that 
allow the formation of nanoscale contacts [4]. It is presently understood that the thermal 
boundary conductance (TBC) at CNT interfaces with the environment, substrate, or con-
tacts plays the limiting role in thermal dissipation [5-7]. In addition, the interaction of 
CNTs with the environment may also change their effective thermal conductivity [8, 9]. 
However, little is currently known about the details of the thermal interaction between 
CNTs and common dielectrics, including the roles of dielectric surface roughness or of 
CNT diameter and chirality (e.g. metallic vs. semiconducting). 
In this study, we examine electrical breakdown and thermal dissipation of CNT de-
vices with the most common interface used in integrated circuit experiments, that of SiO2 
as shown in Fig. 3.1A. We employ electrical breakdown thermometry [6, 10] to extract 
the TBC between CNTs and SiO2 for metallic (m-CNT) and semiconducting nanotubes 
(s-CNT) of diameters 1 < d < 4 nm. We find the TBC per unit length scales proportional-
ly with CNT diameter, confirming recent simulation work [11]. We also find that m-
CNTs appear to have better and more consistent thermal coupling with SiO2 than s-
CNTs, indicating a fundamental challenge for complete m-CNT removal in circuits via 
electrical breakdowns. We compare our results to both a diffuse mismatch model (DMM) 
and to molecular dynamics (MD) simulations. The latter reveal the role played by the 
                                               
This chapter is reprinted from A. Liao, R. Alizadegan, Z. Y. Ong, S. Dutta, F. Xiong, K. J. Hsia, and E. 
Pop, "Thermal dissipation and variability in electrical breakdown of carbon nanotube devices," Physical 
Review B, vol. 82, p. 205406, Nov 5 2010. Copyright 2010, American Physical Society. 
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thermal “footprint” of a deformable CNT on such dielectric substrates. Finally, we un-
cover the significant role of variability in threshold voltage (for s-CNTs) and of SiO2 sur-
face roughness (for both m- and s-CNTs) in heat dissipation and electrical breakdown. 
3.2 Experiments and Data Extraction 
We fabricated and conducted experiments on carbon nanotube devices in the same 
back-gated configuration as our previous work, using semi-circular electrodes for better 
CNT length control [12-14] (here, 2 ≤ L ≤ 5.6 μm) as shown in Figs. 3.1 and 3.2. The 
SiO2 is thermally grown dry oxide, approximately 90 nm thick. We focused on nanotubes 
that showed high-bias current near ~25 µA [15] and had diameters d < 4 nm as measured 
by atomic force microscopy (AFM), to ensure devices were single-walled. In addition, 
only electrical breakdowns with a single, clean drop to zero current were selected, which 
are typical of single-wall single-connection devices, as shown in Fig. 3.1B; by contrast, 
multiwall CNTs and CNT bundles exhibit higher currents and break down with multiple 
current steps [16]. Joule heating was achieved by increasing the source-drain voltage (VSD 
> 0) while maintaining a negative gate bias (VGD ≈ -15 V). In semiconducting CNTs this 
leads to hole-only conduction [12], deliberately avoiding ambipolar behavior [17] which 
would complicate the analysis. Metallic CNTs show no gate voltage dependence in room 
 
Fig. 3.1(A) Schematic cross-section of typical CNT device with diameter d and thermal footprint bt (also 
see Fig. 3.5) on SiO2 substrate with thickness tox and surface roughness Δ. The p+ silicon is used as a back-
gate. The device layout with source and drain terminals is shown in Fig. 3.2(A). As current (ID) passes in 
the CNT, the generated Joule heat dissipates through the substrate. The equivalent thermal circuit includes 
CNT-SiO2 interface thermal resistance (1/g) and spreading resistance in the SiO2 (1/gox). (B) Typical elec-
trical breakdown of similar CNTs shows higher breakdown power in vacuum (~10-5 torr) than in ambient 
air. This illustrates the role of oxygen for CNT breakdown in air. (C) Atomic force microscopy (AFM) im-
ages of CNTs broken in air (top) and vacuum (bottom). Breakdowns in vacuum can lead to SiO2 surface 
damage, which is not observed for air breakdowns. 
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temperature, ambient conditions. Increasing VSD leads to increasing the power input, 
which causes the CNT temperature to rise through Joule heating and leads to physical 
breakdown. We note that in this work the drain is always grounded and the source is the 
positive terminal, referring to the source of carriers and current flow. 
The breakdown voltage, VSD = VBD, is taken to be the voltage at which the drain cur-
rent (ID) irreversibly drops to zero, as shown in Fig. 3.1B. We assume that during the 
breakdown process the CNT stays on the surface and that no buckling or delamination 
from the surface occurs as a result of the small thermal expansion coefficient of CNTs 
[18]. Typical broken devices under AFM imaging are shown in Figs. 3.1C and 3.2A The 
power dissipated within the CNT at breakdown is PBD = ID(VBD–IDRC). The combined re-
sistance of the source and drain contacts, RC, is estimated from the inverse slope of the 
low-bias ID-VSD plot [6, 19], RC ≈ (dID/dVDS)-1, which includes the quantum contact re-
sistance (R0 = 6.5 kΩ). The experiments in this study were performed in air where nano-
tubes are known to break from self-heating and oxidation at a relatively well-known tem-
perature [20], TBD ≈ 600°C. By comparison, device breakdowns performed in ~10-5 Torr 
vacuum showed CNTs of similar lengths and diameters breaking at higher power and 
thus higher temperatures, as in Fig. 3.1B. This suggests that CNT device breakdowns in 
vacuum occur by a mechanism other than oxidation, e.g. at nanotube defects [21] or by 
failure of the underlying SiO2. The latter is supported by the observation of damage to the 
SiO2 substrate in some samples, as seen in Fig. 3.1C, which is never seen for breakdowns 
in air. 
We now return to discuss the temperature profile of CNTs during Joule heating, and 
restrict ourselves to in-air breakdowns for the rest of the chapter. Figure 3.2A displays the 
breakdown location (LBD) along a CNT, as extracted from scanning electron microscope 
(SEM) imaging. Figure 3.2B shows a histogram of the normalized breakdown locations 
for ~40 CNTs in this study, distinguishing between m-CNT and s-CNTs. The majority of 
m-CNTs break at their hottest point near the middle while most s-CNTs break closer to 
the grounded drain, where the field is higher and the carrier density is lower. Both of the-
se observations are indicative of diffusive heat [6] and charge [22] transport, and of rela-
tively negligible contact resistance. At high field the electron or hole scattering mean free 
path (MFP) with optical phonons (OP) approaches the minimum value λOP,ems ~15d 
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where d is the diameter in nm [12, 19]. This MFP is significantly shorter than the CNT 
lengths used in this work (several microns).  
To understand the temperature profiles of m-CNTs and s-CNTs, and to extract the in-
terfacial thermal conductance per unit length (g) between CNT and SiO2 from the break-
down data, we solve the heat diffusion equation along the CNT [6]. The heat generation 
per unit length can be captured both as uniform (for m-CNTs) and asymmetric (for s-
CNTs), by expressing it as: 
 20 1( )
C xp x p C
L
 = + 
      
(3.1) 
where –L/2 ≤ x ≤ L/2, L is the length of the CNT, C1 and C2 are unitless parameters and 
p0 is a constant term. We note that to a good approximation the heat generation in CNTs 
is independent of temperature, as the optical phonon emission length (the strongest ine-
lastic scattering mechanism responsible for Joule heating) has very weak temperature de-
pendence [6, 12]. 
Because the heat generation is uniform along m-CNTs from the constant electric field 
and charge density (barring significant and asymmetric contact resistance [23, 24]), we 
simply set C1 = 1 and C2 = 0. This implies p0 = PBD/L at breakdown in m-CNTs. For s-
CNTs, a linear heat generation profile captures the asymmetry caused by non-uniform 
 
Fig. 3.2 (A) Scanning electron microscope (SEM) image of CNT device showing breakdown location 
(LBD). (B) Histogram of breakdown location normalized by CNT length (LBD/L) indicating the majority of 
m-CNTs break near the middle and s-CNTs break closer to the drain. Break point is always observed along 
the CNT, suggesting good contacts with negligible heating. (C) Computed temperature distribution along a 
2 μm long CNT (typical in our study) with Eq. (3.2) using C1 = 1 and varying C2. The maximum tempera-
ture is shown at the breakdown condition (TBD). C2 = 0 corresponds to m-CNTs (uniform heat dissipation) 
and C2 > 0 corresponds to s-CNTs. For s-CNTs biased under hole conduction the heat generation and tem-
perature profile are skewed towards the ground (drain) terminal. Block arrows in (B) and (C) show direc-
tion of hole flow. 
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electric field and charge density [25]. The general expression for the temperature along 
the CNT at breakdown is: 
( )
1 2
2
0 1
cosh sinh
cosh 2sinh
2 2
H HBD
tot
H H
x xC C
L LP C xT x T C
g L L L L
L L
    
    
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 (3.2) 
where LH = (kA/g)1/2 is the thermal healing length (of the order ~0.2 μm) [6, 26], k is the 
thermal conductivity of the CNT [22], gtot is the thermal conductance per unit length from 
CNT to ambient (see Section 3.3 below), and A = πad is the cross-sectional area assum-
ing a CNT wall thickness a = 0.34 nm. 
The typical “inverted U” shape of the temperature profile under uniform heat genera-
tion in m-CNTs is shown in Fig. 3.2C with C2 = 0. This has previously been observed ex-
perimentally in nanotubes under high bias operation, both by scanning thermal microsco-
py (SThM) [27] and by coating the CNTs with a phase-change material which changes 
volume as it heats up [26]. 
On the other hand, s-CNTs have non-uniform electric field and charge density along 
their length, leading to off-center heat dissipation [25]. This is captured by changing the 
value of the parameter C2 > 0 above, as shown in Fig. 3.2C. We take this simple approach 
because uncertainties in threshold voltage, contact resistance, and contributions made by 
infrequent defects make it difficult to provide a more exact solution of the temperature 
profile in every s-CNT measured (by contrast, m-CNTs are immune to threshold voltage 
variations). More specifically, in our analysis below we choose C1 = 1 and C2 = 0.65 for 
s-CNTs, such that the hot spot location corresponds to LBD/L ≈ 0.7 as noted in the break-
down histogram, Fig. 3.2B. 
3.3 Modeling 
To understand the dependence of thermal coupling g on CNT diameter and substrate 
properties, we use a diffuse mismatch model (DMM) [28] similar to that previously ap-
plied to multiwall carbon nanotubes [29] and graphene [30]. The DMM is used to estab-
lish an upper bound for heat transport across an interface, as limited by the phonon densi-
ty of states (PDOS). This approach also presents an advantage of speed and flexibility 
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over full MD methods [11]. The model calculates the transmission probability, α, for heat 
transfer across an interface while assuming all phonons scatter diffusely at the interface. 
By equating the phonon energy flux from the CNT to the SiO2 with that from the SiO2 to 
the CNT and using a detailed balance argument for all frequencies [30, 31], α is given as: 
∫∫
∫
+
=
ωω
ωω
ωω
α
dvDfN
ad
dvDfN
dvDfN
oxOXOXBEOX
CNTCNTCNTBECNT
oxOXOXBEOX
,
,
,
4
1
4
1
 (3.3) 
where N refers to the atomic density (in atoms/cm3 for SiO2 and atoms/cm for nano-
tubes), v is the phonon velocity, ω is the phonon frequency, fBE is the Bose-Einstein (BE) 
distribution, and D is the PDOS per atom as calculated by MD simulations [11]. We use 
the realistic PDOS rather than a Debye approximation because the latter has been previ-
ously found to cause large discrepancies with experimental data at high temperature [32]. 
In addition, the linear Debye approximation would not account for the quadratic CNT 
flexure modes [33]. The PDOS for a (10,10) nanotube with 1.37 nm diameter is calculat-
ed and shown in Fig. 3.3. Using the PDOS from CNTs of other diameters did not change 
our results significantly (presumably because the proportion of phonon modes remains 
approximately the same [11]); hence, we used the PDOS shown in Fig. 3.3 as the phonon 
weighing function throughout the remainder of this work. 
The phonon velocity in the amorphous SiO2 is assumed to be isotropic and fitted with 
a single value [34], as shown in Table 3.1. However, the CNT phonon velocity includes 
contributions from both the transverse and longitudinal polarizations along the c-axis 
(out-of-plane direction) of graphite, vc [30, 35]. Not included are the a-axis (in-plane) 
modes which contribute minimally to thermal coupling in the geometry of interest, and 
Table 3.1 Simulation parameters 
Parameter  Value  
vCNT  932 m/s  
vox  4.1 km/s  
NCNT  16.3 atoms/Å  
Nox  0.0227 molecules/Å3  
TBD  873 K  
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are more relevant to vertical CNTs on a surface [36]. We note, however, that even for 
vertical CNTs some degree of tip bending must always exist; thus, the geometry exam-
ined here and in Ref. [11] is likely to be most relevant. The value of <vCNT> is derived 
from a geometrical averaging of vc over the shape of the CNT, described later in more 
detail. The list of parameters is shown in Table 3.1.  
Knowing the transmission probability, we can now calculate the flux of phonons 
through the interface. This gives the thermal conductance per unit length from the CNT 
to SiO2 as: 
ωαω dvD
T
f
ad
bNg CNTCNT
CNTBEtCNT ∫ ∂
∂⋅
= ,  (3.4) 
where bt is the effective thermal contact width or footprint between the CNT and the sub-
strate, to be determined by MD simulations (Fig. 3.1 and Fig. 3.5). This footprint is the 
effective width between CNT and the substrate over which heat is being transferred. Fi-
nally, to calculate a thermal boundary conductance that is comparable to experimental 
data, we must also include the effect of heat spreading into the oxide, given as [37]: 
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Fig. 3.3 The phonon density of states (PDOS) for a (10,10) nanotube from MD simulations [10]. The Bose-
Einstein occupation (fBE) at room temperature is plotted in red against the right axis. Shaded in gray is the 
product of the PDOS with fBE, showing diminished contribution from higher frequency phonon modes. The 
inset shows the PDOS of the CNT and that of SiO2, the latter displaying a lower cutoff near 40 THz. 
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where κox ≈ 1.4 Wm-1K-1 is the SiO2 thermal conductivity and tox ≈ 90 nm is the SiO2 lay-
er thickness. This simple expression is appropriate when tox ≫ bt as in our work, and the 
thermal spreading resistance contribution of the SiO2 accounts for approximately 10-30% 
of the total thermal resistance. The total thermal conductance per unit length from CNT 
to ambient, as used in equation (3.2), is given by the simple thermal series network 
shown in Fig. 3.1:  
1
1 1
tot
ox
g
g g
−
 
= + 
 
 (3.6) 
We note that any additional thermal spreading resistance into the Si wafer is negligible, 
and thus the Si wafer is assumed to be isothermal at TSi = 293 K. Similarly, heat loss to 
ambient air can be neglected, where gair ~ 4×10-4 WK-1m-1 has been previously estimated 
as an upper limit at one atmosphere [38], three orders of magnitude lower than the heat 
loss to substrate. 
3.4 Derivation of CNT Shape and Footprint 
3.4.1 Equilibrium Shape of a CNT 
Nanotubes interact with the SiO2 substrate through van der Waals (vdW) forces. In 
addition, our previous MD simulations [11] have shown that such CNTs do not remain 
rigid cylinders, but instead deform to minimize their overall vdW and curvature energy. 
Beyond a certain diameter CNTs relax to a compressed shape [39, 40], which changes 
both their geometrical and equivalent thermal footprint on the substrate. To accurately 
calculate the shape and thermal footprint of the CNT, we employ MD simulations with a 
simplified Lennard-Jones (LJ) 6-12 potential: 
12 6
4V
r r
σ σε
    = −    
     
.
 
(3.7) 
Here, we simplify the SiO2 substrate as a continuum plane. Therefore the collective vdW 
interaction per carbon atom situated at a height h above an infinite half-space of SiO2 can 
be approximated by the triple integral 
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The values here are based on the Universal Force Field (UFF) model by Rappe et al. [41] 
and were used in our previous MD simulations as well [11]. The integral in equation (3.8) 
can be evaluated analytically. It should be noted that this integral tends to give a lower 
bound estimate of the total interaction potential because it ignores the effects of local 
spikes of closely positioned atoms. The estimation error is reduced by assuming a relaxed 
configuration for the nearby silica molecules. Such an analysis gives 
∑
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(3.11) 
which has a similar form as the original LJ potential – except with different exponents 
and pre-factors. This effectively alludes to an h-3 dependence of the vdW interaction po-
tential. A plot of both the calculated potential and its second derivative (which is propor-
tional to the interaction spring constant) is shown in Fig. 3.4. 
For the covalent C-C interaction we used the empirical bond order Tersoff-Brenner 
potential [42]. In addition to this potential, we used an intra-molecular LJ vdW potential 
with the following parameters for graphite [43]: 
Å 3.39,meV 3.02 == CC σε  (3.12) 
All MD simulations were carried out until the transient motions died off and a final 
steady-state solution was reached. 
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3.4.2 Thermal Footprint of a CNT 
To determine the thermal footprint of the CNT on SiO2, we consider the square root 
of the second derivative of the vdW potential with respect to h as heat transfer depends 
on this effective “spring constant” between the substrate and CNT. For example, the pho-
non velocities are expected to be proportional to the square root of this spring constant. 
Thus, to find the effective thermal footprint we used the square root of the spring constant 
to weigh the horizontal change in position, Δx. 
The thermal footprint (bt) should not to be confused with the geometric footprint, bg, 
the physical contact region between the CNT and substrate. In the case of small diameter 
CNTs, the effective thermal footprint can even be greater than the lateral width of the 
CNTs, i.e. their diameter. This occurs because in addition to the bottom half of the CNT 
conducting heat to the substrate, there is also thermal coupling from the top half of the 
CNT. The results of these simulations are shown in Fig. 3.5. Because MD simulations 
can be carried out for only one CNT of a particular diameter at a time, several were con-
ducted for CNTs over a range of diameters 5–49 Å. We found the following quadratic 
function fit the simulation results of the thermal footprint for any diameter within the 
simulated range (Fig. 3.5A): 
ddbt 1.1037.0
2 +=  (3.13) 
 
Fig. 3.4 Van der Waals potential (blue solid line) interaction between CNT and SiO2, as used in calcula-
tions to derive the thermal footprint (Fig. 3.5). The second derivative of the potential (red dashed line) with 
respect to distance from the surface (z) is used to weigh the contribution of each atom to the effective ther-
mal footprint (bt) of the CNT. 
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where both bt and d are both in nanometers. 
Our simulations further suggest that there are two different regimes represented by 
different equilibrium shapes of CNTs, as shown in Fig. 3.5. In the first regime (labeled 
“I”), the diameter of the CNT is d < 2.1 nm and the curvature energy of the CNT is 
stronger than the vdW energy with the substrate. Thus in the first regime the cross-
section of the nanotube more closely resembles a perfect circle, as shown on the left of 
Fig. 3.5B for a (7,7) CNT. In addition, the geometrical footprint (calculated by finding 
the furthest distance between the lowest points on the CNT) in this regime remains nearly 
constant at ~1.4 Å, the chemical bond length, as can be seen in Fig. 3.5A. 
In the second regime (labeled “II”) the diameter d > 2.1 nm, and the vdW energy with 
 
Fig. 3.5 (A) Nanotube height (■), geometrical footprint (Δ), and thermal footprint ( ▲) on the SiO2 substrate as a 
function of CNT diameter, obtained from MD simulations. A fit to the thermal footprint is shown as a solid line 
from Eq. (13). (B) Calculations reveal two distinct regimes: in regime I (left, d < 2.1 nm) the CNT shape is nearly 
circular, dominated by the curvature energy; in regime II (right, d > 2.1 nm) the CNT shape becomes flattened, with 
a stronger influence of the surface vdW interaction. Small vertical arrows indicate the relative magnitude of vdW 
forces with the substrate at each atomic position. 
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the substrate is stronger than the curvature energy of the CNT. Hence the final minimum 
energy shape for the CNT will be that of a deformed circle, as shown for a (22,22) CNT 
on the right of Fig. 3.5B. It is in this regime where the geometrical footprint starts to in-
crease approximately linearly with diameter, as shown in Fig. 3.5A. Another interesting 
observation is noted due to the repulsive nature of the vdW forces at very close distances, 
whose relative magnitudes are illustrated with arrows in Fig. 3.5B. In this case, the bot-
tom of the CNT is not perfectly flat. Instead the middle of the bottom region buckles up 
slightly, such that the force at the center is nearly zero. All these effects are captured in 
the thermal footprint calculation (bt) fitted by equation (3.12) above, and used in the 
DMM thermal coupling simulations. 
3.5 Discussion 
Figure 3.6A shows the directly measured power at breakdown (PBD), and Fig. 3.6B 
displays the extracted TBC (g) vs. diameter d for 29 metallic and semiconducting CNT 
devices. Fig 3.6B also includes modeling using the DMM described above (solid line) 
and the dashed lines fitted to MD simulations with vdW coupling strengths χ = 1 and 
χ = 2, as described in Ref. [11]. Both data and modeling trends in Fig. 3.6B suggest that 
the TBC increases with diameter. The range of extracted g corresponds to approximately 
the same order of magnitude previously extracted from thermal breakdowns [6, 44]. A 
representative set of vertical error bars on one of the m-CNTs corresponds to a ±50 °C 
uncertainty in breakdown temperature. Horizontal error bars represent ±0.4 nm uncertain-
ty in diameter from AFM measurements. Vertical error bars on the s-CNTs are derived as 
follows. The upper limit is set by assuming LBD/L = 0.75 and the lower limit is set in the 
limit of uniform heat generation. It is interesting to note that that non-uniform heat gener-
ation plays a larger role in large diameter s-CNTs than in small diameter s-CNTs.  
3.5.1 Dependence of Thermal Coupling on Diameter 
We observe that g increases with diameter up to ~0.7 WK-1m-1 per unit length for the 
largest single-wall CNTs considered (d ~ 4 nm). The diameter dependence of g is primar-
ily a result of the increase in thermal footprint, as shown in Fig 3.5A. Also plotted in Fig. 
3.6B are our previous MD simulations results [11]. The results from the MD simulations 
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do give lower values of g because the DMM assumes, by definition, that all phonons are 
scattered diffusely at the interface [28] whereas this does not necessarily happen in MD 
simulations. 
We also obtain the thermal contact conductance per unit area, h = g/bt, as plotted in 
Fig. 3.6C and showing almost no dependence on diameter. From the breakdown experi-
ments this value is in the range h ≈ 20–200 MWK-1m-2 which is slightly larger than that 
recently obtained for graphene on SiO2 [45]. The DMM simulation predicts an upper lim-
it for h ≈ 220 MWK-1m-2 with almost no diameter dependence. This appears to suggest 
 
Fig. 3.6 (A) Electrical breakdown power (in air) of CNTs vs. diameter d, showing proportional scaling. (B) 
Extracted CNT-SiO2 thermal coupling g vs. d (see text) for both metallic (m) and semiconducting (s) 
CNTs. Solid line is the DMM calculation and dash-dotted lines are fitted to MD simulations with different 
vdW coupling strengths (χ=1 and χ=2 respectively, see Ref. [10]). (C) CNT-SiO2 thermal coupling per unit 
area h vs. d, showing the DMM represents an upper-limit scenario of heat dissipation. The spread in the 
data and lower apparent thermal coupling in practice is attributed to SiO2 surface roughness, and charge 
trapping near semiconducting CNTs (see text). (D) Calculated temperature dependence of the upper limit 
thermal coupling per unit area. Thermal coupling at room temperature (~130 MWK-1m-2) is ~40% lower 
than at the breakdown temperature (~220 MWK-1m-2). 
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the upper range of the h values obtained experimentally. We note that the extracted and 
simulated TBCs in this study thus far are at an elevated temperature, given approximately 
by the CNT breakdown condition (~873 K). To understand the effects of temperature on 
TBC, we plot our DMM model in Fig. 3.6D vs. temperature. This shows an expected in-
crease in TBC with temperature, consistent both with graphene-SiO2 experiments [45] 
and with CNT-SiO2 MD simulations [11]. The thermal coupling per unit area at room 
temperature is ~130 MWK-1m-2, or approximately 40 percent lower than the thermal cou-
pling near the CNT breakdown temperature. 
3.5.2 Dependence of TBC on Phonon DOS and Velocity 
In addition to the thermal footprint, the PDOS of the SiO2 as well as the distribution 
function (fBE) also play a role in heat transport across the interface. We recall that the in-
set of Fig. 3.3 showed the calculated PDOS for both a (10,10) CNT and the SiO2 sub-
strate. While the nanotube contains a large PDOS peak at 53 THz, this does not come into 
play because there are no equivalent high-frequency modes in the SiO2. Fig. 3.3 also 
shows the Bose-Einstein distribution function at the CNT breakdown temperature 
(TBD ~ 600 °C). The distribution suggests very low occupation for all high-frequency 
CNT modes. Since the Debye temperature for CNTs is very high, we expect that most 
substrates will serve as a low-pass filter for CNT phonons.  
Aside from changing the thermal footprint, the deformed shape of the CNT also af-
fects the average phonon velocity. This is a more subtle effect than that of diameter or 
surface roughness, but it is included here for completeness. For instance, in the second 
regime (d > 2.1 nm) the CNT becomes flattened, leading to more atoms vibrating perpen-
dicular to the substrate interface. After numerical MD calculations of the CNT shape 
(Fig. 3.5) we averaged the angle of CNT atomic vibrations perpendicular to the plane of 
the surface to adjust accordingly the value of vc listed in Table 3.1. If a perfect cylinder is 
assumed, then the average would result in <vCNT> = πvc /4.   
3.5.3 Dependence of TBC on Surface Roughness 
There are several variables contributing to the spread of the experimental data shown 
in Figs. 3.6 and 3.7. The primary contributor is surface roughness. Since the value of g is 
directly related to the contact area at the interface, an imperfect surface is roughly equiva-
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lent to a decreased thermal contact area. Figure 3.7A replots the calculated TBC vs. di-
ameter for a perfectly smooth surface (100%), for 75% of the maximum contact area, and 
for 50% of the maximum contact area. To analyze how surface roughness affects the 
spread directly, we experimentally find the average surface step height, Δ, adjacent to the 
nanotube via AFM. However, intuitively we expect the ratio of diameter to roughness 
(d/Δ) to be more important. Thus, we expect larger diameter CNTs to be less affected by 
surface roughness than smaller diameter CNTs. Plotting g versus d/Δ in Fig. 3.6B, we see 
that the spread is smaller in these plots than in Fig. 3.6A and 3.7A, confirming our hy-
pothesis. 
3.5.4 Role of s-CNT vs. m-CNTs 
We note that the spread in m-CNTs breakdown data is smaller than in s-CNTs in 
Figs. 3.6 and 3.7. We believe this is due to threshold voltage (VTH) shifting in s-CNTs 
during the high-field measurement process, which m-CNTs are essentially immune to. As 
the devices are swept to high drain bias for breakdown, along with the applied gate bias 
(-15 V) this can lead to dynamic charge injection into the oxide, as studied in depth by 
Ref. [13]. To understand the effect of threshold voltage on breakdowns, we plot the ex-
tracted PBD vs. initial VTH in Fig. 3.7C, and find a slight but positive relationship. This 
suggests that in s-CNTs the variation in electronic behavior leads to the larger data 
spread, in addition to the variation due to surface roughness. Moreover, this also indicates 
a root cause which renders precisely selective breakdown of m-CNTs (e.g. in CNT net-
 
Fig. 3.7 (A) CNT-SiO2 thermal coupling g vs. diameter d (symbols = data) and DMM simulations (lines) 
for perfect substrate contact (100%), and for 75% and 50% effective contact area due to SiO2 surface 
roughness (also see Fig. 1). (B) Replot of same experimental data vs. diameter scaled by RMS surface 
roughness (d/Δ) measured by AFM near each CNT. This indicates the roles of SiO2 surface roughness for 
thermal dissipation from CNTs. Dashed lines are added to guide the eye. (C) Breakdown power PBD for 
semiconducting CNTs (s-CNTs) alone plotted with respect to threshold voltage (VTH). The variance in VTH 
is also a contributing factor to the spread in extracted thermal coupling data for s-CNTs. 
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works) as a challenging and imperfect approach: on one hand, the change in threshold 
voltage of s-CNTs can turn them “on” allowing them to break down, on the other hand 
the variation in surface roughness itself cannot guarantee that all m-CNTs will break 
down at the same input power, or voltage. 
3.5.5 Comments on the Modeling Approach 
It is important to note that both the DMM and MD simulations employed in this work 
only capture the lattice vibration (phonon) contribution to thermal coupling. Neverthe-
less, the DMM in general appears to represent an upper limit to the spread of the experi-
mental data which is otherwise lowered by effects like surface roughness. However, re-
cent theoretical work has also suggested a possible electronic contribution to heat 
transport through coupling with surface phonon polaritons (SPPs) from the oxide [46, 
47]. The SPP interaction drops off exponentially with the CNT-substrate distance, per-
haps leading to a larger electronic contribution to heat transport in regime II of the CNT 
shape (d > 2.1 nm), where more CNT atoms are closer to the SiO2 surface. However, 
since the SPP potential is strongly dependent on the interaction distance, it will also be 
affected by substrate surface roughness. Given these circumstances it is difficult to rule 
out energy relaxation through SPP scattering in practice, although this appears to be sig-
nificantly lower than the phonon coupling and any SPP contribution (however small) may 
become more significant in larger diameter CNTs (d > 2.1 nm). 
Another mechanism for CNT-SiO2 energy dissipation is inelastic phonon scattering at 
the interface, which is not captured by the DMM. Previously Chen et al. [45] had com-
pared an elastic DMM calculated by Duda et al. [30] to the TBC between graphene and 
SiO2 and found that the elastic DMM under-predicted the TBC by approximately an or-
der magnitude. Hopkins [31] made a similar argument for inelastic scattering between 
acoustically mismatched materials. However our simulations do not differ from the data 
significantly; thus, our calculations suggest that the contribution of inelastic scattering 
here is small (perhaps a result of the 1-D nature of CNTs).  
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3.6 Conclusion 
In summary, we have examined electrical breakdown and thermal dissipation be-
tween CNT devices and their SiO2 substrate, the most common configuration found in 
CNT electronics. The breakdown location is invariably found in the middle of the CNT, 
consistent with the CNT temperature profile. In this context, thermal dissipation from 
CNT to SiO2 dominates over dissipation at the CNT contacts. We found evidence of a 
direct relationship between the CNT-SiO2 thermal boundary conductance (TBC) and the 
CNT diameter, in accord with previous MD simulations. To provide a more flexible 
means of analysis we developed a diffuse mismatch model (DMM) of the TBC using the 
full phonon density of states (PDOS). This approach appears to predict the upper limit of 
thermal transmission at the CNT-SiO2 interface, and could be similarly applied to calcu-
late the TBC of other dimensionally mismatched systems. Our experiments and modeling 
suggest a maximum TBC of ~0.7 WK-1m-1 per unit length for the largest diameter CNTs 
considered (d = 3–4 nm). The maximum thermal conductance per unit area corresponds 
to approximately 130 MWK-1m-2 at room temperature and 220 MWK-1m-2 at 600 oC. 
We have also studied the thermal footprint of a CNT through MD simulations which 
find the atomic configuration of lowest energy. These reveal two interaction regimes, the 
first one at smaller diameters (d < 2.1 nm) where the CNT shape is dominated by its cur-
vature energy, the other at larger diameters (d > 2.1 nm) where the CNT shape is domi-
nated by Van der Waals (vdW) coupling with the substrate. Finally, we found that SiO2 
surface roughness strongly affects the TBC of such nanometer-sized interfaces. To im-
prove CNT heat sinking applications, our results suggest the need to engineer ultra-flat 
surfaces, use large diameter CNTs, and find substrates with larger vdW coupling. To im-
prove selective electrical breakdown of CNTs (e.g. metallic vs. semiconducting) it will 
also be essential to control the surface roughness of the substrate, as well as the threshold 
voltage of the semiconducting CNTs. 
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CHAPTER 4 
THERMALLY-LIMITED CURRENT CARRYING ABILITY 
OF GRAPHENE NANORIBBONS 
4.1 Introduction 
Graphene nanoribbons (GNRs) are promising materials for nanoelectronics [1, 2]; 
however, many unknowns persist about their electrical and thermal properties. Among 
these, the maximum current density of GNRs is important both for fundamental and prac-
tical reasons: it is relevant to know what its limiting mechanisms are, how it compares to 
carbon nanotubes (CNTs), and to determine the maximum load a GNR transistor could 
drive within a circuit. By comparison, the current in single-wall CNTs is limited to tens 
of microamperes in diffusive transport due to self-heating and optical phonon scattering 
[3, 4], although larger currents can be achieved in short quasi-ballistic samples [5], under 
ambipolar transport [6], or under avalanche conditions [7]. However, GNRs differ from 
CNTs in two key aspects: first, they have edges which can cause significant scattering, 
affecting both electrical and thermal transport [1, 8]. Second, they lie flat on the substrate, 
which increases their heat dissipation compared to CNTs [9, 10] and can lead to lesser 
heat-limited current degradation. Nevertheless, to date no studies exist on the maximum 
current density of GNRs, or their dissipative behavior under high-field transport. 
Here, we study the current carrying ability of GNRs on SiO2 up to breakdown, and 
uncover key roles of heat dissipation both along and perpendicular to the device. We 
measure current densities up to ~3 mA/μm in ~15 nm wide GNRs, exceeding those typi-
cally available in silicon devices. However, the maximum current of GNRs is limited by 
the high temperature they achieve through Joule self-heating. The high-field behavior and 
breakdown of GNRs is also sensitive to their thermal conductivity (TC), which enables 
an extraction of this key parameter.  
  
                                               
This chapter is reprinted from A. D. Liao, J. Z. Wu, X. R. Wang, K. Tahy, D. Jena, H. J. Dai, and E. Pop, 
"Thermally Limited Current Carrying Ability of Graphene Nanoribbons," Physical Review Letters, vol. 
106, p. 256801, Jun 20 2011. Copyright 2011, American Physical Society. 
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4.2 Fabrication and Measurements 
GNR devices as shown in Fig. 4.1 were fabricated from solution-deposited GNRs 
[11]. For comparison, larger exfoliated graphene (XG) samples were also created, with 
dimensions defined by oxygen plasma pattering. Both types of samples were placed on 
SiO2 (tox = 300 nm)/Si substrates, with Si also serving as the back-gate (G). Source (S) 
and drain (D) electrodes were made with Pd (20 nm) for GNRs and Cr/Au (2/200 nm) for 
XG devices. GNRs had widths ranging from W = 16-90 nm and lengths L = 0.2-0.7 μm. 
XG devices had W = 0.1-2.6 μm and lengths L = 3.9-9.7 μm.  
Graphene nanoribbon (GNR) devices were obtained from a 1,2-dichloroethane organ-
ic solution of poly(m-phenylenevinylene-co-2,5-dioctoxy-p-phenylenevinylene) (PmPV) 
by sonication of pristine multiwall nanotubes (MWNTs) that had been calcined at 650 oC 
[11]. An ultracentrifuge step was performed to remove the remaining nanotubes, follow-
ing the method described by Jiao et al. [11]. The solution was spin coated onto ~300 nm 
SiO2 substrates on highly doped silicon wafers. After calcination of the coated substrate 
at 275 oC for 20 minutes to remove the remaining PmPV, an array of 20 nm thick Pd elec-
 
Fig. 4.1 (A) Schematic of graphene devices used in this work. (B) Measured (symbols) and simulated 
(lines) current-voltage up to breakdown of GNRs in air. Solid lines are model with self-heating (SH) and 
breakdown when max(T) > TBD = 873 K, dashed lines are isothermal model without SH. Dimensions are 
L/W = 510/20 nm for D1, and L/W = 390/38 nm for D2. VGS = -40 V to limit hysteresis effects. (C) Atomic 
force microscopy (AFM) image of D1 after high-current sweep; arrow shows breakdown location. 
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trodes and pads were defined by e-beam evaporation and lift-off. The contacts were an-
nealed in Ar at 200 oC after which the devices were then annealed electrically. Samples 
were characterized by atomic force microscopy (AFM) and electrical testing to determine 
which of electrode pairs correspond to valid devices. Such devices consist primarily of 
non-AB stacked 2-layer GNRs; however, some layer variation is seen in Fig. 4.2 and is 
characterized below. 
As the GNRs are fabricated from multiwalled carbon nanotubes, the layer stacking 
orientation is random, unlike that of bulk graphite. Thus we cannot use Raman spectros-
copy to count the number of layers. Instead we rely on the measured thickness from AFM 
scans to distinguish the number of layers of graphene, as shown in Figure 4.2. We note 
that numerical values from AFM scans are used only for counting layers and not in our 
calculations, because they are not an accurate measurement of the real thickness. The ac-
tual thickness that is used in calculations is the number of layers times the inter-atomic 
spacing between graphene sheets (0.34 nm). We also note that AFM images of ribbons 
and sheets show similar heights for similar layer numbers. 
For comparison, micron-sized exfoliated graphene (XG) devices from Graphene In-
dustries were deposited on heavily n-type doped silicon wafers, also with ~300 nm ther-
mal oxide. XG devices were identified using optical and Raman microscopy. The wafers 
were backside-metalized after oxide removal in HF to form back-gate contacts. The 
graphene flakes were then patterned using an O2 plasma reactive ion etch with PMMA 
 
Figure 4.2. Measured AFM thickness of GNR samples vs. number of layers assigned. GNRs that corre-
spond to this study are represented with open circles and ones from Ref. [11] in filled diamonds. 
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masks. E-beam evaporated Cr/Au (2/200 nm) was used to define the drain and source 
contacts by e-beam lithography. After metal deposition and lift-off, the samples were an-
nealed in forming gas at ~400 °C for ~2 hours to remove the e-beam resist residue. 
To study the upper limits of high-field transport, we measure ID–VDS until devices 
break from Joule self-heating, as shown in Fig. 4.1B. This is similar to the breakdown 
thermometry technique previously applied to CNTs [10, 12] and nanowires [13]. Like 
with CNTs, the current drops sharply to zero, creating a small gap in the GNR as imaged 
in Fig. 4.1C. Measurements were made in ambient air, where breakdown (BD) occurs by 
oxidation at TBD ≈ 600 oC [10]. By comparison, breakdown of control samples in vacuum 
(~7×10-6 Torr) occurred at six times higher power, suggesting other failure mechanisms 
such as defect formation, SiO2 damage [10], or even GNR melting (known to occur at 
~3600 oC).  
4.3 Modeling and Data Analysis 
4.3.1 Current Modeling 
An existing graphene model [14, 15] was adapted for GNRs, calculating ID as a func-
tion of applied VGS, VDS and temperature T under diffusive transport conditions: 
 
( ) ( )
1
0 , ,
L
x
D DS
Gx x d x x
FI qWV dx
n V T v F T
−
 
=  
⋅ 
∫                                        (4.1) 
where q is the elementary charge, x is the coordinate along the graphene channel, n is the 
total carrier density at location x, VGx = VG – Vx is the potential between gate and location 
x, Fx = -dVx/dx is the electric field, and vd is the drift velocity including saturation and 
temperature effects as in Ref. [15]. The current in equation (4.1) is solved self-
consistently with the Poisson equation and the heat equation along the GNR [14], both 
including 3-dimensional (3D) fringing effects in the capacitance and substrate heat dissi-
pation [g in equation (4.3) below].  
 To obtain the current-voltage calculations displayed in Fig. 4.1B, we extended a pre-
viously developed graphene finite-element simulation [14, 15]. Modifications include a 
lower mobility, as is typical of such GNRs [2], μ0,1 = 160 cm2V-1s-1 for D1 and 
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μ0,2 = 280 cm2V-1s-1 for D2. A contact resistance RCW = 250 Ω⋅μm was used for both de-
vices.  
 To model the high-field and temperature-dependent behavior we used the velocity 
saturation model in [15]. The temperature dependence of mobility used was μ(T) = 
μ0(300/T)1/2, similar to carbon nanotubes [16], but slightly weaker than in ‘large’ 
graphene on SiO2 [15]. We note that decisive temperature-dependent mobility data are 
not yet available for GNRs, and it is likely these would change from sample to sample 
due to variation in impurity and edge scattering. However, weaker temperature depend-
ence of mobility in GNRs is reasonably expected, as similarly observed in metal nan-
owires vs. bulk metals [17]. Regardless, as it turns out, the specific mobility model has 
less impact on the high-field behavior of GNRs, which is dominated by the high-field 
saturation velocity, including its carrier density and temperature dependence [15]. 
 To calculate the charge density along the GNR we use the approach in Ref. [15], but 
here we must include fringing effects in the capacitance of the GNR above the Si back-
gate. The GNR capacitance per unit area is: 
 ( )[ ] 
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oxox tWWt
C 1
16ln0
πεε    (4.2) 
where the first term represents the fringing capacitance and the second term is the parallel 
plate capacitance of the GNR. The expression reduces to the familiar Cox = ϵoxϵ0/tox (in 
Farads per unit area) in the limit W → ∞ as expected for large graphene, and is in g ood 
agreement with finite-element simulations [18]. 
 The temperature along the GNR was computed iteratively with the finite-element 
method described in Ref. [14], using k1 = 100 Wm-1K-1 and k2 = 175 Wm-1K-1, scaled 
consistently with the mobility of the two GNRs, and consistent with thermal conductivity 
values extracted in the overall study.  
Simulated ID–VDS curves and breakdown voltages in Fig. 4.1B are in good agreement 
with the experimental data when self-heating (SH) is enabled in the model (solid lines). 
Without SH the simulated currents are much higher and breakdown is not observed as the 
temperature remains unchanged. 
4.3.2 Power Dissipatoin 
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To gain more physical insight into the scaling of SH in such devices, we consider the 
power dissipation at breakdown, PBD = IBD(VBD – IBDRC) [10], where RC is the electrical 
contact resistance, and IBD and VBD are the current and voltage at breakdown, respective-
ly. We subtract the power dissipated at the contacts (I2RC, where RC is the contact re-
sistance) from the total power measured, to obtain only the power dissipated within the 
graphene. Because the GNR test structures had two terminals, an indirect method of ex-
tracting RC was employed. Measuring the low bias (LB) resistance, which depends geo-
metrically on the sheet and contact resistance [19], we fit the following expression to our 
data: 
 Wt
L
W
R SCLB
ρρ
+=
 
 (4.3) 
Here RLB is the low bias resistance taken from the linear region of the ID-VDS meas-
urement, ρC is the contact resistivity, ρS is the sheet resistivity of graphene, L is the 
length, W is the width, and t is the thickness of the sample. All measurements were per-
formed at VGS = -40 V back-gate bias, which eliminates hysteresis effects. We find that 
variations arising from fabrication have a notable impact on the values extracted when 
comparing two different batches of devices shown in Fig. 4.3. A fit to the data from a 
given batch is made using eq. (4.1) (dashed lines) and an average contact resistance is 
extracted. The average contact resistivity for batch 1 is ρC = RCW ~ 630 Ω⋅μm and for 
batch 2 ρC = RCW ~ 250 Ω⋅μm; both values are typical for graphene-Pd contacts, and 
 
Fig. 4.3. Measured low-bias resistance (RLB)  times width vs. length/thickness ratio of the GNRs. The y-
intercept is the average contact resistance times width. Two fabrication batches yielded different contacts. 
ρC
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within experimental variation observed by us and other groups. From this, we also obtain 
the sheet resistance (ρS/t). 
 We plot PBD vs. the square root of the device channel area in Fig. 4.4A. To under-
stand the scaling trend observed, we compare the experimental results with the analytic 
solution of the heat equation along the graphene devices, similar to CNTs [20]:  
 ( ) ( ) ( )( ) ( )0
cosh / 2 sinh / 2
cosh / 2 sinh / 2 1
H H T H
BD BD
H H T H
L L gL R L L
P gL T T
L L gL R L L
 +
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+ − 
 (4.4) 
where T0 is the ambient temperature, LH is the thermal healing length along the device 
and g is the thermal conductance to substrate per unit length [equation (4.5) below]. The 
thermal resistance at the metal contacts is RT = LHm/[kmtm(W + 2LHm)]. Here tm is the 
thickness and km ≈ 22 Wm-1K-1 is the TC of the metal electrodes (estimated with the 
Wiedemann-Franz law [21] using their measured resistivity), and LHm is the thermal heal-
ing length of heat spreading into the metal contacts. The two healing lengths are 
LH = (kWt/g)1/2 and LHm = [tmtoxkm/kox]1/2, both of the order ~0.1 μm here. The TC of SiO2 
kox = 1.3 Wm-1K-1, while t is the thickness and k the TC of the graphene. 
The heat loss coefficient into the substrate is written as: 
 
 
Fig. 4.4 (A) Scaling of GNR and XG breakdown power with square root of device footprint, (WL)1/2. 
Dashed lines are thermal model with k = 50 and 500 Wm-1K-1, RCox = 5×10-8 m2KW-1 and L/W = 15. Lateral 
heat sinking and in-plane GNR thermal conductivity begin to play a role in devices < ~0.3 μm (also see 
Fig. 4.5). A few devices were broken in vacuum as a control group. (B) Scaling of peak current at break-
down vs. device width, demonstrating greater current density in narrower GNRs that benefit from 3D heat 
spreading and lateral heat flow along the GNR. Dashed line drawn to guide the eye. 
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(4.5) 
and consists of the series combination of the thermal resistance at the graphene/SiO2 in-
terface, RCox [9, 22, 23], and the 3D spreading thermal resistance into the SiO2 written 
here as an analytic fit to detailed finite element simulations.  
The two dashed lines in Fig. 4.4A show the predictions of the model for k = 50 and 
500 Wm-1K-1. We note that for device dimensions (WL)1/2 ≫ 0.3 μm, or approximately 
three times the healing length, heat dissipation is essentially independent of heat flow 
along the graphene, and thus on its TC. As a result, dissipation in larger devices made 
with exfoliated graphene (XG) in Fig. 4.4 can also be estimated with the simplified ap-
proach in Ref. [15]. However for GNRs with dimensions ≤ 3LH, heat dissipation occurs in 
part along the GNR, and this observation is used below to extract their TC. In Fig. 4.4B 
we plot the maximum current density IBD per width W at the breakdown point (tempera-
ture ~TBD), and find it can reach over 3 mA/μm for the narrowest GNRs. This current 
density appears to scale inversely with width which, at first sight, is a counterintuitive 
finding compared to silicon devices. This also appears at odds with the present under-
standing that GNRs have significantly lower mobility than large-area graphene [2]. 
We suggest that GNRs can dissipate more power and thus carry higher current densi-
ty at a given temperature (here, breakdown temperature TBD), consistent with a signifi-
cant role of 3D heat spreading [9]. Figures 4.5A and B display the total device thermal 
conductance per unit area G” = PBD/(TBD – T0)/(WL) obtained from the experiments 
(symbols) and the analytic model from equation (4.4) (solid lines). We note that for a 
given device the maximum power (and current) at breakdown are proportional to G”. 
Similar to Fig. 4.4B, we find that both the experimental data and our model scale inverse-
ly with the GNR width. To gain a physical understanding of these trends, we consider the 
heat spreading schematics in Figs. 4.5C-E. For ‘large’ graphene in Fig. 4.5C, dissipation 
occurs mainly ‘down’ into the oxide. Thus, G” = 1/(RCox + tox/kox) is independent of de-
vice dimensions when L,W → ∞ [in practice (LW)1/2 ≫ 3LH], as shown with dash-dotted 
line in Figs. 4.5A and B. In general, this expression may include a small heat spreading 
term into the Si wafer [9, 15], which was negligible here. For large graphene devices the 
constant expression is also recovered as G” = g/W when taking the limit W → ∞ of equa-
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tion (4.5). 
In contrast, for ‘narrow’ GNRs the lateral 3D heat spreading into the SiO2 becomes a 
significant component of the overall thermal conductance of a device [Fig. 4.5D]. In ad-
dition, for ‘short’ devices some heat is conducted along the graphene and into the con-
tacts as well [Fig.4.5E]. The amount of heat carried out in this manner will depend on the 
TC and length of the device. The three solid lines in Fig. 4.5A show what the modeled 
G” predicts for k = 50, 250, and 500 Wm-1K-1. As the TC increases, heat is carried more 
efficiently along the GNR. The device length also matters for ‘short’ GNRs with L ≤ 3LH, 
when heat generated within the graphene channel is sunk more effectively into the con-
tacts [20]. As a result, the thermal conductance G” increases as L decreases in Fig. 4.5B. 
In both cases, as the heat dissipation increases, we also see an increase in device current 
density as plotted in Fig. 4.4B, thus confirming that Joule self-heating is a key current 
 
Fig. 4.5 Thermal conductance of device per unit area (G”) vs. width for graphene of varying (A) thermal 
conductivity and (B) length. Both parameters affect heat sinking along GNRs < ~0.3 μm. Symbols follow 
the notation of Fig. 4.4. Horizontal dash-dotted line is the limit W → ∞ which applies to the case in (C), 
only “vertical” heat sinking through the oxide. The significance of lateral heat spreading from GNRs is 
shown in (D) and (E), both mechanisms partly leading to higher current density in Fig. 4.4. 
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limiter in GNR devices. 
4.3.3 Thermal Conductivity 
Since heat dissipation is sensitive to heat flow along ‘short’ GNRs, it is possible to 
extract their TC, as shown in Fig. 4.6. To accomplish this, we iteratively vary k within LH 
in eq. (2) until the predicted breakdown power matches the measurements, for each de-
vice (we assume a unique k for each GNR). To estimate the confidence intervals of ex-
tracted TC for our GNRs, we consider a range RCox = 1–5 × 10-8 m2K/W for the 
graphene/SiO2 interface thermal resistance [22-24], and an uncertainty of ±1 layer in the 
GNR thickness. The extracted TC along with data from the literature on ‘large’ graphene 
 
Fig. 4.6 (A) Thermal conductivity (TC) of GNRs from this work, compared to large-area graphene meas-
urements from the literature [25-27]. (B) Histogram of TC for our GNRs shows a range 63–450 Wm-1K-1 
with a median of 130 Wm-1K-1 at the breakdown temperature (600 oC). The median TC at room tempera-
ture is ~40% lower, or ~80 Wm-1K-1, nearly an order of magnitude lower than ‘large’ exfoliated graphene 
(XG) on a substrate [26]. The inset shows approximate scaling between TC and electrical sheet conduct-
ance, suggesting scattering mechanisms common to both electrons and phonons. The electronic contribu-
tion to thermal conductivity (ke) is estimated with the Wiedemann-Franz law to be typically <10 Wm-1K-1 
or <10%. Dashed lines guide the eye. 
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[25-27] are displayed in Fig. 4.6A. We find a TC range k = 63-450 Wm-1K-1 for our 
GNRs, as summarized in the histogram of Fig. 4.6B, with a median ~130 Wm-1K-1 (at the 
TBD = 600 oC), or ~80 Wm-1K-1 at 20 oC, nearly an order of magnitude lower than the TC 
of exfoliated graphene on SiO2 [26]. The room temperature estimate is done by assuming 
a mean free path that is independent of temperature (limited by edge or defect scattering), 
and considering only the temperature variation of graphene heat capacity [10]. Given that 
we observe no clear dependence of TC on GNR size (i.e. no size effect) in Fig. 4.6A, we 
surmise that here the TC is limited by edge roughness and defect or impurity scattering. 
However, the range of values extracted can be attributed to variations in edge roughness 
and defect or impurity density between samples. For instance, recent scanning tunneling 
microscopy (STM) studies [28] have found that edges of such GNRs vary from atomical-
ly smooth to ~1 nm edge roughness. Simulations [8, 29] suggest that edge disorder could 
nearly account for the variation in TC observed in Fig. 4.6, while different impurity or 
defect density between samples will only serve to broaden the observed distribution.  
Before concluding, we examine if the thermal and electrical properties of the GNRs 
are related, and plot the extracted TC vs. the inverse sheet resistance in the Fig. 4B inset. 
Also plotted is the electronic contribution to TC (ke), estimated with the Wiedemann-
Franz law [21] to be nearly always an order of magnitude lower (< 10 Wm-1K-1). This 
estimate is likely an upper limit, as the Lorenz number (L0 = 2.45×10-8 WΩK-2) in graph-
ite is unchanged [30], but in nanostructures where edge scattering dominates it is slightly 
lower than the bulk value [31]. This simple analysis suggests that TC of GNRs is domi-
nated by phonons at room temperature and above. However, TC and electrical conduct-
ance follow similar trends here, indicating that similar scattering mechanisms limit both 
phonon and electron transport. These scatterers include edges, impurities and defects in 
GNRs [2, 8, 29, 32]. 
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4.4 Conclusions 
In conclusion, we have shown that high-field transport in GNRs on SiO2 is limited by 
self-heating. The maximum current density at a given temperature scales inversely with 
GNR width and reaches >3 mA/μm in ~15 nm wide devices. Dissipation in ‘large’ 
graphene (≫0.3 μm, or three times the thermal healing length) is limited primarily by the 
SiO2 thickness, but dissipation in ‘small’ GNRs improves from 3D heat spreading into 
the SiO2 and heat flow along the GNR to the contacts. Taking advantage of this sensitivi-
ty we found a median TC ~ 80 Wm-1K-1 for GNRs at room temperature, with less than 
10% electronic contribution.  
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CHAPTER 5 
AVALANCHE-INDUCED CURRENT ENHANCEMENT IN 
SEMICONDUCTING CARBON NANOTUBES 
5.1 Current Enhancement in Carbon Nanotubes 
While quasi-ballistic transport at submicron lengths [1] and low-field mobility in 
longer, diffusive samples [2] have been studied in great detail in carbon nanotubes, much 
is still unknown about diffusive transport at high fields (>1 V/μm). This regime sets the 
peak current-carrying ability, and provides a glimpse into the behavior under extreme 
electrical stress conditions. For instance, the maximum current of long metallic single-
wall nanotubes (m-SWNTs) is 20–25 µA when limited by Joule heating and optical pho-
non scattering [3, 4], which appears to be exceeded only in submicron, quasi-ballistic 
samples [1]. The maximum current capacity of long semiconducting single-wall nano-
tubes (s-SWNTs) under diffusive transport is less established, although a 25 µA limit has 
been suggested for single-band conduction [5]. However, experimental data indicates this 
limit is exceeded under ambipolar transport [6], and theoretical estimates suggest this 
value can be surpassed when multiple subbands are involved [7]. 
Current vs. drain-source voltage (VDS) measurements were made in air and vacuum. 
In air, metallic nanotubes saturate from self-heating and strong electron-phonon scatter-
ing [3] up to Joule breakdown, as previously discussed in Chapter 2. By contrast, most 
semiconducting tubes turned on at large |VGS| exhibit a sudden current increase before 
Joule breakdown. Additional measurements carried out in vacuum (~10-5 Torr) allow fur-
ther study of the current up-kick without breaking the nanotubes by oxidation. It is im-
portant to note that devices were measured in the reverse bias regime, with VGS < 0 < VDS 
and |VGS| > |VDS| [7]. By contrast, in Schottky mid-gap contacted devices, the ambipolar 
regime VDS < VGS < 0 “splits” the potential drop along the nanotube, resulting in lower 
longitudinal electric fields [6-8] and transport by both electrons and holes. In the reverse 
                                                             
This chapter is reprinted from A. Liao, Y. Zhao, and E. Pop, "Avalanche-Induced Current Enhancement in 
Semiconducting Carbon Nanotubes," Physical Review Letters, vol. 101, p. 256804, Dec 19 2008. Copyright 
2008, American Physical Society. 
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bias regime, holes are the majority carriers in our s-SWNTs until the avalanche mecha-
nism partially turns on the conduction band (Fig. 5.1). 
At first glance, several mechanisms may be responsible for the current increase at 
very high fields in our s-SWNTs, all various forms of “soft” (reversible) breakdown [9]. 
These are Zener band-to-band (BB) tunneling, avalanche impact ionization (II), and 
thermal generation current. Under BB transport, electrons tunnel from the valence to the 
conduction band. The probability is evaluated as 






−
Fvq
EP
F
G
BB 
2
exp~            (5.1) 
where EG is the band gap (~0.84/d eV/nm), vF is the Fermi velocity, and F is the electric 
field [10]. During avalanche II, holes gain high energy in the valence band, then lose it by 
creating electron-hole pairs (EHPs) as shown in Fig. 5.1. Inelastic optical phonon (OP) 
emission is the strongest process competing with II, given the large OP energy (ħωOP ~ 
0.18 eV). The II probability is estimated as [11-13] 

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We take λOP,ems ~ 14d nm as the spontaneous OP emission mean free path (MFP) by 
holes or electrons [13], and ETH is the avalanche energy threshold. Comparing the two 
 
Fig. 5.1 Schematic band diagram of a carbon nanotube of EHP generation under reverse bias conditions. 
VDS
~ ETH
VGS
V
C
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mechanisms in Fig. 5.2 suggests impact ionization is considerably more likely for the 
electric field and nanotube diameter range in this study. BB transport becomes important 
as a result of sudden spatial changes in electrostatic or chemical doping, leading to local 
fields of the order 100 V/µm (1 MV/cm) or higher [14, 15]. Thermal generation is exper-
imentally investigated, and is also found to make a negligible contribution, as explored in 
more detail below. 
Not all semiconducting nanotubes exhibit current up-kick at high fields. Previous 
work by Marty et al. has shown no current up-kick at high bias, but has instead detected 
radiative exiton recombination [16], which is a competing mechanism with II. This was 
reasonably attributed to direct exciton annihilation, rather than the avalanche generation 
of free carriers. By contrast, our nanotubes have ~2x larger diameters, thus approximately 
half the band separations and exciton binding energies, and ohmic Pd contacts rather than 
Schottky Co contacts. In addition, all our measurements were made in vacuum, allowing 
repeated study of the current up-kick, which was not always observable in air before 
Joule breakdown. While excitonic generation and recombination may play a role in our 
samples, we suggest that the current increase is possible because most free EHPs are gen-
erated in the high-field region within a few mean free paths (10-100 nm) of the drain. 
Thus, generated electrons are swept out into the electrode by the high field within 0.1-1 
 
Fig. 5.2 Probability of impact ionization (II) and Zener band-to-band tunneling (BB) vs. electric field along 
the nanotube, for the diameters and field range of interest. 
PII
PBB
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ps (Fig. 5.2), much faster than the recombination lifetimes (10-100 ps) [17]. In addition, 
the high temperatures and high fields in these conditions contribute significantly to 
exciton instability, despite their relatively high binding energy. 
5.2 Impact Ionization in Carbon Nanotubes 
Previous theoretical work has shown II in s-SWNTs is not possible until the third 
subband is occupied [13], due to angular momentum conservation as illustrated. 
Perebeinos et al. have calculated the II rate in a nanotube, clearly showing that there is no 
II occurring in the first two subbands. The II threshold energy measured from the edge of 
the first band scales as ETH ~ 3/2EG ~ 1.26/d (nm), which is greater than the band gap, as 
is typical in other semiconductors [18, 19]. To determine if the third subband is populated 
in our experiments, we look at the nanotube density of states (DOS) in Fig. 5.3. Each Van 
Hove singularity represents the beginning of a subband. As VGS is lowered beyond 
threshold, the Fermi level inside the nanotube shifts to the right on the DOS plot and the 
third subband begins to fill at approximately |VGS-VT| ~ 15 V. The observed VT for our 
devices is in the range of -7 to -15 V. Thus, filling the third subband is within reach ex-
perimentally, as avalanche is seen at various VGS and further discussed below. In addi-
tion, we find that direct injection into higher subbands at the contacts is also possible, as 
 
Fig. 5.3 Computed density of states (DOS) showing the first four subbands. The second band begins to fill 
at |VGS-VT| ~ 5 V and the third at |VGS-VT| ~ 15 V, as pictured. 
|VGS - VT|
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previously suggested [20]. We estimate this in Fig. 5.4 using a WKB integral to calculate 
the conductance associated with direct injection into the first three subbands at the Pd 
electrode. Naturally, injection into higher subbands depends strongly on voltage, and 
while direct injection into the third band is possible, we expect that high-field intervalley 
scattering [21, 22] and gate-controlled charge distribution (Fig. 5.3) are primarily respon-
sible for populating the higher subbands. 
5.2.1 Experimental Testing 
The effects of gate voltage, nanotube length, and temperature on the avalanche cur-
rent are shown in Fig. 5.5.  First, for a given length, a similar current up-kick is observed 
at high lateral fields at any gate voltage VGS beyond threshold. That is, the four data 
curves converge on the “up-kick” region at high lateral drain voltage VDS in Figs. 5.5A 
and 5.5B. Second, for a similar diameter (similar band separations and II threshold ETH), 
the onset of the avalanche up-kick is seen around the same approximate field (~VDS/L), 
not the same drain voltage. The two data sets in Figures 5.5A and 5.5B suggest that fill-
ing the third subband at large gate voltage is a necessary, but not sufficient, condition to 
induce current enhancement through hole avalanche. A high lateral electric field set by 
the drain voltage is also required to create the signature up-kick in the measured I-V char-
acteristics. 
 
Fig. 5.4 Contact conductance of the first three subbands under direct injection from the Pd electrode. The 
arrow indicates approximate voltage at which direct injection into the third subband becomes significant. 
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An important feature of the avalanche process in many semiconductors such as sili-
con is the negative temperature dependence of the II coefficient [23]. As the phonon scat-
tering rate increases with temperature, free carriers gain less energy from the field and the 
II rate decreases at higher temperatures. Here, such trends are examined in Figure 5.6, 
showing experimental data taken from 150 K to 300 K. Unlike in silicon, we observe 
negligible temperature dependence of the high-bias impact ionization region. The essen-
tial difference lies in that the optical phonon (OP) emission MFP (λOP,ems) varies minimal-
ly with temperature in SWNTs. As the OP energy is  much greater than in other materi-
als, the OP occupation NOP = 1/[exp(ħωOP/kBT)-1] is very small, ≪ 1, where kB is the 
Boltzmann constant. Following [3], the spontaneous OP emission MFP can be written as 
λOP,ems = [NOP(300)+1] / [NOP(T)+1]λOP,300 where λOP,300 ≈ 14d [13]. This MFP is shown 
for two diameters in Fig. 5.7, illustrating the negligible temperature variation. The lack of 
temperature dependence and that of a significant current (Joule heating) dependence of 
 
Fig. 5.5 Length dependence of impact ionization tail. Measured reverse bias current vs. drain voltage (V
DS
) 
in vacuum with applied back-gate V
GS
 for two s-SWNTs with similar diameter (d ~ 2.5 nm) but with device 
lengths of (A) L ~ 1.3 μm and (B) L ~ 2.3 μm. The onset voltage for the avalanche “up-kick” scales as the 
lateral field and appears independent of V
GS
. 
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the up-kick also indicates there is no significant contribution from thermal current gen-
eration. Quite the opposite, given the generation of EHPs rather than OPs during II, a 
lowered Joule heating rate in the highest field region near the drain is expected. 
5.2.2 Modeling Avalanche Current in CNTFETs 
In order to better understand the field dependence of the avalanche process, an exist-
ing SWNT model [3] has been modified by including II as an additional current path 
through a parallel resistor. The choice is motivated by the physical picture in Fig. 5.1, 
which shows electron transport in the conduction band “turning on” as an additional 
channel at fields high enough to induce hole-driven II. The expression for this resistor is 
given as RII = Rexp(ETH/qλOP,emsF), where R is for single-band transport, computed self-
 
Fig. 5.7 Optical phonon emission mean free path in nanotubes (λOP,ems) calculated for two diameters vs. 
temperature. Unlike other materials, λOP,ems does not vary a lot with temperature. 
 
Fig. 5.6 Temperature insensitivity of impact ionization tail. Measured reverse bias ID-VDS curves for an s-
SWNT with d ~ 2.2 nm and L ~ 2.2 µm, in vacuum. 
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consistently with the SWNT temperature [3]. The results are shown in Fig.5.8 with λOP,ems 
included as mentioned above, and without any other adjustable parameters. Despite being 
an “augmented” single-band model, the simulation correctly captures the experimentally 
observed current up-kick and its delayed voltage onset. The simple analysis also allows 
us to gain physical insight into the avalanche process, and to intuitively extract a few 
more key parameters. More steps in the future, such as inserting multiple subbands, will 
be taken to more accurately model the current up-kick. 
5.2.3 A Novel Method of Extracting Inelastic Optical Phonon Emission Length 
In the parallel resistor approach, the resulting avalanche current is derived to be 
III ≈ ISexp(-ETH/qλOP,emsF), where IS is the saturation current reached before II becomes 
significant. Inserting the expected diameter dependence ETH ≈ E1/d and λOP,ems ≈ λ1d, we 
obtain III ≈ ISexp(-E1/qλ1Fd 2), where E1 and λ1 are the threshold energy and MFP for a 
nanotube of diameter 1 nm. Consequently, the average field at which III = IS/2 is given by 
<FTH> ≈ E1/qλ1d 2ln(2). The experimental data in Fig. 5.9A is used to extract this field 
(but not the peak field) in our devices by extrapolating from the tail region to <FTH> at 
which the current reaches one half the saturation values. These values are plotted against 
1/d 2 for nanotubes of several diameters (d ~ 2.2-3.6 nm) in Fig. 5.9B. The slope of the 
linear fit thus scales as the ratio between the II threshold energy and the inelastic MFP, 
 
Fig. 5.8 Model including and excluding impact ionization as a second parallel channel which begins to 
open up at high field. 
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E1/λ1. However, the avalanche process is a strong function of the field, and most EHPs 
are generated at the peak field, FTH,MAX. The latter is estimated by noting that the poten-
tial near the drain has a dependence V(x) ≈ ℓF0sinh(x/ℓ), where F0 ~ 1 V/µm is the satura-
tion velocity field [6] and ℓ is an electrostatic length scale comparable to tox [8, 24, 25]. 
Fitting this expression to our voltage conditions and nanotube dimensions, we find 
FTH,MAX/<FTH> ≈ 4.5 for the L = 1 µm device, and 3.5 for L = 2 µm. Thus, using the peak 
instead of the average field, the empirically extracted slope gives E1/λ1 ~ 0.088 eV⋅nm, 
where we take E1 = 1.26 eV as the bottom of the third subband. Accounting for fit errors, 
 this yields λ1 = 15 ± 3 nm as the inelastic OP emission MFP for d = 1 nm, or generally 
λOP,ems = λ1d. This value is in good agreement with the theoretically predicted 14d nm in 
[13], and our approach demonstrates a novel empirical method for extracting this im-
 
Fig. 5.9 Diameter dependence of avalanche threshold field FTH. (A) Current vs. average channel field (VDS-
IDRC)/L for several s-SWNT diameters. (B) Extracted average <FTH> vs. 1/d 2. The uncertainty in diameter 
from AFM measurements is 0.4 nm. 
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portant transport parameter from high-field electrical measurements. 
5.3 Conclusions 
In summary, we observe a remarkable current increase in 1-4 μm long semiconduct-
ing SWNTs driven into avalanche impact ionization at high fields. Analyzing near-
breakdown I-V data, we find the avalanche process to be nearly temperature independent, 
but strongly diameter dependent ~exp(-1/d 2), unlike other materials. In addition, a novel 
estimate of the inelastic OP scattering length λOP,ems ≈ 15d nm is obtained by fitting 
against a model of the high-field current “tail.” We note that upper subband transport 
must be considered at high bias, and has a significant effect on the current carrying ca-
pacity of such nanomaterials. The results also suggest that avalanche-driven devices with 
highly non-linear characteristics can be fashioned from s-SWNTs. 
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CHAPTER 6 
PROBING THE UPPER LIMITS OF CURRENT DENSITY 
IN ONE-DIMENSIONAL CARBON INTERCONNECTS 
6.1 Introduction 
As Cu interconnects for integrated 
circuits are downscaled, they become 
susceptible to electromigration and their 
performance degrades from increased 
grain boundary and surface scattering 
[1]. To combat these problems, metallic 
single-wall carbon nanotubes (m-CNTs) 
and graphene nanoribbons (GNRs) have 
been studied as potential Cu replace-
ments [2, 3]. These one-dimensional 
(1-D) interconnects have strong sp2 
bonds which suppress electromigration 
and allow for current densities two to 
three orders of magnitude higher than 
Cu. However, an understanding of the 
fundamental limits of current flow is still 
lacking. Exploring m-CNTs, measure-
ments demonstrate currents up to ~30–
35 μA , approximately 50% higher than 
previously thought possible, correspond-
ing to current densities of ~3×109 A/cm2 
or ~9 mA/μm for diameters of ~1.2 nm. 
Such high currents are enabled by carrier 
injection into upper m-CNT subbands, 
while cooling through remote substrate 
 
Fig. 6.1 (A) Cross section of CNT device showing heat 
dissipation pathways. (B) Breakdown current density 
versus width (diameter for CNT) for various 1-D carbon 
allotropes. Lines represent model calculated over the 
range of oxide thickness tox = 90-300 nm. (C) Total 
thermal conductance versus width (footprint for CNTs) 
for various 1-D carbon allotropes. Region I (gray shad-
ing) represents a thermal boundary resistance range 
Rcox = 0.1 – 5×10-8 m2K/W and region II (red shading) 
represents tox = 90-300 nm. 
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phonons is negligible because they increase scattering. 
Previous measurement of the current carrying capacity of one-dimensional carbon in-
terconnects was conducted in air up to breakdown or at fields < 5 V/μm. In Fig. 6.1B and 
6.1C, measurements from literature are compiled to compare power dissipation between 
m-CNTs [4], GNRs, and graphene [5]. All of the devices were fabricated in a typical 
back-gated three-terminal structure (see Fig. 6.2a and 6.2c) for which the power dissipa-
tion pathways are shown in Fig. 6.1A. Ultimately, heat dissipates into the underlying sub-
strate and into the contacts. Figure 6.1B shows the current density dependence on the 
cross-sectional width (the actual width of the GNR and the circumference of the m-CNT) 
from references [4, 5]. As the width decreases, the breakdown current density increases 
(up to ~3 mA/μm for a 15 nm wide GNR and ~16 mA/μm for a 0.7 nm diameter m-
CNT). This trend comes from the fact that m-CNTs dissipate energy more efficiently than 
GNRs, as can be seen by the way the total heat dissipation out of the channel scales with 
width in Fig. 6.1C. So m-CNTs are selected for further investigation to explore the high-
est current carrying potential for one-dimensional conductors. 
6.2 Fabrication and Measurements 
To examine m-CNTs, three-terminal back-gated devices are fabricated [4, 6]. Carbon 
nanotubes are grown on top of 90 nm of SiO2. Source and drain metal contacts are Ti/Pd 
and patterned by photolithography (see chapter 1). Fabricated channel lengths vary from 
0.2 μm to 3.8 μm, putting these devices in the quasi-ballistic to diffusive transport regime 
(see chapter 2). A device schematic along with a scanning electron microscope (SEM) 
image is displayed in Fig. 6.2A. Careful characterization using atomic force microscopy 
(AFM) and Raman spectroscopy distinguishes single-wall CNTs from multi-walled 
CNTs [7-9]. First, AFM measurements (Fig. 6.2B) establish an approximate diameter of 
the m-CNT. These measurements are then cross-checked with G-peak splitting [10] and 
the radial breathing mode (RBM) [11] peaks from Raman spectroscopy. Displayed in Fig 
6.2C is the full spectrum of peaks used in this study (RBM, D, and G peaks). While the 
RBM is the more accurate measurement of CNT diameter, only three samples had RBM 
that were resonant with our laser line (633 nm). Thus the G-peak splitting was used to 
increase our sample size to 20 devices.  The range of diameters measured was 1.2 –
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 2.5 nm. Other possible methods for counting the number of walls or gathering diameter 
information of metallic nanotubes include transmission electron microscopy (TEM) [12], 
scanning tunneling microscopy (STM) [13], and Rayleigh scattering [14, 15]. These al-
ternative methods were, however, either not available or were not compatible with the 
given device configuration.  
Measurements were made in vacuum (~10-5 Torr) to prevent breakdown through oxi-
dation. The resulting ID-VDS curves (Fig. 6.3A) display currents at high bias that continue 
to increase with a slope of ~0.5–1 μA/V, up to currents as high as 35 μA (~9 mA/μm for 
diameters of ~1.2 nm) at a field of 10 V/μm for pristine CNTs. The slope of the ID-VDS 
plot at high fields does not depend on diameter (Fig. 6.4A). Although the diameter sets 
the upper subband energy difference, threshold voltage shifts and changing contacts in 
vacuum coupled with diameter uncertainty make it difficult to observe a trend. When 
 
Fig. 6.2. (A) Three-dimensional projection of a SEM of CNT device. (B) Three-dimensional rendering of 
an AFM image showing a cross section cut of the CNT on top. (C) Raman Spectrum of peaks studied. The 
G band is very sensitive to changes in doping. The RBM has a FWHM ~ 10 cm-1, characteristic of single-
walled CNTs. 
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plotting the slope as a function of length, there appears to be a small trend wherein the 
currents increase slower for longer m-CNTs (Fig. 6.4B). The length dependence may 
point to the strong field dependence of tunneling from contacts to upper subbands. 
The maximum achievable current is limited by sample quality as the current levels 
drop as the D-peak increases (Fig. 6.3B). Despite this trend, m-CNTs can still exceed 
25 μA even when the D-peak intensity is ~ 30% that of the G-peak intensity. The rest of 
the data presented in this paper will be for pristine m-CNTs having no discernible D-
peak. These results contradict earlier findings, which state current should saturate at high 
bias from optical phonon emission [16]. Given an optical phonon emission energy of 
ℏωOP ~ 0.16 eV, this would limit current to (4q/h)×ℏωOP ~ 25 μA. Still, the effects of 
heating are present as the resistance continues to increase with VDS (Fig. 6.3C).  
 
Fig. 6.3 (A) Typical ID-VDS vacuum measurements. The dotted line is the previously predicted current limit 
of ~ 25 μA. (B) Comparative Raman line scans for the three measurements in (A) showing that lower cur-
rents are a result of defects. (C) Device resistance versus VDS. 
 
Fig. 6.4 (A) Slope of ID-VDS plots at high bias as a function of diameter. Red dots indicate m-CNTs which 
have diameters confirmed by their radial breathing mode. (B) Slope of ID-VDS plots at high bias as a func-
tion of length. The dashed line is drawn to guide the eye. 
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6.3 High-Field Current Behavior 
It is possible for CNTs conducting diffusively to exceed 25 μA. Semiconducting 
CNTs can do so through ambipolar conduction [17] or impact ionization [6]. Potential 
sources for this increase in current could include parasitic leakage paths, defect assisted 
interband tunneling[18], ambipolar conduction [17], or remote Joule heating [19]. Moni-
toring the gate and source current did not detect an appreciable leakage current. Previous 
theory predicted that defects could lead to enhanced currents at high fields through in-
ter-sub-band tunneling [18]. However, this phenomenon is not observed given that lower 
currents are measured for m-CNTs having a larger D-peak.  
Ambipolar conduction [17, 20, 21] requires biasing devices in a manner such that 
both electrons and holes may enter the channel. However, it is uncommon to observe a 
ratio that is larger than 3, as displayed in Fig. 6.5A. This small ratio leads to small gate 
dependences in the ID-VDS sweeps. Unlike previous measurements on ambipolar devices 
[17, 20, 21], changing the gate bias does not alter the high bias behavior of the device, 
seen in Fig. 6.5B. Furthermore, the ID-VDS curves are the same regardless of the polarity. 
The ID-VDS curves are symmetric between positive and negative sweeps.  
Since self-heating has been shown to limit current in m-CNTs and other 1-D conduc-
tors [5, 22, 23], a power dissipation mechanism that lessens the impact of Joule heating 
could lead to higher currents., Modeling  both the m-CNT current and temperature in a 
 
Fig. 6.5 (A) Typical ID-VGS sweep of an m-CNT that has a diameter of  2.3 nm and is 1.8 μm long. (B) ID-
VDS sweeps for the same device for negative (solid blue) and positive (dashed red) gate bias. At lower bias 
there is some change in current but the curves merge at high bias. 
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self-consistent manner explores the impact of self-heating [24]. The m-CNT temperature 
was calculated using the one-dimensional heat diffusion equation.  
 
( )02
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x
TA −=+
∂
∂κ       (6.1) 
Here A is the m-CNT cross sectional area, κ is the m-CNT thermal conductivity, p’ is 
the power generation per unit length, g is the thermal boundary conductance (TBC), and 
T0 is the background temperature. The TBC value is calculated based on phonon trans-
mission through the m-CNT interface [4] and near-field energy transfer through SiO2 sur-
face phonon polaritons (SPP) [25] as seen in Fig. 6.6A. The diffuse mismatch model [4] 
is used to calculate the phonon contribution to heat transport across the interface. An ana-
lytical expression for a quantum electrodynamic (QED) conductance accounts for the 
near-field energy exchange between carriers and surface polar phonon (SPP) modes [25, 
26]. At high fields where the m-CNT can reach temperatures upwards of 1000 K, the 
TBC is very high ~0.4 WK-1m-1 for a 2 nm diameter CNT. 
The QED contribution can be expressed through the expression [27] 
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and vF is the Fermi velocity (108 cm/s), ℏων are the SPP mode energies, δν is the oscilla-
tion strength of each mode ν, y is the distance between the bottom of the CNT and the 
underlying substrate (0.34 nm), R is the radius of the CNT, and I0 and K0 are imaginary 
Bessel functions. Table 6.1 contains all the constants that relate specifically to the SPP 
modes.  The individual contributions of each mechanism to the overall TBC are plotted in 
Fig. 6.6B. It should be noted that the spreading thermal resistance in the substrate still 
makes up an appreciable portion of the total TBC and a thinner oxide would result in 
even better heat dissipation. 
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The mean free paths (MFPs) of different electron-phonon scattering mechanisms can 
now be calculated since the temperature is known. The MFP in turn is used to calculate 
the resistance profile.  
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where RC is the contact resistance, L is the length of the CNT (defined as oriented along 
the x axis), and λeff is the effective mean free path calculated through Matthiessen's rule. 
Adding in contact resistance in series with RCNT, the current given a specific bias can be 
calculated. Using equation (6.4), multiplying the current squared generates a power pro-
file which is input into equation (6.1). 
 
Fig. 6.6 (A) Thermal resistive network showing energy dissipation mechanisms into the substrate. (B), gTOT 
vs. temperature for a 2 nm diameter CNT showing the contribution when the QED component or DMM 
component is removed.  
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Direct power dissipation through remote phonon scattering, in addition to optical and 
acoustic phonon scattering, is considered in calculating the effective MFP. The SPP mode 
having energy of ℏωSPP ~ 60 meV for SiO2 has been previously shown to interact with 
carriers [26, 28]. When calculating the power input into the temperature simulation, SPP 
scattering is not included in equation (6.4) as it does not contribute to the lattice heating. 
While this mechanism does serve to cool m-CNTs during bias, it reduces the current by 
lowering the effective MFP, increasing the total resistance of the device. Since there is no 
extraction of the SPP scattering MFP to date, fitting values to data gives an MFP of ~80-
100×d nm. The value of each MFP as a function of drain bias is shown in Fig. 6.7B for a 
 
Fig. 6.7 (A) Air (red dashed line) versus vacuum (blue solid line) ID-VDS for the same CNT. Sym-
bols = Data, Lines = model. L = 2.5 μm, D = 2.5 nm. Air model does not include SPP scattering and vacu-
um model includes SPP scattering. (B) MFP versus VDS showing the contribution from each different scat-
tering mechanism. (C) ID-VDS plot showing difference between model with and without tunneling into high-
er subbands. Dashed blue line indicates model without tunneling into higher subband (ISB). Dashed-dot blue 
line indicates current in higher subband. L = 1.9 μm, D = 1.3 nm. (D) Band diagram showing normal single 
band conduction (1) and tunneling into higher subbands (2). 
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2.5 μm long m-CNT having a diameter of 2.5 nm. At low and medium fields (< 3 V/μm), 
SPP scattering contributes significantly into the total MFP. However at higher fields, op-
tical phonon emission is dominant because it has much higher occupation.  
Interestingly, SPP scattering only seems to be needed to model data taken in vacuum. 
When modeling data taken in air for the same m-CNT, a better match is achieved when 
no SPP interactions are considered, as shown in Fig. 6.7A. One explanation for this dif-
ference could be that in air, the presence of water vapor, oxygen, or other contaminants 
serve to screen SPP phonons, thus preventing the near-field interactions between sub-
strate and m-CNT. It should be noted that the first ID-VDS sweep taken in vacuum repli-
cates the same sweep taken in air. All subsequent scans, even those made several hours 
later, show lower currents (Fig. 6.7A). It can thus be assumed that what was serving to 
screen SPP phonons has now been removed. Upon removal from vacuum to air, the orig-
inal behavior in air is recovered. This could explain why breakdown measurements per-
formed in air have never shown evidence of SPP scattering [4], while measurements in 
vacuum have [19]. 
Even with the inclusion of SPP interactions, at fields approaching ~10 V/μm, the 
model predicts current saturation from optical phonon scattering [16]. Up to this point, 
only single-band conduction has been considered (ISB in Fig. 6.6C), as is often the case in 
m-CNT transport models. However, it has been shown that conduction in semiconducting 
CNTs can happen in higher subbands (one of the conditions for impact ionization) [6]. 
One way of achieving higher subband conduction would be for carriers to be directly in-
jected from the contacts. A tunneling transmission coefficient, τ, from the contacts across 
a triangular barrier [29] into the second subband is given as  
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Fvq F
PdCNTi
4
exp πτ      (6.5) 
where Δi is the distance between the i-th subband and Dirac point, F is the lateral electric 
field, vF is the Fermi velocity, ΦCNT and ΦPd are the work functions of the m-CNT and Pd 
respectively. The band diagram for this process is shown in Fig 6.7D. The work function 
of the m-CNT from 4.3 eV to 4.7 eV can fit the data. Such a large change in work func-
tion can come about from the lack of oxygen and change in doping in vacuum [30]. The 
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dashed-dotted line in Fig 6.7C shows the current contribution Itunnel from this tunneling 
process.  
When considering higher subband conduction, the change in band structure must be 
accounted for [31]. Since the bands are changed, so too is the density of states (DOS). 
When a single band is considered the DOS for an m-CNT is DM = 2/πℏvF. When consid-
ering higher subbands the DOS is given as 
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where Δi is the energy separation from the first subband to the i-th band and u(E) is the 
Heaviside step function, displayed in Fig. 6.8. As the DOS changes, the effective mass 
and subsequently the carrier velocity will change as well.  
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Given these changes, the mean free path (MFP) in the model should be adjusted to 
account for higher subband transport. The optical phonon MFP is adjusted in the follow-
ing way: 
 
Fig. 6.8. Electron density of states for an m-CNT having a diameter of 1.6 nm. 
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where NOP is the optical phonon occupation given by the Bose-Einstein distribution and 
λOP,300 ~ 10-15×d nm is the optical phonon MFP at 300 K and ℏωOP ~180 eV. In the case 
of ±(∓) the top sign refers to emission and the bottom sign refers to absorption. The SPP 
MFP is calculated using the exact same expression, except that the MFP at 300 K (λSPP 
~ 80-100×d) and SPP energy (ℏωSPP ~60 meV) values is different. The acoustic phonon 
MFP is given as 
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where λAP,300 ~ 280×d nm is the acoustic phonon MFP at 300 K. When included, the 
model accurately reproduces currents (IMB in Fig. 6.6C) up to 10 V/μm. It should be noted 
that this process requires very high fields and the onset of tunneling does not start until 
~ 6-7 V/μm. In air, it is very likely that the m-CNT would break before these fields are 
reached. 
6.4 Conclusions 
In conclusion, single-walled m-CNTs can carry upwards of 35 μA, which corresponds 
to a current density of up to ~ 9 mA/μm or 3×109 A/cm2. These measured values repre-
sent the highest known to date for any 1-D diffusive conductor. Such high currents are a 
result of direct injection of carriers into higher subbands from the contacts. Furthermore, 
the currents do not show saturation, indicating that the absolute maximum current has not 
been achieved. Comparing m-CNTs to GNRs also shows that m-CNTs are more energy 
efficient and can carry the highest possible current densities of any diffusive conductor.  
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CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 
7.1 Conclusions 
This work demonstrates the great advantages of one-dimensional materials, even as 
they are scaled. The results have furthered understanding of energy dissipation in carbon 
nanotubes (CNTs) and graphene nanoribbons (GNRs), as well as revised understanding 
of reliability and current carrying limits. Through in-air breakdown thermometry experi-
ments [1, 2], a greater understanding was developed about the roles that environmental 
factors play in power dissipation. The thermal boundary conductance was measured and 
modeled in CNTs and was found to be as high as ~0.7 WK-1m-1 for the larger diameter 
CNTs. The thermal “footprint” on a dielectric was shown to have a large impact on the 
total power dissipation. As materials transition from two-dimensional planar devices to 
one-dimensional ones, the small size of these nanostructures improves energy efficiency 
from increased heat spreading. As a result, high current densities have been measured up 
to ~16 mA/μm for a CNT with a diameter of ~0.7 nm [1] and  ~3 mA/μm for a GNR hav-
ing a width of ~15 nm [2]. Such current densities are the highest possible in any diffusive 
conductor.  
Further experiments performed in vacuum helped to investigate the current carrying 
potential in CNTs. Taking CNTs to such high fields produced higher currents than previ-
ously thought possible [3]. In semiconducting CNTs, impact ionization leads to an ava-
lanche current, which was found to be strongly diameter dependent (~exp(-1/d 2)) [4]. 
This diameter dependence allowed for an estimate of the inelastic optical phonon scatter-
ing length, λOP,ems ≈ 15d nm, obtained by fitting against a model of the high-field current 
“tail.” In metallic CNTs, at very high fields not previously probed before (>10 V/μm), the 
current continues to increase with a slope ~0.5–1 μA/V, allowing m-CNTs to reach cur-
rents well in excess of 25 μA. From modeling, it is theorized that this excess current 
comes into play as a result of direct tunneling of carriers from the contacts into higher 
conducting subbands. Finally, the measurements in vacuum provided an opportunity to 
observe the impact of surface phonon polaritons (SPPs) [5, 6]. 
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7.2 Future Work 
While the performance of CNTs and GNRs shows great potential for integration into 
nanoelectronics, their maximum potential has not been achieved yet. Defects, edges, and 
surface roughness have been shown to degrade current drive. Even the smallest change in 
structure for these nanomaterials is enough to limit performance. Therefore, it will be im-
portant in the future to work on synthesis and fabrication techniques that allow for the 
production of pristine materials to better understand ultimate performance limits. Better 
methods of quantifying and measuring defects are also needed to establish clearer trends 
with defect density.  
The quality of the CNT or GNR is not the only important issue. The choice of materi-
als interfacing with the carbon allotrope will be just as important in maximizing perfor-
mance and energy efficiency. A smoother dielectric than SiO2 would provide better heat 
sinking (e.g. hexagonal boron nitride [7]). A better contact material might lower both 
electrical and thermal contact resistance. Furthermore, the geometry of the device will 
play a significant role as well. For example, a thinner dielectric would limit heat spread-
ing and allow for better heat sinking into a bottom-gate. Top-gate dielectrics could help 
prevent breakdown by oxidation, leading to the observation of high field effects outside 
of vacuum. 
Finally, it is hoped that this work will lead to new and exciting nanoelectronic devic-
es. Already, the results of this research have been applied to engineer phase change 
memory utilizing CNTs as nanoscale electrodes [8]. To limit the application of this work 
to carbon based electronics, however, would be too shortsighted. The basic underlying 
principles of this research are not specific to carbon and can be applied to other one-
dimensional systems. The benefits of being “nano” [9] will continue to drive innovation 
and motivate engineers and researchers to develop ways of fabricating other materials 
where they are comparable in size to CNTs or GNRs. Therefore, it is imperative to ad-
vance knowledge of transport at low dimensions. 
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APPENDIX A 
PROCEDURES FOR MAKING CNTFETS 
A.1 Cleaning 
1. Degrease wafer (Acetone → Methanol → Isopropyl Alchohol). 
2. Perform a quick (~5-10 sec) buffered oxide etch (BOE) 10:1 HF. 
3. Perform SC2 (~1:1:6 HCl:H2O2:H2O)  at ~70-8 °C. 
A.2 Etch Alignment marks 
Note: Alignment marks should be etched into SiO2. Metallic alignment marks are not 
used so as to not affect CNT growth. 
1. Degrease wafer. 
2. Bakeoff at 125 °C for at least 120 sec. 
3. Spin on HMDS and then PR S1813 at around 3000 RPM for 30 sec. 
4. Prebake at 110 °C for 75-90 sec. 
5. Expose wafer using contact aligner and mask Popalign. Expose with a dose of ~60 mJ. 
6. Develop off PR with MF319. 
7. Postbake at 110 °C for at 120-135 sec. 
5. Use CHF3 in the plasma freon RIE to etch. Make sure there is about 500A of oxide left 
otherwise the PR might lift off during step 6. Alternatively, skip step 5 and perform wet 
etch the whole way. 
6. Etch down to Si with a BOE etch. 
7. Remove PR in acetone. 
A.3 Catalyst Deposition 
1. Bakeoff at 200C for at least 120 sec. 
2. Spin on PMGI SF6 at 5000 RPM for 30 sec. 
3. Postbake at 175 °C for 5 min exactly. 
4. Spin on PR S1813 at 5500 RPM for 30 sec. 
5. Prebake at 110 °C for 75-90 sec. 
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6. Expose using quintel and Popmetal_catalyst mask. Expose with a dose of ~60 mJ. 
8. Develop off PR with MF319. MAKE SURE THAT YOU CAN SEE THE 
SUBSTRATE THROUGH THE CATLYST HOLES. 
9. Postbake at110 °C for 120-135 sec. 
10. Deposit 2 Å of Fe using the CHA electron-beam (e-beam) evaporator. First keep 
sample out of the deposition pathway while establishing a slow rate ~0.1-0.2 Å/sec. Then 
rotate in sample. 
11. Liftoff in remover PG. Put the remover PG in a crystal dish and put it on the brown 
hotplate in the solvent hood located in the general chemistry room (~70 °C) for ~30 min. 
A.4 CNT Growth 
1. Anneal sample under Ar at 900 °C at least for 30 min. 
2. (Optional) quickly open split tube furnace to allow for rapid cooling. BE CAREFUL 
NOT TO BURN YOURSELF. 
3. Switch on carbon carrier gas and H2 while turning off Ar. 
4. Lower temperature to 400 °C in Ar environment. 
5. Anneal in Ar/H2 environment at 400 °C for at least 30 min. 
6. Cool back to room temperature in Ar environment. 
7. Check growth under scanning electron microscope before moving on. 
A.5 Metallization 
1. Bakeoff at 200 °C for at least 120 sec. 
2. Spin on PMGI SF6 at 3500 RPM for 30 sec. 
3. Postbake at 165 °C for 5 min exactly. 
4. Spin on PR S1813 at 5000 RPM for 30 sec. 
5. Prebake at 110 °C for 75-90 sec. 
6. Expose using quintel and Popmetal_catalyst2 mask. Expose around ~42-43.5 mJ. 
7. Develop off PR with MF319. MAKE SURE THAT ALL PMGI IS REMOVED AND 
UNDERCUTTING PR (~50-60 sec). 
8. Postbake at 125 °C for 30 sec. 
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9. Develop in MF319 for 5 sec. 
10. Postbake at 110 °C for ~90 sec. 
11. Deposit metal using the CHA evaporator. Operate CHA in manual mode for better 
results. If depositing Ti, move sample out of deposition pathway and deposit Ti until 
pressure starts to drop (~5-6 nm).  
12. Liftoff in remover PG. Put the remover PG in a crystal dish and put it on the brown 
hotplate in the solvent hood located in the general chemistry room. Take 30min to do 
liftoff. When removing the sample from remover pg you should soak it in IPA for a bit 
and then degrease it. 
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APPENDIX B 
MATERIALS DEPOSITION ON CARBON NANOTUBES 
 
Depositing materials on top of carbon nanotubes (CNTs) allows for the fabrication of 
top-gated devices [1] as well as other novel devices such as phase change memory [2]. 
However, not all of these materials will necessarily be compatible with CNTs. We use 
electrical measurements and Raman spectroscopy to check the compatibility between 
CNTs and other materials. We investigate AlOx and TiOx as potential top-gate dielectrics 
and the chalcogenide Ge2Sb2Te5 (GST). 
B.1 AlOx 
Two nanomemters of Al was evaporated on top of a typical three-terminal CNT 
device and on top of a random CNT network. Following evaporation, samples were left 
in air for more than 24 hours and were baked on a hotplate at 200 °C for 5 minutes. 
Subsequent electrical measurements on devices with no CNTs (the electrodes are 
connected through by oxide instead of CNTs) show no conduction, indicating the Al has 
fully oxidized or that all percolating pathways of Al have been cut off. Figure B.1A and 
B shows representative Raman spectra for a CNT before Al deposition and after baking 
the sample initially shows no additional decrease in the G-peak to D-peak intensity ratio 
(IG/ID).   
The electrical measurements of the device with AlOx are shown in Fig. B.1C. The 
initial measurement is typical of CNTs measured without oxide. However, on the 
 
Fig. B.1. (A) Raman spectrum of a CNT network as grown, with IG/ID = 30. (B) Raman spectrum of a CNT 
network with AlOx on top, with IG/ID = 40. (C) Electrical measurements performed in air of devices with 
AlOx. Each subsequent measurement damages the CNT until it the device stops conducting altogether.  
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subsequent sweep, the current drops by a 
factor of 4. Each subsequent sweep shows a 
lower current, indicating that the CNT is 
being damaged during the sweep. 
Eventually, no current flows between the 
electrodes and the circuit is open. 
B.2 TiOx 
An alternative to AlOx is TiOx. Similar 
to the way AlOx is deposited, 2 nm of Ti is 
evaporated on top of three-terminal CNT 
devices. The samples are left in ambient air for 24 hours and baked on top of a hotplate at 
200 °C for 5 min. Measurements of devices with no CNTs show no conduction. 
Measurements of CNT devices covered with TiOx show repeatable I-VDS curves, unlike 
CNTs with AlOx on top. Figure B.2 shows that the currents in the TiOx covered CNTs are 
actually higher than CNTs measured in air and vacuum. One possible explanation for the 
higher current could be that the TiOx is screening surface phonon polaritons from the 
SiO2 surface.  
B.3 Ge2Sb2Te5 
GST was sputtered onto a random CNT network. Figure B.3 shows the Raman 
spectra for the initial as grown CNT network, the CNT network with as sputtered 
 
Fig. B.2. I-V measurements of the same CNT 
measured in air (red), in vacuum (black), and in air 
and covered with TiOx. The current is the highest for 
a CNT covered with TiOx. 
 
Fig. B.3. (A) Raman spectrum of a CNT network as grown, with IG/ID = 22. (B) Raman spectrum of a CNT 
network with as sputtered amorphous GST on top, showing IG/ID = 3. (C) Raman spectrum of a CNT 
network with crystalline GST on top, showing IG/ID = 2.4. The increase of the D-peak relative to the G-
peak indicates that the CNT network is damaged by GST sputtering. 
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amorphous GST on top, and the sample after crystallizing the GST. The GST is 
crystallized by heating it on a hotplate. The GST is capped by SiO2 to prevent oxidation. 
The D-peak intensity increases relative to the G-peak intensity, suggesting that defects, 
strain, or doping is introduced from the sputtered GST.  
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