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Abstract
We consider the Dirichlet problem for the semilinear heat equation
ut ¼ Du þ gðx; uÞ; xAO; ð0:1Þ
where O is an arbitrary bounded domain in RN ; NX2; with C2 boundary. We ﬁnd a
CN-function gðx; uÞ such that (0.1) has a bounded solution whose o-limit set is a
continuum of equilibria. This extends and improves an earlier result of the ﬁrst
author with Rybakowski, in which O is a disk in R2 and g is of ﬁnite differentiability
class. We also show that (0.1) can have an inﬁnite-dimensional manifold of
nonconvergent bounded trajectories.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let O be a bounded domain in RN with boundary of class C2: Consider
the following parabolic problem:
ut  Du ¼ gðx; uÞ; xAO; t > 0;
uðx; tÞ ¼ 0; xA@O; t > 0;
uðx; 0Þ ¼ u0; xAO;
ð1:1Þ
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where g : %O R/R is a C1 function and
u0AX :¼ W
1;p
0 ðOÞ;
with p > N : We denote by uð; t; u0Þ the (unique) solution of (1.1) deﬁned on
its maximal interval of existence (see, e.g. [11,16]). It is well known that if the
solution uð; t; u0Þ is bounded (by which we mean that t/jjuð; t; u0ÞjjLN is a
bounded function), then it is global, its trajectory fuð; t; u0Þ : tX0g is
relatively compact in X ; and as t-N; uð; t; u0Þ approaches its o-limit set
oðu0Þ; which is a nonempty compact connected subset of X : It is also well
known that problem (1.1) is gradient-like with respect to the energy functional
V ðuÞ :¼
Z
O
jruðxÞj2
2
dx  Gðx; uðxÞÞ
 
dx with G ¼
Z
g du; ð1:2Þ
which is to say that V decreases along any nonstationary solution.
Consequently, if uð; t; u0Þ is bounded, then oðu0Þ consists of solutions of
the stationary problem
Dv þ gðx; vÞ ¼ 0; xAO;
vðxÞ ¼ 0; xA@O: ð1:3Þ
If oðu0Þ consists of just one equilibrium v; then the solution uð; t; u0Þ is
convergent:
uð; t; u0Þ-v as t-N:
We are interested in the possibility of oðu0Þ being a (nontrivial) continuum
of equilibria, in which case uð; t; u0Þ is said to be nonconvergent.
In typical situations, the latter possibility is ruled out. For example, if the
equilibria are isolated in X ; then the connected set oðu0Þ is necessarily a
singleton. This is the case if the nonlinearity g is generic (see [4] and
references therein), or if g is ﬁxed and the domain O is generic in a suitable
sense (see [12,25]). Another generic result says that, for any ﬁxed g and O;
uð; t; u0Þ is convergent, if bounded, for ‘‘most’’ initial conditions u0 (see
[15,27,20]).
In speciﬁc situations, it has even been proved that all bounded solutions
are convergent. This happens if f is analytic in u [26,13] or if O is one-
dimensional [29,17,10]. Other sufﬁcient conditions for the convergence and
relevant references can be found in the survey paper [20].
The fact, that nonconvergent bounded trajectories typically do not occur
makes it difﬁcult to detect them. It is an interesting problem to determine
whether such solutions may exist or not. The ﬁrst, and probably thus far the
only, example of a nonconvergent bounded trajectory has been given in [21].
In that example, O is a disk in R2 and g is a suitably chosen function of class
Ck (k can be arbitrary, but ﬁnite). The construction uses in an essential way
speciﬁc features of the disk via properties of eigenfunctions of the Laplacian.
In the present paper, we give a more general construction that relies on
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robust, rather than speciﬁc, properties of eigenfunctions. This way we are
able to prove that nonconvergent bounded solutions exist, for some g; on
each bounded domain in RN ; NX2: Another improvement is that g can
actually be taken of class CN: Our main result is as follows.
Theorem 1.1. Given any integer NX2 and any bounded domain OCRN with
C2 boundary, there exist a function gACNðRNþ1Þ and an initial condition
u0AX such that the solution uð; t; u0Þ of (1.1) is bounded and its o-limit set
oðu0Þ is a continuum in X homeomorphic to S1:
Our proof uses, similarly as [21], realization of gradient vector ﬁelds in
(1.1). The idea is to show that a planar gradient vector ﬁeld, which is known
to have a nonconvergent bounded trajectory, can be realized as the vector
ﬁeld on a center manifold of (1.1) for some g: This center manifold
construction, when combined with properties of invariant foliations, yields
an interesting additional information to the effect that there is an inﬁnite-
dimensional manifold of nonconvergent trajectories. More precisely,
Theorem 1.1 can be strengthened as follows.
Theorem 1.2. Given any integer NX2 and any bounded domain OCRN with
C2 boundary, there exists a function gACNðRNþ1Þ and an infinite-dimensional
submanifold FCX such that for each u0AF; the solution uð; t; u0Þ is bounded
and its o-limit set oðu0Þ is a continuum in X homeomorphic to S1:
The nonlinearity g for which we prove the assertions of the theorems to
hold has the following form:
gðx; uÞ ¼ aðxÞu þ c1ðxÞw01ðuÞ þ c2ðxÞw
0
2ðuÞ;
where a; c1; c2 w01; w
0
2; are suitable smooth functions with w
0
1  w
0
2  0 on
ðN; 1: Our proofs are constructive and yield a more speciﬁc description of
the functions.
The paper is organized as follows. In Section 2, we collect preliminary
material. First, in Section 2.1, we consider gradient vector ﬁelds in R2: We
give geometric conditions on such a vector ﬁeld that imply the existence of a
nonconvergent bounded trajectory. Then, we discuss the gradient vector
ﬁeld obtained by reduction of problem (1.1) to a two-dimensional center
manifold. Our ultimate goal will be to prove that this reduction fulﬁlls the
geometric conditions for nonconvergence given in Section 2.1. As we show,
this is indeed the case if the nonlinearity g solves a certain integral equation.
This equation is solved in Section 3. Interestingly enough, the solution
eventually reduces to a similar Abel’s integral equation as in [21]. As our
present approach shows, such integral equations appear in this type of
problems quite naturally.
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Computations of Section 3 involve eigenfunctions of a Schro¨dinger
operator Dþ aðxÞ on O: It is essential for our method that the eigenfunctions
satisfy certain (robust) conditions. In Section 4, we give examples of smooth
functions aðxÞ such that the eigenfunctions meet all the requirements.
We complete the proofs of the main theorems in Section 5.
We remark that the regularity requirement of the domain can be relaxed.
Working in a Hilbert space setting, it would be sufﬁcient to assume
Lipschitz continuity of the boundary. This generalization, however, would
add technical difﬁculties at several places and we do not consider it
worthwhile. Also we mention that other boundary conditions, like
Neumann or Robin conditions, can be treated using a similar approach.
For deﬁniteness, we only consider Dirichlet boundary condition.
2. Preliminaries
2.1. Planar vector fields
Our aim in this section is to describe a class of gradient planar ODEs with
nonconvergent trajectories. This is done by a modiﬁcation of examples given
in [19, Section 1.1; 21, Section 2].
Let g/MðgÞ be a positive 2p-periodic function of class CN: Using polar
coordinates
x1 ¼ r cos g; x2 ¼ r sin g
on R2; we describe certain geometric conditions of a C2-function
H :R2-R; which guarantee that the gradient vector ﬁeld of H (with
respect to any metric on R2) has a trajectory with its o-limit set equal to the
curve
S :¼ fðr cos g;r sin gÞ : r ¼ 1=MðgÞ; gA½0; 2pÞg:
For eX0 set
Be :¼ fðr cos g;r sin gÞ : rMðgÞo1þ e; gA½0; 2pÞg;
so that, in particular, @B0 ¼ S:
Consider the following set of conditions (see Fig. 1).
(H1) H vanishes on %B0 (hence also rH  0 on %B0).
(H2) There are C1-functions c1; c2 on ð0;NÞ such that
c2ðgÞ > c1ðgÞ > c2ðgþ 2pÞ >
1
MðgÞ
ðgA½0;NÞÞ;
c2ðgÞ 
1
MðgÞ
-0 as g-N;
and such that for some e > 0; the level set H ¼ 0 of H in Be is the
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union of %B0 with the two sets L1-Be; L2-Be; where
Li :¼ fðr cos g;r sin gÞ : r ¼ ciðgÞ; gAð0;NÞg; i ¼ 1; 2:
(H3) rHa0 on Be\ %B0; with e as in (H2).
Here r ¼ rx denotes the gradient with respect to the Cartesian coordinates
x ¼ ðx1; x2ÞAR
2:
Now we consider the gradient vector ﬁeld of H with respect to an
arbitrary metric on R2: Speciﬁcally, let Y : U-Mð2; 2Þ be a C1 matrix-
valued map such that for every xAR2; YðxÞ is symmetric and positive
deﬁnite. Consider the differential equation
’x ¼ YðxÞrHðxÞ; xABe: ð2:1Þ
Proposition 2.1. Assume H is a C2-function satisfying conditions (H1)–(H3).
Then there is a point zABe such the solution xðtÞ of (2.1) with xð0Þ ¼ z is
defined and bounded on ½0;NÞ; and its o-limit set equals S:
Proof. The proof is not very different from the proofs of similar statements
in [21, Section 2; 19, Section 1.1], but we include it here for completeness.
By (H3) the set of equilibria of (2.1) coincides with %B0: The function H is a
Lyapunov function for (2.1) —it decreases along nonconstant trajectories.
In particular, the o-limit set of any compact (forward) trajectory consists of
equilibria. Moreover, the trajectories out of %B0 are transverse to the level
lines of H :
Consider the open set
G :¼ fðr cos g;r sin gÞ : c1ðgÞoroc2ðgÞ; gAðm;NÞg;
where m is taken so large that GCBe: By (H2), H is of one sign in G:
Without loss of generality (relabeling the curves c1 and c2 if necessary), we
may assume that H is positive in G:
 
L1 L2 
 B0
Fig. 1. The level set H ¼ 0:
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Choose two points P1; P2AG with the property that the forward
trajectory of Pi leaves G via Li; i ¼ 1; 2: The choice is possible by the
transversality of the trajectories to L1; L2: Let J be a curve comprising the
parts of the trajectories of P1; P2 up to the points where they ﬁrst reach L1 or
L2; and let J0 be any simple curve in G which joins P1 and P2 and does not
intersect their trajectories (cf. Fig. 2).
Consider the line segment
Ia :¼ fðr cos a;r sin aÞ : c1ðaÞoroc2ðaÞg;
where we choose a > m so large that
maxfHðxÞ : xAIagominfHðxÞ : xAJ0g and Ia-J ¼ |:
This choice guarantees that the trajectory of any point zAIa does not
intersect the curve J before it leaves G: Hence, such a trajectory either leaves
G through one of the curves L1; L2; or it stays in G for all positive times. In
the latter case, since there are no equilibria in G (by (H3)), the limit set oðzÞ
has to coincide with S: We claim that this occurs for some z: Indeed, by
continuity of the ﬂow and transversality of the trajectories to L1; L2; the set
I ia of points zAIa whose trajectories leave through Li is nonempty and open
in Ia: Since the two sets have void intersection, they cannot cover the
segment Ia: This implies the existence of zAIa whose trajectory stays in G for
all positive times, as claimed. &
Remark 2.2. In the above proof, the transversality of the trajectories
to the level lines of H is not needed in the strongest sense; one can
replace it by topological transversality, that is, crossing of the curves
(with a possible tangency). It is easy to see that the continuity argu-
ments work in the same way. This observation is of some use when
vector ﬁelds which are gradient-like, but not gradient, are considered
(cf. [14]).
S
ζ
1
2
0 
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Fig. 2. The trajectory of z approaches the curve S:
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We next introduce a class of functions that satisfy conditions (H1)–(H3).
Deﬁne H0 by
H0ðr cos g; r sin gÞ
¼
be1=ð1rMðgÞÞ sinð1=ðrMðgÞ  1Þ  gÞ if rMðgÞ > 1;
0 if rMðgÞp1;
(
ð2:2Þ
where bAR\f0g: Observe that H0 :R
2-R is smooth and it can be written as
H0ðr cos g;r sin gÞ ¼ bðZ1ðrMðgÞÞ sin gþ Z2ðrMðgÞÞ cos gÞ; ð2:3Þ
with
Z1ð *rÞ ¼ e
1=ð1 *rÞ cosð1=ð *r 1ÞÞ
Z2ð *rÞ ¼ e
1=ð1 *rÞ sinð1=ð *r 1ÞÞ
)
for *r > 1;
Z1ð *rÞ  Z2ð *rÞ  0 for *rp1:
ð2:4Þ
The role of the parameter b is to make H0 sufﬁciently small, as needed in the
forthcoming sections. It is easy to verify that H ¼ H0 satisﬁes conditions
(H1)–(H3) with
c1ðgÞ ¼
1
MðgÞ
1þ
1
gþ p
 
;
c2ðgÞ ¼
1
MðgÞ
1þ
1
g
 
: ð2:5Þ
We next describe admissible perturbations of H0 that preserve conditions
(H1)–(H3).
Lemma 2.3. Let H0 be as in (2.2) and let Z be a C
1-function defined on Be0 for
some e0 > 0 such that the following conditions are satisfied:
(Z1) Z  0 on B0:
(Z2) Denoting
Qðr; gÞ :¼ e1=ðMðgÞr1ÞðMðgÞr 1Þ
1
2Zðr cos g;r sin gÞ;
one has
lim sup
rMðgÞ-1þ
ðjQðr; gÞj þ j@gQðr; gÞj þ ðrMðgÞ  1Þ
2j@rQðr; gÞjÞoN:
Then the function H ¼ H0 þ Z satisfies conditions (H1)–(H3).
Roughly speaking, (Z2) says that, when rMðgÞ  1-0þ; Z has higher
order of vanishing than H0: Indeed, we have
Hðr cos g; r sin gÞ
¼ e1=ð1rMðgÞÞðb sinððrMðgÞ  1Þ1  gÞ þ ðrMðgÞ  1Þ
1
2Qðr; gÞÞ
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for rMðgÞ > 1: The assumption can be relaxed slightly by replacing the
exponent 1=2 in (Z2) by d; with d > 0:
Proof. The proof is elementary (cf. [21, Section 2]) and can go along the
following lines. Hypothesis (Z2) and a straightforward computation show
that (H3) is satisﬁed if e > 0 is small enough. Then (Z2) is used in
conjunction with (2.5) in order to prove (H2). Here one uses the mean value
and implicit function theorems. Condition (H1) is ensured by (Z1). We omit
the details. &
2.2. The center manifold reduction
In this Section, we recall basic results about the center manifold reduction
for (1.1).
Let O be a bounded domain in RN with C2 boundary. We consider the
equation in (1.1) in the following form:
ut  Du  aðxÞu ¼ f ðx; uÞ; xAO; t > 0;
uðx; tÞ ¼ 0; xA@O; t > 0: ð2:6Þ
Here aðxÞ is a continuous function on %O; and fAYm; mX1; where Ym is the
set of all functions f such that for j ¼ 0;y; m; the partial derivative @juf is
continuous and bounded on %O R: Ym is a Banach space with respect to the
norm
jj f jjYm :¼ sup
ðx;uÞA %OR; 0pjpm
j@juf ðx; uÞj:
For any fAYm; let fˆ denote the Nemitskii operator of f ; that is,
fˆðuðÞÞðxÞ  f ðx; uðxÞÞ:
We consider fˆ as an E-valued map on X ; where
X :¼ W 1;p0 ðOÞ and E :¼ L
pðOÞ with p > N:
Since W
1;p
0 ðOÞ+Cð %OÞ; fˆ :X-E is a C
m
b map, that is, all its Frechet
derivatives up to order m are continuous and bounded, and one has (for the
norms of k-linear symmetric maps)
sup
uAX
jjDkfˆðuÞjjpjj f jjYk ðk ¼ 0;y; mÞ:
Let A denote the operator on E deﬁned by
DomðAÞ ¼W 2;pðOÞ-W 1;p0 ðOÞ;
AuðxÞ ¼DuðxÞ þ aðxÞuðxÞ ðuADomðAÞÞ: ð2:7Þ
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Then A is a generator of an analytic semigroup on E and (2.6) can be
considered in the context of the theory of abstract parabolic equations on E;
ut ¼ Au þ fˆðuÞ
(see [2,8,11,16], for example). Note that X coincides with the fractional
power space E1=2 associated with A:
It is well known that the spectrum of the operator deﬁned by (2.7) is
independent of pAð1;NÞ; and it consists of isolated real eigenvalues, whose
geometric and algebraic multiplicities coincide and are ﬁnite. We assume the
following hypothesis on aðxÞ:
(A1) l ¼ 0 is an eigenvalue of A of multiplicity 2.
Denote by E1; the eigenspace of A corresponding to the eigenvalue 0, and
by c1;c2 its L
2-orthonormal basis. Thus,
E1 :¼ ker A ¼ fc  x : x ¼ ðx1; x2ÞAR
2g; ð2:8Þ
where c ¼ ðc1;c2Þ and c  x ¼ x1c1 þ x2c2: The corresponding spectral
projection P of E onto E1 is the restriction to E of the L
2ðOÞ-orthogonal
projection:
Pu ¼ c1
Z
O
c1ðxÞuðxÞ dx þ c2
Z
O
c2ðxÞuðxÞ dx:
Let E2 :¼ RðI  PÞ be the range of I  P; where I denotes the identity on E:
Obviously, ðI  PÞðX ÞCX :
Under assumption (A1), if jj f jjY1 is sufﬁciently small, (2.6) possesses a
unique global center manifold Wf : By deﬁnition, Wf is the set of all u0AX
for which there exists a solution u of (2.6) deﬁned for all tAR such that
uð; 0Þ ¼ u0 and suptARjjðI  PÞuð; tÞjjXoN: Clearly, the global center
manifold is an invariant set for the semiﬂow deﬁned by (2.6). The following
lemma summarizes the basic properties of the center manifold.
Lemma 2.4. Given any integer mX1; there is dm > 0 such that for every fAYm
with jj f jjY1odm there is a map s ¼ sf :R2-X of class Cmb with image in
X-E2 such that the following statements hold:
(i)
Wf ¼ fx  cþ sðxÞ : xAR
2g:
(ii) If u0 ¼ x0  cþ sðx0ÞAWf for some x0AR
2; then the solution uð; tÞ of
(2.6) with uð0Þ ¼ u0 is given by uð; tÞ ¼ xðtÞ  cþ sðxðtÞÞ; where xðtÞ is
the solution of
’x ¼ vðxÞ;
xð0Þ ¼ x0; ð2:9Þ
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with v :R2-R2 defined by
c  vðxÞ :¼ Pfˆðx  cþ sðxÞÞ; xAR2: ð2:10Þ
(iii) For every xAR2 one has sðxÞADom A and
rxsðxÞ  vðxÞ ¼ AsðxÞ þ ðI  PÞfˆðx  cþ sðxÞÞ: ð2:11Þ
(iv) There is a constant c independent of f such that for any positive
integers r; s with 0pr þ spm one has
sup
xAR2
jj@rx1@
s
x2
sðxÞjjXpcjj f jjYm : ð2:12Þ
The proof of these standard properties can be found in many references
on center manifolds, although their precise formulations may vary; the
reader can consult [28], for example (see also [3,7,11,18,24]). We remark that
the estimates in (iv), although not explicitly stated, are entailed by the proof
of smoothness in [28].
Eq. (2.9) is usually referred to as the reduction of (1.1) to its center
manifold (written in real coordinates x). We now discuss the gradient
structure of the vector ﬁeld vðxÞ: Let V denote the energy functional for
(2.6):
V ðuÞ :¼
Z
O
jrxuðxÞj2
2

aðxÞðuðxÞÞ2
2
 F ðx; uðxÞÞ
 
dx ðuAX Þ; ð2:13Þ
where @uF ¼ f : The restriction of this functional to the center manifold is
given (in the coordinates x) by
FðxÞ :¼ V ðx  cþ sðxÞÞÞ ðxAR2Þ:
Integrating by parts and using Dci þ aðxÞci ¼ 0; i ¼ 1; 2; we rewrite this as
FðxÞ ¼
Z
O
jrxsðxÞðxÞj2
2
 aðxÞ
ðsðxÞðxÞÞ2
2

 F ðx;cðxÞ  xþ sðxÞðxÞÞÞ dx: ð2:14Þ
Recall that sðxÞAX ¼ W 1;p0 ðOÞ with p > N; so the integrals make sense.
Lemma 2.5 (Pola´cˇik and Rybakowski [21, Lemma 3.3]). In notation of
Lemma 2.4, let fAYm with jj f jjY1odm; and let the matrix RðxÞ ¼ ðRijðxÞÞ be
defined by
RijðxÞ :¼ I þ
Z
O
@xisðxÞðxÞ@xjsðxÞðxÞ dx; i; j ¼ 1; 2;
where I is the 2 2 identity matrix. Then there is a %dmodm with the following
properties: if jj f jjY1o%dm then RðxÞ is symmetric and positive definite for every
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xAR2 and one has
vðxÞ ¼ SðxÞ:rxFðxÞ; xAR
2;
where vðxÞ is as in Lemma 2.4 and SðxÞ :¼ ðRðxÞÞ1: The matrix SðxÞ is
symmetric and positive definite and the mapping x/SðxÞ :R2-LðR2;R2Þ is
of class Cm1:
The latter lemma shows that the vector ﬁeld vðxÞ in (2.9) is the gradient of
FðxÞ with respect to the metric RðxÞ: Note that SðxÞ is well-deﬁned and
positive deﬁnite because, by Lemma 2.4(iv), RðxÞ is close to the identity
matrix if %dm is sufﬁciently small. The expression for vðxÞ is obtained by a
straightforward calculation using formula (2.11) and the derivative DV ðuÞ of
the functional V :
We will only use the above lemmas with m ¼ 2; so we assume this equality
in the sequel.
We need the following pointwise estimates on the function x-sðxÞ and its
derivatives with respect to x:
Lemma 2.6. Let %d2od2 be as in Lemmas 2.5, 2.4 (with m ¼ 2). There exist
constants 0odno%d2 and cn such that if fAY2 with jj f jjY1odn; then for each
xAR2; sA½0; 1 and i ¼ 1; 2 the following estimates hold:
jjsðxÞjjXpcnjj fˆðx  cÞjjE ; ð2:15Þ
jj fˆðx  cþ ssðxÞÞjjEpcnjj fˆðx  cÞjjE ; ð2:16Þ
jj@xisðxÞjjXpcnðjj f jjY2 jj fˆðx  cÞjjE þ jj fˆ0ðx  cÞci jjEÞ; ð2:17Þ
jj@xi fˆðx  cþ ssðxÞÞjjEpcnðjj f jjY2 jj fˆðx  cÞjjE þ jj fˆ0ðx  cÞci jjEÞ: ð2:18Þ
Proof. Denote by A2 the restriction of A to E2 (with domain DðAÞ-E2) and
note that A12 ALðE2; X Þ: Writing (2.11) as
sðxÞ ¼ A12 ðrxsðxÞ  vðxÞ  ðI  PÞfˆðx  cþ sðxÞÞÞ; ð2:19Þ
and using (2.12) with (2.10), we obtain
jjsðxÞjjXpCjj fˆðx  cþ sðxÞÞjjE ð2:20Þ
(here and below C; C0;y denote constants independent of f ). If jj f jjY1odn
with dn sufﬁciently small, then, by the mean value theorem,
Cjj fˆðx  cþ sðxÞÞjjEpCjj fˆðx  cÞjjE þ 12jjsðxÞjj:
This and (2.20) imply (2.15), and (2.16) then follows from the mean value
theorem.
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Differentiating (2.19) with respect to xi and using (2.12), (2.10), we obtain
jj@xisðxÞjjXpC0ðjj f jjY2 jj fˆðx  cþ sðxÞÞjjE
þ jj fˆ0ðx  cþ sðxÞÞðci þ @xisðxÞÞjjEÞ:
Estimating the above using (2.15), (2.16) and the mean value theorem, we
obtain (if dn is sufﬁciently small)
jj@xisðxÞjjXpC00ðjj f jjY2 jj fˆðx  cÞjjE þ jj fˆ0ðx  cÞcijjE
þ jj f jjY2 jjsðxÞjjX þ d
njj@xisðxÞjjX Þ
pC000ðjj f jjY2 jj fˆðx  cÞjjE þ jj fˆ0ðx  cÞci jjEÞ þ 12 jj@xisðxÞjjX :
This gives (2.17). Estimate (2.18) follows from the above and the mean value
theorem. &
We use the previous lemma to estimate the functional F in (2.14).
Corollary 2.7. Let dn be as in Lemma 2.6. There exists a constant c1 > 0 such
that for each fAY2 with jj f jjY1odn one has
FðxÞ ¼ 
Z
O
F ðx;cðxÞ  xÞ dx þ ZðxÞ ðxAR2Þ; ð2:21Þ
where Z is a C2 function on R2 satisfying
jZðxÞj; j@xi ZðxÞjpc1 maxf1; jj f jj2Y2gðjj fˆðx  cÞjj
2
E þ jj fˆ
0ðx  cÞci jj
2
EÞ
ðxAR2; i ¼ 1; 2Þ: ð2:22Þ
Proof. By the mean value theorem, (2.21) holds with
ZðxÞ ¼
Z
O
jrxsðxÞðxÞj2
2
 aðxÞ
ðsðxÞðxÞÞ2
2
 
dx

Z
O
sðxÞðxÞ
Z 1
0
f ðx;cðxÞ  xþ ssðxÞðxÞÞ ds dx:
The estimates of Z follow directly from Lemma 2.6. &
The importance of the previous corollary consists in the fact that the
integral in (2.21) and the estimates in (2.22) do not involve the function s
(whose dependence on f is not explicitly known), and that the estimates are
quadratic in f ; whereas the integral term in (2.21) is linear in F : It will be
useful to note that in estimates (2.22), the Lp norm of the Nemitskii operator
is controlled by the supremum norm of f : More speciﬁcally, there is a
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constant c2 independent of f such that
jj fˆðx  cÞjjEpc2 supxAO jf ðx; x  cðxÞÞj;
jj fˆ0ðx  cÞci jjEpc2 supxAO j@uf ðx; x  cðxÞÞj:
ð2:23Þ
3. Computation of
R
F ðx; n .wðxÞÞ dx
In the whole section NX2 and OCRN is a ﬁxed bounded domain with C2
boundary.
In the previous section, we have shown that under some hypotheses the
vector ﬁeld on the center manifold of (2.6) is the gradient of a function FðxÞ;
which can be written as in (2.21). Our aim in this section is to show that f can
be chosen such that the function Z in (2.21) satisﬁes conditions (Z1), (Z2) of
Section 2.1 and that the integral in (2.21) can be written as the sum of the
function H0 deﬁned in (2.2) and another function Z˜ satisfying (Z1), (Z2).
To be able to accomplish the above goal, we need the eigenfunctions c1
and c2 of Dþ aðxÞ to satisfy certain conditions that we now formulate. In
Section 4, we then show that these conditions are met if the function aðxÞ is
chosen suitably.
Assuming hypothesis (A1) from Section 2.2, we introduce the following
notation:
Cðx; gÞ :¼ cos g c1ðxÞ þ sin g c2ðxÞ: ð3:1Þ
Note that for each g;Cð; gÞ is an eigenfunction of A corresponding to the
eigenvalue 0: Since 0 is not the principal eigenvalue (because it is not simple),
Cð; gÞ changes sign. Since Cðx; gÞ vanishes on @O; it assumes its positive
maximum in O:
Now let O0 be a subdomain of O such that
MðgÞ :¼ max
xA %O0
Cðx; gÞ > 0 ðgARÞ: ð3:2Þ
By the above remarks, this is true if O0 ¼ O or if O0 is obtained from O by
removing a small neighborhood of @O:
Below we will frequently use polar coordinates
x1 ¼ r cos g; x2 ¼ r sin g: ð3:3Þ
Also we use the notation as in Section 2.1
Be ¼fðr cos g; r sin gÞ : rMðgÞo1þ e; gA½0; 2pÞg ðe > 0Þ;
S ¼ @B0 ¼fðr cos g; r sin gÞ : r ¼ 1=MðgÞ; gA½0; 2pÞg:
We shall assume that, in addition to (A1), the following hypothesis (A2) is
satisﬁed for a subdomain O0 of O:
(A2) aACNð %OÞ; and for each gAR the function Cð; gÞ assumes its positive
maximum MðgÞ over %O0 at a unique point xðgÞ; and the following
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conditions hold:
(i) xðgÞAO0;
(ii) the Hessian matrix D2CðxðgÞ; gÞ of Cð; gÞ at xðgÞ is negative
deﬁnite,
(iii) g-xðgÞ is one-to-one on ½0; 2pÞ and x0ðgÞa0 ðgARÞ:
Note that the eigenfunction Cð; gÞ is of class CN; by elliptic regularity.
Thus, by (A2) and the implicit function theorem, g/xðgÞ is of class CN and
so is g/MðgÞ ¼ FðxðgÞ; gÞ: By the uniqueness of the maximizer xðgÞ; xðgþ
2pÞ ¼ xðgÞ:
Proposition 3.1. Assume that (A1), (A2) are satisfied for some subdomain
O0CO: Then, given any d > 0; there exists a function fACNðR
Nþ1Þ-Y2 such
that jj f jjY1od and for some e > 0 the following statements hold true:
(i) For F ðx; uÞ ¼
R u
0 f ðx; sÞ ds one hasZ
O
F ðx;cðxÞ  xÞ dx ¼ H0ðxÞ þ Z˜ðxÞ ðxABe0 Þ; ð3:4Þ
where H0 is as in (2.2) with some b > 0; and Z˜ is a smooth function on
Be0 satisfying conditions (Z1), (Z2) of Lemma 2.3.
(ii) For any B > 0 there is a constant cB such that
sup
xAO
jf ðx;rCðx; gÞÞj; sup
xAO
j@uf ðx; rCðx; gÞÞjpcBe
1B
1MðgÞr; ð3:5Þ
whenever MðgÞr > 1:
We prepare the proof of the proposition by three preliminary results. In
appropriate coordinates, Eq. (3.4) will eventually be reduced to an Abel
integral equation. We ﬁrst recall the solution of such an equation.
Denote
n :¼
N  1
2
 
¼
N  2
2
if N is even;
N  1
2
if N is odd:
8>>><
>>:
ð3:6Þ
Lemma 3.2. Assume mðrÞ is a CN-function on ð0;NÞ such that m  0 on ð0; 1Þ:
Define w by wðzÞ ¼ 0 for zo1 and by
wðzÞ :¼
1
n!
mðnþ1ÞðzÞ if N is even;
1ﬃﬃﬃ
p
p
Gðn þ 1
2
Þ
R z
1 m
ðnþ1ÞðrÞðz  rÞ
1
2 dr if N is odd
8><
>>: ð3:7Þ
for zX1 (here G stands for the Euler function).
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Then w is of class CN; and it satisfies the integral equationZ r
1
wðzÞðr zÞ
N2
2 dz ¼ mðrÞ: ð3:8Þ
Proof. The statement is trivial for N even. For odd N; the fact that w
satisﬁes (3.8) follows, via multiple differentiation of (3.8), from the well
known and easily veriﬁable fact that w deﬁned by (3.7) satisﬁes the Abel
integral equationZ r
1
wðzÞðr zÞ
1
2 dz ¼
ﬃﬃﬃ
p
p
Gðn þ 1
2
Þ
mðnÞðrÞ ¼
1
ðn  1
2
Þðn  3
2
Þy1
2
mðnÞðrÞ:
Using integration by parts in (3.7), it is straightforward to verify that w is of
class CN: &
The above lemma is used in the sequel for m of a special form (similar to
that of the functions in (2.4)). The following estimates are useful in that case.
Lemma 3.3. Let m be defined by
mðrÞ ¼
e1=ð1rÞk
1
r 1
 
wðrÞ if r > 1;
0 if rp1;
8><
>: ð3:9Þ
where kðsÞ  sin s or kðsÞ  cos s; and wðrÞ is smooth on a neighborhood of
r ¼ 1: Let w be as in (3.7). Then the following statements hold true:
(a) For any B > 0 there is a constant CB such that
jw0ðzÞj; jw00ðzÞjpCBe
1B
1z ðzAð1; 2ÞÞ: ð3:10Þ
(b) For some e > 0 let Rðz;r; gÞ be a function on ½1; 1þ EÞ  ½1; 1þ EÞ  R
which is continuous together with Rrðz; r; gÞ and Rgðz;r; gÞ; and
periodic in g: Set
hðr; gÞ :¼ e1=ðr1Þðr 1Þ
1
2
Z r
1
wðzÞðr zÞ
N1
2 Rðz;r; gÞ dz:
Then jhðr; gÞj þ jhgðr; gÞj þ ðr 1Þ
2jhrðr; gÞj is bounded as r-1þ
uniformly with respect to g:
Proof. Statement (a) is an elementary consequence of (3.7) and (3.9). We
prove (b), assuming ﬁrst that N is even. Using (3.7) and computing the
derivatives of m; we obtain
ðr 1Þ
1
2e1=ð1rÞjhðr; gÞjpC
Z r
1
e1=ð1zÞ
ðz  1Þ2ðnþ1Þ
ðr zÞnþ
1
2 dz
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for rE1;r > 1 (we have substituted n ¼ N=2 1). Hence
ðr 1Þ
1
2e1=ð1rÞjhðr; gÞjpCðr 1Þ
1
2
Z r
1
e1=ð1zÞ
ðz  1Þ2ðnþ1Þ
ðr zÞn dz
pC0ðr 1Þ
1
2e1=ð1rÞ;
as can be easily seen by induction. This shows that hðr; gÞ is bounded as
r-1þ : Differentiating h with respect to g and r; and using similar
arguments, one proves the boundedness of hg and ðr 1Þ
2hr:
Next assume N is odd (thus, n ¼ ðN  1Þ=2). Using Fubini theorem, we
have
ðr 1Þ
1
2e1=ð1rÞjhðr; gÞjpC
Z r
1
Z z
1
jmðnþ1ÞðyÞjðz  yÞ
1
2 dy ðr zÞn dz
¼C
Z r
1
Z r
y
ðz  yÞ
1
2ðr zÞn dz jmðnþ1ÞðyÞj dy
pC
Z r
1
ðr yÞnþ
1
2jmðnþ1ÞðyÞj dy:
Computing the derivatives of m; one can now proceed as above. The
estimates on hg and ðr 1Þ
2hr are obtained similarly. &
Next, we choose coordinates for a convenient computation of the integral
in (3.4) for small rMðgÞ  1: Denote
Dd :¼ fyAR
n : jyjodg ðd > 0Þ:
Lemma 3.4. Assume (A1), (A2) are satisfied for a domain O0CO: Then there
exist d > 0 and a CN-map a : Dd  R-O0 such that aðy; gÞ is 2p-periodic in g
and the following statements hold for each gAR:
(i) að; gÞ is a diffeomorphism on its image aðDd; gÞCO0;
(ii) að0; gÞ ¼ xðgÞ;
(iii) Cðaðy; gÞ; gÞ ¼ MðgÞ  jyj2 ðyABdÞ:
For a ﬁxed g; the existence of such a coordinate transformation is stated
by the classical Morse lemma. Lemma 3.4 just adds to it the differentiability
and periodicity in g: Since the change of coordinates in the Morse lemma is
not unique, this is not a completely trivial issue. In the present case,
however, xðgÞ is a point of maximum (not just a general nondegenerate
critical point), so one can choose the transformation a in a canonical way.
The smoothness and periodicity then follow immediately.
Proof. As remarked above ðx; gÞ-Cðx; gÞ is of class CN: Given gAR; we
ﬁrst apply the Morse lemma to Cð; gÞ with a cannonical change of
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coordinants. More speciﬁcally, we use the recursive construction as in [9] or
the Lie-derivative method as in [1] to ﬁnd a diffeomorphism
*að; gÞ : Dd-*aðDd; gÞCO0 such that *að0; gÞ ¼ xðgÞ and
Cð*aðy; gÞ; gÞ ¼ MðgÞ þ yTHgy ðyABdÞ;
where Hg :¼ D2CðxðgÞ; gÞ: By either method, it is clear that d can be taken
independent of g locally, hence also independent of gA½0; 2p; that *a : Dd 
R-O is smooth, and that *að; g1Þ ¼ *að; g2Þ whenever Hg1 ¼Hg2 : In
particular, *a is 2p-periodic in g:
Now, since Hg is negative deﬁnite, ðHgÞ
1
2 is well-deﬁned and it is a
symmetric positive deﬁnite matrix which reduces the quadratic form yTHgy
to the canonical form jyj2; that is,
Hg ¼ ððHgÞ
1
2ÞT ðHgÞ
1
2 ¼ ðHgÞ
1
2ðHgÞ
1
2:
Moreover, the map g/ðHgÞ
1
2 ¼ ððHgÞ
1
2Þ1 is of class CN and it is 2p-
periodic. It is now checked easily that
aðy; gÞ :¼ *aððHgÞ
1
2y; gÞ
has all the desired properties (d may have to be made smaller to guarantee
aðDd; gÞCO0Þ). &
Proof of Proposition 3.1. We look for a smooth function f satisfying
f ðx; uÞ  0 whenever up1 or xAO\O0: ð3:11Þ
We start by transforming the integral in (3.4), assuming that f satisﬁes (3.11)
and F ðx; uÞ ¼
R u
0
f ðx; sÞ ds: Clearly,
IðxÞ : ¼
Z
O
F ðx;cðxÞ  xÞ dx ¼
Z
O0
F ðx;cðxÞ  xÞ dx
¼
Z
fxAO0 : cðxÞx>1g
F ðx;cðxÞ  xÞ dx
¼
Z
fxAO0 : rCðx;gÞ>1g
F ðx;rCðx; gÞÞ dx ðx ¼ ðr cos g;r sin gÞÞ:
Now let d > 0 and a be as in Lemma 3.4. By (A2), there is an E > 0 such that
fxAO0 : rCðx; gÞ > 1gCaðDd; gÞ whenever 1prMðgÞo1þ E:
For this range of values of r; g; we use the transformation x ¼ aðy; gÞ in the
last integral to obtain
IðxÞ ¼
Z
fyADd : rCðaðy;gÞ;gÞ>1g
F ðaðy; gÞ; rCðaðy; gÞ; gÞÞJðy; gÞ dy
¼
Z
jyjo
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
MðgÞ1=r
p F ðaðy; gÞ;rðMðgÞ  jyj2ÞÞJðy; gÞ dy;
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where
Jðy; gÞ :¼
Daðy; gÞ
Dy

 ¼7Daðy; gÞDy :
Since this determinant never vanishes (að; gÞ is a diffeomorphism), Jðy; gÞ is
a smooth function of y; g: Using spherical coordinates, we further transform
the integral toZ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃMðgÞ1=rp
0
rN1
Z
SN1
F ðaðro; gÞ;rðMðgÞ  r2ÞÞJðro; gÞ dSðoÞ dr;
where SN1 is the unit ðN  1Þ-sphere and dSðoÞ is the surface element of
SN1: Now assume F takes the form
F ðx; uÞ ¼ cðxÞwðuÞ ð3:12Þ
(where cðxÞ ¼ 0 for xAO\O0 and wðuÞ ¼ 0 for up1). Then, after the
substitution z ¼ rðMðgÞ  r2Þ; the integral becomes
1
2r
Z rMðgÞ
1
MðgÞ 
z
r
 N2
2
wðzÞ
Z
SN1
K MðgÞ 
z
r
 1
2
o; g
0
@
1
A dSðoÞ dz;
ð3:13Þ
where
Kðro; gÞ :¼ cðaðro; gÞÞJðro; gÞ:
We haveZ
SN1
Kðro; gÞ dSðoÞ ¼ jSN1jKð0; gÞ þ rRðr; gÞ;
where R is a smooth function of rA½0; dÞ and gAR; and it is 2p-periodic in g:
Setting *r ¼ MðgÞr; (3.13) can be rewritten as follows:
1
2 *r
N
2
Z *r
1
ð *r zÞ
N2
2 wðzÞ dz jSN1jðMðgÞÞ
N
2 Kð0; gÞ
þ
1
2 *r
Nþ1
2
Z *r
1
ð *r zÞ
N1
2 wðzÞR ð *r zÞ
MðgÞ
*r
; g
 
dz: ð3:14Þ
Now let Z be any of the functions Z1; Z2 appearing in (2.3), (2.4), and let
zðgÞ be any smooth 2p-periodic function. We show that cðxÞ and wðuÞ in
(3.12) can be chosen such that the ﬁrst term in (3.14) equals Zð *rÞzðgÞ and the
second term deﬁnes a function satisfying (Z1), (Z2).
To this aim, set mðrÞ :¼ 2rN=2ZðrÞ and notice that m has the form
(3.9). Deﬁne w by (3.7). Then, by Lemma 3.2, the ﬁrst term in (3.14)
equals
Zð *rÞ jSN1j ðMðgÞÞ
N
2 Kð0; gÞ: ð3:15Þ
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Let us inspect the function Kð0; gÞ: By deﬁnition
Kð0; gÞ ¼ cðað0; gÞÞJð0; gÞ ¼ cðxðgÞÞJð0; gÞ:
Since Jð0; gÞa0 and g-xðgÞAO0 is a 2p-periodic map satisfying (A2) (iii),
we can make Kð0; gÞ equal any 2p-periodic function of g by adjusting cðxÞ:
More speciﬁcally, we can ﬁnd a function cðxÞ of class CN such that c  0 on
RN \O0 and
cðxðgÞÞ ¼ ðjSN1jJð0; gÞÞ1ðMðgÞÞ
N
2 zðgÞ:
Then (3.15) equals Zð *rÞzðgÞ as desired.
Next consider the second term in (3.14) denoting it by h˜ð *r; gÞ: An
application of Lemma 3.3 shows that
hð *r; gÞ :¼ e1=ð *r1Þð *r 1Þ
1
2h˜ð *r; gÞ
is bounded as *r-1þ; uniformly with respect to g; and so are hgð *r; gÞ; ð *r
1Þ2h *rð *r; gÞ: This shows that the second term in (3.14) deﬁnes a C2 function
satisfying conditions (Z1), (Z2).
To complete the proof, we use the above computations, ﬁrst for Z ¼ Z1
and zðgÞ ¼ sin g; and then for Z ¼ Z2 and zðgÞ ¼ cos g; denoting the smooth
functions resulting from the constructions by w1ðzÞ; c1ðxÞ and w2ðzÞ; c2ðxÞ;
respectively. Set
f ðx; uÞ ¼ bðc1ðxÞw01ðuÞ þ c2ðxÞw
0
2ðuÞÞ;
so that F ðx; uÞ ¼ bðc1ðxÞw1ðuÞ þ c2ðxÞw2ðuÞÞ: The above computations show
that statement (i) of Proposition 3.1 is satisﬁed. With no effect on this
conclusion, we modify w1; w2 nearN to achieve fAY2: Choosing b > 0 small
enough we meet the requirement jj f jjY1od:
It remains to prove statement (ii). For that we use estimates (3.10), which
apply to both w ¼ w1 and w ¼ w2: Since e1=1z is increasing in z > 1; we have
(for some constants C; C0)
sup
xAO
jf ðx;rCðx; gÞj ¼ sup
xAO0
jf ðx;rCðx; gÞÞj
pC sup
xAO0
ðjw01ðrCðx; gÞÞj þ jw
0
2ðrCðx; gÞÞjÞ
pC0cBe
1B
1zjz¼r supxAO0Cðx;gÞ ¼ C
0cBe
1B
1rMðgÞ:
The estimate on supxAOj@uf ðx;rCðx; gÞÞj is proved similarly. &
4. Eigenfunctions of D þ aðxÞ
In the previous two sections, we imposed certain conditions on the
operator A deﬁned by (2.7). In this section we prove that for any domain
P. Pola´cˇik, F. Simondon / J. Differential Equations 186 (2002) 586–610604
OCRN ; NX2; the function aðxÞ can be chosen such that the conditions are
met.
Let us ﬁrst recall (A1) and (A2) (see (2.8), (3.1) for the notation used in
(A2)).
(A1) l ¼ 0 is an eigenvalue of A of multiplicity 2.
(A2) aACNð %OÞ; and for each gAR the function Cð; gÞ assumes its positive
maximum over %O0 at a unique point xðgÞ; and the following
conditions hold:
(i) xðgÞAO0;
(ii) the Hessian matrix D2CðxðgÞ; gÞ of Cð; gÞ at xðgÞ is negative
deﬁnite,
(iii) g-xðgÞ is one-to-one on ½0; 2pÞ and x0ðgÞa0 ðgARÞ:
Condition (A2) is to hold for a subdomain O0 of O: Observe that (A2) is
independent of the choice of the L2ðOÞ-orthonormal basis c1;c2 of kerA:
Lemma 4.1. Let OCRN be an arbitrary bounded domain with C2 boundary
(NX2). Then there exists a smooth function aðxÞ on %O such that the operator
A defined by (2.7) satisfies conditions (A1), (A2) for some subdomain O0CO:
Proof. The proof has two steps. First, we prove that the assertion is satisﬁed
for a special domain O: Then we use a localization procedure of [23], to
prove that it holds for any domain.
Given a domain O with Lipschitz boundary, we denote by DO the Laplace
operator on O under Dirichlet boundary condition on @O: When considered
on L2ðOÞ this is a self-adjoint operator with domain
DomðDOÞ ¼ fuAH10 ðOÞ : DuAL
2ðOÞg
ð¼ H2ðOÞ-H10 ðOÞ if @O is of class C2Þ:
Step 1. Let
O1 :¼ D if N ¼ 2;
O1 :¼ D  Q if N > 2;
where
D ¼fxAR2 : jxjo1g;
Q ¼ ð0; pÞN2:
Set a0 :¼ m2 þ n1; where m2 is the second eigenvalue of DD and n1 ¼ ðN  2Þ
(thus n1 the principal eigenvalue of DQ; if N > 2). Then a0 is the second
eigenvalue of DO1 and it is a double eigenvalue (so that (A1) is satisﬁed for
O ¼ O1; a  a0). With a suitable normalizing constant c; an orthonormal
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basis of ker ðDO1 þ a0Þ is given by
ciðx1; x2; x3;y; xNÞ ¼ cJðrÞ
xi
r
YN
j¼N2
sin xj ði ¼ 1; 2Þ; ð4:1Þ
where r ¼ ðx21 þ x
2
2Þ
1=2 and JðrÞ is a Bessel function. More speciﬁcally, JðrÞ ¼
J1ðqrÞ; where J1 is the Bessel function of index 1 and q is its ﬁrst positive
root. Thus, J > 0 in ð0; 1Þ and Jð0Þ ¼ Jð1Þ ¼ 0: Let Cðx; gÞ be as in (3.1).
Using polar coordinates x1 ¼ r cos y; x1 ¼ r sin y; we have
Cðx; gÞ ¼ cosðg yÞJðrÞ
YN
j¼N2
sin xj :
By well-known properties of the Bessel function J1; J has a unique critical
point r0 in ð0; 1Þ and J 00ðr0Þa0: Consequently, Cðx; gÞ has the unique
maximizer
xðgÞ ¼ r0 cos g; r0 sin g;
p
2
;y;
p
2
 
(the terms p=2 are omitted if N ¼ 2). It is readily veriﬁed that (A2) holds
for any subdomain O0CO1 which contains the circle fxðgÞ : gA½0; 2pg:
Fix any such O0CO1 which has smooth boundary and which satisﬁes
%O0CO1:
Step 2. Now let O be a general bounded domain with C2 boundary. It is
easy to see that the validity of the conclusion of Lemma 4.1 is preserved by
transformations of the form x/kðx  x0Þ where x0AO and kAR: We can
thus assume without loss of generality that
%O0CO1CO;
where O1;O0 are as in Step 1.
Choose a smooth function bðxÞ such that b  0 on O0 and bo0 on RN \ %O1:
Further let bk be a real sequence with bk-N: We use a result of [23] to
prove that there exist k0 and a sequence of functions ckACNðR
NÞ; k ¼
k0; k0 þ 1;y; such that jjck jjLNðOÞ-0 as k-N and the following holds. If
A ¼ Ak is the operator deﬁned by (2.7) with
aðxÞ ¼ a0 þ bkbðxÞ þ ckðxÞ ð4:2Þ
(a0 is as in Step 1), then
(i) the second eigenvalue of Ak is equal to 0 and it is a double
eigenvalue;
(ii) there is an L2ðOÞ-orthonormal basis ck1 ;c
k
2 of kerAk such that
cki-c*i in H
1
0 ðOÞ ði ¼ 1; 2Þ;
where c*1; c*2 are trivial extensions (that is, extensions by zero) of the
functions c1;c2 deﬁned in (4.1).
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This statement follows from the abstract results of [23]. One can deduce it
in the same manner as a similar result is deduced in [23, Proof of Theorem
4.4] (or in [22, Proof of Theorem 6.1]). Note that the term bkbðxÞ with
bk-N ensures that the eigenvalues of Ak approach those of A; and ck is a
correction term chosen such that the second eigenvalue of Ak is double, as is
the case for A: For the existence of such a correction term one needs the
functions
c21; c1c2; c
2
2
to be linearly independent, which is the case due to the linear independence
of the functions
cos2 y; cos y sin y; sin2 y:
Thus (A1) is satisﬁed if a is as in (4.2). We next show that if k is
sufﬁciently large, then (A2) is also satisﬁed (with the same O0 as above).
Denote
Ckðx; gÞ :¼ cos g ck1ðxÞ þ sin g c
k
2ðxÞ:
Property (ii) and standard elliptic interior estimates imply
Ckð; gÞ-Cð; gÞ as k-N; ð4:3Þ
where the convergence is in C2ð %O0Þ and it is uniform with respect to
gA½0; 2p: Since Cð; gÞ satisﬁes (A2) (with O ¼ O1), using the implicit
function theorem one shows easily that for each g0AR there exist a
neighborhood U0 of g0 and k0 ¼ k0ðg0Þ with the following properties:
(a) For k > k0 and gAU0; Ckð; gÞ assumes its positive maximum over %O0
at a unique point xkðgÞ; and this point is contained in O0:
(b) D2CkðxkðgÞ; gÞ is negative deﬁnite.
(c) xkðgÞ-xðgÞ and DgxkðgÞ-DgxðgÞ as k-N uniformly in gAU0:
Using the periodicity of g/Ckð; gÞ and a compactness argument, one
further shows that k0 may be chosen independent of g0 and the convergence
in (c) is uniform in gA½0; 2p:
These properties imply that for k sufﬁciently large, all conditions stated in
(A2), excluding (iii) at this point, hold with Cðx; gÞ and xðgÞ replaced by
Ckðx; gÞ and xkðgÞ; respectively. By (c) and the periodicity of g/xkðgÞ
(which follows from uniqueness of the maximizer), (iii) holds for a
sufﬁciently large k as well. This completes the proof. &
5. Proofs of the main theorems
Proof of Theorem 1.1. Fix O as in the hypotheses. By Lemma 4.1, there is a
smooth function aðxÞ on %O satisfying conditions (A1), (A2) for some
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subdomain O0CO: Fixing such an aðxÞ; let fACNðR
Nþ1Þ-Y2 satisfy the
conclusion of Proposition 3.1 with d ¼ dn; where dn is as in Lemma 2.6.
By Lemma 2.5, the vector ﬁeld v in the center manifold reduction (2.9) is a
gradient of the function FðxÞ given by (2.14). By Corollary 2.7 and
Proposition 3.1, for some b > 0
FðxÞ ¼ H0ðxÞ þ ZðxÞ þ Z˜ðxÞ ðxAR
2Þ;
where Z and Z˜ are C2 functions on R2; Z˜ satisﬁes conditions (Z1), (Z2) of
Lemma 2.3, and Z satisﬁes (2.22). Using (2.22), (2.23) in conjunction with
(3.5), we see that Z satisﬁes conditions (Z1), (Z2), as well. Lemma 2.3 and
Proposition 2.1 now imply that Eq. (2.9) has a solution xðtÞ whose o-limit
set is a curve S homeomorphic to S1: By Lemma 2.4(ii), uð; tÞ ¼ xðtÞ  cþ
sðxðtÞÞ is a solution of (2.6). Its o-limit set equals
fx  cþ sðxÞ : xASgCX ;
and it is also homeomorphic to S1: This proves that the conclusion of
Theorem 1.1 holds for gðx; uÞ ¼ aðxÞu þ f ðx; uÞ: &
For the proof of Theorem 1.2, we need the following result. For u0AX ; let
uð; t; u0Þ denote the solution of (2.6) with uð; 0Þ ¼ u0:
Lemma 5.1. Assume aðxÞ is a function satisfying condition (A1) and let j be
the number of positive eigenvalues of the operator A counting multiplicities.
Let d1 be as in Lemma 2.4. Then, possibly after making d1 smaller, the
following statement holds for any fAY1 with jj f jjY1od1: For each u0AWf ;
there is submanifold Fðu0Þ of X of codimension j þ 2 such that
if u1AFðu0Þ then jjuð; t; u0Þ  uð; t; u1ÞjjX-0 as t-N: ð5:1Þ
Proof. We use a theorem on invariant foliations to the global center-
unstable manifold Wcuf of (2.6). By deﬁnition,W
cu
f is the set of all u0AX for
which there exists a solution u of (2.6) deﬁned for all tp0 such that uð0Þ ¼ u0
and supto0 jjðI  QÞuðtÞjjXoN: Here, Q is the spectral projection onto the
eigenspace of A corresponding to the negative eigenvalues. Obviously,Wcuf
contains the center manifold Wf :
It is proved in [5,6] that if fAY1 with jj f jjY1 sufﬁciently small thenW
cu
f is
a C1-submanifold of X of dimension j þ 2; the total number of nonnegative
eigenvalues of A; and for each u0AWcuf there is a C
1-submanifoldFðu0ÞCX
of codimension j þ 2 with property (5.1) (the convergence in (5.1) is in fact
exponential). Using this for u0AWfCWcuf ; we obtain the conclusion of the
lemma. &
Proof of Theorem 1.2. Repeating the proof of Theorem 1.1 with the extra
information contained in Lemma 5.1, we arrive at the conclusion of
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Theorem 1.2. In fact, as shown in Section 4, we can take j ¼ 1; so that
codimFðu0Þ ¼ 3: &
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