The 
Introduction
In recent years, as wireless communication technology and the rapid development of the miniaturization and low cost of the sensor nodes, that has accelerated the development of the wireless sensor network [1] [2] [3] . Wireless sensor network is a large number of static or mobile sensor nodes which form the wireless network using self-organization and multi-hop method, its purpose is to collaborate detection, processing and transmitting the object monitoring information in areas where the network coverage [4] .
Wireless sensor network routing protocols can be divided into flat routing and hierarchical routing protocol in the network structure. All sensor nodes in the flat routing protocol generally have the same function. However, the nodes in the hierarchical routing protocol usually play different roles. The high energy node in the hierarchical routing protocol is used to process and send a message, while the low energy of the node is used to sense the target area information. Hierarchical routing protocol has good scalability and efficiency, which is the focus of current research. Common hierarchical routing protocols: LEACH [5] , PEGASIS [6] and TEEN [7] and so on.
We study the LEACH (Low-Energy Adaptive Clustering Hierarchy) protocol which is proposed by Wendi B. Heinzelman; and we also pay more attention to the cluster head election strategy and cluster head data transmission routing, in view of the existing problems,
Leach protocol
The main goal of clustering routing protocol is the introduction of multi -hop communication and data fusion within a cluster to reduce node transmission distance and the amount of information transmitted to the sink, thus effectively maintain the node energy consumption [8] .
LEACH protocol is the classical routing protocol in wireless sensor networks. LEACH protocol selects some nodes randomly as the cluster head, and converts this role to balance the energy consumption of nodes in the network. The cluster head fuse the data which is sent by the ordinary nodes within the cluster, and then send them to sink, thereby reducing the amount of redundant data transmission. The LEACH protocol is divided into two stages: setup phase and ready phase. The total time of setup phase and ready phase is called a round.
In the setup phase, it will select cluster head and form a cluster. In the ready phase, the cluster head will send the data to the sink.
In the setup phase, when create a cluster, each node according to a given probability and threshold () Tsdecides whether to become a cluster head in the current round. In the formula (1),
Popt is the percentage of cluster heads in the whole network nodes; r is the current number of rounds; G is not become a cluster head collection in the final round1/ Popt . In the LEACH protocol, the cluster head node for the best percentage of all nodes is 5%. Once a node is selected as the cluster head, it will broadcast the message to the entire network in the current round. All non-cluster-head nodes, after receiving this message, according to the intensity of the received broadcast signal to determine to add the cluster in the current round. Finally, the cluster head receives non-cluster head node join request message and uses TDMA allocates time slots to each node in the cluster to transmit data.
In the ready phase, sensor nodes can percept data and send the data to the cluster head. All non-cluster head nodes can turn off the wireless switch to save energy before the arrival of the allocation of transmission time. The cluster head integrates the data from the non-cluster head nodes of the cluster and then sends them to the sink. Each cluster head uses different CDMA encoding mode to communicate, so as to avoid conflicting with other cluster nodes.
Leach-saga Protocol

The disadvantages of leach algorithm
By analyzing the formation of cluster in LEACH protocol, we find that it just considers the cost of communication between the cluster head and ordinary node; it did not consider the remaining energy of cluster head and current location information. Regardless of the current energy of the node, the probability of the node to become a cluster head is roughly the same in the round. This may lead to the energy of small residual energy node rapid depletion, which
Figure 1. Uneven distribution
On the other hand, LEACH protocol uses random cluster head selection mechanism to select a cluster head which can easily lead to uneven distribution of cluster head node. LEACH protocol select cluster head randomly, it can not guarantee the number of cluster heads, also easily lead to the location of cluster head can not do the best, it may appear that there are no cluster heads around some normal nodes, this will lead to the transmission distance is too far and consume more energy. On the other hand, if the nodes in a region is too concentrated, members within a cluster may be redundant to other cluster members, thus, the energy consumption rate of the cluster head is the faster, may lead to the problem of unbalanced energy dissipation of cluster head, thereby affecting the life cycle of the network [9] . Cluster head load uneven clustering shown in Figure 1 . And the cluster head approximately uniformly distributed is show in Figure 2 . 
Leach-saga protocol
For the lack of LEACH protocol, we propose a clustering routing protocol for energy balance of wireless sensor network based on simulated annealing and genetic algorithm. The main operational difference between the proposed protocol and LEACH is the selection process of cluster heads; clustering head selection is performed by simulated annealing and genetic algorithm in proposed protocol while LEACH uses a random selection method. The proposed network clustering protocol is based on a centralized control algorithm that is implemented at the base station. The base station is a node with unlimited energy supply.
For a wireless sensor network with 200 nodes and k number of clusters, the wireless sensor network can be clustered as two phases: In the setup phase, the base station clusters the random deployment of sensor nodes using simulated annealing and genetic algorithm. When it selects the cluster head of each cluster, it will consider the residual energy of the sensor node and the average energy of the cluster, if the residual energy of sensor node is larger than the average energy and nearest to cluster center; it will become a cluster head. In the ready phase, the common node communicates with cluster head and the cluster head will send the data to the sink using one hop or multi-hop mode.
Simulated Annealing and Genetic Algorithm
In the past few decades, genetic algorithm has been widely used in scientific issues, from construction of the wind turbine [10] to pattern recognition systems. The genetic algorithm is an efficient search algorithm that simulates the adaptive evolution process of natural systems. It has been successfully applied to many similar problems such a s multi-processor task scheduling, optimization, and traveling salesman problems [ 11] . In the genetic algorithm population, each individual represents a possible solution to the problem. Finding the best individual to the problem, combining the best individual into a new individual is an important stage in the evolutionary process. Using this method repeatedly, the population will evolve a fine individual. Specifically, the elements of the genetic algorithm are: selection (according to some fitness standards), crossover (one way of breeding), and mutation (adding a little noise to the off-spring, changing their "genes").
The simulated annealing algorithm is based on the physical process of metallurgical annealing [12] . When we give a solution, evaluate the solution, and make a small modification on the solution. The new candidate solution is evaluated and if it is better than the previous solution, the simulated annealing algorithm accepts this new solution, and assumes it to the current solution, If it is not better than the previous solution, it will accept this new worst solution in a certain probability according to the current temperature of the system and the cost of each solution. In the formula (2), A represents the probability of accepting the worst solution; c (N) represents the cost of new solution; c (P) represents the cost of current solution, T represents the current temperature. 
The simulated annealing algorithm is used to exchange contrast randomly, the regularity of the exchange is poor, and the convergence rate is relatively slow; but the crossover, mutation operation of genetic algorithm is strong regularity, and the convergence speed is relatively faster. In the late of genetic algorithm, the advantage is not obvious; it is easy to make the whole population evolution remain stagnant. Therefore, it is necessary and proper to stretch the fitness. If you join the simulated annealing algorithm, at high temperatures, the
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individuals with the similar degree have the near probability to produce offspring. When the temperature is falling, it will make the individuals with the similar degree have a big different, so that the advantages of the best individual are more obvious. For these reasons, we combine the simulated annealing algorithm and genetic algorithm for clustering for wireless sensor network. As the simulated annealing algorithm and genetic algorithm can learn from each other, therefore, it overcomes the premature phenomenon of genetic algorithm effectively. At the same time, according to specific circumstances of the wireless sensor network clustering to design the genetic encoding and fitness function. The method is more efficient, faster convergence to the global optimal solution, which makes the clusters more reasonable.
Simulated Annealing and Genetic Algorithm clustering process
Using simulated annealing and genetic algorithm to cluster the random deployed nodes is shown in Figure 3 . 
In equation (3) ik d is the Euclidean Distance (shown in equation (4) , , ,
In equation (4) ij v (shown in equation (5) otherwise accept this new individual in probability P, shown in equation (7).
If count<MAXGEN, then count=count+1, go to step (4); otherwise go to step (6) . (6) If Ti<Tend, the algorithm is end, get the global optimal solution. Otherwise, performing the cooling operation T = kTi, go to step (3).
After using simulated annealing and genetic algorithm to cluster the random deployed nodes, we get the clustering Figure 4 . × stands for sink node and the ▽ stands for cluster center. 
Objective function
We use the objective function in equation (8) to evaluate the structure of cluster. b J is smaller, the higher individual fitness, and vice versa, the lower the fitness of individual.
Cluster head formation process
After using simulated annealing and genetic algorithm to cluster the random deployed nodes, we obtain an approximate optimal clustering structure. In the formation stage of the cluster head, using the equation (9) to calculate the average energy () Eave i of each cluster, If a node's energy is greater than the average energy of the cluster, then the node become one member of the candidate cluster head queue, Then we use Equation (10) to calculate the distance between each candidate cluster head and it's cluster center. The node nearest to the cluster center will become the cluster head of this cluster, the remaining sensor nodes in this cluster will become common nodes. In data transmission phase, the common nodes send data to the cluster head, and the cluster head s communicate with base station directly.
Where 1,2 ic  and i n is the total number of nodes in the cluster i.
After a complete cycle, as the cluster head need to forward the data packets from the common nodes and data integration in the first round, so the energy consumption is higher than the ordinary nodes. In the second round of the election process of the cluster head, the cluster head in the first round of the election will not be selected as the cluster head. Another node whose remaining energy is greater than the average energy and nearest to the cluster
Simulation and Results Analysis
Energy consumption model
We use the radio model (first order) improved by Wendi B. Heinzelman [5] . In this model, we use a different attenuation model depending on the distance between the sender and the receiver. The transmitter sends k bit data to the node where d meters from the transmitter, the energy consumption calculation formula as shown in (11); the energy consumption of receiver receives k bit information is shown in (12); the energy consumption of compressing fusion k bit information is shown in (13) .
The circuit depletion of sender and receiver is 
Experiment setting
In this paper, we compare the LEACH protocol and LEACH-SAGA protocol (a clustering routing protocol for energy balance of wireless sensor network based on simulated annealing and genetic algorithm) in MATLAB. Experiment setting in this article are： (1) All the nodes are deployed in the area randomly.
(2) The base station is located in the center position of the experimental region. 
The communication link between the nodes is symmetrical, and has the same effective communication distance.
We assume that there are deployed 200 isomorphic sensor nodes randomly in a two-dimensional area of 200m × 200m square. Each node is in the same initial state, and having the same initial energy. The base station is located in (100,100). According to the literature [13] proposed method we get the optimal number of cluster is 9. The various parameters used in the simulation are shown in below: the node initial energy is 0. 
Experimental result analysis
We compare the LEACH protocol and LEACH-SAGA protocol in four aspects: cluster head distribution, life cycle, the base station receives data packets and energy consumption.
Firstly, we compare LEACH protocol cluster head distribution map in Figure 5 and LEACH-SAGA protocol cluster head distribution map in Figure 6 at round 100. Since the LEACH protocol selects cluster head randomly, it is easy to lead to uneven distribution of cluster head. As can be seen from Figure 6 , using the simulated annealing and genetic algorithm to cluster the nodes, the cluster heads can be distributed uniformly in the area, which can balance nodes energy consumption, thereby extending the life cycle of the wireless sensor networks.
Then we compare the LEACH protocol and LEACH-SAGA protocol in three aspects: life cycle, the base station receive data packets and energy consumption.
As can be seen from Figure 7 , with the increase of rounds, the time of the first node dead of LEACH-SAGA is later than LEACH protocol. And the lifecycle of LEACH-SAGA is longer than LEACH protocol. From the Figure 8 we can see that, with the increasing of rounds, the number of packets transmitted to the base station also have a big change. The amount of data packets received within a certain time is an important indicator for measuring the quality of network service. The more data packet received, the more information we can obtain, so we can get the data faster. As can be seen from Figure 8 , LEACH-SAGA algorithm can obtain more packets in the latter part of the data transmission. This is because we use LEACH-SAGA algorithm to cluster the nodes, the clusters are distributed evenly in the area and the cluster heads are also homogeneous distributed. If the more nodes are near to cluster head, the time of transmission data is less. Cluster heads can receive more packets sent from the cluster members; therefore, the data packets need to transmit are large.
In the Figure 9 , we can see that the LEACH-SAGA consumes less energy than the LEACH at the same time, because the cluster heads of LEACH-SAGA can be distributed uniformly in the area and it also considers the residual energy of sensor nodes when selects cluster head. 
Conclusion
In this paper, we put the wireless sensor networks as the research background. We have an in-depth study of LEACH protocol and analyze the shortcomings, and then we put forward the improved LEACH-SAGA protocol. In this protocol, we use the simulated annealing and genetic algorithm to cluster the sensor nodes, at the same time, we consider the residual energy of the nodes and the average energy of the cluster, so we can get a more reasonable cluster head distribution in the lower level of power consumption. Furthermore, it can balance the load balancing of network and extend the lifecycle of wireless sensor networks.
