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Abstract
We present an approach for proving the global existence of classical solutions of certain
quasilinear parabolic systems with homogeneous Dirichlet boundary conditions in bounded
domains with a smooth boundary.
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1. Introduction
We consider the quasilinear initial boundary value problem
ut  divðaðt; x; u; vÞruÞ ¼ f ðt; u; v;ruÞ; t40; xAO;
vt  a divðbðt; x; vÞrvÞ ¼ gðt; u; v; arvÞ; t40; xAO;
uðt; xÞ ¼ a vðt; xÞ ¼ 0; t40; xA@O;
uð0; xÞ ¼ u0ðxÞ; xA %O;
vð0; xÞ ¼ v0ðxÞ; xA %O;
8>>>><
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ð1:1Þ
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where O is a bounded domain in Rn (nX1) with a smooth boundary @O; and with
aAf0; 1g: We assume that a; bAC2ðRþ 
 %O
 R2;Rn
nÞ are such that for some c40
we have
/aðt; x; r1; r2Þx; xSXcjxj2 and /bðt; x; r2Þx; xSXcjxj2
for all ðt; x; r1; r2; xÞARþ 
 %O
 R2 
 Rn; while the nonlinearities f ; gAC1ðRþ 
 R2 

Rn;RÞ satisfy the growth condition
j f ðt; r1; r2; xÞj þ jgðt; r1; r2; xÞjphðt; r1; r2Þð1þ jxj2Þ ðt; r1; r2; xÞARþ 
 R2 
 Rn;
for some function hACðRþ 
 R2;RþÞ: Parabolic systems of this type (with a ¼ 1)
model chemical reaction kinetics and occur in studies on the formation of spatial
patterns in planktonic systems [19]. The case a ¼ 0; describing the coupling between
a quasilinear parabolic equation and a nonlinear ordinary differential equation, is
encountered in the study of nuclear reactor kinetics [19].
For pXn þ 1 and sA½1; 1þ 1=pÞ; let W s;p0 ðOÞ be the closure of the test functions
DðOÞ in the fractional order Sobolev spaces W s;pðOÞ: It is known from classical
parabolic theory [2] that, given u0; v0AW
s;p
0 ðOÞ; there is some maximal time T ¼
Tðu0; v0Þ40 and a unique solution
u; vAC1ðð0; TÞ; Cð %OÞÞ-Cðð0; TÞ; C2ð %OÞÞ-Cð½0; TÞ; W s;p0 ðOÞÞ
of the problem (1.1). Moreover, if ToN; then
lim sup
tmT
ðjjuðt; ÞjjLNðOÞ þ jjvðt; ÞjjLNðOÞÞ ¼N: ð1:2Þ
Using a recent result [7] on the time evolution of the maxima and minima of
solutions to quasilinear parabolic equations, we will prove a criterion for the global
existence of solutions to systems of the type (1.1). This approach was initiated in [7],
where its applicability was demonstrated on some examples.1 The present
development presents more general settings of quasilinear parabolic equations and
outlines a class of systems for which this approach is adequate. One of our primary
concerns is to assess the advantages of the new approach in comparison with well-
established approaches towards global existence criteria for parabolic systems. In
certain cases, our method is more ﬂexible than the approach using maximum
principles to argue that the existence of suitable super/sub-solutions to (1.1) prevents
ﬁnite-time blowup. The reason for this is twofold. First of all, ﬁnding explicit super/
sub-solutions is sometimes intricate since, in contrast with the scalar case, the usual
forms of the maximum principle do not hold, in general, for systems—for a simple
counterexample we refer to [11]. However, maximum principles for parabolic
systems as (1.1) are available when f ðu; vÞ and gðu; vÞ are nondecreasing functions in
each of the ðu; vÞ-variables (see [11]). Let us also point out that we do not impose the
ARTICLE IN PRESS
1See [6] for an analogous approach to nonlinear dispersive equations.
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common assumption that the initial data do not change sign properly. There is
another main direction of investigation that provides sufﬁcient conditions for the
global existence of the solutions to (1.1). By means of the theory of analytic
evolution operators (see [2,12,15,19]), the solution to (1.1) can be represented using a
generalized variation-of-constants formula. The supremum norm of the solution is
then estimated by the solution to a certain scalar Volterra-type equation (see [8] and
references therein). Global existence for the scalar integral equation guarantees that
the solutions to (1.1) do not blow up in ﬁnite time. Using this approach, the common
assumption for global existence is nearly linear growth of the nonlinearities in the
unknowns (see [8,19]). In contrast to this method, our approach is applicable in
certain cases when the nonlinearities have exponential growth.
This paper is organized as follows. In Section 2, we present some comparison
results for scalar ordinary differential inequalities of Carathe´odory type, results that
will be used in the sequel. Section 3 is devoted to a global existence result for
quasilinear parabolic equations in bounded domains (the case of system (1.1) with
v ¼ a ¼ 0). We also present a criterion for the global existence of all classical
solutions to systems of the form (1.1). The applicability of our approach to cases
when recent investigations fail to be conclusive is addressed by means of several
examples. Let us point out that for clarity of exposition we restrained our attention
to systems of two parabolic equations with nonlinearities independent upon xA %O:
However, the approach is also applicable to certain systems of n equations with
nonlinearities depending on xA %O:
2. Preliminaries
In this section, we collect some results on differential inequalities of Carathe´odory
type.
Let us ﬁrst recall the notion of maximal and minimal solutions for ordinary
differential equations. Let wACðRþ 
 R;RÞ be given. A solution rAC1ð½0; t0Þ;RÞ
with t040; of the scalar differential equation z0 ¼ wðt; zðtÞÞ is said to be a maximal
solution if for every solution z of the equation on ½0; t0Þ with zð0Þ ¼ rð0Þ; the
inequality
zðtÞprðtÞ; tA½0; t0Þ
holds. A minimal solution is deﬁned similarly by reversing the above inequality. It is
known (see e.g. [17]) that for every wACðRþ 
 R;RÞ and every z0AR; there is some
t0 ¼ t0ðz0Þ40 such that there exist unique maximal and minimal solutions of the
Cauchy problem
z0 ¼ wðt; zðtÞÞ; zð0Þ ¼ z0;
deﬁned on ½0; t0Þ:
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Lemma 1. Let wðt; zÞACðRþ 
 R;RÞ and let rðtÞ be the maximal solution of the
ordinary differential equation
z0ðtÞ ¼ wðt; zÞ; zð0Þ ¼ z0; ð2:1Þ
defined on some interval ½0; T  with T40: If qðtÞ : ½0; T -R is absolutely continuous
and satisfies
q0ðtÞpwðt; qðtÞÞ a:e: on ½0; T ; ð2:2Þ
and
qð0Þprð0Þ; ð2:3Þ
then qðtÞprðtÞ; tA½0; T :
Proof. We deﬁne the function gðt; zÞACðRþ 
 R;RÞ by
gðt; zÞ ¼ wðt; zÞ if qðtÞpz;
wðt; qðtÞÞ if qðtÞXz:

ð2:4Þ
Let r1ðtÞ be the maximal solution of the differential equation
z0ðtÞ ¼ gðt; zÞ; zð0Þ ¼ qð0Þ; ð2:5Þ
deﬁned on some maximal time interval ½0; T0Þ with T040:
Let us ﬁrst prove that
qðtÞpr1ðtÞ; tA½0;minfT0; TgÞ: ð2:6Þ
If (2.6) is false, then there exists an open set ðt1; t2ÞCð0;minfT0; TgÞ such that
qðt1Þ ¼ r1ðt1Þ ð2:7Þ
and
qðtÞ4r1ðtÞ; tAðt1; t2Þ: ð2:8Þ
From (2.2) and (2.5), we have
q0ðtÞ  r01ðtÞpwðt; qðtÞÞ  gðt; r1ðtÞÞ a:e: tAðt1; t2Þ:
In view of (2.4) and (2.8), we obtain
q0ðtÞ  r01ðtÞp0 a:e: tAðt1; t2Þ:
Integrating the above inequality on ðt1; tÞCðt1; t2Þ; we get
qðtÞ  qðt1Þpr1ðtÞ  r1ðt1Þ; tAðt1; t2Þ:
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Using (2.7), we infer that qðtÞpr1ðtÞ for tAðt1; t2Þ: However, this contradicts (2.8). It
follows that (2.6) holds.
Due to (2.4)–(2.6), we know that r1ðtÞ is a solution of (2.1). Since rðtÞ is the
maximal solution of (2.1), we have
r1ðtÞprðtÞ; tA½0;minfT0; TgÞ: ð2:9Þ
We claim that T0XT : Otherwise, we have lim suptmT0 jr1ðtÞj ¼N: But this is
impossible in view of (2.6) and (2.9). Hence, T0XT and (2.6) yields
qðtÞprðtÞ; tA½0; TÞ: By continuity we get qðtÞprðtÞ for all tA½0; T : This completes
the proof. &
An analogous argumentation leads to the next result.
Lemma 2. Let wðt; zÞACðRþ 
 R;RÞ and let rðtÞ be the minimal solution of the
ordinary differential equation
z0ðtÞ ¼ wðt; zÞ; zð0Þ ¼ z0;
defined on some interval ½0; T  with T40: If qðtÞ : ½0; T -R is absolutely continuous
and satisfies
q0ðtÞXwðt; qðtÞÞ a:e: on ½0; T ;
with qð0ÞXz0 ¼ rð0Þ; then qðtÞXrðtÞ; tA½0; T :
Remark. Lemmas 1 and 2 particularize to the classical comparison results of Conti
[9,10] if qAC1ð½0; T ;RÞ: We would like to point out that the absolute continuity of q
is essential in the above generalizations. It is known [3] that if qACð½0; T ; RÞ has a
derivative at all tA½0; T  except perhaps at a countable set SA½0; T ; then
q0ðtÞpwðt; qðtÞÞ; tA½0; T   S;
forces
qðtÞprðtÞ; tA½0; T ;
where rðtÞ is the maximal solution of z0 ¼ wðt; zðtÞÞ with zð0Þ ¼ rð0ÞXqð0Þ: However,
this result is no longer valid if S is an uncountable set (see [3]).
In order to apply in Section 3 the above results to prevent blowup in ﬁnite time, it
is useful to provide families of functions wACðRþ 
 R;RÞ for which the maximal
and minimal solutions to (2.1) are global.
Example 1. Let wðt; rÞ ¼ bðtÞoðrÞ with bACðRþ; ð0;NÞÞ and oACðR; ð0;NÞÞ:
Then all solutions of (2.1) are global if and only if
RN
0
ds
oðsÞ ¼N; cf. [4,5].
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If wðt; rÞ ¼ bðtÞoðrÞ with bACðRþ; ð0;NÞÞ and oACðR; ð0;NÞÞ; then all
solutions of (2.1) are global if and only if
R 0
N
ds
oðsÞ ¼N:
Example 2. Assume that wACðRþ 
 R;RÞ satisﬁes
zwðt; zÞpbðtÞoðz2Þ; ðt; zÞARþ 
 R; ð2:10Þ
where bACðRþ;RþÞ; and oACðRþ; ð0;NÞÞ is nondecreasing with
RN
0
ds
oðsÞ ¼N:
Then all solutions to (2.1) are global. This follows by using (2.10) to derive a
differential inequality for z2ðtÞ; where zðtÞ is a solution, and concluding by Lemma 1
in view of Example 1.
3. Main results
Throughout this section, we consider systems of the type (1.1) in the setting
presented in the Introduction. We will give some criteria for the global existence of
all classical solutions.
The following result plays a central role in our approach.
Lemma 3 (Constantin and Escher [7]). Let T40 and uAW 1;1ð0; TÞ; Cð %OÞ: Then for
every tAð0; TÞ there exists at least one pair of points xðtÞ; zðtÞA %O with
mðtÞ :¼ min
xA %O
½uðt; xÞ ¼ uðt; xðtÞÞ; MðtÞ :¼ max
xA %O
½uðt; xÞ ¼ uðt; zðtÞÞ;
and the functions mðtÞ; MðtÞ are absolutely continuous on ð0; TÞ with
dm
dt
ðtÞ ¼ utðt; xðtÞÞ and dM
dt
ðtÞ ¼ utðt; zðtÞÞ a:e: on ð0; TÞ:
Our ﬁrst global existence result is for quasilinear parabolic problems of
the form
ut  divðaðt; x; uÞruÞ ¼ Fðt; u;ruÞ; t40; xAO;
uðt; xÞ ¼ 0; t40; xA@O;
uð0; xÞ ¼ u0ðxÞ; xA %O;
8><
>: ð3:1Þ
where O is a bounded domain in Rn (nX1) with a smooth boundary @O: We assume
that aAC2ðRþ 
 %O
 R;Rn
nÞ is such that for some c40 we have
/aðt; x; rÞx; xSXcjxj2; ðt; x; r; xÞARþ 
 %O
 R
 Rn;
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while the nonlinearity FAC1ðRþ 
 R
 Rn;RÞ satisﬁes the growth condition
jFðt; r; xÞjphðt; rÞð1þ jxj2Þ; ðt; r; xÞARþ 
 R
 Rn;
for some function hACðRþ 
 R;RþÞ: This is the case of system (1.1) with v ¼ a ¼ 0:
Theorem 1. Assume that
w1ðt; uÞpFðt; u; 0Þpw2ðt; uÞ; ðt; uÞARþ 
 R; ð3:2Þ
for some w1; w2ACðRþ 
 R;RÞ satisfying
w1ðt; 0Þp0pw2ðt; 0Þ; tARþ: ð3:3Þ
Then for any initial data u0AW
s;p
0 ðOÞ such that the minimal solution rðtÞ of the
differential equation
zt ¼ w1ðt; zÞ; zð0Þ ¼ min
xA %O
fu0ðxÞgp0;
exists globally in time, and the maximal solution rðtÞ of the differential equation
zt ¼ w2ðt; zÞ; zð0Þ ¼ max
xA %O
fu0ðxÞgX0;
exists globally in time, the corresponding unique classical solution to (3.1) is defined
globally in time.
Proof. Let u be the classical solution of (3.1) with the initial data u0 and let T40 be
its maximal existence time. Set
mðtÞ :¼ min
xA %O
½uðt; xÞ; MðtÞ :¼ max
xA %O
½uðt; xÞ; tA½0; TÞ:
Deﬁne the open set I ¼ ftAð0; TÞ: MðtÞ40g: If Ia|; then for tAI ; MðtÞ is attained
at some interior point zðtÞAO: Therefore, ruðt; zðtÞÞ ¼ 0 and
Xn
i;j¼1
aijðt; zðtÞ; uðt; zðtÞÞÞ@
2uðt; zðtÞÞ
@xi@xj
p0
cf. [13]. Applying Lemma 3 and using (3.2), we get
dMðtÞ
dt
¼ utðt; zðtÞÞ ¼
Xn
i;j¼1
aijðt; zðtÞ; uðt; zðtÞÞÞ@
2uðt; zðtÞÞ
@xi@xj
þ Fðt; uðt; zðtÞÞ; 0Þ
pFðt; uðt; zðtÞÞ; 0Þpw2ðt; MðtÞÞ a:e: tAI :
If teI ; then it follows that tAJ ¼ ð0; TÞ\I ¼ ftAð0; TÞ: MðtÞ ¼ 0g: As in the proof
of Theorem 3.1 in [7], we see that M 0ðtÞ ¼ 0 a.e. on J so that (3.3) forces
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M 0ðtÞpo2ðt; MðtÞÞ a.e. on J: Therefore,
M 0ðtÞpw2ðt; MðtÞÞ a:e: tAð0; TÞ: ð3:4Þ
Note that if I ¼ |; then MðtÞ  0; and (3.3) yields again the above inequality.
Similarly, we can prove that
m0ðtÞXw1ðt; mðtÞÞ a:e: tAð0; TÞ: ð3:5Þ
Provided ToN; it follows that lim supt-T jjuðt; ÞjjCð %OÞ ¼N: Thus, we obtain a
sequence ftkgCð0; TÞ converging to T such that
lim
tk-T
MðtkÞ ¼N or lim
tk-T
mðtkÞ ¼ N:
Assume ﬁrst that limtk-T MðtkÞ ¼N:
By hypothesis, the maximal solution rðtÞ of the ordinary differential equation
zt ¼ w2ðt; zÞ; zð0Þ ¼ Mð0ÞX0;
exists globally in time. Applying Lemma 1, in view of (3.4), we obtain
MðtÞprðtÞ; tA½0; TÞ:
This contradicts limtk-T MðtkÞ ¼N:
Similarly, if limtk-T mðtkÞ ¼ N; using Lemma 2 and (3.5), we also obtain a
contradiction. Therefore, T ¼N and the solution u exists globally in time. This
completes the proof. &
Remark. (i) For w2ðt; uÞ ¼ w1ðt; uÞ ¼ oðuÞ with oACðRþ; ð0;NÞÞ satisfyingR 0
N
ds
oðsÞ ¼
RN
0
ds
oðsÞ ¼N; the previous result particularizes to Theorem 3.1 in [7] in
view of Example 1.
(ii) In [16] it is shown that in the case Fðt; x; u; xÞ ¼ wðuÞ with wAC1ðR;RÞ; all
classical solutions of (3.1) are global if all solutions of r0 ¼ wðrÞ are global. Theorem
1 is a generalization of this result.
(iii) In the case Fðt; x; u; xÞ ¼ kðxÞ with kAC1ðRn;RÞ such that kð0Þ ¼ 0 and
jkðxÞjp1þ jxj2; xARn; the global existence of all classical solutions of (3.1) was
ensured by a result in [8] if
RN
0
s ds
K2ðsÞ ¼N; where KðsÞ ¼ 1þmaxjxjps jkðxÞj for all
sX0: Note that Theorem 1 ensures global existence with no such restriction on the
function k:
Example 3. Consider the problem (3.1) with Fðt; x; u; xÞ ¼ ðu  u3Þð1þ jxj2Þ: In view
of Example 2, we deduce by Theorem 1 that all classical solutions are global. Note
that the results from [7,8] are not applicable.
Our next result regards a class of systems of type (1.1).
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Let us ﬁrst make some general comments. For simplicity, we assume that ð0; 0Þ is a
solution to (1.1), i.e. f ðt; 0; 0; 0Þ ¼ gðt; 0; 0; 0Þ ¼ 0 for all tARþ: In the case of a single
equation of type (3.1) with Fðt; 0; 0Þ ¼ 0 for all tARþ; Theorem 1 shows that the
global existence of all solutions of the ordinary differential equation
zt ¼ Fðt; z; 0Þ; zð0Þ ¼ z0;
ensures that all classical solutions of (3.1) are global.2 However, cf. [18], even in the
case when the nonlinearities f and g do not depend on the gradient, the global
existence of all solutions to the system
rt ¼ f ðt; r; s; 0Þ; t40;
st ¼ gðt; r; s; 0Þ; t40;

for all initial data ðr0; s0ÞAR2; does not guarantee the global existence of all classical
solutions to (1.1). In order to obtain global existence results additional structural
conditions have to be imposed upon f and g: If both f and g have nearly linear
growth, sufﬁcient conditions for global existence are given in [7,21]. This leads
naturally to the question of whether polynomial or exponential growth is
nevertheless possible without the occurrence of blowup in ﬁnite time. Considerable
progress in this direction has been obtained [1,14] by imposing the condition
f ðt; u; v; xÞ þ gðt; u; v; xÞpLðtÞ ðu þ v þ 1Þ; ðt; u; v; xÞAR3þ 
 Rn; ð3:6Þ
for some LACðRþ;RþÞ: The above condition represents a balancing of the growth
rates of the two nonlinearities—the interpretation for reaction–diffusion systems is
that the total mass of the components of the system is controlled as time passes by
[1]. Our aim is to present a class of systems of type (1.1) which do not enter into this
framework and for which an approach based on the time evolution of the maxima
and minima of the solutions (Lemma 3), in the vein of the proof of Theorem 1, is
conclusive for the global existence of all classical solutions.
Theorem 2. Consider the problem (1.1) with
f ðt; u; v; 0Þ ¼ bðtÞ v
dðuÞ  eðuÞ
 	
;
gðt; u; v; 0Þ ¼ bðtÞðdðuÞ ½eðuÞ  v2pþ1Þ;
8<
: ð3:7Þ
where pAN; bACðRþ;RþÞ; dAC1ðR; ð0;NÞÞ; and eAC1ðR;RÞ is such that eð0Þ ¼ 0:
If the function q/dðqÞeðqÞ is nondecreasing on R and with
lim
q-N
dðqÞeðqÞ ¼  lim
q-N dðqÞeðqÞ ¼N;
then all classical solutions of (1.1) are global.
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Proof. Let T40 be the maximal existence time of a classical solution ðu; vÞ: We
deﬁne
rðtÞ ¼ max
xA %O
fuðt; xgX0; tA½0; TÞ
and
sðtÞ ¼ max
xA %O
fvðt; xgX0; tA½0; TÞ;
and we will show that rðtÞ þ sðtÞ does not blow up in ﬁnite time.
Indeed, by Lemma 3 we know that the functions r and s are absolutely continuous
on ð0; TÞ: Moreover, if xðt0ÞAO is a point where rðt0Þ is attained, then
dr
dt
ðt0Þpbðt0Þ vðt0; xðt0ÞÞ
dðrðt0ÞÞ  eðrðt0ÞÞ
 	
;
if the function t/rðtÞ is differentiable at t ¼ t0: On the other hand, on the set
I ¼ ftAð0; TÞ: rðtÞ ¼ 0g we have that r0ðtÞ ¼ 0 a.e. (see [7]). These considerations, in
conjunction with (3.7) and the deﬁnition of sðt0Þ; show that
dr
dt
pbðtÞ sðtÞ
dðrðtÞÞ  eðrðtÞÞ
 	
a:e: on ð0; TÞ: ð3:8Þ
Similarly,
ds
dt
pbðtÞðdðrðtÞÞ½eðrðtÞÞ  s2pþ1ðtÞÞ a:e: on ð0; TÞ: ð3:9Þ
We introduce now the Lyapunov function
VðtÞ ¼ s
2ðtÞ
2
þ
Z rðtÞ
0
d2ðqÞ eðqÞ dq; tA½0; TÞ:
From (3.8) and (3.9) we infer that
d
dt
VðtÞp bðtÞð2s dðrÞeðrÞ  dðrÞs2pþ2  d2ðrÞe2ðrÞÞ
p bðtÞð2s dðrÞeðrÞ  d2ðrÞe2ðrÞÞpbðtÞs2
p 2bðtÞVðtÞ a:e: on ð0; TÞ:
In view of Lemma 1, this yields
VðtÞpVð0Þ exp 2
Z t
0
bðqÞ dq
 	
; tA½0; TÞ: ð3:10Þ
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If
RN
0 d
2ðqÞeðqÞ dq ¼N; then (3.10) ensures that neither rðtÞ nor sðtÞ can blow up in
ﬁnite time. On the other hand, if
RN
0 d
2ðqÞeðqÞ dqoN; then (3.10) guarantees only
that sðtÞ cannot blow up in ﬁnite time. However, let us show that even ifRN
0
d2ðqÞeðqÞ dqoN; the function rðtÞ þ sðtÞ cannot blow up in ﬁnite time. For this,
assume the convergence of the integral, in a setting where lim suptmT rðtÞ ¼N for
some ToN: Since ToN and (3.10) holds, we ﬁnd some K40 with 0psðtÞpK for
all tA½0; TÞ: Since limrmN dðrÞeðrÞ ¼N monotonically, we deduce that there exists
some r04rð0Þ with dðrÞeðrÞXK for all rXr0: But then (3.8) shows that rðtÞpr0 for all
tX0: The obtained contradiction shows that rðtÞ þ sðtÞ does not blow up in ﬁnite
time.
A similar argument can be pursued for minxA %Ofuðt; xÞg; and minxA %Ofvðt; xÞg: This
shows then that all classical solutions exist globally in time. &
Example 4. Consider system (1.1) with
f ðt; u; v; xÞ ¼ v expðu2Þ  u; ðt; u; v; xÞARþ 
 R2 
 Rn;
gðt; u; v; xÞ ¼ u expðu2Þ  v expðu2Þ; ðt; u; v; xÞARþ 
 R2 
 Rn:
Applying Theorem 2 we deduce that all classical solutions are global. Note that
f ðt; u; 0; 0Þ þ gðt; u; 0; 0Þ ¼ uðexpðu2Þ  1Þ; ðt; uÞAR2þ;
so that condition (3.6) does not hold and the recent results in [1,21] are not
conclusive. Moreover, since the nonlinearities f and g are not nondecreasing in each
of the ðu; vÞ-variables, the approach in [11] is not applicable. The exponential growth
of the function g prevents an application of the results presented in [7,8].
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