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Abstract. We consider a rank one group G = 〈A,B〉 which acts cubically
on a module V , this means [V,A,A,A] = 0 but [V,G,G,G] 6= 0. We have
to distinguish whether the group A0 := CA([V,A]) ∩ CA(V/CV (A)) is trivial
or not. We show that if A0 is trivial, G is a rank one group associated to a
quadratic Jordan division algebra. If A0 is not trivial (which is always the
case if A is not abelian), then A0 defines a subgroup G0 of G which acts
quadratically on V . We will call G0 the quadratic kernel of G. By a result
of Timmesfeld we have G0 ∼= SL2(J, R) for a ring R and a special quadratic
Jordan division algebra J ⊆ R. We show that J is either a Jordan algebra
contained in a commutative field or a hermitian Jordan algebra. In the second
case G is the special unitary group of a pseudo-quadratic form pi of Witt index
1, in the first case G is the rank one group for a Freudenthal triple system.
These results imply that if (V,G) is a quadratic pair such that no two distinct
root groups commute and charV 6= 2, 3, then G is a unitary group or an
exceptional algebraic group.
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CHAPTER 1
Introduction
Abstract rank one groups were introduced by Franz Georg Timmesfeld in [33].
Definition 1.1. A group G with two distinct, non-trivial, nilpotent subgroups
A and B is called an abstract rank one group with unipotent subgroups A and B if
G = 〈A,B〉 and if for all a ∈ A∗ there is an element b(a) ∈ B∗ with Ba = Ab(a).
The most common example for a rank one group is the group SL2(K) with
K a (not necessarily commutative) field and A and B the group of lower resp.
upper unipotent matrices 2 × 2 - matrices over K. Alternatively, one can take
G = PSL2(K). Moreover, every semisimple algebraic group G = G(K) defined
over a field K of relative K-rank 1 is an abstract rank one group. Here, the
unipotent subgroup A is the unipotent residue of a maximal parabolic subgroup
of G. Similar example are classical groups and groups of mixed type of rank 1
respectively. These are all known examples apart from improper rank one groups,
by which we mean rank one groups G such that G/Z(G) is a sharply 2-transitive
permutation group.
Conjecture 1.2. If G is an abstract rank one group, then G is improper or
G is an algebraic or classical group or a group of mixed type.
At the moment, this conjecture seems to be far too difficult to prove.
The concept of an abstract rank one group is closely related to the theory of
Moufang sets.
Definition 1.3. A Moufang set is a pair (X, (Ux)x∈X), where X is a set with
at least 3 elements and (Ux)x∈X is a family of subgroups of SymX such that Ux
fixes x and acts regularly on X \ {x} and such that Ugx = Uxg for all x, y ∈ X and
all g ∈ Uy. The groups Ux are called root groups and the group G
† = 〈Ux|x ∈ X〉
is called the little projective group of the Moufang set.
If (X, (Ux)x∈X) is a Moufang set with nilpotent root groups, then G
† is an
abstract rank one group with unipotent subgroups Ux and Uy for all x, y ∈ X with
x 6= y. Conversely, if G = 〈A,B〉 is a rank one group, then (X, (Ux)x∈X) with
X = {Ag|g ∈ G} and UAg = A
gZ(G)/Z(G) is a Moufang set with G† = G/Z(G).
So a rank one group is a central extension of the little projective group of a Moufang
set with nilpotent root groups.
One reason to examine abstract rank one groups is the connection between rank
one groups and quadratic pairs. A quadratic pair consists of a finite-dimensional
K-vector space V (K a field of odd characteristic) and a subgroup G of GLK(V )
generated by a set Q ⊆ GLK(V )
∗ of quadratic elements, i.e. elements with minimal
polynomial (X − 1)2, such that id + λ(σ − id) ∈ Q for all λ ∈ K∗ and σ ∈ Q. Note
that if charK = 2, then an element in GLK(V ) has minimal polynomial (X − 1)
2
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iff it is an involution. Finite quadratic pairs were introduced by Thompson in [32],
see also [18]. In [33] the author proved that the quadratic elements σ ∈ G for
which dimCV (σ) is maximal split into up to 1 pairwise disjoint root groups, and
two distinct root groups A and B either generate a nilpotent group of class at most
2 or a rank one group with unipotent root groups A and B.
Generalising the concept of quadratic pairs, Timmesfeld introduced the follow-
ing notion.
Definition 1.4. ([35]) Let G = 〈A,B〉 be a rank one group. A ZG-module
V is called quadratic if [V,A,A] = 0 but [V,G,G] 6= 0. In this case, G is called a
quadratic rank one group.
Note that by defintion V is a module over Z, but after passing over to a suitable
submodule of V one may assume that V is either an elementary-abelian p-group
or torsion free and uniquely divisible, so V can be considered as a kG-module for
k = Fp or k = Q. Both chark = 2 and dimk V =∞ are allowed.
The most common example for a rank one group with a quadratic module is the
rank one group G = SL2(K) together with its standard module V = K
2 for a (not
necessarily commutative) field K. One can generalise this as follows: Let R be a
ring with 1. A subgroup J of (R,+) is called a special quadratic Jordan division
algebra if 1 ∈ J and if a ∈ J# = J \ {0}, then a is invertible in R and a−1 is again
in J . Note that the Hua identity implies that bab ∈ J for all a, b ∈ J , see [19]. If R
is a skew field, then R itself can be regarded as a special quadratic Jordan division
algebra; we will denote this special quadratic Jordan division algebra by R+.
For J ⊆ R a special quadratic Jordan division algebra set
A :=
{(
1 0
a 1
)
; a ∈ J
}
, B :=
{(
1 a
0 1
)
; a ∈ J
}
and SL2(J,R) := 〈A,B〉. Then SL2(J,R) is a rank one group with unipotent
subgroups A and B and V = R2 is a quadratic module for SL2(J,R).
Timmesfeld showed that for every quadratic rank one group G there existsa ring R
and a special quadratic Jordan division algebra J ⊆ R such that G is isomorphic
to SL2(J,R).
Theorem 1.5 ([35], Theorem 1.1.). Let G = 〈A,B〉 be a rank one group which
acts quadratically on a module V . Set W := [V,G]/(CV (G) ∩ [V,G]), X = [W,A]
and R = End(X). Then there is a special quadratic Jordan division algebra J ⊆ R
such that G/CG(W ) ∼= SL2(J,R).
Quadratic Jordan division algebras were classified by McCrimmon and Zel’manov,
see [26, 15.7]: Every special quadratic Jordan division algebra is isomorphic to the
quadratic Jordan algebra associated to a skew field, an ample hermitian Jordan
algebra or a Jordan algebra of Clifford type. Note that these families are not dis-
joint. We therefore get a classification of all quadratic rank one groups and assert
that these groups are all algebraic groups, classical groups or groups of mixed type.
Therefore Conjecture 1.2 is true for this special case.
One can generalise the notion of a quadratic action by introducing the following
definition. If G is a rank one group with unipotent subgroups A and B and V is
a G-module, then we say that V has length n if n ≥ 2 is the smallest positive
integer such that [V,A, . . . , A︸ ︷︷ ︸
n−times
] = 0 but [V,G, . . . , G︸ ︷︷ ︸
n−times
] 6= 0. So a quadratic module
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is a module of length 2. (Modules of lenght 1 do not exist since G is the normal
clousure of A). Every known proper rank one group has in fact a module of finite
length. For this reason, a classification of all rank one groups having a module of
”small” length might be an important step to prove Conjecture 1.2.
In this paper we deal with cubic modules, by which we mean modules of length
3. As in the quadratic case we will later see that one can assume that a cubic
module V for a rank one group G is a KG-module for a field K. Both charK = 2
and dimK V = ∞ are allowed. Typical examples of cubic modules are pseudo-
quadratic spaces of Witt index 1 or the endomorphism algebra of a quadratic rank
one group. Furthermore, some exceptional algebraic groups, namely those of type
3D94,1,
6D94,1
2E356 ,E
66
7,1 or E
78
7,1, possess a cubic module.
The class of all pairs (V,G) with G a rank one group with unipotent subgroups
A and B and V a cubic module for G falls into three subclasses. To distinguish
between these cases, we introduce a subgroup A0 = CA([V,A]) ∩ CA(V/CV (A)).
Then A′ ≤ A0 ≤ A and if A0 6= 1, then A0 is a root subgroup of A. This means
that there is a subgroup G0 ≤ G such that A0 = A∩G0 and that G0 is a rank one
group with unipotent subgroups A0 = A ∩ G0 and B0 := B ∩ G0. Since G0 acts
quadratically on V , we will call G0 the quadratric kernel of G. By Timmesfeld’s
result we haveG0CG0(V )
∼= SL2(J,R) for a quadratic Jordan division algebra inside
a ring R.
We will see that one of the following three cases holds:
• In the first case, A0 = 1 is trivial and hence A is abelian.
• In the second case, A0 6= 1 and J is a commutative quadratic Jordan
division algebra, hence there is a fieldK such that J = K and G = SL2(K)
or charK = 2 and K2 ⊆ J ⊆ K. Here, if charK 6= 2, then A is not abelian.
We will say that G0 is of commutative type.
• In the third case, A0 6= 1 and J is a hermitian Jordan algebra inside a
non-commutative skew field K such that J generates K as a field. In this
case, A is not abelian. We will say that G0 is of hermitian type.
We can now state our three main results.
MAIN THEOREM 1. Let G be a rank one group acting cubically on a module
V such that the quadratic kernel is trivial. Then there is a quadratic Jordan division
algebra J with G/Z(G) ∼= PSL2(J).
MAIN THEOREM 2. Let G be a rank one group such that G acts cubically
on a module V . Suppose that the quadratic kernel G0 is of hermitian type. Then G
is isomorphic to the special unitary group for a pseudoquadratic form of Witt index
1.
For the third case we only have a result for characteristic not 2 or 3,
MAIN THEOREM 3. Let G be a rank one group acting cubically one a module
V . If the quadratic kernel G0 is isomorphic to SL2(K) with K a commutative field
of characteristic not 2 or 3, then G is isomorphic to a rank one group for an
anisotropic Freudenthal triple system.
Freudenthal triple systems of finite dimension correspond to structurable divi-
sion algebras of skewdimension 1. In a current paper it is shown that semisimple
algebraic groups of relative rank 1 over a field K with charK 6= 2, 3 correlate to
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rank one groups defined via structurable division algebras, see [7]. Therefore these
results strongly suggest that the following conjecture is true:
Conjecture 1.6. Let G be a cubic rank one group with unipotent subgroups
A and B. Then we have:
(i) If A is abelian, then there is a quadratic Jordan divsision algebra J such
that G ∼= PSL2(J).
(ii) If A is not abelian, then one of the following holds:
(iia) There is an involutory set (K,K0, ∗), a K-vector space V and an
anisotropic pseudo-quadratic form π : V → K/K0 such that G ∼=
SU(π).
(iib) There is a fieldK such thatG is a semisimple algebraic group defined
over K of type 3D94,1,
6D94,1
2E356 ,E
66
7,1 or E
77
7,1.
The paper is organised as follows: In chapter 2 we repeat some facts about
rank one groups and some facts concerning algebra and geometry that we will need
later. This includes quadratic Jordan algebras, semi-prime rings, skew fields with
involution, pseudo-quadratic forms, Moufang quadrangles, quadrangular algebras
and Freudenthal triple systems. In chapter 3 we prove some elementary facts about
cubic action. Especially we introduce the quadratic kernel of a cubic rank one
group. In chapter 4 we introduce some examples. chapter 5 we establish a kind
of normal form for cubic modules. In chapter 6 we will show how to obtain an
irreducible cubic module by an arbitrary cubic module. chapter 7 and 8 deal with
cubic rank one groups with trivial quadratic kernel. In chapter 7 we will show that
such a group is always a rank one group for a quadratic Jordan division algebra.
In chapter 8 we will give a characterisation of the adjoint module. chapter 9 deals
with cubic rank one groups with non-trivial quadratic kernel. This case is divided
into two subcases. In the first case the quadratic kernel is a hermitian rank one
group; this case is dealt in chapter 10 and 11 where it is shown that the cubic rank
one groups appearing in this case are unitary groups for a pseudo-quadratic form
of Witt index 1. The final chapter 12 deals with the other case where the quadratic
kernel is a special linear group of dimension 2 over a commutative case. Here we
show that in this case we obtain rank one groups for a Freudenthal triple system
provided the characteristic different from 2 or 3.
Notation.
• For a multiplicative group G = (G, ·, 1), we set G∗ = G \ {1}, while for an
additive group G = (G,+, 0) we write G# = G \ {0}.
• For a ring R, we denote the set of non-zero elements of R by R# and the
set of units by R∗. We denote the centre of R by CentR := {a ∈ R|ba =
ab ∀a ∈ R} and CentR(a) := {b ∈ R|ba = ab} and for a ∈ R.
• If a group G acts on a set Ω, we will also apply elements of g on the right,
i.e. we will write ωg instead of g(ω).
• If a group G acts on an abelian group (V,+), then for subgroups A,B ≤ G
we write [V,A,B] for [[V,A], B].
CHAPTER 2
Preliminaries
2.1. Moufang sets
We begin with some properties of Moufang sets. For further information and
proofs we recommend [11] as an introduction to Moufang sets.
As mentioned in the introduction, a Moufang set M = (X, (Ux)x∈X) consists of a
set X with |X | ≥ 3 and a family (Ux)x∈X of subgroups of SymX such that for all
x, y ∈ X we have
(a) Ux fixes x and acts sharply transitively on X \ {x}.
(b) For all a ∈ Ux we have U
a
x = Uxa.
The groups Ux are called root groups, the group G
† := 〈Ux|x ∈ X〉 ≤ SymX is
called the little projective group of M. The group G† is acts 2-transitively on X ;
the Moufang set M is called proper if G† is not sharply 2-transitive.
Example 2.1. Let K be a field and G = G(K) be a semisimple linear alge-
braic group of relative K-rank one and let X be the set of all proper K-parabolic
subgroups of G. For P ∈ X let UP be the group of all K-rational points in the
unipotent radical of P . Then (X, (UP )P∈X) is a Moufang set which will be denoted
by M(G).
Every Moufang set can be constructed in the following manner: Let (U,+) be
a (not necessarily abelian) group, X := U ∪˙{∞} and τ ∈ SymX an element which
interchanges 0 and ∞. For a ∈ U let αa ∈ SymX be the permutation defined by
bαa = b + a for b ∈ U and ∞αa = ∞. Set U∞ := {αa|a ∈ U}. Then U∞ is a
subgroup of (SymX)∞ isomorphic to U . Now define U0 := U
τ
∞, Ua := U
αa
0 for
a ∈ U and M(U, τ) := (X, (Ux)x∈X). This is, however, not always a Moufang set.
To detect whether M(U, τ) one regards the following maps:
Definition 2.2. Let a ∈ U# = U \ {0}. Then µa := αaα
τ
−aτ−1α−(−aτ−1)τ
is called the µ-map corresponding to a, and ha := τµa is called the Hua map
corresponding to a.
One easily sees that µa interchanges 0 and ∞ and hence ha fixes these two
elements.
Theorem 2.3. The following are equivalent:
(a) M(U, τ) is a Moufang set.
(b) Uµa0 = U∞ and U
µa
∞ = U0 for all a ∈ U
#.
(c) Uha∞ = U∞ for all a ∈ U
#.
(d) For all x, y, a ∈ U with a 6= 0 one has (x + y)ha = xha + yha, i.e. ha
induces an endomorphism on U .
Proof. See [12, Theorem 3.1 and Theorem 3.2]. 
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If M(U, τ) is a Moufang set, then we have M(U, τ) =M(U, µa) for all a ∈ U
#.
Hence we can assume that τ = µa for some a ∈ U
#.
Set H := 〈µaµ(b)|a, b ∈ U
#〉. Then H is called the Hua subgroup of M(U, τ). By
[12, Theorem 3.1(ii)] we have
Proposition 2.4. H = G†0,∞.
Thus we get
Theorem 2.5. For a Moufang set M(U, τ) the following is equivalent:
(a) M(U, τ) is improper.
(b) H = 1.
(c) µa = µb for all a, b ∈ U
#.
We list some of the properties of the µ-maps we will frequently use.
Lemma 2.6. Suppose that M(U, τ) is a Moufang set. Let a ∈ U#.
(a) µa = α
τ
(−a)τ−1αaα
τ
−aτ−1 .
(b) µa is the unique element in the double coset U0αaU0 which interchanges 0
and ∞.
(c) µ−1a = µ−a.
(d) µah = µ
h
a for all h ∈ H.
(e) If M(U, τ) = M(U, τ−1), then µaτ = µ
τ
−a; especially we have µaµb = µ
µb
a
for all b ∈ U#.
Proof. See [11, 4.3.1]. 
For a ∈ U# we set ∼ a = (−aτ−1)τ . Then we have
Lemma 2.7. (a) ∼ a = −(−a)µa. Especially ∼ a does not depend on the
choice of τ .
(b) (−a)τ =∼ (aτ).
(c) ∼ (ah) = (∼ a)h for all h ∈ H.
(d) µ∼a = µ−a.
(e) aµa =∼ − ∼ a and aµ−a = − ∼ −a.
(f) If M(U, τ) is improper, then ∼ − ∼ a = − ∼ −a for all a ∈ U#.
Proof. Part (a) is [11, 4.3.1 (6)]. Part (b) follows immediately from the
definition of ∼ a. Part (c) follows from 2.6 and (a), (d) from 2.6(e). By (a) and
(b) we have (∼ a)µ∼a = (∼ a)µ
−1
a = (−(−a)µa)µ
−1
a =∼ −a. Replacing a by ∼ a
we get the first part of (e). The second part follows from applying the formula in
(a) for −a instead of a. Finally, if M(U, τ) is improper, then µa = µ−a = µ
−1
a , so
(f) follows. 
Definition 2.8. Let M(U, τ) be a Moufang set and a ∈ U#. Then a is called
special if (−a)τ−1 = −aτ−1. The Moufang set M(U, τ) is called special if all non-
trivial elements are special.
Lemma 2.9. The following are equivalent for a ∈ U#.
(a) a is special.
(b) −a =∼ a.
(c) (−a)µa = a.
(d) There is b ∈ U# with (−a)µb = −aµb.
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(e) (−a)µb = −aµb for all b ∈ U
#.
Proof. See [4, 3.7]. 
Special Moufang sets behave in many respects nicer than non-special ones. They
have been studied intensively in the recent years and many deep results have been
found. Probably the most interesting one is the following theorem by Segev (see
[30]).
Theorem 2.10. Let M(U, τ) be a proper Moufang set with U abelian. Then
M(U, τ) is special.
It is conjectured that also the converse holds, i.e. that a special Moufang set
has abelian root groups. This conjecture is still open.
We will also make use of the following theorem of Segev and Weiss.
Theorem 2.11. Let M(U, τ) be a special Moufang set, H its Hua subgroup.
Suppose that V is an H-invariant subgroup of U . If U is not an elementary-abelian
2- group, then V = {0} or V = U .
Proof. This is [31, Theorem 1.2]. 
For later use, we will need some properties of special elements.
Lemma 2.12. Suppose that a ∈ Z(U)# special and b ∈ U# \ {a,−a} with
µa = µ−a = µb. Then we have
(a) −a · 3 = b− ∼ b+ ∼ −b.
(b) b is not special.
(c) o(a) divides 6.
Proof. (a) This is 3.12 (c) of [4].
(b) This is 3.12 (i) of [4].
(c) By (a) we have −a · 3 = b− ∼ b+ ∼ −b = −(−a) · 3 = a · 3 and hence
a · 6 = 0. Thus the claim follows.

2.2. Rank one groups
We will assume that G is a rank one group with unipotent subgroups A and
B. As mentioned in the introduction, this means that G = 〈A,B〉 and there is a
function b : A∗ → B∗ : a 7→ b(a) with Ab(a) = Ba for all a ∈ A∗.
Like we have said before, if M(U, τ) is a Moufang set with U nilpotent, then
G† is a rank one group with unipotent subgroups U∞ and U0. For A ∈ U
# set
b(αa) = α
τ
aτ−1 . Conversely, if G = 〈A,B〉 is a rank one group with unipotent
subgroups A and B, then (X, (Ux)x∈X) is a Moufang set with little projective
group G/Z(G), where X := {Ag|g ∈ G} and UC = CZ(G)/Z(G) for C ∈ X .
Note that not every central extension of G† is a rank one group. If for example
G = A5 and A,B ∈ Syl2(G), then G is a rank one group with unipotent subgroups
A and B and Z(G) = 1, but Ĝ = 〈Â, B̂〉 with Ĝ = SL2(5) and with preimages Â, B̂
of A and B in Ĝ is not a rank one group with unipotent subgroups Â and B̂. We
refer to [35] where the notion of a rank one extension is introduced.
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Timmesfeld requires in his definition additionally that for all b ∈ B∗ there is
an element a(b) ∈ B∗ with Ab = Ba(b), but this is not necessary as the next lemma
shows. In this lemma we introduce the µ-maps for rank one groups. These maps
will be of great importance for the following.
Lemma 2.13. Let G be a rank one group with unipotent subgroups A and B.
(a) For a ∈ A∗ set µ(a) = b(a−1)ab(a)−1. Then we have Aµ(a) = B and
Bµ(a)A.
(b) NA(B) = 1 = NB(A).
(c) The function b is bijective. If a : B∗ → A∗ : b 7→ a(b) is its inverse
function, then we have Ba(b) = Ab for all b ∈ B∗.
Proof. (a) We haveAµ(a) = Ab(a
−1)ab(a)−1 = (Ba
−1
)ab(a)
−1
= Bb(a)
−1
=
B and Bµ(a) = Bb(a
−1)ab(a)−1 = Bab(a)
−1
= (Ab(a))b(a)
−1
= A, hence the
claim follows.
(b) The first equation is [35, Lemma I (1.2)(3)], the second follows immedi-
ately by (a).
(c) For e ∈ A∗ fixed set µ = µ(e). Then for b ∈ B∗ we have (Ab)µ = (Aµ)b
µ
=
Bb
µ
= Ab(b
µ) and thus Ab = (Ab(b
µ))µ
−1
= (Aµ
−1
)b(b
µ)µ
−1
= Bb(b
µ)µ
−1
.
Hence if we define a : B∗ → A∗ : b 7→ b(bµ)µ
−1
, then we have Ab = Ba(b)
for all b ∈ B∗. For b ∈ B∗ we have Ab(a(b)) = Ba(b) = Ab and thus
b = b(a(b)) by (b). Similarly we obtain a(b(a)) = a for all a ∈ A∗, which
shows that b is inverse to a.

Note that the formula for µ(a) equals to the formulas for µa in 2.6(a).
As in the case of Moufang sets, one can define the Hua subgroup.
Definition 2.14. The group H = 〈µ(a)µ(b)|a, b ∈ A∗〉 is called the Hua sub-
group of G.
Since G defines a Moufang set, we get using 2.4.
Proposition 2.15. H = NG(A) ∩NG(B).
We list some properties for the µ-maps.
Lemma 2.16. Let a ∈ A∗. Then:
(a) µ(a) is the unique element in the double coset BaB satisfying Aµ(a) = B
and Bµ(a) = A.
(b) µ(a−1) = µ(a)−1.
(c) µ(ah) = µ(a)h for all h ∈ H.
Proof. (a) This follows immediately by 2.13(b).
(b) This follows by (a) since µ(a)−1 interchanges A and B and is contained in
the double coset Ba−1B.
(c) This follows again by (a) since µ(a)h interchanges Ah = A and Bh = B
and is contained in the double coset (BaB)h = BhahBh = BahB.

Translating the formula µa = αaα−aτ−1α−(−aτ−1)τ we get
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Lemma 2.17. Let G = 〈A,B〉 a rank one group. Then for a ∈ A∗ we have
µ(a) = ab(a−1)a(b(a−1)−1).
Proof. We have
Aab(a)
−1
a(b(a)−1)−1 = Ab(a)
−1
a(b(a)−1)−1 = B
and
Bab(a)
−1
a(b(a)−1)−1 = Aa(b(a)
−1)−1 = A.
Moreover,
ab(a)−1a(b(a)−1)−1 = b(a−1)−1µ(a)a(b(a)−1)−1 =
b(a−1)−1(a(b(a)−1)−1)µ(a)
−1
µ(a) ∈ Bµ(a) ⊆ BaB.
Since µ(a) is the unique element in BaB which interchanges A and B, the claim
follows. 
For a ∈ A∗ and τ ∈ NG({A,B}) let a⋄τ be the unique element in A
∗ such that
Ba⋄τ = (Ba)τ . Then a 7→ a ⋄ τ is a permutation of A∗. If h ∈ NG(A) ∩ NG(B),
then we have ah = a ⋄ h for all a ∈ A∗.
Lemma 2.18. Let a ∈ A∗. Then we have b(a) = (a ⋄ τ−1)τ for all τ ∈
NG({A,B})
o := NG({A,B}) \NG(A) ∩NG(B).
Proof. We have (a ⋄ τ−1)τ ∈ Aτ = B and A(a⋄τ
−1)τ = Aτ
−1(a⋄τ−1)τ =
(Ba⋄τ
−1
)τ = (Baτ
−1
)τ = Ba. Since b(a) is the unique element in B with Ba =
Ab(a), the claim follows. 
For a ∈ A∗ we set a∼ := a(b(a)−1), a−∼ := (a−1)∼ and a∼− = (a∼)−1.
Note that by 2.18 this corresponds to the definition of ∼ a in Moufang sets and
that a∼ = (a ⋄ τ−1) ⋄ τ for all τ ∈ NG({A,B})
o. Moreover, by 2.17 we have
µ(a) = ab(a)−1a∼−. Furthermore, we have a∼∼ = a, (a∼−)∼ = (a∼)−∼ and
(a−∼)−1 = (a−1)∼− for all a ∈ A∗, so an expression in − and ∼ is well-defined also
for a length greater than two.
One easily sees that the formulas in 2.7 also hold for rank one groups.
Lemma 2.19. Let a, b ∈ A∗.
(a) µ(a ⋄ µ(b)) = µ(b)−1µ(a)−1µ(b) for all a, b ∈ A∗.
(b) For a fixed e ∈ A∗ set h(a) := µ(e)−1µ(a). Then we have h(a ⋄ µ(b)) =
h(b−1)h(a)−1h(b). Especially we have h(a ⋄ µ(e)) = µ(e)−2h(a)−1.
Proof. (a) We have
µ(a ⋄ µ(b)) = b((a ⋄ µ(b))−1)(a ⋄ µ(b))b(a ⋄ µ(b))−1 =
((a ⋄ µ(b))−1 ⋄ µ(b−1))µ(b)(a ⋄ µ(b))a−µ(b) = ((a∼)(a ⋄ µ(b))µ(b
−1)a−1)µ(b) =
(a∼b(a)a−1)µ(b) = (ab(a)−1a∼−)−µ(b) = µ(a)−µ(b) = µ(b)−1µ(a)−1µ(b).
(b) We have by (a)
h(a ⋄ µ(b)) = µ(e)−1µ(a ⋄ µ(b)) = µ(e)−1µ(b)−1µ(a)−1µ(b) =
µ(e)−1µ(b−1)µ(a)−1µ(e)µ(e)−1µ(a) = h(b−1)h(a)−1h(b).

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Lemma 2.20. Let a, b ∈ A∗ with a 6= b and τ ∈ NG({A,B}). Then we have
(a) (a ⋄ τ−1(b ⋄ τ−1)−1)τ = (ab−1) ⋄ µ(b)b∼.
(b) µ((a ⋄ τ−1(b ⋄ τ−1)−1) ⋄ τ) = µ(b)−1µ(ba−1)µ(a).
Proof. This is Theorem 1.1 of [11] translated into the language of rank 1
groups. Since the unipotent groups of a rank one group are isomorphic to the root
groups of the corresponding Moufang set, part (a) follows immediately. Part (b)
holds a priori only in G/Z(G), but one can adapt the proof of the theorem above
for rank one groups. Alternatively, one can apply 4.8 of [24]. 
Lemma 2.21. For a, b ∈ A∗ with a 6= b and µ = µ(e) we have h(b⋄µ(a⋄µ)−1) =
h(b)−1h(ab−1)h(a)µ.
Proof. We have by 2.19(a) and 2.20 for τ = µ−1:
µµ((b ⋄ µ)(a ⋄ µ)−1)µ−1 = µ(((a ⋄ µ)(b ⋄ µ)−1) ⋄ µ−1) = µ(b)−1µ(ba−1)µ(a)
and hence
h((b ⋄ µ)(a ⋄ µ)−1) = µ(b)−1µ(ba−1)µ(a)µ =
µ(b)−1µ−1µµ(ba−1)(µµ(a))µ = h(b)−1h(ab−1)h(a)µ.

We will frequently make use of the following observation:
Proposition 2.22. Let G be a rank one group with unipotent subgroups A and
B.
(a) If N is a normal subgroup of G, then either G = NA and thus G/N is
nilpotent, or N ≤ Z(G) and A ∩N = 1.
(b) Z2(G) = Z(G).
(c) If N is normal subgroup of G with G/N nilpotent, then G = NA.
(d) If V is a G-module, then either A acts faithfully on V or G and A have
the same image in GL(V ).
Proof. (a) This is [34, I (1.10)].
(b) This is [34, I (2.1)].
(c) If G 6= NA, then N ≤ Z(G) and thus G is nilpotent, which contradicts
(b).
(d) By (a), either A∩CG(V ) ≤ Z(G) or G = CG(V )A. Thus the claim follows.

As for Moufang set, one can define special elements in rank one groups. If
G = 〈A,B〉 is a rank one group, then a ∈ A∗ is called special if b(a−1) = b(a)−1.
This holds iff there is τ ∈ NG({A,B})
o with (a−1) ⋄ τ = (a ⋄ τ)−1 for all a ∈ A∗;
in this case, this formula holds for all ρ ∈ NG({A,B})
o. The rank one group G
is called special if all elements of A∗ special. This corresponds to the definition of
special elements in Moufang sets.
In order to examine subgroups of rank one groups which are again rank one
groups, we need the following definition:
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Definition 2.23. A subgroup A0 of A is called a root subgroup if the set
B0 := {1} ∪ {b(a)|a ∈ A
∗
0} is a subgroup of B.
If A0 is a root subgroup of A, then one easily sees that G0 := 〈A0, B0〉 is rank
one group with unipotent subgroups A0 and B0. We say that A0 is a special root
subgroup if the rank one group G0 is special.
Lemma 2.24. Let a ∈ A be a special involution. Then b(a) is also an involution
and 〈a,b(a)〉 ∼= S3.
Proof. Since a is special, we have b(a) = b(a−1) = b(a)−1, hence b = b(a)
is an involution. We have aba = µ(a) = bab by 2.17, which shows that ab has order
3. Thus the claim follows. 
Theorem 2.25. Let G be a special rank one group with unipotent subgroups
A and B. Suppose that A is not an elementary-abelian 2-group and that A0 is an
H-invariant subgroup of A. Then A0 = 1 or A0 = A.
Proof. This follows easily from 2.11. 
2.3. Some ring theory
A ring R is called semi-prime if R has no nilpotent ideals. This means that if
I is an ideal of R with In = 0 for a natural number n ≥ 1, then I = 0. We set
B(R) :=
⋂
{I|I E R,R/I semi-prime}. One easily sees that R/B(R) is semi-prime,
so B(R) is the smallest ideal of R such that the factor ring is semi-prime. B(R)
is called the (lower) Baer radical of R (see [3]). It is contained in the Jacobson
radical of R and every element of B(R) is nilpotent, so an element x ∈ R is a unit
iff x+B(R) is a unit in R/B(R).
The following lemma is a generalisation of [29, Lemma 14.1.1], where both S and
R are skew fields (and so Ix+1 = 0).
Lemma 2.26. Let R be a subring of ring S such that 1 ∈ R. Suppose there is a
unit x ∈ S such that x+1 is again a unit and such that x−1Rx = (x+1)−1R(x+1) =
R. Then (x + 1)−1 ∈ R or Ix+1 := R ∩ (x + 1)R is an ideal of R with Ix+1 6= R
and x−1ux − u ∈ Ix+1 for all u ∈ R and thus x induces the trivial automorphism
on R/Ix+1.
Proof. Let u ∈ R, set v := x−1ux and w := (x+1)−1u(x+1). Thus xv = ux
and (x+ 1)w = u(x+ 1). We get
(x+ 1)v − v + u = xv + u = ux+ u = u(x+ 1) = (x+ 1)w
and hence v − u = (x+ 1)(v − w) ∈ R ∩ (x+ 1)R = Ix+1. Since
Ix+1 = (x+ 1)R ∩R = (x+ 1)(x+ 1)
−1R(x+ 1) ∩R = R(x+ 1) ∩R,
it follows that Ix+1 is an ideal of R. Since Ix+1 = R iff 1 ∈ (x+1)R iff (x+1)
−1 ∈ R,
the claim follows. 
2.4. Quadratic Jordan algebras
Definition 2.27. Let K be a field, J a K-vector space, e ∈ J# = J \ {0} and
let Q : J → EndK(J) : a 7→ Qa be a quadratic map, by which we mean that the
map Q.,. : J × J → EndK(J) : (a, b) 7→ Qa,b := Qa+b − Qa − Qb is bilinear. For
a, b ∈ J define Va,b ∈ EndK(J) by cVa,b := bQa,c. Then (J,Q, e) is called a weak
quadratic Jordan algebra if the following identities hold for all a, b ∈ J .
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(QJ1) Qe = idJ .
(QJ2) QaVa,b = Vb,aQa.
(QJ3) QbQa = QaQbQa.
A weak quadratic Jordan algebra is called a quadratic Jordan algebra if the identities
(QJ1)-(QJ3) hold strictly, that means that they continue to hold in L⊗KJ for every
extension field L of K.
Remark 2.28. (a) (QJ1)-(QJ3) hold strictly iff their linearised versions
holds. Thus (QJ2) and (QJ3) hold strictly iff
(QJ2*) (i) Qa1Va1,b = Vb,a1Qa1 .
(ii) Qa1Va2,b +Qa1,a2Va1,b = Vb,a1Qa1,a2 + Vb,a2Qa1 .
(QJ3*) (i) QbQa1 = Qa1QbQa1 .
(ii) QbQa1 ,bQa1,a2 = Qa1,a2QbQa1 +Qa1QbQa1,a2 .
hold for all a1, a2, b ∈ J hold.
(b) The author does not know an example of a weak quadratic Jordan algebra
which is not a quadratic Jordan algebra.
(c) One can show that (QJ1-(QJ3) hold strictly iff they continue to hold in
K[t]⊗K J . This is automatically the case if K has at least 4 elements.
Example 2.29. Let R be a unital, associative algebra overK. For a ∈ R define
Qa : R→ R : b 7→ bab. Then R
+ := (R,Q, 1) is a quadratic Jordan algebra.
Definition 2.30. (a) If (J,Q, e) and (J ′, Q′, e′) are weak quadratic Jor-
dan algebras over K, then a Jordan homomorphism between J and J ′ is
a homomorphism f : J → J ′ such that f(e) = e′ and f(aQb) = f(a)Q
′
f(b)
for all a, b ∈ J holds.
(b) Let J ′ be a subspace of a weak quadratic Jordan algebra J . Then J ′ is
called a Jordan subalgebra of J if e ∈ J and if J ′Qa ⊆ J
′ for all a ∈ J ′
holds.
(c) A quadratic Jordan algebra J is called special if there is an associative
K-algebra R such that J is isomorphic to a Jordan subalgebra of R+ and
exceptional else.
Definition 2.31. Let J be a weak quadratic Jordan algebra.
(a) An element a ∈ J# is called invertible if there is an element b ∈ J with
bQa = a and eQbQa = e, or equivalently, if Qa is invertible. The element
b = aQ−1a is uniquely determined and denoted by a
−1.
(b) J is called a weak quadratic Jordan division algebra if every a ∈ J# is
invertible.
If J = R+ for a ring R, then one easily sees that a ∈ J is invertible iff a ∈ R∗.
In this case, the inverses coincide.
In [16] it was proved:
Theorem 2.32. A weak quadratic Jordan division algebra is a Jordan division
algebra.
Definition 2.33. Let (J,Q, e) be a weak quadratic Jordan algebra. Then the
subgroup of GLK(J) generated by all Qa with a ∈ J
# invertible is called the inner
structure group of J .
Example 2.34. If K is a field, then the inner structure group of K+ is just
(K∗)2, the group of non-zero squares of K∗.
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For special quadratic Jordan division algebras there is an alternative descrip-
tion.
Lemma 2.35. Let R be a unital, associative K-algebra and J ⊆ R with 1 ∈ J .
Suppose that every a ∈ J# is invertible in R and that a−1 is again in J . Then J
is a special quadratic Jordan division algebra.
Proof. By the Hua identity ([17]) we have
aba = a− (a−1 − (a− b−1)−1)−1
for all a, b ∈ J with b 6= a−1, which shows that J is a Jordan subalgebra of R+.
Since a = aba and 1 = ab2a holds for b = a−1 for all a ∈ J#, every a ∈ J# is
invertible with inverse a−1. 
Theorem 2.36. Let J be a quadratic Jordan division algebra and X = J∪˙{∞}.
Define τ ∈ SymX by ∞τ = 0, 0τ =∞ and aτ = −a−1. Then M(J) := M(J, τ) is
a Moufang set.
Proof. See [12, Theorem 4.2]. 
For a special quadratic Jordan division algebra there is a more direct way to
construct a rank 1 group. Let R be a unital, associative K-algebra and J ⊆ R+ a
quadratic Jordan division algebra. For a ∈ J set
αa :=
(
1 0
a 1
)
and βa :=
(
1 a
0 1
)
.
Define A := {αa|a ∈ J} and B := {βa|a ∈ J}. Then A and B are subgroups of
SL2(R) and B
αa = Aβa−1 , so SL2(J,R) := 〈A,B〉 is a rank 1 group with unipotent
subgroupsA and B. Note that SL2(J,R) may depend onR, but SL2(J,R)/Z(SL2(J,R))
is the little projective group for M(J) and thus independent of the choice of R.
It is conjectured that every special Moufang set with abelian root groups is iso-
morphic to M(J) for a quadratic Jordan division algebra J . More generally, let
M(U, τ) be a special Moufang set with U abelian and τ = µe for some e ∈ U
#.
Since U is either an elementary-abelian p-group for some prime p or torsion-free
and uniquely divisible, U can be considered as a F-vector space for F = Fp in the
first case and F = Q in the second case. Let h : U → EndF(U) : a 7→ ha with the
convention h0 = 0. Then we have
Conjecture 2.37. (U, h, e) is a quadratic Jordan division algebra over F.
There has been partial progress to prove this conjecture (see [10]). One sees
easily that (QJ1) and (QJ3) hold. Also, one sees that if U is a (weak) quadratic
Jordan algebra, then every a ∈ U# is invertible with inverse −aτ . It remains to
show that h is bilinear and that (QJ2) holds.
Theorem 2.38. If (QJ2) holds forM(U, τ), then h is bilinear, thereforeM(U, τ)
is the Moufang set for a quadratic Jordan division algebra.
Proof. See [11, Theorem 5.4] and also [16] for the case charF ∈ {2, 3}. 
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One can show that for charF 6= 2, 3 the bilinearity of h and (QJ2) are equivalent
(see [11]).
(QJ2) holds by definition exactly iff
ahb,cha = bha,cha
holds for all a, b, c ∈ U . Actually, it is enough to prove a weaker version of this
formula. (QJ1)-(QJ3) depend on the choice of e. If e′ ∈ U#, h′a := µe′µa for
a ∈ U# and h′ : U → EndF(U) : a 7→ h
′
a, then (U, h
′, e′) is called an isotope of
(U, h, e). One easily sees that (U, h, e) is a (weak) quadratic Jordan division algebra
iff (U, h′, e′) is.
Lemma 2.39. Suppose that
(QJ2)’ ehb,c = bhc,e
holds for all b, c ∈ U in every isotope of U , then (QJ2) holds in U .
We will prove some identities for quadratic Jordan algebras which we will need
in chapter 4.
Lemma 2.40. Let J be a quadratic Jordan algebra and a ∈ J# invertible. Then
we have Vy,a−1 = Va,yQ−1a and Va−1,y = VyQ−1a ,a for all y ∈ J .
Proof. We have again by (QJ2)
aQy,xQa = xVy,aQa = xQaVa,y = yQxQa,a
for all x ∈ J . Replacing x by xQ−1a , y by yQ
−1
a and applying (QJ3) yields
xVy,a−1 = a
−1Qy,x = aQyQ−1a ,xQ−1a Qa = yQ
−1
a Qa,x = xVa,yQ−1a ,
which yields Vy,a−1 = Va,yQ−1a . Moreover, we have again by (QJ2)
xVyQ−1a ,a = yQ
−1
a Vx,a = yVa,xQ
−1
a = xQa,yQ
−1
a
and thus
(2.1) VyQ−1a ,a = Qa,yQ
−1
a .
We also have
(2.2) aQy,xQa = xVy,aQa = xQaVa,y = yQxQa,a
Since the left side of (2) is symmetric in x and y, the right side of (2) is also
symmetric in x and y. Therefore we have
(2.3) yQxQa,a = xQyQa,a.
Replacing y by yQ−1a and applying (QJ3) yields
xVa−1,y = yQa−1,x = yQ
−1
a QxQa,aQ
−1
a = xQy,aQ
−1
a .
Thus by (2.1) we get Va−1,y = Qy,aQ
−1
a = VyQ−1a ,a, as desired. 
Lemma 2.41. Let J be a special quadratic Jordan algebra inside a ring R. Then
for all x, y, z ∈ R we have [x, y]2 ∈ J and [x, y, z] = [[x, y], z] ∈ J .
Proof. We have
[x, y]2 = (xy− yx)2 = x(xy+ yx)y+ y(xy+ yx)x− x2y2− y2x2 − xy2x− yx2y ∈ J
and
[x, y, z] = (xy − yx)z − z(xy − yx) = xyz + zyx− yxz − zxy ∈ J.

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2.5. Envelopes of special quadratic Jordan algebras
If J is a special quadratic Jordan algebra over K, R is a K-algebra and f :
J → R+ is an injective Jordan homomorphism such that f(J) generates R as a
ring, then (R, f) is called an envelope for J . An envelope (R, f) of J is called
universal if for any other envelope (S, g) of J there is a K-algebra homomorphism
ϕ : R → S with ϕ ◦ f = g. One can construct a universal envelope as follows: Let
T (J) = K ⊕ J ⊕ (J ⊗K J) ⊕ (J ⊗K J ⊗K J) . . . be the tensor algebra over J and
let I(J) be the ideal generated by all elements of the form bQa − a⊗ b⊗ a and by
1K − 1J . Then T (J)/I(J) together with the canonical embedding a 7→ a+ I(J) is
a universal envelope of J . This construction depends on the choice of K. If F is
a subfield of K, then J is also a Jordan algebra over F , and it is not clear if the
universal envelope over F equals the universal envelope over F .
If U is the universal envelope of J , then we call U/B(U) the universal semi-prime
envelope of J . If J is a Jordan division algebra, then this definition does not depend
on the ground field K. If F is a subfield of K, UF the universal envelope over F
and UK the universal envelope over K, then there is an epimorphism from UF to
UK , and one can easily see that the kernel of this map is contained in B(UF ).
Proposition 2.42. Let J be a special quadratic Jordan division algebra. Then
the following statements are equivalent.
(a) There is a commutative field F such that J = F+ or charJ = 2 and J is
a F 2-vector space with F 2 ⊆ J ⊆ F .
(b) The universal semi-prime envelope of J is a commutative field.
(c) There is a commutative envelope R for J .
(d) The inner structure group of J is abelian.
Proof. If J = F+ for a commutative field F , then dimF J = 1 and so one
easily sees that F is the universal F -envelope of J . Suppose F 2 ⊆ J ⊆ F for a
commutative field F with charF = 2 and let U = T (J)/I(J) the universal F 2-
envelope of J . Then for all a, b ∈ J we have a2 − a⊗ a ∈ I(J) and thus
(a+ b)2 − (a+ b)⊗ (a+ b)− (a2 − a⊗ a)− (b2 − b⊗ b) =
a2 + b2 + a⊗ a+ b⊗ b+ a⊗ b+ b⊗ a+ a2 + a⊗ a+ b2 + b⊗ b
= a⊗ b+ b ⊗ a ∈ I(J).
This shows that U is commutative Since F is an envelope for J , there is a homo-
morphism ϕ : U → F with ϕ(a) = a for all a ∈ J . The kernel of ϕ is generated by
all elements ab− a⊗ b+ I(J) with a, b, ab ∈ J . Since a⊗ b+ b⊗ a ∈ I(J), we get
(ab − a⊗ b)2 + I(J) = a2b2 + a⊗ b⊗ a⊗ b+ I(J) =
a2b2 + a⊗ a⊗ b⊗ b + I(J) = a2b2 + a2b2 = 0.
This shows that kerϕ is a nilpotent ideal and so the semiprime envelope of J is just
F . Thus we have shown that (a) implies (b).
The implications (b) to (c) and (c) to (d) are obvious. For the remaining implication
(d) to (a) we use the fact that every Jordan division algebra J defines a special
Moufang set M(J) and the Hua group of M(J) is just the inner structure group of
J ([12], 4.1 and 4.2). Thus (d) to (a) is a consequence of 6.1 in [12] and the main
theorem of [15]. 
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Alternatively, this proposition follows by the classification of quadratic Jordan di-
vision algebras ([26, 15.7]).
2.6. Involutory sets and pseudo-quadratic forms
If R is a ring with involution ∗, then we set H(R, ∗) := {x ∈ R|x∗ = x}.
Definition 2.43. An additive subgroup H0(R, ∗) of H(R, ∗) is called an ample
Hermitian Jordan algebra or an ample subspace of H(R, ∗) if 1 ∈ H0(R, ∗) and
x∗H0(R, ∗)x ⊆ H0(R, ∗) for all x ∈ K.
If every non-zero element of H0(R, ∗) is invertible, then H0(R, ∗) is a special
quadratic Jordan division algebra since x−1 = x−∗ = x−∗xx−1 ∈ H0(R, ∗) for all
x ∈ H0(R, ∗)
#. Note that x + x∗ = (x + 1)∗(x + 1) − x∗x − 1 ∈ H0(R, ∗) for
all x ∈ R. Set R∗ := 〈x
∗x|x ∈ R〉. Then R∗ is the smallest Hermitian Jordan
algebra relative to ∗. If 2 is invertible in R, then x = x2 +
x
2
∗ ∈ H0(R, ∗) for all
x ∈ H(R, ∗) and so K∗ = H0(R, ∗) = H(R, ∗). If 2 is not invertible in R, then
R∗ ( H0(R, ∗) ( H(R, ∗) is possible.
Lemma 2.44. Let R be a ring with involution ∗ and J an additive subgroup of
H(R, ⋆) such that J generates R as a ring, r + r⋆ ∈ J for all r ∈ R and aba ∈ J
for all a, b ∈ J . Then J is an ample subspace of H(R, ∗).
Proof. Set NR(J) := {x ∈ R|x
∗ax ∈ J ∀a ∈ J}. For x, y ∈ NR(J) and a ∈ J ,
we have
(xy)∗axy = y∗ x∗ax︸ ︷︷ ︸
∈J
y ∈ J
and
(x+ y)∗a(x+ y) = x∗ax+ y∗ay + x∗ay + (x∗ay)∗︸ ︷︷ ︸
∈J
∈ J.
Since J ⊆ NR(J) and J generates R as a ring, we conclude NR(J) = R, thus the
claim follows. 
If K is a skew field, then one has either H0(K, ∗) ⊆ CentK or 〈H0(K, ∗)〉 = K
as a ring ([37], (23.23)). If K is a skew field with involution ∗ and K0 an ample
hermitian Jordan algebra, then one calls (K,K0, ∗) an involutory set.
Definition 2.45. (a) If L0 is a right K-vector space, then a map π :
L0 → K/K0 is called a pseudo-quadratic form relative to (K,K0, ∗) if
π(aλ) = λ∗π(a)λ for all a ∈ L0, λ ∈ K and if there is a skew-hermitian
form f : L0 × L0 → K relative to ∗ with π(a+ b) ≡ π(a) + π(b) + f(a, b)
mod K0 for all a, b ∈ L0.
(b) A subspace X0 of L0 is called isotropic if π(a) = 0 for all a ∈ X0.
(c) The maximal dimension of an isotropic subspace is called the Witt index
of π.
(d) If the Witt index is 0, then π is called anisotropic.
2.7. Quadrangular algebras and Moufang quadrangles
Quadrangular algebras were introduced in [38]. They are the algebraic struc-
tures that describe certain Moufang quadrangles. The prototype of a quadrangular
algebra is an anisotropic pseudo-quadratic space over a field or a quaternion algebra.
By omitting the multiplication of the field resp. quaternion algebra and keeping
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all other axioms one gets an algebraic structures that enables a unique treatment
of pseudo-quadratic Moufang quadrangles over a field or quaternion algebra and
exceptional Moufang quadrangles of type E6, E7 and E8.
Definition 2.46. A pointed quadratic space is a 4-tuple (K,L, q, 1) such that
K is a field, L is a K-vector space, q : L→ K is a quadratic form and 1 ∈ L is an
element with q(1) = 1.
Definition 2.47. Let (K,L, q, 1) be a pointed quadratic space and let f be
the bilinear form associated to q. Then the linear map
σ : L→ L : x 7→ f(x, 1)1− x
is called the standard involution associated to (K,L, q, 1).
Definition 2.48. (a) Let (K,L, q, 1) be a pointed quadratic space with
associated bilinear form f and standard involution σ, let X be a K-vector
space and let
· : X × L→ L, (a, v) 7→ av,
h : X ×X → L and θ : X × L→ L
be maps such that the following holds:
(A1) The map · is K-bilinear
(A2) a · 1 = a for all a ∈ X .
(A3) (av)vσ = q(v)a for all a ∈ X and all v ∈ L.
(B1) h is K-bilinear.
(B2) h(a, bv) = h(b, av) + f(h(a, b), 1)v for all a, b ∈ X and all v ∈ L.
(B3) f(h(av, b), 1) = f(h(a, b), v) for all a, b ∈ X and all v ∈ L.
(C1) For all a ∈ X , the map v 7→ θ(a, v) is K-linear.
(C2) θ(ta, v) = t2θ(a, v) for all a ∈ X, v ∈ V and t ∈ K.
(C3) There is a function g : X ×X → K such that
θ(a+ b, v) = θ(a, v) + θ(b, v) + h(a, bv)− g(a, b)v
for all a, b ∈ X, v ∈ L.
(C4) There is a function φ : X × L→ K such that
θ(av, w) + θ(a, wσ)σq(v)− f(w, vσ)θ(a, v)σ
+f(θ(a, v), wσ)vσ + φ(a, v)wσ
for all a, b ∈ X, v, w ∈ L.
(D1) Let π : X → L : a 7→ θ(a.1). Then
aθ(a, v) = (aπ(a))v
for all a ∈ X and all v ∈ L.
(D2) π(a) ∈ 〈1〉 if and only if a = 0.
Then (K,L, q, 1, X, ·, h, θ) is called a quadrangular algebra.
(b) A quadrangular algebra is called proper if σ 6= 1, improper if it is not
isotopic to a proper quadrangular algebra (see 8.6 and 8.7 of [38] for the
definition of an isotope of a quadrangular algebra)
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(c) A quadrangular algebra is called regular if f is non-degenerate and defec-
tive if it is not regular.
(d) Let δ ∈ L. A quadrangular algebra is called δ-standard if f(π(a), δ) = 0
for all a ∈ X and
(i) charK 6= 2 and δ = 12 (∈ K ⊂ L).
(ii) charK = 2 and f(1, δ) = 0.
Note that a regular quadrangular algebra is always proper and that defective
quadrangular algebras only exist for fields with characteristic 2.
Example 2.49. (a) Let K be a field, L be a separable quadratic exten-
sion of K or a quaternion division algebra over K, q : L → K the (re-
duced) norm, σ the generator of Gal(L|K) or the standard involution of
L, (L, σ,X, π, h) an anisotropic pseudo-quadratic space. Let · : X×L→ X
be the scalar multiplication and set θ(a, u) = π(a)u for a ∈ X in u ∈ L.
Then Ξ = (K,L, q, 1, X, ·, h.π) is a quadrangular with φ = 0 in (C4) (see
1.18 of [38]). A quadrangular algebra isomorphic to Ξ is called special.
(For the definition of an isomorphism between quadrangular algebras see
1.25 of [38]).
(b) Let (K,L, q) be a pointed quadratic space of type E6,E7,E8 or F4 (see
2.13 and 2.15 of [38]) and u ∈ L#. Then there exist X, ·, h, π such that
Ξ = (K,L, 1q(u)q, u,X, ·, h, π) is a quadrangular algebra (see 10.1 of [38]).
This quadrangular algebra is not special. If (K,L, q) is of type E6,E7 or
E8, then Ξ is regular, if (K,L, q) is of type F4, then K is a non-perfect
field of characteristic 2 and Ξ is proper but defective.
(c) Let (L,X, π) be a quadratic space with bilinear form h such that charL =
2. Let K be a subfield of L with L2 ⊆ K ⊆ L. Let q : L → K : u 7→ u2
and let θ(a, u) = π(a)u for a ∈ X and u ∈ L. We regardX and L as vector
spaces over K and K as a vector space over L via the scalar multiplication
∗ : K×L→ K : (a, u) 7→ a∗u = au2. Let qK be the embedding ofK into L.
Then qK is a quadratic form since qK(a ∗ u) = qK(au
2) = au2 = qK(a)u
2.
Suppose that the quadratic space
(L,X, π) ⊥ (L,K, qK)
is anisotropic. Then
Ξ = (K,L, q, 1, X, ·, h, θ)
is an improper quadrangular algebra.
Theorem 2.50. Let Ξ = (K,L, q, 1, X, ·, h, θ) be a quadrangular algebra with h
not identical zero.
(a) If Ξ is regular but not special, then (K,L, q) is of type E6,E7 and E8 and
Ξ is uniquely determined by the pointed quadratic space (K,L, q, 1).
(b) If Ξ is proper but defective, then (K,L, q) is a quadratic space of type F4
and Ξ is uniquely determined by (K,L, q, 1).
(c) If Ξ is improper, then Ξ is isomorphic to a quadrangular algebra con-
structed in 2.49.
For a proof see 3.2,3.3 and 9.26 of [38]. Note that also quadrangular algebras
with h identically zero can be classified (9.33 of [38]), but they are not interesting
for us.
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We now turn our attention to Moufang quadrangles. If Γ is a Moufang quadrangle,
Σ = (xi)i∈Z/8Z an ordered apartment, αi = (xi, xi+1, xi+2, xi+3, xi+4) and Ui = Uαi
the root group corresponding to αi and U+ = (U1, . . . , U4), then the root group
sequence (U+, U1, U2, U3, U4) determines the quadrangle up to isomorphism (see
[37, (7.5)]). It is well known ([37, (5.5) and (6.1)]) that
(a) [Ui, Ui+j ] ≤ Ui+1 . . . Ui+j−1 for all i, j with 0 < j < 4.
(b) Gi := 〈Ui, Ui+4〉 is a rank 1 group with unipotent subgroups Ui and Ui+4.
Suppose that Ξ = (K,L, q, 1, X, ·, h, θ) is a quadrangular algebra. Let S =
X ×K, set
(a, t) · (b, s) := (a+ b, s+ t+ g(b, a)),
where a, b ∈ X, s, t,∈ K and g is the function in (C4). Then (S, ·) is a group with
(a, s)−1 = (−a,−s+ g(a, a)) for (a, s) ∈ S.
Theorem 2.51. (a) If Ξ = (K,L, q, 1, X, ·, h, θ) is a proper quadrangular
algebra which is δ-standard for some δ ∈ L and φ as in (C4), then there is
a Moufang quadrangle ΩΞ with root group sequence (U+, U0, . . . , U4) such
that
(i) U1 and U3 are isomorphic to the group S defined above via isomor-
phisms x1 and x3.
(ii) U2 and U4 are isomorphic to (L,+) va isomorphisms x2 and x4.
(iii) [U1, U2] = [U2, U3] = [U3, U4] = 1.
(iv) For all a, b ∈ X, s, t ∈ K and u, v ∈ L we have
[(x1(a, t), x3(b, s)
−1] = x2(h(a, b)),
[x2(u), x4(v)
−1] = x3(0, f(u, v)) and
[x1(a, t), x4(v)
−1] = x2(θ(a, v) + tv) · x3(av, tq(v) + φ(a, v)).
(b) If Ξ and Ξˆ are quadrangular algebras, then ΩΞ and ΩΞˆ are isomorphic iff
Ξ and Ξˆ are isotopic as defined in [38, (8.7)].
Proof. (a) follows from [38, (11.12)], (b) is [38, (11.13) and (11.14)] 
Definition 2.52. Let Ω be a Moufang quadrangle with root group sequence
(U+, U1, . . . , U4).
(a) Set Vi := CUi(Ui+2). Then Ω is called indifferent if Ui = Vi for all i,
reduced if Ui = Vi for some but not for all i and wide if Ui 6= Vi for all i.
(b) Suppose that Γ is a wide Moufang quadrangle with root group sequence
(U+, U1, . . . , U4) such that 1 6= Vi for all odd i. Then by [37, (21.4)] there is
Moufang subpolygon Ω of Γ with root group sequence (V+, V1, U2, V3, U4)
with V+ = V1U2V3U4. We call Γ an extension of Ω.
We briefly recapitulate the classification of Moufang quadrangles.
Theorem 2.53. Let Γ be a Moufang quadrangle.
(a) If Γ is indifferent, then
Γ ∼= QD(K,K0, L0)
for some indifferent set (K,K0, L0) with QD(K,K0, L0) defined as in[37,
(16.4)].
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(b) If Γ is reduced, then either
Γ ∼= QI(K,K0, σ)
for an involutory set (K,K0, σ) such that σ 6= 1 and K is generated by K0
as a ring or
Γ ∼= QQ(K,L0, q)
for an anisotropic quadratic space (K,L0, q). Here QI(K,K0, σ) and
QQ(K,L0, q) are defined as in [37, (16.2) resp. (16.3)].
(c) If Γ is wide and the extension of the quadrangle QI(K,K0, σ) for an in-
volutory set (K,K0, σ) with σ 6= 1 and K = 〈K0〉, then
Γ ∼= QP(K,K0, σ, L0, q)
for an anisotropic pseudo-quadratic space (K,K0, σ, L0, q), where the Mou-
fang quadrangle QP(K,K0, σ, L0, q) is defined as in [37, (16.5)].
2.8. Freudenthal triple systems and structurable algebras
Freudenthal triple systems were introduced in order to have an algebraic ap-
proach to exceptional algebraic groups of type E7, see [8], [14] and [27].
Definition 2.54. Let F be a K-vector space for a field K with charK 6= 2, 3,
〈., .〉 : F × F → K an alternating K-linear form and {., ., .} : F × F × F → F :
(x, y, z) 7→ {x, y, z} a symmetric, K-trilinear map. Then (F, 〈., .〉, {., ., .}) is called
a Freudenthal triple system if the following holds:
(a) The map q : F×F×F×F→ K : (w, x, y, z) 7→ 〈w, {x, y, z}〉 is symmetric.
(b) {x, {x, x, x}, y} = 〈y, x〉{x, x, x} + 〈y, {x, x, x}〉x for all x, y ∈ F.
A Freudenthal triple system F is called anisotropic if Q(x) := 〈x, {x, x, x}〉 6= 0 for
all x ∈ F \ {0}.
Remark 2.55. Usually, the definition of a Freudenthal triple system also in-
cludes the condition that dimF is finite, but we also want to regard infinite-
dimensional Freudenthal triple systems.
Example 2.56. (a) (see [13]) Let J be a quadratic Jordan algebra with
base point 1 and N : J → K be an admissible quadratic or cubic norm
function. Let a 7→ a# be the adjoint map and T : J×J → K the associated
trace form. Then we have N(1) = 1 and
N(a+ b) = N(a) + T (a#, b) + T (a, b#) +N(b) and (a#)# = N(a)a
for N cubic resp.
a# = 0 and N(a+ b) = N(a) +N(b) + T (a, b)
for N quadratic, where a, b ∈ J . Define M(J,N, 1) := K ⊕K ⊕ J ⊕ J ,
〈(α1, α2, a1, a2).(β1, β2, b1, b2)〉 := α1β2 − α2β1 + T (a1, b2)− T (a2, b1)
and
Q(α1, α2, a1, a2) :=
12(4α1N(a1) + 4α2N(a2)− 4T (a
#
1 , a
#
2 ) + (T (a1, a2)− α1α2))
2
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for α1, α2, β1, β2 ∈ K and a1, a2, b1, b2 ∈ J . Let Q(., ., ., .) be the lineari-
sation of Q. Then for every x, y, z ∈M(J,N, 1) there is a unique element
{x, y, z} ∈M(J,N, 1) such that
Q(x, y, z, w) = 〈w, {x, y, z}〉
holds for all w ∈ M(J,N, 1), and (M(J,N, 1), 〈., .〉, {., ., .}) is a Freuden-
thal triple system. We say that a Freudenthal triple system F splits if it
isomorphic to M(J,N, 1) for (J,N, 1) as above.
(b) (see [6, Theorem 4.1]) Let Ξ = (K,L, q, 1, X, ·, h, θ) be a quadrangular
algebra with charK 6= 2, 3. Let g as in (C3) and π as in (D1). Then
(X, g, {., ., .}) with
{x, y, z} =
1
2
(x(h(y, z) + h(z, y)) + y(h(x, z) + h(z, x)) + z(h(x, y) + h(y, x)))
is an anisotropic Freudenthal triple system.
Definition 2.57. Let F be a Freudenthal triple system.
(a) An ideal of F is a subspace I of F such that {x, y, z} ∈ I holds for all
x, y ∈ F and z ∈ I.
(b) The Freudenthal triple system F is called simple if F has no proper ideal.
(c) An element 0 6= u ∈ F is called strictly regular if {u, u, x} ∈ 〈u〉 for all
x ∈ F.
(d) F is called reduced if there is a pair of strictly regular elements {u, v} with
〈u, v〉 = 1.
It can be shown that F is simple iff 〈., .〉 is non-degenerate ([13, Theorem 2.1]).
Hence an anisotropic Freudenthal triple system is always simple. Note that if u ∈ F
is strictly regular, then {u, u, u} = λu for some λ ∈ K, thus Q(u) = 〈u, {u, u, u}〉 =
λ〈u, u〉 = 0. Thus an anisotropic Freudenthal triple system contains no strictly
regular element.
Theorem 2.58. Let F be a Freudenthal triple system. Then
(a) F is reduced iff it contains an element u 6= 0 such that 12Q(u) is a square.
(b) If F is a simple, reduced Freudenthal triple system with dimK F < ∞,
then F ∼= M(J,N, 1) for a quadratic Jordan division J and an admissible
quadratic or cubic norm function N : J → K.
Proof. See [13, 3.12 and 5.1]. 
It follows that a simple, finite-dimensional Freudenthal triple system over a
quadratically closed field always splits. Moreover, if K is arbitrary, then there is a
quadratic extension field L of K such that L⊗K F splits.
Closely related to the theory of Freudenthal triple systems is the concept of a
structurable algebra.
Definition 2.59. Let K be a field of characteristic different from 2 or 3 and
A a (not necessarily associative) K-algebra with involution .¯ For x, y ∈ A define
Vx,y ∈ End(A) by Vx,yz := (xy¯)z+(zy¯)x−(zx¯)y. Then (A, .¯) is called a structurable
algebra iff
[Vx,y, Vz,w] = VVx,y,w − Vz,Vy,xw
holds for all w, x, y, z ∈ A.
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Remark 2.60. If A is a K-algebra for a field K with charK 6= 2, 3, then (A, id)
is a structurable algebra iff A is a (linear) Jordan algebra.
Definition 2.61. Let (A, .¯) be a structurable algebra. Set S = {a ∈ A|a¯ =
−a} Then skewdimA := dimS is called the skew-dimension of A.
Proposition 2.62. Let (A, .¯) be a structurable algebra of skew-dimension 1
and s0 ∈ S \{0}. Let 〈., .〉 : A×A → K be defined by xy¯− yx¯ = 〈x, y〉s0 and define
{., ., .} : A×A×A → A by
{x, y, z} := 2Vx,s0yz − 〈y, z〉x− 〈y, x〉z − 〈x, z〉y.
Then (A, 〈., .〉, {., ., .}) is a Freudenthal triple system.
Proof. Set [1, Proposition 2.18]. 
Definition 2.63. Let (A, .¯) be a structurable algebra. An element x ∈ A is
called conjugate invertible iff there is an element xˆ ∈ A such that Vxˆ,x = Vx,xˆ =
id. The algebra (A, .¯) is called a structurable division algebra if every x ∈ A# is
invertible.
Remark 2.64. (a) If x ∈ A is conjugate invertible, then xˆ is uniquely
determined, and we have ˆˆx = x (see [2, Lemma 6.1].
(b) If F is a Freudenthal triple system and (A,¯ ) its corresponding structurable
structurable algebra, then x ∈ F is conjugate invertible iff Q(x) 6= 0. Thus
F is anisotropic iff A is a structurable division algebra.
In [7, Theorem 5.1.6] the authors show that every structurable division algebra
A gives rise to a Moufang set M(A), see also [5]. The authors give an explicit
formula for the root group and the map τ . Furthermore, they showed that if
charK 6= 2, 3, then for every semisimple algebraic group defined over K of relative
K-rank one the Moufang setM(G) can be obtained in this fashion, see [7, Theorem
5.2.1].
Translating their results into the language of Freudenthal triple systems, we
get
Theorem 2.65. Let K be a field with charK 6= 2, 3.
(a) Let F be an anisotropic Freudenthal triple system over K. Set U = F×K
with addition (x, s) + (y, t) = (x+ y, s+ t+ 〈x, y〉). Define τ : U# → U#
by
(x, t)τ =
(
−
1
Q(x)− 12t2
(2{x, x, x} + 12tx),
12t
Q(x) − 12t2
)
.
Then M(U, τ) is a Moufang set which we will denote by M(F).
(b) Let G† be the little projective group forM(F) with F an anisotropic Freuden-
thal triple system over K. If dimK F < ∞, then G
† is an algebraic group
defined over K of type 3D94,1,
6D94,1
2E356 ,E
66
7,1 or E
133
8,1 .
(c) Conversely, suppose that G is a semisimple algebraic group defined over
K of type 3D94,1,
6D94,1
2E356 ,E
66
7,1 or E
133
8,1 . Then there is an anisotropic
Freudenthal triple system F over K with M(G) ∼=M(F).
Proof. Part (a) follows from formula (6.9) of [5] resp. Theorem 5.1.6 of [7].
Since S = Ks0, we may replace αµs0 ∈ ks0 by t ∈ k and then apply 3.27 and 3.28
of [5]. Part (b) and (c) are [7, Theorem 6.4.3 and 6.4.4]. 
CHAPTER 3
Cubic Action
From now on, we assume that G = 〈A,B〉 is a rank one group. We repeat the
definition for cubic action:
Definition 3.1. Let V be a ZG-module. Then G acts cubically on V if
[V,A,A,A] = 0 but [V,G,G,G] 6= 0 6= [V,A,A]. In this case V is called a cu-
bic module for G, and G is called a cubic rank one group.
For the rest of this chapter V is always a cubic module for G on which G acts
faithfully.
Lemma 3.2. A acts faithfully on V .
Proof. Since we have [V,A,A,A] = 0 but [V,G,G,G] 6= 0, the image of A in
GL(V ) is properly contained in the image of G. Thus A acts faithfully on V by
2.22(d). 
We now define an important subgroup of A. We set
A0 := CA(V/CV (A)) ∩ CA([V,A]).
Then we have
Proposition 3.3. (a) A′ ≤ A0 ≤ Z(A).
(b) If A0 6= 1, then A0 is a special root subgroup of A which acts quadratically
on V .
(c) A0 is H-invariant.
Proof. (a) This follows easily with the 3-subgroup lemma: We have
[V,A,A0] = 0 and [V,A0, A] ≤ [CV (A), A] = 0, thus [V, [A,A0]] = 0. Since
A acts faithfully on V , this implies A0 ≤ Z(A). Moreover, [[V,A], A,A] =
[V,A,A,A] = 0 implies [[V,A], A′] = 0, and [V/CV (A), A,A] = 0 implies
[V,CV (A), A
′] = 0. Thus A′ ≤ A0.
(b) Let a ∈ A∗0, µ = µ(a), B0 = A
µ
0 = CB([V,B]) ∩ CB(V/CV (B)) and G0 =
〈A0, B0〉. We have [V,A0] ⊆ CV (A) and thus [V,A0, A] ⊆ [CV (A), A] = 0.
Suppose that [V,G,G0] = 0. Then G0 ≤ N := CG([V,G]). We have
1 6= A0 ≤ G0 ≤ N , so A ∩ N 6= 1 and thus G = NA by 2.22. So
[V,G,G,G,G] = [V,G,A,A,A] = 0. This implies that G is nilpotent, a
contradiction. Thus A0 is a special root subgroup of A by [34, I (2.4)].
Since [V,A0, A] = 0, we get [V,A0, A0] = 0. Thus A0 acts quadratically
on V .
(c) Since H normalises A, H normalises both CV (A) and [V,A] and thus H
normalises CA([V,A]) and CA([V,A]) and also the intersection of these two
groups which is A0.

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Definition 3.4. The group G0 := 〈A0, B0〉 with B0 = {1} ∪ {b(a)|a ∈ A
∗
0} is
called the quadratic kernel of G.
As a consequence of 3.3 and [35, Theorem 1.1] we get
Corollaray 3.5. Suppose that G0 6= 1. Then we have
(a) G0 is a rank one group with unipotent subgroups A0 and B0.
(b) There is a ring R and a special quadratic Jordan division algebra J ⊆ R
such that G0/CG0(V )
∼= SL2(J,R).
CHAPTER 4
Examples for cubic modules
4.1. Pseudoquadratic spaces
Let (K,K0, ∗) be an involutory set, V a K-vector space and π : V → K/K0 an
anisotropic pseudoquadratic form with associated skew-hermitian form f . Define
V = K ⊕ V ⊕K and π : V → K/K0 by
π(r, x, s) = s∗r + π(x) +K0.
Then π is a pseudo-quadratic form with associated skew-hermitian form g given by
g((r, x, s), (t, y, u)) = r∗u− s∗t+ f(x, y)
for x, y ∈ V and r, s, t, u ∈ K. We have π(r, x, 0) ∈ K0 iff x = 0 and π(r, x, 1) = 0 iff
r+π(x) ∈ K0. Thus {(1, 0, 0)K}∪{(r, x, 1)K|r+π(x) ∈ K0} is the set of anisotropic
1-dimensional spaces. Therefore the Witt index of π is 1. For v ∈ V , t ∈ K with
π(v)− t ∈ K0 let α(v,t) ∈ End(V ) be defined by
(r, x, s)α(v,t) = (r − f(v, x) + t
∗s, x+ vs, s)
for x ∈ V , r, s ∈ K. Then α(v,t) ∈ GLK(V ), α(v,t)α(w,u) = α(v+w,t+u+f(v,w)) and
π((r, x, s)α(v,t)) = π((r − f(v, x) + t
∗s, x+ vs, s)) =
s∗(r − f(v, x) + t∗s) + π(v + xs) +K0 =
s∗r + s∗f(x, v)∗ + s∗t∗s+ π(v) + f(x, vs) + s∗π(x)s +K0 =
s∗r + π(v) + s∗(t∗ + t− (t− π(v))s + f(x, v)s+ (f(x, v)s)∗︸ ︷︷ ︸
∈K0
+K0 = π(r, x, s).
Similarly, define β(t,v) by
(r, x, s)β(t,v) = (r, x− vr, s− f(v, x)− t
∗r).
Then again π((r, x, v)β(t,v)) = π(r, x, v). Set A = {α(v,t)|π(v) − t ∈ K0}, B =
{β(v,t)|π(v) − t ∈ K0} and G := SU(V, π) := 〈A,B〉. Then G is an abstract rank
one group and V is a cubic module for G. (This can be seen either by a direct
computation or by the fact that this example lives inside the Moufang quadrangle
QP(K,K0, ∗, V , π), see section 4.6.) It is [V,A] = {(r, v, 0)|r ∈ K, v ∈ V } and
CV (A) = {(r, v, 0)|r ∈ K, v ∈ rad(f)}, where rad(f) := {v ∈ V |f(v, w) = 0 ∀w ∈
V }. Therefore
A0 = CA([V,A]) = {α(v,t)|v ∈ rad(f)} = Z(A).
Now let V ′ = {(r, x, s)|r, s ∈ K,x ∈ rad(f)} and V ′′ = {(0, x, 0)|x ∈ rad(f)}.
Then G0 acts on V
′/V ′′ ∼= K2, and it can be easily seen that G0/CG0(V
′/V ′′) ∼=
SL2(J,K) for J = K0 + {π(x)|x ∈ rad(f)}.
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4.2. Adjoint action
Suppose that G = 〈A,B〉 is a rank one group and that V is a quadratic module
for G. If F is a subring of EndG(V ), then G acts on EndF (V ) by conjugation. We
claim that this action is cubic. For ϕ ∈ EndF (V ), a ∈ A and v ∈ [V,A] we have
v(−ϕ+ a−1ϕa) = −vϕ+ vϕa = [vϕ, a] ∈ [V,A],
so [EndF (V ), A] ⊆ {ϕ ∈ EndF (V )|[V,A]ϕ ⊆ [V,A]}. For ϕ ∈ [EndF (V ), A], v ∈ V
we get
v(−ϕ+ a−1ϕa) = −vϕ+ vϕa+ [v, a−1]ϕa = [vϕ, a] + [v, a−1]ϕ ∈ [V,A].
If v ∈ [V,A], then v(−ϕ + a−1ϕa) = 0. So we get [EndF (V ), A,A] ⊆ {ϕ ∈
EndF (V )|V ϕ ⊆ [V,A], [V,A]ϕ = 0}. With the formula above we obtain that
[EndF (V ), A,A,A] = 0.
By 1.5 G ∼= SL2(J,R) for a quadratic Jordan division algebra inside a ring R,
so either G is perfect or G ∼= SL2(p) and V ∼= F
2
p for p ∈ {2, 3}. So one sees that
[EndF (V ), G,G,G] 6= 0. If G = SL2(J,R) with R = 〈J〉, V = R
2 and A the group
of lower unipotent triangle matrices with entries in J , then CA([EndF (V ), A]) = A
iff R is commutative and charR = 2 and CA([EndF (V ), A]) = 1 in all other cases.
In all cases A0 = 1.
4.3. The Tits-Kantor-Koecher module
Let J be a quadratic Jordan division algebra over a field K. For x, y ∈ J
let D(x, y) = (Vx,y,−Vy,x) ∈ EndK(J)
2 and let D be the subspace of EndK(J)
2
generated by {D(x, y)|x, y ∈ J}. Note that if (δ1, δ2) ∈ D, then also (δ2, δ1) ∈ D, so
.¯ : D → D : (δ1, δ2) 7→ (δ2, δ1) is a well-defined involution of D. Set K = J ⊕D⊕ J .
Let [., .] : K × K → K be bilinear and anti-symmetric, such that for x, y ∈ J and
(δ1, δ2) ∈ D we have
[(x, 0, 0, 0), (0, 0, 0, y)] = (0, Vx,y,−Vy,x, 0),
[(0, δ1, δ2, 0), (x, 0, 0, 0)] = (xδ1, 0, 0, 0),
[(0, δ1, δ2, 0), (0, 0, 0, y)] = (0, 0, 0, yδ2)
and [., .] is zero in all other cases. Then (K, [., .]) is a {−1, 0, 1}-graded Lie algebra
(see [21, Section VIII.5]). For a ∈ J let αa ∈ EndK(K) defined by
(x, δ1, δ2, y)αa = (x+ aδ1 + yQa, δ1 + Va,y, δ2 − Vy,a, y)
for x, y ∈ J and (δ1, δ2) ∈ D. Then a straightforward but tedious computation
shows that αa is a Lie automorphism of K. If charK 6= 2, then we have αa =
exp(ad(a, 0, 0, 0)) = id + ad(a, 0, 0, 0) + 12 (ad(a, 0, 0, 0))
2, where ad : K → End(K) :
x 7→ [x, .]. One easily computes αaαb = αa+b, hence A := {αa|a ∈ J} is a subgroup
of GLK(K) isomorphic to (J,+). Let τ ∈ EndK(K) be defined as
(x, δ, y)τ = (y, δ¯, x)
for x, y ∈ J and δ ∈ D. Again, τ is a Lie automorphism of K. For b ∈ J we set
βb = α
τ
b and let B := A
τ . Then we have
(x, δ1, δ2, y)βb = (y, δ2, δ1, x)αbτ = (y + bδ2 + xQb, δ2 + Vb,x, δ1 − Vx,b, x)τ =
(x, δ1 − Vx,b, δ2 + Vb,x, y + bδ2 + xQb).
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Set L∞ := {(x, 0, 0, 0)|x ∈ J} ≤ K,M∞ := {a ∈ K|[L∞, a] ⊆ L∞} = {(x,∆, 0)|x ∈
J,∆ ∈ D}, L0 := {(0, 0, 0, y)|y ∈ J} ≤ K and La = L0αa for a ∈ J . Then for
a ∈ J# we have by 2.40
La = {(xQa, Va,x,−Vx,a, x)|x ∈ J} = {(y, Va,yQ−1a ,−VyQ−1a ,a, yQ
−1
a )|y ∈ J} =
{(y, Vy,a−1 ,−Va−1,y, yQ−a−1)|y ∈ J} =
{(y,−Vy,−a−1, V−a−1,y, yQ−a−1)|y ∈ J} = L∞β−a−1
Moreover, for a ∈ J# we have again by 2.40
Laτ = {(xQa, Va,x,−Vx,a, x)τ |x ∈ J} = {(x,−Vx,a, Va,x, xQa)|a ∈ J} =
{xQ−1a ,−VxQ−1a ,a, Va,xQa−1 , x)|x ∈ J} = {(xQ−a−1 , V−a−1,x,−Vx,−a−1 , x)|x ∈ J}
= L−a−1 .
Set G = 〈A, τ〉, Ω := {L∞} ∪ {La|a ∈ J} = {L0} ∪ {L∞βa|a ∈ J}, Z = CG(Ω),
G¯ := G/Z and A¯ := AZ/Z. Then (Ω, (A¯g)g∈G¯) is a Moufang set isomorphic to
M(J). Moreover, [Z,A] fixes all elements in Ω and centralises L∞, M∞/L∞ and
K/M∞. Since L0 is a [Z,A]-invariant complement for M∞ in K, we get that [Z,A]
also centralises L0. Therefore ZA centralises K = L0 + L∞ + [L0, L∞]. Therefore
[Z,A] = 1, and by the same argument we get [Z,B] = 1. Thus Z = Z(G) and G is
a rank one subgroup with unipotent subgroups A and B acting cubically on K.
4.4. Quadratic pairs without commuting root groups
As Timmesfeld noted in [36], every quadratic pair without commuting root sub-
groups gives rise to a cubic module. Recall from the introduction that a quadratic
pair consists of finite-dimensional K-vector spaceM with K a field of characteristic
not 2, and a group G generated by a set Q ≤ GLK(M)
∗ consisting of quadratic
elements, hence [M,σ] ≤ CM (σ) for all σ ∈ Q. We demand moreover that for
λ ∈ K and σ ∈ Q also the element λ ◦ σ := id + λ(σ − id) is contained in Q.
We set d(σ) = dim[M,σ] for σ ∈ Q, d = min{d(σ)|σ ∈ Q} and Qd = {σ ∈
Q|d(σ) = d}. For σ ∈ Qd we set Eσ = {τ ∈ Q|[M,σ] = [M, τ ]} and E(σ) = 〈Eσ〉.
It was shown in the introduction of [33] that E(σ) = Eσ ∪ {id} holds. We set
Σ = {E(σ)|σ ∈ Qd}. The elements of Σ are called root groups.
Theorem 4.1. Let A,B ∈ E(Σ) be two distinct root groups. Then one of the
following cases holds
(i) A and B commute.
(ii) 〈A,B〉 is nilpotent of class 2, and [A,B] = Z(〈A,B〉) ∈ Σ.
(iii) 〈A,B〉 is a rank one group with unipotent subgroups A and B.
Proof. This follows from [33, Theorem 2], see also [34, Chapter V, Theorem
(1.5)]. 
A group G generated by a family of subgroups Σ that satisfy the conditions
above are called groups generated by abstract root groups and were examined in
[33] and [34]. To determine the possible structure of G one may, by applying [33,
Theorem 1], assume that G is quasi-simple. If Σ contains two distinct root groups
that commute, or equivalently, if the geometry associated to Σ has rank at least 2,
then the possible structure of G was determined by Timmesfeld, compare [33] and
[34]. This leaves the case that two distinct root groups always generate a rank one
group. In this case we have:
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Theorem 4.2. Suppose that the following conditions are satisfied:
(a) M = [M,G].
(b) G = 〈Σ〉, but G 6= 〈A,B〉 for all A,B ∈ Σ.
(c) For A,B ∈ Σ with A 6= B the group X = 〈A,B〉 is an abstract rank one
group with unipotent subgroups A and B.
For A ∈ Σ we set
U(A) := {ϕ ∈ G|[M,ϕ] ⊆ CM (A), [CM (A), ϕ] ⊆ [M,A] and [M,A,ϕ] = 0}.
Then for all A,B ∈ Σ distinct the group G is an abstract rank one group with
unipotent subgroups U(A) and U(B), and M is a cubic module for G.
Proof. This follows by [36, Proposition 1]. 
Note that this statement is not true for charK = 2. For example, let K be a
commutative field of characteristic 2 with |K| > 2, let L/K be a quadratic Galois
extension and consider G = PSU3(L) acting on the vector spaceM of 3×3-matrices
of trace 0 with entries in L. Furthermore, set Σ := {Z(A)|A ≤ G unipotent}. Then
G, Σ and M satisfy the hypothesis of the hypothesis, but we have U(A) = A, and
though G is a rank one group, the action of G on M is not cubic.
For the case that G can be generated by two but not by three elements of Σ
Timmesfeld proved the following result:
Theorem 4.3. Suppose that in the situation of 4.2 the group G is generated by
three distinct elements of Σ. Then one of the following cases holds:
(a) There are extension fields E ⊃ F ⊃ K such that E/F is a quadratic
extension with non-trivial Galois automorphism σ and a σ-skew-hermitian
form f : E3 ×E3 → E of Witt index 1 such that G ∼= SU(f). In this case
we have 〈A,B〉 ∼= SL2(F ) for all A,B ∈ Σ with A 6= B.
(b) There is a division algebra L containing K, an involution ∗ of L such that
L is generated by L∗ and a ∗-hermitian form f : L
3 × L3 → L of Witt
index 1 such that G ∼= SU(f). In this case we have 〈A,B〉 ∼= SL2(K∗,K)
for all A,B ∈ Σ with A 6= B.
Now let G = G(K) be a universal algebraic group of type 3D4,1,
6D4,1,
2E356,1
or E667,1 defined over a field K with charK 6= 2 and let K¯ be the algebraic closure
of K, Then G(K¯) has an irreducible module M such that GK¯ is generated by
quadratic elements (see for example [28]). Examining the Tits diagram we see that
also G ≤ G(K¯) is generated by quadratic elements. Thus M satisfies Hypothesis
(H) and is therefore a cubic module for G.
4.5. Quadratic spaces
We present an example with abelian root groups such that A0 6= 1 is possible.
Let K be a commutative field and let (L0, q) be an anisotropic quadratic space
over K with associated symmetric bilinear form f . Set L0 = L0/Def(q). Here,
Def(q) = L⊥0 = {v ∈ L0|f(v, w) = 0 for all w ∈ L0}. For v ∈ L0, v denotes the
image of v in L0. Set V = K ⊕L0 ⊕K. For all v ∈ L0 we define αv, βv ∈ GLK(V )
by
(x,w, y)αv = (x,w + vx, y + f(w, v) + xq(v))
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and
(x,w, y)βv = (x+ f(w, v) + q(v)y, w + vy, y).
Then αvαw = αv+w and βvβw = βv+w for all v, w ∈ L0. Thus A := {αv|v ∈ L0}
and B := {βv|v ∈ L0} are groups isomorphic to L0. If Def(q) = 0 (which is always
case if charK 6= 2), then Q : V → K : Q(x,w, y) = xy − q(w) is a well-defined
quadratic form of Witt index 1.
Suppose Def(q) 6= 0. Then we may assume that there is an element e ∈ Def(q)
with q(e) = 1 (if not, we replace q by q(e)−1q for some e ∈ L#0 ). Set K0 :=
q(Def(q)). Then (K,K0, id) is an involutory set. If we define Q : V → K/K0
by Q(x,w, y) = xy + q(w) + K0 (here w is a preimage of w in L0), then Q is a
well-defined pseudo-quadratic form.
In both cases, Q has Witt index 1 and the two groups A and B are contained
in O(Q) := {ϕ ∈ GL(V,K)|Q(zϕ) = Q(z) for all z ∈ V }. If X = {(0, 0, 1)K} ∪
{(1, w, q(w))K|w ∈ L0}, then X is the set of isotropic 1- dimensional subspaces of
V . We write ∞ for (1, 0, 0)K and v for (q(v), v, 1)K. One can see that A is the
centraliser in O(Q) of ∞, V/∞⊥ and ∞⊥/∞. Similarly, B is the centraliser of 0,
V/0⊥ and 0⊥/0.
Moreover, since αv maps w to w + v, A acts regularly on X \ {∞}. Similarly,
B acts regularly on X \ {0}. Thus G = 〈A,B〉 is a rank one group with unipotent
subgroups A and B. Since [V,A] ≤ ∞⊥, [∞⊥, A] ≤ ∞ and [∞, A] = 0, V is a
quadratic or cubic module for G. It is quadratic iff V = Def(q). One can easily see
that A0 = {αv|v ∈ Def(q)}, so A0 6= 1 is only possible if charK = 2.
4.6. Connection to Moufang Quadrangles
Let Ω be a Moufang quadrangle and Σ = (xi)i∈Z/8Z an ordered apartment in
Ω. For i ∈ Z/8Z let Ui the root group belonging to the root (xi, . . . , xi+4), i.e. the
subgroup of AutΩ that stablises every vertex adjacent to xi+1, xi+2 or xi+3, and
let Vi be the pointwise stabiliser of the 2-neighbourhood of xi+2. Then Vi ≤ Ui,
and by [37, (21.3)] we have for i ∈ Z/8Z
(a) Vi ≤ Z(Ui).
(b) [Ui, Ui+k] ≤ Ui+1 . . . Ui+k−1 for 1 ≤ k ≤ 3.
Now let Wi := Ui+1Ui+2Ui+3 and Mi := Wi/[Wi,Wi]. Let U¯j be the image of Uj
in Mi for j ∈ {i+ 1, i+ 2, i+ 3}. Then we have Mi = U¯i+1 ⊕ U¯i+2 ⊕ U¯i+3 and (b)
implies [U¯i+3, Ui] ≤ U¯i+2U¯i+2, [U¯ i+ 2, Ui] ≤ U¯i+1 and [U¯i+1, U¯i] = {1}. Thus Mi
is a quadratic or cubic module for Gi. One sees immediately that Mi is quadratic
if Vi = Ui. Therefore we only have to regard reduced and wide quadrangles.
• Reduced quadrangles:
We may assume that Ui = Vi for i odd and Ui 6= Vi for i even. By [37,
(21.3)] Ui is abelian for all i, so M0 = U1 × U2 × U3. By [37, (21.8)
and (21.9)] either Γ ∼= QI(K,K0, σ) for an involutory set (K,K0, σ) with
〈K0〉 = K or Γ ∼= QQ(K,L0, q) for an anistropic quadratic space (K,L0, q).
For the definition of QI(K,K0, σ) and QQ(K,L0, q) compare [37, (16.2)
and (16.3)].
(a) If Γ ∼= QI(K,K0, σ), then by [37, (16.2)] we have U0 ∼= U2 ∼=
U4 ∼= (K,+) and U1 ∼= U3 ∼= (K0,+). Thus G0 ∼= PSL2(K) and
M0 ∼= K0 ⊕K ⊕K0, and the action of U4 = {α(a)|a ∈ K} is given
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by
(s, b, t)α(a) = (s, b− sa, t− aσsa− aσb− bσa)
for a, b ∈ K and s, t ∈ K0. By [37, (32.9)] we have
(r, b, s)µ = (s,−bσ, r)
for µ = µ(α(1)). Since G0 = 〈A4, µ〉, this determines the action of
G0 on M0. The module M0 can also described as follows. Set
H :=
{(
r b
bσ s
)
|r, s ∈ K0, b ∈ K
}
.
Then G0 = SL2(K) acts on H by x
y := (yσ)txy for x ∈ H and
y ∈ G0 and H and M0 are isomorphic as G0-modules.
(b) If Γ ∼= QQ(K,L0, q) for an anisotropic quadratic space (K,L0, q)
with bilinear form f , then by [37, (16.3)] we have U0 ∼= U2 ∼= U4 ∼=
(L0,+) and U1 ∼= U3 ∼= (K,+). We may assume that there is an
element e ∈ L∗0 with q(e) = 1 (otherwise, replace q by qˆ =
1
q(e)q for
an arbitrary e ∈ L∗0). Thus G0
∼= PSL2(L0, C(q, e)) with C(q, e) the
Clifford algebra of q with basepoint e and M0 ∼= K ⊕ L0 ⊕K, and
the action of U4 = {α(a)|a ∈ L0} is given by
(s, b, t)α(a) = (s, b− as, t− f(a, b)− sq(a))
for a, b ∈ L0 and s, t ∈ K. If µ = µ(α(e)), then by [37, (32.7)] we
have
(s, b, t)µ = (t, b− q(a)−1f(a, b)b, s)
for a, b ∈ L0 and s, t ∈ K. Therefore the action of G0 on M0 is
determined.
The module can be described as follows. Let σ : L0 → L0 : a 7→
f(a, e)e− a and set
H :=
{(
r b
bσ s
)
|b ∈ L0, r, s ∈ K
}
⊆Mat2(C(q, e)).
Then G0 = SL2(L0, C(q, e)) acts on H by x
y = (yσ)txy for x ∈
H and y ∈ G0, and H and M0 are isomorphic G0-modules. This
example is isomorphic to the one in 4.5.
• Wide quadrangles:
By [37, (21.6)] every wide Moufang quadrangle is an extension of a reduced
Moufang quadrangle in the sense of [37, (21.5)].
(a) If Γ is an extension of QI(K,K0, σ) for an involutory set (K,K0, σ)
with σ 6= 1 and K = 〈K0〉, then by [37, (21.11)] there is a K-vector
space L0 and an anisotropic pseudoquadratic form q : L0 → K/K0
relative to (K,K0, σ) with skew-hermitian form f such that Γ ∼=
QP(K,K0, σ, L0, q) (see [37, 16.5] for the definition of this polygon).
We have U2 ∼= U4 ∼= K and
U1 ∼= U3 ∼= U5 ∼= T := {(a, t) ∈ L0 ×K|q(a)− t ∈ K0}
with
(a, t) · (b, u) = (a+ b, t+ u+ f(b, a)
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for a, b ∈ L0 and t, u ∈ K. By the commutator formulas given in [37,
(16.5)] we have [W0,W0] = U2 and [W1,W1] = [U3, U3] ∼= u3({(0, a+
aσ)|a ∈ K}) with u3 : T → U3 an isomorphism. Thus M0 is a
quadratic module forG0 butM1 is a cubic module forG1. Moreover,
one has that CG1(M1) is the image of u3({(a, t)|a ∈ L
⊥
0 , q(a) −
t ∈ K0}) in M1. The action of U1 and µ = µ((0, 1)) is given by
[37, (16.5) and (32.9)] One easily sees that (G1,M1/CG1(M1)) is
isomorphic to (G, V ) in 4.1.
(b) If Γ is an extension of QQ(K,L0, q), then one of the following holds:
(i) There is a multiplication on L0 such that either L0 is a separa-
ble quadratic extension of K or a quaternion division algebra
with centre K. In both cases q is the norm of L0 over K. In
this case Γ ∼= QP(L0,K, σ,M0, π) for an anisotropic pseuso-
quadratic space (L0,K, σ,M0, π), where σ is the generator of
Gal(L0|K) in the first case and the standard involution of L0
in the second case. Here we get a cubic module which is a
pseudo-quadratic space over (L0,K, σ) and already appears
in 4.1.
(ii) (L0,K, q) is of type E6,E7,E8 or F4 and there is an element
1 ∈ L0 with q(1) = 1, a K-vector space X and maps · :
X × L0 → X,h : X × X → L0 and θ : X × L0 → L0 such
that Ξ = (K,L0, q, 1, X, ·, h, θ) is a quadrangular algebra and
Γ ∼= ΩΞ as defined in 2.51. Hence U2 ∼= (L0,+) ∼= U4 and
U1, U3 and U5 are isomorphic to the group S = X ×K with
(a, s) · (b, t) = (a + b, s + t + g(b, a)) for a, b ∈ X, s, t ∈ K.
The commutator relations show that we may identifyM0 with
L0 ⊕X ⊕ L0. For i = 1, 5 let xi : S → Ui be an isomorphism.
Then for u, v ∈ L0, a, x ∈ X and t ∈ K we have
(u, x, v)x1(a, t) = (u+ θ(v, a) + h(x, a) + tv, x+ a · v, v)
and
(u, x, v)x5(a, t) = (u, x+ a · u, v + θ(u, a) + h(x, a) + tu).
If (K,L0, q) is of type E8, then G is an algebraic group of type
E667,1 and M0 is its 56-dimensional standard module. Thus if
charK 6= 2, then this example already appears in 4.4.
4.7. Suzuki and Ree groups
If G is a Suzuki group or a Ree group, then there is no cubic module for G. In
case of the Suzuki groups, this follows by the fact that every Suzuki group contains
a Frobenius group of order 20 which has only one non-trivial irreducible module in
characteristic 2 which is not cubic. If G is a Ree group, then there is an element
g ∈ A with o(g) = 9. So the minimal polynom of g can not be (X − 1)3 and g
cannot act cubically.

CHAPTER 5
On the structure of a cubic module
We continue to assume that G = 〈A,B〉 acts cubically on a ZG-module V . We
start with an easy but crucial observation.
Lemma 5.1. The map V ×A×A→ V : (v, a, b) 7→ [v, a, b] is additive in every
component. Moreover, for a ∈ A we have [v, a, b] = 0 = [v, b, a] for all b ∈ A if and
only if a ∈ A0.
Proof. Let a, b, c ∈ A and v ∈ V . Then we have
0 = [v, a, b, c] = v(a− 1)(b− 1)(c− 1) =
v(abc− ab− ac− bc+ a+ b+ c− 1) =
v(abc− bc− a+ 1)− v(ab − b− a+ 1)− v(ac− c− a+ 1) =
[v, a, bc]− [v, a, b]− [v, a, c],
hence [v, a, bc] = [v, a, b] + [v, a, c]. Similarly,
0 = [v, a, b, c] = v(abc− ab− ac− bc+ a+ b+ c− 1) =
v(abc− ab− c+ 1)− v(ac− c− a+ 1) + v(bc− c− b+ 1) =
[v, ab, c]− [v, a, c]− [v, b, c],
hence [v, ab, c] = [v, a, c] + [v, b, c]. It is clear that this map is additive in the first
component. For a ∈ A we have [v, a, b] = 0 for all b ∈ A iff a ∈ CA(V/CV (A)) and
[v, b, a] = 0 for all b ∈ A iff a ∈ CA([V,A]). Thus the last claim follows. 
In [35] it was shown that for a quadratic module one may assume that CV (G) =
0 and [V,G] = 0. We will now explain why this is also true for cubic modules.
Lemma 5.2. (a) Set W = [V,G,G,G]. Then W is a cubic or quadratic
module for G with [W,G] =W .
(b) Suppose that [V,G] = V . Set Z0 = 0, let Zi+1 be the preimage of CV/Zi (G)
in V . Then V/Z3 is a cubic or quadratic module for G with CV/Z (G) = 0.
Proof. (a) By definition W 6= 0. Set X = V/[W,G] and N := CG(X).
Then G/N is nilpotent. Thus G = NA by 2.22(c), and we get 0 =
[X,A,A,A] = [X,G,G,G] = [V,G,G,G]/[W,G] = W/[W,G]. Thus the
claim follows.
(b) Since [V,G] = V , we have V 6= Zn for all n. Set M := CG(Z4). Then
again, we get G = MA and 0 = [Z4, A,A,A] = [Z4, G,G,G]. Thus
[Z4, G,G] ≤ CV (G) = Z1, [Z4, G] ≤ CV/[Z4,G,G](G) ≤ CV/Z1 (G) = Z2 and
so Z4 = Z3. Therefore CV/Z3 (G) = 0 and the claim follows.

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As a corollary we get
Corollaray 5.3. Suppose that G is a rank one group acting cubically on a
module V . Then there are G-submodules V1 < V2 ≤ V such that W := V2/V1 is a
cubic or quadratic G-module with [W,G] = G and CW (G) = 0.
Lemma 5.4. Let G = 〈A,B〉 a rank one group acting cubically on V . Let
v ∈ CV (B) and a ∈ A
∗. Then we have
vµ(a) = v + [v, a] + [v, a,b(a)−1].
Proof. We have
vµ(a) = vb(a−1)ab(a)−1 = vab(a)−1 =
(v + [v, a])b(a)−1 = v + [v, a] + [v, a,b(a)−1].

Definition 5.5. LetX be a group acting on a module V . We define Z2(V,X) :=
{v ∈ V |[v, x, y] = 0 ∀x, y ∈ X}.
By definition Z2(V,X)/CV (X) = CV/CV (X)(X) and [V,X,X,X ] = 0 iff [V,X ] ≤
Z2(V,X).
Lemma 5.6. Let V be a cubic module for a rank one group G with CV (G) = 0.
Set W := (CV (A) ∩ Z2(V,B)) + (CV (B) ∩ Z2(V,A)).
(a) W is a G-submodule of V .
(b) If W 6= 0, then G operates quadratically on W .
Proof. Set W0 := CV (A) ∩Z2(V,B) and W1 = CV (B) ∩Z2(V,A). Note that
W0∩W1 ≤ CV (〈A,B〉) = CV (G) = 0. Let v ∈W1 and a ∈ A
∗. Then [v, a] ∈ CV (A)
because v ∈ Z2(V,A), [v, a,b(a)
−1] ∈ [V,B] ⊆ Z2(V,B), v ∈ CV (B) ⊆ Z2(V,B)
and vµ(a) ∈W1µ(a) =W0 ⊆ Z2(V,B). Thus with 5.4 we have
[v, a] = vµ(a) − v − [v, a,b(a)−1] ∈ CV (A) ∩ Z2(V,B) =W0.
Therefore we have [W1, A] ≤ W0. Now G = 〈A, µ〉, [W0, A] = 0, W0µa = W1 and
W1µa = W0, thus W is G-invariant. Furthermore, we have [W,A] = [W0, A] +
[W1, A] ≤W0 = CW (A), therefore W is a quadratic module for G if W 6= 0. 
If G is a rank one group with unipotent subgroups A and B which acts quadrat-
ically on a module V , then [V,G] = V and CV (G) = 0 implies V = [V,A]⊕ [V,B] =
CV (A)⊕CV (B) (see [35, 2.1(8)]). In the cubic case, there is a similar decomposition
of V .
Definition 5.7. Let V be a cubic module for a rank one group G.
(a) We say that V is in standard form if [V,G] = V and CV (G) = 0.
(b) V is called squarefree if there is no non-trivial submodule W of G such
that G acts quadratically on W or on V/W .
Proposition 5.8. Suppose that V is a squarefree cubic module in standard
form for a rank one group G. Then we have V = CV (A)⊕ (Z2(V,A)∩Z2(V,B))⊕
CV (B).
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Proof. As in 5.6, set W := (CV (A) ∩ Z2(V,B)) + (CV (B) ∩ Z2(V,A)). Since
V is squarefree, there is no quadratic G-submodule of V , hence W = 0. Now we
set V0 = CV (A)+ (Z2(V,A)∩Z2(V,B))+CV (B). We show that this sum is direct.
Let v1 ∈ CV (A), v2 ∈ Z2(V,A) ∩ Z2(V,B), v3 ∈ CV (B) such that v1 + v2 + v3 = 0.
Then for all a ∈ A we have
0 = [v1 + v2 + v3, a] = [v1, a] + [v2, a] + [v3, a] = [v2, a] + [v3, a],
hence [v3, a] = −[v2, a] ∈ CV (A) and so v3 ∈ Z2(V,A) ∩CV (B) = 0. Thus [v2, a] =
−[v3, a] = 0 and so v2 ∈ CV (A) ∩ Z2(V,B) = 0. It follows v1 = 0 and so we get
V0 = CV (A)⊕ (Z2(V,A) ∩ Z2(V,B)) ⊕ CV (B).
Let v ∈ CV (B) and a ∈ A
∗. Then we have vµ(a) ∈ CV (A) and [v, a,b(a)
−1] ∈
[V,B] ≤ Z2(V,B), therefore vµ(a)− [v, a] = v+[v, a,b(a)
−1] ∈ Z2(V,A)∩Z2(V,B)
by 5.4 and thus [v, a] = vµ(a)− v− [v, a,b(a)−1] ∈ CV (A) + (Z2(V,A)∩Z2(V,B)).
Since [Z2(V,A), A] ≤ CV (A), we get [V0, A] ≤ V0 and so V0 is A-invariant. By the
same argument, [V0, B] ≤ V0 and hence G = 〈A,B〉 stabilises V0.
Now we show that V = V0. Set V = V/V0. Since [V,A,A] ≤ CV (A), we have
[V ,A,A] = 0. Moreover, because [V,G] = V , we also have [V ,G] = V . Thus V is
a quadratic module for G, therefore V = V0 since V is squarefree. 
From now on, we will always assume that V is in standard form. This is not
an essential restriction since by 5.2 every cubic module V gives rise to a cubic
module W in standard form or to a quadratic module and since we already know
the quadratic rank one groups.
If X is an abelian group, we say charX = 0 if X is torsion-free and charX = p if
X has exponent p ∈ P.
Lemma 5.9. Let V be a squarefree cubic module in standard form.
(a) Either V is an elementary-abelian p-group for a prime p or V is torsion-
free and uniquely divisible. Thus charV = 0 or charV = p ∈ P.
(b) If A0 6= 1, then charV = charA/A0 = charA0. If charV = 0, then A0 is
uniquely divisible.
Proof. Since [V,G] = V , we have [V/W,G] = V/W for every G-submodule
W of V . This implies that either V =W or V/W is a cubic module for G. Suppose
there is a prime p such that pV 6= V . Then X := V/pV is a cubic module for G.
Thus CA(X) = 1 by 3.2.
The commutator map induces biadditive maps from A×X/[X,A] to X/CX(A)
and from A× [X,A] to CX(A). Let A1 be the intersection of these kernels. Since we
also have a biadditive map from A1×X to CX(A), it follows that A/A1 and A1 have
both exponent p and so A has exponent at most p2. Especially, this means that if
pV 6= V , then V = qV for all primes q 6= p. Since V has no quadratic quotient,
by 5.8 one sees that CX(A) = (CV (A) + pV )/pV, CX(B) = (CV (B) + pV )/pV and
Z2(X,A)∩Z2(X,B) = ((Z2(V,A)∩Z2(V,B)) + pV )/pV . It follows that A1 = A0,
and so A/A0 is elementary-abelian. Now the map CV (B)×A/A0×A/A0 : (v, a, b) 7→
[v, a, b] is triadditive and non-degenerate. This shows that CV (B) and hence also
CV (A) has exponent p. Moreover, the map (Z2(V,A)∩Z2(V,B))×A/A0 → CV (A) :
(v,A0a) 7→ [v, a] is biadditive and non-degenerate, thus Z2(V,A) ∩ Z2(V,B) and
hence V has exponent p.
Suppose that V = pV for all primes p. For a prime p set Vp := {v ∈ V |pv = 0}.
Suppose that Vp 6= 0 and set N := CG(Vp). If N ≤ Z(G), then Vp is a cubic
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or quadratic module for G. Again by a commutator argument one sees that A
has exponent at most p2. But this implies p2V = 0, a contradiction. So we have
G = NA. But then we have 0 6= CVp(A) = CVp(G) ≤ CV (G) = 0, a contradiction.
Hence Vp = 0 for all primes p and so V is torsion-free and uniquely divisible. By
applying the commutator maps, one sees that A0 and A/A0 are also torsion-free.
Since A0 is the root group of a special rank 1 group, A0 is also uniquely divisible
by [34, I.(5.2)]. 
We will later see that if charV = 0, then also A/A0 is uniquely divisible (see
9.5).
If the quadratic kernel is non-trivial, we have further information about the struc-
ture of V .
Proposition 5.10. Suppose that V is squarefree and in standard form. If
1 6= A0, then the following hold.
(a) CV (A) = [V,A0] = [V, a] for all a ∈ A
∗
0.
(b) [V,A] = CV (a) for all a ∈ A
∗
0.
(c) V = CV (A)⊕ CV (G0)⊕ CV (B).
(d) Z2(V,A) ∩ Z2(V,B) = [V,A] ∩ [V,B] = CV (G0).
(e) Z2(V,A) = [V,A] = CV (A)⊕ CV (G0).
Proof. (a) Let a ∈ A∗0 and set W := [V, a] + [V,B]. Since [V,B] ≤
Z2(V,B) and [V, a] ≤ CV (A), this sum is direct. Now both B and 〈a〉
stabilise W and act trivially on V/W . Since G = 〈a,B〉 and [V,G] = V ,
we get V = W . Hence if v ∈ CV (A), then there are v1 ∈ [V, a] ≤ CV (A)
and v2 ∈ [V,B] with v = v1+ v2, thus v2 = v− v1 ∈ CV (A)∩Z2(V,B) = 0
and so [V, a] = CV (A). Since [V, a] ≤ [V,A0] ≤ CV (A), the other equation
follows.
(b) If a ∈ A∗0, then by definition [V,A] ≤ CV (a). Suppose there is a v ∈
CV (a) \ [V,A]. Now the proof of (a) implies
V = [V,B]⊕ CV (A) = ([V,B]⊕ CV (A))µ(a) =
[V,B]µ(a)⊕ CV (A)µ(a) = [V,A]⊕ CV (B).
Thus we get W := CV (B) ∩ CV (a) 6= 0. But then G = 〈B, a〉 ≤ CG(W ),
a contradiction.
(c) Set V0 = [V,A0] + [V,B0]. Then V0 = [V,G0] and [V,A0] ∩ [V,B0] ≤
CV (A) ∩ CV (B) = CV (G) = 0. If charV 6= 2, then by [35, 4.2(a)] we
get V = CV (G0) ⊕ V0. If charV = 2 and a ∈ A
∗
0 and b = b(a), then
〈a, b〉 ∼= S3 by 2.24, so t := ab has order 3. If v ∈ CV (t), then v + [v, a] =
va = vt−1a = vba2 = vb = v + [v, b] and thus
[v, a] = [v, b] ∈ [V,A0] ∩ [V,B0] = 0.
Thus CV (t) = CV (a) ∩ CV (b) = CV (G0) by (a). If v ∈ CV (G0) ∩ V0 =
([V, a]⊕ [V, b])∩CV (G0), then there are v1, v2 ∈ V with v = [v1, a]+ [v2, b].
Hence we have [v2, b] = v− [v1, a] ∈ CV (G0)+[V, a] ≤ CV (a), thus [v2, b] ∈
CV (a) ∩ [V, b] = [V,A] ∩ CV (B) = 0. By the same argument, we get
[v1, a] = 0 and thus v = 0, so CV (G0)∩V0 = 0. Since [V, t] ≤ [V,G0] = V0,
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CV (t) = CV (G0) and V = [V, t]⊕ CV (t), we again get V = V0 ⊕ CV (G0).
Thus in all cases we have
V = CV (G0)⊕ V0 = CV (G0)⊕ [V,A0]⊕ [V,B0] = CV (A) ⊕ CV (G0)⊕ CV (B).
(d) Since G0 = 〈A0, B0〉, we get CV (G0) = CV (A0)∩CV (B0) = [V,A]∩ [V,B].
The equation Z2(V,A) ∩ Z2(V,B) = CV (G0) follows by 5.8 and (c).
(e) Since CV (A) + CV (G0) ≤ Z2(V,A) and V = CV (B) ⊕ Z2(V,A), we get
CV (A) +CV (G0) = [V,A] = Z2(V,A) by (a) and (b). Moreover, CV (A) ∩
CV (G0) ≤ CV (G) = 0, so the claim follows.

Corollaray 5.11. Suppose that V is squarefree and in standard form and
a ∈ A∗0.
(a) µ(a)2 inverts every element in CV (A)⊕ CV (B) and centralises CV (G0)
(b) µ(a)2 ∈ Z(H).
Proof. (a) Since CV (A) ⊕ CV (B) is a quadratic module for G0, this is
[35, 3.2].
(b) This follows from the fact that the decomposition in 5.10 is H-invariant.

From now on we assume that V is squarefree and in standard form. Let e ∈ A∗
be fixed. If A0 6= 1, then we assume e ∈ A
∗
0. If V has characteristic 2 and A is
not abelian, we choose e in such a way that e = a2 for an element a ∈ A∗. We
set µ := µ(e−1). For a ∈ A∗ set h(a) := µµ(a) and h(1) := 0. Let ̺ : H ∪ {0} →
End(CV (A)) : h 7→ h|CV (A). For a ∈ A we set ̺(a) = ̺(h(a)).
By [35, 3.7], we have that J := {̺(a)|a ∈ A0} is a special quadratic Jordan
division algebra in End(CV (A)). Let R be the subring of End(CV (A)) generated by
J and S the subring of End(CV (A)) generated by ̺(H). Notice that R is generated
by ̺(H0). Since ̺(µ
2) = −1 by 5.11, for all r ∈ R there are n ∈ N and elements
h1, . . . , hn ∈ H0 with r =
∑n
i=1 ̺(hi).
Lemma 5.12. Let v ∈ CV (A) and a ∈ A
∗. Then we have
(a) v̺(a)− [vµ, a] = vµ+ [vµ, a,b(a−1)] ∈ Z2(V,A) ∩ Z2(V,B).
(b) If a ∈ A∗0, then v̺(a) = [vµ, a].
(c) ̺(ab) = ̺(a) + ̺(b) for all a, b ∈ A0.
Proof. (a) We have v̺(a) = vh(a) = vµµ(a). Since vµ ∈ CV (A)µ =
CV (B), the claim follows with 5.4.
(b) If a ∈ A∗0, then v̺(a) − [vµ, a] = vh(a) − [vµ, a] ∈ CV (A) ∩ Z2(V,B) = 0,
since we assume that V is in standard form. For a = 1, v̺(1) = vh(1) =
0 = [vµ, 1], thus the claim holds in every case.
(c) For v ∈ CV (A), a, b ∈ A0 we have
v̺(ab) = vh(ab) = [vµ, ab] = [vµ, a] + [vµ, b] = vh(a) + vh(b) = v̺(a) + v̺(b)
and thus ̺(ab) = ̺(a) + ̺(b).

Lemma 5.13. Let a ∈ A and h ∈ H.
(a) ̺(h(a)−µ) = −̺(a−1).
(b) If a ∈ A0, then ̺(h(a)
−µ) = ̺(a).
(c) h(ah) = h−µh(a)h.
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(d) h−µh ∈ H0.
Proof. (a)-(c) is trivially true for a = 1, so we may assume that a ∈ A∗.
(a) We have
h(a)µ = µµ(a)µ = µ(a)µ = h(a−1)−1µ2.
Since ̺(µ2) = −1 by 5.11, we get
̺(h(a)−µ) = −̺(h(a−1)) = −̺(a−1).
(b) If a ∈ A∗0, then for all v ∈ CV (A) we have
−v̺(a) = −[vµ, a] = [vµ, a−1] = ̺(a−1)
by 5.12(b). Thus the claim follows with part (a).
(c) We have µ(ah) = µ(a)h = h−1µ(a)h and thus
h(ah) = µh−1µ(a)h = h−µ
−1
µµ(a)h = h−µ
−1
h(a)h.
By 5.11)(b) µ2 ∈ Z(H), so the claim follows.
(d) This follows by (c) with a = e.

Proposition 5.14. Set f : A × A → End(CV (A)) : (a, b) 7→ (v 7→ [vµ, a, b]).
Then
(a) f is biadditive.
(b) f(ah, bh) = ̺(h−µ)f(a, b)̺(h) for all a, b ∈ A and h ∈ H.
(c) f(a, bh) = f(a, b)̺(h) and f(ah, b) = ̺(h−µ)f(a, b) for all a, b ∈ A and all
h ∈ H0.
(d) CA(V/CV (A)) is the left kernel of f and CA([V,A]) is the right kernel of
f .
(e) f(a, b)− f(b, a) = ̺([a, b]) for all a, b ∈ A.
(f) If the characteristic of V is 2, then f(a, a) = ̺(a2).
Proof. (a) This follows from 5.1.
(b) For all v ∈ CV (A) we have
vf(ah, bh) = vµ(ah − 1)(bh − 1) = vµh−1(a− 1)(b− 1)h =
vh−µ
−1
µ(a− 1)(b− 1)h = vh−µf(a, b)h = v̺(h−µ)f(a, b)̺(h).
Here we have used that µ2 ∈ Z(H) by 5.11(b).
(c) We first claim that
vµ(a− 1)h(b− 1) = vf(a, b)
for all a, b ∈ A, all v ∈ CV (A) and all h ∈ H0 holds. We have vµ(a −
1) = [vµ, a] = [vµ, a] − vh(a) + vh(a). Since [vµ, a] − vh(a) ∈ Z2(V,A) ∩
Z2(V,B) ≤ CV (h), we get
vµ(a− 1)h = [vµ, a]− vh(a) + vh(a)h
and thus
vµ(a− 1)h(b− 1) = [vµ, a](b − 1) + (vh(a)h− vh(a))(b − 1) = [vµ, a, b] = vf(a, b),
since vh(a)h− vh(a) ∈ CV (A). Hence we have
vf(a, bh) = vµ(a− 1)(bh − 1) = vµ(a− 1)h−1(b− 1)h = vf(a, b)h
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and so f(a, bh) = f(a, b)̺(h). Moreover, we get using (b)
f(ah, b) = ̺(h−µ)f(a, bh
−1
))̺(h) = ̺(h−µ)f(a, b)̺(h−1)̺(h) = ̺(h−µ)f(a, b).
(d) Suppose that a ∈ A. Then f(a, b) = 0 for all b ∈ A iff [vµ, a] ∈ CV (A) for
all v ∈ CV (A). Therefore f(a, b) = 0 for all b ∈ A iff [CV (B), a] ⊆ CV (A).
Since V = Z2(V,A)⊕CV (B) and [Z2(V,A), a] ≤ CV (A) by definition, this
holds iff [V, a] ⊆ CV (A) and thus iff a ∈ CA(V/CV (A)).
Similarly, f(b, a) = 0 for all b ∈ A holds iff [CV (B), A] ⊆ CV (a). Since
V = CV (B) ⊕ Z2(V,A) and [Z2(V,A), A] ⊆ CV (A), this holds iff [V,A] ⊆
CV (a) and thus iff a ∈ CA([V,A]).
(e) Since [a, b] ∈ A′ ⊆ A0 ⊆ Z(A) and [vµ, [a, b]] ∈ [V,A0] = CV (A), we get
by 5.12(b)
vf(a, b)− vf(b, a) = vµ(a− 1)(b− 1)− vµ(b − 1)(a− 1) = vµ(ab− ba) =
vµba(a−1b−1ab− 1) = vµba([a, b]− 1) = vµ([a, b]− 1)ba =
[vµ, [a, b]]ba = [vµ, [a, b]] = v̺([a, b]).
Thus the claim follows.
(f) For all a ∈ A and all v ∈ CV (A) we have vµf(a, a) = vµ(a − 1)
2 =
vµ(a2 − 1) = [vµ, a2] = v̺(a2).

Set A = A/A0 and a := A0a for a ∈ A. By the previous proposition, we may
consider f as a biadditive map from A×A to End(CV (A)). We will use the additive
notation for A, so a+ b means ab for a, b ∈ A and 0 means the neutral element in
A.
The map f is linked to the map a 7→ ̺(a) from A to S.
Proposition 5.15. Let a, b ∈ A. Then we have
(a) f(a, b) = ̺(ab)− ̺(a)− ̺(b).
(b) f(a, a) = ̺(a) + ̺(a−1) = ̺(a)− ̺(h(a)−µ).
(c) ̺((h(ab)−µ) = ̺(h(a)−µ) + ̺(h(a)−µ)− f(b, a).
Proof. (a) For v ∈ CV (A) we have by 5.12(a)
v̺(ab)− [vµ, ab]− (v̺(a)− [vµ, a])− (v̺(b)− [vµ, b]) ∈ Z2(V,A) ∩ Z2(V,B).
Thus
v̺(ab)− v̺(a)− v̺(b)− vµ(ab− 1) + vµ(a− 1) + vµ(b− 1) =
v̺(ab)− v̺(a)− v̺(b)− vµ(ab − a− b+ 1) =
v̺(ab)− v̺(a)− v̺(b)− vf(a, b) ∈ Z2(V,A) ∩ Z2(V,B).
But we also have v̺(ab)−v̺(a)−v̺(b)−vf(a, b) ∈ CV (A). Since CV (A)∩
Z2(V,B) = 0, the claim follows.
(b) This follows by (a) and 5.13(a) with b = a−1.
(c) By (a), 5.13(a) and the biaddititivy of f we have
̺(h(ab)−µ) = −̺((ab)−1) = −̺(b−1a−1) =
−̺(b−1)− ̺(a−1)− f(b−1, a−1) = ̺(h(b)−µ) + ̺(h(a)−µ)− f(b, a).

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We immediately get
Corollaray 5.16. f(a, b) ∈ S for all a, b ∈ A.
We define
Φ : CV (A) ×A→ Z2(V,A) ∩ Z2(V,B) : (v, a) 7→ [vµ, a]− vh(a).
This is well-defined by 5.12. This important map reveals the connection between
A and Z2(V,A) ∩ Z2(V,B).
Lemma 5.17. (a) Φ is a biadditive map from CV (A) × A to Z2(V,A) ∩
Z2(V,B).
(b) Φ(vh, a) = Φ(v, ah
−µ
) for all v ∈ CV (A), a ∈ A and h ∈ H0.
(c) CA(V/CV (A)) is the right kernel of Φ.
Proof. (a) It is clear that Φ(v + w, a) = Φ(v, a) + Φ(w, a) holds for all
v, w ∈ CV (A) and all a ∈ A. If v ∈ CV (A) and a, b ∈ A, then
Φ(v, ab) = [vµ, ab]− vh(ab) = −vµ+ vµab− vh(a)− vh(b)− vf(a, b) =
−vµ+ (vµ+ [vµ, a])b− vh(a)− vh(b)− vf(a, b) =
−vµ+ vµb+ [vµ, a] + [vµ, a, b]− vh(a)− vh(b)− [vµ, a, b] =
[vµ, a]− vh(a) + [vµ, b]− vh(b) + [vµ, a, b]− [vµ, a, b] =
[vµ, a]− vh(a) + [vµ, b]− vh(b) = Φ(v, a) + Φ(v, b).
(b) For v ∈ CV (A), h ∈ H0 and a ∈ A we have Φ(vh, a) ∈ Z2(V,A) ∩
Z2(V,B) ⊆ CV (h
−µ). Thus we get by 5.11(b) and 5.13(c)
Φ(vh, a) = [vhµ, a]− vhh(a) = ([vµhµ, a]− vhh(a))h−µ =
−vµhµh−µ + vµhµah−µ − vhh(a)h−µ =
−vµ+ vµah
−µ
− vh(ah
−µ
) = [vµ, ah
−µ
]− vh(ah
−µ
) = Φ(v, ah
−µ
).
(c) Suppose a ∈ A with [vµ, a]− vh(a) = 0 for all v ∈ CV (A). Then we have
[V, a] = [[V,A]⊕ CV (B), a] ≤ CV (A) + [CV (A)µ, a] ≤ CV (A)
and thus a ∈ CA(V/CV (A)). If a ∈ CA(V/CV (A)), then
[vµ, a]− vh(a) ∈ CV (A) ∩ Z2(V,A) ∩ Z2(V,B) = CV (A) ∩ Z2(V,B) = 0.
Thus the claim follows.

The right kernel of Φ contains A0 by (c). Therefore, if A0 6= 1, we may regard
Φ as a map from CV (A)×A to Z2(V,A) ∩ Z2(V,B) = CV (G0).
Lemma 5.18. For all a, b ∈ A∗ we have f(b⋄µ, a⋄µ) = ̺(b)−1f(b, a)̺(h(a−1)−1).
Proof. By 2.21, 5.13(a) and 5.15(a) we have
̺(b ⋄ µ(a ⋄ µ)−1) = ̺(b)−1̺(ba−1)̺(h(a)µ) =
−̺(b)−1(̺(b) + ̺(a−1) + f(b, a−1))̺(a−1)−1 =
−̺(a−1)−1 − ̺(b)−1 + ̺(b)−1f(b, a)̺(a−1)−1.
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On the other hand, we have by 2.19(b), 5.11 and 5.13(a)
̺(h((a ⋄ µ)−1)) = −̺(h(a ⋄ µ)−µ) = −̺((µ2h(a)−1)−µ) = −̺(h(a)µµ−2) =
̺(h(a)µ) = −̺(a−1)−1.
Thus we get again by 2.19(b)
̺((b ⋄ µ)(a · µ)−1) = ̺(b ⋄ µ) + ̺((a ⋄ µ)−1) + f(b ⋄ µ, (a ⋄ µ)−1) =
̺(µ2h(b)−1)− ̺(a−1)−1 − f(b ⋄ µ, a ⋄ µ) = −̺(b)−1 − ̺(a−1)−1 − f(b ⋄ µ, a ⋄ µ).
Thus we get
f(b ⋄ µ, a ⋄ µ) = −̺(b)−1f(b, a)̺(a−1)−1.

Lemma 5.19. Suppose that A0 6= 1. For all a, b ∈ A we have
(a) Φ(v, a) = Φ(vh(a), a ⋄ µ).
(b) f(a, b) = ̺(a)f(a ⋄ µ, b))− f(a, b ⋄ µ)̺(b−1).
(c) Φ(v, a∼) = Φ(vh(a)−µh(a)−1, a).
(d) f(a∼, b) = ̺(h(a)−µ)̺(a)−1f(a, b).
Proof. (a) We have Φ(v, a) = [vµ, a]− vh(a) = −vµ− [vµ, a,b(a)−1] by
5.4. The element µ ∈ G0 fixes Φ(v, a) ∈ Z2(V,A) ∩ Z2(V,B) = CV (G0).
Since b(a) = (a ⋄ µ)µ
−1
by 2.18, we get
Φ(v, a) = Φ(v, a)µ = −vµ2 − [vµ, a,b(a)−1]µ =
v − [Φ(v, a),b(a)−1]µ− [vh(a),b(a)−1]µ =
v − [Φ(v, a)µ−1,b(a)−1]µ− [vh(a)µ,b(a)−µ] =
v − [Φ(v, a),b(a)−µ]− [vh(a), (a ⋄ µ)−1] =
v − vf(a, (a ⋄ µ)−1)− Φ(vh(a), (a ⋄ µ)−1)− vh(a)h((a ⋄ µ)−1) =
v(1 + f(a, a ⋄ µ) + h(a)h(a ⋄ µ)−1) + Φ(vh(a), a ⋄ µ).
Thus we get
Φ(v, a)−Φ(vh(a), a⋄µ) = v(1+f(a, a⋄µ)−h(a)h(a⋄µ)−1) ∈ CV (G0)∩CV (A) = 0.
Hence the claim follows.
(b) We have
vf(a, b) = [Φ(v, a), b] = [Φ(vh(a), a ⋄ µ), b) = vh(a)f(a ⋄ µ, b) = v̺(a)f(a, b)
for all v ∈ CV (A). Hence the first equation follows. For the second
equation we apply 5.18 and get
̺(a)−1f(a, b ⋄ µ) = f(a ⋄ µ, b ⋄ µ) = −̺(a)−1f(a, b)̺(b−1)−1
and thus f(a, b ⋄ µ) = −f(a, b)̺(b−1)−1.
(c) We have by applying (a) and 5.13(a)
Φ(v, a∼) = Φ(v, (a ⋄ µ−1)−1 ⋄ µ) = Φ(vh((a ⋄ µ−1)−1)−1, (a ⋄ µ−1)−1) =
−Φ(−vh(a ⋄ µ−1)µ, a ⋄ µ−1) = Φ(vh(a ⋄ µ−1)µ, a ⋄ µ−1).
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By 2.19(b) we have h(a ⋄ µ−1) = µ2h(a)−1. Applying (a) again and using
the fact that ̺(µ2) = −1 we get
Φ(v, a∼) = Φ(vµ2h(a)−µ, a ⋄ µ−1) = Φ(−vh(a)−µh(a ⋄ µ−1), a) =
−Φ(vh(a)−µµ2h(a)−1, a) = Φ(vh(a)−µh(a)−1, a).
(d) We have by (c)
vf(a∼, b) = [Φ(v, a∼), b] = [Φ(vh(a)−µh(a)−1, a), b] = vh(a)−µh(a)−1f(a, b).
Thus the claim follows.

Proposition 5.20. Suppose that A0 6= 1. Then for a, b ∈ A
∗ and v ∈ CV (A)
we have
(a) Φ(v, ah(b)) = Φ(vh(b)−µ, a)− Φ(vh(b)−µf(a, b)h(b)−1, b).
(b) Φ(v, a)h(b) = Φ(v, a)− Φ(vf(a, b)h(b)−1, b).
Proof. (a) By 2.20(a) we have ((a⋄µ−1)(b⋄µ−1)−1)⋄µ = (ab−1)⋄µ(b)b∼.
Thus we have by 5.19(a) and (c)
Φ(v, (ab−1) ⋄ µ(b)) = Φ(v, (((a ⋄ µ−1)(b ⋄ µ−1)−1) ⋄ µ)(b∼)−1) =
Φ(vh((a ⋄ µ−1)(b ⋄ µ−1)−1), a ⋄ µ−1(b ⋄ µ−1)−1)− Φ(vh(b)−µh(b)−1, b).
Now by 2.21 we have h((a⋄µ−1)(b⋄µ−1)−1) = h(a)−1h(ab−1)h(b)µ. Thus
we get again by 5.19(a)
Φ(v, (ab−1) ⋄ µ(b)) =
Φ(vh(b)−µh(ab−1)−1h(a), (a ⋄ µ−1)(b ⋄ µ−1)−1)− Φ(vh(b)−µh(b)−1, b) =
−Φ(vh(b)−µh(ab−1)−1, a) + Φ(vh(b)−µh(ab−1)−1h(a)h(b)−1, b)
−Φ(vh(b)−µh(b)−1, b).
If we replace a by ab and apply 5.15(a) and 5.19(a) and (b), we get
Φ(v, a ⋄ µ(b)) = −Φ(vh(b)−µh(a)−1, a)− Φ(vh(b)−µh(a)−1, b)+
Φ(vh(b)−µh(a)−1h(ab)h(b)−1, b)− Φ(vh(b)−µh(b)−1, b) =
−Φ(vh(b)−µh(a)−1, a)− Φ(vh(b)−µh(a)−1, b)+
Φ(vh(b)−µh(a)−1h(a)h(b)−1, b) + Φ(vh(b)−µh(a)−1h(b)h(b)−1, b)+
Φ(vh(b)−µh(a)−1f(a, b)h(b)−1, b)− Φ(vh(b)−µh(b)−1, b) =
−Φ(vh(b)−µh(a)−1, a) + Φ(vh(b)−µh(a)−1f(a, b)h(b)−1, b) =
−Φ(vh(b)−µ, a ⋄ µ) + Φ(vh(b)−µf(a ⋄ µ, b)h(b)−1, b).
If we finally replace a by a ⋄ µ, we get by 5.11 and 5.14(c)
Φ(v, ah(b)) = −Φ(vh(b)−µ, aµ2) + Φ(vh(b)−µf(aµ
2
, b)h(b)−1, b) =
−Φ(vh(b)−µµ2, a) + Φ(vh(b)−µµ2f(a, b)h(b)−1, b) =
Φ(vh(b)−µ, a)− Φ(vh(b)−µf(a, b)h(b)−1, b).
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(b) We have h(ah(b)) = µµ(ah(b)) = µh(b)−1µ(a)h(b) = h(b)−µ
−1
h(a)h(b) =
h(b)−µ
−1
h(a)h(b). Therefore we have by part (a) and 5.11(b)
Φ(v, a)h(b) = (vh(a)− [vµ, a])h(b) = vh(a)h(b)− vµ(a− 1)h(b) =
vh(b)µ
−1
h(ah(b))− vµh(b)(ah(b) − 1) =
vh(b)µ
−1
h(ah(b))− vh(b)µ
−1
(ah(b) − 1) =
Φ(vh(b)µ
−1
, ah(b)) = Φ(vh(b)µ, ah(b) = 5Φ(v, a)− Φ(vf(a, b)h(b)−1, b).

Corollaray 5.21. Suppose that A0 6= 1. Then for a, b, c ∈ A
∗ we have
(a) f(ah(b), c) = ̺(h(b)−µ)f(a, c)− ̺(h(b)−µ)f(a, b)̺(b)−1f(b, c).
(b) f(a, ch(b)) = f(a, c)̺(b) + f(a, b)̺(h(b)µ)f(b, c)̺(b).
Proof. (a) For all v ∈ CV (A) we have by 5.20(a)
vf(ah(b), c) = [Φ(v, ah(b)), c] = [Φ(vh(b)−µ, a)− Φ(vh(b)−µf(a, b)h(b)−1, c] =
vh(b)−µf(a, c)− vh(b)−µf(a, b)h(b)−1f(b, c).
Thus the claim follows.
(b) We have by 2.19(b) and 5.14(b)
f(a, ch(b)) = ̺(h(b)−µ)f(ah(b)
−1
, c)̺(b) = ̺(h(b)−µ)f(aµ
2h(b⋄µ), c)̺(b).
Since µ2 ∈ H0 ∩ Z(H), we can apply 5.14(c) and get
f(a, ch(b)) = ̺(h(b)−µ)f(ah(b⋄µ)µ
2
, c)̺(b) =
̺(h(b)−µ)̺(µ2)f(ah(b⋄µ), c)̺(b) = −̺(h(b)−µ)f(ah(b⋄µ), c)̺(b).
Now we can apply (a) and get
f(a, ch(b)) = −̺(h(b)−µ)̺(h(b ⋄ µ)−µ)f(a, c)̺(b)+
̺(h(b)−µ)̺(h(b ⋄ µ)−µ)f(a, b ⋄ µ)̺(h(b ⋄ µ))−1f(b ⋄ µ, c)̺(b).
By 2.19(b) we have ̺(h(b ⋄ µ)) = ̺(µ2h(b)−1) = −̺(b)−1. Thus we get
with 5.13(b) and 5.19(b)
f(a, ch(b)) = f(a, c)̺(b) + f(a, b ⋄ µ)̺(b)f(b ⋄ µ, c)̺(b) =
f(a, c)̺(b)− f(a, b)̺(b−1)−1f(b, c)̺(b) =
f(a, c)̺(b) + f(a, b)̺(h(b)µ)f(b, c)̺(b).

To ensure that A0 is big enough, we prove the following lemma.
Proposition 5.22. If A0 has order 2, then G ∼= PSU(3, 2).
Proof. The map a 7→ a2 is a quadratic map from A/A0 to A0. If A/A0 has
order greater than 4, then there is an element a ∈ A \ A0 with a
2 = 1. Thus
h(a)−µ = −h(a−1) = h(a) and so h(a)2 = h(a)h(a)−µ ∈ H0 = 1. Let z be
the non-trivial element in A0. Then ̺(az) = ̺(a) + ̺(z) = ̺(a) + 1 and thus
̺(az)2 = (1 + ̺(a))2 = 1 + ̺(a)2 = 1 + 1 = 0, a contradiction. Thus |A : A0| ≤ 4.
If |A : A0| = 2, then A ∼= Z4, so G is a Frobenius group of order 20. Since this
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group has not got a cubic module, this is a contradiction. If A/A0 has order 4, then
A ∼= Q8 and G is isomorphic to PSU(3, 2). 
Corollaray 5.23. Suppose that A0 6= 1 and A0 6= A. If G is improper, then
G ∼= PSU(3, 2).
Proof. We may assume that V is squarefree and in standard form. If G
is improper, then H ≤ Z(G). Hence 5.11 implies that charV = 2, otherwise
CV (A)+CV (B) would be aG-invariant subspace of V on whichG acts quadratically.
By 2.5 and 2.12(b) A∗ contains at most one special element. Since A0 is a special
root subgroup of A, this implies that |A0| = 2, thus the claim follows by 5.22. 
The next result might be useful for an inductive approach.
Proposition 5.24. (a) CA(v) is a root subgroup of A for all v ∈ Z2(V,A)∩
Z2(V,B).
(b) If W is a subgroup of Z2(V,A)∩Z2(V,B), then CA(V/(W +CV (A))) is a
root subgroup of A.
Proof. (a) If a ∈ CA(v) and b = b(a)
−1, then a∼− = a(b)−1 and µ(a) =
µaba∼−. We have
vµ(a) = vaba∼− = vba∼− = (v + [v, b])a∼− ∈ (Z2(V,A) ∩ Z2(V,B))µ(a) =
Z2(V,A
µ(a)) ∩ Z2(V,B
µ(a)) = Z2(V,B) ∩ Z2(V,A)
and so v+[v, b] ∈ Z2(V,A) and hence [v, b] ∈ Z2(V,A). But v ∈ Z2(V,A)∩
Z2(V,B) ≤ Z2(V,B) and so [v, b] ∈ Z2(V,A) ∩ CV (B) = 0. It follows
b ∈ CB(v). Similarly, one can show that if b ∈ CB(v), then a(b) ∈ CA(v).
Thus the claim follows.
(b) Let v ∈ CV (A), a ∈ CA(V/(CV (A) +W )) and b = b(a). Then by 5.12(a)
we have
vh(a) = [vµ, a] + vµ+ [vµ, a, b−1].
Now vh(a) − [vµ, a] ∈ Z2(V,A) ∩ Z2(V,B) ∩ (CV (A) +W ) = W . Thus
vµ− [vµ, a, b] ∈W . Now vµ− [vµ, a, b] = vµ− [[vµ, a]−vh(a), b]− [vh(a), b]
and so [vh(a), b] ∈W + CV (B) because vµ− [[vµ, a]− vh(a), b] ∈ CV (B).
This implies [CV (A), b] ⊆ W + CV (B). Since V = CV (A) ⊕ [V,B] and
[[V,B], b] ⊆ [V,B,B] ⊆ CV (B), it follows that b ∈ CB(V/(CV (B) +W )).
A similar argument shows that if b ∈ CB(V/(W + CV (B))), then a(b) ∈
CA(V/(W + CV (A))). Thus the claim follows.

CHAPTER 6
Construction of irreducible submodules
In this chapter we will show that if S is a skew field, then one can reduce
to the case that V is irreducible as a G-module. We will not need any finiteness
assumption.
During the whole chapter we will assume that V is a squarefree cubic module
for G in standard form. Let W be a H-submodule of CV (A). We set X(W ) :=
W +Wµ+Φ(W,A).
Lemma 6.1. Suppose that µ|Z2(V,A)∩Z2(V,B) = ±id. Then we have:
(a) X(W ) is a G-submodule of V .
(b) X(W ) is the direct sum of W,Wµ and Φ(W,A).
(c) X(W ) ∩ CV (A) = W,X(W ) ∩ CV (B) = Wµ and X(W ) ∩ Z2(V,A) ∩
Z2(V,B) = Φ(W,A).
(d) If A0 6= 1, then [X(W ), G] = X(W ).
(e) W is a irreducible H-module iff X(W ) is a irreducible G-module.
(f) V is a completely reducible G-module iff CV (A) is a completely reducible
H-module.
Proof. (a) Since G = 〈A, µ〉, we only have to show that X(W ) is nor-
malised by A and by µ. For w ∈ W we have wµ ∈ Wµ ≤ X(W ) and
wµ2 ∈ W ≤ X(W ), since W is H-invariant. Moreover, by our assumption
we have wµ = ±w for all w ∈ Φ(W,A), so X(W ) is µ-invariant. Suppose
a, b ∈ A and w ∈ W . Then wa = w ∈ W ,
wµa = wµ+ [wµ, a] = wµ+ [wµ, a]− wh(a) + wh(a) =
wµ+Φ(w, a) + wh(a) ∈Wµ+Φ(W,A) +W = X(W )
and
Φ(w, b)a = ([wµ, b]− wh(b))a = [wµ, b]a− wh(b) =
[wµ, b] + [wµ, b, a]− wh(b) = Φ(w, b) + wf(b, a) ∈ Φ(W,A) +W ⊆ X(W )
by 5.16. Thus the claim follows.
(b) This is clear since W ≤ CV (A), Wµ ≤ CV (B), Φ(W,A) ≤ Z2(V,A) ∩
Z2(V,B) and V = CV (A)⊕ (Z2(V,A) ∩ Z2(V,B))⊕ CV (B).
(c) This follows easily from (b).
(d) We first claim that we have [X(W ), A] = W + Φ(W,A). We have W =
[Wµ,A0] ≤ [X(W ), A] by 5.12(b) and so
Φ(w, a) = [wµ, a]− vha ∈ [X(W ), A] +W = [X(W ), A],
thusW+Φ(W,A) ≤ [X(W ), A]. Because we have [Wµ,A] ≤ Φ(W,A)+W ,
[Φ(W,A), A] ≤W and [W,A] = 0, we get equality.
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Now conjugating with µ shows [X(W ), B] =Wµ+Φ(W,A) and thus
the claim follows.
(e) Suppose W is a irreducible H-module and let 0 6= Y be a G-submodule of
X(W ). Since [Y,A,A,A] = 0, we have 0 6= Y ∩CV (A) ≤ X(W )∩CV (A) =
W . Since W is irreducible, we get Y ∩ CV (A) = W . Thus also Wµ ⊂ Y .
For all w ∈ W and a ∈ A we have Φ(w, a) = [wµ, a] − wh(a) ∈ Y , which
shows Φ(W,A) ∩ Y and Y = X(W ). Thus X(W ) is irreducible.
Now if W ′ is a proper submodule of W , then we have by (c) X(W ′)∩
CV (A) = W
′ ( W = X(W ) ∩ CV (A) which shows that X(W
′) ( X(W ).
Hence X(W ) is reducible.
(f) Suppose CV (A) =
⊕
i∈I Wi is a direct decomposition of CV (A) as a sum
of irreducible H-modules. We claim that V =
⊕
i∈I X(Wi) is a direct
decomposition of V as a sum of irreducible G-modules.
Set X :=
∑
i∈I X(Wi). Then CV (A), CV (B) = CV (A)µ ⊆ X . There-
fore we have V = X+(Z2(V,A)∩Z2(V,B)). Therefore we get [V/X,A] =
0 = [V/X,B] and hence G acts trivially on V/X . Since V is in standard
form and squarefree, we get V = X .
We still have to show that the sum is direct. Suppose this is not the
case. Then there is an element i ∈ I and a finite subset I0 of I with i 6∈ I0
and X(Wi)∩ (
∑
j∈I0
X(Wj)) 6= 0. Since X(Wi) is a irreducible G-module,
this implies X(Wi) ⊆
∑
j∈I0
X(Wj). But then we also have
Wi = X(Wi) ∩CV (A) ⊆ CV (A) ∩ (
∑
j∈I0
X(Wj)) =
∑
j∈I0
X(Wj),
as one can easily see. But this is a contradiction since the decomposition
of CV (A) is direct.
Suppose V =
⊕
i∈I Vi such that Vi is irreducible for all i ∈ I. Then
Vi∩CV (A) 6= 0. Therefore 0 6= X(Vi∩CV (A)) and so X(Vi∩CV (A))∩Vi.
Since Vi is irreducible, it follows by (e) that X(Vi ∩ CV (A)) = Vi and
that Vi ∩CV (A) is an irreducible H-module. Set W =
∑
i∈I(Vi ∩CV (A)).
Then Vi = X(CV (A)∩ Vi) ⊆ X(W ) for all i ∈ I and so X(W ) = V . Thus
W = X(W ) ∩ CV (A) = V ∩ CV (A) = CV (A). Since V =
⊕
i∈I Vi is a
direct sum, the sum
∑
i∈I(CV (A) ∩ Vi) is also direct.

Remark 6.2. By 5.11 the condition µZ2(V,A)∩Z2(V,B) = ±id is always satisfied
if A0 6= 1.
Corollaray 6.3. If S is a skew field or a finite-dimensional central-simple
algebra, then V is a completely reducible G-module.
CHAPTER 7
Cubic rank one groups with trivial kernel
In the following chapter we will treat the case that A0 = 1. Since A
′ ≤ A0 by
3.3, we get that A is abelian.
Lemma 7.1. Suppose that V is squarefree. For all a ∈ A∗ and v ∈ Z2(V,A) ∩
Z2(V,B) we have [v, a] = [vµ(a), a
∼].
Proof. We have
vµ(a) = vab(a)−1a∼− = (v + [v, a])b(a)−1a∼− =
(v + [v,b(a)−1] + [v, a] + [v, a,b(a)−1])a∼− =
v − [v, a∼]− [v,b(a)]− [v,b(a), a∼−] + [v, a] + [v, a,b(a)−1]+
[v, a,b(a)−1, a∼−].
Hence we have
vµ(a)− v + [v, a∼] + [v,b(a), a∼−]− [v, a]− [v, a,b(a)−1, a∼−] =
−[v,b(a)] + [v, a,b(a)−1] ∈ Z2(V,A) ∩ [V,B] ⊆ Z2(V,A) ∩ Z2(V,B).
Thus we have [v,b(a), a∼−]−[v, a,b(a)−1, a∼−] ∈ [Z2(V,A), A] ⊆ CV (A) and there-
fore
[v, a∼]− [v, a] + [v,b(a), a∼−]− [v, a,b(a)−1, a∼−] =
v − vµ(a)− [v,b(a)] + [v, a,b(a)−1] ∈ Z2(V,A) ∩ Z2(V,B) ∩ CV (A) = 0.
Hence we have vµ(a) = v − [v,b(a)] + [v, a,b(a)−1] and
[v, a] = [v, a∼] + [v,b(a), a∼−]− [v, a,b(a)−1, a∼−] =
[−v + [v,b(a)]− [v, a,b(a)−1], a∼−] = [−vµ(a), a∼−] = [vµ(a), a∼].

Theorem 7.2. Let G be a cubic rank 1 group with abelian unipotent groups A
and B. Then G is special.
Proof. Since quadratic rank one groups are special by 1.5, we may assume
that V is squarefree. By Segev’s Theorem (see 2.10) G is special or G is im-
proper. Suppose that G is not special and hence that G is improper. Then the
corresponding Moufang set for G is also improper, so we have H ≤ Z(G) and
Z(G)µ(a) = Z(G)µ(b) for all a, b ∈ A∗. This also implies that µ(a)µ(b) = µ(b)µ(a)
for all a, b ∈ A∗.
Suppose that charV = 2. Since [V,A,A,A] = 0, one sees easily that A has
exponent at most 4. By [22, 5.2] A contains at most one involution. Since A is
abelian of exponent 4, it follows that A is cyclic of order 4 and G ∼= Aff(F5), a
contradiction since this group has no cubic module. Hence charV 6= 2.
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Suppose that t ∈ A is an involution. Ghen the minimal polynomial of t divides
both X2 − 1 and (X − 1)2. Since charV 6= 2, this implies that t acts trivially on
V , a contradiction to 3.2. So A contains no involution. By 2.12 it follows that if
a ∈ A∗ is special, then a has order 3 and that {a,−a} are the only special elements
in A.
Suppose that A0 6= 1. Since A0 is a special root subgroup of A, it follows that
|A0| ≤ 3 and thus |A0| = 3. Hence G0 ∼= SL(2, 3) by 5.11. Now if z is the
central involution in G0, then z ∈ H ≤ Z(G). Therefore z centralises A and
B. But z inverts every element in CV (A) + CV (B) and fixes every element in
Z2(V,A) ∩ Z2(V,B) by 5.11, so CV (z) = Z2(V,A) ∩ Z2(V,B) is a G-invariant
submodule of V on which G acts quadratically, a contradiction since we assume
that V is squarefree. Hence A0 = 1.
By assumption there is a non-special element a ∈ A∗. By 7.1 we have for
[v, a] = [vµ(a), a∼] = −[vµ(a), a∼−], since the commutator map from Z2(V,A)×A
to CV (A) is biadditive. Since µ(a) = µ(a
∼−) and a∼−∼ = a−∼− by 2.7(f), we have
[v, a] = −[vµ(a), a∼−] = [vµ(a)2, a∼−∼−] = [vµ(a)2, a−∼−−] =
[vµ(a)2, a−∼] = [vµ(a)3, a−∼∼] = −[vµ(a)3, a]
and therefore [vµ(a)6, a] = [v, a]. Since µ(a)6 ∈ Z(G), we replace V by CV (µ(a)
6)
and therefore assume that µ(a)6 = 1. Since µ(a)3 interchanges A and B, µ(a)3 has
order 2. If µ(a)2 = 1, then we have
[v, a] = [vµ(a)2, a−∼] = [v, a−∼].
It follows that a−1a−∼ ∈ A0 = 1 and so a = a
−∼, thus a∼ = a−1. Hence a is
special, a contradiction. Therefore o(µ(a)) = 6. Moreover, since µ(a)2 ∈ Z(G),
we may assume that CV (µ(a)
2) = 0. Thus charV 6= 3 and µ(a)2 has minimal
polynomial X2 +X + 1. Furthermore, if a, b ∈ A∗, then µ(a)µ(b) ∈ Z(G) and has
order at most 6.
Let F be Fp if charV = p and set F = Q if charV = 0. Let a ∈ A
∗, set
b = a2 and c = aa−∼. Note that if c = 1, then a = a−∼− = a∼−∼ and so
a∼ = a∼−∼∼ = a∼−, so a∼ has order 2, a contradiction. Therefore b, c 6= 1. Let
E be the subring in EndG(V ) generated by Z := Z(G) ∩ 〈{µ(a), µ(b), µ(c)}〉 and
F . Then E is finite-dimensional over F , and since E is generated by elements of
order at most 6. Furthermore, charF 6= 2, 3 implies that E is semisimple. If we
replace V by V e for a primitive idempotent e ∈ E, we may assume that E is a
field. Thus Z is cyclic of order at most 6. Suppose that µ(a)µ(b)−1 has order
6. Then we may assume that (µ(a)µ(b)−1)3 inverts every element in V . We have
(µ(a)µ(b)−1)3 = µ(a)3µ(b)−3 and so
[v, b] = −[v(µ(a)µ(b)−1)3, b] = −[vµ(a)3µ(b)−3, b] = [vµ(a)3, b] = [vµ(a)3, a2] =
2[vµ(a)3, a] = −2[v, a] = −[v, a2] = −[v, b]
for all v ∈ [V,A] ∩ [V,B]. Since A0 = 1, this implies charV = 2, a contradiction.
Hence µ(a)µ(b)−1 has order at most 3. Since µ(a) = µ(a∼−), the same argument
shows that µ(a)µ(c)−1 has order at most 3. Thus if x ∈ {b, c} we have µ(x) ∈
{1, µ(a)2, µ(a)4}µ(a) = {µ(a), µ(a)3, µ(a)−1}. Suppose µ(b) = µ(a)3. Then we
have
[v, b] = −[vµ(a)3, b] = −[vµ(b), b] = −[v, b∼] = [v, b∼−],
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thus b = b∼− and so b∼ = b−1, which implies that b is special, a contradiction. The
same argument applies for c. Hence we get µ(b), µ(c) = µ(a)±1.
For v ∈ CV (A) the element [vµ, a] − v̺(a) is contained in Z2(V,A) ∩ Z2(V,B).
Therefore we obtain by applying 7.1 twice and 2.7(f)
vf(a, a) = [vµ, a, a] = [([vµ, a]− v̺(a)), a] + [v̺(a), a] =
[([vµ(a), a]− v̺(a))µ(a), a∼] = −[([vµ(a), a]− v̺(a))µ(a), a∼−] =
−[([vµ(a), a]− v̺(a))µ(a)µ(a∼−), a∼−∼] = −[([vµ(a), a]− v̺(a))µ(a)2, a−∼−] =
[([vµ(a), a]− v̺(a))µ(a)2, a−∼)] = [[vµ(a), a]− v̺(a), (a−∼)µ(a)
−2
]µ(a)2 =
[[vµ(a), a]− v̺(a), a−∼]µ(a)2 = vf(a, a−∼)µ(a)2.
Thus we have by 5.15(a)
v(̺(b)− 2̺(a)) = v(̺(a2)− 2̺(a)) = vf(a, a) = vf(a, a−∼))µ(a)2 =
v(̺(c) − ̺(a)− ̺(a−∼))µ(a)2 = v(̺(c)− 2̺(a))µ(a)2
for all v ∈ CV (A). If µ(c) = µ(b) = µ(a), we get −v̺(a) = −v̺(a)µ(a)
2 for all v ∈
CV (A), and so CV (A) ≤ CV (µ(a)
2) = 0, a contradiction. If µ(b) = µ(c) = µ(a)−1,
we have ̺(b) = ̺(c) = ̺(a)µ(a)−2 and hence we get
̺(a)(µ(a)−2 − 2) = ̺(a)(µ(a)−2 − 2)µ(a)2 = ̺(a)(1 − 2µ(a)2).
This implies that 2µ(a)4 − 3µ(a)2 − 1 = 0. But µ(a)2 has minimal polynomial
X2+X+1, so this is a contradiction. Now suppose µ(b) = µ(a) and µ(c) = µ(a)−1.
Then we have
−̺(a) = ̺(a)(µ(a)−2 − 2)µ(a)2 = ̺(a)(1− 2µ(a)2)
and thus 2µ(a)2 = 2. This is again a contradiction. Finally, assume µ(c) = µ(a)
and µ(b) = µ(a)−1. Then we have
̺(a)(µ(a)4 − 2) = −̺(a)µ(a)2
and so µ(a)4 + µ(a)2 − 2 = 0, again a contradiction. Thus our assumption that G
is not special yields a contradiction in any case and the claim follows. 
Lemma 7.3. Suppose that A0 = 1. Then there is a submodule W of V such
that G acts quadratically on V/W and that µ(a)2|W = id for all a ∈ A
∗ and
Proof. If A has exponent 2, then µ(a) = µ(a−1) = µ(a)−1 and so µ(a)2 = 1
for all a ∈ A∗. Suppose that A has not exponent 2. Since G is special and A
is abelian, µ(a)2 ∈ Z(G) for all a ∈ A∗ by [11, 7.5.2]. By 7.1 and 7.2 we have
[v, a] = [vµ(a), a∼] = [vµ(a), a−1] = −[vµ(a), a] for all v ∈ Z2(V,A) ∩Z2(V,B). By
replacing v with vµ(a) we get [vµ(a)2, a] = −[vµ(a), a] = [v, a]. Since µ(a)2 ∈ Z(G),
we conclude
[v, a] = [vµ(a)2, a] = vµ(a)2(a− 1) = v(a− 1)µ(a)2 = [v, a]µ(a)2.
Thus we have [Z2(V,A)∩Z2(V,B), a] ≤ CV (µ(a)
2). Since µ(a)2 ∈ Z(G), CV (µ(a)
2)
is aG-submodule of V . Let V̂ = V/CV (µ(a)
2) and Â0 = CA([V̂ , A])∩CA(V̂ /CV̂ (A)).
Since [Z2(V,A) ∩ Z2(V,B) ≤ CV (µ(a)
2), we get a ∈ Â0. But Â0 is a H-invariant
root subgroup of A, and since A has not exponent 2, we get Â0 = A by 2.25.
Thus we have [V,A,A] ≤ CV (µ(a)
2) and, since a was arbitrarily chosen, [V,A,A] ≤⋂
a∈A∗ CV (µ(a)
2) =:W . Thus the claim follows. 
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By replacing V with W , if necessary, we will assume that µ(a)2 = 1 for all
a ∈ A∗.
Proposition 7.4. Suppose that A0 = 1 and µ(a)
2 = 1 for all a ∈ A∗. Then
we have
(a) f(c, ah(b)) = f(c, a)̺(b)− f(c, e)f(e, a)̺(b)− f(c, b)f(b, a) + f(c, b)f(a, e)
f(b, e),
(b) f(e, e)f(e, a) = 2f(e, a) = f(e, a)f(e, e).
for all a, b ∈ A∗.
Proof. Note that f is symmetric by 5.14(e). Since all µ-maps are assumed to
be involutions, we have h(x)µ = µ2µ(x)µ = h(x)−1, h(x−1) = h(x) and h(x ⋄ µ) =
h(x)−1 for all x ∈ A∗ by 5.13.
(a) By applying 2.20(a) and 5.18 twice we have
f(c, (ab−1) ⋄ µ(b)) = f(c, (((a ⋄ µ)(b ⋄ µ)−1) ⋄ µ)b) =
f(c ⋄ µ, ((a ⋄ µ)(b ⋄ µ)−1)) ⋄ µ) + f(c, b) =
̺(c ⋄ µ)−1f(c ⋄ µ, (a ⋄ µ)(b ⋄ µ)−1)̺((a ⋄ µ)(b ⋄ µ)−1)−1 + f(c, b) =
̺(c)f(c ⋄ µ, a ⋄ µ)̺((a ⋄ µ)(b ⋄ µ)−1)−1−
̺(c)f(c ⋄ µ, b ⋄ µ)̺((a ⋄ µ)(b ⋄ µ)−1)−1 + f(c, b) =
f(c, a)̺(a)−1̺((a ⋄ µ)(b ⋄ µ)−1)−1−
f(c, b)̺(b)−1̺((a ⋄ µ)(b ⋄ µ)−1)−1 + f(c, b)
By 2.21 we have
h((a ⋄ µ)(b ⋄ µ)−1) = h(a)−1h(ba−1)h(b)µ = h(a)−1h(ab−1)h(b)−1.
Moreover, we have
h((a ⋄ µ)(b ⋄ µ)−1) = h((b ⋄ µ)(a ⋄ µ)−1) =
h(b)−1h(ba−1)h(a)−1 = h(b)−1h(ab−1)h(a)−1.
Plugging these formulas into the equation above we get
f(c, (ab−1) ⋄ µ(b)) =
f(c, a)̺(ab−1)−1̺(b)− f(c, b)̺(ab−1)−1̺(a) + f(c, b).
Replacing a by ab and applying 5.15 and 5.18 again we get
f(c, a ⋄ µ(b)) = f(c, ab)̺(a)−1̺(b)− f(c, b)̺(a)−1̺(ab) + f(c, b) =
f(c, a)̺(a)−1̺(b) + f(c, b)̺(a)−1̺(b)− f(c, b)̺(a)−1̺(ab) + f(c, b) =
̺(c)f(c ⋄ µ, a ⋄ µ)̺(b)− f(c, b)̺(a)−1(̺(ab)− ̺(a)− ̺(b)) =
̺(c)f(c ⋄ µ, a ⋄ µ)̺(b)− f(c, b)̺(a)−1f(a, b) =
̺(c)f(c ⋄ µ, a ⋄ µ)̺(b)− f(c, b)f(a ⋄ µ, b ⋄ µ)̺(b).
Replacing a by a ⋄ µ and applying 5.18 once again we get
f(c, ah(b))
(1)
= ̺(c)f(c ⋄ µ, a)̺(b)− f(c, b)f(a, b ⋄ µ)̺(b)
(2)
=
̺(c)f(c ⋄ µ, a)̺(b)− f(c, b)̺(a)f(a ⋄ µ, b).
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Using (1) for b = e and the fact e ⋄ µ = e ⋄ µ(e) = −e by 2.12, we get
f(c, a) = f(c, ah(e)) = ̺(c)f(c ⋄ µ, a)− f(c, e)f(a, e ⋄ µ) =
̺(c)f(c ⋄ µ, a) + f(c, e)f(a, e),
thus
̺(c)f(c ⋄ µ, a) = f(c, a)− f(c, e)f(a, e).
Hence we get with equation (2)
f(c, ah(b)) =
f(c, a)̺(b)− f(c, e)f(e, a)̺(b)− f(c, b)f(a, b) + f(c, b)f(a, e)f(b, e) =
f(c, a)̺(b)− f(c, e)f(e, a)̺(b)− f(c, b)f(b, a) + f(c, b)f(a, e)f(b, e).
(b) Using equation (1) for b = c = e we get
f(e, a) = f(e, ah(e)) = ̺(e)f(e ⋄ µ, a)̺(e)− f(e, e)f(a, e ⋄ µ)̺(e) =
−f(e, a) + 2f(e, e)f(e, a)
and hence f(e, e)f(e, a) = 2f(e, a). By 5.18 we have ̺(c)f(c ⋄ µ, e) =
−̺(c)f(c ⋄µ, e ⋄µ)̺(e) = −f(c, e). So equation (2) with a = b = e implies
f(c, e) = f(c, eh(e)) = ̺(c)f(c ⋄ µ, e)− f(c, e)̺(e)f(e ⋄ µ, e) =
−f(c, e) + f(c, e)f(e, e)
and hence 2f(c, e) = f(c, e)f(e, e).

We are now able to prove Main Theorem 1.
Theorem 7.5. Let G be a rank one group having a cubic module V . If the
quadratic kernel is trivial, then G/Z(G) ∼= PSL2(J) for a quadratic Jordan division
algebra J .
Proof. By 5.3 we may suppose that V is in standard form. If V is not square-
free, then by 1.5 G ∼= PSL(J,R) for a special quadratic Jordan algebra inside a ring
R, so the claim is true in this case. Therefore we may suppose that V is squarefree.
Hence by 7.3 we have µ(a)2 = 1 for all a ∈ A∗.
For a, b, c ∈ A set ah(b,c) := ah(bc)(ah(b)ah(c))−1 with the convention ah(1) = 1
for all a ∈ A. Note that A is abelian and so h(b, c) is an endomorphism of A. With
7.4 we get
f(c, eh(a)) =
f(c, e)̺(a)− f(c, e)f(e, e)̺(a)− f(c, a)f(c, e) + f(c, a)f(e, e)f(a, e) =
f(c, e)̺(a)− 2f(c, e)̺(a)− f(c, a)f(a, e) + 2f(c, a)f(c, e) =
f(c, a)f(a, e)− f(c, e)̺(a).
Hence we get
f(c, eh(a,b)) = f(c, eh(ab) − eh(a) − eh(b)) =
f(c, ab)f(ab, e)− f(c, a)f(a, e)− f(c, b)f(b, e)− f(c, e)(̺(ab)− ̺(a)− ̺(b)) =
f(c, a)f(b, e) + f(c, b)f(a, e)− f(c, e)f(a, b).
52 7. CUBIC RANK ONE GROUPS WITH TRIVIAL KERNEL
Moreover, we have
f(c, ah(b,e)) = f(c, ah(be)(ah(b)a)−1) =
f(c, a)(̺(be)− ̺(b)− ̺(e))− f(c, e)f(e, a)(̺(be)− ̺(b)− ̺(e))−
f(c, be)f(be, a) + f(c, b)f(b, a) + f(c, e)f(e, a)
+f(c, be)f(a, e)f(be, e)− f(c, b)f(a, e)f(b, e)− f(c, e)f(a, e)f(e, e) =
f(c, a)f(b, e)− f(c, e)f(e, a)f(e, b)− f(c, e)f(b, a)− f(c, b)f(e, a)+
f(c, b)f(a, e)f(e, e) + f(c, e)f(a, e)f(b, e) =
f(c, a)f(b, e)− f(c, e)f(b, a) + f(c, b)f(e, a) = f(c, eh(a,b)).
Thus we have
0 = f(c, eh(a,b) − ah(b,e)) = f(eh(a,b) − ah(b,e), c)
for all c ∈ A. This implies eh(a,b) − ah(b,e) ∈ A0 = 1 and hence e
h(a,b) = ah(b,e).
Thus (QJ2) holds for the Moufang set corresponding to G by 2.39. Therefore G
is the rank one group for a quadratic Jordan division algebra J by 2.38. Hence
G/Z(G) is the little projective group of M(J) which is just PSL2(J). 
Note that by Example 4.3 for every quadratic Jordan division algebra there is
a cubic module for PSL2(J).
CHAPTER 8
A characterisation of the adjoint module
A. Deloro showed that if K is a field of characteristic not 2, G = SL2(K), A
the group of lower triangular matrices in G and V is an irreducible cubic module
for G such that CV (a) = CV (b) for all a, b ∈ A
∗ holds, then V is isomorphic to the
adjoint module (see the final corollary of [9]). With our methods we can generalise
this result.
Theorem 8.1. Suppose that V is a squarefree cubic module in standard form
for G such that CV (a) = CV (A) for all a ∈ A
∗. Then G/CG(V ) ∼= PSL2(K) for
a commutative field K of odd characteristic and V is a direct sum of copies of the
adjoint module for G.
Proof. We may assume that G acts faithfully on V . The condition implies
that A0 = 1, so by Main Theorem 1 G is the rank one group corresponding to
quadratic Jordan division algebra. Suppose first that charV = 2. Then A is
an elementary-abelian 2-group, hence for all a ∈ A∗ we have f(a, a) = ̺(a2) −
̺(a) − ̺(a) = ̺(1) = 0, so [vµ, a, a] = vf(a, a) = 0 for all v ∈ CV (A). Hence
[vµ, a] ∈ CV (a) = CV (A). But this means that G operates quadratically on V , a
contradiction. Thus charV 6= 2.
For all a ∈ A∗ and all v ∈ Z2(V,A) ∩ Z2(V,B) we have by 7.1 [v, a] = −[vµ(a), a]
and thus [v(1 + µ(a)), a] = 0. Hence v(1 + µ(a)) ∈ CV (a) ∩ Z2(V,A) ∩ Z2(V,B) =
CV (A)∩Z2(V,A)∩Z2(V,B) = {0}. Thus vµ(a) = −v, It follows that vµ(a)µ(b) = v
for all a, b ∈ A∗, thus vh = v for all h ∈ H . Hence for all a, b ∈ A, v ∈ CV (A) and
all h ∈ H we get
vf(a, bh) = [vµ, a, bh] = [[vµ, a]− v̺(a), bh] + [v̺(a), bh] =
[([vµ, a]− v̺(a))h, bh] = [[vµ, a]− v̺(a), b]h = vf(a, b)̺(h),
since [vµ, a]− v̺(a) ∈ Z2(V,A) ∩ Z2(V,B) by 5.12(a). Thus
(8.1) f(a, bh) = f(a, b)̺(h)
and hence
f(ah, b) = ̺(h−µ)f(a, bh
−1
)̺(h) = ̺(h−µ)f(a, b)
by 5.14(b). On the other hand, we have
f(a, b)̺(h) = f(a, bh) = f(bh, a) = ̺(h−µ)f(b, a) = ̺(h−µ)f(a, b).
Now if h = h(c) for some c ∈ A∗, then h−µ = h and so ̺(c) ∈ CS(f(a, b)). Since
the elements h(c) generate H , we get ̺(H) ⊆ CS(f(a, b)) for all a, b ∈ A. Thus we
have
f(a, b)̺(h−µ) = ̺(h−µ)f(a, b) = f(a, b)̺(h)
and so
0 = f(a, b)(̺(h−µ)− ̺(h)) = f(a, bh
−µ
− bh)
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for all a, b ∈ A and all h ∈ H . This implies that bh
−µ
− bh ∈ A0 = 1 for all
b ∈ A and all h ∈ H . Therefore hhµ ∈ H ∩ CG(A) = Z(G). Now since Z2(V,A) ∩
Z2(V,B) ⊆ CV (H) ⊆ CV (hh
µ), it follows that G acts quadratically on V/CV (hh
µ)
or CV (hh
µ) = V . Since we assume that V is squarefree, the latter must hold, and
as a consequence we obtain hhµ = 1. Hence hµ = h−1 for all h ∈ H , which implies
that H is abelian. Thus by [12] there is a commutative field K such that G is a
central extension of PSL2(K). This field can be constructed as follows: Let (K,+)
be a group isomorphic to A, α : K → A : a 7→ α(a) an isomorphism, 1 ∈ K the
preimage of e and τ a permutation of X := K∪˙{∞} interchanging 0 and ∞ such
that α(aτ ) = α(a) ⋄ µ for all a ∈ K#. Then M(K, τ) is a Moufang set isomorphic
to the Moufang set corresponding to G and τ = µe. Set ha := τµa for a ∈ K
#,
h0 = 0 and ha,b = ha+b− ha− hb. The multiplication on K is given by a · b = ah1,b
for a, b ∈ A. Note that a2 = 1ha . Set ϕ : K → S : a 7→ 12f(e, α(a)). Then we have
using equation (8.1)
ϕ(a)ϕ(b) =
1
4
f(e, α(a))f(e, α(b)) =
1
4
f(e, α(a))(̺(h(eα(b)) − ̺(e)− ̺(α(b))) =
1
4
f(e, α(a)h(eα(b))α(a)−h(α(b))α(a)−h(e)) =
1
2
f(e, α(
1
2
ahe,b)) = ϕ(a · b).
Since K is a field, ϕ is a monomorphism. Moreover, for v ∈ CV (A) we have by
7.4(b) (2 − f(e, e))f(e, a) = 0 for all a ∈ A and thus 0 = v(2 − f(e, e))f(a, e) =
[v(2 − f(e, e))µ, a, e] = [v(2 − f(e, e))µ − v(2 − f(e, e))̺(a), e]. Therefore we get
[v(2 − f(e, e))µ, a] − v(2 − f(e, e))̺(a) ∈ CV (e) = CV (A). But by 5.12(a) [v(2 −
f(e, e))µ, a]−v(2−f(e, e))̺(a) is also in Z2(V,A)∩Z2(V,B). Thus [v(2−f(e, e))µ, a]−
v(2 − f(e, e))̺(a) = 0. Therefore [v(2 − f(e, e))µ, a] = v(2 − f(e, e))̺(a) ∈ CV (A)
and v(2 − f(e, e))µ ∈ CV (B) ∩ Z2(V,A) = 0. This implies v(2 − f(e, e)) = 0.
We conclude f(e, e) = 2 and ϕ(1) = 12f(e, e) = 1. Now with (8.1) we get
̺(α(a)) = 12f(e, e
h(α(a)) = ϕ(α(a)2). Since S is generated by the elements ̺(a),
we conclude that ϕ is bijective. Thus S ∼= K and we may consider CV (A) as a
K-vector space.
Since µ|Z2(V,A)∩Z2(V,B) = −id, we are allowed to apply 6.1. One can easily see
that if L is a one-dimensional K-subspace of CV (A), then X(L) is isomorphic to
the adjoint module for G. Let (bi)i∈I be a K-basis of CV (A). Then by 6.1 we have
V =
⊕
i∈I X(〈bi〉) and the claim follows. 
CHAPTER 9
Cubic rank one groups with non-trivial kernel
In this chapter we assume that V is squarefree and in standard form and that
A0 6= 1. We set A = A/A0 and a = A0a for a ∈ A. Recall that J := {̺(a)| ∈ A0}
and that R resp. S is the subring of End(CV (A)) generated by H0 resp. H . By
1.5 J is a special quadratic Jordan algebra inside R.
Lemma 9.1. For all b ∈ A, both ̺(b) and ̺(b) + 1 normalise R.
Proof. For b ∈ A, a ∈ A0 we have by 5.13(c)
̺(b)−1̺(a)̺(b) = ̺(h(b)−1)̺(e)̺(h(b)µ)̺(h(b)−µ)̺(a)̺(b) =
̺(eh(b)
µ
)̺(ah(b))) ∈ R
and
̺(b)̺(a)̺(b)−1 = ̺(b)̺(h(b)−µ)̺(h(b)µ)̺(h(a))̺(h(b)−1) =
̺(eh(b)
−µ
)̺(ah(b)
−1
) ∈ R.
Thus ̺(b) normalises R. This also holds for ̺(be) = ̺(b) + ̺(e) = ̺(b) + 1. 
Proposition 9.2. Suppose that
(a) R has only finitely many maximal ideals.
(b) If x ∈ R is invertible in S, then x−1 ∈ R.
Then J is a commutative quadratic Jordan division algebra or R = S.
Proof. Suppose that J is not commutative. Set Z(J) := {x ∈ J |x+B(R) ∈
Cent(R/B(R))}. IfM is a maximal ideal of R and x ∈ J with x+M ∈ Cent(R/M),
then [x, y]2, [x, y, z] ∈ M ∩ J = 0 for all y, z ∈ J by 2.41. Thus [x, y] is nilpotent,
and since J ⊆ CentR([x, y]) and R is generated by J , we get [x, y] ∈ CentR for
all y ∈ J . Therefore [x, y]r[x, y] = [x, y]2r = 0 for all r ∈ R, so [x, y] ∈ B(R)
and x + B(R) ∈ Cent(R/B(R)). Therefore the preimage of Cent(R/M) in J is
just Z(J) and does not depend on M . Note that a finite quadratic Jordan division
algebra is a field and therefore J/Z(J) is either a vector space over Q or a infinite-
dimensional Fp-vector space. Therefore (J/Z(J),+) contains infinitely many cyclic
subgroups.
Suppose that b ∈ A with ̺(b) 6∈ R. Then ̺(b)−1 6∈ R by assumption (b) and
̺(ba) 6∈ R for all a ∈ A0. As in 2.26, we set Ix := xR∩R for x ∈ S. By 9.1, I̺(ba) is
an ideal of R for all a ∈ A0. Now J/Z(J) contains infinitely many cyclic subgroups
but R has only finitely many maximal ideals by assumption (a). Therefore there
are a, c ∈ A0 and a maximal idealM of R such that I̺(ba), I̺(bc) ⊆M and such that
̺(a), ̺(c) are not in Z(J) and the groups generated by ̺(a) and ̺(c) in J/Z(J) are
distinct. Thus also ̺(ac−1) 6∈ Z(J). By replacing b with bc and a with c−1a, we
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may assume I̺(b), I̺(ba) ⊆M and ̺(a) 6∈ Z(J). Therefore
u− (̺(b)− 1)−1u(̺(b)− 1) ∈M and u− (̺(ba)− 1)−1u(̺(ba)− 1) ∈M
for all u ∈ R by 2.26 and by 9.1 with be−1 and bae−1 instead of b. We get
̺(b)u− u̺(b) = −u+ ̺(b)u− u̺(b) + u =
(̺(b)− 1)u− u(̺(b)− 1) ∈ (̺(b)− 1)M ⊆ ̺(b)M +M
and similarly
u̺(b) + u̺(a)− ̺(b)u− ̺(a)u = (̺(ba)− 1)u− u(̺(ba)− 1)
∈ (̺(ba)− 1)M ⊆ ̺(b)M + (̺(a) − 1)M = ̺(b)M +M.
Thus we get
(9.1) u̺(a)− ̺(a)u ∈ (̺(b)M +M) ∩R =: Jb.
We see immediately that Jb is a right ideal of R. Moreover, for all u, v ∈ M and
all s ∈ R we have
s(̺(b)u+ v) = ̺(b)̺(b)−1s̺(b)u+ sv ∈ ̺(b)M +M.
This shows that Jb is also a left ideal of R. If Jb = R, then there are u, v ∈ M
with 1 = ̺(b)u + v. This implies 1 − v = ̺(b)u ∈ R ∩ ̺(b)R = I̺(b) ⊆ M
and thus 1 = 1 − v + v ∈ M , a contradiction. Thus (̺(b)M + M) ∩ R 6= R.
Since M ⊆ (̺(b)M +M) ∩ R, we get M = (̺(b)M +M) ∩ R. But now we have
u̺(a) − ̺(a)u ∈ M for all u ∈ R by (9.1) and thus ̺(a) +M ∈ Cent(R/M). But
this implies ̺(a) ∈ Z(J), a contradiction. We conclude ̺(b) ∈ R. 
Corollaray 9.3. If R = J and R is a skew field, then R is commutative.
Proof. If J = R is a non-commutative skew field, then we can apply 9.2
and get R = S. But if b ∈ A \ A0, there is a a ∈ A0 with ̺(a) = −̺(b) and so
̺(ab) = ̺(a) + ̺(b) = 0, but ab 6= 1, a contradiction. 
Proposition 9.4. (a) If charR 6= 2, then CA([V,A]) = A0 = CA(V/CV (A)).
(b) If charR = 2, then A0 = CA([V,A]) = CA(V/CV (A)) or R = J is a
commutative field.
Proof. Set A1 := CA([V,A]) and A2 := CA(V/CV (A)) and define B1, B2 ≤ B
analogously. By 5.24 A1 and A2 are both root subgroups of A which contain A0
and which act quadratically on V . Thus A1 and A2 are special.
(a) Since A0 is a H-invariant subgroup of A0, 2.11 implies A1 = A0 = A2 if
charV 6= 2.
(b) Suppose charV = 2 and let a ∈ A1. Then f(b, a) = 0 for all b ∈ A. If
a is not in A2, then there is an element b ∈ A with f(a, b) 6= 0. Thus
0 6= ̺([a, b]) = f(a, b). Now for c, d ∈ A0 and h = h([a, b])
−1h(c)h(d), we
get
̺(c)̺(d) = f(a, b)̺(h) = f(a, b
h
) = f(a, b
h
)− f(b
h
, a) = ̺([a, bh]) ∈ J.
Thus J is multiplicatively closed and so R = J . Since every element in
J# is a unit, J is a skew field. We can apply 9.3 and conclude that R = J
is a commutative field if A1 6= A0.
For a ∈ A2 and b ∈ A we have f(b, a) = ̺(h[b,a]) and thus can use the
same argument.
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
We will now define a R-module structure on A. For a ∈ A and h1, . . . , hn ∈ H0
set a
∑
i
hi :=
∑
i a
hi .
Proposition 9.5. (a) The map · : A×R→ A defined by a · (
∑
i ̺(hi)) =
a
∑
i
hi for hi ∈ H0 is well-defined and defines a R-module-structure on A.
(b) For all a, b ∈ A and r ∈ R we have f(a, b · r) = f(a, b)r.
Proof. For part (a) we only have to show that if h1, . . . , hn ∈ H0 with∑n
i=1 ̺(hi) = 0, then also a
∑n
i=1
hi = 0 for all a ∈ A. Suppose that h0, . . . , hn ∈ H0
are chosen this way. Then for all a, b ∈ A we get by using 5.14(c)
0 = f(a, b)
n∑
i=1
̺(hi) = f(a,
n∑
i=1
b
hi
) = f(a, b
∑n
i=1
hi
).
Thus bh1 . . . bhn ∈ CA([V,A]). If A0 = CA([V,A]), then b
∑
n
i=1
hi
= 0. If A0 6=
CA([V,A]), then R is a field of characteristic 2 by 9.4. Thus H0 is abelian and
̺(h−µ) = ̺(h) for all h ∈ H0 by 5.13(a). Thus
0 =
n∑
i=1
̺(hi)f(b, a) =
n∑
i=1
̺(h−µi )f(b, a) =
n∑
1=1
f(b
hi
, a) = f(b
∑n
i=1
hi
, a).
Hence we also get bh1 . . . bhn ∈ CA(V/CV (A)) and so (a) follows. Part (b) follows
again by 5.14(c). 
Corollaray 9.6. If charR 6= 2, then G is quasi-simple and thus generated by
the conjugates of A0.
Proof. If charR 6= 2, then [A,H ] = A by 9.5. Moreover, A′ is a H-invariant
subgroup of A0 and thus by 2.11 either A0 = A
′ or A′ = 1. This shows A ≤ G′ and
thus G is perfect. Therefore G is quasi-simple by [34, I (1.10)]. The conjugates of
A0 generate a normal subgroup of G and so the last claim follows. 
Lemma 9.7. If A is abelian, then R/B(R) is a commutative field of character-
istic 2.
Proof. By 5.23 G is proper, thus by 2.10 G is special. Since A0 is a H-
invariant subgroup of A, 2.11 implies that A is an elementary-abelian 2-group, so R
has characteristic 2. Since A is abelian, we have [a, b] = 1 and thus f(a, b) = f(b, a)
for all a, b ∈ A by 5.14(d). We set
I := {r ∈ R|f(a, b)r = 0 for all a, b ∈ A}.
Then I is a right ideal of R. If r ∈ I, s ∈ R and a, b ∈ A, then f(a, b)sr =
f(a, b · s)r = 0 and thus I is an ideal of R. Of course I 6= R, otherwise f(a, b) = 0
for all a, b ∈ A and thus G would act quadratically on V . Let a, b ∈ A and r, s ∈ R.
Then
f(a, b)rs = f(a, b · r)s = f(b · r, a)s = f(b · r, a · s) = f(a · s, b · r)
= f(a · s, b)r = f(b, a · s)r = f(b, a)sr = f(a, b)sr.
Thus rs− sr ∈ I. Hence R/I is commutative. Since R/I is an envelope for J , J is
commutative. Thus the universal semi-prime envelope of J is a commutative field
by 2.42. Since R/B(R) is a semi-prime envelope of J , the claim follows. 
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For n ∈ Z set λn := h(e
n). Note that ̺(λn) = n̺(e) = n by 5.12, that
aλn = an
2
for all a ∈ A0 by [10, 4.6(6)] and that λ−1 = µµ(e
−1) = µ2.
Proposition 9.8. Suppose that the characteristic of V is not 2. Let a ∈ A∗.
Then there is an element â ∈ a such that ân = âλn for all n ∈ Z with n relatively
prime to the characteristic of A0. Moreover, â is special, µ(â)
2 = 1, ân = ân for
all n ∈ Z relatively prime to the characteristic of V , âh = âh for all h ∈ H and â
is the unique element in a which is inverted by µ2 = λ−1.
Proof. We have −a = a · λ−1 = a
λ−1 , so x := aλ−1a ∈ A0. Since the
characteristic of A0 does not divide 2, there is a y ∈ A0 with y
2 = x−1. Set
â := ya. Then
âλ−1 = yλ−1aλ−1 = yxa−1 = yy−2a−1 = y−1a−1 = a−1y−1 = (ay)−1 = â−1.
We claim that â is the unique element in A0a which is inverted by λ−1 = µ
2. Indeed,
for b ∈ A0 we have (âb)
µ2 = âµ
2
bµ
2
= â−1b and (âb)−1 = b−1â−1 = â−1b−1, so we
have equality if and only b2 = 1. Since A0 has no element of order 2, the claim
follows.
Next we claim that µ(â)2 = 1 and that ̺(â) = ̺(â−1). Since λ−1 = µ
2 ∈ Z(H) by
5.11, we have
µ(â−1) = µ(âµ
2
) = µ(â)µ
2
= µ−2µ(â)µ2 = µ−3h(â)µ2 = µ−1h(â) = µ(â)
and thus ̺(â−1) = ̺(â).
Now we claim that â is special. Let a˘ be the unique element in A0(â ⋄ µ) which is
inverted by µ2. Then there is an element b ∈ A0 with a˘ = (â ⋄ µ)b. Since we have
µ(â ⋄ µ) = µ(â−1)µ = µ(â)µ = µ(â ⋄ µ)−1 by 2.20(b), we get
̺(a˘) + ̺(b) = ̺(a˘b) = ̺(â ⋄ µ) = ̺((â ⋄ µ)−1) =
̺((a˘b)−1) = ̺(a˘−1b−1) = ̺(a˘−1) + ̺(b−1) = ̺(a˘)− ̺(b)
and therefore 2̺(b) = 0. Since charV 6= 2, we get ̺(b) = 0 and thus b = 1.
Therefore we have (â ⋄ µ)−1 = (â ⋄ µ)µ
2
= (âµ
2
) ⋄ µ = (â−1) ⋄ µ, hence â is special.
Since µ2 ∈ Z(H), for h ∈ H we have (âh)µ
2
= (âµ
2
)h = (â−1)h = (âh)−1, thus
âh = âh.
For n relatively prime to the characteristic of A0 we have
A0âλn = A0a
λn = A0a
n = A0â
n.
Since (ân)µ
2
= (âµ
2
)n = â−n, we get âλn = âλn = ân. Now ân is the unique
element in A0a
n = A0â
n which is inverted by λ−1, thus we have ân = â
n. 
Lemma 9.9. Suppose that charV 6= 2. For all a ∈ A \A0 we have
(a) f(a, a) = 2̺(â).
(b) h(â)−µ = µ2h(â) and −̺(â−1) = ̺(h(â)−µ) = −̺(â).
(c) f(ah(â), c) = ̺(â)f(a, c) and f(c, ah(â)) = −f(c, a)̺(â).
Proof. (a) We have ̺(â2) = ̺(âλ2) = ̺(λ−µ2 )̺(â)̺(λ2) = 4̺(â), so
f(a, a) = f(â, â) = ̺(â2)− 2̺(â) = 2̺(â) by 5.15(a).
(b) We have h(â)−µ = (µ(â)−1µ−1)µ = µ−1µ(â) = µ2h(â), hence by 5.13
−̺(â−1) = ̺(h(â)−µ) = ̺(µ2)̺(â) = −̺(â).
(c) This follows from (a), (b) and 5.21 for b = â.

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Lemma 9.10. Let G1 be a subgroup of G which contains G0. Set A1 = A ∩G1
and B1 = B ∩G1. Then 〈A1, B1〉 is a rank one group which is normal in G1.
Proof. By Lemma 5.22 we may assume that |A0| > 2 and thusH0 6= 1. Let C0
be a subgroup of G1 which is conjugate to A0. Then there is an element a ∈ A with
Ba0 = C0. We claim that a ∈ A1. Set P = 〈A0, C0〉 and K = NP (A0) ∩ NP (C0).
Then P = Ga0 and K = H
a
0 . If charV 6= 2, set h = λ−1 and j = λ2, and if
charV = 2 let h = h(b) for an element b ∈ A0 \ {1, e} and set j = h(be). In both
cases we have xx−h = xj for all x ∈ A. We have ha ∈ K ≤ P ≤ G1 and so
a−ha = [h, a] = h−1ha ∈ G1. Thus a = a
hj−1 ∈ A1/A0. Since A0 ≤ G1, we get
a ∈ G1 ∩ A = A1.
We get AG10 = {A0} ∪B
A1
0 and by a similar argument A
G1
0 = {B0} ∪ A
B1
0 .
Now if a ∈ A∗1, then there is b ∈ B
∗
1 with A
b
0 = B
a
0 . Thus 1 6= A
b
0 = B
a
0 ≤
Ab∩Ba, which implies Ab = Ba. It follows Ab1 = (A∩G1)
b = Ab ∩Gb1 = A
b ∩G1 =
Ba ∩ Ga1 = (B ∩ G1)
a = Ba1 , therefore Gˆ1 := 〈A1, B1〉 is a rank one group with
unipotent subgroups A1 and B1. We have Gˆ1 E G1 because Gˆ1 is generated by the
G1-conjugates of A1. 
We will now show that the map ̺(h) 7→ ̺(h−µ) extends uniquely to an anti-
automorphism ∗ of R. Note that if H0 is abelian (and hence R is commutative),
then by 5.13(b) ̺(h−µ) = ̺(h) for all h ∈ H0 (since H0 is generated by the elements
h(a) with a ∈ A#0 ), so in this case the claim holds for ∗ the identity.
Proposition 9.11. Suppose that A is not abelian or B(R) = 0. There is a
unique involutory anti-automorphism ∗ of R with ̺(b)∗ = ̺(h(b)−µ) for all b ∈ A0.
Proof. The map h 7→ h−µ is an anti-automorphism of H0. Since R is gen-
erated by ̺(H0), there is at most one possibility to extend this map to an anti-
automorphism of R. We have to show that if h1, . . . , hn ∈ H0 with
∑n
i=1 ̺(hi) =
0, then also
∑n
i=1 ̺(h
−µ
i ) = 0. In this case, the map ∗ with (
∑
i=1 ̺(hi))
∗ =∑n
i=1 ̺(h
−µ
i ) for h1, . . . , hn ∈ H0 is a well-defined anti-automorphism of R.
Suppose that h1, . . . , hn ∈ H0 with
∑n
i=1 ̺(hi) = 0. By the remark above and by
9.7 we may assume that A is not abelian. Thus by 5.14(f) and by 9.9(a) there is
an element a ∈ A such that f(a, a) is a unit in R. Therefore we get by 5.14(c)
0 = f(0, a) = f(a ·
n∑
i=1
̺(hi), a) =
n∑
i=1
f(a · ̺(hi), a) =
n∑
i=1
̺(h−µi )f(a, a).
This implies
∑n
i=1 ̺(h
−µ
i ) = 0, as desired. Since µ
2 ∈ Z(H0), we get ̺(a)
∗∗ = ̺(a)
for all a ∈ H0. Thus ∗ is an involution. 
Lemma 9.12. Suppose that R = S and charR 6= 2. Then we have ̺(â)∗ = −̺(â)
for all a ∈ A \A0.
Proof. We have by 9.9(c)
f(ah(â), b) = ̺(â)f(a, b) = f(a · ̺(â)∗, b)
for all b ∈ A0. Thus we have a
h(â) = a · ̺(â)∗. Again by 9.9(c) we get
f(a, a)̺(â)∗ = f(a, a · ̺(â)∗) = f(a, ah(â)) = −f(a, a)̺(â).
Since f(a, a) = 2̺(â) is a unit in R, we conclude that ̺(â)∗ = −̺(â) holds. 
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Proposition 9.13. (a) The map f : A×A→ S is ∗-sesquilinear.
(b) If J is not a commutative field of characteristic 2, then f is non-degenerate.
(c) If J is commutative, then the map g : A × A → R : (a, b) 7→ f(a, b) −
f(b, a) = ̺([a, b]) is an alternating R-bilinear map.
Proof. (a) This follows by 5.14(a) and (c).
(b) This follows by 9.4.
(c) If J is commutative, then ∗ is the identity, so f is R-bilinear. By 5.14(e),
g(a, b) = f(a, b) − f(b, a), so g is also R-bilinear. It is clear that g is
alternating.

Lemma 9.14. If charR = 2 and A is not abelian, then J is an ample subspace
in H(R, ∗).
Proof. Since A is not abelian, then by the choice of e there is an element
a ∈ A with a2 = e. Thus f(a, a) = ̺(e) = 1 by 5.14(f). If r ∈ R and b ∈ A with
b = a · r we get r∗r = f(a · r, a · r) = f(b, b) = ̺(b2) ∈ J . This also implies
r + r∗ = (r + 1)∗(r + 1) + r∗r + 1 ∈ J.
Furthermore, for all a, b ∈ A0 we have ̺(b)
∗̺(a)̺(a) = ̺(h(ah(b))) ∈ J by 5.13(c)
and 9.11. Since J generates R as a ring, the claim follows by 2.44. 
Theorem 9.15. (a) If charR 6= 2, then R is a skew field.
(b) If charR = 2, then R/B(R) is a skew field.
Proof. (a) If r ∈ R and a ∈ A \A0 with a · r = 0, then 0 = f(a, a · r) =
f(a, a)r. But f(a, a) is a unit in R by 9.9, thus r = 0. So if r 6= 0, then
a·r 6= 0 and thus f(a·r, a·r) is again a unit. We get r∗f(a, a)r = f(a·r, a·r)
and rf(a, a)r∗ = f(a · r∗, a · r∗). Hence r is invertible.
(b) If A is abelian, then the claim follows by 9.7. If A is not abelian, then
J is an ample subspace in H(R, ∗). By [17, Theorem 2.1.8], R/B(R) is
either a skew field, or R/B(R) is commutative and ∗ induces the identity
on R/B(R), or R/B(R) is the direct product of a skew field and its op-
posite and ∗ induces the exchange involution on R/B(R), or R/B(R) ∼=
Mat2(F ) for a commutative field F and ∗ induces the standard involution
on R/B(R), which is given by(
x y
z w
)∗
=
(
w −y
−z x
)
=
(
w y
z x
)
for x, y, z, w ∈ F . If R/B(R) is commutative, J must be commutative as
well. Since R/B(R) is the semi-prime envelope of J , R/B(R) must be a
field.
Suppose that R/B(R) ∼= Mat2(F ). Let J be the image of J in R :=
R/B(R). Since J contains all traces, CentR ⊆ J . Note that J cannot be
CentR because J generates R. Therefore there are x, y ∈ F with
0 6=
(
0 x
y 0
)
∈ J.
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Since every element in J# is invertible, neither x nor y can be 0. But since
J is ample in R, we get(
0 0
1 0
)(
0 x
y 0
)(
0 0
1 0
)
=
(
0 0
x 0
)
∈ J,
a contradiction, since every element in J# is invertible. Thus this case
cannot hold.
Suppose that R/B(R) = K × Ko for a skew field K. We denote the
anti-automorphism induced by ∗ on K × Ko also by ∗. There is an au-
tomorphism φ of K such that (x, y)∗ = (yφ
−1
, xφ) for x ∈ K, y ∈ Ko.
Thus the image of J is the set {(x, xφ)|x ∈ K}. If b ∈ A \ A0, then ̺(b)
is mapped on (x, y) with x ∈ K, y ∈ Ko. But then there is an element
a ∈ A0 such that ̺(a) is mapped on (x, x
φ) and so ̺(ba) is mapped on
(0, xφ + y), a contradiction, since ̺(ba) is invertible.

We summarise our results:
Corollaray 9.16. If that A0 6= 1, then one of the following cases holds:
(a) J ⊆ R is commutative, thus R/B(R) is a field. If charR 6= 2, then R = J
is a field, R ⊆ CentS and G0 ∼= SL2(R).
(b) R/B(R) is a skew field with involution ∗. If charR = 2, then (R/B(R), J, ∗)
is an involutory set, where J denotes the image of J in R/B(R). If
charR 6= 2, then B(R) = 0.
Proof. This follows by 9.2, 9.14 and 9.15. 
In the most cases B(R) is actually 0 and so R is a skew field.
Proposition 9.17. If J is not commutative and B(R) 6= 0, then either R/B(R)
is a biquaternion algebra, ∗ induces a symplectic involution on R/B(R) and J ∼=
K∗ = {a+ a
∗|a ∈ K}, or R/B(R) is a quaternion algebra.
Proof. Set K := R/B(R) and let K0 be the image of J in K. Then there is
a Jordan isomorphism φ : K0 → J . If Z48(K0) 6= 0, then φ can be extended to an
associative homomorphism φ̂ : K → R by the Z-algebra Theorem in [25]. Since
J ⊆ im(φ̂) and J generates R, we have R = im(φ) ∼= K. Now [23, 2.6.5] tells us
that Z48(K0) = 0 implies that either K is a biquaternion algebra, ∗ a symplectic
involution and K0 = K∗, or K is a quaternion algebra. 
Proposition 9.18. Suppose that R = S and that A is not abelian. If v ∈
CV (A) with Φ(v, a) = 0 for all a ∈ A, then v = 0.
Proof. Let W = vR. Then W is H-invariant. If r ∈ R, then r =
∑n
i=1 ̺(hi)
with hi ∈ H0. Thus for all a ∈ A we get by 5.17(b)
Φ(vr, a) = Φ(
n∑
i=1
vhi, a) =
n∑
i=1
Φ(vhi, a) =
n∑
i=1
Φ(v, ah
−µ
i ) = 0.
Thus W ⊕Wµ = X(W ) is a quadratic G-module, so A must be abelian, a contra-
diction to our assumption. 
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Suppose that charR = 2 and J is not commutative. Then R = S and R/B(R)
is a skew field. Moreover, A is not abelian, so there is c ∈ A with c2 = e and thus
f(c, c) = 1. Let W ≤ CV (A) be a finitely generated R-module. Note that CV (G) =
0 implies that CX(W )(G) = 0 and that by 6.1(d) we have X(W ) = [X(W ), G].
Define
A1 := {a ∈ A|f(a, b) ∈ B(R) for all b ∈ A}, H1 := {µµ(a)|a ∈ A1}
and
X(W ) := X(W )/(X(WB(R)) + Φ(W,A1)).
Then we have:
Proposition 9.19. If W 6= 0, then 0 6= X(W ) is a cubic module for G with
A1 = CA([X(W ), A])∩CA(X(W )/CX(W )(A)), X(W ) = [X(W ), G] and CX(W )(G) =
0. If R′ is the subring of End(X(W )) generated by H1, then R
′ = R/B(R).
Proof. First note that [Φ(W,A1), A] ≤ WB(R) and Φ(W,A1) ≤ CV (µ); this
implies that X(WB(R)) + Φ(W,A1) is a G-submodule of X(W ). If W 6= 0, then
W 6= WB(R) by the Nakayama Lemma ([20, 13.12], note that B(R) ⊆ J(R)).
Thus we also get X(W ) 6= X(WB(R)) + Φ(W,A1). Now X(W ) = [X(W ), G] and
thus [X(W ), G] = X(W ). Thus [X(W ), G,G,G] 6= 0 and [X(W ), A,A,A] = 0, so
X(W ) is a cubic module for G.
Suppose that z ∈ CX(W )(G). Since K := R/B(R) is a skew field, W/WB(R) is a
finite-dimensional vector space overK. Let {w1, . . . , wn} be a K-basis ofW and let
wi be a preimages of wi inW for i = 1, . . . , n. ThenW = w1R+. . .+wnR+WB(R)
and so using Nakayama’s lemma again we get W = w1R + . . .+ wnR. Thus there
are x, y ∈ W,a1, . . . an ∈ A with
z = x+Φ(w1, a1) + . . .+Φ(wn, an) + yµ+X(WB(R)) + Φ(W,A1).
We get
0 = [z, e] = [yµ, e] +X(WB(R)) + Φ(W,A1)
and thus y = [yµ, e] ∈ WB(R). If we apply µ, we get x ∈ WB(R). For all a ∈ A
we have
0 = [z, a] = w1f(a1, a) + . . .+ wnf(an, a) +X(WB(R)) + Φ(W,A1)
and therefore
w1f(a1, a) + . . .+ wnf(an, a) ∈WB(R).
Since w1, . . . , wn are K-linearly independent, this implies f(a1, a), . . . , f(an, a) ∈
B(R). Thus a1, . . . , an ∈ A1 and so z = 0.
By 6.1(b) one sees that CA(X(W )) is just the image of W in X(W ). Thus
CA(X(W )/CX(W )(A)) = A1. Since J is not commutative, we also have A1 =
CA([X(W ), A]) by 9.4.
Since H1 ≤ H , the ring R
′ is contained in the image of R = S in End(X(W )).
Now B(R) annihilates X(W ) by construction. Thus we get R′ = R/B(R) which is
a skew field. 
This proposition shows that we can assume that R is a skew field if J is not
commutative.
CHAPTER 10
Cubic rank one groups with hermitian quadratic
kernel
In this chapter we will assume that J is not commutative and that B(R) = 0.
Thus R is a skew field with involution ∗. We have J ⊆ H(R, ∗). If charR = 2, then
J is ample in R.
Lemma 10.1. (a) If a ∈ A, then ̺(a) ∈ J iff a ∈ A0.
(b) If charR 6= 2, then ̺(a) ∈ H(R, ∗) iff a ∈ A0.
Proof. (a) Let a ∈ A with ̺(a) ∈ J . Then there is b ∈ A0 with ̺(b) =
−̺(a) and thus ̺(ab) = ̺(a) + ̺(b) = 0. Thus ab = 1 and a = b−1 ∈ A0.
(b) If a ∈ A \A0, then there is b ∈ A0 with a = âb. By 9.12 we get
̺(a)∗ = ̺(âb)∗ = ̺(â)∗ + ̺(b)∗ = −̺(â) + ̺(b).
Thus the claim follows.

Lemma 10.2. We have ̺(h−µ) = ̺(h)∗ for all h ∈ H.
Proof. We consider the action of G0H onX := CV (A)⊕CV (B). We regard R
as a subring of E := End(CV (A)). The map µ induces an automorphism between
CV (A) and CV (B). Thus we can regard X as the direct sum of two standard
E-modules. Therefore we get a homomorphism ξ from G0H in the group of all
invertible 2× 2-matrices over R, such that the image of a ∈ A0 is(
1 0
̺(a) 1
)
,
while µ is mapped to (
0 1
−1 0
)
and h(a) is mapped to(
̺(a) 0
0 ̺(a)−1
)
=
(
̺(a) 0
0 ̺(a)−∗
)
.
For b ∈ A there is an element y ∈ R such that the image of h(b) is(
̺(b) 0
0 y
)
.
We get
ξ(h(b)−1ah(b)) =
(
1 0
y−1̺(a)̺(b) 1
)
.
Thus we have
y−1̺(a)̺(b) = (y−1̺(a)̺(b))∗ = ̺(b)∗̺(a)y−∗
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and hence
̺(a) = y̺(b)∗̺(a)y−∗̺(b)−1 = (y̺(b)∗)̺(a)(y̺(b)∗)−∗
for all a ∈ A0. If we take a = e, we get (y̺(b)
∗)−1 = (y̺(b)∗)−∗ and thus
(y̺(b)∗)∗ = y̺(b)∗. Therefore we have (y̺(b)∗)̺(a)(y̺(b)∗)−1 = ̺(a) for all a ∈ A0.
Since R is generated by ̺(H0), we conclude y̺(b)
∗ ∈ k := H(CentR, ∗). Thus for
all b ∈ A∗ there is a ωb ∈ k with
ξ(h(b)) =
(
̺(b) 0
0 ̺(b)−∗ωb
)
.
Of course, ωa = 1 for all a ∈ A0. By 5.13(a) we have ̺(h(b)
−µ) = −̺(b−1) and
thus (
−̺(b−1) 0
0 −̺(b−1)−∗ωb−1
)
=
ξ(µ−2)ξ(h(b−1)) = ξ(h(b)−µ) = ξ(µ)−1ξ(h(b))−1ξ(µ) =(
0 −1
1 0
)(
̺(b)−1 0
0 ̺(b)∗ω−1b
)(
0 1
−1 0
)
=
(
̺(b)∗ω−1b 0
0 ̺(b)−1
)
.
Hence ̺(b)∗ = −ωb̺(b
−1) = ωb̺(h(b)
−µ) for all b ∈ A. For a ∈ A0 we get
̺(a)− ωb̺(b
−1) = ̺(a)∗ + ̺(b)∗ = ̺(ba)∗ =
−ωab̺(a
−1b−1) = −ωab(̺(a
−1) + ̺(b−1)) = ωab̺(a)− ωab̺(b
−1).
We get
(1− ωab)̺(a) = (ωb − ωab)̺(b
−1).
If 1− ωab 6= 0, then also ωb − ωab 6= 0 and so
̺(b−1) = (ωb − ωab)
−1(1− ωab)̺(a).
This forces ̺(b−1)∗ = ̺(b−1). If charR 6= 2, we obtain a contradiction to 10.1. If
charR = 2, then J contains all traces by 9.14, thus there is a ∈ A0 and r ∈ R with
̺(a) = r + r∗. Thus
̺(b−1) = (ωb − ωab)
−1(1 − ωab)(r + r
∗) =
(ωb − ωab)
−1(1− ωab)r + ((ωb − ωab)
−1(1− ωab)r)
∗ ∈ J
by 9.14, again a contradiction to 10.1. So ωb = 1 for all b ∈ A
∗. Thus ̺(b)∗ =
−̺(b−1) = ̺(h(b)−µ) for all b ∈ A. 
Lemma 10.3. f is ∗-skew-hermitian.
Proof. For all a, b ∈ A we have f(a, b) = ̺(ab)− ̺(a)− ̺(b) and so
f(a, b)∗ = ̺(ab)∗ − ̺(a)∗ − ̺(b)∗ = −̺((ab)−1) + ̺(a−1) + ̺(b−1) =
−(̺(b−1a−1)− ̺(b−1)− ̺(a−1)) = −f(−b,−a) = f(b,−a) = −f(b, a).

Lemma 10.4. If charR 6= 2, then J = H(R, ∗).
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Proof. For all a, b ∈ A we have
f(a, b) + f(a, b)∗ = f(a, b)− f(b, a) = ̺([a, b]) ∈ J.
Since A is not abelian, there are a, b ∈ A with [a, b] 6= 1 and thus ̺([a, b]) 6= 0 and
f(a, b) 6= 0. Since R is a skew field by 9.15, we obtain f(a, b · f(a, b)−1r) = r and
hence r + r∗ ∈ J for all ∈ R. Since charR 6= 2, we have H(R, ∗) = {r + r∗|r ∈ R}
and thus the claim follows. 
Proposition 10.5. The the map π : A/A0 → R/J : a + A0 7→ ̺(a) + J is a
pseudo- quadratic form with associated skew-hermitian form f .
Proof. We first note that π is well-defined since
̺(ab) = ̺(a) + ̺(b) ≡ ̺(a) mod J
for all a ∈ A, b ∈ A0. Since r + r
∗ ∈ J for all r ∈ R in any characteristic, we have
r∗ ≡ r∗ − (r + r∗) ≡ −r mod J . If r ∈ R, then there is a natural number n and
elements h1, . . . , hn ∈ H0 with r =
∑n
i=1 ̺(hi). Thus if a ∈ A, then we get by 5.14
and 5.15
π(a · r) = π(a · h1 + . . .+ a · hn) = ̺(a
h1 . . . ahn)) + J =
n∑
i=1
̺(ahi) +
∑
i<j
f(ahi , ahj ) + J =
n∑
i=1
̺(h−µi h(a)hi) +
∑
i<j
̺(h−µi )f(a, a)̺(hj) + J =
n∑
i=1
̺(hi)
∗̺(a)̺(hi) +
∑
i<j
̺(hi)
∗f(a, a)̺(hj) + J.
We have
0 = ̺(1) = ̺(aa−1) = ̺(a) + ̺(a−1) + f(a, a−1) =
̺(a) + ̺(−h(a)−µ) + f(a,−a) = ̺(a)− ̺(a)∗ − f(a, a)
and thus
f(a, a) = ̺(a)− ̺(a)∗.
Thus we get
̺(hi)
∗f(a, a)̺(hj) = ̺(hi)
∗(̺(a)− ̺(a)∗)̺(hj) =
̺(hi)
∗̺(a)̺(hj)− (̺(hj)
∗̺(a)̺(hi))
∗.
Since
−(̺(hj)
∗̺(a)̺(hi))
∗ ≡ ̺(hj)
∗̺(a)̺(hi) mod J,
we get
̺(hi)
∗f(a, a)̺(hj) ≡ ̺(hi)
∗̺(a)̺(hj) + ̺(hj)
∗̺(a)̺(hi) mod J.
Therefore
π(a · r) ≡
n∑
i=1
̺(hi)
∗̺(a)̺(hi)
∗ +
∑
i6=j
̺(hi)
∗̺(a)̺(hj) ≡
n∑
i,j=1
̺(hi)
∗̺(b)̺(hj)
≡ (̺(h1) + . . .+ ̺(hn))
∗̺(a)(̺(h1) + . . . ̺(hn)) ≡ r
∗π(a)r mod J.
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The equation
π(a+ b) ≡ π(a) + π(b) + f(a, b) mod J
for all a, b ∈ A already follows from 5.15(a). 
CHAPTER 11
The construction of a pseudoquadratic space
In this chapter we continue to assume that J is not commutative, so we may
assume that R is a skew field with involution ∗. After possibly replacing V byX(W )
for a one-dimensional R-subspace W of CV (A), we may additionally assume that
dimR CV (A) = 1. This implies that G acts irreduciblely on V . We have defined an
anisotropic pseudo-quadratic form on the R-vector space A. We will make V to a
vector space over R and translate this form to a form of V .
From now on, let 0 6= v ∈ CV (A) be fixed.
Lemma 11.1. The map Φ(v, .) : A→ Φ(V,A) is an isomorphism with
Φ(vr, a) = Φ(v, ar∗)
for all a ∈ A and all r ∈ R.
Proof. If w ∈ CV (A), a ∈ A and h ∈ H0, then by 5.17
Φ(w̺(h), a) = Φ(wh, a) = Φ(w, ah
−µ
) = Φ(w, a · ̺(h−µ)) = Φ(w, a · ̺(h)∗).
Now there are h1, . . . , hn ∈ H0 with w =
∑n
i=1 v̺(hi). Then for all a ∈ A we get
by 5.20
Φ(w, a) = Φ(v
n∑
i=1
̺(hi), a) =
n∑
i=1
Φ(v̺(hi), a) =
n∑
i=1
Φ(v, a · ̺(hi)
∗) = φ(v,
n∑
i=1
a · ̺(hi)
∗).
Thus Φ(v,A) = Φ(V,A). This computation also shows the last equation. 
For every w ∈ V there are r, s ∈ R and a ∈ A with w = vr + Φ(v, a) + vsµ.
Thus we can identify V with R×A×R and set (r, a, s) := vr +Φ(v, a) + vsµ.
Lemma 11.2. Let r, s ∈ R and a, b ∈ A. Then:
(a) (r, a, s)µ = (−s, a, r).
(b) (r, a, s)b = (r + f(a, b) + s̺(b), a+ b · s∗, s).
Proof. (a) By 5.11 we get
(r, a, s)µ = (vr +Φ(v, a) + vsµ)µ =
vsµ2 +Φ(v, a) + vrµ = −vs+Φ(v, a) + vrµ = (−s, a, r).
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(b) Applying 5.17 we get
(r, a, s)b = (vr + [vµ, a]− v̺(a) + vsµ)b =
vr − v̺(a) + [vµ, a] + [vµ, a, b] + vsµ+Φ(vs, b) + vs̺(b) =
vr + vf(a, b) + vs̺(b) + Φ(v, b · s∗) + Φ(v, a) + vsµ =
(r + f(a, b) + s̺(b), a+ b · s∗, s).

We will now define a R-vector space structure on V : For a ∈ A and r, s, λ ∈ R
set (r, a, s) ◦ λ := (λ∗r, a · λ, λ∗s). Then we have
Proposition 11.3. (a) ◦ defines a scalar multiplication of R on V .
(b) ◦ commutes with the action of G on V .
Proof. (a) This can be easily verified.
(b) We only have to show that (w ◦λ)µ = wµ ◦ λ and (w ◦ λ)b = wb ◦λ for all
b ∈ A and all λ ∈ R hold. If r, s ∈ R, a ∈ A, then
((r, a, s) ◦ λ)µ = (λ∗r, a · λ, λ∗s)µ =
(−λ∗s, a · λ, λ∗r) = (−s, a, r) ◦ λ = ((r, a, s)µ) ◦ λ.
Moreover,
((r, a, s) ◦ λ)b = (λ∗r, a · λ, λ∗s)b
= (λ∗r + f(a · λ, b) + λ∗s̺(b), a · λ+ b · (λ∗s)∗, λ∗s) =
(λ∗(r + f(a, b) + s̺(b)), (a+ b · s∗) · λ, λ∗s)
= (r + f(a, b) + s̺(b), a+ b · s∗, s) ◦ λ = ((r, a, s)b) ◦ λ.

For r, s ∈ R and a ∈ A set [r, a, s] := (r∗, a, s∗). Then we have
[r, a, s] ◦ λ = (λ∗r∗, a · λ, λ∗s∗) = [rλ, a · λ, sλ]
for all λ ∈ R,
[r, a, s]µ = (r∗, a, s∗)µ = (−s∗, a, r∗) = [−s, a, r]
and
[r, a, s]b = (r∗, a, s∗)b = (r∗ + f(a, b) + s∗̺(b), a+ b · s, s∗) =
[r − f(b, a) + ̺(b)∗s, a+ b · s, s]
for all b ∈ A.
We are now able to prove our second main theorem:
Theorem 11.4. Let π : V → R/J : π([r, a, s]) = s∗r + ̺(a) + J . Then π is a
pseudo-quadratic form of Witt index 1 and G = SU(π).
Proof. Since a → ̺(a) + J is an anisotropic form of A, we get that the
map π : V → R/J is a pseudo-quadratic form of Witt index 1 (see 4.1). Using the
notation of 4.1, one can see that a = α(a,̺(a)). If b ∈ B, then b = a
µ for an element
a ∈ A, and thus b = αµ(a,̺(a)) = β(x,t) with x ∈ V and t ∈ K. Thus the claim
follows. 
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We sum up our results in our main theorem.
Theorem 11.5. Let G be a rank one group with unipotent subgroups A and
B. Suppose V is a cubic module for G with [V,G] = V and CV (G) = 0. If
A0 6= 1 and the Jordan division algebra J defined by ̺(H0) is not commutative,
then J = H0(K, ∗) for a skew field K with involution ∗ such that 〈J〉 = K, a
K-vector space M and a pseudo-quadratic form π : M → K/J of Witt index 1
such that G ∼= SU(π). Moreover, there are G-submodules U,W of V with U ≤ W
and W/U ∼=M as G-module. V is a direct sum of G-submodules isomorphic to M
unless charK = 2 and one of the following hold:
(a) K is a quaternion algebra.
(b) K is a biquaternion algebra, ∗ a symplectic involution on K and J = K∗.
Corollaray 11.6. Suppose that k, G, M and Σ are as in 4.4. Then either
〈A,B〉 for A,B ∈ Σ distinct is isomorphic to SL2(F ) for an extension field F of k
or there is a skew field K ⊆ EndG(M), an involution ∗ of K with 〈K∗〉 = K, an
irreducible submodule M0 of M and a ∗-skew- hermitian form f : M0 ×M0 → K
of Witt index 1 such that G ∼= SU(M0, f). Moreover, M is a direct sum of copies
of M0.
Proof. If A and B are two distinct elements in Σ and U(A), U(B) are defined
as in 4.4, then G = 〈U(A), U(B)〉 and G acts cubically on M with U(A)0 = A
and U(B)0 = B. By our main theorem, either 〈A,B〉 ∼= SL2(F ) for an extension
field F of k, or there is a skew field K with involution ∗ such that K∗ generates K,
an irreducible submodule M0 of M and a pseudo-quadratic form π :M0 → K/K∗
with G = SU(π). Since chark 6= 2, π is uniquely determined by its corresponding
skew-hermitian form f . Since chark 6= 2, M is the direct sum of copies of M0. 
Remark 11.7. (a) This result is similar to the following: If ∆ is the gen-
eralised quadrangle corresponding to an involutory set (K,K0, σ) with
σ 6= 1 and 〈K0〉 = K and if Γ is an extension of ∆ (in the sense of (21.5)
in [37]), then by (21.11) of the same book there is a K-vector space L0
and an anisotropic pseudo-quadratic form π : L0 → K/K0 such that Γ is
the generalised quadrangle corresponding to π.
(b) If G can be generated by three conjugates of A0, then in characteristic not
2 this result already follows from Theorem 2 of [36]. Note that if K = H
and ∗ is defined by r∗ = −irσi, where σ is the standard involution of H
and i2 = −1, then any hermitian form proportional to a ∗-skew-hermitian
form is σ-hermitian. But Kσ = CentK does not generate K. Thus we
cannot replace ”skew-hermitian” by ”hermitian” in our corollary.

CHAPTER 12
Cubic rank one groups with commutative
quadratic kernel
In this chapter we investigate the case that A0 6= 1 and R is a commutative
field and therefore R = CentS by 9.16. We will mainly deal with the case that
charR 6= 2. Later we will also have to exclude the case charR = 3. Our first result
tells us that a cubic rank one group is ’locally’ a unitary group.
Theorem 12.1. Suppose that charR 6= 2. If a ∈ A \A0 and G1 = 〈G0 ∪ {a}〉,
then G1 ∼= SU3(K) for a quadratic extension field K/R and [V,G1] is a direct sum
of G1-standard modules.
Proof. Set A1 = A ∩ G1 and B1 = B ∩ G1. Then G1 is a rank one group
with unipotent subgroups A1 and B1 by 9.10. Without loss of generality we can
assume that a = â and thus a is special by 9.8. Set ω = ̺(a). Then by 5.13(a) and
9.8 we have ω = ̺(a) = ̺(a−1)) = −̺(h(a)−µ) and so ω2 = −̺(h(a)−µ)̺(e)̺(a) =
−̺(eh(a)) ∈ R∗ by 5.13(c). If ω ∈ R, then there is b ∈ A0 with ̺(b) = −ω and thus
̺(ab) = ̺(a) + ̺(b) = ω − ω = 0, a contradiction. Thus K := R(ω) is a quadratic
extension of R. We denote the generator of the Galois group by ∗.
Let v ∈ CV (A) and set W = vK and X =W ⊕Φ(W,a)⊕Wµ. Then X is G0-
invariant. Moreover, for w ∈W we have [w, a] = 0 ∈ X, [wµ, a] = Φ(w, a)+w̺(a) ∈
X and by 9.9 [Φ(w, a), a] = wf(a, a) = w(̺(a) − ̺(a)∗) = w · 2ω ∈ vK ⊆ X . This
shows that X is also a-invariant. Thus X is G1-invariant. Now X is K-vector space
via (w1+Φ(w2, a)+w3µ) ·r := w1 ·r+Φ(w2 ·r, a)+(w3 ·r)µ for w1, w2, w3 ∈ W and
r ∈ K. This is well-defined since if Φ(w, a) = Φ(u, a) for u,w ∈ W , then we have
Φ(w−u, a) = 0 and thus 0 = [Φ(w−u, a), a] = (w−u)f(a, a) = (w−u)·2ω, so w−u =
0. One easily sees that X becomes a K-vector space this way. Since dimKW = 1,
we have dimKX = 3. We simply write (r1, r2, r3) for v · r1 +Φ(v · r2, a) + (v · r3)µ.
For b ∈ A0 we have
(r1, r2, r3)b = (v · r1)b+Φ(v · r2, a)b+ (v · r3)µb =
v · r1 +Φ(v · r2, a) + (v · r3)µ+ [(v · r3)µ, b] =
(r1, r2, r3) + (v · r3)̺(b) = (r1 + r3̺(b), r2, r3).
Moreover, we have
(r1, r2, r3)a = (v · r1)a+Φ(v · r2, a)a+ (v · r3)µa =
v · r1 +Φ(v · r2, a) + [Φ(v · r2, a), a] + (v · r3)µa+Φ(v · r3), a) + (v · r3)̺(a)
= (r1, r2, r3) + v · r2f(a, a) + (0, r3, 0) + v · r3ω = (r1 + 2r2ω + r3ω, r2 + r3, r3)
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and
(r1, r2, r3)µ = (v · r1 +Φ(v · r2, a) + (v · r3)µ)µ =
v · r3µ
2 +Φ(v · r2, a) + (v · r1)µ = (−r3, r2, r1).
We define 〈., .〉 : X×X → R by 〈(r1, r2, r3), (s1, s2, s3)〉 = r
∗
1s3−r
∗
3s1+2ωr
∗
2s2.
Then 〈., .〉 is ∗-antihermitian K-linear form on X , and one easily computes that it
is invariant under A0, a and µ. Thus 〈., .〉 is G1-invariant. In fact, one easily sees
that A0 ∪ {a, µ} generates PSU(X, 〈., .〉) and thus G ∼= PSU3(K).
By 6.1 we conclude that V is a direct product of modules isomorphic to X . 
Corollaray 12.2. If charR 6= 2, then Z(A) = A0.
Proof. If R is not commutative, this follows by 11.5. If R is a field, then
for a ∈ A \ A0 and G1 = 〈G0, a〉 we have Z(A) ∩ G1 = A0 by 12.1 and thus
Z(A) = A0. 
Corollaray 12.3. Suppose that R is a field. Then g : A× A→ R : g(a, b) =
f(a, b)− f(b, a) is an alternating, non-degenerate, R-bilinear map.
Proof. In 9.13 we have already proved that g is alternating and R-bilinear
and that g(a, b) = ̺([a, b]) ∈ R for all a, b ∈ A. This formula implies that rad(g) =
Z(A)/A0 = {0} by 12.2, so g is non-degenerate. 
Lemma 12.4. For a, b ∈ A and h ∈ H, we have g(a, bh) = g(ah
−µ
, b).
Proof. For all v ∈ CV (A) we have
vf(a, bh) = vµ(a− 1)(bh − 1) = vµh−1(ah
−1
− 1)(b − 1)h =
vh−µ
−1
µ(ah
−1
− 1)(b− 1)h = vh−µf(ah
−1
, b)h
and
vf(bh, a) = vµ(bh − 1)(a− 1) = vµh−1(b − 1)(ah
−1
− 1)h =
vh−µ
−1
µ(b− 1)(ah
−1
− 1)h = vh−µf(b, ah
−1
)h.
Here we have used that µ2 ∈ Z(H) by 5.11(b). Thus we get
g(a, bh) = f(a, bh)− f(bh, a) = ̺(h−µ)f(ah
−1
, b)̺(h)− ̺(h−µ)f(b, ah
−1
)̺(h) =
̺(h−µ)g(ah
−1
, b)̺(h).
Since g(ah
−1
, b), ̺(h−µ)̺(h) = ̺(h)̺(h−µ) ∈ R ⊆ CentS, we get by 5.13
g(a, bh) = ̺(hh−µ)g(ah
−1
, b) = g(ah
−1hh−µ , b) = g(ah
−µ
, b).

Lemma 12.5. For all a, b, c, d ∈ A we have
f(a, b)f(d, c) + f(c, d)f(b, a) + f(a, c)f(d, b)+
f(b, d)f(c, a) + f(a, d)f(c, b) + f(b, c)f(d, a) ∈ R.
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Proof. Let a, c ∈ A \ A0 with a = â and c = ĉ. By 5.13(c) we have
̺(ac)̺(h(ac)−µ) ∈ R. Now we get using 5.14, 5.15 and 9.9
̺(ac)̺(h(ac)−µ) = (̺(a) + ̺(c) + f(a, c))(̺(h(a)−µ) + ̺(h(c)−µ)− f(c, a)) =
̺(a)̺(h(a)−µ) + ̺(c)̺(h(c)−µ) + ̺(a)̺(h(c)−µ) + ̺(c)̺(h(a)−µ)+
f(a, c)̺(h(a)−µ) + f(a, c)̺(h(c)−µ)− ̺(a)f(c, a)− ̺(c)f(c, a)− f(a, c)f(c, a) =
̺(a)̺(h(a)−µ) + ̺(c)̺(h(c)−µ) + ̺(a)̺(h(c)−µ)
+̺(c)̺(h(a)−µ) + g(a, c)̺(h(a)−µ) + f(c, a)̺(h(a)−µ)− f(a, ch(c))
−̺(a)g(c, a)− ̺(a)f(a, c) + f(ch(c), a)− f(a, c)f(c, a) =
̺(a)̺(h(a)−µ) + ̺(c)̺(h(c)−µ) + ̺(a)̺(h(c)−µ)+
̺(c)̺(h(a)−µ) + g(a, c)(̺(a) + ̺(h(a)−µ)︸ ︷︷ ︸
0
)+
g(a, ch(c)) + f(c, ah(a))− f(ah(a), c)− f(a, c)f(c, a) =
̺(a)̺(h(a)−µ) + ̺(c)̺(h(c)−µ)− f(a, c)f(c, a)+
̺(a)̺(h(c)−µ) + ̺(c)̺(h(a)−µ) + g(c, ah(a)) + g(a, ch(c)).
Now
̺(a)̺(h(a)−µ) + ̺(c)̺(h(c)−µ) + g(a, ch(c)) + g(c, ah(a)) ∈ R.
Thus
(12.1) ̺(a)̺(h(c)−µ) + ̺(c)̺(h(a)−µ)− f(a, c)f(c, a) ∈ R.
For x, y ∈ A0 we get by 5.15(c)
̺(ax)̺((h(cy)−µ) + ̺(cy)̺(h(ax)−µ)− f(ax, cy)f(cy, ax) =
(̺(a) + ̺(x))(̺(h(c)−µ) + ̺(h(y)−µ)− f(y, c))+
(̺(c) + ̺(y))(̺(h(a)−µ) + ̺(h(x)−µ)− f(x, a))− f(a, c)f(c, a) =
(̺(a) + ̺(x))(̺(h(c)−µ) + ̺(y))+
(̺(c) + ̺(y))(̺(h(a)−µ) + ̺(x))− f(a, c)f(c, a) =
̺(a)̺(h(c)−µ) + ̺(c)̺(h(a)−µ)− f(a, c)f(c, a)+
̺(x)(̺(c) + ̺(h(c))−µ) + ̺(y)(̺(a) + ̺(h(a)−µ) =
̺(a)̺(h(c)−µ) + ̺(c)̺(h(a)−µ)− f(a, c)f(c, a) ∈ R.
Thus equation (12.1) remains valid for arbitrary a, c ∈ A \A0. Moreover, equation
(12.1) is also true if a ∈ A0 or c ∈ A0.
Linearising equation (12.1) in a yields
f(a, b)̺(h(c)−µ)− ̺(c)f(b, a)− f(a, c)f(c, b)− f(b, c)f(c, a) ∈ R.
If we linearise this expression in c, we get
−f(a, b)f(d, c)− f(c, d)f(b, a)− f(a, c)f(d, b)−
f(a, d)f(c, b)− f(b, c)f(d, a)− f(b, d)f(c, a) ∈ R,
as desired. 
In the following we define 〈., .〉 : A×A→ R by 〈a, b〉 = 12g(a, b) for a, b ∈ A.
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Lemma 12.6. Suppose that a ∈ A\A0. Then we have f(a
h(â), a) = −f(a, ah(â)) =
〈ah(â), a〉 = 2̺(a)2.
Proof. We may suppose that a = â. We have by 9.9(c)
f(ah(a), a) = −̺(h(a)−µ)f(a, a) = 2̺(a)2
and
f(a, ah(a)) = −f(a, a)̺(a) = −2̺(a)2,
thus
〈ah(a), a〉 =
1
2
(f(ah(a), a)− f(a, ah(a))〉 = 2̺(a)2.

Lemma 12.7. Suppose that charA0 6= 2. Let Q : A×A×A×A→ R with
Q(a, b, c, d) =
1
2
(
f(a, b)f(d, c) + f(c, d)f(b, a) + f(a, c)f(d, b) + f(b, d)f(c, a)+
f(a, d)f(c, b) + f(b, c)f(d, a)
)
+ 〈a, b〉〈c, d〉+ 〈a, c〉〈b, d〉+ 〈a, d〉〈b, c〉.
Then
(a) Q is a symmetric, R-quadrilinear form.
(b) For all a ∈ A
∗
and all b ∈ A we have Q(a, a, a, b) = 〈6ah(â), b〉.
(c) If charR 6= 2, 3, then for all a, b, c ∈ A there is a unique element {a, b, c} ∈
A with 〈d, {a, b, c}〉 = Q(a, b, c, d) for all d ∈ A. It is {a, a, a} = −6ah(â)
for all a ∈ A
∗
.
Proof. (a) By 12.5 it follows that the image of Q is in R. It is clear that
Q is R-quadrilinear. One has
Q(a, b, c, d)−Q(b, a, c, d) =
1
2
f(a, b)f(d, c) +
1
2
f(c, d)f(b, a)+
〈a, b〉〈c, d〉 −
1
2
f(b, a)f(d, c)−
1
2
f(c, d)f(a, b)− 〈b, a〉〈c, d〉 =
〈a, b〉f(d, c) + f(c, d)〈b, a〉+ 2〈a, b〉〈c, d〉 =
2〈a, b〉〈d, c〉 − 2〈a, b〉〈c, d〉 = 0.
One similarly computes Q(a, b, c, d) = Q(a, c, b, d) = Q(a, b, d, c). Hence Q
is symmetric.
(b) We have by 9.9
Q(a, a, a, b) =
3
2
(f(a, b)f(a, a) + f(a, a)f(b, a)) =
3
2
(2g(a, b)̺(â) + 2f(b, a)̺(â) + 2̺(â)g(b, a) + 2̺(â)f(a, b)) =
3
(
−f(b, ah(â)) + f(ah(â), b)
)
= 6〈ah(â), b〉.
(c) The existence follows by linearising (b), the uniqueness follows from the
non-degeneracy of g.

Theorem 12.8. If Q and {., ., .} are as in 12.7, then (A, {., ., .}, 〈., .〉) is an
anisotropic Freundenthal triple system.
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Proof. By 12.6 we have ω := f(ah(â), a) = −f(a, ah(â)) = 12g(a
h(â), a) =
〈ah(â), a〉 = 2̺(a)2. For all a, b, c ∈ A we have by 9.9
〈c, {a, ah(â), b}〉 = Q(a, ah(â), b, c) = Q(b, c, a, ah(â)) =
1
2
f(b, c)f(ah(â), a) +
1
2
f(a, ah(â))f(c, b) +
1
2
f(b, a)f(ah(â), c)+
1
2
f(c, ah(â))f(a, b) +
1
2
f(b, ah(â))f(a, c) +
1
2
f(c, a)f(ah(â), b)+
〈b, c〉〈a, ah(â)〉+ 〈b, a〉〈c, ah(â)〉+ 〈b, ah(â)〉〈c, a〉 =
f(b, c)ω − ωf(c, b)+
1
2
(f(b, a)̺(â)f(a, c)− f(c, a)̺(â)f(a, b)− f(b, a)̺(â)f(a, c) + f(c, a)̺(â)f(a, b))
−2ω〈b, c〉+ 〈b, a〉〈c, ah(â)〉+ 〈b, ah(â)〉〈c, a〉 =
2ω〈b, c〉 − 2ω〈b, c〉+ 〈c, 〈b, a〉ah(â)〉+ 〈c, 〈b, ah(â)〉a〉 = 〈c, 〈b, a〉ah(â) + 〈b, ah(â)〉a〉.
Since 〈., .〉 is non-degenerate, we get
{a, ah(â), b} = 〈b, a〉ah(â) + 〈b, ah(â)〉a
and hence multiplication with −6 on both sides yields
{a, {a, a, a}, b} = 〈b, a〉{a, a, a}+ 〈b, {a, a, a}〉a.
Thus (A, {., ., .}, 〈., .〉) is a Freudenthal triple system. Moreover we have Q(a) =
〈a, {a, a, a}〉 = −6〈a, ah(â〉 = 6ω 6= 0, thus Q(a) 6= 0 for all a ∈ A
∗
. 
From now on we assume that charR 6= 2, 3. We show that G is the rank one
group corresponding to F as defined in 2.65. We will identify A with A×R in the
following. For t ∈ A0 we set (0, ̺(t)) = t. For a ∈ A \ A0, set t = aâ
−1 ∈ A0 and
(a¯, ̺(t)) = a. Then we have
Lemma 12.9. For all a¯1, a¯2 ∈ A and λ1, λ2 ∈ R we have
(a1, λ1)(a2, λ2) = (a¯1 + a¯2, λ1 + λ2 + 〈a1, a2〉).
Proof. Since A0 is uniquely 2-divisible, there is z ∈ A0 with z
−2 = [â1, â2].
Then we have
(â1â2z)
µ2 = â−11 â
−1
2 z = [â1, â2]â
−1
2 â
−1
1 z =
z−2â−12 â
−1
1 z =
z−1â−12 â
−1
1 = (â1â2z)
−1.
This shows that â1â2z is inverted by µ
2, hence ̂̂a1â2 = â1â2z by 9.8. Suppose
that z1, z2 ∈ A0 with ̺(z1) = λ1 and ̺(z2) = λ2. Since ̺([a1, a2]) = g(a1, a2) =
2〈a1, a2〉, we get
(a¯1, λ1)(a¯2, λ2) = â1z1â2z2 =
â1â2z1z2 = â1â2zz
−1z1z2 = (a¯1 + a¯2, λ1 + λ2 + 〈a¯1, a¯2〉).

We are now ready to prove Main Theorem 3.
Theorem 12.10. Let a ∈ A \A0 and λ ∈ R
∗. Then we have
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(a) (0, λ) ⋄ µ = (0,−λ−1).
(b) (a, 0) ⋄ µ =
(
−2
Q(a){a, a, a}, 0
)
.
(c) (a, λ) ⋄ µ =
(
1
12λ2−Q(a) (2{a, a, a}+ 12λa),
12λ
Q(a)−12λ2
)
.
Thus the Moufang set corresponding to G is isomorphic to M(F) as defined in 2.65.
Proof. First note that 12.6 implies that Q(a) = 〈{a, a, a}, a〉 = 6〈ah(â), a〉 =
12̺(â)2 for all a ∈ A \ A0. Since F is anisotropic and therefore not reduced,
Q(a) = 12̺(â) is not a square in R∗ by 2.58.
(a) Let t ∈ A0 with ̺(t) = λ. Then h(t ⋄ µ) = µ
−2h(t)−1 by 2.19(b). Since
̺(µ−2) = −1, we get ̺(t⋄µ) = ̺(µ−2)̺(t)−1 = (−1)̺(t)−1 = −λ−1, hence
the claim follows.
(b) Since â is special and âh = âh for all h ∈ H by 9.8, we get by 2.9
â ⋄ µ = â−1 ⋄ µ(â)−1 ⋄ µ = â−h(â)
−1µ2 = â−µ
2h(â)−1 = âh(â)
−1
= âh(â)h(â)
−2
thus (a, 0)⋄µ = (ah(â)·̺(â)−2, 0) = (−16 {a, a, a}·
12
Q(a) , 0) = (−
2
Q(a){a, a, a}, 0).
(c) Let t ∈ A0 with ̺(t) = λ and b ∈ A. Then we have by 5.19
f(â, b) = f(ât, b) = ̺(ât)f((ât) ⋄ µ, b) =
(̺(â) + ̺(t))((ât) ⋄ µ, b) = (λ+ ̺(â))f((at) ⋄ µ, b),
thus by 9.9
f((ât) ⋄ µ, b) = (λ+ ̺(â))−1f(â, b) =
1
λ2 − ̺(â)2
(λ− ̺(â))f(a, b) =
1
λ2 − ̺(â)2
(λf(a, b)− f(ah(â), b)) =
f(a ·
λ
λ2 − ̺(â)2
+
1
6
{a, a, a} ·
1
λ2 − ̺(â)2
, b) =
f(a ·
λ
λ2 − 112Q(a)
+
1
6
{a, a, a} ·
1
λ2 − 112Q(a)
, b) =
f((a · 12λ+ 2{a, a, a}) ·
1
12λ2 −Q(a)
, b).
This shows that
(ât) ⋄ µ = (a · 12λ+ 2{a, a, a}) ·
1
Q(12λ2 −Q(a)
.
Now we have again by 2.19(b) and 5.11
̺((ât) ⋄ µ) = −̺(ât)−1 = −(̺(â) + λ)−1 =
1
λ2 − ̺(â)2
(̺(â)− λ).
Moreover, we have by 2.7(b) and (d) and 9.8
̺(((ât) ⋄ µ)−1) = ̺(((ât) ⋄ µ)∼) = ̺((ât)−1 ⋄ µ) = ̺((â−1t−1) ⋄ µ) =
̺(
(
â−1t−1
)
⋄ µ) =
1
(−λ)2 − ̺
(
â−1
)2 (̺(â−1)+ λ) =
1
λ2 − ̺(â)2
(̺(â) + λ).
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Set x = (ât) ⋄ µ. There is s ∈ A0 such that x̂ = xs = ((ât) ⋄ µ)s. Since
̺(x̂) = ̺(x̂−1) by 9.8, we get by 2.19 and 5.13
1
λ2 − ̺(â2)
(̺(â)− λ) + ̺(s) = ̺(x̂) =
̺(x̂−1) = ̺((ât) ⋄ µ)−1s−1) =
1
λ2 − ̺(â)2
(̺(â) + λ)− ̺(s)
thus
̺(s) =
λ
λ2 − ̺(â)2
=
12λ
12λ2 −Q(a)
.
Thus the claim follows.

Corollaray 12.11. Suppose that the hypothesis of 4.2 hold and that addition-
ally charK 6= 3. Then one of the following holds:
(a) There is a field or skew field L containg K, a finite-dimensional L-vector
space V and a ∗-skew-hermitian form f : V ×V → L of Witt index 1 such
that G ∼= SU(f).
(b) There is a field extension K/R such that G/Z(G) is isomorphic to a
semisimple algebraic group defined over R of type 3D94,1,
6D94,1
2E356 ,E
66
7,1
or E1338,1 .
Proof. This follows from Main Theorem 2 and 3 along with 2.65. 
Remark 12.12. (a) If G is an algebraic group of type E8 defined over an
algebraically closed field K of characteristic not 2, then by [28, Theorem
1] there is no homomorphism ϕ : G → GLn(K) of algebraic groups such
that the image of G is generated by quadratic elements. Therefore there
is evidence that the case E1338,1 does not occur. However, we do not assume
that G is Zariski closed in GL(V ), and therefore we cannot exclude this
case.
(b) Again by [28, Theorem 1] several groups appearing in the list above have
in fact more than one cubic module, and we do not know yet how we can
distinguish them with our methods.
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