Abstract
Introduction

26
Within 90 minutes, enough solar radiation reaches Earth's surface to fulfill the total global primary energy 27 demand of one year [1] . This illustrates the enormous potential related to solar energy which is virtually 28 inexhaustible, abundant, and carbon-neutral if gray energy of the conversion equipment is disregarded. The procedure for finding the optimal number of clusters is divided into three steps: is used as stopping criterion, as it is found that the LDC is best representing the data characteristics.
213
The limit is set to 3.5×10 for the original data and the typical days. In the background, the hourly data is displayed showing that 216 high values can also be reached during winter. This is particular for the DNI as it is not reduced by cosine 217 losses in contrast to the GHI. The fit of the LDC is below the pre-defined limit of 3.5×10 −4 and is also 218 visibly acceptable. In the upper right corner the resulting typical days and their occurrence are illustrated.
219
The two extreme days are represented only once. It can be seen that there are few days with very low DNI. 
232
Objective function. The problem objective is the minimization of the total annualized cost (TAC, depicted 233 in Equation (1)) which is composed of the operating cost of each utility technology w during period p and 234 the annualized investment that is found with aid of the maximum size of each technology. (1)
Where P is the set of periods {1,2,3, ...,N p }, W is the set of utility technologies , f 
Where, J is the set of temperature intervals {1,2,3, ...,N j }, S is the set of process streams, Q [kW] is the heat release or demand of process stream s during period p in the temperature interval j, and
248
R p,j [kW] is the residual heat of temperature interval j that is cascaded to the next j+1 in period p.
249
Thermodynamic feasibility. The thermodynamic feasibility ensures a closed energy balance:
Existence of a technology. The maximum size of operation and existence of technology w is given by: allowing active shading of parts of the collector field or defocussing the trackers if less capacity is needed.
255
Therefore, the multiplication factor in period p needs to be equal to the maximum multiplication factor.
256
This implies that if the solar system is delivering more heat than the amount needed by the process, cooling 257 water will be consumed to evacuate the surplus heat. 
276
The ε-constraint ensures that the total emissions do not exceed ε, which is specified as a fraction of the 277 reference emissions and which is incrementally changed in this work (between 95 and 60% of the reference 278 emissions).
279
CO 2,tot ≤ ε (7)
Performance calculation (C)
280
After the optimization step the non-linear functions, such as the investment cost are recalculated as well 281 as other performance indicators depicted below. The necessary parameters are presented in Table 1 .
282
Operating cost. During the MILP optimization step, the buying price of electricity is set to the market 283 price displayed in Table 1 , while the selling price is set to a very small negative number. This serves as a 284 protection against oversizing the photovoltaic systems not to become pure electricity exporters due to too 285 high profits from selling electricity. The solar utilities are sized with the ε-constraint on the emissions.
286
In the Performance calculation step, the operating cost are recalculated with adequate numbers. It 287 is assumed that the solar utilities do not have operating costs. Therefore, the total operating costs are 288 composed of the electricity bought from or sold to the grid and the natural gas consumption in the boiler. The selling price of electricity is set to 80% of the buying price to represent the market situation more 290 realistically. Total annual cost. The total annual cost is derived from the yearly operating cost OP tot , the annualized 299 investment, where τ is the annualization factor, and the maintenance cost, which is a fraction m [-] of the 300 total investment, see also Table 1 .
289
Carnot factor. The Carnot factor permits re-scaling the temperature levels on the standard composite
302
curve. This has two advantages: firstly, the representation is more compact since the y-axis will always be 303 in between -1 and 1 (equivalent to a temperature range of [-124,∞)°C) which makes visualization of the 304 process easier; and secondly, the factor is proportional to the exergetic potential of a temperature level and 305 therefore exergetic losses between sources and sinks can be visualized.
3. Results and discussion 
Scenario definition
308
A set of cases is analyzed in order to gain a proper understanding of the different options for energy 309 efficiency improvement and emissions reduction of the studied dairy plant. In Table 2 considering heat recovery and the utilities in place (as described in Section 3.1).
326
Figure 6 depicts the integrated Carnot factor enthalpy profiles of the dairy process and respective three 327 utility systems. The process curve is a rescaled version of the grand composite curve presented in Figure 3 328 and represents the net heating and cooling demands of the dairy process considering maximum heat recovery.
329
The active utilities for each case, which are responsible for closing the energy balance, were selected and 330 sized during the utility targeting step (in Section 2.2.1) by minimizing the total annual costs. The three 331 investigated utility systems are depicted in this integrated Carnot factor enthalpy diagram as an envelope to 332 the process composite curve (thus ensuring energy conservation). Figure 7 and Table 3 provide an illustration 333 and the resulting data of the discussed scenarios, respectively.
334
Reference case. The utility envelope (black, Figure 6 ) of the Reference case shows at a high temperature 
341
The exergy losses between the utility system and the process composite curve are represented by the the concentrated milk production which summed up to a cooling water consumption of 23.6 kWh/t of raw 347 material (see Table 3 ).
348
The total annual costs, TAC, between the Original case and the Reference case were reduced from 5.9 to thus drastically diminished, as well as the cooling water (from 23.6 to 7.8 kWh/t of raw material, Table   360 3) and the natural gas consumption (from 47.9 to 28.1 kWh/t of raw material). The electricity usage was 361 slightly increased (from 2.6 to 4.6 kWh/t of raw material) which permits the calculation of the incremental 362 coefficient of performance COP= ∆Q ng /∆E GRID = 9.9 [-]. Where Q ng and E GRID are the natural gas and 363 electricity consumption respectively (as reported in Table 3 ). On top of this improvement in efficiency, the 364 total annual cost dropped from 5.1 in the Reference case to 4.3 e/t of raw material due to drastic reductions 365 in the operating costs.
366
The elevation of the condensation level (from 30 to 35°C) is an engineering choice which was motivated by 367 the fact that the size of the mechanical vapor re-compression unit is constrained by how much heat could be 368 delivered to the process from the evaporation stage of the refrigeration cycle. By elevating this temperature 369 more use of vapor re-compression could be made and a higher incremental COP was be achieved. However,
370
there is a limit to increasing the upper pressure of an existing compressor. of such installations and enunciates the importance of investigating selected case studies in further detail.
392
In the next Section, the relation between efficiency improvements (through heat pumping) on solar sizing 393 is presented and general guidelines are provided. 
404
In the daytime operation, the option of storage is not considered. As seen in Figure 8 , the main lack of 405 solar energy occurs in the early morning hours. It is difficult to store thermal energy over night and thus it 406 was unreasonable to consider storage of solar energy for these periods of low solar productivity. decreased the emissions by 5-40% (ε =95-60%) with respect to the 2. HPS scenario.
424
It can be observed that some solar technologies potentially resulted in higher emission reductions than 425 others. With PV modules the least reductions were achieved since they could not replace the boiler natural 426 gas consumption; however, their advantage is the ability to sell overproduction to the grid. Still, up to 427 20% emission reduction was be achieved integrating solar PV. The reduction is achieved by replacing the 428 incoming electricity from the grid with green electricity. The HCPVT system and combined FP and PV
429
can reach the highest emission reductions at reasonable cost. At specific CO 2 reductions of 3.8 kg CO 2 -430 equivalent/ton of raw material, which is equivalent to 70% of the best heat pump only (reference) case,
431
the TAC of all solar systems overlap, which indicates that this establishes an appropriate balance between 432 operating, investment cost and energy waste.
433
The uncertainty related to the solar investment cost is indicated on Figure 9 , but not the uncertainty drastically increase. This is attributed to a shift from operating expenses to specific investment cost.
440
A break even CO 2 tax was calculated with respect to the case with lowest TAC (1. MVR). If the
441
respective tax was applied all cases would exhibit the same costs as scenario 1. MVR. The tax lied between 442 100 and 300 e/ton CO 2 -equivalent which is slightly higher than the current prices, but in the same order production has an influence also the utilization of the heat pumps and mechanical vapor re-compression 450 and therewith on the electricity inflicted CO 2 -equivalent emissions. And vice versa, the solar electricity 451 production directly affects the utilization of the heat pumps which influences the boiler consumption.
452
The HCPVT system required the smallest active area in comparison to the other solar technologies. This 453 stems from the high total conversion efficiency. It has to be noted though that due to two axis tracking and the danger of shading, the actual required land area may be increased by a factor of 2.
Figure 10(b) shows the integrated Carnot factor enthalpy profiles of the dairy process and respective of the holistic approach that takes into account the complete system for the complete operating range.
465
It is further visible that the solar thermal production drastically contributed to reducing the exergetic 466 losses between process and utility system, as it produces heat at temperatures much closer to the actual 467 requirements. on the temperature axis.
476
It should be noted that the required boiler output changes drastically over time when solar heat is present.
477
This might have an influence on the overall efficiency of the energy conversion if part load performance of 478 the boiler is modeled in more detail, which was not considered here.
479
In conclusion, it can be stated that there is high economic and environmental potential for this type Figure 12 shows the results from the ε-constraint optimization. It can be observed that the raw material 490 specific annualized investment cost were lower than the cost for the daytime only operation. This is explained solar options as the overproduced electricity could be sold and therefore the operating costs decrease.
503
The option of storage was only chosen by the optimizer for emission reductions below and including 80%
504
(FP) and 70% (HCPVT), respectively. This is attributed to the additional investment cost imposed by the 505 storage. Therefore, if the emission goals could be achieved without storage, the storage was not selected.
506
The storage volume of the FP cases amounted to 182m 3 (80%) which resulted in an investment cost of about 507 5% of the investment cost for the solar collectors, and for the HCPVT to 80m 3 (70%) which corresponded 508 to 3% of the solar investment cost. strong emission reductions due to high efficiency and high uptime.
520
Figure 13(b) shows the integrated composite curves of the dairy process and respective utility systems.
521
The HCPVT system (scenario 2.1 HCPVT) at 70% emissions with respect to the 2. HPS case (at 3.8 kg flash gas removal and intercooling at 30°C. During noon at day 1, there was not enough solar heat available 526 to cover the process demand completely which is why the boiler was required to back-up.
527
On day 7 at solar noon, the HCPVT produced heat which was not required by the process. As a result, 528 the storage system was filled which can be seen by the little nose in the curve. This permits to store the 529 surplus of heat in the thermal storage unit, which can then be released in the evening when solar heat is not 530 available. This can be seen on the third curve, where the storage system provides the low temperature heat 531 for the process and the HCPVT system is not active any more. The behavior of the storage system, boiler,
532
and solar dish is further illustrated in Figure C .18 (in Appendix C.4) indicating a prolongation of the solar 533 operation between 1-4 hours (at ε=70%).
534
It has to be noted that with the HCPVT the boiler is always active to provide high temperature heat 535 that cannot be provided by the HCPVT due to a process utility pinch. Limiting the operating range of the 536 boiler between the maximum and a minimum at 80% of the maximum would make study of the storage 537 system even more interesting and put aside the question of part load performance of the boiler, but was not 538 considered in this work. This will, however, be subject to further studies. 
Conclusions
540
The work presented here has proposed a comprehensive methodology that allows simultaneous optimiza-541 tion of the process' refrigeration and solar utility system with respect to economic and environmental criteria.
542
This includes data collection and clustering, development of a heat pump superstructure, and multi-period, all operating periods at selected emission levels.
548
Optimization of heat recovery, heat pump, and mechanical vapor re-compression placement (disregarding 549 the solar options) shows reduced exergy destruction and total costs at increased energy efficiency in the 550 system.
551
Three solar systems were investigated for daytime only and continuous operation of the dairy process:
552 photovoltaic modules (PV), flat plate collectors (FP), and a high concentration photovoltaic and thermal 553 system (HCPVT). One mayor conclusion from the presented case study is that integration of solar energy can 554 contribute to reduce the environmental impact and exergetic losses of the process at beneficial total costs.
555
Solar energy is, however, only selected by the thermo-economic optimization algorithm in combination with 556 an optimized system comprising heat recuperation, mechanical vapor re-compression, and heat pumping.
557
This supports the choice of a comprehensive approach.
558
For continuous operation of the process, the reduction in specific emissions was not as significant as exchanger costs. The total cost is calculated for each period p ∈ P and the final installed cost is then found
709
as the maximum of all periods. 
The boiler heat release is modeled by three streams: air preheating, radiative and convective thermal 719 power from natural gas combustion. The total heat release is derived by a multiplication of the lower heating is defined as a hot stream between the radiation temperature and the exhaust gases outlet temperature.
724
The air preheating is written as a cold stream from ambient to preheating temperature. This practice has 
2)
The parameters are described in Table B .5. The boiler investment cost is set to zero, since it is already In the following, the heat and electricity consumption and production of all heat pump utilities are 734 described for a reference mass flow rate which is to say, a fixed size. These parameters enter into the utility 735 targeting constraints (1)-(4) and are multiplied with sizing factors.
736
The heat release in a condenser at temperature level T i of fluid f for a reference flow rate m ref is composed 737 of two parts: condensation at the saturation temperature and subcooling between saturation and subcooling 738 temperature. Likewise, the heat consumption in an evaporator is defined.
Also the liquid side of the presaturator needs to be cooled down to the subcooling temperature.
Desuperheating from the superheated vapor balance can be achieved by mixing in the presaturator or 741 with help of a heat exchanger.
The power consumption depends on the isentropic efficiency and the enthalpies of both pressure levels.
The non-linear cost function for compressors [in e, 2010] is formulated after reference [52] reprinted by [18] 744 where the installation factor was assumed to be 1.5. . .
where 
772
Under the assumption that the solar angles are known, the incidence angle of the solar beam with respect
773
to an inclined surface λ is can be calculated (Eq. 1.6.3 [57]) as follows. 
All parameters can be found in Table C .8. The formula accounts for a reduction in efficiency for operating 784 temperatures higher than the ambient (due to thermal losses) and for reduction in efficiency due to reduced 785 radiation intensities at normal incidence. However, since panels are installed at a fixed position, an incidence 786 angle modifier is introduced in order to account for optical losses related to the angle of the incident radiation.
787
By definition, it is set to one at 0°incidence and is usually provided at 50°. where the coefficient a here provided in Table C .8, is usually derived from known data at a certain inclination
792
(e.g. 50°); for beam radiation, the incidence angle λ is equivalent to the solar angle of incidence on the slope 797
where each type of radiation (direct beam b p,i , sky diffuse d p,i , ground reflected diffuse g p,gr,i ) is multiplied 798 with the respective incidence angle modifier Eq. (C.5,C.6), the collector area, thermal field loss factor (Table   799 C.8) and efficiency from Eq. (C.4).
800
Performance. Figure C .16 shows the thermal conversion efficiency η As mentioned before, the two main parameters influencing the PV performance is the cell temperature and the irradiation intensity. The cell temperature can be determined by correlations found in the literature (Eq. 23.3.4 [57]).
where T p,a is the (time dependent) ambient temperature, v p,a is the ambient wind speed, and g p,i is the global Table C .9. The ambient temperature and wind speed are provided from the meteorological data 825 described in Section 2.1.2.
826
A factor accounting for the influence of the incident radiation intensity is calculated by linear interpolation between the standard testing conditions (STC, see Table C .9) and the certified indication at 200W/m 2 .
The time-dependent electricity production E 
where all parameters such as the module area, the temperature reduction factor, and the electrical conversion 827 factor are depicted either in Table C .9 or in the Equations above. where b p,n is the direct beam normal radiation in period p, all further parameters are presented in Table   848 C.10. The primary efficiency η The coefficients of the linearized, annualized, and actualized cost IV STO = a + b * V are depicted in Table   870 C.11. Performance. Figure C .18 illustrates the thermal storage filling in addition to the boiler and solar dish 872 behavior over a selected range of operating periods. The storage is charged when the availability of the sun 873 exceeds the process requirements (at around 80% of its total potential) and is consumed with decreasing 874 solar availability. It can be seen that the solar availability is increased by the storage or in other words 875 that the boiler utilization is reduced due to the emptying of the tank, which indicates the advantage of the 876 storage. For higher utilization of the storage, the ε-constraint would have to be decreased. 
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