In this paper a new implementation of Dijkstra's algorithm is presented, for the general case of arbitrary directed graphs with unbounded non-negative weights. The proposed implementation utilizes binary heaps and, for a graph consisting of n nodes and m arcs, its computational complexity is of order O(m + n log n).
I. INTRODUCTION
The current paper deals with the shortest path problem in arbitrary directed graphs with unbounded non-negative weights. The fastest known algorithm for this problem is Dijkstra's algorithm [1] , implemented with a Fibonacci heap [2] , having computational complexity of order O(m + n log n) for a graph consisting of n nodes and m arcs. The complexity of Dijkstra's algorithm if it is implemented with a binary heap [4] is of order O(m log n), i.e., larger compared to the Fibonacci heap implementation. However, as stated in [3] , from a practical point of view, the large constant factors and programming complexity of Fibonacci heaps make them less desirable than ordinary binary heaps. Thus, Fibonacci heaps are predominantly of theoretical interest.
This was exactly the motivation of the work presented in the current paper; the development of a binary-heap implementation of Dijkstra's algorithm with computational complexity equal to the one achieved by a Fibonacci heap implementation. Such an implementation would now have practical interest, since it can be easily implemented and it has small constant factors, while at the same time keeping the computational complexity as low as possible.
Another efficient data structure that can be utilized in the implementation of Dijkstra's algorithm is the Brodal queue [5], [6] . However, in [6] , [7] it is noted that further research is needed to implement the decrease-key operation efficiently in a purely functional setting without increasing the bounds for the other operations.
The necessary definitions and notation of the work presented in the current paper are given in Section II. Section III presents the proposed implementation along with its proof of correctness as well as the derivation of its computational complexity. The conclusions are given in Section IV.
II. PRELIMINARIES
The following notation and definitions are used throughout the paper.
• G = (V, A): Simple, strongly connected weighted directed graph where V is the set of nodes (|V | = n) and A is the set of arcs (|A| = m). The notion of arc is utilized instead of edge due to the fact that the graph is directed.
• < xy >: The arc originating from node x and ending at node y.
• |xy|: The weight (cost) of arc < xy >. It can have any non-negative value.
• A node y is considered to be adjacent to x if < xy > exists in the graph.
• Z x : Set of nodes adjacent to node x.
• z x : Number of nodes adjacent to node x. Therefore, n x=1 z x = m.
• z = max x∈V z x .
• s: Source node.
• L[x]: Label of node x.
• p[x]: Predecessor of node x. Graph representation: The graph consists of 2n arrays, a pair for each node. The pair of arrays for an arbitrary node x consists of:
• Array e x with size equal to z x . Array e x consists of the nodes of set Z x , in non-decreasing order according to the cost of the arcs < xy > such that y ∈ Z x .
• Array c x with size equal to z x . Array c x consists of the cost of the arcs < xy > such that y ∈ Z x . If node y ∈ Z x is placed in cell i (1 ≤ i ≤ z x ) in array e x , then |xy| is placed in cell i in array c x . A scalar variable f is used for the pair of arrays of each node, to indicate the first element to be considered. For node x, this variable is denoted by f x . Initially, f x = 1 for every node x such that x ∈ V . If f x = z x + 1, this means that both arrays e x , c x have been completely traversed.
Since 2z x cells are needed for each node x ∈ V , then for the entire graph n x=1 (2z x ) = 2m cells are needed. Therefore, the space complexity of the graph representation is of order O(m).
For the proposed implementation, a binary heap is used, with size equal to n. For simplicity, it is called "heap" throughout the rest of the paper. The key of each node is the temporary label of the node (called temporary since it may be decreased during the execution of the algorithm), with both designations being used interchangeably thereafter. The space complexity of a binary heap consisting of n elements is O(n), since it consists of at most n elements [4] . The computational complexity of several operations in a binary heap (which will be utilized later on in the implementation of Dijkstra's algorithm) is given in Table I [4] .
An element of an array or of the binary heap is a node; both notions of "element" and "node" are used interchangeably. If the target is the derivation of the shortest path from a single node x to every node y ∈ V /x, the problem is called one-to-all shortest path problem; it is called all-to-all shortest path problem if the target is the derivation of the shortest path between every pair of nodes x, y such that x, y ∈ V and x = y. For the all-to-all instance, the Fibonacci-heap implementation has computational complexity of order O(mn + n 2 log n), since the algorithm is executed for all nodes as the source.
III. PROPOSED IMPLEMENTATION A. Formulation
The exact steps of the proposed implementation of Dijkstra's algorithm are the following:
In general: Initially, for every node, its label and its key are set as infinite, and its predecessor is set to zero. This needs O(n) time. The heap is initially empty.
A node is considered as settled if its label is set to a finite value and its predecessor is set to a non-zero value (excluding the source that has zero as predecessor).
After the termination of the algorithm, the label L[x] of node x gives the cost of the shortest path from source s to node x, and p[x] gives its predecessor in this path.
The detailed description of each step of the proposed implementation is as follows: 1) Label and predecessor of the source are set to zero, indicator i is set to 2. This indicator gives the next node to be settled. The algorithm terminates when all nodes are settled, i.e., when i > n. 2) a) The first node of array e s is inserted into the heap. b) Since in the first iteration of the while loop of step 3 this is the node that will be settled (because it will be the only node in the heap), its predecessor is set here (equal to s). c) The key of this node is set to the cost of the arc that originates from the source and ends at this node.
3) The following procedure is repeated until all the unsettled nodes are settled (i.e., for n − 1 times):
{ a) The element of the heap with the minimum key is found (named x). It is settled, with L[x] = key(x). b) i) The settlement of x means that the elements of its array (i.e., e x ) must be considered hereafter. More precisely, the nodes of e x are checked, starting from the first unchecked node (
and its temporary label will not be decreased if its shortest path passes through node
, then it is omitted and the next node of e x is checked (f x ← f x + 1). This procedure is repeated until an unsettled node with key(
is found in e x , or until the whole e x is traversed (f x = z x + 1). ii) If the algorithm exits from the while loop of step 3(b)i with f x ≤ z x : { A) The procedure has stopped at node e x [f x ]. If key[e x [f x ]] = ∞, then this node is inserted in the heap, since it was not part of it. This is due to the fact that each time a node is inserted in the heap, its key is decreased by a finite value. B) The key of node
C) The predecessor of node e x [f x ] is set to x. D) Since node e x [f x ] is now part of the heap, f x is set to point to the next element in e x (or it has become equal to z x + 1 if e x [f x ] is the last element in e x ). } c) The same procedure is applied to the array of the predecessor of node x (i.e., e p[x] ). d) Node x is deleted from the heap. e) Indicator i is increased by one. }
C. Proof of Correctness
In the conventional binary-heap implementation of Dijkstra's algorithm, after the settlement of node x, each unsettled node y adjacent to x is inserted in the heap if it is not part of it. Its key is decreased if key(y) > L[x] + |xy|. Since the number of nodes adjacent to x is z x , and both operations insert(i) and decreasekey(i) require O(log n) time, the complexity of this step is O(z x log n). Therefore, this implementation has complexity of order O(m log n).
However, in the proposed implementation, after the settlement of node x, at most two nodes are manipulated:
The first node to be manipulated originates from array e x (let this node be y). This is the unsettled node that is encountered first during the traversal of e x , with the property that it is either not part of the heap, or it is part of the heap and key(y) > L[x]+|xy|. Node y is inserted in the heap if it is not part of it. Its key is decreased to the value L[x] + |xy|. This is performed in step 3b. The manipulation only of this node from e x is adequate. The reason is that since in e x the nodes are placed in non-decreasing order according to the cost of their corresponding arcs originating from x, then they are still in non-decreasing order if L[x] is added to the cost of each one of these arcs. Therefore, if all unsettled nodes from e x were inserted in the heap (if not already part of it) and had their key decreased, and the node with the minimum key in the next iteration of step 3 was one of the nodes originating from e x , then this node would be y.
The second node to be manipulated originates from array e p[x] = e x (let this node be y ). The reason for manipulating this node is that, after the settlement of node x (originating from e x ), the first unsettled node of e x with the property that it is either not part of the heap, or it is part of the heap and key(y ) > L[x ] + |x y |, must be inserted in the heap (if not already part of it) and must have its key decreased to L[x ] + |x y |. The analysis of the previous paragraph states why the manipulation only of this node from e x after the settlement of x, is adequate.
Note that in the heap some elements may have a key that is larger from the one that could be obtained from the arrays of the settled nodes. This does not affect the optimality of the proposed implementation, since at each iteration, for each one of the arrays of the settled nodes, the node which is a "candidate" to be the one with the minimum key in the next iteration of step 3, has been manipulated (i.e., has been inserted in the heap if not already part of it, and has had its key decreased).
The conclusion of this analysis is that proposed implementation is optimal, while only two nodes are either inserted or have their keys decreased, after the settlement of a node. This is exactly the characteristic of the proposed implementation, that leads to complexity of order O(m + n log n) using a binary heap, i.e., equal to the one obtained if a Fibonacci heap is used. The exact derivation of the complexity is given in the section that follows.
D. Complexity
The computational complexity of the proposed implementation is derived from steps 2, 3(b)i, 3(b)ii, 3(c)ii, 3(c)iii, 3d since the rest require O(1) time.
Step 2 requires O(log n) time and has a single execution.
If we take into account that n arrays exist and the total number of elements in all of them is m, and that each one of these arrays is traversed at most once from the first to the last element during the complete execution of the algorithm, we conclude that at most m traversals occur, each one requiring O(1) time. Thus, the complexity due to steps 3(b)i and 3(c)ii is O(m) for the complete execution of the algorithm.
Each of the steps 3(b)ii, 3(c)iii, 3d requires O(log n) time for each repetition (Table I . Therefore, for the complete execution of the algorithm, they require O(n log n) time.
The conclusion is that the computational complexity of the proposed implementation is of order O(m + n log n). The space complexity is O(n) due to the binary heap. The necessary graph representation requires O(m) space, i.e., the minimum possible for a graph consisting of m arcs.
The aforementioned complexity was derived under the assumption that the graph is available with the sorted arrays e x , c x , for every x ∈ V (as explained in section II). For completeness, the following paragraph gives the computational complexity for the one-to-all and all-to-all shortest path problem instances, for the cases the graph is available in sorted or unsorted arrays e x and c x .
• Sorted arrays:
-One-to-all instance: As proven previously, the computational complexity is of order O(m + n log n).
-All-to-all instance: Since the algorithm is executed for all nodes as the source, the computational complexity is of order O(mn + n 2 log n).
For both instances, the complexity is equal to the one of the Fibonacci-heap implementation.
• Unsorted arrays: The sorting of the arbitrary pair of arrays e x and c x requires O(z x log z x ) time [4] . Therefore, for all pairs of arrays, time O(m log z) is needed (z = max x∈V z x ). Consequently: -One-to-all instance: The computational complexity is of order O(m log z + n log n). For the worst case, O(m log z + n log n) = O(m log n). -All-to-all instance: The computational complexity is of order O(m log n + mn + n 2 log n) = O(mn + n 2 log n), i.e., equal to the one of the Fibonacci-heap implementation.
IV. CONCLUSIONS
In the current paper a new implementation of Dijkstra's algorithm was presented, for the general case of arbitrary directed graphs with unbounded non-negative weights. The computational complexity of the proposed implementation is of order O(m + n log n), for a graph consisting of n nodes and m arcs. The importance of the presented work is that it utilizes the practically applicable binary heaps, and achieves to have the same low complexity as the Fibonacci-heap implementation, where the latter is predominantly of theoretical interest, due to its large constant factors and programming complexity.
