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Abstract
Neurons are the basic units in nervous systems. They transmit signals along
neurites and at synapses in electrical and chemical forms. Neuronal morphology,
mainly dendritic geometry, is famous for anatomical diversity, and names of many
neuronal types reflect their morphologies directly. Dendritic geometries, as well as
distributions of ion channels on cell membranes, contribute significantly to distinct
behaviours of electrical signal filtration and integration in different neuronal types
(even in the cases of receiving identical inputs in vitro).
In this thesis I mainly address the importance of dendritic geometry, by studying
its effects on electrical signal modulation at the level of single neurons via mathe-
matical and computational approaches. By “geometry”, I consider both branching
structures of entire dendritic trees and tapered structures of individual dendritic
branches. The mathematical model of dendritic membrane potential dynamics is
established by generalising classical cable theory. It forms the theoretical benchmark
for this thesis to study neuronal signal modulation on dendritic trees with tapered
branches. A novel method to obtain analytical response functions in algebraically
compact forms on such dendrites is developed. It permits theoretical analysis and
accurate and efficient numerical calculation on a neuron as an electrical circuit.
By investigating simplified but representative dendritic geometries, it is found that
a tapered dendrite amplifies distal signals in comparison to the non-tapered den-
drite. This modulation is almost a local effect, which is merely influenced by global
dendritic geometry. Nonetheless, global geometry has a stronger impact on signal
amplitudes, and even more on signal phases. In addition, the methodology em-
ployed in this thesis is perfectly compatible with other existing methods dealing
with neuronal stochasticity and active behaviours. Future works of large-scale neu-
ral networks can easily adapt this work to improve computational efficiency, while
preserving a large amount of biophysical details.
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Chapter 1
Introduction
1
1.1 Overview of thesis
A nerve cell, also known as a neuron, is the basic unit in any nervous system. A
human brain, probably the most complex nervous system, consists of approximately
1011 neurons; the number is of the same order as that of the stars in our galaxy,
but the interactions among neurons are not dominated by the single force of gravity.
Most neurons shares a typical structure, consisting of a soma (i.e. cell body), an
axon and dendrites. Via neurites (i.e. dendrites and axons) and synapses (chemical
or electrical), a typical neuron can connect to and communicate with thousands
of other cells, locally and distantly, forming small neuronal circuits, large neural
networks and eventually an entire nervous system. Since the exemplary works of
Ramo´n y Cajal [1], scientists started to study the complex branching structures of
neuronal dendrites, which is probably the most distinguishable feature of neurons.
As composed by Spencer [2] that, “Everywhere structures in great measure deter-
mine functions; and everywhere functions are incessantly modifying structures”, the
interplay between anatomy and physiology in dendrites is evidently vital [3–8]. In
particular, different types of neurons modulate electrical signals differently, because
of their distinct dendritic geometries [5–8].
This thesis tries to understand how dendritic geometry modulates neuronal signal
transmission on a single neuron from a theoretical perspective, mainly by mathe-
matical analysis accompanied with numerical results. Although the functional dif-
ferences between neurons are also considerably determined by species of ion channels
on cell membranes [9–16], their types and distributions are completely encoded into
the electrical parameters in the simplified mathematical models of dendritic electro-
physiology to be employed in this thesis. In the following sections of this Chapter 1,
I will introduce, from a mathematical modelling point of view, neuronal morphology
and electrophysiology respectively in the content of neuroscience in general. These
two aspects of dendrites are then brought together and synthesised in the mathemat-
ical formalism “dendritic cable theory” [17]. Chapter 2 will find a mathematical
approach to find electrical response functions on neurons of arbitrary dendritic ge-
ometry, which is the principal task of this thesis. For simplicity, individual dendritic
branches are modelled by cylindrical segments here. Based on the path integral for-
mulation, the sum-over-trips framework is derived and extended [18–20]. I then
develop the method of local point matching, a novel approach to find analytical
Green’s functions in compact algebraic forms on dendritic trees of arbitrary branch-
ing structures. The sum-over-trips framework will then be extended in Chapter
3, from the original one on cylindrical dendrites to a generalised framework on ta-
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pered dendrites. In Chapter 4, I will consider several neuronal models of simplified
but representative dendritic geometries. The local point matching method will be
employed to calculate the analytical Green’s functions, and then explicit effects of
dendritic geometry on signal modulation will be investigated over the numerical re-
sults. Finally in Chapter 5, I will summarise this thesis, discuss the results and
finish by proposing several natural extensions and implications.
1.2 Mathematical modelling of neuronal dendrites
The term dendrite, coined by Wilhelm His in 1889 [21], originates from Greek, which
literally means a tree, or a tree-like form [22]. Scientific investigation on neuronal
dendrites started with Ramo´n y Cajal [1], and the classification of neurons by their
distinct morphologies is one of the most common and conventional perspectives, e.g.
pyramidal neurons (see Fig. 1.1 for more examples). Such anatomical varieties can
directly lead to functional differences. Computer simulations have shown that, with
identical ion channel types and distributions, different morphologies present distinct
signal propagation and firing patterns when responding to the same input currents
(see Fig. 1.2) [6, 7]. However, due to the natural heterogeneous distributions of ion
channels on dendrites (and axons) [16], it is difficult to conduct real experiments
on neurons of different morphologies with the ion channel distributions as control
variables. Thus, theoretical approaches as taken by this thesis may help to shed
light on the modulation of neuronal signals by dendritic geometries.
This section aims to build mathematical models of dendrites. By “mathematical
modelling”, two interdependent aspects of dendrites are considered: dendritic mor-
phology, the geometry of the typical tree structure, and dendritic electrophysiology,
the dynamics of membrane potentials.
1.2.1 Digital reconstructions
To obtain the morphological structure of a real neuron, neuron tracing is employed
by neuroscientists. It has become one of the most fundamental tasks in neuroscience,
particularly in computational neuroscience, as digital reconstructions obtained by
neuron tracing are useful in computer simulations on single neurons or neural net-
works with realisitic neuronal morphologies [24]. There are online databases nowa-
days, e.g. Neuromorpho.org [25], which permit access to numerous neuron recon-
tructions.
Conventionally, neurons are stained and imaged in fixed brain tissue by the
Golgi’s method, which was invented by Camillo Golgi, employed by Ramo´n y Cajal,
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Figure 1.1: Distinct morphologies of different neurons. (A): Alpha motor neuron
in spinal cord of cat. (B): Spiking interneuron in mesothoracic ganglion of locust.
(C): Layer 5 neocortical pyramidal neuron in rat. (D): Retinal ganglion neuron
in postnatal cat. (E): Amacrine neuron in retina of larval tiger salamander. (F):
Cerebellar Purkinje neuron in human. (G): Relay neuron in ventrobasal thalamus of
rat. (H): Granule neuron in olfactory bulb of mouse. (I): Spiny projection neuron
in rat striatum. (J): Neuron in the Nucleus of Burdach in human fetus. (K):
Purkinje neuron in mormyrid fish. (L): Golgi epithelial (glial) neuron in cerebellum
of normal-reeler mutant mouse chimera. (M): Axonal arborization of isthmotectal
neurons in turtle. Copied from [23].
and is still in use by modern neuroscientists, whereas recent developments permit
functional imaging [26, 27]. The work of Glaser and Van der Loos [28] is one of
the first attempts on automation in neuron tracing. They employed computers to
interact with the microscope and to store point coordinates, which were manually
indicated by a human operator. In spite of many efforts to reduce the amount
of human labour [29, 30], neuron tracing had remained as a difficult problem (see
Fig. 1.3) [31, 32] until tremendous progress in the fields of computer science and
computer vision occured in the recent years [33].
Instead of directly recording neuronal morphologies by some automatic process,
nowadays it is preferred to acquire the entire image data first. These image data
are initially refined by several image preprocessing techniques so that segmentation
methods could be effectively employed. Segmenting usually starts with identifying
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Figure 1.2: Different morphologies of neurons with identical ion channel types and
distributions have distinct repsonses. (A-C): Backpropagation (from soma) and
forward propagation (from location at →) of action potentials. Copied from [7].
(a-d): Characteristic firing patterns evoked by somatic current injection. All the
neurons are two-dimensional projections of three-dimensional digital reconstructions
from rat brains. Copied from [6]. (A): Substantia nigra dopamine neuron. (B):
Neocortical layer 5 pyramidal cell. (C): Cerebellar Purkinje cell. (a): Layer 3
aspiny stellate. (b): Layer 4 spiny stellate. (c): Layer 3 pyramid. (d): Layer 5
pyramid.
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Figure 1.3: The multiscale nature of a dendritic tree. (A): The level of a individual
neuron. (B): The level of dendritic branches and bifurcations. (C): The level of
individual spines. While this is a fairly high-quality data set, several branches are
still poorly stained in (A) and spines in (C) are usually poorly imaged due to
the limited resolution and can be further blurred by noises, in particular in live-
cell imaging experiments, thereby causing visual ambiguities and enhancing the
complexity of the problem. Copied from [33].
soma, especially in the case where multiple neurons are present, neurites are the next
to be tracked, and finally spines are detected [33]. The processing order is not only
heuristic but also insightful, because a successive step can employ or even rely on the
results of its preceding steps. After measuring parameters for all segments identified,
automatic tracing is complete. It is however more rigorous to conduct proof-editing
at this stage, because structural errors in reconstructions, if not corrected, could
potentially take researchers more time to find out than conducting manual tracing
[34].
One may run realistic computer simulations on such neuron reconstructions, e.g.
the reconstruction in Fig. 1.4 employed by [19]. One may also conduct experiments
by simulations that are nearly impossible in reality but insightful in theory. For
example, the reconstructions shown in Fig. 1.2 are modelled with identical ion chan-
nels for different morphologies [6, 7]. The digital reconstruction of a neuron usually
preserves the most comprehensive information of its three-dimensional morphology.
Without any model reduction of the original reconstruction, mathematical analysis
6
Figure 1.4: A reconstructed neuron from a rat CA1 hippocampal pyramidal cell.
The reconstruction consists of 396 branches and a soma and is compartmentalised
into 3961 cylindrical segments. Adapted from [19].
is extremely difficult, and numrical simulations are computationally expensive. As a
result, there are very few but grand projects, e.g. the Human Brain Project [35], that
does simulate a “large” network with such morphologically detailed neurons, in the
hope of shedding light on the biological foundation of consciousness and intelligence.
For example, Markram et al. [36] simulated a microcircuitry of the somatosensory
cortex in a juvenile rat, which contains approximately 31,000 neurons.
1.2.2 Simplified geometries
To clearly exhibit branching structures of dendrites, a dendrogram is conventionally
employed. Dendrograms are firstly introduced by Sholl [37] and thus are also known
as Sholl diagrams (see Fig. 1.5 for an example). In order to draw theoretical insights
and to save computational expenses, morpohologies of neuron reconstructions can
be simplified and often considered as multi-compartment models (see schematic
diagrams in Fig. 1.6). Since such a multi-compartment model virtually spans in
a two-dimensional plane, the morphology of a neuron can be formally modelled as
a weighted graph Γ = (N ,B), in particular a weighted tree. Its vertices represent
soma and branching nodes, and the edges represent dendritic branches. Moreover, Γ
is a metric graph, as the weights of its edges are assigned to be the physical lengths
of the corresponding branches. Based on this mathematical definition, methods of
graph theory can be employed to study the dendritic geometry, e.g. algorithms for
finding minimum spanning trees [38, 39].
It is practical and reasonable to study such simplified models for two main rea-
sons. First, it is in principle impossible to acquire perfect details of dendritic mor-
phology by simply increasing imaging resolution or reconstruction accuracy, because
7
Figure 1.5: Dendrogram of the pyramidal cell shown in Fig. 1.4. Each horizontal
segment represents a dendritic segment with its physical length and each vertical
segment corresponds to a branching point.
a dendritic tree is constantly changing its structure due to the motility of den-
dritic spines [40]. Second, it is relatively straightforward to investigate neuronal
electrophysiology (to be introduced in §1.2.3) on simplified morphologies by either
mathematical analysis or computer simulations.
To further simplify dendritic geometry, one may consider a point neuron without
any branching structure. It can be treated as the most extremely reduced model with
only one compartment (see Fig. 1.6), or an isopotential neuron whose dendrites and
axons function with instant signal propagation, communicating with other point
neurons via metaphysical synapses. Although this thesis does not consider point
neurons because there are virtually no dendrites, they are useful in studying mod-
els of neuronal membrane potential dynamics (see §1.2.3). In addition, since the
groundbreaking work of McCulloch and Pitts [41], especially in the recent decade,
8
Figure 1.6: Schematic diagram of morphological model reduction at different leveles
of the pyramidal cell shown in Fig. 1.4 (up to rotation), from 397 compartments
(leftmost), down to 26, 4, and only 1 compartment (rightmost). Although the soma
(represented by a disc) in each model here is an isopotential compartment, it is not
necessarily the case. For example, the soma in the reconstruction in Fig. 1.4 (which
is essentially a multi-compartment model as well) consists of 3 segments.
artificial neural networks consisting of point neurons have proven themselves efficient
and powerful in many applications. For example, the automation and digitalisation
of neuron tracing mentioned in §1.2.1 have largely benefited from the development
of techniques in pattern recognition in the field of machine learning, which heavily
employs artificial neural networks.
1.2.3 Membrane potentials
Cell membranes separate intra-cellular plasma from extra-cellular environment in
order to maintain cellular homeostasis. Neuronal membranes, in particular, mod-
ulate the flows of charged ions selectively by its pore-forming membrane proteins.
There are thus differences in ionic densities at the two sides of neuronal membranes,
which create a difference between intra- and extra-cellular electric potentials, i.e.
membrane potentials. To study the dynamics of membrane potentials, a quantative
model based on the analogy of electrical circuits (see Fig. 1.7) can be employed.
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Figure 1.7: A circuit diagram of a general conductance-based model. The membrane
potential V is the voltage difference between the intra- and extra-cellular potentials,
which is measured at the lipid bilayer, represented by a capacitor. The membrane
leakage is analogous to the series circuit of a resistor gl and a battery El, and
a voltage-gated ion channel of ionic species k is the series circuit of a non-linear
voltage-dependent conductor gk(V ) and a battery E
k
g . If there are multiple ionic
species, they are all parallel circuits to one another.
Notably, here a point neuron (introduced in §1.2.2) is assumed, and notations and
terms from control theory.
Capacitors: lipid bilayer
The cell membrane of a neuron is a lipid bilayer, which prevents ions at the both
sides moving freely across it. It thus behaves as a capacitor, that is, it can be
charged up by an injection of a current Im (generally varying with respect to time
t) into the plasma, or mathematically,
Im(t) = CmAm
dV
dt
, (1.1)
where Cm is the capacitance per unit area, Am is the surface area of the membrane,
and V (t) is the membrane potential.
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Resistors: leakage channels
The lipid bilayer of the cell membrane is not perfectly dielectric, and at the same
time there are leakage ion channels that allow selective ionic species to travel across
the membrane. In reality most of leakage channels behave as rectifiers, that is, they
conduct better in one fixed direction than the other. Nonetheless, leakage channels
are simply assumed to be resistors (i.e. linear conductors). As they follow Ohm’s
law, the leakage current can be written as
Il(t) =
∑
k
gkl Am(V − Ekl ), (1.2)
where gkl is the leakage conductance per unit area and E
k
l is the reversal potential
of ionic species k. Since both gkl and E
k
l are constants predetermined by the ionic
species k, the leakage current (1.2) can be therefore recast into a simpler form,
Il(t) = glAm(V − El), (1.3)
where
gl =
∑
k
gkl
is the total leakage conductance per unit area, and
El =
∑
k g
k
l E
k
l
gl
is the passive resting membrane potential.
If the membrane potential of a point neuron is determined only by the currents
(1.1) and (1.3), Kirchhoff’s current law gives
Im(t) + Il(t) = I0(t), (1.4)
where I0(t) is the input current. The neuron in this case is purely passive. It is
equivalent to a resistor-capacitor (RC) circuit, whose output voltage, i.e. solution
to Eq. (1.4), is proportional to an exponential-filtered input current.
Inductors: h-channels
Many neurons have the h-channels on their membranes. They permit hyperpoloarisation-
activated depolarising Ih currents, and thus prevent the neurons from too strong
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hyperpolarisations. The h-channels can be modelled as inductors, that is,
Lh
Am
dIh
dt
= − rh
Am
Ih + (V − El), (1.5)
where Lh is the inductance and rh the resistance per unit area.
The neuron whose membrane potential dynamics is determined by the currents
(1.1), (1.3) and (1.5) is analogous to an resistor-inductor-capacitor (RLC) circuit,
which is also known to be a resonant circuit. It is explicitly described by
Im(t) + Il(t) + Ih(t) = I0(t), (1.6)
where I0(t) is the input current, and Kirchhoff’s current law is applied.
Non-linear conductors: voltage-gated channels
To explain the initiation and the propagation of action potentials in the squid giant
axon, the Hodgkin-Huxley model [42] considers a conductance-based model consist-
ing of the currents (1.1), (1.3), and the following two non-linear ion channels,
INa = g¯Nam
3h(V − ENa), (1.7a)
IK = g¯Kn
4(V − EK), (1.7b)
where g¯k = g
k
maxAm is the maximal conductance for ionic species k ∈ {K,Na}
(potassium and sodium), Am is the surface area of the membrane, and n,m, h ∈ [0, 1]
are gating variables for the activation of potassium channels, the fast activation and
the slow inactivation of sodium channels, respectively.
In general, such voltage-gated ion channels can be modelled as non-linear con-
ductors, which permit the following current through these channels,
Ig(t) =
∑
k
gkmaxw
k(V )Am(V − Ekg ), (1.8)
where, for each ionic species k, gkmax is the maximal active conductance per unit area,
Ekg is the reversal membrane potential, and w
k(V ) ∈ [0, 1] describes the fractions of
channels that are open. For any ion species k, in general,
wk(V ) =
∏
i
nηii ,
where the gating variable ni ∈ [0, 1] models the probability of ion channel activation
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or inactivation at different time scales which changes in V , and ηi is the number
of the independent (in)activation gates of the channel. Assume αni(V ) the opening
rate (the transition rate that a channel changes its gating state from close to open)
and βni(V ) the closing rate. The gating variable follows
dni
dt
= αni(V )(1− ni)− βni(V )ni, (1.9)
which can be recast as
τni(V )
dni
dt
= wk∞(V )− ni, (1.10)
where
τni(V ) =
1
αni(V ) + βni(V )
, (1.11)
ni,∞(V ) =
αni(V )
αni(V ) + βni(V )
. (1.12)
Thermodynamics suggests the shape of ni,∞(V ) to be a sigmoid function [43],
whereas αni(V ), βni(V ) and ηi can only be obtained by fitting models with experi-
mental data. A general conductance-based model can then be obtained by applying
Kirchhoff’s current law with the currents (1.1), (1.3) and (1.8), plus an input current
I0(t), that is,
Im(t) + Il(t) + Ig(t) = I0(t). (1.13)
Since wk(V ) is dependent on V , the current Ig(t) is non-linear, and thus the model
is not analytically solvable, whereas the non-linear current can be approximated by
a linearised current (in a similar form to Ih) if small enough [19, 44].
Batteries: reversal potentials
The reversal potentials Ekl , E
k
g in Eqs. (1.2) and (1.8) are analogous to batteries
in the electrical circuit. A reversal potential Ek of an ionic species k is defined to
be the membrane potential at which the net flow across membrane is zero. It can
be derived directly from this definition and is explicitly given by the famous Nernst
equation,
Ek =
kBT
zkq
log
(
N ek
N ik
)
,
where kB is the thermal energy in Joules per ion, T is the body temperature in
Kelvins and q is the charge of an electron in Coulomb [45]. Since they are all
constants and the algebraic charge zk and the external and internal ionic densities
N ek , N
i
k are completely predetermined by the ionic species k, E
k is assumed to be
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constant from the beginning of all neuronal models in this thesis.
1.2.4 Cable theory
In 1952, Hodgkin and Huxley [42] successfully explained the initiation and the prop-
agation of action potentials in the squid giant axon by a cable equation with non-
linear voltage gated channels. The model was a milestone in the development of
neuronal cable theory, it won Hodgkin and Huxley a Nobel Prize in 1963, and it
has been since known as the Hodgkin-Huxley model. As a matter of fact, about a
century before that, Von Helmholtz [46] experimentally measured the signal veloc-
ity in nerve fibers of a frog, and only a few years later Thomson [47] developed the
prototypic cable theory to study transmission of telegraphic signals in long cables,
which established the theoretical foundation of cable theory but its relevance to
neuronal cables was not noticed upon that time. With the development of sharp
micropipette electrodes, dynamics of dendritic membrane potentials also started to
be revealed by intra-cellular recordings, and their observations can be elaborated by
dendritic cable theory. The theory was thoroughly studied by Wilfrid Rall, whose
significant contribution to the topic is well summarised in the book of Segev et al.
[48]. Classical cable theory essentially extends the models for a point neuron (dis-
cussed in §1.2.3) to a neuronal cable [49, 50], and dendritic cable theory aims to
apply cable theory on a complex dendritic morphology.
It is ideal to build models of dendritic membrane potential dynamics in the three-
dimensional space, because “any other approach risks excluding important features
of the three-dimensional structure or incorporating three-dimensional features incor-
rectly” [51]. Nonetheless, the standard cable equation is one-dimensional in space,
since all radial currents are assumed to be transmembrane, an assumption can be
justified by the fact that the diameter of a typical neurite is considerably small com-
paring to its length [52]. It is also shown in [51] that the one-dimensional standard
cable equation is the limit of their three-dimensional model given common assump-
tions. Below I first derive the general cable equation of a single dendritic branch
with continuously varying radius r(x), into which an input current Iin(x; t) is ap-
plied. It is then straightforward to obtain the classical standard cable equation and
other simplified models.
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General cable equation
To begin with, I focus on a little section of the dendritic branch from x to x + ∆.
Kirchhoff’s current law (the conservation of electrical currents at a point) gives
Im(x) + Il(x) + Ig(x) + I(x+ ∆) + Iin(x+ ∆) = I(x) + Iin(x), (1.14)
where I(x) is the axial current flowing into the section and I(x + ∆) is the axial
current flowing out. The other currents can be found in Eqs. (1.1), (1.3) and (1.8).
Substituting them into Eq. (1.14) leads to
Cm
∂V
∂t
+gl(V −El)+
∑
k
gkmaxw
k(V −Ekg ) =
I(x)− I(x+ ∆) + Iin(x)− Iin(x+ ∆)
Am(x, x+ ∆)
,
(1.15)
where the surface area of the section is
Am(x, x+ ∆) = 2pi
∫ x+∆
x
ρ(s)ds, (1.16)
and
ρ(s) = r(s)
√
1 + (r′(s))2, (1.17)
as the cross-sectional area is assumed to be perfectly round. Only the right hand
side of Eq. (1.15) depends on ∆ and thus by taking the limit ∆ ↓ 0,
lim
∆↓0
[
− [I(x+ ∆)− I(x) + Iin(x+ ∆)− Iin(x)]/∆
Am(x, x+ ∆)/∆
]
= −∂I/∂x+ ∂Iin/∂x
2piρ(x)
. (1.18)
If the input current of a total strength of Iinj is injected only into the section from
y to y + ∆, given the same limit ∆ ↓ 0,
∂Iin
∂x
∣∣∣∣
y+
= −Iinjδ(x− y), (1.19)
where δ(x− y) is the Dirac delta function. Without loss of generality, from now on
all input currents are assumed to be point processes. It is worth noting that the
results for a region of input can be recovered by integrating over the input region.
At the same time, the axial current I(x) flowing through the section can be
calculated by Ohm’s law, that is,
V (x+ ∆)− V (x) = −I(x)R, R = Ra∆
2∫ x+∆
x Ac(s)ds
, (1.20)
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where Ra is the axial resistivity and Ac(x) = pir
2(x) is the cross-sectional area. It
follows from the above equations that
I(x) = −
∫ x+∆
x Ac(s)ds
Ra∆
V (x+ ∆)− V (x)
∆
,
and again with the limit ∆ ↓ 0,
I(x) = − 1
ra
∂V
∂x
, (1.21)
where
ra(x) =
Ra
pir2(x)
, (1.22)
is the axial resistance. Thus,
∂I
∂x
= − pi
Ra
∂
∂x
[
r2(x)
∂V
∂x
]
. (1.23)
The general cable equation of a radius-varying dendritic cable with non-linear chan-
nels are obtained by substituing Eqs. (1.19) and (1.23) into Eq. (1.18), that is,
Cm
∂V
∂t
= −gl(V −El)−
∑
k
gkmaxw
k(V −Ekg )+
1
2Raρ(x)
∂
∂x
[
r2(x)
∂V
∂x
]
+I0, (1.24)
where
I0 =
Iinjδ(x− y)
2piρ(x)
(1.25)
could be considered as the driving force in Eq. (1.24), and is notably determined
only by the input location y (not x), because δ(x− y) = 0 if and only if x = y.
Simplified cable equations
As most of voltage-gated channels are non-linear, Eq. (1.24) is generally impossi-
ble to solve analytically. Nonetheless, in the sub-threshold regime, they could be
linearised (see §1.2.3). For simplicity, here I consider only h-channels which permit
Ih currents. Substituting the non-linear currents (1.24) by the Ih current (1.5), the
resonant (quasi-active) tapered cable equation is obtained,
Cm
∂V
∂t
= −glV − Ih + 1
2Raρ(x)
∂
∂x
[
r2(x)
∂V
∂x
]
+ I0, (1.26a)
Lh
∂Ih
∂t
= −rhIh + V. (1.26b)
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where notably the membrane potential is from now on measured from El.
A further simplification is to remove the Ih current from the model. It can be
experimentally realised by blocking the h-channels, and is mathematically equivalent
to take the limit rh → +∞. The passive tapered cable equation is thus obtained,
Cm
∂V
∂t
= −glV + 1
2Raρ(x)
∂
∂x
[
r2(x)
∂V
∂x
]
+ I0. (1.27)
An alternative simplification of the system (1.26) is to assume constant dendritic
radius r(x) = rc while keeping the Ih current in the model, which gives the resonant
cylindrical cable equation,
Cm
∂V
∂t
= −glV − Ih + rc
2Ra
∂2V
∂x2
+ I0, (1.28a)
Lh
∂Ih
∂t
= −rhIh + V. (1.28b)
Reducing the model with both simplifications results in the passive cylindrical cable
equation, i.e. the classical standard cable equation,
Cm
∂V
∂t
= −glV + rc
2Ra
∂2V
∂x2
+ I0, (1.29)
or, in a more well known form,
τm
∂V
∂t
= −V + λ2∂
2V
∂x2
+
I0
gl
, (1.30)
where
λ2 =
rc
2glRa
, (1.31)
and τm = Cm/gl is defined by Eq. (5.4). It is worth noting that the tapered
cable equations (1.26) and (1.27) work for general radius-varying dendrites as clearly
shown in the derivation, not only for “tapered cables”. The term “taper” is chosen
because the tapered dendrites are to be investigated in more details in Chapter 3.
This thesis mainly studies these simplified cable equations (1.26), (1.27) and (1.28)
due to their mathematical tractability.
Input currents
An input current can be produced due to synaptic activities, or directly from exper-
imental injection. An input current in either case is considered as a point process
with its location specified by δ(y). The duration and strength of the input is de-
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Figure 1.8: Current profiles of three types of inputs with A0 = 0.2 nA. (A): An
EPSC modelled by an alpha function (1.32) with B0 = 0.1. (B): A rectangle input
(1.33). (C): A chirp current (1.34) with ωchirp = 0.003 kHz.
termined by Iinj(t). If I0 = 0, the cable equations (1.26) - (1.29) are homogeneous
differential equations. Since they are all linear, the solutions to the corresponding
heterogenous equations with different I0 6= 0 are additive. Therefore, it is straight-
forward to generalise the input from a point process to a field.
The time profiles of Iinj(t) can vary from cell to cell due to different synaptic
activities, or from case to case under different experimental protocols. For simplicity,
an excitatory post-synaptic current (EPSC) can be modelled by the alpha function
(see Fig. 1.8A) [53–56],
IEPSC(t) = A0te
−B0t, (1.32)
for t = 0 the time the post-synaptic neuron starts to depolarise due to synaptic
activities. The function reaches the maximal value of A0(B0e)
−1 at time t = B−10 .
However, any post-synaptic current is actually dependent on the temporal mem-
brane potential at its location; Eq. (1.32) is notably an extremely simplified model
of an EPSC in the case of no shunting currents that would have varied the membrane
conductance are presented. This model can be useful for experiments investigating
single neurons in vitro, whereas it is probably unrealistic for neurons in vivo, since
they could constantly receive signals from thousands of synapses.
In addition, rectangle inputs and a chirp currents (see Fig. 1.8B,C) are also widely
employed in experiments to investigate the asymptotic and oscillating behaviours of
electrical systems respectively. The rectangle input can be described by
Irect(t) = A0H(t− t0)H(t0 + τrect − t), (1.33)
where A0 is the strength of the current, H(t) is the Heaviside function, t0 is the onset
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Figure 1.9: Amplitude of the chirp current in Fig. 1.8B in the Fourier frequency
domain.
time of the stimulus, and τrect is its duration. If τrect → +∞, the input becomes
a step current. A step current drives a neuron to some new steady-state voltage.
It can be employed to find input and tranfer impedances (see §1.3.2) and is thus
usually a primary indicator of signal attenuation on dendrites.
The chirp current can be defined as
Ichirp(t) = A0 sin
(
ωchirpt
2
)
, (1.34)
whose instantaneous frequency can be found as
f(t) =
1
2pi
d
dt
(
ωchirpt
2
)
=
ωchirp
pi
t,
where ωchirp/pi is the chirpyness, i.e. the rate of frequency. As the frequency is
varying linearly in time, Eq. (1.34) particularly defines a linear chirp. Since the
amplitude of the response in the Fourier domain is almost constant for a wide range
of frequencies (see Fig. 1.9), which implies that the power spectrum of the chirp
input is similar to that of a Dirac delta impulse, the envelope of the corresponding
oscillating response in time domain roughly traces the Green’s function (which is
by definition the response of a Dirac delta input). Therefore, such chirp inputs
are useful in experiments to characterise resonant systems. It is worth noting that,
however, the phases of a chirp input and a Dirac delta impulse are different, and
thus the chirp responses cannot provide an accurate experimental measurement of
the Green’s function.
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Boundary conditions
Membrane potential dynamics on all individual branches of a dendritic tree are mod-
elled by the system (1.26) in this thesis, whereas different branches in general have
different morphological or electrophysiological parameters. Moreover, four types of
boundary conditions (see Fig. 1.10) are considered. They are enforced at the nodes
where dendritic branches are connected or terminated. All boundary conditions are
determined by two physical contraints, Kirchhoff’s current law and the continuity
of membrane potentials. The study of dendritic cable theory in this thesis is basi-
cally the mathematical analysis of the system (1.26) given all boundary conditions.
Notably in this section the spatial coordinate is changed case by case so that the
boundary under investigation is at the location x = 0, whereas it is common to fix
the coordinate globally when studying a particular neuronal model.
A terminal is the end of a dendritic branch. It is assumed to be either open or
closed. An open terminal means that there is no barrier for ions to move freely
into or out from the neuron, which corresponds to the situation where the dendritic
branch is cut off at x = 0. Mathematically,
V (0; t) = 0. (1.35)
In this thesis I assume the terminal of a natural dendritic branch is closed, that is,
there are no axial currents at x = 0, which gives
∂V
∂x
(0; t) = 0. (1.36)
A branching node is a point at which several dendritic branches are attached
together. Assume there are N branches attached to the point x = 0. The two
conditions for axial currents and membrane potentials respectively give
N∑
i=1
1
ra,i(0)
∂Vi
∂x
(0; t) = 0, (1.37)
Vi(0; t) = Vj(0; t), (1.38)
for i, j ∈ {1, 2, 3, . . . , N} indexing the different branches, where ra,i is the axial
resistance for branch i, whose definition can be found in (1.22).
A soma is treated as an isopotential sphere that is mathematically equivalent
to the model of a point neuron as in §1.2.3. Similarly only the resonant model is
employed for the soma, and its active properties are to be discussed in §5.1.4. Given
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Figure 1.10: A schematic of a network of two neurons connected by a gap junction.
the somatic parameters CS = CsomaAsoma, gS = gsomaAsoma, LS = Lsoma/Asoma,
rS = rsoma/Asoma, the explicit conditions for the somatic node can be written as
CS
∂VS
∂t
= −gSVS +
N∑
i=1
1
ra,i(0)
∂Vi
∂x
(0; t)− IS(t), (1.39a)
LS
∂IS
∂t
= −rSIS(t) + VS(t), (1.39b)
VS(t) = Vi(0; t), (1.39c)
where VS is the somatic membrane potential, IS is the somatic resonant current, and
Vi is the membrane potential of the dendritic branch i. Eqs. (1.39a) and (1.39b)
are imposed by the Kirchhoff’s current law and Eq. (1.39c) by the continuity of
membrane potentials.
In addition, electrical synapses are considered, which are also known as gap junc-
tions. A gap junction is a mechanical coupling between adjacent neurons that
permits direct ion flows between them without a orientation preference, which can
be simply modelled by resistors whose conductance is gGJ = R
−1
GJ [20]. This as-
sumption is able to elaborate the observations that a signal passing through a gap
junction always attenuates but is almost instant. Explicitly, it follows Ohm’s law,
1
ra,m
[
∂Vm−
∂x
(0; t) +
∂Vm+
∂x
(0; t)
]
= gGJ(Vm−(0; t)− Vn−(0; t)), (1.40a)
1
ra,n
[
∂Vn−
∂x
(0; t) +
∂Vn+
∂x
(0; t)
]
= gGJ(Vn−(0; t)− Vm−(0; t)), (1.40b)
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where m− and m+ (n− and n+) are the two segments of dendritic branch m (branch
n) before and after the gap junction. At the same time, the membrane potentials
are continuous on the same branches, that is,
Vm−(0; t) = Vm+(0; t), (1.41a)
Vn−(0; t) = Vn+(0; t). (1.41b)
We can thus consider not only a single neuron, but also multiple neurons coupled
by gap junctions, while keeping the entire model relatively simple.
1.3 Solutions by Green’s function formalism
In order to obtain the solution to the cable equations, a classical approach is to
solve them without the input currents I0 first. For example, Eq. (1.29) without I0
is simply a one-dimensional heat equation (with an additional term of heat loss),
which is homogeneous. It can be solved analytically by separation of variables.
I0 can be then added back into the system, playing a role of initial and bound-
ary conditions. Alternatively, the Green’s function formalism is employed in this
thesis to solve the resonant tapered cable equation (1.26) and its simplifications,
because they are all diffusion equations that can reduce to Helmholtz equations,
whose Green’s function is known. A Green’s function is an impulse response to an
inhomogeneous linear differential equation. It is conventionally a tool for solving
inhomogeneous linear differential equations, first developed by and thus later named
after the British mathematician, George Green [57]. While the term fundamental
solution is preferred instead in modern mathematics, especially in distribution the-
ory [58], Green’s functions are still commonly employed in many-body problems in
physics, and are called propagators when it comes to quantum mechanics [59, 60].
In control theory (or linear time-invariant theory), transfer functions, a term ap-
pearing regularly in frequency domain analysis, are no more than Green’s functions
in the frequency domain [61]. In this thesis the term Green’s function is consistently
employed, whereas occasionally I refer to the other terms when linking to works of
others.
In general, a Green’s function is defined as,
LG(α, β) = δ(β − α), (1.42)
where L is a linear differential operator. It is thus employed to solve inhomogeneous
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linear differential equations of the form,
Lu(α) = f(α),
where α, β ∈ Rn, because the solution can be directly written as
u(α) =
∫
G(α, β)f(β)dβ + f0, (1.43)
where f0 is a constant, often determined by initial conditions, or simply,
u = G ∗ f + f0, (1.44)
where ∗ represents the convolution of the two functions. In this thesis, f(β) =
I0(x; t) represents input currents into a dendritic tree at some location and time,
while u(α) = Vm(x; t) represents output membrane potentials measured at some
other location and time. This thesis is focused on finding Green’s functions on
dendritic trees, because they establish direct and complete relations between input
currents and output membrane potentials, and encode all together the information
of dendritic geometrical and electrophysiological properties. Formally, I consider
the geometry modelled by a metric graph Γ = (V,E) for V the set of vertices
and E the set of edges in the graph. Since each edge e ∈ E is equipped with a
differential operator De acting on the function of membrane potential dynamics, Γ
is a quantum graph (see [62, 63] for a review). Therefore, in mathematical terms,
this thesis attempts to find the following mapping,
M : (Γ, α, β)→ GΓ(α, β), (1.45)
which determines the Green’s function GΓ for any Γ that satisfies the modelling
criteria in this thesis, given arbitrary output-input pairs (α, β). The differential
operator De in this thesis is mainly the Helmholtz operator. Their Green’s functions
can be constructed by the path integral formulation, that is, the Green’s function
GΓ(α, β) is found by summing over all the random walk paths between α and β
on the quantum graph Γ. Notably I consider only the deterministic limit in this
thesis, whereas realistic neuronal membrane potential dynamics is stochastic. By
the law of large numbers, it should be justified that such deterministic limits well
describe average behaviours of the membrane potentials, as there are a large number
of charged ions moving inside neurons or across cell membranes.
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1.3.1 Properties of Green’s functions
Below several important properties of Green’s functions are discussed. They gener-
ally work for any linear systems.
A chain of convolutions
Assume L = L1L2 and G1, G2 are the Green’s functions of L1, L2 respectively. By
applying Eq. (1.44) twice with respect to L1, L2 in order,
u = G2 ∗G1 ∗ f, (1.46)
and, if G is the Green’s function of L,
G = G2 ∗G1, (1.47)
or explicitly,
G(α, β) =
∫
G2(α, ζ)G1(ζ, β)dζ. (1.48)
By mathematical induction, the corollary of a chain of convolution follows,
G = GN ∗GN−1 ∗ · · · ∗G2 ∗G1, (1.49)
if L = L1L2L3 . . . LN , where Gk is the Green’s function of the linear operator Lk
for k ∈ {1, 2, 3, . . . , N}, and G is the Green’s function of L.
Linear time-invarient system
The resonant cable equation (1.26) is by definition a linear system. It is also easy to
see that the system is time-invariant because all the coefficients in the differential
equations are constant in t. It is thus a linear time-invariant (LTI) system, whose
Green’s function with respect to t can be rewritten in a convenient way, that is,
G(t, t0) = G(t− t0). (1.50)
Moreover, an LTI system can be completely characterised by the Green’s function,
because the output is simply
u(t) =
∫ ∞
−∞
G(t− t0)f(t0)dt0, (1.51)
which is essentially a special case of Eq. (1.43).
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Due to Eq. (1.49), Eq. (1.50) can be extended to a series of time points t0, t1,
t2, . . . , tN = t,
G(t, t0) = G(t− t0) = G(t− tN−1)G(tN−1 − tN−2) . . . G(t2 − t1)G(t1 − t0). (1.52)
Additivity of multiple inputs
The additivity of multiple inputs is essentially determined by the linear operator,
which leads to
V (x,y;ω) = G(x,y;ω)I0
T (y;ω), (1.53)
where y = (y1, y2, y3, . . . , yN ) is an array of N input locations, and G, I0 are arrays
of size N whose individual elements are successively defined by the corresponding
elements of y. Moreover, Eq. (1.53) can be easily rewritten into an integration form
in y, by assuming the points of y locate closely in a certain region and taking the
limit so that these points are continously distributed, that is,
V (x, y;ω) =
∫
G(x, y;ω)I0(y;ω)dy, (1.54)
where I0(y;ω) is a region of input that has a continuous density in amplitude. This
enables calculation of general inputs directly from the point processes assumed by
Eq. (1.19).
Notably the property (1.53) is purely a mathematical result, which is approxi-
mately valid only if the individual inputs are small or distant enough. For example,
when an experimentalist injects a single current into a dendritic branch. However,
it has been long since the existence of non-linear interactions of synaptic inputs on
dendrites were discovered [64], and a typical neuron in vivo could constantly receive
thousands of inputs due to synaptic activities. A single input is assumed throughout
this thesis; I will leave the discussion of such non-linear behaviours in §5.1.5.
Reciprocity between input and output
Since the resonant cable equation (1.57) (in the frequency domain) is a second order
linear ordinary differential equation, it can be rewritten in the Sturm-Liouville form.
Since the Sturm-Liouville operator is self-adjoint, the Green’s function must be
symmetric [65], that is,
G(x, y) = G(y, x), (1.55)
which is known to be the reciprocity principle. This result can notably be gener-
alised from a single cable to a dendritic tree given appropriate boundary conditions.
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Nonetheless, I will give an alternative proof of the reciprocity on dendrites in §2.3.3.
1.3.2 Laplace and Fourier transforms
The Laplace transform L of a function f(t) is defined as
F (ω) = L{f(t)} =
∫ ∞
0
f(t)e−ωtdt, (1.56)
where ω is the complex frequency.
Applying the Laplace transform on Eq. (1.26) results in
E(ω)V (x;ω) = 1
2Raρ(x)
∂
∂x
[
r2(x)
∂V (x;ω)
∂x
]
+ I0(ω) + U0(ω), (1.57)
where
E(ω) = Cmω + gl + 1
rh + Lhω
, (1.58)
U0(ω) = CmV (t = 0) +
LhIh(t = 0)
rh + Lhω
. (1.59)
As it is an LTI system, it is safe to assume zero initial conditions, that is, V (t =
0) = Ih(t = 0) = 0, which gives U0 = 0. Since a Green’s function in the frequency
domain is one-to-one correspondence to a Green’s function in the time domain, it
completely characterises the system. In addition, convolution in the time domain is
equivalent to multiplication in the frequency domain, that is, Eq. (1.51) becomes
u(ω) = G(ω)f(ω), (1.60)
which is easier to analyse and compute.
To recover the function in time domain, the inverse Laplace transfrom L−1 is
employed,
f(t) =
1
2pii
∫ c+i∞
c−i∞
F (ω)etωdω, (1.61)
for c an arbitrary real number that guarantees the coutour integration to be con-
vergent with respect to F (ω).
At the same time, the Fourier transform is defined as
fˆ(ω¯) =
∫ ∞
−∞
f(t)e−iω¯tdt. (1.62)
Although the Fourier frequency ω¯ is usually understood as a real number, it can be
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in general treated as complex, in which cases the two transforms (1.56) and (1.62)
are indifferent as long as f(t) = 0 for t < 0, which is assumed throughout this thesis.
If ω¯ is real valued, the Fourier frequency is then merely the complex component
of the Laplace frequency, which characterises the periodic behaviours of the system,
while the real component of the Laplace transform is responsible for the transient
behaviours. Moreover, the inverse Fourier transform,
f(t) =
1
2pi
∫ ∞
−∞
fˆ(ω¯)e−itω¯dω¯, (1.63)
is equivalent to the inverse Laplace transform (1.61), if c can be chosen as zero,
that is, if all singularities are in the left half-plane. It is worth noting that this
condition roughly implies that there exists some F (ω), such that c cannot be set as
zero, in which cases the inverse Fourier transform will not converge. However, this
thesis does not give any mathematical proof on whether or not the two transforms
are interchangeable for any particular Green’s function, because it will be easier to
check the convergence after obtaining explicit expressions.
Although the terminology for the Laplace transform will be employed for consis-
tency, it is more convenient particularly in numerical integrations to use the Fourier
transform because algorithms of the fast Fourier transform (and its inverse) is effi-
cient and accurate.
Final values of responses
By injecting a step current into a neuron, it is expected that the entire system finally
reaches some steady state. Assume Iinj(t) = Istep(t) is the step input of strength A0
occuring at time t0. It is the special case of a rectangle input (1.33), whose Laplace
transform can be found as,
Istep(ω) =
A0
ω
e−t0ω. (1.64)
In order to obtain the final value, the final value theorem for the Laplace transform
can be applied, which states that,
limt→∞ f(t) = limω→0 ωF (ω), if all poles of ωF (ω) are in the left half-plane.
By the theorem,
V (x, y; t) = G(x, y; t) ∗ Iinj(t) = L−1{G(x, y;ω)Iinj(ω)}, (1.65)
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which simply gives
lim
t→∞V (x, y; t) = limω→0
ω
[
G(x, y;ω)
A0
ω
e−t0ω
]
= A0G(x, y;ω = 0). (1.66)
For a passive system G(x, x;ω = 0) is by definition the input resistance at x, because
A0 in the strength of the injected current and limt→∞ V (x, x; t) is the steady state
voltage. However, this measure cannot fully characterise a resonant neuron, as
overshoots and undershoots are to be observed before the system reaches to its
steady state.
In order to account for the oscillating behaviours of a neuron, a sinusoidal signal
of the following form,
Isin(t) = A0 sin(ω0t), (1.67)
can be applied to the system. The system will reach a sinusoidal final state,
VSS(x, y; t) = B0 sin(ω0t+ φK), (1.68)
where the amplitude,
B0 = A0|K(x, y;ω)|, (1.69)
and the phase shift,
φK = arg(K(x, y;ω)), (1.70)
can be found with K(x, y;ω) = G(x, y; ω¯) where ω¯ = iω for real ω [61].
Therefore, the Green’s function can be obtained experimentally by measuring the
sinusoidal final state responses to sinusoidal inputs with all frequencies. Koch [44]
terms K(x, y;ω) as the frequency-dependent transfer impedance, and in particular
K(x, x;ω) = G(x, x; ω¯) is the input impedance, which is a generalisation of the
input resistance G(x, x;ω = 0). Recall the implication of chirp inputs introduced
in §1.2.4. Since the frequencies are instanteously varying, the system in principle
never reaches any sinusoidal final state (1.68), which is the reason why the envelope
of the oscillating response can only roughly, but never accurately, capture the shape
of the Green’s function.
1.4 Summary
In this chapter, I have presented an overview of this thesis in §1.1, an introduction
to the mathematical models of neuronal dendrites, and a mathematical formalism
for investigating them.
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In §1.2, dendritic cable theory is established. Firstly, the technique of neural
tracing is briefly reviewed. It provides us with the raw data of neuronal morphologies
in the form of digital recontructions. By assuming dendritic lengths much longer
than dendritic radii, the branching tree structure of dendrites is formally modelled
by a metric graph. Secondly, the cable equations are derived to describe membrane
potential dynamics on dendritic branches. They are subjected to several boundary
conditions, enforced by nodes in the dendritic tree, and an initial condition, provided
by a single current input. The Green’s function formalism is then introduced in §1.3.
It can be employed to solve the linear cable equations.
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Chapter 2
Local Point Matching on
Cylindrical Dendrites
30
2.1 Introduction
In the previous chapter, resonant dendritic cable theory is derived. Since there are
in general many boundary conditions on an arbitrary dendritic tree, it is not trivial
to obtain response functions analytically. Nonetheless, the early works [66, 67] have
shown that response functions (in the frequency domain) on resonant cylindrical
dendrites can be found in closed analytical forms. Although nowadays numerical
simulations on reconstructed neurons can be performed by exisiting environments,
e.g. NEURON [68], analytical solutions are still useful in theoretical analysis, be-
cause they are written explicitly in terms of all the parameters.
In this chapter, I employ an approach first established in [18] for obtaining Green’s
functions on a passive cylindrical dendritic tree by the path integral formulation of
quantum mechanics (in §2.2). The approach was later termed as sum-over-trips
[69]. It is recently generalised in [19] for resonant dendritic trees, and in [20] for
neuronal networks coupled by gap junctions. The inclusion of gap junctions admits
the possibility of the presence of loops in a neuronal network, and the methods by
[66, 67] cannot deal with such loops (reviewed in §2.3). This sum-over-trips approach
bypasses the non-trivial boundary condition problem by encoding the information
of boundary conditions into factors to be used when constructing Green’s functions.
However, such a solution is in terms of an infinite sum, which converges badly in
numerical computations [70]. The novel method of local point matching is developed
to overcome this problem (see §2.4). It is based on the framework of sum-over-
trips but solutions are in closed algebraic forms, and thus theoretical analysis and
numerical computations can be conducted more accurately and efficiently.
2.2 Path integral on passive dendrites
To begin with, consider cylindrical dendrites whose membrane potential dynamics
is described by the passive cylindrical cable equation (1.30). The equation can be
recast into the following form,
∂V
∂T
=
∂2V
∂X2
− V + Ic(X;T ), (2.1)
where
Ic(X;T ) =
Iinj(t)δ(x− y)
2pircgl
, (2.2)
by absorbing the constants τm and λ defined in (5.4) and (1.31) into the differen-
tial operator, that is, introducing the following dimensionless temporal and spatial
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variables,
T =
t
τm
, (2.3)
X =
x
λ
. (2.4)
2.2.1 Random walks on an infinite cable
In order to obtain the Green’s function of Eq. (2.1), we can apply the path inte-
gral formulation. We firstly construct a set of random walks starting from X and
terminating at Y of duration T . The number of such random walks are infinite,
and each of them becomes a stochastic process continuous in time as the step size
becomes infinitesimal. We can thus find the Green’s function by averaging over all
the continuous stochastic process.
An infinite cable
First, consider a single cable of an infinite length, that is, Eq. (2.1) is subject to
no boundary conditions. Any random walk is constructed to start from X, to move
forwards or backwards by length (2t/N)1/2 along it with equal probability p0 = 1/2
at each step, and to stop after N steps in a total time T . By averaging all (infinitely
many) the random walks of infinitesimal step sizes, we obtain
G0(X − Y ;T ) = lim
N→+∞
lim
P→+∞
paths∑
from x to y
exp(−T ), (2.5)
where P is the number of such paths. By the path integral formulation [18], Eq.
(2.5) is the Green’s function of Eq. (2.1) on the infinite cable, and can be rewritten
in the following compact form,
G0(X − Y ;T ) = 1
2
√
piT
exp
[
−(X − Y )
2
4T
− T
]
. (2.6)
A semi-infinite cable
Here we still consider a single cable of an infinite length. However, it has an open
or closed terminal at the origin X = 0. We call such cables “semi-infinite”.
Now Eq. (2.1) is subject to a single boundary condition (1.35) or (1.36) at X = 0,
which implies that G(0, Y ;T ), the Green’s function of Eq. (2.1) evaluated at X = 0,
also satisfies either boundary condition. From the path integral point of view, the
random walk is the same as in the previous case except for the origin, where the
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Figure 2.1: Partitions of random walks on an infinite cable starting from X. All
the random walks terminating at −Y must pass through the origin X = 0, namely
P0. By the reflection principle, there is an equal number of random walks reflecting
at the origin and terminating at Y . In addition, the other partition of the random
walks terminating at Y does not touch the origin, namely P1.
probability of escaping from the cable is 1 for the open terminal, and 0 for the closed
terminal. On the infinite cable, for X,Y > 0,
G0(X − Y ;T ) = P0 + P1, (2.7)
where P0 is the sum of all paths that touch the origin and P1 is the sum of all other
paths that do not (see Fig. 2.1). At the same time,
G0(X + Y ;T ) = P0, (2.8)
because Y and −Y are symmetric to the origin and thus the reflection principle
applies. To be more specific, since all paths starting from X and terminating at −Y
must pass the origin, and by reversing only the direction of the random walks at
the origin, there is a one-to-one correspondence between the paths terminating at
−Y and Y , which guarantees that the two sums are equal as they are of the equal
probability to move in either direction.
On the semi-infinite cable, if the terminal is open, all paths touching the origin
escape from the cable, that is, the sum only consists of paths that do not touch the
origin,
Go(X,Y ;T ) = P1 = G0(X − Y )−G0(X + Y ). (2.9)
If the terminal is closed, all paths touching the origin are forced to reverse direction,
that is, the paths terminating at −Y change their destination symmetrically to Y ,
which gives,
Gc(X,Y ;T ) = 2P0 + P1 = G0(X − Y ) +G0(X + Y ). (2.10)
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It can be easily checked that the Green’s functions (2.9) and (2.10) satisfy the
boundary conditions (1.35) and (1.36) respectively.
A branching node
We now consider a branching node χ that connects K semi-infinite cables (forming
a set of branches Bχ). The Green’s functions on this branching structure can be
constructed by applying the same idea as in the previous case.
Assume that Gij(X,Y ;T ) is the Green’s function for the input at location Y on
branch j and the output at location X on branch i for i, j ∈ Bχ. The probability pi
that the random walk moves into cable i when it stands at the branching node should
sum up to 1 over all i, and turns out to be proportional to the axial conductance,
which implies,
pi =
r
3/2
i∑
k∈Bχ r
3/2
k
, (2.11)
assuming the axial resistivity Ra is the same for all the cables. Following the same
arguments as in the previous case, if X,Y locate on the same cable i,
Gii(X,Y ;T ) = 2piP0 + P1. (2.12)
Otherwise, if X,Y locate on different branches, i.e. i 6= j,
Gij(X,Y ;T ) = 2pjP0. (2.13)
Substituting the values of P0, P1 thus gives
Gij(X,Y ;T ) = δijG0(X − Y ;T ) + (2pj − δij)G0(X + Y ;T ), (2.14)
for any i, j ∈ Bχ, where δij is the Kronecker delta. It is not difficult to check that
the Green’s function (2.14) satisfies the boundary conditions (1.37) and (1.38).
2.2.2 Random walks on an arbitrary tree
Now consider a passive dendritic tree with branching nodes, terminals and semi-
infinite ends in an arbitrary geometry. Recall any Green’s function is a probability
distribution constructed from random walks,
Gij(X,Y ;T ) = P(Y ∈ j|X ∈ i;T ). (2.15)
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Notably any random walk by our construction has the Markovian property, that is,
the movement along the dendritic tree is independent of its past history. Thus, the
probability on the right hand side can be split into a sum of probabilities conditional
on intermediate states Z,
P(Y ∈ j|X ∈ i;T ) =
∑
k
∫ Lk
0
P(Y ∈ j|Z ∈ k;T − )P(Z ∈ k|X ∈ i; )dZ, (2.16)
which is a Chapman-Kolmogorov equation, and can be rewritten in terms of Green’s
functions by Eq. (2.15),
Gij(X,Y ;T ) =
∑
k
∫ Lk
0
Gik(X,Z; )Gkj(Z, Y ;T − )dZ, (2.17)
for k running over all the dendritic segments, where Lk is the scaled length of branch
k. Since Gij(X,Y ;T ) is an LTI system, the value of  can be chosen arbitrarily and
Eq. (2.17) is indeed well defined due to the properties (1.49) and (1.52) of Green’s
functions. At a particular node on the dendritic tree with the limit  ↓ 0, the
probability that the paths forming Gik(X,Z; ) do not touch other nodes is 1, and
thus virtually no boundary conditions other than those at the node, i.e. Eqs. (1.37)
and (1.38), have to be considered.
Therefore, although it is not trivial to contruct Green’s functions directly on
an arbitrary tree as in the previous cases due to the presence of multiple boundary
conditions, it is possible to decomposite any Green’s function similarly to Eq. (2.14)
locally at individual nodes. The Green’s function can eventually be rewritten as an
infinite sum over G0’s by such decompositions with coefficients and arguments to be
determined. Formalising this idea, Abbott et al. [18] introduced the framework of
sum-over-trips. An individual trip is defined to be a highly restricted random path
that starts from x and terminates at y but can only change direction at nodes. The
electrotonic length of each trip is
Lr(x, y) = µ(lr(x, y)) = µi(x) + · · ·+ µk(lk) + · · ·+ µj(y), (2.18)
where lk is the physical length of segment k,
X = µi(x) (2.19)
defines a spatial scaling mapping induced by λi on each segment i in the same form
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as Eq. (2.4), and
µ : x→ X, (2.20)
is an ensemble of µi for all i. Whenever each trip changes direction at nodes from
segment n to m, it picks up a node factor αnm = pm, and the product of all its node
factors gives the trip coefficient Ar. Each trip is thus weighted ArG0(Lr(x, y);T )
and the infinite sum over all trips (forming a set T),
Gij(X,Y ;T ) =
∑
r∈T
ArG0(Lr(x, y);T ), (2.21)
gives the Green’s function.
The framework is essentially a reformulation of the path integral on a metric
graph. A trip is virtually equivalent to a family of random walk paths that share
the same boundary conditions. Due to the Markovian property, the total probability
is the product of the transition probabilities at the boundaries and the transition
probability from x to y on a cable without considering any boundaries. The transi-
tion probability at the boundaries lead to Ar, and the random walks on an infinite
cable give G0. The deduction of the sum-over-trips framework and the proof of its
equivalence to the path integral formulation are omitted here, as it is much easier
to check its rules are valid after presenting them. The detailed rules shown in [18]
are also omitted here, since they only work for a passive dendritic tree, and in the
next section §2.3, the rules generalised for constructing Green’s functions on a reso-
nant dendritic tree will be listed. Moreover, a detailed deduction of the rules of the
sum-over-trips framework on tapered dendrites, the most recent generalisation, can
be found in §3.3.
2.3 Sum-over-trips on resonant dendrites
Here cylindrical dendrites with resonant membranes are considered, that is, the
membrane potential dynamics is described by the resonant cylindrical cable equation
(1.28). The equation can be rewritten in terms of the dimensionless spatial variable
X introduced in (2.4),
τm
∂V
∂t
= −V + ∂
2V
∂X2
+
I0(X; t)/λ− Ih
gl
, (2.22a)
Lh
∂Ih
∂t
= −rhIh + V, (2.22b)
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where
I0(X; t) =
Iinj(t)δ(X − Y )
2pirc
=
Iinj(t)λδ(x− y)
2pirc
= λI0(x; t) (2.23)
due to the property of the Dirac delta function when δ(y) is transformed into δ(Y ).
Although in theory we can find the Green’s function of Eq. (2.22) by the path
integral formulation as in §2.2, an alternative approach is taken below for its relative
simplicity. Nonetheless, the interpretion by random walks is sometimes employed
because it is intuitive and equivalent.
2.3.1 Green’s functions on an infinite cable
Consider a resonant cable without any boundary conditions. Instead of solving Eq.
(2.22) directly, we take its Laplace transform and aim to solve it in the frequency
domain. Explicitly, [
γ2(ω)− ∂
2
∂X2
]
V =
I0(X;ω)/λ+ U0(ω)
gl
, (2.24)
where
γ2(ω) = τmω + 1 +
1
gl(rh + Lhω)
, (2.25)
and U0(ω) defined in (1.59) equals 0 by assuming zero initial conditions. Eq. (2.24)
can be then recast into
[∇2 + (iγ(ω))2]V = −I0(X;ω)
λgl
, (2.26)
where ∇2 is the Laplacian on V over X ∈ R and i the imaginary unit. Eq. (2.26) is
notably in the form of an one-dimensional inhomogeneous Helmholtz equation with
a wavenumber k = iγ(ω) ∈ C. The solution to the following canonical form of the
Helmholtz equation, [∇2 + k2]Gh(X) = −δ(X − Y ), (2.27)
is known to be
Gh(X − Y ) = i exp(ik|X − Y |)
2k
, (2.28)
given no boundary conditions. Thus, the Green’s function of Eq. (2.26) on an
infinite cable is in particular
GH(X − Y ;ω) = exp(−γ(ω)|X − Y |)
2γ(ω)
. (2.29)
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Since I0(X;ω) contains δ(X − Y ) by definition (2.23),
V (X;ω) = GH(X − Y ;ω)I0(Y ;ω)
2pircglλ
, (2.30)
or, equivalently in the original x-coordinate,
V (x;ω) =
ra exp(−λ−1γ(ω)|x− y|)
2λ−1γ(ω)
Iinj(ω), (2.31)
where the axial resistance ra is defined in (1.22). By absorbing the characteristic
length parameter λ,
γc(ω) =
γ(ω)
λ
=
√
1
D
[
ω +
1
τm
+
1
Cm(rh + Lhω)
]
, (2.32)
where
D = τmλ
2 =
rc
2RaCm
(2.33)
is the diffusion constant, we obtain the transfer impedance (i.e. the transfer function,
or the Green’s function in the frequency domain),
G∞(x;ω|y) = G∞(x, y;ω) = ra
2γc(ω)
exp(−γc(ω)|x− y|). (2.34)
It also proves useful later to consider l(x, y) = |x− y| as the distance between x
and y, L(x, y) = µ(l(x, y)) the electrotonic distance, and L(x, y) = γ(L(x, y)) the
normalised distance, where γ : X → X is a spatial normalising mapping defined by
X = γ(ω)X. (2.35)
I call L(x, y) the normalised distance, because the mapping γ normalises Eq. (2.26)
into
(∇2 + i2)V (X ;ω) = −IN (X ;ω), (2.36)
where
IN (X ;ω) = I0(X;ω)
γ(ω)λgl
, (2.37)
and Eq. (2.36) is a normalised Helmholtz equation with a wavenumber k = i =
√−1.
It is however worth noting that, X is a normalised but complex-valued variable, so
the Green’s function (2.28) cannot be used directly for Eq. (2.36), because X 6∈ R.
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Nonetheless, by writing |X| = Xsgn(X) we obtain
H∞(X ) = exp(−X sgn(X/γ(ω)))
2
, (2.38)
as the Green’s function of Eq. (2.36). It is then straightforward to check that this
result agrees with the Green’s function (2.34), which can be rewritten in terms of
the normalised distance as
G∞(x, y;ω) =
1
z(ω)
H∞(−L(x, y)), (2.39)
where
z(ω) =
γc(ω)
ra
(2.40)
is the characteristic admittance, i.e. z−1(ω) is the characteristic impedance. Notably
G∞(x, y;ω) in Eqs. (2.34) and (2.39) is different by a factor 2pircCm = Dra from
that in [19] where the Green’s function is convoluted with I0 instead of Iinj. The
definition in (2.34) and (2.39) is preferred in this thesis because it separates the
information of the input and the system, while in the definition in [19] the strength
of I0 is dependent on the input location.
2.3.2 Green’s functions on an arbitrary tree
Now consider a dendritic tree as a metric graph Γ, at whose node χ a boundary
condition introduced in §1.2.4 is applied, and on whose branch i the membrane
potential dynamics is described by Eqs. (1.28). Explicitly, on branch i of length li,
τm,i
∂Vi
∂t
= −Vi + ∂
2Vi
∂X2
+
δijλjI0,j(X; t)− Ih,i
gl,i
, (2.41a)
Lh,i
∂Ih,i
∂t
= −rh,iIh,i + Vi, (2.41b)
for X = x/λi ∈ [0, Li], where Li = li/λi, and
I0,j(X; t) =
Iinj(t)δ(X − Y )δij
2pirc
. (2.42)
In other words, the spatial scaling mapping µ scales the metric graph Γ to a new
graph µ(Γ) whose edges are now measured in electrotonic length.
The system (2.41) is almost identical to Eqs. (2.22), except for the additional
subscripts i, j to denote the dependence of variables on branches and the extra
Kronecker delta δij as only a single input is assumed on the tree (located on branch
39
j). We can thus follow the same steps as before, taking the Laplace transform and
assuming zero initial conditions, and obtain[
∂2
∂X2
+ (iγi(ω))
2
]
Vi = −I0,j(X;ω)
λjgl,i
, (2.43)
where
γi(ω) =
√
τm,iω + 1 +
1
gl,i(rh,i + Lh,iω)
. (2.44)
An ensemble of γi(ω) for all i naturally forms a spatial normalising mapping:
γ : X → X , (2.45)
which reduces Eq. (2.43) to
(∇2 − 1)Vi(X ;ω) = −IN (X ;ω), (2.46)
where
IN (X ;ω) = I0,j(X;ω)
γj(ω)λjgl,i
. (2.47)
Γ0 = γc(Γ) is therefore a quantum graph, where
γc = γ · µ, (2.48)
because Γ0 is a metric graph, and the operator acting on all of its edges is (∇2 − 1)
in Eq. (2.46). Therefore, the Green’s function of the system (2.46) would have
been (2.38), equivalently, the Green’s function of the resonant system (2.43) would
have been (2.39), if no boundary conditions are presented, which is unusual for a
dendritic tree.
Inspired by the Green’s function (2.21) by the sum-over-trips framework for the
passive dendrites, we take the following ansatz for the resonant dendrites,
Gij(x, y;ω) =
∑
r∈T
Ar(ω)G∞(Lr(x, y);ω), (2.49)
where Ar(ω) is the trip coefficient, a product of node factors to be discussed in
the next section, Lr(x, y) = γ(Lr(x, y)) is the normalised trip length. Since the
electrotonic length Lr(x, y) ≥ 0, we can rewrite the Green’s function (2.49) by
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substituting in (2.38) as
Gij(x, y;ω) =
1
zj(ω)
∑
r∈T
Ar(ω)H∞(Lr(x, y)), (2.50)
where zj(ω) is the local characteristic admittance of segment j, generalising from
the definition (2.40). In order to obtain the Green’s function in the time domain
G(x, y; t), the inverse Laplace transform of Eq. (2.50) needs to be taken in the end.
Nonetheless, to obtain the solution to the system (2.22), it is more convenient to
transform Iinj(t) into the frequency domain to compute
Vij(x, y;ω) = Gij(x, y;ω)Iinj(ω), (2.51)
and take the inverse Laplace transform to obtain V (x, y; t), rather than performing
the convolution (1.51) of Gij(x, y; t) and Iinj(t) in the time domain.
The node factors
A trip picks up a node factor αnm whenever it changes direction at some node
from segment n to m. Each node factor encodes the information of the boundary
condition(s) at the local node, and contributes to the trip coefficient Ar(ω) in the
Green’s function (2.50).
At an open terminal,
αmm = −1, (2.52)
and, if the terminal is closed,
αmm = 1. (2.53)
At a branching node,
αnm = 2pm − δnm, (2.54)
where the transition probability
pm =
zm(ω)∑
k zk(ω)
. (2.55)
The node factor for a somatic node shares the same expression as Eq. (2.54) but
pS,m =
zm(ω)
zS(ω) +
∑
k zk(ω)
, (2.56)
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Figure 2.2: The node factors of different types of nodes defined by the sum-over-trips
frameworks.
where
zS(ω) = CSω +
1
RS
+
1
rS + LSω
(2.57)
is the admittance of the somatic membrane, i.e. z−1S (ω) is the somatic admittance.
At a gap junction,
αnm = pGJ,m, (2.58)
and
αmm = −pGJ,n, (2.59)
if the trip reflects at the gap junction, but
αmm = 1− pGJ,n, (2.60)
if the trip passes by the gap junction without changing direction, where
pGJ,m =
zm(ω)
zm(ω) + zn(ω) + 2RGJzm(ω)zn(ω)
. (2.61)
It is now straightforward to check that Eq. (2.50) with node factors defined as
above (summarised in Fig. 2.2) is the Green’s function of Eq. (2.43) and satisfies all
the boundary conditions in §1.2.4. The detailed deductions of the terminal, branch-
ing and somatic node factors can be found in [19] and that of the gap-junctional
node factors in [20].
2.3.3 General properties of sum-over-trips
Here two nice properties and one major limitation of the sum-over-trips framework
are discussed.
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Loops in dendrites
A single dendritic tree has no loops but a neuronal network has and is commonly
highly recurrent, in particular locally. It is noted firstly in [18] that the sum-over-
trips framework can deal with graphs with loops, not only on trees, which is a
nice property inherited from the path integral formulation. However, the original
framework by [18] was used on passive dendrites of a branching geometry only, while
it was shown by [66, 67] that response functions (in the frequency domain) on such
dendrites without loops can be found in compact analytical forms (instead of infinite
sums by the sum-over-trips framework). Nonetheless, the inclusion of gap junctions
into the framework by [20] allows us to find the Green’s function on a network of
resonant neurons coupled by electrical synapses, where loops can be presented, while
the methods by [66, 67] cannot deal with any loops.
The reciprocity principle
We can easily see the reciprocity principle (1.55) from the Green’s function (2.34)
on a single cable. However, it is not trivial to see that the principle is also valid for
the Green’s function (2.50) on a dendritic tree. Below I prove this fact.
On an arbitrary dendritic tree, assume the trip coefficient of a particular trip to
be,
Ar(ω) = αik1αk1k2αk2k3 . . . αkn−1knαknj . (2.62)
The trip coefficient of the reversal trip, denoted by −r can be written as
A−r(ω) = αjknαknkn−1αkn−1kn−2 . . . αk2k1αk1i, (2.63)
simply because the reversal trip travels in the opposite direction. The ratio between
them is
Ar(ω)
A−r(ω)
=
zj(ω)
zi(ω)
, (2.64)
because αnm = αmn if m = n, and by definition any pair of αnm, αmn share the
same denominator and
αnm ∝ zm(ω), (2.65)
if m 6= n. Since, for any trip from x to y, its reversal trip has exactly the same
(normalised) length, i.e. Lr(x, y) = L−r(y, x),∑
Ar(ω)H∞(Lr(x, y))∑
A−r(ω)H∞(L−r(y, x)) =
zj(ω)
zi(ω)
, (2.66)
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which, by Eq. (2.50), gives
Gij(x, y;ω) = Gji(y, x;ω), (2.67)
and the similar equality holds for the Green’s function in the time domain.
It is worth noting that Eq. (2.67) is essentially the reciprocity identity mentioned
in [18, 19]. However, since they define the Green’s function differently from this
thesis (up to the constant scale 2pirc, as discussed in §2.3.1), there are constant
coefficients (dependent on the locations of input and output) in their reciprocity
equations.
Convergence of the infinite sum
We naturally expect the convergence of the infinite sum in the Green’s function
(2.50). However, only in the simplest cases of an infinite cable and a single node
connecting semi-infinite cable(s), that is, when none or one boundary condition is
presented, finitely many trips are constructed. In all other cases, infinitely many
trips can be constructed, because a trip can reflect at two boundaries infinitely many
times as long as there are at least two boundary conditions presented. In theory,
a mathematical proof for the convergence of infinite sum in the Green’s function
(2.50) can be found in [69], whereas it only considers passive dendrites. However,
for numerical computations there is no existing method to enumerate all trips in
order for an arbitrary dendritic tree, and it is in general not a trivial task to rewrite
such an infinite sum as a convergent series, except special simple cases.
For example, for a model of a single dendritic branch AB with a finite length l
(with A located at x = 0 and B at x = l), all the trips can be sorted into four classes
based on four skeleton trips (see Fig. 2.3), as any other trip with more reflections
consists of one skeleton trip and multiple recurrences (yABy or yBAy). Since the
recurrences yABy and yBAy both gives the same factor R = αAαBH∞(2L), where
αA and αB are the node factors for a trip reflecting at the two ends, the Green’s
function in this case can be found as
G(x, y;ω) =
1
z(ω)
∞∑
n=0
Rn
4∑
i=1
Ci, (2.68)
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Figure 2.3: The four classes of trips on a single finite dendritic branch. Class 1: xy,
the most direct trip not touching two ends. Class 2: xAy, the trips reflecting at one
end without passing y. Class 3: xBy, the trip passing y and then reflecting at the
other end. Class 4: the trip reflecting at both ends xABy.
where, assuming X ,Y the normalised coordinates of x, y and x ≤ y,
C1 = H∞(Y − X ), (2.69a)
C2 = αAH∞(X + Y), (2.69b)
C3 = αBH∞(2L − X − Y), (2.69c)
C4 = αAαBH∞(2L+ X − Y), (2.69d)
are the factors contributed by the four skeleton trips. Since Eq. (2.68) is a geometric
series, it can be reduced to an algebraic form that does not contain infinite sums.
A model with two finite segments yields such compact solutions as well. Timofeeva
et al. [20] considered an example in which the two finite segments are connected
by a gap junction and the system is solved by introducing the method of “words”.
This method names each trip with a word consisting of letters that corresponds to
its successive movements. It then identifies four shortest words which play the same
roles as the four skeleton trips in the previous case (see Fig. 2.3), and proves that any
other trips can be constructed by inserting fixed letter pairs into the shortest words.
The compact solution is found by combinatorics and appears to be a geometric series
again.
However, these methods cannot be generalised to an arbitrary tree. In practice,
numerical computations can only sum up finite terms, and therefore truncations and
approximations are necessary in computing the Green’s function (2.50). Cao and
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Abbott [71] offered an algorithm based on finding the shortest trip, and Caudron
et al. [70] proposed a method with four main trips, plus local recurrences. The four
main trips are essentially constructed with the same idea as in Fig. 2.3, and the
algorithm is named as the four-classes algorithm. Caudron et al. [70] further in-
troduced the length-priority algorithm and compares its convergent errors with the
errors when employing the four-classes algorithm on different dendritic morphologies
(see Fig. 2.4). Other approaches, e.g. the Monte-Carlo method, are also investi-
gated in the paper, and a more comprehensive study of these numerical methods
can be found in [72]. It is clear from Fig. 2.4 that the numerical approximations
converge better on the binary tree, a simple geometry, while the computational con-
vergences are considerably worse on realistic dendritic trees. These algorithms are
thus inefficient and ineffective for computation, comparing to existing simulation
environments, e.g. NEURON [68].
2.4 Method of local point matching
In this section, I will derive the method of local point matching, which allows us
to rewrite the Green’s function (2.50) in a closed algebraic form for any dendritic
geometry. The method and its derivation are based on the sum-over-trips frame-
work. In theory, the derivation of the method serves as a constructive proof for
the convergence of the infinite sum in the Green’s function (2.50). In practice, since
there are no more infinite sums to be considered, numerical results can be computed
with high efficiency and accuracy.
2.4.1 Derivation of the method
Firstly, the following function is introduced,
Jij(x, y;ω) = 2zj(ω)Gij(x, y;ω), (2.70)
which can be rewritten as
Jij(x, y;ω) =
∑
r∈T
Ar(ω)f(Lr(x, y)), (2.71)
by Eq. (2.50), where
f(Lr(x, y)) = 2H∞(Lr(x, y)). (2.72)
Assume the point y is not located at the endpoints v, w of the segment j, explic-
itly, vj = 0 < y < lj = wj . Since all trips terminating at y must have passed v or
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Figure 2.4: Convergence of the four-classes (red) and the length-priority (black)
algorithms on different dendritic morphologies, shown by the relative error as a
function of the number of trips generated according to the two algorithms. The
relative error is the difference between the accurate solutions and the approxima-
tions, normalised by the values of the accurate solutions. The accurate solutions are
computed in NEURON with high precision. The approximations are computated by
the Green’s functions found by the four-classes and the length-priority algorithms.
Copied from [70].
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w for the last time changing directions (at a node), the infinite sum of trips in Eq.
(2.71) can be partitioned into two mutually exclusive groups, i.e. Tv ∩ Tw = ∅ and
Tv ∪ Tw = T,
Jij(x, y;ω) =
∑
r∈Tv
Ar(ω)f(Lr(x, y)) +
∑
r∈Tw
Ar(ω)f(Lr(x, y)), (2.73)
where Tv (or Tw) is the set of all trips whose final change of directions are at v (or
w). Since a trip cannot change directions at any points except nodes,
f(Lr(x, y)) = f(µj(d(vj , y)))f(Lr(x, vj)), for r ∈ Tv, (2.74a)
f(Lr(x, y)) = f(µj(d(wj , y)))f(Lr(x,wj)), for r ∈ Tw, (2.74b)
which can be substituted into Eq. (2.73), and gives
Jij(x, y;ω) = f(µj(d(vj , y)))Jij(x, vj ;ω) + f(µj(d(wj , y)))Jij(x,wj ;ω), (2.75)
where
Jij(x, vj ;ω) =
∑
r∈Tv
Ar(ω)f(Lr(x, vj)), (2.76a)
Jij(x,wj ;ω) =
∑
r∈Tw
Ar(ω)f(Lr(x,wj)). (2.76b)
It is worth noting that the definitions (2.76) are consistent with the form of (2.71), by
assuming, without loss of generality, that all trips terminating at vj explicitly means
that they terminate at node v and change the direction to segment j, including the
trips coming from segment j. One should be warned that the trips terminating at
v (without specifying the segment) instead of vj are considered ill-defined; I will
discuss the cases when the input y is located at a node in §2.4.1, which is confusing
but different.
Now by simplifying the notations as Jij(x, y;ω) = Jy, Jij(x, vj ;ω) = Jvj and
Jij(x,wj ;ω) = Jwj , Eq. (2.75) can be rewritten as
Jy = f(Y )Jvj + f(Lj − Y )Jwj , (2.77)
as µj(vj) = 0 and µj(wj) = Lj . If the point y is located on a semi-infinite branch
and wj is the end at infinity, then |Lj −Y | → +∞, implying f(Lj −Y )Jwj = 0, and
thus in this case
Jy = f(Y )Jvj . (2.78)
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branch i
length
Figure 2.5: Part of a network with the placed pairs of points (vk, wk) and the
corresponding functions Jvk and Jwk .
Following similar steps, any Jvn (or Jwn) can be rewritten in terms of Jvn (and/or
Jwn) from all the branches connected to node v (or w). For example, consider a set
of branches Bv are connected at node v as in Fig. 2.5, Jvk for k ∈ Bv can be found
as
Jvk =
∑
n∈Bv
∑
r∈Twn
Awn(ω)f(Lr(x,wn))αnkf(Ln)
=
∑
n∈Bv
αnkf(Ln)
∑
r∈Twn
Awn(ω)f(Lr(x,wn))
=
∑
n∈Bv
αnkf(Ln)Jwn ,
(2.79)
where Ln = µn(ln) is the electrotonic length of segment n. However, if x ∈ [0, li]
is located on branch i ∈ Bv, an additional term representing a direct trip from the
starting point x to vk needs to be added,
Jvk =
∑
n∈Bv
αnkf(Ln)Jwn + αikf(X). (2.80)
Therefore, combining Eqs. (2.79) and (2.80) gives
Jvk =
∑
n∈Bv
αnkf(Ln)Jwn + δikαikf(X). (2.81)
Since each Jvk can be written in terms of one another by Eq. (2.81), an ensemble
of all Jvk naturally forms a system of linear equations, where Jvk are the unknown
variables. For a fixed dendritic tree the number of these unknowns is equal to the
degree sum of the corresponding quantum graph Γ0. It is possible to show that the
system of equations is linearly independent and therefore has a unique solution. By
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solving the linear system, Jvj and Jwj can be found and Jy = Jij(x, y;ω) can be
obtained by Eq. (2.77). If both x and y are located on the same segment, the direct
trip from x to y is added because Eq. (2.77) only considers trips from the two ends
of the segment, that is,
Jy = f(Y )Jvj + f(Lj − Y )Jwj + f(|X − Y |). (2.82)
The Green’s function Gij(x, y;ω) can then be calculated from Eq. (2.70) as
Gij(x, y;ω) =
1
2zj(ω)
Jy. (2.83)
Note that the coefficient in front of Jy is different from that in Yihe and Timofeeva
[73] where the method is firstly published, because the original definition of the
Green’s function (2.34) is modified as explained in §2.3.1.
Input located at a node
In practice, experimentalists can inject current into a node, e.g. a soma. In the
path integral formulation, locating the input at a node is well defined, because a
random walk path starting from (or terminating at) a point infinitesimally close to
a node is virtually equivalent to the path starting from (or terminating at) that
node, since the transition probability between the two points is asymptotically 1.
However, it is assumed in the above derivation of the local point matching method
that the input y is not located at any nodes, as it causes ambiguity in the choice
of the last node factor. Nonetheless, since the Green’s function Gij(x, y;ω) on an
arbitrary dendritic tree is continuous in x due to the boundary conditions considered
in §1.2.4, the reciprocity principle (2.67) guarantees its continuity in y. Thus, for
an input located at a node χ, the sum-over-trips framework and the local point
matching method can be used as if y = χk for any fixed branch k ∈ Bχ, where Bχ
is the set of branches attached to χ. In other words, we always consider the input
is virtually located on a segment, and the assumption made in the above derivation
causes no loss of generality.
2.4.2 Summary of the algorithm
Here the main steps of the algorithm of the local point matching method are sum-
marised:
1. Compute the spatial normalising mapping γc defined in (2.48) that normalises
Γ into a quantum graph Γ0 whose segments are measured in normalised length
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Lk(ω);
2. Compute node factors αnm by Eqs. (2.52) to (2.61) (summarised in Fig. 2.2)
at all the nodes;
3. Construct the linear system of Jv and Jw by Eq. (2.81) based on the local
connectivity, using Lk(ω) and αnm;
4. Solve the constructed linear system by matrix inversion and multiplication;
5. Compute
Jy = f(Y )Jvj + f(Lj − Y )Jwj + δijf(|X − Y |). (2.84)
If the input is located at a node, fix y on an arbitrary branch attached to the
node.
6. Compute the Green’s functionGij(x, y;ω) by Eq. (2.83), and obtainGij(x, y; t)
by the inverse Fourier transform (equivalent to the inverse Laplace transform).
2.4.3 Results on toy examples
Applications of the local point matching method are investigated below on toy mod-
els of neuronal systems. More numerical results on concrete models are to be dis-
cussed in Chapter 4.
A “ball-and-stick” model
A “ball-and-stick” model of a single neuron consists of a lumped soma and a single
cylindrical dendritic branch attached to it. The model is probably the simplest
neuronal model with the presence of dendrites. Assume that the soma is located at
x = 0, and that the branch attached to it is of length l0 with a closed terminal (see
Fig. 2.6).
The membrane potential dynamics of the system is described by Eqs. (2.41) for
x ∈ [0, l0], and is subject to the boundary conditions (1.39) at x = 0 and (1.36)
at x = l0. To solve this system analytically in the frequency domain, we take the
Laplace transform and assume zero initial condition, the equations become[
γ2(ω)− λ2 ∂
2
∂x2
]
V (x; t) =
I0(x;ω)
gl
, (2.85)
where γ(ω) and λ are defined in (2.44) and (1.31) respectively, and
I0(x;ω) =
Iinj(ω)δ(x− y)
2pirc
. (2.86)
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Soma
Figure 2.6: A schematic of a neuron with a soma and a single dendrite. The terms
of Eq. (2.92a) are shown by blue arrows, and those of Eq. (2.92b) are shown by red
arrows.
At the same time, the boundary conditions become
zS(ω)V (0;ω) =
1
ra
∂V (x;ω)
∂x
∣∣∣∣
x=0
, (2.87a)
0 =
∂V (x;ω)
∂x
∣∣∣∣
x=l0
, (2.87b)
where zS(ω) and ra are defined in (2.57) and (1.22) respectively.
To obtain the Green’s function of Eq. (2.85) satisfying the boundary conditions
(2.87), we could apply the sum-over-trips framework directly. Since there is only
one segment in the model, the method of four classes (see Fig. 2.3) can be used,
which gives the Green’s function (2.68), explicitly,
G(x, y;ω) =
1
z(ω)
∞∑
n=0
Rn
4∑
i=1
Ci, (2.88)
where
C1 =
1
2
exp(γc(ω)|x− y|), (2.89a)
C2 = (2pS,c − 1)1
2
exp(γc(ω)(x+ y)), (2.89b)
C3 =
1
2
exp(γc(ω)(2l0 − x− y)), (2.89c)
C4 = (2pS,c − 1)1
2
exp(γc(ω)(2l0 + x− y)), (2.89d)
are the factors contributed by the four skeleton trips, and
R = (2pS,c − 1)1
2
exp(γc(ω)l0) (2.90)
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is the factor of reccurence. Notably (2pS,c− 1) is the reflective somatic node factor,
where
pS,c =
z(ω)
zS(ω) + z(ω)
(2.91)
according to the definition (2.56), and the reflective terminal node factor is +1. One
can check the Green’s function (2.88) is only different by a factor 2pirc from that
derived in [74] for the reasons discussed in §2.3.1.
Alternatively, we can use the local point matching method to construct the fol-
lowing system of Jv and Jw (see the arrows in Fig. 2.6),
Jv =
[
1
2
exp(γc(ω)l0)Jw +
1
2
exp(γc(ω)x)
]
(2pS,c − 1), (2.92a)
Jw =
1
2
exp(γc(ω)l0)Jv +
1
2
exp(γc(ω)(l0 − x)). (2.92b)
Solving the system results in
Jv =
(2pS,c − 1)[exp(γc(ω)(2l0 − x)) + exp(γc(ω)x)]/2
1− (2pS,c − 1) exp(2γc(ω)l0)/2 , (2.93a)
Jw =
[(2pS,c − 1) exp(γc(ω)(l0 + x)) + exp(γc(ω)(l0 − x))]/2
1− (2pS,c − 1) exp(2γc(ω)l0)/2 , (2.93b)
which gives
G(x, y;ω) =
1
2z(ω)
[exp(γc(ω)y)Jv+exp(γc(ω)(l0−y))Jw+exp(γc(ω)|x−y|)] (2.94)
by Eqs. (2.83) and (2.84). It can be shown that the Green’s functions (2.88) and
(2.94) obtained by the two methods are identical, as Eq. (2.88) is a geometric series.
Consider the somatic responses only, the somatic Green’s function in this “ball-
and-stick” model can be found as
G(0, y;ω) =
1
z(ω) tanh γc(ω)l0 + zS(ω)
cosh γc(ω)(l0 − y)
cosh γc(ω)l0
, (2.95)
from Eq. (2.94). The special case of somatic input G(0, 0;ω) is plotted in Fig. 2.7.
It is clear from the Bode magnitude plot Fig. 2.7b that the model behaves as a
band-pass filter with a resonant frequency around 1 kHz. Variations in membrane
potentials of a relatively high frequency are likely to be smoothed out. This mecha-
nism is economic in neural information transmission, because high frequency signals
are often caused by noises, and even when they encode information, the higher the
frequency is, the smaller the amount of information can be transmitted [75].
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Figure 2.7: The somatic input impedances in the “ball-and-stick” model. (A,B,b):
The magnitudes of the the impedances. The unit of the vertical axis in (b) is decibel
(dB), which is by definition logarithmic in the magnitudes. (C,D): The phases of the
impedances. The impedance functions (2.95) are complex, because the imaginary
frequencies in the Laplace domain (i.e. the real frequencies in the Fourier domain)
are employed. (b) and (D) together are commonly known as the Bode plots in
control theory. Geometric parameters: rc = 1 µm, rS = 12.5 µm and l0 = 100
µm. Electrical parameters: Cm = Csoma = 1 µF·cm−2, Rm = Rsoma = 2000 Ω·cm2,
Ra = 100 Ω·cm, rh = rsoma = 1000 Ω·cm2 and Lh = Lsoma = 5 H·cm2.
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A1 A2ANB0
B1 B2
BN
Figure 2.8: A schematic of a branching node in an arbitrary dendritic tree. The node
connects N terminal segments, index from 1 to N , and segment 0 that eventually
links this branching node to the soma (on the left).
Conditions for equivalent cylinders
An electrotonic equivalent cylinder is a virtual dendritic branch transformed from
(a part of) a dendritic tree, so that the solutions obtained for the equivalent cylinder
are directly applicable to this dendritic tree [17]. In many situations (e.g. [76]), the
branching geometry of dendrites can be replaced by such equivalent cylinders, and
the computational study of such models can be largely simplified; ideally, an entire
dendritic tree can be equivalent to the “ball-and-stick” model discussed above (e.g.
[17, 54]).
Here I consider a local branching geometry of N + 1 dendritic branches (see Fig.
2.8). The branches are indexed here by i ∈ {0, 1, 2, . . . , N}, and branch i is of length
li. Except branch 0 connected to other parts of the dendritic tree, all other branches
have closed terminals. Below I aim to find the conditions for the equivalent cylinder
for these branches i ∈ {1, 2, . . . , N}.
Using the method of local point matching on the dendritic tree, we construct on
segment i ∈ {1, 2, 3, . . . , N} that
ai = bifi(2pi − 1) +
N∑
j=1
bjfj2pi + a0f02pi, for j 6= i, (2.96a)
bi = aifi, (2.96b)
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which gives
ai =
2pi
1 + f2i
a0f0 + N∑
j=1
ajf
2
j
 , (2.97)
where fi = exp(γc,i(ω)li)/2 and ai = JAi , bi = JBi being the local trips towards the
terminals and the soma, respectively. By introducing new variables,
A =
N∑
j=1
ajf
2
j , (2.98)
B =
N∑
i=1
2pif
2
i
1 + f2i
, (2.99)
Eq. (2.97) becomes
A =
a0f0B
1−B , (2.100)
and thus,
b0 = a0f0(2p0 − 1) +
∑
bifi2p0 = a0f0
[
2p0
1−B − 1
]
, (2.101)
where
p0 =
z0(ω)
z0(ω) +
∑N
i=1 zi(ω)
. (2.102)
Assume the output x is not located on the local segments under investigation,
and that the equivalent cylinder keeps the Green’s function invariant when all the
branches i ∈ {1, 2, 3, . . . , N} are replaced by it. Following the same steps,
b∗0 = a
∗
0f0
[
2p∗0
1−B∗ − 1
]
, (2.103)
where
p∗0 =
z0(ω)
z0(ω) + z∗1(ω)
, (2.104)
B∗ =
2p∗1f∗1
2
1 + f∗1
2 , (2.105)
and all the variables in the equivalent model are denoted by the superscript ∗.
In order to guarantee the equivalence, it is necessary and sufficient to show a0, b0
are unchanged given the replacement, because the geometry of the other parts of
the dendritic tree is arbitrary but fixed, that is,
p∗0
1−B∗ =
p0
1−B . (2.106)
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Comparing Eqs. (2.99) to (2.105) and (2.102) to (2.104), the conditions for the
equivalence are fi = f
∗
1 , B = B
∗, which gives
γ∗c,1(ω)l
∗
1 = γc,i(ω)li, for i ∈ {1, 2, 3, . . . , N}, (2.107)
z∗1(ω) =
N∑
i=1
zi(ω). (2.108)
It is straightforward to see now that if the input y is not located on any segment
i ∈ {1, 2, 3, . . . , N}, the Green’s functions of the original branching model and the
equivalent cylindrical model are indifferent. If the input is located on segment
i ∈ {1, 2, 3, . . . , N}, with a distance of y away from the branching node,
Jy = aif(γc,i(ω)y) + bif(γc,i(ω)(li − y)). (2.109)
By Eqs. (2.96b) and (2.97), Jy can be rewritten as
Jy =
2pi
1 + f2i
a0f0 + N∑
j=1
ajf
2
j
 [f(γc,i(ω)y) + f(γc,i(ω)(2li − y))]. (2.110)
Similarly, for the equivalent cylinder,
J∗y =
2p∗1
1 + f∗1
2
[
a0f0 + a
∗
1f
∗
1
2
]
[f(γ∗c,1(ω)y) + f(γ
∗
c,1(ω)(2l
∗
1 − y))]. (2.111)
It can be checked that, if γ∗c,1(ω) = γc,i(ω) is additionally assumed,
Jy
J∗y
=
zi(ω)
z∗i (ω)
, (2.112)
which leads to identical Green’s functions in the two cases due to Eq. (2.83). Fur-
thermore, due to the reciprocity identity (2.67), the equivalent cylinder works for
any pair of input and output locations.
It is worth noting that the conditions are exactly the famous 3/2 branching
rule. Eq. (2.107) requires identical electrotonic lengths, while Eq. (2.108) can be
rewritten as
r∗1
3/2 =
n∑
i=1
r
3/2
i , (2.113)
where ri is the radius of the segment i in the original model and r
∗
1 is the radius
of the equivalent cylinder, if all the electrical parameters are identical in the two
models.
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Figure 2.9: A schematic of a ring of N neurons. Positive indices are used clockwise,
and negative indices are counter-clockwise. The arrows denote the terms in Eqs.
(2.114) constructed by the local point matching method.
A ring of electrically coupled neurons
Here a simplified model of a ring of neurons is considered. All N neurons are
assumed to be identical: they are cylindrical in geometry (of electrotonic length
L) with middle points indexed by Xn, n ∈ {0, 1, 2, . . . , N − 1} (as we are mostly
concerned about the membrane potentials at these locations), and the characteristic
admittance is constantly z(ω); in addition, each of them is connected to adajcent
neurons by identical gap junctions at both ends (see Fig. 2.9). This simplified model
is studied here, because no previous methods except numerical simulations can find
its solution, while the local point matching method can find the analytical solution
in the frequency domain. Moreover, it is known that jellyfishes have so-called “nerve
rings” as their central nervous systems; a nerve ring is literally a circular bundle of
nerve cells, and they are coupled by gap junctions [77, 78].
By the method of local point matching, we can construct the following system
(see arrows in Fig. 2.9):
Rn = Lnαrf(2L) +Rn−1αtf(2L) +Xnαrf(L) +Xn−1αtf(L), (2.114a)
Ln = Rnαrf(2L) + Ln+1αtf(2L) +Xnαrf(L) +Xn+1αtf(L), (2.114b)
where Rn, Ln (playing the same roles as Jv, Jw in previous sections) denote clockwise
and counter-clockwise local trips respectively on neuron n, and αt, αr are the node
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factors for reflecting and passing through respectively at a gap junction. Notably
only one output needs to be considered, and without loss of generality we assume
X0 = 1, Xn6=0 = 0. To save notations, we can write
X˜n =
Xn
f(L)
, (2.115a)
R˜n = Rn + X˜n, (2.115b)
L˜n = Ln + X˜n, (2.115c)
q· = α·f(2L), (2.115d)
which simplifies the system (2.114) into
R˜n − X˜n = qrL˜n + qtR˜n−1, (2.116a)
L˜n − X˜n = qrR˜n + qtL˜n+1. (2.116b)
Since R˜n, L˜n in the system (2.116) are defined recursively, we obtain
R˜n+1 − qrL˜n+1 = qtR˜n + X˜n+1, (2.117a)
−qtL˜n+1 = qrR˜n − L˜n + X˜n, (2.117b)
which can be recast into the following matrix form:
Q1Jn+1 = Q0Jn + Cn, (2.118)
where
Jn =
[
R˜n
L˜n
]
, (2.119a)
Q0 =
[
qt 0
qr −1
]
, Q1 =
[
1 −qr
0 −qt
]
, (2.119b)
Cn =
[
X˜n+1
X˜n
]
. (2.119c)
We can now recall the assumption X0 = 1, Xn6=0 = 0. It simply gives
C0 =
[
0
X˜0
]
, C−1 =
[
X˜0
0
]
, Cn 6∈{0,−1} =
[
0
0
]
. (2.120)
Notably here negative index are used to denote neurons in a counter-clockwise order;
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on this ring, n = N −m if and only if −m,n denote the same neuron. Therefore,
Eq. (2.118) can be rewritten as
J0 = BJ−1 + Q1−1C−1, (2.121a)
J1 = BJ0 + Q1
−1C0, (2.121b)
Jn = BJn−1, for n ≥ 2, (2.121c)
where Q1
−1 is the inverse matrix of Q1, and
B = Q1
−1Q0. (2.122)
For m,n ∈ {2, 3, 4, . . . , N − 1}, Eq. (2.121c) implies
J−m = B1−mJ−1, (2.123a)
Jn = B
n−1J1. (2.123b)
We can now apply the cyclic boundary condition,
Jn = J−m, (2.124)
for n = N − m. Without loss of generality, consider m,n ∈ {2, 3, 4, . . . , N − 1},
substituting Eqs. (2.123a) into (2.124) gives
Bn−1J1 = B1−mJ−1, (2.125)
and further substituting Eqs. (2.121a) and (2.121b) results in
J−1 = −(I2 + (BN − I2)−1(B−1Q1−1C−1 + B−2Q1−1C0), (2.126)
where I2 is the identity matrix of rank 2. All Jn can thus be found by Eq. (2.118)
in closed analytical forms, and the system (2.114) is solved. G(x, y;ω) to any input
location y for x the middle points of each neuron can then be obtained.
An infinite array of neurons
Here we consider a model of an infinite array of neurons (see Fig. 2.10). To be
specific, the model is considered to be identical in all aspects as the previous nerve
ring model, except that there is an infinite number of neurons and no neuronal loop.
In fact, it is possible to treat this case as a ring of infinite number of cells, that is,
we may use directly the results from the previous example with N → +∞.
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Figure 2.10: A schematic of an infinite array of neurons. The arrows denote the
terms in Eqs. (2.114) constructed by the local point matching method. The equa-
tions are identical to those in the previous example, but the boundary condition
here is given by the spatial symmetry (2.128), instead of cyclic boundaries.
If we solve this model directly by the local point matching method (following the
arrows in Fig. 2.10), we construct the system (2.114) and its matrix representation
(2.118). Now instead of the cyclic boundary condition (2.124), we note the the
spatial symmetry about X0, which gives
R˜1 = L˜−1, (2.127a)
L˜1 = R˜−1, (2.127b)
or equivalently
J−1 = R2J1, (2.128)
where
R2 =
[
0 1
1 0
]
. (2.129)
Combining Eqs. (2.121a), (2.121b) and (2.128), we obtain
J1 = (I2 −B2R2)−1(BQ1−1C−1 + Q1−1C0). (2.130)
All Jn, n ∈ Z can thus be found by Eq. (2.118) in closed analytical forms, and the
system (2.114) is solved. G(x, y;ω) to any input location y for x the middle points
of each neuron can then be obtained.
On top of the linear membrane dynamics, if we assume the middle point of each
neuron is a hot spot that can be excited when the membrane potential reaches some
threshold, we obtain a Spike-Diffuse-Spike (SDS) model. Such models consider den-
dritic spines as active points equipped with the IF properties, and distributed in a
discrete and uniform density along a dendritic branch [79–82]. With the solution
of G(x, y;ω), the voltage at the hot spot (spine) in each neuron can be checked
simultaneously for firing; if some neuron fires, a spike can be considered as a new
input added back into the system at this hot spot. Such procedure is computation-
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ally cheaper than brutal-force simulation, especially when a relatively long duration
of the model is studied and many spikes are possibly generated. Since the Fire-
Diffuse-Fire (FDF) models for intra-cellular calcium releases and waves [83–85] are
similar to the SDS models in their mathematical expressions, the results can be also
employed for the FDF models. For example, Harris and Timofeeva [85] found the
analytical Green’s function on such a model directly by the sum-over-trips frame-
work, but since it has an infinite sum, approximation of the Green’s function by
truncation are used in their further numerical investigation.
2.5 Summary
In this chapter, I have reviewed the methods to obtain Green’s functions on cylindri-
cal neuronal dendrites from passive to resonant membranes and from single cables to
dendritic geometries [18, 19], and derived the new method of local point matching,
which allows us to find analytically the Green’s functions in closed algebraic forms.
In §2.2, the path integral formulation is employed to find the Green’s function on
a dendritic cable and a dendritic tree with passive membranes, which leads to the
original development of the sum-over-trips framework. The framework is essentially
a special application of the path integral formulation on metric graphs, by showing
that the weight of a single trip is the sum of the weights of a family of paths, for the
trip and the paths that share the same boundary conditions. The sum-over-trips
framework is then extended in §2.3, so that it becomes able to deal with resonant
dendrites and more types of boundary conditions (offered by different nodes). By
modelling the dendritic geometry as a metric graph and reducing all differential
equations describing membrane potential dynamics to the normalised Helmholtz
equation (2.36), our dendritic model is reduced to a quantum graph. The sum-over-
trips framework is shown to be applicable on such quantum graphs. Its properties
and one main limitation in numerical computation due to poor convergence of infnite
sums are discussed.
In §2.4, a novel method named local point matching is developed based on the
sum-over-trips framework. The method overcomes the limitation of the framework,
as it results in solutions in closed algebraic form, instead of infinite sums by the
framework. Thus, numerical computation by the local point matching method can
be both accurate and efficient. Several toy examples are investigated to exhibit the
potential applications of the method.
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Chapter 3
Sum-Over-Trips on Tapered
Dendrites
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3.1 Introduction
In the previous chapter, the sum-over-trips framework on cylindrical dendrites are
studied. However, cylinders are idealised geometries, as the radius of a real dendritic
branch could vary along its length (see Fig. 3.1 for an example). Dendritic tapers
may be different for various types of neurons, or at different locations of a single
cell. Additionally, considering constant change of dendritic geometries and imperfect
reconstructions by neuron tracing, a conclusion on how real dendrites taper or which
theoretic type of taper is the best model has yet not been drawn. Nonetheless, such
phenomena are mostly noticeable in the distal segments where the dendritic branches
taper and terminate. Real dendrites are typically reported to exhibit initial rapid
decay in radius [55, 86–88]. Thus, in theoretical works, tapered structures that
described by exponential decays [88, 89] and by power laws [39, 90] are the most
favoured models, because they lead to realistic shapes and have simple mathematical
expressions, whereas many works [39, 88, 89] employ multi-compartment models
with cylinders of radii decreasing successively by a common factor as numerical
approximations. Models with (piece-wise) linear taper are also commonly used
[89, 91, 92], which is in principle a special case of power laws, but usually treated
as a different type.
Mathematical modelling of the membrane potential dynamics on a tapered den-
drite dates back at least to Rall [17]. Poznanski [93] later followed up the theoretical
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Figure 3.1: An example of the non-trivial continuously varying radius of one terminal
dendritic branch (of index 34) in the reconstructed rat pyramidal cell as in Fig. 1.4.
The blue circles are the dendritic radius from the reconstructed sample data, and
the solid red curve is interpolation of them (by the MATLAB function interp1 with
the method of pchip).
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investigation into the tapered cable equation derived in [17], and identified all the
constraints on the dendritic tapers under which the tapered cable equation is an-
alytically solvable (reviewed in §3.2). The two works can only deal with tapered
dendrites that can be reduced to an equivalent tapered cable; in particular, they
can only deal with the special case of cylindrical dendrites by an equivalent cylin-
der. As the previous chapter has shown that the sum-over-trips framework can be
employed for general cylindrical dendrites, this chapter will show the framework can
also be employed to tapered dendrites, under the same constraints identified by [93]
for single tapered cables (see §3.3). In addition, I will also discuss dendrites with
more general types of taper (in §3.4), and show the theoretical potential of the sum-
over-trips framework to be further extended to be applicable in these cases, whereas
it seems to be more practical to employ the finite element method by discretising
tapered dendrites into small cylindrical compartments.
3.2 Cable equations on tapered cables
Here we consider a single resonant dendritic cable whose radius r(x) is continuously
varying in location x. Its membrane potential dynamics is modelled by the resonant
tapered cable equation (1.26). Since the charateristic length parameter
λ(x) =
[
1
2Ragl
r2(x)
ρ(x)
]1/2
, (3.1)
is now a variable in x [17, 93, 94], rather than the constant defined in (1.31) for
cylindrical dendrites, the bijective mapping µ is defined by
X = µ(x) =
∫ x
0
1
λ(y)
dy, (3.2)
to scale the physical length x into the electrotonic length X. Notably this mapping
µ is reduced to (2.4) if constant radius is considered. Applying µ to the system
(1.26) leads to the following equations,
τm
∂V
∂t
=
∂2V
∂X2
− V + d lnF
dX
∂V
∂X
+
I0(µ
−1(X); t)− Îh
gl
, (3.3a)
Lh
∂Îh
∂t
= −rhÎh + V, (3.3b)
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where the constant time parameter τm is defined in (5.4), µ
−1 : X → x is the inverse
map of µ, Îh(X; t) = Ih(x; t), and
F (X) = F (µ(x)) = F0
r2(x)
λ(x)
(3.4)
is defined to be the geometric ratio [93]. It is worth noting that F (X) is a dimen-
sionless variable and the constant scaling F0 in it has unit in length; however, the
value of F0 can be arbitrarily chosen. Here I consider F0 = [F (0)]
−1, which implies
F (0) = 1, for its simplicity.
3.2.1 Green’s functions on a reducible taper
In this section I will show, for several special types of geometric ratio F (x), the sys-
tem (3.3) can be transformed into the frequency domain and reduced to a normalised
Helmholtz equation; a dendritic branch with this property is called a “reducible ta-
per” in this thesis.
By introducing a new variable V ∗(X; t) that satisfies
V (X; t) = V ∗(X; t)φ(X), (3.5)
where
φ(X) =
[
F (0)
F (X)
] 1
2
, (3.6)
the system (3.3) can be rewritten as
τm
∂V ∗
∂t
=
∂2V ∗
∂X2
− β(X)V ∗ + I0(µ
−1(X); t)− Îh
glφ(X)
, (3.7a)
Lh
∂Îh
∂t
= −rhÎh + V ∗(X; t)φ(X), (3.7b)
where
β(X) = 1 +
ξ2(X)
4
+
1
2
dξ
dX
, (3.8)
ξ(X) =
d lnF
dX
=
1
F
dF
dX
. (3.9)
Applying the Laplace transform and assuming zero initial conditions, the system
(3.7) becomes [
γ2(X;ω)− ∂
2
∂X2
]
V ∗(X;ω) =
I0(µ
−1(X);ω)
glφ(X)
, (3.10)
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Table 3.1: Six geometric types that permit analytic solutions for a tapered dendrite.
κ, L are positive constants. F0 = 1. Modified from [93].
Type of taper F (X) Domain of X β(X)
Exponential exp(−2κX) 0 ≤ X 1 + κ2
Hyperbolic sine sinh
2 κ(X−L)
sinh2 κL
0 ≤ X ≤ L 1 + κ2
Hyperbolic cosine cosh
2 κ(X−L)
cosh2 κL
0 ≤ X ≤ L 1 + κ2
Sinusoidal cos
2 κ(X−L)
cos2 κL
0 ≤ X ≤ pi2κ + L 1− κ2
Trigonometric cos2 κX 0 ≤ X ≤ pi2κ 1− κ2
Quadratic (1−X/L)2 0 ≤ X ≤ L 1
where
γ2(X;ω) = τmω + β(X) +
1
(rh + Lhω)gl
. (3.11)
It is worth noting that γ(X;ω) defined here is essentially an extension from that in
(2.25), and it is easy to check that β(X) = 1 in the case of cylindrical dendrites.
If γ(X;ω) is a constant in X, Eq. (3.10) can be reduced to the same form as
Eq. (2.26). This constraint implies that β(X) is a constant independent of X,
and reduces Eq. (3.8) to a Riccati equation, solution of which with respect to the
geometric ratio F (X) provides six types of tapered structures [93]. These six types
are listed in Table 3.1 and permit analytical solutions to Eq. (3.10). In Fig. 3.2
these six tapered structures F (X) and their original shapes r(x) are plotted. It can
be checked by substituting the six types of F (X) into Eq. (3.8) that β(X) is indeed
constant for each of the six types.
Constraining a tapered structure to be in these six cases, we can introduce again
the spatial normalising mapping (2.35), which reduces Eq. (3.10) to
(∇2 + i2)V ∗(X ;ω) = −IN (X ;ω), (3.12)
where
IN (X ;ω) = I0(µ
−1(X/γ(ω));ω)
glγ2(ω)φ(X/γ(ω)) . (3.13)
Eq. (3.12) is notably a normalised Helmholtz equation, and shares the same form
with Eq. (2.36). Since the Green’s function of Eq. (2.36) is H∞(X ) defined in
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Figure 3.2: Blue curves are tapered cables in the coordinate of F (X) derived from
Table 3.1 with parameters (taken the same as in [93]): α = 1.5 and κ = pi/3, except
for the sinusoidal cable where α = 0.15 and κ = pi/2.7. Red curves are the same
cables but in the coordinate of r(x). Note that all functions in this figure are rescaled
so that their starting values equal 1.
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(2.38), the general solution to Eq. (3.12) is
V ∗(X ;ω) =
∫ ∞
−∞
H∞(X − Z)IN (Z;ω)dZ. (3.14)
Thus, in the (x, ω, V )-coordinate,
V (x;ω) =
Φ(y, x)
z(y;ω)
H∞
(
γ(ω)
∫ x
y
1
λ(y)
dy
)
Iinj(ω), (3.15)
where
Φ(y, x) =
φ(µ(x))
φ(µ(y))
, (3.16)
z(y;ω) =
γ(ω)
λ(y)ra(y)
, (3.17)
ra(x) =
Ra
pir2(x)
. (3.18)
If Iinj(t) = δ(t), Eq. (3.15) results in the Green’s function,
G∞(x, y;ω) =
Φ(y, x)
2z(y;ω)
exp
(
−γ(ω)
∣∣∣∣∫ x
y
1
λ(y)
dy
∣∣∣∣) , (3.19)
which notably reduces to Eq. (2.34) in the cylindrical case.
To obtain the Green’s function in time domain, the inverse Laplace transform
should be applied. In the special case of a passive system, i.e. in the limit rh → +∞,
the Green’s function can be written explicitly as,
G∞(x, y; t) =
Φ(y, x)λ(y)ra(y)√
4piτmt
exp
(
−β(µ(x)) t
τm
− τm
4t
[∫ x
y
1
λ(y)
dy
]2)
. (3.20)
The Green’s function on a single dendritic cable of the Exponential type of taper is
plotted in Fig. 3.3 and compared with the heat kernel with leakage on a cylindrical
cable (the Green’s function of the classical standard cable equation). It is clear that
the dendritic taper breaks the spatial symmetry.
Simplified relation between radius and geometric ratio
Although the six types of taper permit analytical solutions for Eq. (3.10), the
constraints are for the geometric ratio F (X), whereas we prefer the knowledge of
the dendritic shape described by r(x). Given r(x), it is straightforward to find F (X)
by Eqs. (3.1), (3.2) and (3.4). However, it is generally only possible to compute r(x)
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Figure 3.3: The heat kernels on a cylindrical (red) dendritic cable of an infinite
length and a tapered (blue) one. The tapered dendrite is of the Exponential type
with κ = pi/3. The Dirac-delta input is placed at x = 0 where r(x) = 1. The
radius of the cylindrical dendrite is rc = 1. For schematic purpose, 2Ragl = 1, Ra =
4pi3/2, τm = 4 are assumed in Eq. (3.20) and the voltage distributions are plotted
for t = 0.1, 0.2, 0.4 successively. All parameters are in arbitrary units here.
from F (X) by numerical methods, because r(x) is implicitly defined by F (X), and
these six types are not exceptions. Nonetheless, as the change of dendritic radius is
considered to be small in most situations including these six types, it is reasonable
to assume [r′(x)]2  1. Eq. (3.1) thus reduces to
λ(x) = λ∗[r(x)]1/2, (3.21)
where
λ∗ =
[
Rm
2Ra
]1/2
. (3.22)
As a result, Eq. (3.4) gives
F (X) = F0
λ3(x)
λ4∗
, (3.23)
which leads to
x = µ−1(X) ≈ λ3/4∗
∫ X
0
[
F (Y )
F0
]1/3
dY, (3.24)
r(x) ≈
[
λ∗
F (X)
F0
]2/3
. (3.25)
It is clear that Eq. (3.25) gives a simplified bijective mapping between r(x) and
F (X), if constants F0 and λ∗ are known.
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3.2.2 Green’s functions on a realistic taper
Although solving the resonant tapered cable equation (1.26) by transforming it into
(3.3) does not rely on the assumption [r′(x)]2  1, it is employed in the previous
section so that it is easier to find r(x) from F (X). Here a stronger assumption is
made that [r′(x)]2  1 can be directly applied to Eq. (1.26), which gives
Cm
∂V
∂t
= −glV − Ih + 1
2Rar(x)
∂
∂x
[
r2(x)
∂V
∂x
]
+ I0(x; t), (3.26a)
Lh
∂Ih
∂t
= −rhIh + V. (3.26b)
This assumption is implicitly accepted in [90, 95] where they directly started to study
the passive tapered cable equation (1.27) assuming ρ(x) = r(x). This assumption
is justified by the observation that the variation of dendritic radius is significantly
smaller than the change of membrane potentials [96]. By the Laplace tranform and
assuming zero initial conditions, Eq. (3.26) is reduced to
E(ω)V = 1
2Rar(x)
∂
∂x
[
r2(x)
∂V
∂x
]
+ I0(ω), (3.27)
where E(ω) can be found in (1.58). Instead of finding the analytical solutions as in
§3.2.1, below I directly investigate the system by assuming r(x) follows the realistic
descriptions of dendritic taper, in particular for r(x) following an exponential decay
and a power law.
Dendritic tapers described by exponential decays
Consider that the radius of a tapered dendritic branch is described by the following
exponential decay,
r(x) = r0e
ax, (3.28)
where a < 0 is a constant. Note this exponential taper in r(x) is different from the
Exponential type F (X) in §3.2.1. The charateristic length parameter is thus
λ(x) = λ0e
ax/2, (3.29)
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which gives
X = − 2
λ0a
(
e−ax/2 − 1
)
, (3.30)
φ(X) =
(
1− λ0a
2
X
)3/2
. (3.31)
Eq. (3.27) can then be rewritten as[
RmE(ω) + 15
4
(
X − 2
λ0a
)−2
− ∂
2
∂X2
]
V ∗ =
I0
glφ
, (3.32)
where V ∗ = V/φ follows the relationship (3.5). It is clear to see that, Eq. (3.32)
cannot be reduced to the normalised Helmholtz equation (2.36). Nonetheless, by a
constant translation 2λ0a of X, Eq. (3.32) can be recast into[
RmE(ω) + C0
X2
− ∂
2
∂X2
]
V ∗ =
I0
glφ
, (3.33)
where
C0 =
15
4
. (3.34)
When Iinj(t) = δ(t), its Laplace transform Iinj(ω) = 1, and solving Eq. (3.33) for
V ∗ results in its Green’s function G∗(X;ω), that is,[
RmE + C0
X2
− ∂
2
∂X2
]
G∗ =
τm
Dλraφ
δ(X − Y ), (3.35)
where the variable D here is genearalised to be dependent on x by replacing rc with
r(x) in (2.33). Since the variables on the right hand side is completely determined
by Y , it is possible to define a length constant γy by
γ2y =
τm
Dλraφ
, (3.36)
and to scale X by x¯ = γyX. In addition, by introducing G
∗∗ = G∗/γy, Eq. (3.35)
reduces to
HG∗∗ = δ(x¯− y¯). (3.37)
where
H =
RmE
γ2y
+
C0
x¯2
− ∂
2
∂x¯2
(3.38)
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is the linear operator acting on G∗∗. Assume H admits a set of eigenfunctions gn(x¯)
which is complete, that is,
∞∑
n=0
g†n(x¯)gn(y¯) = δ(x¯− y¯), (3.39)
where g†n(x¯) is the complex conjugate of gn(x¯) and µn is the corresponding eigen-
value. The Green’s function can be constructed as
G∗∗(x¯, y¯;ω) =
∞∑
n=0
g†n(x¯;ω)gn(y¯;ω)
µn(ω)
. (3.40)
The eigenfunctions and eigenvalues of H can be found by solving
HG∗∗ = µG∗∗. (3.41)
Introducing the new dependent variable K via G∗∗ = x¯1/2K, Eq. (3.41) can be
recast into the canonical form of the Bessel differential equation as
x˜2Kx˜x˜ + x˜Kx˜ + (x˜
2 − α20)K = 0, (3.42)
where
x˜ = x¯
[
µ− RmE
γ2y
]1/2
, (3.43)
α0 = 2. (3.44)
The analytical solutions can be presented by Bessel functions. Since Bessel functions
of the first kind with α0 and −α0 are linearly dependent to each other when α0 is
an integer, Bessel functions of the second kind are additionally needed in this case.
Transforming everything back, we obtain the Green’s function of Eq. (3.27) in terms
of Bessel functions in the case of exponential tapers.
Dendritic tapers described by power laws
Consider that the radius of a tapered dendritic branch can be described by the
following power law,
r(x) = r0
[
l − x
l
]ν
= r0(1 + ax)
ν , (3.45)
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where ν ≥ 0 and a = −l−1 < 0 are arbitrary constants. Note that ν = 0 recovers
the cylindrical cases, and thus ν 6= 0 is assumed in this section.
With the simplified λ(x) defined by Eq. (3.21), the mapping µ leads to
X =
∫ x
0
1
λ0
(1 + ay)−ν/2dy, (3.46)
where
λ0 = λ∗r
1/2
0 . (3.47)
If ν = 2,
X = µ(x) =
1
λ0a
ln(1 + ax). (3.48)
The geometric ratio can then be found as
F (X) =
r
3/2
0
λ∗
exp
(
3
2
aλ0X
)
. (3.49)
It is worth noting that, by writing
κ = −3
2
aλ0, (3.50)
in Eq. (3.49), the Exponential type of taper in §3.2.1 is recovered. In other words,
under the assumption [r′(x)]2  1, the parabolic taper (i.e. dendritic taper fol-
lowing the power law with the power ν = 2) is equivalent to the Exponential type.
Goldstein and Rall [97] also showed the equivalence under the same assumption,
whereas the proof was conducted in an opposite way, assuming the geometric ratio
to be the Exponential type in the beginning. The parabolic taper can thus be well
approximated by the Exponential type (3.49), or vice versa. Fig. 3.4 shows the
Exponential type (transformed back to the original coordinate) versus the parabolic
taper, and their differences in the nested plot. The horizontal and vertical axes are
notably not presented in the same scale (otherwise the slope of the curve cannot
be seen clearly due to [r′(x)]2  1), but they do share the same unit. Nonetheless,
their difference (i.e. the approximation error) is clearly tiny.
In fact, the two Hyperbolic types can also numerically fit the parabolic taper
quite well. Nonetheless, the Exponential type is characterised by only the parameter
κ, while the two Hyperbolic types need the additional parameter L, which set an
upper limit for X (see Table 3.1), and this constraint is enforced by mathematical
deductions, rather than biological reality. To remove this mathematical constraint,
assume L → +∞, and the geometric ratios of the two Hyperbolic types can be
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written in one expression as
F (X) =
[
e−κX ± eκ(X−2L)
e−2κL ± 1
]2
, (3.51)
where + is for the Hyperbolic cosine type and − for the Hyperbolic sine type. The
denominator inside the brackets reduces to ±1 because κL→ +∞, and by the same
limit
F (X) =
[
e−κX
(
1± e−2κ(L−X)
)]2
= e−2κX , (3.52)
which has essentially the same form as the Exponential type. If the parabolic taper
has a terminal radius of 0, the mapping µ defined by Eq. (3.48) transforms x = l
to X = +∞. It is reasonable to assume L → +∞ for a tapered dendrite with a
tiny terminal radius. Nonetheless, in practice, the dendritic length l0 ≤ l and the
terminal radius r1 = r(l0) can be predetermined by a neuronal model. For any
l0 < l, the mapping µ transforms x = l0 to some finite value X = L0. Thus, it is
also easy to set an upper limit of the scaled dendritic length for the Exponential
type, and this limit L0 is meaningful in the biological sense.
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If ν 6= 2, the integral (3.46) results in
X =
1
λ0a(1− ν/2)
[
(1 + ax)1−ν/2 − 1
]
. (3.53)
In addition, φ(X) defined by Eq. (3.6) can be found explicitly as
φ(X) =
[
λ0a
(
1− ν
2
)
X + 1
]− 3ν
4(1−ν/2)
. (3.54)
Introducing a new spatial variable,
ζ =
(1 + ax)1−ν/2
a(1− ν/2) , (3.55)
Eqs. (3.53) and (3.54) can be rewritten as
X =
1
λ0
[
ζ − 1
a(1− ν/2)
]
, (3.56)
φ(X) = wφζ , (3.57)
where
w =
[
a
(
1− ν
2
)]− 3ν
4(1−ν/2)
, (3.58)
φζ = ζ
− 3ν
4(1−ν/2) . (3.59)
It is shown in [90] that, by the spatial scaling ζ in (3.55) and introducing the new
voltage variable Ψ(ζ; t) via
V (ζ; t) = φζΨ
∗(ζ; t), (3.60)
where
Ψ∗(ζ; t) = e−t/τmΨ(ζ; t), (3.61)
the passive tapered cable equation (1.27) given ρ(x) = r(x) can be rewritten as
−∂Ψ(ζ; t)
∂t
= HˆΨ(ζ; t), (3.62)
where the operator
Hˆ = −D0 ∂
2
∂ζ2
+
3ν(5ν − 4)
4(2− ν)2
D0
ζ2
, (3.63)
and
D0 =
λ20
τm
, (3.64)
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is a constant. Eq. (3.62) can thus be analytically solved if ν = 4/5, in which case it
reduces to a normalised Helmholtz equation. The same result immediately extends
to the resonant cables. Again, introducing the variable ζ defined by Eq. (3.55), Eq.
(3.27) becomes
E(ω)V = r0
2Ra
[
∂2V
∂ζ2
+
3ν
2(1− ν/2)
1
ζ
∂V
∂ζ
]
+ I0. (3.65)
Substituting it into Eq. (3.60) gives,[
2Ra
r0
E(ω) + 3ν(5ν − 4)
4(2− ν)2
1
ζ2
− ∂
2
∂ζ2
]
Ψ∗ =
2Ra
r0φζ
I0. (3.66)
Note that both scaled variables ζ and Ψ∗ defined in [90] are linear in X and V ∗ due
to Eqs. (3.56) and (3.57). Eq. (3.66) can be therefore rewritten as[
RmE(ω) + 3ν(5ν − 4)
4(2− ν)2
(
X +
1
λ0a(1− ν/2)
)−2
− ∂
2
∂X2
]
V ∗ =
I0
glφ
. (3.67)
If ν = 4/5, Eq. (3.67) reduces to[
RmE(ω)− ∂
2
∂X2
]
V ∗ =
I0
glφ
, (3.68)
which turns out to be a special case of Eq. (3.10), by noting that RmE(ω) in Eq.
(3.68) and γ2(X;ω) defined by Eq. (3.11) are equal if β(X) = 1. Among the six
types of taper, only the Quadratic type leads to β(X) = 1. This is not a coincidence.
Since the dendritic radius is described by
r = r0(1 + ax)
4/5, (3.69)
the geometric ratio can be found as
F (X) =
r
3/2
0
λ∗
(1 + ax)6/5, (3.70)
and Eq. (3.53) gives
X =
5
3λ0a
[
(1 + ax)3/5 − 1
]
. (3.71)
F (X) can thus be found explicitly as
F (X) =
r
3/2
0
λ∗
(
1 +
3λ0a
5
X
)2
, (3.72)
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which is essentially the Quadratic type of taper found in §3.2.1 with
L = − 5
3λ0a
. (3.73)
Therefore, the plot of r(x) of the Quadratic type of type in Fig. 3.2 (the red conical
curve in the bottom right corner) follows a power law with the power ν = 4/5.
If ν 6∈ {0, 4/5, 2}, Eq. (3.67) cannot be reduced to the normalised Helmholtz
equation (2.36). Nonetheless, by a constant translation (λ0a(1 − ν/2))−1 of X, it
can be recast into the same form as Eq. (3.35), where
C0 =
3ν(5ν − 4)
4(2− ν)2 . (3.74)
Thus, in this case, we can also obtain the Green’s function of (3.67) in terms of
Bessel functions.
3.3 Sum-over-trips on reducible tapers
Here we consider a tapered dendritic tree, and the membrane potential dynamics
on each branch i of it is described by
Cm,i
∂Vi
∂t
= −gl,iVi − Ih,i + 1
2Ra,iρi(x)
∂
∂x
[
r2i (x)
∂Vi
∂x
]
+ I0,j(x; t), (3.75a)
Lh,i
∂Ih,i
∂t
= −rh,iIh,i + Vi. (3.75b)
where
I0,j(x; t) =
Iinj(t)δ(x− y)δij
2piρ(x)
. (3.76)
Assume all the dendritic branches are constrained to be one of the six types of taper
(listed in Table 3.1). As all dendritic branches are reducible tapers, such a dendritic
tree is called a “reducible dendrites” in this thesis. We can follow the same steps in
§3.2.1, using the spatial mapping µi as defined in (3.2) and introducing new voltage
variable V ∗i as defined in (3.5) on each branch i, to recast the system (3.75) into the
frequency domain as[
γ2i (X;ω)−
∂2
∂X2
]
V ∗i (X;ω) =
I0,j(µ
−1(X);ω)
gliφi(X)
, (3.77)
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where
γi(X;ω) =
√
τm,iω + βi(X) +
1
(rh,i + Lh,iω)gl,i
, (3.78)
and βi(X) is a constant by assumption. It is now straightforward to see the similarity
between Eqs. (3.77) and (2.43), and the two mappings µ, γ formed respectively from
the ensembles of µi, γi for all i are simple generalisations from the mappings (2.20)
and (2.45). Therefore, we can follow the same steps as in §2.3.2 to show that, similar
to cylindrical dendrites, on a dendritic tree with reducible tapers, Γ0 = γ · µ(Γ) is a
quantum graph, and that the framework of sum-over-trips and the method of local
point matching can be applied. However, the boundary conditions for V ∗ on Γ0
are different from those for V on Γ due to the voltage scaling φ defined in (3.6).
The node factors for tapered dendrites are thus generally different from those for
cylindrical dendrites listed in §2.3.2.
3.3.1 Green’s functions on reducible dendrites
Since γi(X;ω) is constant in X for all i on a reducible dendrites, Eq. (3.77) can be
reduces to
(∇2 − 1)V ∗i (X ;ω) = −IN (X ;ω), (3.79)
which is identical to Eq. (2.46) in expression, but
IN (X ;ω) = I0,j(µ
−1(γ−1(X ));ω)
gl,iγ
2
j (ω)φi(γ
−1(X )) . (3.80)
The sum-over-trips framework gives
V ∗i (X ;ω) =
∑
k
∫ Lk
0
Hik(X ,Z)IN (Z;ω)dZ, (3.81)
where
Hik(X ,Z) =
∑
r∈T
Ar(ω)H∞(Lr(x, z)). (3.82)
with H∞ defined in (2.38) and Lr(x, y) = γ(Lr(x, y)) being the normalised trip
length as in §2.3.2, and Ar(ω) is the trip coefficient, a product of new node factors
for tapered dendrites to be determined in §3.3.2. Eq. (3.81) can then be scaled back
to the original coordinate by Eq. (3.6), which gives,
Vi(x;ω) = Gij(x, y;ω)Iinj(ω), (3.83)
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where the Green’s function on a dendritic tree with the reducible tapers is explicitly
Gij(x, y;ω) =
Φji(y, x)
zj(y;ω)
∑
r∈T
Ar(ω)H∞(Lr(x, y)). (3.84)
The variables
Φji(y, x) =
φi(µi(x))
φj(µj(y))
, (3.85)
zj(y;ω) =
γj(ω)
λj(y)ra,j(y)
, (3.86)
ra,j(y) =
Ra,j
pir2j (y)
, (3.87)
are defined in the same forms as in (3.16) - (3.18) for an infinite cable with extra
subscripts indexing dendritic branches. The coefficient before the infinite sum here
is notably different from that in Eq. (2.50). Nonetheless, the Green’s function (3.84)
can be reduced to Eq. (2.50) in the cylindrical cases, which is to be shown in §3.3.4.
3.3.2 Node factors for reducible dendrites
Here I derive new node factors for a dendritic tree with reducible tapers. To start
with, rewrite Eq. (3.84) as
Gij(x, y;ω) = ηj(y)φi(µi(x))
∑
r∈T
Ar(ω)H∞(Lr(x, y)), (3.88)
where
ηj(y) =
1
zj(y;ω)φj(µj(y))
, (3.89)
only dependent on y, is a constant in x for any fixed input. As on cylindrical
dendrites, a node factor in the sum-over-trips framework on tapered dendrites also
encodes the information of the boundary conditions at the corresponding type of
nodes on a dendritic tree. Since their effects are local (explained in §2.2.2 by the
Markovian property of random walks), without loss of generality we can derive node
factors for different type of nodes attached to semi-infinite dendritic branches (i.e. in
absence of other boundary conditions). Thus, in the following sections, I will impose
boundary conditions defined by the four types of nodes discussed in §1.2.4 onto the
Green’s function (3.88). By solving the systems, the generalised node factors for
reducible dendrites can be obtained. This procedure also serves as a constructive
proof for the original node factors listed in §2.3.2 successively. To save notations,
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the spatial coordinates are changed from case to case so that the node always locates
at x = 0. In addition, ω is omitted in all the expressions.
Terminal node factors
With only one terminal, the dendritic structure is simply a semi-infinite cable. By
the sum-over-trips framework, there are two and only two trips, a direct trip and a
reflective one. Eq. (3.88) is thus reduced to
G(x, y) = η(y)φ(X) [H∞(γY − γX) + αkH∞(γY + γX)] , (3.90)
where αk for k ∈ {o, c} is the reflective node factor at open and closed terminals
respectively. Note that the subscripts of branch indices are omitted due the presence
of only one dendritic branch.
If the terminal is open, the boundary condition (1.35) is imposed, which gives
G(0, y) = 0. (3.91)
Substituting Eq. (3.90) into the condition (3.91) leads to
η(y)φ(0)(1 + αo)H∞(γY ) = 0, (3.92)
which simply gives
αo = −1, (3.93)
because all the other terms on the left hand side in Eq. (3.92) are positively defined.
If the terminal is closed, the boundary condition (1.36) is imposed, which gives
∂G
∂x
∣∣∣∣
x=0
= 0. (3.94)
By the chain rule,
∂G
∂x
∣∣∣∣
x=0
=
dX
dx
∂G
∂X
∣∣∣∣
X=0
=
1
λ(0)
∂G
∂X
∣∣∣∣
X=0
, (3.95)
which implies,
∂G
∂X
∣∣∣∣
X=0
= 0. (3.96)
To calculate the derivative, the following identity is worth noting,
∂
∂X
H∞(γX) = −γH∞(γX) (3.97)
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which can be easily deduced from the definition of H∞(γX). Thus,
∂G
∂X
= η(y)φ(X)
([
γ − 1
2
ξ(X)
]
H∞(γY − γX)− αc
[
γ +
1
2
ξ(X)
]
H∞(γY + γX)
)
,
(3.98)
which gives
∂G
∂X
∣∣∣∣
X=0
= η(y)φ(0)
([
γ − 1
2
ξ(0)
]
− αc
[
γ +
1
2
ξ(0)
])
H∞(γY ). (3.99)
Substituting Eq. (3.96) into the condition (3.99) gives
αc =
γ − ξ(0)/2
γ + ξ(0)/2
. (3.100)
Branching node factors
Assume that N semi-infinite dendritic cables are attached to a branching node, and
without loss of generality the input location y is on branch 1. There are generally
two cases, the output locates either on the same branch 1, or on a different branch
k 6= 1. Let αk = αk1 for k ∈ {1, 2, 3, ..., N} be the node factors for the trip travels
from branch k to 1. The sum-over-trips framework reduces the Green’s function
(3.88) to
G1(x1, y) = η1(y)φ1(X) [H∞(γ1Y − γ1X) + α1H∞(γ1Y + γ1X)] , (3.101a)
Gk(xk, y) = η1(y)φk(X)αkH∞(γ1Y + γkX), for k 6= 1. (3.101b)
According to the continuity of membrane potentials (1.38),
G1(0, y) = Gk(0, y), (3.102)
which gives
φ1(0)(1 + α1) = φk(0)αk, (3.103)
for k 6= 1, by simply substituting Eqs. (3.101) into the condition (3.103). Meanwhile,
the conservation of electrical currents (1.37) must be satisfied, that is,
0 =
N∑
k=1
1
ra,k(0)
∂Gk
∂x
∣∣∣∣
x=0
=
N∑
k=1
1
ra,k(0)λk(0)
∂Gk
∂X
∣∣∣∣
X=0
, (3.104)
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where
∂G1
∂X
∣∣∣∣
X=0
= η1(y)φ1(0)
([
γ1 − 1
2
ξ1(0)
]
− α1
[
γ1 +
1
2
ξ1(0)
])
H∞(γ1Y ), (3.105a)
∂Gk
∂X
∣∣∣∣
X=0
= η1(y)φk(0)
(
−αk
[
γk +
1
2
ξk(0)
])
H∞(γ1Y ). (3.105b)
Substituting Eqs. (3.105) into the condition (3.104) leads to
0 = 2z1(0)− (α1 + 1)
N∑
k=1
z∗k(0), (3.106)
where
z∗k(x) =
γk + ξk(x)/2
λk(x)ra,k(x)
. (3.107)
Combining Eqs. (3.103) and (3.106), α1 can be easily solved and then αk is found
to be,
α1 =
2z1(0)∑N
k=1 z
∗
k(0)
− 1, (3.108)
αk =
2z1(0)∑N
k=1 z
∗
k(0)
Φ
(χ)
k1 , for k 6= 1, (3.109)
where zi(0) is defined by Eq. (3.86), χ denotes the node at which segment n is
attached to m, and
Φ(χ)nm = Φnm(0, 0) =
φm(0)
φn(0)
, (3.110)
It is worth noting that, whereas Φ
(χ)
nm = 1 here, it is a local variable that changes
every time the spatial coordinate is changed, while all the other variables presented
in the node factors (here and those to be found in later sections) are evaluated
independent of the spatial coordinate, e.g. λk(x), ra,k(x). In order to enforce Φ
(χ)
nm
to be a global variable, the X-coordinates on all tapered branches should be chosen
to satisfy the following condition
ri(x) = rj(y)⇔ Fi(X) = Fj(Y ), for any x 6= y. (3.111)
A convenient choice is F0 = 1 for all branches, which reduces the definition (3.4) of
the geometric ratio of any branch i to
Fi(X) = Fi(µi(x)) =
r2i (x)
λi(x)
. (3.112)
83
As a result,
Φ(χ)nm = Φnm(χn, χm) =
φm(χm)
φn(χn)
=
[
Fn(χn)
Fm(χm)
]1/2
. (3.113)
Although χm, χn coincide at the same point χ, they represent two different spatial
coordinates on branch m and n respectively.
Somatic node factors
Assume that N semi-infinite dendritic cables are attached to a soma, and the input
location y is on branch 1. Since the branching structure is the same as in the
previous section, the Green’s functions G1, Gk here are the same as in Eqs. (3.101).
However, the boundary conditions imposed on them are changed due to the presence
of the soma instead of an ordinary branching node.
The model of the soma is given by Eqs. (1.39a) and (1.39b). The Laplace
transform leads to
zSVS =
N∑
i=1
1
ra,i(0)
∂Vi
∂x
∣∣∣∣
x=0
, (3.114)
where zS is defined in (2.57). In addition, the continuity of membrane potentials
(1.39c) implies the same condition as (3.102),
G1(0, y) = Gk(0, y) = GS(y), (3.115)
where GS(y) is the somatic Green’s function, which is the fundamental solution to
Eq. (3.114). Equivalently,
zSG1(0, y) =
N∑
k=1
1
λk(0)ra,k(0)
∂Gk
∂X
∣∣∣∣
X=0
, (3.116)
whose left hand side is simply, by substitution,
zSη1(y)φ1(0)(1 + α1)H∞(γ1Y ), (3.117)
and right hand side can be reduced to
η1(y)φ1(0)H∞(γ1Y )
[
2γ1
λ1(0)r1(0)
− (α1 + 1)
∑
k
γk + ξk(0)/2
λk(0)rk(0)
]
, (3.118)
by using the derivatives found previously in Eqs. (3.105). The two expressions
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Figure 3.5: A schematic of the gap-junctional node with a coupling conductance
gGJ = R
−1
GJ connecting dendritic branch m to n. The two branches are not necessary
to be of the same shape.
(3.117) and (3.118) are equal, that is,
zS(1 + α1)2z1(0) = (α1 + 1)
N∑
k=1
z∗k(0), (3.119)
which therefore gives
α1 =
2z1(0)
zS +
∑N
k=1 z
∗
k(0)
− 1, (3.120)
αk =
2z1(0)
zS +
∑N
k=1 z
∗
k(0)
Φ
(χ)
k1 , for k 6= 1. (3.121)
Gap-junctional node factors
At a gap junction that connects dendritic branch m to n, assume that the input
location y is on segment m−, i.e. the segment on branch m before the gap junction
(see Fig. 3.5). For k ∈ {m−,m+, n−, n+}, the Green’s function (3.88) reduces to
Gk(xk, y) = ηm(y)φk(xk) [δkm−H∞(γmY − γmX) + αkH∞(γmY + γkX)] , (3.122)
The continuity of membrane potentials (1.41) requires
Gm−(0, y) = Gm+(0, y), (3.123a)
Gm−(0, y) = Gm+(0, y), (3.123b)
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which gives,
1 + αm− = αm+ , (3.124a)
αn− = αn+ . (3.124b)
At the same time, the conservation of currents boundary condition (1.40) requires
1
ra,m(0)
[
∂Gm−
∂x
+
∂Gm+
∂x
]
x=0
= gGJ(Gm−(0, y)−Gn−(0, y)), (3.125a)
1
ra,n(0)
[
∂Gn−
∂x
+
∂Gn+
∂x
]
x=0
= gGJ(Gn−(0, y)−Gm−(0, y)), (3.125b)
where
∂Gk
∂x
∣∣∣∣
x=0
=
ηm(y)φk(0)
λk(0)
(
δkm−
[
γm − 1
2
ξm(0)
]
− αk
[
γk +
1
2
ξk(0)
])
H∞(γmY )
(3.126)
is obtained from Eqs. (3.95) and (3.105). All together, αm+ , αm− , αn+ , αn− can be
found by combining Eqs. (3.124) and (3.125). It is cumbersome but trivial and thus
omitted here. The results are explicitly
1 + αm− = αm+ =
zm(0)(1 + 2RGJz
∗
n(0))
z∗m(0) + z∗n(0) + 2RGJz∗m(0)z∗n(0)
, (3.127a)
αn− = αn+ =
zm(0)Φ
(χ)
km
z∗m(0) + z∗n(0) + 2RGJz∗m(0)z∗n(0)
. (3.127b)
3.3.3 Summary of the generalised framework
To summarise, if all cable equations (3.75) on all the branches i of a dendritic
tree are reducible to the normalised Helmholtz equation (2.36), the dendritic tree
is reducible to a quantum graph. Therefore, Gij(x, y;ω) on the dendrites can be
found by the generalised sum-over-trips framework as Eq. (3.84), where Lr(x, y) is
the normalised trip length and the trip coefficient Ar(ω) is the product of all node
factors αnm along the trip.
If the transition probabilities at branching, somatic and gap-junctional nodes
are written in the following forms, as they should be for random walks in the path
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integral formulation,
pk =
zk∑
k z
∗
k
, (3.128a)
pS,k =
zk
zS +
∑
k z
∗
k
, (3.128b)
pGJ,k =
zk
z∗m + z∗n + 2RGJz∗mz∗n
, (3.128c)
the node factors found in §3.3.2 can be presented in more compact expressions:
 At a terminal χ of branch m,
αmm = −1, if χ is open, (3.129a)
αmm = 2pm − 1, if χ is closed. (3.129b)
 At a branching or somatic node χ that connects branch m and n,
αnm = 2pmΦ
(χ)
nm − δnm, for a branching node, (3.130a)
αnm = 2pS,mΦ
(χ)
nm − δnm, for a somatic node. (3.130b)
 At a gap-junctional node χ that connects branch m and n,
αnm = pGJ,mΦ
(χ)
nm, if a trip passes through χ, so m 6= n, (3.131a)
αmm = pGJ,mqn − 1, if a trip reflects at χ, (3.131b)
αmm = pGJ,mqn, if a trip passes by χ, (3.131c)
where
qn = 1 + 2RGJz
∗
n(χn). (3.132)
Note that all the variables are evaluated at the node χ where branch m and n are
connected. There are similarities in the forms of Eqs. (3.129) and (3.130), as a
closed terminal can be considered as a special case of a branching node with only
one attached branch, and a branching node is indifferent to a somatic node in the
limit zS → 0.
Similar to the sum-over-trips framework on cylindrical dendrites introduced in
Chapter 2, the method of local point matching can be employed here to avoid the
infinite sum in the Green’s function (3.84). Instead of the definition (2.70), define
Jy = Jij(x, y;ω) =
2zj(y;ω)
Φji(y, x)
Gij(x, y;ω). (3.133)
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It is then straightforward to see the derivation of the method in §2.4.1 can be
conducted in exactly the same steps. In practice, the method is employed by the
algorithm summarised in §2.4.2 and Jy is obtained first. Gij(x, y;ω) can then be
found by Eq. (3.133).
3.3.4 Properties of the generalised framework
The generalised sum-over-trips framework is a natural extension of the original
framework from cylindrical dendrites to reducible dendrites. It shares with the
original framework all properties discussed in §2.3.3 and is applicable to all exam-
ples investigated in §2.4.3. Below I will show that, firstly, the generalised framework
is equivalent to the original one when applied to cylindrical dendrites, and secondly
the reciprocity principle (2.67) is still valid on reducible tapers. For other results,
e.g. the presence of neuronal loops and the conditions for equivalent branches (not
necessarily equivalent cylinders), the arguments are almost the same as in §2.3.3,
and are thus omitted here.
Equivalence to the original framekwork on cylindrical dendrites
Apparently a cable equation on a cylindrical dendritic branch is always reducible to
Eq. (2.36), and the generalised sum-over-trips framework on reducible dendrites can
be applied to dendritic trees with cylindrical branches. However, it is worth noting
that, if the branches of a dendritic tree are all cylindrical as assumed in Chapter 2,
both the original framework on cylindrical dendrites and the generalised framework
on tapered dendrites can be employed, but their Green’s functions (2.50) and (3.84)
have different expressions. Here I prove the two expressions are indeed identical.
Firstly, the normalised trip length Lr(x, y) are indifferent in the two Green’s
functions, because the characteristic length parameter λ(x) is a constant on each
cylindrical branch; its definition (3.1) reduces to (1.31). Thus, H∞(Lr(x, y)) are
identical in the two expressions. Secondly, all node factors αmm are the same in the
two frameworks. On a cylindrical dendritic branch k, ξk(µk(x)) = 0 ⇒ z∗k(x;ω) =
zk(ω) for all x, because the dendritic radius rk(x) = rk is a constant. φk(µk(x)) = φk
also becomes a constant dependent on k only, and thus I can write Φnm = φm/φn for
Φ
(χ)
nm, particularly Φkk = 1. It is immediate to see all reflective node factors defined
in (3.129) and (3.130) simply reduced to those defined in §2.3.2 for the original
framework. In addition, at a gap junction, pGJ,mqn = 1−pGJ,n reduces αmm defined
in (3.131b) and (3.131c) to the expressions (2.59) and (2.60) respectively.
However, for the transitive node factors, m 6= n, αtnm = αcnmΦnm 6= αcnm, because
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ξk = 0 but in general Φnm 6= 1. Note here the superscript t is added for the
generalised node factors defined by Eqs. (3.130) and (3.131), and c for the original
node factors. Recall the trip coefficient Acr(ω) for an arbitrary trip (2.62) is
Acr(ω) = α
c
k0k1α
c
k1k2α
c
k2k3 . . . α
c
kn−1knα
c
knkn+1 , (3.134)
where k0 = i, kn+1 = j. Similarly, by the generalised framework,
Atr(ω) = α
t
k0k1α
t
k1k2α
t
k2k3 . . . α
t
kn−1knα
t
knkn+1
= αck0k1Φk0k1α
c
k1k2Φk1k2α
c
k2k3Φk2k3 . . . α
c
kn−1knΦkn−1knα
c
knkn+1Φknkn+1 .
(3.135)
Thus, their ratio can be found as
Atr(ω)
Acr(ω)
= Φk0k1Φk1k2Φk2k3 . . .Φkn−1knΦknkn+1 =
φj
φi
= Φij , (3.136)
which leads to ∑
Atr(ω)H∞(Lr(x, y))∑
Acr(ω)H∞(Lr(x, y))
= Φij , (3.137)
where both infinite sums are over all the trips r ∈ T, because the set T are identical
in the original and generalised frameworks. It is then straightforward to see this
ratio (3.137) cancelling out the preceding coefficient Φji in the Green’s function
(3.84), which recovers the Green’s function (2.50) found directly by the original
sum-over-trips framework on cylindrical dendrites.
The reciprocity principle on dendrites with reducible tapers
For any trip r and its reversal configuration −r on a dendritic tree with reducible
tapers, the ratio between their trip coefficients is
Ar(ω)
A−r(ω)
=
αik1αk1k2αk2k3 . . . αkn−1knαknj
αjknαknkn−1αkn−1kn−2 . . . αk2k1αk1i
, (3.138)
assuming, without loss of generality, all node factors αnm where m = n have can-
celled each other out.
For any αkmkm+1 , αkm+1km , which are defined by either Eq. (3.130a), or (3.130b),
or (3.131a), in accordance with the type of node χm,
αkmkm+1
αkm+1km
=
zkm+1(χm;ω)
zkm(χm;ω)
[
Φ
(χm)
kmkm+1
]2
, (3.139)
for all m ∈ {0, 1, 2, . . . , n}, where k0 = i, kn+1 = j, and branch km and km+1 are
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connected at node χm. By definition,
[
Φji(y, x)
]2
=
λi(x)
r2i (x)
r2j (y)
λj(y)
, (3.140)
zi(x)
zj(y)
=
γi(ω)r
2
i (x)
λi(x)
λj(y)
γj(ω)r2j (y)
, (3.141)
which leads to
zi(x;ω)
zj(y;ω)
[
Φji(y, x)
]2
=
γi(ω)
γj(ω)
. (3.142)
Thus, the ratio (3.139) can be found as
αkmkm+1
αkm+1km
=
γkm+1(ω)
γkm(ω)
, (3.143)
which further reduces the ratio (3.138) to
Ar(ω)
A−r(ω)
=
γj(ω)
γi(ω)
. (3.144)
Since any trip has one and only one reversal trip, and they are identical in their
normalised length, ∑
Ar(ω)H∞(Lr(x, y))∑
A−r(ω)H∞(L−r(y, x)) =
γj(ω)
γi(ω)
, (3.145)
where the sum is over all r ∈ T. Therefore,
Gij(x, y;ω)
Gji(y, x;ω)
=
zi(x;ω)
zj(y;ω)
[
Φji(y, x)
]2γj(ω)
γi(ω)
= 1, (3.146)
where the first equality comes from Eq. (3.84) and the second one is given by Eq.
(3.142).
3.4 Sum-over-trips on general tapers
The sum-over-trips framework is generalised for dendrites whose tapered geometries
are constrained to be one of the six types listed in Table 3.1 in the last section §3.2.
However, the realistic dendritic models discussed in §3.2.2 are in general beyond the
capacity of the generalised framework, because the realistic tapers are not reducible.
Moreover, real dendrites (e.g. Fig. 3.1) could be totally different from any idealised
models. Below I will firstly deal with these realistic tapers in a theoretical manner,
and then move onto the discussion over general dendritic geometries by applying
the finite element method.
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3.4.1 Green’s functions on dendrites with realistic tapers
Following the steps in §3.2.2, for all dendritic branches i, we assume [r′i(x)]
2  1,
and consider the following system, simply extended from Eqs. (3.26) by adding the
branch indices:
Cm,i
∂Vi
∂t
= −gl,iVi − Ih,i + 1
2Ra,iri(x)
∂
∂x
[
r2i (x)
∂Vi
∂x
]
+ I0(x; t), (3.147a)
Lh,i
∂Ih,i
∂t
= −rh,iIh,i + Vi, (3.147b)
where the dendritic radius ri(x) is modelled by either an exponential decay (3.28) or
some power law (3.45). Notably these two classes in fact covers all the six types of
taper listed in Table 3.1 (with reasonable and accurate approximations) according
to the discussions in §3.2.2, and trivially the cylindrical cases. By spatial scaling
and translation, (3.147) is recast into[
Rm,iEi(ω) + C0,i
X2
− ∂
2
∂X2
]
V ∗i =
I0(X;ω)
gl,iφi
, (3.148)
where
C0,i =
154 , if ri(x) follows an exponential decay (3.28),3ν(5ν−4)
4(2−ν)2 , if ri(x) follows a ν-power law (3.45),
(3.149)
which is almost identical to Eq. (3.33) except for the branch indices. Thus, as in
§3.2.2, we can eventually transform Eq. (3.148) into the Bessel differential equation
(3.42).
Assume the Green’s function of Eq. (3.33) is B∞(L(x, y)) where L(x, y) is the
normalised distance between x, y, if no boundary conditions are applied. The nor-
malised distance here is defined in the same way as the normalised trip length to
be defined in (3.151) for the general sum-over-trips framework on realistic tapers.
If the entire dendritic tree can be reduced to an equivalent single branch, or if C0,i
are identical for all i, we can find the Green’s function of Eq. (3.148) as
Gij(x, y;ω) = γyφj(y)
∑
r∈T
Ar(ω)B∞(Lr(x, y)), (3.150)
by the general sum-over-trips framework. The normalised trip length is now
Lr(x, y) = γy[µ∗i (x) + · · ·+ µ∗k(lk) + · · ·+ µ∗j (y)], (3.151)
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where µ∗i is the compound mapping by applying µi first and then the constant
translation that leads to Eq. (3.148). In addition, the trip coefficient Ar(ω) can be
found by the same steps as in §3.3.2.
However, if C0,i are not identical for all i, we cannot apply the general sum-
over-trips framework, because Bessel functions of different parameters are used and
B∞ is essentially dependent on C0,i. Since we are trying to model the dendritic
geometry in a more realistic way while preserving some analytical tractability, the
exponential decay (3.28) could be an interesting model as different rates of dendritic
radius variation can be parameterised by different a (from a cylindrical branch with
a = 0 to a steep one for a < 0). In addition, since
B∞(Lr(x, y)) 6= B∞(γyµ∗i (x)) + · · ·+B∞(γyµ∗k(lk)) + · · ·+B∞(γyµ∗j (y)), (3.152)
the method of local point matching cannot be employed, because the deduction
of the method is fundamentally based on Eq. (2.74), which is invalid if replacing
H∞ by B∞. Therefore, the sum-over-trips framework is not in practice useful to
compute the Green’s function on a dendritic tree with realistic tapers. It involves
two computationally difficult tasks: Bessel functions cannot be written in elementary
functions, and the infinite sum by directly applying the sum-over-trips framework
is badly convergent (see §2.3.3), whereas the approach is compatible with any linear
systems in theory.
3.4.2 Green’s functions on dendrites with general properties
In this section, we re-consider the system (3.75), which describes the membrane
potential dynamics on a resonant dendritic tree, but here the dendritic radius ri(x)
cannot be classified into the special casses of the reducible or realistic tapers dis-
cussed in previous sections. Nonetheless, since the system (given any boundary
conditions) is linear in voltage, its Green’s function always exists.
Sum-over-trips by the finite element method
In order to solve for the membrane potential dynamics on a reconstructed neuron,
it is a common computational practice to employ the finite element method. For
example, the simulation environment NEURON discretises the reconstruction into
small segments, and simulates the dynamics on all of the segments simultaneously.
In addition, recall our derivation of the Green’s function for a passive infinite ca-
ble by the path integral formulation in §2.2.1, where the random walks constructed
are initially a process discrete in space. Thus, Caudron et al. [70] naturally em-
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Figure 3.6: A schematic of a general tapered dendrite with finite partition. Since
each segment is cylindrical, the sum-over-trips framework on cylindrical dendrites
can be employed. Note ai−1, bi are placed at the left and right ends respectively on
segment i.
ployed a Monte-Carlo method to evaluate the Green’s function on finite partitions
of morphological neurons. Likewise, we can discretise any tapered dendritic branch,
or more generally any branch with continuously varying radius into little segments
(see Fig. 3.6). By assuming that the dendritic radii of these little segments are
locally constant, all the segments are cylindrical in geometry, and the sum-over-
trips framework on cylindrical dendrites introduced in Chapter 2 can be applied,
whereas the framework cannot be employed directly.
To see whether and how it works to apply the sum-over-trips framework by
the finite element method, we consider a “ball-and-stick” model whose dendritic
topology is identical to that in §2.4.3 but the dendritic branch is tapered here. For
the continuously tapered model, we assume the parabolic taper with a continuously
varying radius r(x) defined by Eq. (3.45), explicitly,
r(x) = r0
[
l − x
l
]2
, (3.153)
for x ∈ [0, l0], where r0 = r(0) is the initial dendritic radius. It has been discussed
in §3.2.2 that the parabolic taper is almost equivalent to the Exponential type of
taper (see Fig. 3.4) with
κ =
3
2l
[
r0Rm
2Ra
]1/2
, (3.154)
in the geometric ratio (3.49). Notably l ≥ l0 controls the slope of the taper, and the
equality can only be taken when the terminal radius r1 = r(l0) is zero. If r1 = 0,
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the domain of F (X) is X ∈ [0,+∞). Otherwise, r1 > 0 and the upper bound for X
is L0 = µ(l0) = − ln(1− l0/l)/(λ0l), where the mapping µ is defined in (3.48).
We can use the local point matching method to construct the following system
of Jv and Jw by following the arrows in Fig. 2.6 and noting the similarity to Eqs.
(2.92),
Jv =
1
2
[exp(γp(ω)µ(l0))Jw + exp(γp(ω)µ(x))](2pS,p − 1), (3.155a)
Jw =
1
2
[exp(γp(ω)µ(l0))Jv + exp(γp(ω)µ(l0 − x))](2pT,p − 1), (3.155b)
where γp(ω), pT,p and pS,p can be found from their definitions (3.78), (3.128a) and
(3.128b). Solving the system (3.155) results in
Jv =
(2pS,p − 1)
[(
l−l0+x
l
l−l0
l
)3γp(ω)/2κ
(2pT,p − 1) +
(
l−x
l
)3γp(ω)/2κ]
1− (2pS,p − 1)(2pT,p − 1)
(
l−l0
l
)3γp(ω)/κ , (3.156a)
Jw =
(2pT,p − 1)
[(
l−x
l
l−l0
l
)3γp(ω)/2κ
(2pS,p − 1) +
(
l−l0+x
l
)3γp(ω)/2κ]
1− (2pS,p − 1)(2pT,p − 1)
(
l−l0
l
)3γp(ω)/κ , (3.156b)
which leads to
G(x, y;ω) =
1
2z(y;ω)
[exp(γp(ω)µ(y))Jv+exp(γp(ω)µ(l0−y))Jw+exp(γp(ω)µ(|x−y|))].
(3.157)
For the discretised model, the tapered branch is assumed to be partitioned into
an array of N cylinders. Each cylinder is of length l0/N and radius
rc(i) =
rm(i) + rM (i) +
√
rm(i)rM (i)
3
, (3.158)
where
rm(i) = r
(
min
x∈∆i
(x)
)
, (3.159a)
rM (i) = r
(
max
x∈∆i
(x)
)
, (3.159b)
and ∆i is the segment of compartment i ∈ {1, 2, 3, . . . , N}. rc(i) thus approximately
tracks the parabolic taper (see Fig. 3.7A), and guarantees the membrane surface
areas are the same for the models. This multi-compartment model reduces to the
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cylindrical “ball-and-stick” model when N = 1, and can also be considered as a
variation of the model in Fig. 2.10. To solve the model, we employ the method of
local point matching and construct
Jai =
1
2
exp(γci li)
2zi+1
zi + zi+1
Jai−1 +
1
2
exp(γci+1li+1)
(
2zi+1
zi + zi+1
− 1
)
Jbi+1 , (3.160a)
Jbi =
1
2
exp(γci li)
(
2zi
zi + zi+1
− 1
)
Jai−1 +
1
2
exp(γci+1li+1)
2zi
zi + zi+1
Jbi+1 , (3.160b)
where Jai and Jbi are unknown functions defined recursively at the point i ∈
{1, 2, 3, . . . , N − 1}, and i is also the index of segment (i − 1, i) (see Fig. 3.6).
γci and zi defined in (2.32) and (2.40) are also dependent on the segment index i.
Note the argument ω is omitted. At the two ends of the branch,
Ja0 =
1
2
exp(γc1l1)(2pS,c − 1)Jb1 , (3.161a)
JbN =
1
2
exp(γcN−1lN−1)JaN−1 . (3.161b)
The system (3.160) and then the Green’s functions can be solved subject to the
boundary conditions (3.161). The numerical details can be found in Appendix B.
To investigate the difference in the signal amplitudes more closely, it is more con-
venient to study purely passive neurons injected by the step current input (1.64).
The voltage responses at steady state (t → +∞) can be obtained directly by Eq.
(1.66). Fig. 3.7 compares the discretised and the continuous models, by plotting the
differences of their somatic responses at steady state as a function of the input loca-
tion of the step current. It is clear that the differences are smaller when the number
of the compartments N becomes larger. However, considering computational ex-
penses, a tapered dendritic branch is partitioned into only a few segments (usually
N < 10 [39, 88, 89]). Thus, with a small number of compartments, the discre-
tised model approximates the continuous model worse than expected. In particular,
the approximation on the last compartment (close to the terminal) is considerably
bad; the difference is large even when N is large (see N = 100 in Fig. 3.7B). We
should thus be careful with approximations on discretised models especially when
the dendritic radius at the input location is small, because a marginal but inac-
curate geometric approximation may cause a large difference in the value of input
impedance.
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Figure 3.7: (A): Schematic shapes of the parabolic model (blue) and the multi-
compartment models with N = 1, 2 (red). (B): Voltage differences between
the somatic responses at steady state of the parabolic model and the multi-
compartment models with N = 1, 2, 10, 100. (C): Somatic responses at steady
state of the parabolic model (blue) and the multi-compartment models (red) with
N = 1, 2, 10, 100 as a function of input location. (B) is the direct result of (C). All
the models are purely passive, i.e. rh = rsoma → +∞. All the other parameters are
the same as in Fig. 4.1 except Ra = 1000 Ω·cm.
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Sum-over-trips on an infinite partition
It has been shown that the numerically solution to the difference equations (3.160)
can be an accurate approximation for large N . Here the limit N → +∞ is con-
sidered. Under this limit, li → 0, and the branch with continuously varying radius
should be recovered. By defining fi = exp(γ
c
i li)/2, Eq. (3.160) can be rewritten as
Jai(2zi + ∆zi+1) = (Jai −∆Jai)(2zi + 2∆zi+1)fi + (Jbi + ∆Jbi+1)∆zi+1fi+1,
(3.162a)
Jbi(2zi + ∆zi+1) = (Jai −∆Jai)(−∆zi+1)fi + (Jbi + ∆Jbi+1)2zifi+1, (3.162b)
where ∆ defines the increment for any variable from i to i+1. For example, if x = 0
is placed at the end A and x = l at the end B, li = ∆xi = xi − xi−1. In addition,
fi+1 = 1− γci+1∆xi+1 + . . . , (3.163)
by the Taylor expansion. Therefore, in the limit N → +∞, that is, all ∆xi → 0,
Eqs. (3.162) becomes a pair of differential equations,
2Jazγc = (Ja + Jb)z
′ − 2zJ ′a, (3.164a)
−2Jbzγc = (Ja + Jb)z′ − 2zJ ′b, (3.164b)
where Ja, Jb, γc, z are now assumed to be smooth in x. In addition, Ja0 , JbN are not
defined by Eq. (3.162) as they are located at the ends. They should be written as
boundary conditions
Ja(0) = JA, (3.165a)
Jb(l) = JB, (3.165b)
where JA and JB are additionally dependent on other branches attached to the two
ends. Similarly,
Jb(0) = J→A, (3.166a)
Ja(l) = J→B, (3.166b)
where the subscripts → A,→ B represent the local trips that terminate at A,B re-
spectively. If the branch is cylindrical, J→B = JA exp(γl)/2 contributes to unknown
J ’s on the branch attached to the end B. J→B here is a generalisation as the branch
is not cylindrical, but plays the same role in the method of local point matching.
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Addition and subtraction of Eqs. (3.164) result in
w′ + γcu =
z′
z
w, (3.167a)
u′ + γcw = 0, (3.167b)
where
u = Ja − Jb, (3.168)
w = Ja + Jb. (3.169)
The system (3.167) leads to
u′′ −
[
γ′c
γc
+
z′
z
]
u′ − γ2cu = 0, (3.170)
which is to be solved with the boundary conditions
u(0) = JA − J→A, (3.171a)
u(l) = J→B − JB, (3.171b)
given by Eqs. (3.165) and (3.166). It is worth noting after finding w by Eq. (3.167b),
the Green’s function can be directly obtained as
G(x, y;ω) =
1
2z(y)
[Ja(y) + Jb(y)] =
w(y)
2z(y)
, (3.172)
if the input location y is on the dendritic branch.
Recall the definitions of γc and E(ω) in (2.32) and (1.58) respectively,
γ2c (x;ω) =
2RaE(ω)
r(x)
, (3.173)
where the electrical parameters Ra, E(ω) are assumed to be constants. Thus, Eq.
(3.170) reduces to
u′′ − 2[ln r]′u′ − 2RaE
r
u = 0. (3.174)
Since the radius r(x) is not a contant in x here, in general Eq. (3.174) has no
analytical solution. When r ∝ (x+C0)2 for some constant C0, Eq. (3.174) reduces
to a Cauchy-Euler equation, which can be solved analytically. However, such radius
defines a parabolic taper, which is discussed in the previous sections.
98
Dendrites with heterogeneous electrical properties
Throughout this thesis, all the electrical parameters are assumed to be constants
everywhere on the dendritic tree. However, in this section the electrical properties
are considered to be continuously varying along a branch, that is, in general,
γ2c (x;ω) =
2Ra(x)
rc
E(x;ω), (3.175a)
γ2t (X;ω) = Rm(X)E(X;ω) + β(X)− 1, (3.175b)
where
E(x;ω) = Cm(x)ω + gl(x) + 1
rh(x) + Lh(x)ω
(3.176)
is modified from its original definition (1.58) so that it is now dependent on x.
Similarly, E(X;ω) in Eq. (3.175b) is defined by replacing all x by X in Eq. (3.176).
Analytical solutions to Eqs. (2.24) and (3.10) can be obtained when both equa-
tions are reducible to the normalised Helmholtz equation (2.36). In such cases, both
γc and γt should be independent of location again, i.e. constant in x and X respec-
tively. If γc is a constant in x, Ra(x)Cm(x)ω,Ra(x)gl(x), Ra(x)/(rh(x) + Lh(x)ω)
are constants in x because they are linearly independent due to ω. Thus,
Cm(x) ∝ gl(x) ∝ 1
Ra(x)
, (3.177a)
rh(x) ∝ Lh(x) ∝ Ra(x). (3.177b)
Similarly, if γt is a constant in X,
Cm(X) ∝ gl(X) = 1
Rm(X)
, (3.178a)
rh(X) ∝ Lh(X) ∝ Rm(X). (3.178b)
In addition, if
Cm(x) ∝ gl(x) ∝ 1
(x− x0)2Ra(x) , (3.179a)
rh(x) ∝ Lh(x) ∝ (x− x0)2Ra(x), (3.179b)
where x0 is an arbitrary constant, Eq. (2.24) is a Cauchy-Euler equation that can
be solved analytically. The similar condition for Eq. (3.10) to be a Cauchy-Euler
equation leads to a contradiction, because gl(X)Rm(X) ∝ (X −X0)−2 is necessary
while by definition gl(X)Rm(X) = 1.
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By the finite element method and N → +∞, Eq. (3.170) does not reduce to Eq.
(3.174) given E being a variable in x. Instead, it reduces to
u′′ − [ln Er]′u′ − 2RaE
r
u = 0. (3.180)
Analytical solutions can be obtained, if the coefficients in Eq. (3.180) are constants,
that is,
r(x) ∝ [Ra(x)]1/2eC1x, (3.181a)
Cm(x) ∝ gl(x) ∝ [Ra(x)]−1/2eC1x, (3.181b)
rh(x) ∝ Lh(x) ∝ [Ra(x)]1/2e−C1x, (3.181c)
where C1 6= 0 is an arbitary constant. If C1 = 0, electrical parameters are reduced
to constants in x. Eq. (3.180) can also be solved analytically if it is a Cauchy-Euler
equation, in which cases,
r(x) ∝ [Ra(x)]1/2(x− x0)C2+1, (3.182a)
Cm(x) ∝ gl(x) ∝ [Ra(x)]−1/2(x− x0)C2−1, (3.182b)
rh(x) ∝ Lh(x) ∝ [Ra(x)]1/2(x− x0)1−C2 , (3.182c)
where C2 6= 0, x0 are arbitrary constants. It is worth noting when C2 = 1, the
parabolic taper with homogeneous electrical properties is recovered.
In summary, under the constraints (3.177), (3.178), (3.179), (3.181) and (3.182),
the cable equations are reducible to normalised Helmholtz equations and thus the
sum-over-trips framework and the method of local point matching can be applied.
However, the axial resistivity Ra, the leaky resistivity Rm = g
−1
l and the capacitance
per area Cm are often assumed to be constants in x (and thus in X), which imme-
diately reduces all the cases under the constraints to those special ones discussed in
previous sections.
3.5 Summary
In this chapter, I have investigated membrane potential dynamics on dendritic trees
with tapered branches. In §3.2, a single tapered cable is studied. For the six types
of taper listed in Table 3.1, the Green’s functions can be solved analytically [93], be-
cause the cable equations on such tapered dendrites are reducible to the normalised
Helmholtz equation (2.36). The cases of non-reducible but realistic tapers are then
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discussed, and the Green’s functions can be found in terms of Bessel functions.
From §3.3, I have moved onto the study of dendritic trees with tapered branches.
If all the branches are of the six types of taper, that is, they are all reducible, the
entire dendritic model is shown to be a quantum graph, on which the sum-over-
trips framework and the local point matching method introduced in Chapter 2
can be employed. New rules are derived for such reducible tapers, and the sum-
over-trips framework is thus generalised. In §3.4, dendrites with general tapers are
investigated. If all the branches are of realistic tapers, the sum-over-trips framework
is applicable, whereas the local point matching method is not. Thus, likewise on
dendritic branches with general geometric or electrical properties, the finite element
method is relatively useful in practice.
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Chapter 4
Response Functions on
Neuronal Models
102
4.1 Introduction
In this chapter, explicit responses on neuronal models with dendritic geometries are
studied based on the theoretical discussions in the previous chapters. To start with,
the “ball-and-stick” model is studied for the comparison between cylindrical and
tapered models in §4.2, and a single neuron with branching dendrites is considered in
§4.3 for further investigation into the dendritic geometric effects. Finally, a simplified
neuronal network of two neurons coupled by gap junctions is investigated in §4.4.
4.2 Single neuron with single dendritic branch
Here we re-consider the “ball-and-stick” model discussed in §2.4.3 and §3.4.2. This
model consists of a lumped soma and one dendritic branch attached to it. The soma
is assumed to be located at x = 0 and its membrane potential dynamics is described
by the boundary conditions (1.39). The branch has a fixed length l0, and its terminal
at x = l0 is closed, which imposes the boundary condition (1.36). A schematic of
the model is shown in Fig. 2.6. The dendritic branch is considered to be cylindrical
in §2.4.3 and tapered in §3.4.2. The dendritic membrane potential dynamics of the
two models are essentially described by resonant cable equations (2.41) and (3.75)
respectively. By the method of local point matching, Eqs. (2.92) and (3.155) are
constructed for the cylindrical and parabolic models, and their solutions are found
in Eqs. (2.93) and (3.156).
4.2.1 Geometric modulation on phase
For comparison between the cylindrical and parabolic models, assume that they
share the same electrical parameters, their somata are the same and r0 = rc. The
somatic Green’s functions can be found as
Gc(0, y;ω) =
1
zc(ω) tanh γc(ω)l + zS(ω)
cosh γc(ω)(l − y)
cosh γc(ω)l
, (4.1a)
Gp(0, y;ω) =
zp(0;ω)
zp(y;ω)
1
zp(0;ω)− κ+ zS(ω)
[
l − y
l
]3/2+3γp(ω)/2κ
, (4.1b)
where l0 = l (equivalently r1 = 0) is assumed to simplify the parabolic model.
γc(ω), γp(ω) are defined in (2.32) and (3.11), the characteristic admittance zc(ω), zp(x;ω)
in (2.40) and (3.86) respectively, the somatic admittance zS(ω) in (2.57) and κ in
(3.154).
In the following two asymptotic cases:
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 If the dendritic cable is semi-infinite,
lim
l→+∞
Gp(0, y;ω) = lim
l→+∞
Gc(0, y;ω) =
2 exp(−γc(ω)y)
zc(ω) + zS(ω)
; (4.2)
 If the dendritic cable is infinitesimal,
lim
l→0
Gp(0, 0;ω) = lim
l→0
Gc(0, 0;ω) =
1
zS(ω)
. (4.3)
Both limits can be derived rigorously from Eqs. (4.1). Alternatively, they can be
checked in a more heuristic way by geometry. If l → +∞, the parabola asymptoti-
cally becomes a cylinder as κ→ 0. If l → 0, both models reduce to a point neuron
(without any dendrites). It is not surprising that the Green’s functions of the two
models are reduced to the same one, since the dendritic geometries become identical
in these asymptotic cases. In addition, we can see from Eq. (4.2) that the (electro-
tonic) distance between the input location y and the soma has an exponential effect
on the transfer impedance G(0, y;ω), and that the transfer function (4.2) has a more
complicated form than (4.3) in terms of ω. Thus, even an idealised model with a
semi-infinite dendritic cable could behave in a way that cannot perfectly mimicked
by a point neuron model.
To study the effect of the dendritic geometry for a dendritic length varying in
a realistic range, the Green’s functions (4.1) are computed numerically. Consider
the two models with l = 100 and the input is place at y = 0. Their somatic input
impedances G(0, 0;ω) are compared in Fig. 4.1 (notably the plots of the cylindrical
model are shown in Fig. 2.7). It is clear from Fig. 4.1b that both models behave
as a band-pass filter with similar spectra. To quantify the resonance more precisely,
the resonant frequency Ω¯ is employed. It is defined as the frequency where a Bode
magnitude plot is maximised. Mathematically, Ω¯ is found by solving
∂|G(x, y; iω)|
∂ω
= 0, (4.4)
for ω ≥ 0, or equivalently, the impedance is purely resistive, which gives
=(G(x, y; iω)) = 0, (4.5)
where =(x) denotes the imaginary part of x ∈ C. The condition (4.5) is relatively
easier to calculate. For example, to find the resonant frequency of a point neuron,
we need to solve
=(z−1S (ω)) = 0, (4.6)
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Figure 4.1: The somatic input impedances in the parabolic (blue) and the cylindrical
(red) “ball-and-stick” models with resonant membranes. (A,B,b): The magnitudes
of the the impedances. (C,D): The phases of the impedances. The impedance func-
tions (4.1) are complex, because the imaginary frequencies in the Laplace domain
(i.e. the real frequencies in the Fourier domain) are employed. Note the horizontal
axes (of frequency) of (B) and (D) are in the logarithmic scale. In addition, (b)
also plots the same functions as in (A) and (B), whereas the unit of its vertical axis
is decibel (dB), which is by definition logarithmic in the magnitudes. (b) and (D)
are commonly known as the Bode plots in control theory. Geometric parameters:
rc = 1 µm for the cylindrical model, r0 = 1 µm and r1 = 0 µm for the parabolic
model, and rS = 12.5 µm and l = 100 µm for both models. Electrical parameters are
the same for both models: Cm = CSoma = 1 µF·cm−2, Rm = RSoma = 2000 Ω·cm2,
Ra = 100 Ω·cm, rh = rSoma = 1000 Ω·cm2 and Lh = LSoma = 5 H·cm2. Although
the neuronal models are simplified in geometry, all the parameters are tuned to be
within their realistic ranges.
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Figure 4.2: Resonant frequency Ω¯ as a function of the dendritic length l. (A):
Resonant frequencies of the cylindrical (red) and the parabolic (blue) “ball-and-
stick” models with resonant membranes. (B): The differences of Ω¯ between the two
models. All the parameters are the same as in Fig. 4.1, except l which is varying.
The value of the resonant frequencies of the two models in the case of l→ 0 become
identical to that of a point neuron given the same somatic parameters.
which by definition easily reduces to
=
(
CSωi+
1
rS + LSωi
)
= 0, (4.7)
and results in
Ω¯ =
√
1
CSLS
− r
2
S
L2S
. (4.8)
It is worth noting that, if a neuron is purely passive, it behaves as a low-pass filter
and Ω¯ = 0. Moreover, if it is resonant, its Bode magnitude plot is always unimodal
and Ω¯ > 0. More generally, it is proven in [44] that the transfer function on the
dendritic cable is a band-pass if a small patch of membrane is a band-pass. In Fig.
4.2, the resonant frequency Ω¯ is plotted as a function of the dendritic length l. It
can be seen that the two curves are considerably close when the dendritic length l
is small, which implies the two models behave similarly in such cases, as inferred
from the limit (4.3). Although the difference between the two curves appear to be
finite for large l, the limit (4.2) suggests that their difference vanishes as l increases.
Within the realistic range of l, the difference is maximised around l = 150 µm.
To see how this difference in the frequency domain determines different be-
haviours in the time domain, the time profiles of the two somatic responses to
the same chirp stimulus is shown in Fig. 4.3A. It can be clearly seen that the two
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Figure 4.3: The voltage profiles of the somatic responses to somatic inputs of the
cylindrical (red) and the parabolic (blue) “ball-and-stick” models with resonant
membranes. (A): The responses to a chirp input. (B): The responses to a train of
four idealised EPSCs with successive time gap of 10 ms. Input current parameters:
the chirp current is defined by Eq. (1.34) with A0 = 0.2 nA and ωchirp = 0.0003
kHz, and the EPSC is defined by Eq. (1.32) with A0 = 0.2 nA and B0 = 0.1 kHz.
All the other parameters are the same as in Fig. 4.1, except l = 150 µm.
oscillating signals clearly reach their peaks at different times. The responses to a
more realistic input consisting of succesive EPSCs are shown in Fig. 4.3B. The
parabolic model reaches its global maximum at the first peak, while the cylindri-
cal model does so at the second peak. As a result, if an IF model is additionally
employed which happens to impose a firing threshold larger than the first peak in
the cylindrical model, but smaller than the second one, the firing times of the two
models could be different by the time gap between the EPSCs.
Considering the random nature of neuronal systems in reality, the differences
in the phases (Fig. 4.1D), the resonant frequencies (Fig. 4.2B) and the times
of the signals reaching maxima (Fig. 4.3B) are not be noticeable in many cases.
Nonetheless, Fig. 4.1B and 4.3A show clearly that the responses of the two models
are different in their amplitudes. In Fig. 4.4A, the somatic responses to single EPSCs
applied at the soma are compared for different l. Although the times of the signals
reaching the peaks in the two models are indistinguishable, there is a noticeable gap
in the peak amplitudes for l = 150 µm. It is worth noting that, by moving the input
y away from the soma, the difference in the amplitudes of the two models grows
rapidly (see Fig. 4.4B). This can also be seen from the Green’s functions (4.1), as
the impedances decay differently in y, exponentially for the cylindrical model versus
polynomially for the parabolic model. The somatic responses of the two models are
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Figure 4.4: The differences in the somatic responses of the cylindrical (red) and
the parabolic (blue) “ball-and-stick” models with resonant membranes. (A): The
voltage profiles due to an EPSC in the models with l = 15, 150, 1500 µm, respectively.
(B): The Bode magnitude plots for the different input locations, y = 0 (dotted), 50
(dashed) and 100 (solid) in the model with l = 150 µm. All the other parameters
are the same as in Fig. 4.3.
extremely distinct for large y. The changes in the resonant frequencies are relatively
small, though.
In summary, we have observed minor difference between the resonant behaviors
of the cylindrical and parabolic models. This can perhaps be explained by the
assumption that they share same electrical parameters. Nonetheless, their difference
in voltage amplitude is noticeable. The parabolic model seems to result in larger
responses than the cylindrical model, if the same current is injected.
4.2.2 Geometric modulation on amplitude
To conclude the dendritic geometry has a real impact on voltage amplitudes, the
above comparison is not convincing enough, because the parabolic model always has
a larger area of membrane surface by assuming rc = r0, which causes more current
leakage across the membranes. To eliminate the effect of the membrane surface area,
from now on, the areas are assumed to be equal in the two models. In addition,
the multi-compartment model discussed in 3.4.2 is considered, because it is both
cylindrical (locally) and tapered (globally). The total membrane surface area is also
assumed to be the same as the cylindrical and parabolic model by setting dendritic
radius (3.158) for each cylindrical compartment. In fact, the multi-compartment
model reduces to the cylindrical model with N = 1, and rc = r0/3 in the special
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Figure 4.5: (A): Schematic shapes of the multi-compartment models with N = 1
(red), N = 2 (black) and N = 4 (green), and the parabolic model (blue) “ball-and-
stick” models with passive membranes. (B,C): Somatic response at steady state as a
function of input location. All the models are purely passive, i.e. rh = rSoma → +∞.
All the other parameters are the same as in Fig. 4.1 except Ra = 1000 Ω·cm. In
addition, r1 = 0.01 µm in (C).
case of r1 = 0.
Since the difference in resonant behaviours is relatively small, to focus on voltage
amplitudes, it is more convenient to study purely passive models injected by the
step current input (1.64). The voltage responses at steady state (t → +∞) can
be obtained directly by Eq. (1.66). Fig. 4.5B (similar to Fig. 3.7C) shows the
somatic responses at steady state as a function of the input location of the step
current. When N = 1, there is clearly a large range that the parabolic model
yields a higher voltage steady state than the cylindrical model. When N > 1, the
same phenomena can be observed on each local segment, as the curves of the multi-
compartment models are convex piece-wisely on individual compartments. It is also
verified that when N is large (e.g. N = 100), the multi-compartment model becomes
indistinguishable from the parabolic one, whereas the difference is still large on the
last compartment (closed to the terminal) as shown in Fig. 3.7C.
In Fig. 4.5B, the voltage of the parabolic model drops to 0 when y = l, while that
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of the cylindrical model never does (unless N → +∞). Since r1 = 0 is assumed,
the input resistence at the terminal is infinitely large. It is worth noting that, in
such models with realistic parameters, the point where the voltage of the parabolic
model becomes smaller than that of the cylindrical model always occurs when the
dendritic radius is considerably small (at the scale of nanometers in Fig. 4.5B, which
is thinner than cell membranes. This is apparently unrealistic and is considered
merely a mathematical result. Thus, a more realistic parabolic model with r1 = 0.01
µm (which leads to l0 6= l) and its corresponding multi-compartment models are
considered in Fig. 4.5C. The voltage of the parabolic model exhibits no more drastic
slump near the terminal and remains larger than that of the multi-compartment
models. However, the noticeable differences between the two models still present
with small N , particularly in the region near the terminal.
The result of the relatively large voltage responses on the tapered dendritic
branch (or compartments) is consistent with the results in [39, 96]. Cuntz et al.
[39] demonstrated by numerical simulations that parabolic dendritic segments would
optimise current transfers from distal inputs, and later Bird and Cuntz [96] mathe-
matically proved that this conjecture is valid on a single passive cable that follows
parabolic taper. Even though the model cannot match morphologies of all types of
neurons, it fits nicely with a stereotypic morphology [96], of which the neurons are
known to obey the 3/2 branching rule [76] and to undergo replacement constantly
throughout life [98].
voltage attenuation
Another measurement considered for comparison is the voltage attenuation ratio
AV (y). It is defined in [44] as
AV (y;ω) =
∣∣∣∣G(0, y;ω)G(y, y;ω)
∣∣∣∣ . (4.9)
Substituting the Green’s functions (4.1) and the input impedances
Gc(y, y;ω) =
[1 + (2pS,c − 1) exp(−2γc(ω)y)][1 + exp(−2γc(ω)(l − y))]
2zc[1− (2pS,c − 1) exp(−2γc(ω)l)] , (4.10a)
Gp(y, y;ω) =
(2pS,p − 1)
(
l−y
l
)−3γp(ω)/κ
+ (2pC,p − 1)
(y
l
)−3γp(ω)/κ + 1
2zp(y;ω)
. (4.10b)
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Figure 4.6: Voltage attenuation ratio as a function of input location of the cylindrical
(red) and the parabolic (blue) “ball-and-stick” models with passive membranes. All
the parameters are the same as in Fig. 4.5B.
into Eq. (4.9), we obtain
AV,c(y) =
2pS,c
exp(γc(ω)y) + (2pS,c − 1) exp(−γc(ω)y) , (4.11)
AV,p(y) =
2pS,p
(
l−y
l
)3/2+3γp(ω)/2κ
(2pS,p − 1)
( l−y
l
)−3γp(ω)/κ + (2pC,p − 1)(yl )−3γp(ω)/κ + 1 , (4.12)
for the cylindrical and the parabolic models respectively (plotted in Fig. 4.6). For
a wide range of input locations (y > 50 µm), AV,p stays at almost zero, while AV,c
is much larger. Although the result is seemingly opposite to what is observed in
Fig. 4.5B, they are consistent with each other. The two results are different, be-
cause identical current strength at the input locations is assumed when the somatic
response steady states are computed, while identical voltage amplitude is implicitly
employed here for the voltage attenuation ratios.
To summarise roughly, for EPSPs of the same size occuring at the same input
location in the two models, the somatic response of the cylindrical model is relatively
larger, while that of the parabolic model is larger for identical EPSCs. The result
is qualitatively consistent with the simulations on neurons with realistic geometries
[55]. In addition, recall the input-output reciprocity (2.67) and (3.146), and the
responses at different locations to somatic inputs can be easily obtained. If an
action potential is fired at a soma of a neuron, the signal is more easily to spread
along a cylindrical cable than a tapered one. This could be an explanation for more
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tapered branches in dendrites than in axons.
4.3 Single neuron with “Y”-shaped dendritic tree
In this section, I still consider a single neuron, but its dendritic geometry is assumed
to form a “Y”-shape (see Fig. 4.7). The dendritic tree consists of one primary den-
dritic branch and two identical secondary branches. All the branches are generally
parabolic in geometry, and thus I call such a neuronal model the parabolic model.
For comparison, a cylindrical model is considered, which consists of three cylinders
and also forms the “Y”-shape. The sizes of the cylindrers are tuned to guarantee
the two models share the same membrane surface area.
In the case when responses are measured at the soma (i.e. x = 0), the method
of local point matching results in
Ja = Jbf(L0)α
S
00 + f(0)α
S
00, (4.13a)
Jb = Jaf(L0)α
B
00 + f(L0)α
B
00 + Jdf(L1)α
B
10 + Jef(L2)α
B
20, (4.13b)
Jc = Je = Jaf(L0)α
B
01 + f(L0)α
B
01 + Jdf(L1)α
B
11 + Jff(L2)α
B
21, (4.13c)
Jd = Jf = Jcf(L1)α
T
11, (4.13d)
where L0 = γ0µ0(l0), L1 = L2 = γ1µ1(l1) are the scaled dendritic lengths. In
addition,
αS00 = 2p
S
0 − 1, (4.14)
Ja Jc
Je Jf
Jb Jd
Figure 4.7: A schematic of a neuron with “Y”-shaped dendrites. The primary den-
dritic branch connects a soma and two identical secondary branches. Both primary
and secondary branches are parabolic with geometric parameters: the initial radius
r0, the ending radius rB and the length l0 for the primary branch, and similarly
rB, r1, l1 for the secondary branch. The terms in Eq. (4.13) are indicated by red
arrows.
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is the somatic node factor,
αB00 = 2p
B
0 − 1, (4.15a)
αB11 = α
B
22 = 2p
B
1 − 1, (4.15b)
αB01 = α
B
02 = 2p
B
1 Φ01, (4.15c)
αB10 = α
B
20 = 2p
B
0 Φ10, (4.15d)
αB21 = α
B
12 = 2p
B
1 , (4.15e)
are the branching node factors, and
αT11 = 2p
T
1 − 1, (4.16)
is the terminal node factor, where
pS0 =
zS0
zS0 − κ0 + zS
, (4.17a)
pB0 =
zB0
(zB0 + κ0) + 2(z
B
1 − κ1)
, (4.17b)
pB1 =
zB1
(zB0 + κ0) + 2(z
B
1 − κ1)
, (4.17c)
pT1 =
zT1
zT1 + κ1
(4.17d)
are the transition probabilities at the soma, the branching node and the closed
terminal, and in the end we obtain
Φ10 = Φ
−1
01 =
φB0
φB1
. (4.18)
Equivalently, the system (4.13) can be rewritten in the following matrix form,
−1 f(L0)αS00 0 0
f(L0)α
B
00 −1 0 2f(L1)αB10
f(L0)α
B
01 0 −1 f(L1)(αB11 + αB21)
0 0 f(L1)α
T
11 −1


Ja + 1
Jb
Jc
Jd
 =

−(αS00 + 1)
0
0
0
 ,
(4.19)
which can be solved by matrix inversion and multiplication, and
Jy =
(Ja + 1)f(Ly) + Jbf(L0 − Ly), for 0 ≤ y ≤ l0,Jcf(Ly−l0) + Jdf(L1 − Ly−l0), for l0 < y ≤ l0 + l1, (4.20)
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Figure 4.8: Somatic response at steady state as a function of input location on a
“Y”-shaped dendritic tree withe passive membranes. (A): The somatic responses at
steady state of the parabolic (blue) and the cylindrical (red) models with the length
of the primary branch l0 = 0, 20, 40, 60, 80, 100 µm. (B): The voltage difference
ratio ρV between the two models. ρV = (Vp − Vc)/Vc where Vp and Vc are the
somatic responses at steady state of the parabolic model and the cylindrical model
respectively. x = 0 is placed at the branching node. Other geometric parameters:
r0 = rB = 1 µm and r1 = 0.01 µm, which reduce the primary branch to a cylinder,
while both secondary branch are identical to the parabola considered in Fig. 4.5C.
The cylindrical model is defined by the relation (3.158). All the electrical parameters
are the same as in Fig. 4.5.
where Ly = γ0µ0(y), Ly−l0 = γ1µ1(y − l0). The Green’s functions can thus be
obtained in algebraic forms. Notably the above steps to find Green’s functions by
the generalised sum-over-trips framework also works for the cylindrical model, as I
have shown in §3.3.4.
Consider first a case when the primary dendritic branch is cylindrical and the
secondary branches are parabolic as in §4.2. (Notably this is still referred to as
a parabolic model.) Despite of the dendritic lengths of the primary branch, the
voltages are locally larger on the secondary branches in the parabolic model than in
the cylindrical one (see Fig. 4.8 for the explicit parameters and results, computed
based on the above calculations). Although the somatic responses are changed by
varying the global dendritic geometries, the unchanged (secondary) branches are
persistent in transmitting signals (the curves are almost the same in their shapes
for y > 0 in Fig. 4.8B). Next, if the primary branch is parabolic and the secondary
branches are cylindrical in the parabolic model, the somatic responses are larger
when the inputs are placed on the primary branch, comparing to the cylindrical
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Figure 4.9: The difference ratios ρV for rB = 0.01 (dashed), 0.5 (solid),1 (dotted)
µm. All the other parameters are the same as in Fig. 4.8.
model (see the dashed curve in Fig. 4.9). Moreover, by fixing the initial and the
terminal dendritic radii r0 and r1, and varying only rB in the range between r0, r1,
the parabolic model transforms continuously from a dendritic geometry of cylinder
plus parabolas to parabola plus cylinders. At the same time, the curves of the
somatic responses in Fig. 4.9 also transforms accordingly. It is thus reasonable
to conclude from all the observations above that, it is a local property for current
signals to spread better from distal to proximal location on a parabolic dendritic
branch than on a cylindrical one, whereas boundary conditions have some minor
effects.
It is worth noting that, with some intermediate value of rB (e.g. the solid curve
in Fig. 4.9), both primary and secondary branches are quite tapered, which leads
to larger signals in both branches, comparing to the cylindrical model. Therefore,
dendritic tapers can relatively amplify signals from distal regions with the same
amount of membranes as cylinders. This suggests that a neuron should always grow
tapered dendrites, if its only function is to transmit distal signals to the soma, and
its only constraints are the membrane areas. However, not all neurons grow into
this stereotypic geometry [96], which implies more complexity in both functions and
constraints of dendrites. For those types of neurons whose dendritic morphology fits
this geometry (partially if not entirely), they could be more responsible for signal
transmission at relatively long distances.
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4.4 Two neurons coupled by gap junctions
In this section, a neuronal network of two simplified two neurons coupled by a
dendro-dendritic gap junction is considered. Both neurons consist of a soma and
N dendritic cylindrical branches. They are connected by a gap junction located
at x1 = x2 = lGJ away from each soma. This network can receive stimuli in four
different locations mimicking distal (y1 and y2) and proximal (y3 and y4) inputs (see
Fig. 4.10).
4.4.1 Two simplified neurons
To start with, consider two identical neurons. If the output is measured at soma 2
where x2 = 0, the method of local point matching constructs the following linear
system of algebraic equations for Ja, Jb, Jc and Jd (according to the red arrows inCell 1 Cell 2
Ja
Jb
Jc
Jd
x₁=0 x₂=0
x₁ x₂
y₁
y₂
y₃ y₄
RGJ
Figure 4.10: A schematic of a simplified network of two neurons coupled by a gap
junction. Both neurons consist of a soma and four semi-infinite dendritic cylindrical
branches. A gap junction (i.e. an electrical synapse) of conductance gGJ = R
−1
GJ
forms a dendro-dendritic coupling between the two neurons. The terms in Eq. (4.21)
are indicated by red arrows.
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Fig. 4.10),
Ja = Jbf(LGJ)(2pS − 1) + f(X2)(2pS − 1), (4.21a)
Jb = Jcf(LGJ)pGJ + Jaf(LGJ)(−pGJ) + f(LGJ −X2)(−pGJ), (4.21b)
Jc = Jdf(LGJ)(2pS − 1), (4.21c)
Jd = Jcf(LGJ)(−pGJ) + Jaf(LGJ)pGJ + f(LGJ −X2)pGJ , (4.21d)
where X2 = γcx2, LGJ = γclGJ and γc, pS , pGJ can be found from their defini-
tions (2.32), (2.56) and (2.61). Note that the original sum-over-trips framework on
cylindrical dendrites is employed here, since all the dendrites are cylindrical in this
section.
Solving the system (4.21) (for details see Appendix A.1) leads to the following
Green’s functions for outputs x2 ≤ y4 on neuron 2,
G2(x2, y1) =
1
2z
pGJ + pR
2pR + 1
f∗(X2, Y1), (4.22a)
G2(x2, y2) =
1
2z
1− pGJ + pR
2pR + 1
f∗(X2, Y2), (4.22b)
G2(x2, y3) =
1
2z
pGJ
2pR + 1
f∗(X2, LGJ)f∗(Y3, LGJ), (4.22c)
G2(x2, y4) =
1
2z
[
f∗(X2, Y4)− pGJ
2pR + 1
f∗(X2, LGJ)f∗(Y4, LGJ)
]
, (4.22d)
where z is defined by Eq. (2.40), Yi = γcyi for i ∈ {1, 2, 3, 4},
pR = (2pS − 1)pGJf(2LGJ), (4.23)
and a new function
f∗(x, y) = f(y)[(2pS − 1)f(x) + f(−x)] (4.24)
is defined to save notations. If x2 > y4, the first term in the squared bracket in
Eq. (4.22d) is f∗(Y4, X2) instead of f∗(X2, Y4). Since the neurons are identical,
the corresponding Green’s functions for neuron 1 can be easily obtained from Eq.
(4.22) in accordance with the symmetry of the input locations. Note that the Green’s
functions (4.22a) and (4.22b) are equivalent to the solutions for the Green’s functions
in the form of an infinite series found by the method of “words” in [20].
If two identical distal inputs are applied at equal distances from each soma (i.e.
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y1 = y2 > lGJ), the somatic Green’s functions for both neurons are the same,
G1(0, y1) +G1(0, y2) = G2(0, y1) +G2(0, y2) =
f∗(0, y1)
2z
=
pSf(y1)
z
. (4.25)
Similarly, for the case of two identical proximal inputs placed at y3 = y4,
G1(0, y3) +G1(0, y4) = G2(0, y3) +G2(0, y4) =
f∗(0, y3)
2z
=
pSf(y3)
z
. (4.26)
Both solutions are independent of gGJ and lGJ and share the same form as Eq. (4.2)
for the model of a single neuron with a single cylindrical dendrite. This result can
also be inferred directly from the equivalent cylinders (discussed in §2.4.3).
Consider the case when an input is placed at soma 1 (i.e. y3 = 0). The Bode
plots of the somatic Green’s functions for both neurons are plotted in Fig. 4.11.
Clearly the gap-junctional strength determines the differences between the signal
amplitudes at the two somata, while the gap-junctional location has a large impact
on the phases. Thus, by stimulating and recording signals at the two somata, the
parameters of the gap junction can be inferred.
Now consider a network with the same topology but the biophysical parameters
of the two neurons are different. By the same steps as for the previous case, the
somatic Green’s functions can be calculated: for soma 1,
G1(0, y1) =
pS,1
z1
f(Y1)
1− pGJ,2 + pR,2
1 + pR1 + pR2
, (4.27a)
G1(0, y2) =
pS,1
z2
f(LGJ,1 + Y2 − LGJ,2)pGJ,2 + pR,2z2/z1
1 + pR1 + pR2
, (4.27b)
G1(0, y3) =
pS,1
z1
[
f(Y3)− pGJ,2
1 + pR1 + pR2
f∗,1(Y3, 2LGJ,1)
]
, (4.27c)
G1(0, y4) =
pS,1
z2
pGJ,2
1 + pR1 + pR2
f∗,2(Y4, LGJ,1 + LGJ,2), (4.27d)
and symmetrically for soma 2,
G2(0, y1) =
pS,2
z1
f(LGJ,2 + Y1 − LGJ,1)pGJ,1 + pR,1z1/z2
1 + pR1 + pR2
, (4.28a)
G2(0, y2) =
pS,2
z2
f(Y2)
1− pGJ,1 + pR,1
1 + pR1 + pR2
, (4.28b)
G2(0, y3) =
pS,2
z1
pGJ,1
1 + pR1 + pR2
f∗,1(Y3, LGJ,1 + LGJ,2), (4.28c)
G2(0, y4) =
pS,2
z2
[
f(Y4)− pGJ,1
1 + pR1 + pR2
f∗,2(Y4, 2LGJ,1)
]
, (4.28d)
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Figure 4.11: Bode plots of transfer impedances at soma 1 (blue) and soma 2 (red)
of the simplified neuronal network with resonant membranes. (A,B): The Bode
magnitude plots. (C,D): The Bode phase plots. (A,C): The cases of lGJ = 0
(dotted), 100 (dashed) and 200 (solid) µm while fixing RGJ = 100 MΩ. (B,D):
The cases of RGJ = 1 (dotted), 100 (dashed) and 10000 (solid) MΩ while fixing
lGJ = 100 µm. The somatic and the dendritic radii and all the electrical parameters
are the same as in Fig. 4.1. Note that in many cases the red curves are clashed with
each other because the input is always placed at soma 2 (the same location as the
output).
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Figure 4.12: Resonant frequency as a function of gap-junctional location lGJ and
conductance gGJ = R
−1
GJ . (A): The resonant frequency Ω¯1 at soma 1. (B): The
resonant frequency Ω¯2 at soma 2. The input is placed at soma 1. All the parameters
of the two somata are the same as in Fig. 4.11. All the dendritic branches are semi-
infinite with rc = 1 µm. Their electrical parameters are unchanged from Fig. 4.11,
except rh,1 = 100 Ω·cm2, rh,2 = 10 Ω·cm2 and Lh,1 = Lh,2 = 50 H·cm2.
where, for k ∈ {1, 2} indexing the two neurons,
Yi = γc,kyi, (4.29)
pR,k = (2pS,k − 1)pGJ,3−kf(2LGJ,k), (4.30)
f∗,k(x, y) = f(y)[(2pS,k − 1)f(x) + f(−x)], (4.31)
and γc,k, zk, pS,k, pGJ,k, LGJ,k are generalised from the previous model (of identical
cells) to distinguish the different parameters of the two neurons.
The resonant frequencies Ω¯1 and Ω¯2 can then be found by substitutingG1(0, y3;ω)
and G2(0, y3;ω) where y3 = 0 into Eq. (4.4) for different values of lGJ and gGJ =
R−1GJ . Thus, a mapping,
R : (lGJ , gGJ)→ (Ω¯1, Ω¯2), (4.32)
can be constructed (see Fig. 4.12). It is straightforward to see that the results
are consistent with the observations in Fig. 4.11: the changes in the gap junc-
tional properties have little effect on Ω¯1 (Fig. 4.12A), and only the location of the
gap junction plays a more influential role than its strength in modulating Ω¯2 (Fig.
4.12B). The persistency in Ω¯1 is probably due to the experimental design that both
the input and the output are located at soma 1.
Often it is difficult to measure experimentally locations and strengths of gap
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junctions in real neuronal networks. Knowledge of the inverse mapping
R−1 : (Ω¯1, Ω¯2)→ (lGJ , gGJ) (4.33)
from a pair of resonant frequencies (obtained from somatic sub-threshold stimula-
tions) might provide estimates for gap-junctional parameters. The mapping R is
neither surjective nor injective (see Fig. 4.12A), and thus R−1 is not mathemat-
ically well defined. Nonetheless, Fig. 4.12B suggests the gap junctional strength
may have little effects on the system, so it might be more important to measure the
location. Once the location is estimated, this may lead to a one-to-one correspon-
dence between (lGJ , gGJ) and (Ω¯1, Ω¯2), if the experimental technique could measure
the resonant frequencies accurately enough.
4.4.2 Two tufted neurons
Now consider a more realistic neuronal network consisting of two identical tufted or
mitral cells. Each neuron has one primary dendritic branch, which branches at its
end and forms a tuft. The two cells are coupled in their tufts by dendro-dendritic
gap junctions (see Fig. 4.13A). Although it is possible to apply the method of local
point matching to find the Green’s functions for this tufted network, it is more
convenient to perform first the model reduction with equivalent cylinders (discussed
in §2.4.3), and the reduced network topology is shown in Fig. 4.13B. Notably, after
model reduction, a tufted neuron becomes a “Y”-shaped neuron studied in §4.3.
To be specific, if the input and output are not located in the tufts, the tufted
branches for each neuron can be merged into two equivalent cylinders, with an
equivalent gap junction located on one of them, or explicitly,
z∗T,GJ = NGJzT , (4.34a)
R∗GJ = RGJ/NGJ , (4.34b)
where zT , z
∗
T,GJ are the characteristic admittances of the individual tufted branches,
and RGJ , R
∗
GJ are the gap-junctional resistances. The superscript ∗ in this section
denotes the equivalent reduced model. The Green’s functions obtained under the
conditions (4.34) are identical for the two models, that is,
G(x0, yk) = G
∗(x0, y2). (4.35)
If the input is in the tuft but the output is not, it is easy to check that the constraints
(4.34) would give the same Jy. However, Green’s functions are dependent on the
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Figure 4.13: (A): A schematic of a simplified network of two neurons coupled by
gap junctions in their tufts. Each neuron has N dendritic branches attached to its
soma (x = 0). One of the N branches is the primary dendrite, which branches at the
end (x = l0) and forms a tuft. The other branches attached to the somata and the
secondary branches in the tufts are semi-infinite. Each tuft has NT branches, and
NGJ of them form dendro-dendritic gap junctions (one on each). All the gap junc-
tions are identical in strength gGJ and located at x = lGJ + l0. (B): An equivalent
reduced model to (A). Everything outside the tufts are unchanged from (A). Either
tuft consists of only two branches, one of which forms a gap junction to the other
tuft. The gap junction still locates at lGJ , whereas its strength g
∗
GJ = NGJgGJ .
The arrows denote the terms in Eqs. (A.8) according to the local point matching
method.
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Figure 4.14: Coupling ratio as a function of gap-junctional location lGJ ≥ l0 and
conductance gGJ = R
−1
GJ . The two neurons are passive and identical. Their geome-
tries are shown in Fig. 4.13, with the primary dendritic branch of length l0 = 200
µm, and their passive electrical parameters are the same as in Fig. 4.11.
zj(y) at the input location due to Eq. (2.83), which leads to
G(x0, yk) =
1
NT −NGJG
∗(x0, y1), (4.36)
if the input at yk is applied to the branch without a gap junction, and
G(x0, yk) =
1
NGJ
G∗(x0, y2), (4.37)
if the input at yk is applied to the branch with a gap junction. Here the reduced
model is constructed so that the stimuli in the full and reduced models are placed
at the same location, i.e. y1 = yk and y2 = yk. The point x0 < l0 is located on
the primary dendritic branch of either of the neurons. If the output is in the tufts
but the input is not, the input-output reciprocity (2.67) can be employed. If both
input and output are in the tufts, the symmetry among the branches in the tufts is
broken, and thus the model reduction fails.
After obtaining the Green’s functions by the method of local point matching on
the reduced model, those on the full model can be easily found by Eqs. (4.35) - (4.37)
(explicit expressions and deductions omitted here, details to be found in Appendix
A.2). To investigate the effect of gap junctions in the tufts, the coupling ratio (CR)
between the two neurons are shown in Fig. 4.14, where CR is defined in [99] as
CR =
maxt L−1{G2(0, 0;ω)}(t)
maxt L−1{G1(0, 0;ω)}(t) . (4.38)
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Although increasing gGJ strengthens the coupling (as expected), lGJ actually plays
an even more important role. Comparing to the results in Fig. 4.12, the domination
of lGJ over the system occurs for relatively large gGJ . Nonetheless, all the observa-
tions in this section suggest that gap-junctional location has stronger impact than
gap-junctional strength on voltage spreading between the coupled neurons.
4.5 Summary
In this chapter, I have computed the numerical results on neuronal models with
different dendritic geometries. Firstly, a single neuron with a single dendritic branch
is investigated in §4.2. By defining the resonant frequency to quantify the resonant
behaviours of the neuronal systems, it is found that different geometry of a single
branch (tapered or cylindrical) has little impact on signal modulation. However,
a tapered dendrite is better at current transfer from its distal (thinner) end to
the proximal (thicker) end. This effect is found to be a local property of tapered
dendrites in §4.3, by investigating a single neuron with a “Y”-shaped dendritic tree
and varying the geometries of the primary and the secondary dendritic branches.
Secondly, a simplified neuronal network of two gap junctional coupled neurons
is considerd in §4.4. Mimicking a realistic experimental protocal, injecting currents
and recording responses at the two somata, the relationship between the gap junc-
tional properties and the output measurements can be computed. This procedure
can be used to assist the estimation of gap junctional parameters. The numerical
results suggest that the location of the gap junction has a noticeable effect on the
signal transmission between the coupled neurons, whereas little impact is seen on
the resonant behaviours. The strong modulation on voltage attenuation by gap
junctional location, i.e. the distance between the gap junction and the soma, is also
observed in a more realistic model consisting of tufted neurons.
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Chapter 5
Conclusion
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5.1 Results and discussion
In this thesis, I have thoroughly studied linear dendritic cable theory, which provides
a methodological framework and empirical insights into neuronal signal modulation
by dendritic geometry. Due to the complex morphologies of neuronal dendrites, it is
non-trivial to find the input-output relationship analytically, even though the model
of dendritic membrane potential dynamics is simplified and all cable equations are
assumed to be linear. As all the cable equations on cylindrical dendrites can be
reduced to the normalised Helmholtz equation, the dendritic membrane potential
dynamics on an arbitrary dendritic geometry can be formally modelled as a quan-
tum graph. To solve for analytical solutions to the dynamics, the sum-over-trips
framework and the local point matching method are studied in detail.
5.1.1 Implications and limitations of methods
The sum-over-trips framework is essentially a reformulation of the path integral, and
is applicable to any quantum graphs. In fact, the term “quantum graph” is bor-
rowed from other physical disciplines, e.g. photonic crystals. It can be employed as
a simplified model to describe signal propagation through a quasi-one-dimensional
system [62, 63]. The framework constructs analytical Green’s functions essentially
by encoding transition probablities along random paths according to graph topolo-
gies. Solutions can thus be found in more structured expressions than by the path
integral formulation direction. Theoretical analysis, e.g. spectral analysis, can be
conducted more easily. General properties, e.g. the reciprocity identity, can be
shown by the framework without any specific geometry.
However, the computational convergence by the sum-over-trips framework is
highly dependent on graph topology. Perhaps the convergence is well-behaved in
crystals, of which the structure is highly ordered as the binary tree in Fig. 2.4,
and even analytical solutions can be found as for the the nerve ring and the array
of neurons (see §2.4.3). Dendritic morphologies of real neurons are much less or-
dered, and the convergence can be relatively ill-behaved or at least computationally
expensive as shown on realistic digital reconstructions in Fig. 2.4. This problem
can be overcome by the novel method of local point matching, if the dynamics can
be described by a Helmholtz equation. The method results in analytical Green’s
functions in closed algebraic forms, instead of infinite sums by directly employing
the sum-over-trips framework. The problem in practice is again due to the heteroge-
neous geometrical and electrical properties of real neurons, whereas some theoretical
analysis is still possible given appropriate assumptions (see 5.1.3).
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The main limitation of the framework roots in the mathematical modelling of the
dendritic membrane potential dynamics. The model is by assumption linear, but real
neurons can behave non-linearly, e.g. firing action potentials. I will discuss spiking
models in §5.1.4, and additionally non-linear interactions between synaptic inputs
in §5.1.5. The linear assumption is valid when sub-threshold membrane potential
dynamics by single (or non-interactive) inputs is considered. If the assumption
can be justified, the framework is powerful as Green’s functions in closed algebraic
forms permit not only more straightforward mathematical analysis, but also accurate
and cheap numerical computations. The input can even be modelled as a random
process, in particular, a Poisson process or a white noise. Stochastic cable theory
[49] proves the (deterministic) Green’s function G(x, y; t) on a neuronal cable will
be the mean behaviour of the stochastic Green’s function, and its variance can be
found in terms of G2(x, y; t). It is straightforward to note that the sum-over-trips
framework is perfectly and straightforwardly compatible with the theory.
5.1.2 Cylindrical versus tapered dendritic branches
To investigate the differences in signal transmission between cylindrical and tapered
dendrites, morphologically simplified but representative neuronal models are stud-
ied in Chapter 4. All neurons behave as band-pass filters if their membranes are
resonant. Dendritic geometries affect the signal amplitudes and phases. Although
the geometric modulation on signal phases is small, the modulation on amplitudes
is noticeable. Locally on a dendritic branch, distal current signals are amplified in
a tapered structure, comparing to a cylindrical structure with the same membrane
area. This is probably due to the large input impedance at tapered ends of den-
drites. Distal signals propagated along tapered dendrites are more reliable, and thus
perhaps it it metabolically cheaper for a neuron to grow tapered dendrites, if it is
more responsible for such uni-directional signal transmissions.
Computational models with compartmental cylinders can provide relatively good
approximations at relatively thick ends of dendrites (comparing to primary den-
drites). However, the differences at such tapered ends cannot be ignored, even if
the individual compartments are quite small. One would expect smaller errors if
the input impedances are close in corresponding continuous and discretised models.
Thus, it might be reasonable to discretise continous models more finely near input
locations.
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5.1.3 Non-uniform distribution of h-channels
The Ih currents are produced by h-channels. The channels are assumed to be uni-
formly distributed on cell membranes throughout this thesis. However, the densities
of h-channels are known to increase noticeably along the branches from the soma
in some pyramidal cells [9–11]. Williams and Stuart [12] found such increases to be
linear and Poolos et al. [14] also employed linear models in simulations to elaborate
the experimental results, whereas Kole et al. [15] showed such increases to be ex-
ponential. Since Ih currents prevent membranes from too large hyperpolarisation,
it seems reasonable for them to be distributed more densely near locations where
synapses aggregate, rather than uniformly everywhere. In terms of modelling, the
h-channels are the most important in determining signal phases, as electric energy
is transformed into magnetic energy stored in inductors and later released from time
to time.
Assume all the individual h-channels are identical, and that they are linearly
distributed along a cylindrical cable for x ≥ 0 where a soma (or a closed terminal)
is at x = 0. We can follow the discussion in the last section of §3.4.2, and rewrite
Eq. (3.175a) as
E(x;ω) = Cmω + gl + x− x0
1/ρg + ω/ρp
, (5.1)
where x0 ≤ 0 and ρg, ρp > 0 are constants defined by gh = r−1h = ρg(x − x0), ph =
L−1h = ρp(x− x0). The resonant cable equation (2.24) is thus reduced to
−∂
2V
∂x2
+
2Ra
rc
[
E(0;ω) + x
1/ρg + ω/ρp
]
V =
I0(x;ω)
CmD
, (5.2)
which can be further recast into the canonical form of the Airy equation by scaling
x. The Green’s functions can thus be obtained in terms of elementary and Airy
functions [100]. Notably solutions to Eq. (3.148) for non-reducible dendritic tapers
can be expressed in the forms of Bessel functions, and Bessel functions and Airy
functions are deeply related to each other [101]. It seems possible to investigate and
analyse these realistic but not reducible general cable equations (3.148) and (5.2)
together as a class. However, both cases are not likely to be compatible with the sum-
over-trips framework as the differential operators are not likely to be identical on
different dendritic branches (since heterogenous geometric and electrical properties
are considered).
Furthermore, it will be interesting to study non-uniformly distributed h-channels
on a tapered dendritic branch. For example, h-channels are more densely distributed
at the distal region of a tapered branch of a pyramidal cell. It is plasusible to see
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from the model that the tapered geometry would amplify distal synaptic signals
while h-channels modulate them, making the dynamics flattened and slower. This
might eventually encourage interactions between synapses, which is in general non-
linear (see §5.1.5).
5.1.4 Spiking neurons
Under resting conditions, a typical neuron is polarised at a membrane potential of
around −70 mV. If its membrane potential rises above a threshold level (about −55
to −50 mV), it fires an action potential [43]. The dynamics of an action potential
can be elaborated by non-linear conductance-based models, e.g. the Hodgkin-Huxley
model [42]. Alternatively, it is also reasonable to model the sub-threshold dynamics
and the firing behaviours separately, as the change in voltage is so rapid during a
short time. Since this thesis mainly finds Green’s functions by assuming linear(ised)
neuronal membrane dynamics, the second approach (to model the firing behaviours
separately) can be easily incorporated into the framework. To be specific, Integrate-
and-Fire (IF) models can be employed. Such models describe the two states of a
neuron, firing and resting, independently by specifying the threshold voltage Vth.
When the membrane potential eventually “integrates” to Vth, it “fires” a spike and
resets its value to Vre. Although IF models are mathematical idealisations and thus
lack biological details, they are useful because they are analytically solvable, even
in cases of stochastic inputs, and therefore they have been widely used in analysis
of emergent properties of neuronal circuits [43, 102].
To start with, consider a point neuron. The sub-threshold behavior of a leaky IF
model is determined simply by the passive membrane (1.1) and the leakage current
(1.3), that is,
τm
dV
dt
= El − V + I0
gl
, (5.3)
where
τm =
Cm
gl
. (5.4)
In addition, once V ≥ Vth, a spike is assumed to be generated and V is immediately
reset to Vre. It is worth noting the changes in V during a spike is not modelled, as
the duration of a spike is considered extremely short. For any constant input current
I0, Eq. (5.3) permits a fixed point V = E0 where E0 = El + I0/gl. If E0 < Vth, the
neuron is depolarised to a new equilibrium E0. If E0 ≥ Vth, its membrane potential
keeps increasing towards E0 but always reaches the threshold and then resets first,
that is, the neuron fires periodically. Without loss of generality, choose V (0) = Vre
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and the solution to Eq. (5.3) can be found as
V (t) = E0 + (Vre − E0)e−t/τm . (5.5)
V (T ) = Vth then gives the duration T for the potential to reach the threshold,
explicitly,
T = τm ln
(
E0 − Vre
E0 − Vth
)
. (5.6)
Since T is the period of firing, the firing rate can be easily found as T−1.
To make the model more realistic, an additional function for the spiking regime
can be considered instead of the instant reset, while the sub-threshold regime de-
scribed by Eq. (5.3) is unchanged. Explicitly, the function can be defined as
V (t) = hs(t− tis), (5.7)
for t ∈ (tis +Ts] and any i ∈ {1, 2, 3, . . . }, where tis is the time when the i-th spike is
initiated and Ts is the duration of a spike. In addition, hs(0) = Vth and hs(Ts) = Vre.
Thus, when V < Vth the membrane potential in this extended model is described
by Eq. (5.3), but once it reaches the threshold it follows Eq. (5.7) until the spiking
regime ends (after Ts). It is straightforward to see that the original leaky IF model
with the instant reset can be recovered by the new model with the limit Ts → 0.
The new model has a period of T + Ts, which gives a firing rate of (T + Ts)
−1. The
definition of hs becomes really important and useful when neurons with morphologies
are considered. For example, Schwemmer and Lewis [103] considered a “ball-and-
stick” model, and only the soma is excitable, that is, if the somatic membrane
potential reaches the threshold, it starts to vary as Eq. (5.7) specifies. If the voltage
is reset instantly, i.e. Ts → 0, the somatic membrane potential is discontinuous in
t at the spiking times tis. However, there is always a boundary condition at the
location where the soma and the dendrites are attached together that requires the
somatic and the dendritic membrane potentials to be equal (i.e. the continuity
of membrane potentials, see §1.2.4). A contradiction arises because the dendritic
potential is continuous in t (even at tis). Since Green’s functions are found by the
sum-over-trips framework, it is simple to compute responses given any inputs. It
is then trivial to check for the soma whether or not their membrane potentials are
above the threshold. If so, it fires a spike, which can be treated as injecting a
somatic input current. The entire voltage response profiles after the occurrance
of spiking events are thus recursively updated. Such a simulation procedure saves
computational cost, because given the fixed time window of voltage profile it only
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needs to be updated as many as the number of spiking events, comparing to any
numerical simulation that updates every time steps.
Another example is to model dendritic spines as IF active points. Dendritic
spines are extensions on dendrites that connect post-synaptic neurons to axons of
pre-synaptic neurons. Many chemical synapses can be found on the head of them,
and thus they are closely related to spikes. Spine heads are excitable and can thus
be modelled by IF active points [79] (as the soma in the last example), whereas
Hodgkin-Huxley models are also applicable [104]. Spine necks can be simply mod-
elled as passive resistors. Assuming spines distributed in a discrete and uniform
density along a dendritic branch, we obtain the Spike-Diffuse-Spike (SDS) models
[79–82]. Comparing to brutal-force simulations, solving for Green’s functions be-
tween two such spines first allows one to repetitively add the responses directly into
the entire system whenever the voltage of any spine reaches the IF threshold.
In addition, since the Fire-Diffuse-Fire (FDF) models for intra-cellular calcium
releases and waves [83, 84] are similar to the SDS models in their mathematical
expressions, the approaches taken in this thesis can be also employed for the FDF
models [85]. IF active points can also be added onto the model of the nerve ring
discussed in §2.4.3. Such a theoretical model can assist experimentalists understand-
ing nerve rings in jellyfishes Polyorchis and Aglantha, their central nervous systems,
because these creatures are small in size and it is difficult to obtain intra-cellular
recordings from their neurons [77, 78].
5.1.5 Synaptic activities
Synapses are essential because they are the means by which neurons transmit signals
from one to another. They mainly connect axons to dendrites, whereas there are
many exceptions, e.g. dendro-dendritic synapses [105–108] and axo-axonic synapses
[106, 109]. Depending on whether or not biochemical processes are involved, they
can be classified into two fundamentally different types, chemical and electrical.
Electrical synapses (gap junctions) are included in the sum-over-trips framework as
boundary conditions, because they permit direct ion flows between coupled cells, and
are thus simply modelled as purely passive resistors. No biochemical processes are
involved, and thus signal transmission by gap junctions is metabolically inexpensive.
It is observed in §4.4 that the gap junctional strength modulates signal ampli-
tudes but has little effect on signal phases. The result is trivial because the gap
junction plays the role of a resistor in the electrical circuit. The gap junctional
location significantly modulates both amplitudes and phases of signals. However,
the location of gap junction is in fact a geometric measurement of the dendritic
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branches on which the gap junction is located, and the dendritic branches are reso-
nant. Hence, computational results of the theoretical model could assist parameter
estimation of gap junctions, given the knowledge of the dendritic geometric and
electrial measurements; it is difficult to accurately measure the parameters of gap
junctions in experiments due to their small sizes, but relatively easy to stimulate
and record at somata.
Synaptic interactions
At a chemical synapse, the pre-synaptic neuron releases neurotransmitters (typically
due to a spike) from synaptic vesicles into the synaptic cleft. The neurotransimitters
can diffuse to the opposite side of the cleft, and if they bound to the corresponding
ligand-gated channels of the post-synaptic cell, generation of post-synaptic currents
could be triggered as these channels would change their conductances. At the same
time, it is clear from Eq. (1.8) that the total membrane conductance is voltage
dependent. Therefore, any post-synaptic current is also dependent on the temporal
membrane potential at its location, which implies the interactions between synaptic
inputs are inevitable. Such non-linear synaptic interactions on dendrites were dis-
covered for a long time [64]. However, due to the model choice, Green’s functions
found by our method always admit the additivity of multiple inputs (1.53), which
can hardly be justified when multiple inputs are presented. Hence, Eq. (1.32) is
only an idealised model of EPSC in the case of no shunting currents that would
have varied the membrane conductance are presented. This model can be useful for
experiments investigating single neurons in vitro, though.
Considering shunting currents on an infinite cable, a more realistic model [110]
for the post-synaptic current is
I0(x; t) = w(x;V )(E0 − V ), (5.8)
where w(x;V ) is membrane conductance at x, and E0 is the effective membrane
reversal potential determined by all the ion channels. Since w(x;V ) is voltage de-
pendent, the input current I0(x; t) becomes non-linear (in V ). Although the system
is no long a LTI system, the membrane potentials can still be written down in terms
of a Green’s function:
V (x; t) =
∫ t
0
∫ ∞
−∞
G(x, y; t, s)I0(y; s)dyds+
∫ ∞
−∞
G(x, y; t, 0)V (y; 0)dy. (5.9)
Notably the concept of Green’s function is here extended from a simple tool for
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solving linear differential equations to a general object quatifying the relationship
between input and output. It can be shown that the Green’s function G(x, y; t, 0)
is linear in space but non-linear in time, which leads to
G(x, y; t, s) = G(x−z1; t, tN−1)∗G(z1−z2; tN−1, tN−2)∗· · ·∗G(z1−y; t1, s), (5.10)
by the convolutional property (1.49), for s = t0 < t1 < · · · < tN−1 < tN = t. If the
time steps |tn − tn−1|, n ∈ {1, 2, 3, . . . , N} are small enough, the non-linear Green’s
function G(zn−zn−1; tn, tn−1) is tiny, and can thus be approximated in terms of the
linear G(zn − zn−1; tn − tn−1). Assuming this linear approximation works for all n
and taking the limit N → +∞, Bressloff and Coombes [110] showed
G(x, y; t, s) = e−
∫ t
s w(t
′)dt′G(x− y; t− s), (5.11)
where G(x−y; t−s) is the Green’s function for the model without shunting currents.
Noticing the similarities between the proof in [110] and the deduction of the original
sum-over-trips in [18], we should expect this result to be compatible with the sum-
over-trips framework. Hence, synaptic interactions by shunting currents can be
studied on dendritic trees by the same approach taken in this thesis.
To consider a typical neuron in vivo, that could have several thousand synapses,
and constantly receive numerous synaptic inputs, background synaptic noise of this
neuron has to be taken into account. Bressloff and Coombes [110] shows it is pos-
sible to determine the effects of such noise on this neuron in vivo, by experimental
investigation of the neuron in vitro. Green’s functions still play a role in the results,
but more assumptions and techniques beyond the scope of this thesis are employed.
A cost must be paid, if one attempts to understand the behaviours of single neurons
in the context of a large network.
Synaptic plasticity
Another significant feature of synapses is synaptic plasticity, that is, the strength of
a synapse can vary based on its activities. Synaptic plasticity is believed to be one
of the most basic adaptation processes occuring in nervous systems, that ultimately
enables learning behaviours of any creature with a nervous system [43]. Hebbian
theory [111] offers the most famous explanation for synaptic plasticity, which is
often summarised roughly as “cells that fire together wire together”. The idea is
also widely employed in artifical neural networks, e.g. the Hopfield model [112].
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Figure 5.1: Spike-timing dependent plasticity: the normalised change of synaptic
strength as a function of the timing difference between the pre- and post-synaptic
spikes, where wij is the synaptic strength between neuron i, j, ∆wij is its change,
and ti and tj are the spiking times of the two cells, respectively. Copied from [113].
Explicitly, they often employ the generalised Hebb’s rule,
∆wij = ηxixj , (5.12)
where xi and xj are the activities of neuron i and j respectively, ∆wij is the change
in the synaptic strength between them, and η is the learning rate. Although the
generalised Hebb’s rule (5.12) is as simple as a bilinear form in the activities of the
pre- and post-synaptic neurons, the Hebb’s rule commonly employed in biological
neural networks, known as spike-timing dependent plasticity (STDP), is asymmetric
and non-linear (see Fig. 5.1), which reveals the importance of temporal precedence
in spikes. Notably these Hebb’s rules are mainly concerned with chemical synapses
and the function of STDP could imply the casuality between spikes in pre- and
post-synaptic neurons as the signal propagation is uni-directional. However, the
plasticity of electrical synapses are often difficult to measure experimentally and
had been poorly investigated until recently Turecek et al. [114] found a mechanism
of coupling enhancement at the inferior olive electrical synapse.
Synaptic plasticity is not considered in this thesis at all. It mainly contributes to
emergent properties of large neural networks, while the study of dendritic membrane
potential dynamics focuses on single neurons or small neuronal circuits. They also
live in different time scales; synaptic strengths are hardly changed after a few spikes.
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5.2 Further works
In addition to the above discussions, below are the natural directions to build upon
the results of this thesis.
5.2.1 Realistic neuronal morphologies
The sum-over-trips framework was initially proposed for realistic morphologies [18].
However, it has not become useful in practice, because its solutions are in the form of
infinite sums and the computational errors cannot be well controlled due to its dis-
ordered convergence. To overcome the problem, the method of local point matching
has been developed which enables accurate and efficient computation on complex
dendritic morphologies. Based on this method, a software package could be coded
up that would read topological data of neuron reconstructions and automatically
compute the Green’s functions symbolically. The finite element method could be
employed for continuously varying dendritic radii as suggested in §3.4.2. All sim-
ulations will then be able to skip the procedure of solving for the solutions to the
partial differential equations numerically by simply substituting the values of pa-
rameters into the Green’s function. In addition, it will be much easier to alter some
parameters (geometrical or electrophysiological, local or global) to see their impacts
on the dynamics of membrane potentials.
5.2.2 Large-scale neural networks
Even running on some of the most powerful computers in the world, the Blue Brain
Project [115] could investigate a network of up to 5 × 105 neurons by 2012 [116],
only a tiny fraction of an average human brain. With the Human Brain Project
[35], Markram et al. [36] simulated a neural network with approximately 31,000
morphologically detailed neurons. To investigate larger netgworks, Izhikevich and
Edelman [117] simulated at the cellular level a computational brain of exactly 1011
simplified nerve cells with almost 1015 synapses. Although the model was able to
exhibit brainwaves, it took fifty days to produce the data of one second in the
computational brain’s real time.
Based on the framework studied in this thesis, responses functions on morpho-
logically realistic resonant neurons can be obtained in advance. By incorporating
the results in the above discusssions (e.g. spiking neurons, synaptic plasticity), sim-
ulations on a large-scale network consisting of such neurons of realistic geometric
and electrical properties can be conducted at a low computational expense.
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Appendix A
Detailed calculations
A.1 The simplified two-cell model
Here I show the detailed steps to obtain the Green’s functions for the simplified
two-cell model (see Fig. 4.10) by solving the system (4.21).
By noting the similarities between Eqs. (4.21b) and (4.21d) and between Eqs.
(4.21a) and (4.21c), it is easy to see
Jb + Jd = 0, (A.1a)
Ja + Jc = f(X2)(2pS − 1). (A.1b)
Combining Eqs. (4.21c), (4.21d) and (A.1b), we arrive at
Jd =
pGJf(LGJ)
2pR + 1
f∗(x2, 0), (A.2)
and then obtain Ja, Jb, Jc by substituting Jd back into the system (4.21). Notably pR
defined in (4.23) is more than a variable to save notations. −pR actually describes
a trip travelling from one of the somata, changing its direction at the gap junction,
arriving and reflecting at the same soma. It plays the same role as R in Eq. (2.68),
a local recurrence of trips. Recall the formula for computing a geometric ratio,
which explains 1 + 2pR in the denominator of the expression of Jd (and in fact
Ja, Jb, Jc too). Similarly, f∗(x, y) defined in (4.24) has its physical meaning. It is
actually a sum of two terms between x and y on the same neuron generated by local
trips, one from x to y directly, and the other one from x to the closest soma, and
reflectively to y. Such terms appear only when the input or the output locates on
the dendritic branch in consideration, which essentially comes from Eqs. (2.80) and
(2.82). f∗(x, y) thus encodes the information of the different classes of trips as in
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Fig. 2.3.
If the input is placed at y1 > lGJ , i.e. the distal part of the dendritic branch of
neuron 1 (see Fig. 4.10), the local point matching method gives
Jy1 = [Jcf(LGJ)(1− pGJ) + Jaf(LGJ)pGJ + f(LGJ −X2)pGJ ]f(y1 − LGJ), (A.3)
which leads to G2(x2, y1) in (4.22a). Similarly if the input is placed at y2 > lGJ , i.e.
the distal part of the dendritic branch of neuron 2, we obtain
Jy2 = [Jaf(LGJ)(1− pGJ) + Jcf(LGJ)pGJ + f(LGJ −X2)pGJ ]f(y2 − LGJ), (A.4)
and then G2(x2, y2) in (4.22b). If the input is placed at y3 < lGJ , i.e. the proximal
part of the dendritic branch of neuron 1, we obtain
Jy3 = Jcf(Y3) + Jdf(LGJ − Y3), (A.5)
and then G2(x2, y3) in (4.22c). If the input is placed at y4 < lGJ , i.e. the proximal
part of the dendritic branch of neuron 2, we obtain
Jy4 = Jaf(Y4) + Jbf(LGJ − Y4) + f(|Y4 −X2|). (A.6)
and then the Green’s function
G2(x2, y4) =

1
2z
[
f∗(X2, Y4)− pGJ2pR+1f∗(X2, LGJ)f∗(Y4, LGJ)
]
, if x2 ≤ y4,
1
2z
[
f∗(Y4, X2)− pGJ2pR+1f∗(X2, LGJ)f∗(Y4, LGJ)
]
, if x2 ≥ y4.
(A.7)
When x2 = y4, one can check that the two expressions are identical to each other.
The Green’s functions on neuron 1 can then be easily found using the symmetry of
the two neurons.
A.2 The tufted two-cell model
Here I solve for G∗(x0, y2) in Eq. (4.35), i.e. the Green’s function of the reduced
tufted model in Fig. 4.13B. To save notations, the superscript ∗ is omitted in this
section; since the original model is not discussed here, it is clear that all variables
are for the reduced model.
Assume x ≤ l0 is located on cell 1, the electrotonic length of the primary dendritic
branch is L0 and the electrotonic distance between the end of the primary branch
and the gap junction is LGJ . Employing the method of local point matching, we
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can follow the arrows in Fig. 4.13B and write down
Ja = Jbf(L0)(2pS − 1) + f(X0)(2pS − 1), (A.8a)
Jb = Jdf(LGJ)2pD + Jaf(L0)(2pD − 1) + f(L0 −X0)(2pD − 1), (A.8b)
Jc = Jaf(L0)2pT + Jdf(LGJ)(2pT − 1) + f(L0)2pT , (A.8c)
Jd = Jcf(LGJ)(−pGJ) + Jff(LGJ)pGJ , (A.8d)
Je = Jcf(LGJ)pGJ + Jff(LGJ)(−pGJ), (A.8e)
Jf = Jyf(L0)2pT + Jef(LGJ)(2pT − 1), (A.8f)
Jg = Jef(LGJ)2pD + Jyf(L0)(2pD − 1), (A.8g)
Jh = Jgf(L0)(2pS − 1), (A.8h)
where pS is the transition probability of either soma defined in (2.56), pGJ the tran-
sition probability of the gap junction defined in (2.61), and pD, pT are the transition
probabilities of the primary and tufted dendrites,
pD =
zD
zD + 2zT
, (A.9a)
pT =
zT
zD + 2zT
, (A.9b)
according to the definition (2.55), in which zD, zT are the characteristic admittances
of the primary and tufted dendrites respectively. Solving the system (A.8), we obtain
Ja = R2pS − 1− RSRTR
2
2pGJpSpDf(2LGJ)
1 + 2R0
, (A.10a)
Jb = RDR2pS − RTR
2
2pGJpSpDf(2LGJ)
1 + 2R0
, (A.10b)
Jc = RTR2pS
1 +R0
1 + 2R0
, (A.10c)
Jd =
−RTR2pGJpSf(LGJ)
1 + 2R0
, (A.10d)
Je =
RTR2pGJpSf(LGJ)
1 + 2R0
, (A.10e)
Jf = RTR2pS
R0
1 + 2R0
, (A.10f)
Jg =
RTR
2
2pGJpSpDf(2LGJ)
1 + 2R0
, (A.10g)
Jh =
RSRTR
2
2pGJpSpDf(2LGJ)
1 + 2R0
, (A.10h)
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where
RS = (2pS − 1)f(L0), (A.11)
RD = (2pD − 1)f(L0), (A.12)
RT = 2pT f(L0), (A.13)
R2 =
2
1−RSRD , (A.14)
R0 = (RSRTR2pD + 2pT − 1)pGJf(2LGJ). (A.15)
Considering only somatic input, i.e. x = 0, we have
Jy =
Jgf(L0) + Jhf(0), if x, y on the same cell,Jbf(L0) + Jaf(0) + f(0), if x, y on the different cells, (A.16)
which gives the Green’s functions for x on cell 1 and y on either cell. By symmetry
of the two cells, we in fact obtain the Green’s function for x on either cell, given
fixed y. Now assume y is located at soma 1
G2(0, 0) =
RTR
2
2pDp
2
SpGJf(L0 + 2LGJ)
zD(1 + 2R0)
, (A.17)
G1(0, 0) =
pS
2zD
(1 +RDf(L0))R2 −G2(0, 0). (A.18)
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Appendix B
MATLAB code
All numerical computations in this thesis are conducted and the plots for their
results are produced in MATLAB.
All models of single neurons (mainly discussed in §4.2 and §4.3) can be computed
by the following MATLAB code with different parameter choices:
1 %%% all parameters
2 % space in um (micrometer), time are ms , otherwise marked
3 % length
4 l0=1e-1; rad0 =1;%cylinder 2
5 l1 =100; rad1 =0;%1e-2;% quadratic
6
7 N=2;%partition N
8
9 %%% discrete shape , finite partition
10 Dl=l1/N;
11 radDl=zeros(1,N+1);x2=radDl;
12 l2=l1/(1-sqrt(rad1/rad0));%um
13 for i=1:N+1
14 x2(i)=(i-1)*Dl;
15 radDl(i)=rad0*(1-x2(i)/l2)^2;
16 end
17 rad2=zeros(1,N+1);
18 for i=1:N
19 rad2(i)=( radDl(i)+radDl(i+1)+sqrt(radDl(i)*radDl(i+1)
))/3;
20 end
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21 Dia2 =2* rad2 (1:end -1);
22 rad2(N+1)=rad2(N);
23 % theoretic shape , continuous
24 x2con=linspace(0,l2 ,101);radDlcon=x2con;
25 for i=1:101
26 radDlcon(i)=rad0*(1-x2con(i)/l2)^2;
27 end
28 x2coni=find(x2con >l1 ,1);
29
30 %%% electronic paramters
31 % dendrites
32 Cm=1; %uF/cm2
33 Rm =2000;%1000; %Ohm -cm2
34 Ra =100;%;100; %Ohm -cm
35 Dia0 =2* rad0;
36
37 r_res=inf;%1000; %Ohm cm^2
38 L_res =5;%5 %H cm^2
39 r_resk=r_res *1e-3;
40
41 % Somas
42 Dia_soma =12.5;%25; % um 50
43 Cm_soma =1; %uF/cm2
44 Rm_soma =2000;%1000;
45
46 rsoma_res=inf; %Ohm cm^2 1
47 Lsoma_res =5;%5 %H cm^2 0.1
48 rsoma_resk=rsoma_res *1e-3;
49
50 omega =0;
51
52 %%% variables with omega
53 % Dendrite
54 tau=1e-3*Cm*Rm; %ms
55 lambda0=sqrt(1e4/4* Dia0/(Ra/Rm)); %um
56 D0=lambda0 ^2/ tau; %um2/ms
57 D=(1e4/4* Dia2/(Ra/Rm))/tau;
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58
59 % Soma
60 Cs=Cm_soma*pi*Dia_soma ^2;%1e-8uF
61 tau_s =1e-3* Cm_soma*Rm_soma; %ms
62
63 r_a0 =4*Ra/(pi*Dia0 ^2);
64 r_a =4*Ra./(pi*Dia2 .^2);
65
66 %%% variables of use
67 gamma0=sqrt ((1/ tau+omega +1./(Cm.*( r_resk+L_res*omega)))/
D0); %resonant dendrite
68 gamma=zeros(N,Om);%1/um
69 for i=1:N
70 gamma(i,:)=sqrt ((1/ tau+omega +1./( Cm.*( r_resk+L_res*
omega)))/D(i));
71 end
72 f0=exp(-gamma0*l0);
73 f=exp(-gamma*Dl);%no unit
74 z_s=1e-7*Cs*( omega +1/ tau_s +1./( Cm_soma *( rsoma_resk+
Lsoma_res*omega)));%resonant soma
75 z0=gamma0 ./r_a0;%1e-4S
76 z=zeros(N,Om);
77 for i=1:N
78 z(i,:)=gamma(i,:)./r_a(i);
79 end
80 pr=z;pl=z;
81 pr(1,:)=z(1,:)./(z0+z(1,:));%non -branching
82 pl(1,:)=z0./(z0+z(1,:));%non -branching
83 for i=2:N
84 pr(i,:)=z(i,:) ./(z(i-1,:)+z(i,:));
85 pl(i,:)=z(i-1,:)./(z(i-1,:)+z(i,:));
86 end
87 ps=z0./(z0+z_s);
88 %%%
89
90 %%% algebraic equations/matrix representation
91 coeffAB=zeros (2*N+2,2*N+2,Om);invcoefAB=coeffAB;
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92 constAB=zeros (2*N+2,Om);AB=constAB;
93 for i=1:2*N+2
94 coeffAB(i,i,:)=-1;
95 end
96 % AB(1)=A1=J_a1 ,AB(2)=A2=J_a2 ,...,AB(N+1)=B1=J_b1 ,AB(N+N)
=BN=J_bN ,AB(end -1)=A0+1= J_a0+1,AB(end)=J_b0
97 coeffAB(end -1,end ,:)=f0 .*(2*ps -1);
98 constAB(end -1,:)=-2*ps;
99 coeffAB(1,end -1,:)=2*f0.*pr(1,:);
100 %coeffAB(1,N+1,:)=f(1,:) .*(4*pr(1,:) -1);%for branching
101 coeffAB(1,N+1,:)=f(1,:) .*(2*pr(1,:) -1);%for non -branching
102 for i=2:N
103 coeffAB(i,i-1,:)=2*f(i-1,:).*pr(i,:);
104 coeffAB(i,N+i,:)=f(i,:) .*(2*pr(i,:) -1);
105 end
106 coeffAB(end ,end -1,:)=f0 .*(2*pl(1) -1);
107 %coeffAB(end ,N+1,:)=4*f(1,:).*pl(1);%for branching
108 coeffAB(end ,N+1,:)=2*f(1,:).*pl(1);%for non -branching
109 for i=1:N-1
110 coeffAB(N+i,i,:)=f(i,:) .*(2*pl(i+1) -1);
111 coeffAB(N+i,N+i+1,:)=2*f(i+1,:).*pl(i+1);
112 end
113 coeffAB(N+N,N,:)=f(N,:);
114 %%% inverse the matrix , times the constant column
115 for i=1:Om
116 AB(:,i)=coeffAB (:,:,i)\constAB(:,i);
117 end
118 %%%
119
120 %%% via Poznanski 's transformation
121 Z_K=-3* lambda0 /(2*l2);%no unit
122 Z_l0=l0/lambda0;%the primary dendrite is a cylinder;
123 Z_l1 =3/(2* Z_K)*log(1-l1/l2);%no unit
124 Z_beta =1+ Z_K ^2;%no unit
125 Z_gamma0=sqrt(omega*tau+1);%beta=1 if cylindrical
126 Z_gamma1=sqrt(omega*tau+Z_beta);%no unit
127 Z_z0=Z_gamma0 /( lambda0*r_a0);%1e-4S, same as z0
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128 Z_ps=Z_z0 ./( Z_z0+z_s);
129 Z_lambda1_0=lambda0 *(1+4* rad0 ^2/l2^2) ^( -1/4);%um
130 Z_z1=Z_gamma1 /( Z_lambda1_0*r_a0);
131 %Z_denop =2*( Z_gamma1+Z_K)/( Z_lambda1_0*r_a0)+Z_z0;%for
branching
132 Z_denop =( Z_gamma1+Z_K)/( Z_lambda1_0*r_a0)+Z_z0;%for non -
branching
133 Z_p0=Z_z0./ Z_denop;
134 Z_Phi10=sqrt(lambda0/Z_lambda1_0);
135 Z_p1=Z_z1./ Z_denop;
136 Z_Phi01 =1/ Z_Phi10;
137 AsR =2*Z_ps -1;%reflection at soma
138 AbR0 =2*Z_p0 -1;%reflection at branching , from primary back
to primary
139 AbT10 =2* Z_p0*Z_Phi10;%transition at branching , to primary
140 AbR1 =2*Z_p1 -1;%reflection at branching , from branched
back to branched
141 AbT01 =2* Z_p1*Z_Phi01;%transition at branching , from
primary to branched
142 AbT11 =2* Z_p1;%transition at branching , from branched to
the other branched
143 AcR =2* Z_gamma1 ./( Z_gamma1 -Z_K) -1;%reflection at closed
end
144 fZ0=exp(-Z_gamma0*Z_l0);
145 fZ1=exp(-Z_gamma1*Z_l1);
146 %%% algebraic equation -- matrix: A1=J_A+1
147 coeffA1BCD=zeros(4,4,Om);invcoeffA1BCD=coeffA1BCD;
148 constA1BCD=zeros(4,Om);A1BCD=constA1BCD;
149 for i=1:4
150 coeffA1BCD(i,i,:)=-1;
151 end
152 coeffA1BCD (1,2,:)=fZ0.*AsR;
153 constA1BCD (1,:)=-(AsR+1);
154 coeffA1BCD (2,1,:)=fZ0.*AbR0;
155 %coeffA1BCD (2,4,:)=2*fZ1.* AbT10 ;%for branching
156 coeffA1BCD (2,4,:)=fZ1.*AbT10;%for non -branching
157 coeffA1BCD (3,1,:)=fZ0.*AbT01;
144
158 %coeffA1BCD (3,4,:)=fZ1.*( AbR1+AbT11);%for branching
159 coeffA1BCD (3,4,:)=fZ1.*AbR1;%for non -branching
160 coeffA1BCD (4,3,:)=fZ1.*AcR;
161 for i=1:Om
162 invcoeffA1BCD (:,:,i)=inv(coeffA1BCD (:,:,i));
163 A1BCD(:,i)=invcoeffA1BCD (:,:,i)*constA1BCD (:,i);
164 end
165
166 %%%
167 yyy =0:.01: l0+l1 -1e-11;
168 Noy=length(yyy);
169 Vcyli0=zeros(1,Noy);
170 Vquad0=Vcyli0;
171
172 for j=1: Noy
173 y_um=yyy(j);
174 %%% test Green
175 if y_um >l0
176 yi=find(x2(2: end)>y_um -l0 ,1);
177 lax=y_um -x2(yi)-l0;
178 lbx=Dl -lax;
179 testG =(AB(yi ,:).*exp(-gamma(yi ,:).*lax)+AB(yi+N,:).*
exp(-gamma(yi ,:).*lbx))./(2*D(yi).* gamma(yi ,:));%
ms/um
180 else
181 testG =(AB(end -1,:).*exp(-gamma0*y_um)+AB(end ,:).*exp
(-gamma0 *(l0 -y_um)))./(2* D0.* gamma0);
182 end
183
184 %%% current
185 Amp_nA =.2;
186
187 if y_um >l0
188 y1=y_um -l0;
189 Z_Y =3/(2* Z_K)*log(1-y1/l2);
190 Z_Jy=A1BCD (3,:).*exp(-Z_gamma1 .*Z_Y)+A1BCD (4,:).*exp
(-Z_gamma1 .*(Z_l1 -Z_Y));
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191 lambday=Z_lambda1_0 *(1-y1/l2)*(1+4* rad0 ^2/l2^4*(l2 -y1
)^2) ^( -1/4);
192 phiy=exp(-Z_K*Z_Y);
193 testGpoz=tau ./(2* Z_gamma1 .* lambday .*phiy).*Z_Jy;
194
195 rc_um=rad2(yi);
196 I0c=Amp_nA /2/pi/rc_um/Cm*1e5;
197 ry_um=rad0*(1-y1/l2)^2;
198 I0t=Amp_nA /2/pi/ry_um/sqrt (1+4* rad0*ry_um/l2^2)/Cm*1
e5;
199 else
200 Z_Y=y_um/lambda0;
201 Z_Jy=A1BCD (1,:).*exp(-Z_gamma0 .*Z_Y)+A1BCD (2,:).*exp
(-Z_gamma0 .*(Z_l0 -Z_Y));
202 testGpoz=tau ./(2* Z_gamma0 .* lambda0).*Z_Jy;
203
204 rc_um=rad0;
205 I0c=Amp_nA /2/pi/rc_um/Cm*1e5;
206 ry_um=rad0;
207 I0t=Amp_nA /2/pi/ry_um/Cm*1e5;
208 end
209
210 Vcyli0(j)=I0c*testG;
211 Vquad0(j)=I0t*testGpoz;
212
213 end
214 %%%
215 figure (1), hold on
216 plot(yyy -l0 ,Vcyli0 ,'r')
217 plot(yyy -l0 ,Vquad0 ,'b')
218 xlim ([0 100])
219
220 figure (2), hold on
221 plot(yyy ,Vquad0 -Vcyli0)
222 xlim ([0 100])
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Appendix C
Miscellaneous notes
 Fig. 1.5 and 1.6 are generated in NEURON.
 All symbolic calculations in this thesis are derived by hand and checked with
Wolfram Mathematica.
 The figures on the cover pages of all chapters in this thesis are obtained by
the following Mathematica code:
Plot3D [Im [ ( 0 . 5 (Eˆ−Sin [ yˆRandomReal [ 2 0 ] ] + Eˆ(1 − Sin [ yˆ
RandomReal [ 2 0 ] ] ) ) ) /( Sqrt [ 1 + w I + 1/(1 + w I ) ] (1 +
0 .8 Eˆ2) ) ] , {w, −50 ,50} , {y , −10, −1} , Mesh −> All ,
MeshFunctions −> Automatic ,Mesh −> Automatic ,
MeshFunctions −> {#3 &} ,PlotStyle −> D i r e c t i v e [
Opacity [ 0 ] ] , Axes −> False , ViewPoint −> Above ]
Notably this expression is a special modification of Eq. (2.95). For a fixed
value of the argument in RandomReal[ ], each configuration is random but
they share a similar pattern. One can change the value of the argument, for
example changing 20 in the above code to 40, to obtain different patterns.
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