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We study the phase diagram of two-color Quantum Chromodynamics at finite temperature and
chemical potential. This is done within an effective low-energy description in terms of quarks, mesons
and diquarks. Quantum, thermal and density fluctuations are taken into account with the functional
renormalisation group approach. In particular, we establish the phenomenon of pre-condensation,
affecting the location of the phase boundary to Bose-Einstein condensation. We also discuss the
Silver Blaze property in the context of the functional renormalisation group.
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I. INTRODUCTION
The investigation of the phase diagram of Quantum
Chromodynamics (QCD) at finite temperature and den-
sity is an area of very active experimental and theoretical
research [1]. So far, theoretical investigations of the QCD
phase structure have not matured enough to provide quan-
titative predictions at finite density. While ab initio lattice
simulations at finite density are hampered by the sign
problem, ab intio continuum computations are hampered
by the so far missing access to all fluctuating degrees of
freedom at high density. Moreover, at high density we also
expect competing order effects that further increase the
need for fully quantitative computations. In this situation
the investigation of QCD-like theories, that lack the above-
mentioned problems, is an interesting option for shedding
light on particular aspects of finite density QCD. In the
present work we study QCD with two colors, Nc = 2, and
two quark flavors Nf = 2. Two-color QCD (QC2D) has
no sign problem, and exhibits an additional meson-baryon
symmetry (Pauli-Gu¨rsey) not present in QCD with three
colors. In QC2D baryons are diquark states and the
meson-baryon symmetry is related to the bosonic nature
of the baryons. Consequently QC2D allows for both, the
chirally broken mesonic phase of quark-antiquark pairs
known from QCD, and the (Bose-Einstein-) condensation
of colorless diquarks. In summary, despite its qualitative
difference to QCD, QC2D also shares many interesting
similarities with QCD. Moreover, its accessibility for lat-
tice simulations makes it a perfect testbed for continuum
approaches to QCD, both for ab initio computations and
low-energy effective theories.
For the above reasons QC2D has recently attracted
strong interest. It has been studied within mean field
theory and the chiral Lagrangian approach [2–9], random
matrix models [10] and within Nambu–Jona-Lasinio–type
models [11–20]. For an even number of quark flavors Nf
the SU(2) gauge group provides a positive path integral
measure and thus avoids the occurrence of a fermion-sign
problem. This facilitates the investigation of the QC2D
phase diagram by lattice simulations [21–32].
In this work we employ the functional renormalisation
group (FRG) approach to the quark-meson-diquark model,
[33], to study the phase diagram of two-color QCD. For
QCD-related reviews of the FRG see [34–43]. In the case
of QC2D a comprehensible FRG phase diagram for finite
temperature and density has previously been established
by Strodthoff et al. in Refs. [33, 44]. There, the flow
equation for the effective potential was solved in the lowest
order of the derivative expansion. Such an approximation
takes into account momentum scale dependent multi-
scattering processes of mesons and baryons.
In the present work we significantly extend the trun-
cation scheme in [33, 44] by including non-perturbative
corrections to the classical dispersion relations of quarks,
mesons and diquarks by means of the respective running
wave function renormalisations. We also take into account
the momentum scale dependence of quark-meson and
quark-diquark scattering processes with running Yukawa
couplings. It has been shown in QCD as well as in the non-
relativistic analogue of QC2D, namely the non-relativistic
BCS-BEC crossover, that these fluctuations play a large
quantitative roˆle. For FRG work on this topic see e.g. [45–
52], for reviews see [50, 51]. Here, we discuss their impact
on the phase structure of QC2D. This includes a careful
assessment of the Silver Blaze property. The latter is eval-
uated in the context of renormalisation group flows. We
also deduce the basic requirements that approximations
of n-point functions have to fulfil in order to maintain
the Silver Blaze property. Finally, we also study pre-
condensation in two-color QCD: This phenomenon can
appear when a physics system in the disorder phase is close
to a transition toward an ordered state. Pre-condensation
means that order occurs at intermediate length scales
or momentum scales. In the present FRG setting this
phenomenon is easily accessible due to the successive in-
tegration of momentum modes. In summary we establish
a refined picture of the FRG phase diagram for QC2D.
The paper is organised as follows: In Sec. II, we intro-
duce the quark-meson diquark (QMD) model as a low
energy effective theory for QC2D. In Sec. II B, we review
basics of the FRG method and discuss the Silver Blaze
property in the present context, cf. Sec. II C. We fur-
ther discuss the truncation for the fluctuation analysis of
the QMD-model, and derive the flow equations for the
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2effective potential, the wave function renormalisations
and the Yukawa couplings in Sec. III. The results for
the chiral and diquark condensation and related phase
diagrams are presented in Sec. IV, and are compared to
the literature. Technical details as well as an analysis of
truncation effects are given in the Appendix.
II. LOW-ENERGY DESCRIPTION OF QC2D
Here we outline the construction of our low-energy de-
scription of QC2D with two quark flavors. By integrating
out the gluons first, we derive a low energy effective model
in terms of quarks, mesons and diquarks, [33], valid at
momentum- or energy scales Λ . 1 GeV. The quantum,
thermal and density fluctuations below Λ are taken into
account within the functional renormalisation group ap-
proach.
A. Quark-Meson-Diquark Model for QC2D
The starting point is the microscopic QCD Lagrangian.
Here we focus on the matter part,
Lmat = q†LiσµDµqL + q†Riσ†µDµqR + imq q¯q , (1)
where the covariant derivative Dµ = ∂µ + igAµ couples
quarks to gluons via the strong coupling g, where Aµ =
Aaµta with the gauge group generators ta. We define
σµ = (iσj ,1) with the Pauli matrices σj . The γ-matrices
are defined as
γj =
(
0 −iσj
iσj 0
)
, γ0 =
(
0 1
1 0
)
, γ5 =
(
1 0
0 −1
)
. (2)
In the case of two colors, the gauge group generators (the
Pauli matrices) are pseudo-real, t∗a = t
T
a = −t2tat2. This
property leads to an extended SU(2Nf ) flavor symme-
try, also known as Pauli-Gu¨rsey symmetry. Naturally,
various four-fermion interaction channels are generated
by gluon-exchange diagrams, cf. Fig. 1. In the present
low energy effective model we allow for interaction terms
respecting the SU(4) flavor symmetry of QC2D with a
scalar, a pseudo-scalar and a diquark channel. Basically,
this is a minimal two-flavor Nambu–Jona-Lasinio (NJL)
Lagrangian, supplemented with a diquark term,
LNJL = Lqkin + λq
[
(q¯q)2 + (q¯iγ5~τq)
2
+
(
q¯iγ5τ2t2Cq¯
T
)(
qTCiγ5τ2t2q
)]
,
(3)
where C = γ2γ0 is the charge conjugation operator and
the τi’s are Pauli matrices in flavor (isospin) space. The
coupling constants for the various channels are fixed by
the SU(4) flavor symmetry. The low-energy properties
of QC2D can be described most efficiently by compos-
ite fields obtained with a Hubbard-Stratonovich trans-
formations. For the NJL model with the interaction
Lagrangian in (3) this amounts to the introduction of
⇒
λq
g g
gg
m→∞
=⇒⇒
λq
g g
gg
Figure 1: An effective four-fermi coupling (middle) is generated
by gluon exchange (left). This process is the starting point
to motivate effective models, where high energy degrees of
freedom have been integrated out. By means of a Hubbard-
Stratonovich transformation we introduce composite fields
into our model as, e.g., represented by the double line in the
diagram on the right.
a meson field φ = (~pi, σ) which parametrises the pairing
in the the pseudo-scalar and the scalar channel as well
as a complex diquark field ∆. A fluctuation analysis of
the above action leads to a propagation of the meson
and diquark degrees of freedom, represented by kinetic
terms of mesons and diquarks as well as a regeneration
of four-fermi interactions. The latter can be rewritten as
corrections of the propagators and vertices of quarks and
composite fields leading to vanishing meson and diquark
channels of the four-fermi interaction at all cutoff scales.
This dynamical hadronisation, [37, 53, 54], has been de-
tailed in QCD in [55, 56]. In the present work we neglect
the related effects that is in particular important for the
high density part of the phase diagram, for a discussion
se [43].
For the investigation of the theory at finite density a
coupling to a chemical potential µ for the quarks as well
as for the diquarks has to be included. Putting everything
together we are led to the Lagrangian of the QMD-model,
LQMD = q¯
(
i/∂ + iγ0µ+ ih(σ + iγ5~τ · ~pi)
)
q
+
1
2
m2
(
~pi2 + σ2 + |∆|2)− cσ
+
h
2
(
i∆∗qTCγ5τ2t2q − h.c.
)
+
1
2
(∂µ~pi)
2 +
1
2
(∂µσ)
2 +
1
2
|∂i∆|2
+
1
2
(∂τ − 2µ) ∆∗ (∂τ + 2µ) ∆ .
(4)
The four-fermi interaction in (3) is turned into a Yukawa-
interaction h between quarks, mesons and diquarks. In
such a low-energy effective theory, the gluon fields are
considered to be integrated out. This approach is sup-
ported by the mass gap in QCD which suppresses gluon
fluctuations for low momentum scales. This is most eas-
ily seen in the Landau gauge where the QCD mass gap
translates in a mass gap in the gluon propagator. Since
the mass gap of the gluon is of the order of 1 GeV, the
UV-cutoff of our model has to be chosen accordingly, i.e.
Λ ≈ 1 GeV.
3@tU =
1
2
+
1
2
 @t k
Figure 2: RG flow of the effective action of the Quark-Meson-
Diquark model (QMD). The meson, diquark an quark prop-
agators are represented by dashed, double and solid lines
respectively. The filled circles indicate that these are the full
propagators. The crosses denote the regulator insertion ∂tRk.
B. Functional Renormalisation
For our study of the phase diagram of the quark-meson-
diquark (QMD) model we use the functional renormalisa-
tion group (FRG) approach. The FRG is formulated as
a functional differential equation for the scale-dependent
effective action or free energy Γk. Its scale dependence is
governed by the Wetterich equation, [57],
∂tΓk[Φ] =
1
2
TrGk[φ] ∂tRk , t = log k/Λ , (5)
with some reference scale Λ, typically the initial UV scale,
and Gk[Φ] is the full field-dependent propagator,
Gk[φ] =
1
Γ
(2)
k [Φ] +Rk
, Γ
(2)
k =
δ2Γk
δΦ2
. (6)
In (5), (6), the field Φ collects all bosonic and fermionic
degrees of freedom of the model. The trace in (5) contains
a sum over internal indices with a relative minus sign
for fermions as well as a momentum integration. The
function Rk = Rk(q) acts as a momentum-dependent
mass, suppressing infrared modes below the RG scale
k and leaving the UV unchanged. The solution to (5)
provides a renormalisation group trajectory, interpolating
between the microscopic action ΓΛ at the ultraviolet scale
Λ and the full quantum effective action Γ = Γk→0.
The flow equation (5) is a functional integro-differential
equation which only in rare cases admits a full solution. In
most cases one has to resort to approximations of the full
effective action. For a discussion of suitable approximation
schemes and their convergence we refer to the extensive
literature, for QCD-related reviews see [34–43].
In the present work we use the QMD model (4), [33], as
derived in the previous section. The flow equation for the
effective action is depicted diagrammatically in Fig. 2. It
comprises quantum, thermal and density fluctuations of
quarks, mesons and diquarks. The approximation scheme
used in the present work is discussed in Sec. III.
C. Silver Blaze Property
At vanishing temperature the quark chemical poten-
tial µ has to exceed a critical value µc = m∆,pol/2, before
a finite density can be reached. Here, m∆,pol is the pole
mass of the diquark, which is the lowest lying state with
non-vanishing baryon number. For µ > µc, diquarks can
be generated leading to a finite density. For µ < µc the
density is vanishing. The µ independence below the onset
chemical potential µc of the density translates to a trivial
one for all correlation functions in QC2D, see (7) and
below, and also holds in QCD with µc = mbaryon,pol/3. It
is related to the pole- and cut-structure of the correlation
functions in momentum space, and is called the Silver
Blaze property [58].
For 1PI correlation functions Γ
(n)
k in the presence of a
regulator the Silver Blaze property reads schematically
Γ
(n)
k (p1, . . . , pn;µ) = Γ
(n)
k (p˜1, . . . , p˜n; 0) , µ < µc , (7)
with
Γ
(n)
k =
δnΓk
δΦn
, p˜i = (pi0 + i ciµ, ~pi) , (8)
and ci/2 is the baryon number of the field Φi in QC2D. In
QCD this translates into ci/3 which reflects three colors.
Eq. (7) requires regulators with
Rk(p;µ) = Rk(p˜; 0) . (9)
Moreover, Rk should not lower the pole mass of the lowest
lying state with non-vanishing baryon number. Note that
(7) and (9) implies the same property for the propagator,
Gk(p1, p2;µ) = Gk(p˜1, p˜2; 0) , µ < µc . (10)
At k=0, (7) is the standard Silver-blaze property, see [59]
for a recent lucid diagrammatic proof within the 2PI-
approach.
In summary (7) entails that below the critical or onset
chemical potential, µc, the µ-dependence of the n-point
functions is that of the frequency arguments, pi → p˜i.
This also makes clear why the onset chemical potential
is given by the pole mass of the lowest lying state with
non-vanishing baryon number: the pole mass of, e.g. the
diquark, is given by the condition
Γ
(2)
k,∆(p
2 = −m2∆,pol,µ;µ) = 0 , ~p = 0 , (11)
where m∆,pol,µ is the pole mass at finite µ. As Γ
(2)
k,∆
has the Silver Blaze property (7), this also holds for
Γ
(2)
k,∆(p˜
2 = −m2∆,pol; 0) with the pole mass m∆,pol at van-
ishing µ. Eq. (11) is fulfilled for p˜2 = −m2∆,pol which
implies p2 = 0 and µ = µc = m∆,pol/2. Hence, onset
chemical potential and pole mass at vanishing µ are the
same due to the Silver blaze property. Note that this
also implies that the pole mas at the critical chemical
potential vanishes, m∆,pol,µc = 0. Moreover, at µc the
curvature mass, Γ
(2)
k,∆(p
2 = 0), vanishes as well.
Note in this context that the curvature masses, e.g.
Γ
(2)
k,∆(p
2 = 0) are not necessarily identical with the pole
masses for all µ. However, it has been observed in [60]
4within the quark-meson model that this non-trivial rela-
tion holds well if fully momentum-dependent propagators
are taken into account. In turn it fails in the local poten-
tial approximation. Additionally, it has been shown in
[60] that the inclusion of wave function renormalisations
Zk,Φ takes account of most of the momentum dependence
and hence the non-trivial relation between pole and cur-
vature mass is fulfilled with high accuracy. Thus, in the
present work we account for the non-trivial momentum
dependence of the two-point functions by the inclusion of
running Zq/φ/∆.
The Silver blaze property also has important conse-
quences for approximation schemes of the effective action:
in order to retain the Silver Blaze property within a trun-
cation, the frequency-dependence of the n-point functions
relating to fields with non-vanishing baryon number has
to be taken into account properly, see also [61]. Alterna-
tively one may expand the correlation functions at p˜i = 0
with p˜ in (8). In the present truncation this concerns the
wave function renormalisations of quarks and diquarks,
the Yukawa couplings as well as the diquark couplings in
the effective potential, and will be discussed in Sec. III.
1. Silver Blaze Property from the functional RG
We proceed by showing the Silver Blaze property (7)
with the help of the FRG. The FRG allows for a particu-
larly simple proof due to its one-loop complete structure.
The successive or iterative nature of the flow gives access
to an inductive proof, which structurally works in the
following way: we show that the flow of the correlation
functions at some scale k has the Silver blaze property (7)
if the correlation functions at this scale k have it. Hence,
if the Silver Blaze property holds at one scale, it holds at
every scale. In fact, due to asymptotic freedom, QC2D
approaches the classical action at asymptotically large
scales. In this case, the only momentum-dependent n-
point function in QC2D is the two-point function of the
quarks for which (7) holds. This leads to a classical or
initial effective action for the QMD model which also has
the Silver blaze property, see (4).
It is left to show that Silver Blaze holds for the flows
∂tΓ
(n)
k provided that it holds for all Γ
(n)
k . We illustrate
the structure of the proof at the example of the bosonic
two-point function in a vanishing background, Φ = 0.
Furthermore, for the sake of simplicity we drop the quark
contribution, effectively restricting ourselves to the purely
bosonic sector of the theory. In a vanishing background
the correlation function is diagonal in momentum space,
Γ
(2)
k (p1, p2;µ) ' Γ(2)k (p;µ) times momentum conservation.
This simplifies the flow, to wit
∂tΓ
(2)
k (p;µ) =−
1
2
∫
q
Γ
(4)
k (p, q;µ)
×Gk(q;µ) ∂tRk(q;µ)Gk(q;µ) , (12)
where we have used that the propagator as well as the
four-point function only depend on one and two momenta
respectively. Now we utilise the assumption that the
correlation functions at the scale k satisfy (7), which
requires regulators with (9) and implies (10). In summary
this leads to
∂tΓ
(2)
k (p;µ) =−
1
2
∫
q˜
Γ
(4)
k (p˜, q˜; 0)
×Gk(q˜; 0) ∂tRk(q˜; 0)Gk(q˜; 0) , (13)
where we have shifted the frequency integration over
real q0 to one over q0 + i µ. This is possible as long
as the integrand has no poles in the frequency integration
contour given by q0, q0 + i µ and the connecting lines at
±∞ + iy with y ∈ [0, µ]. For µ < µc all poles are at
larger imaginary frequency values for all spatial momenta.
Hence, the right hand side of (13) only depends on µ via
p˜ and we conclude
∂tΓ
(2)
k (p;µ) = ∂tΓ
(2)
k (p˜; 0) . (14)
The one line proof from (12) to (13) extends trivially to
the flow equation for Γ
(2)
k of our complete model including
quark contributions, non-trivial background fields, and all
higher correlation functions, ∂tΓ
(n)
k : all diagrams have the
same one-loop structure as (12), the difference only being
a different number of vertices and propagators. Hence,
the substitution of the vertices and propagators according
to (7), (10) works similarly. The shift of all integrations
qi → q˜i is possible by the lack of poles between q0i →
q0i + iµ for µ < µc. This leads us finally to
∂tΓ
(n)
k (p1, ..., pn;µ) = ∂tΓ
(n)
k (p˜1, ..., p˜n; 0) . (15)
We emphasise again that it is the one-loop structure of
the flow that simplifies the proof.
III. SET-UP AND FLOW EQUATIONS
Here we specify and discuss the truncation of the effec-
tive action we use in this work. The flow of the cutoff-
dependent parameters are then extracted from the flow
equation (5) for the effective action by appropriate pro-
jections which is also discussed in detail.
A. Scale-dependent effective action
We promote all parameters of the QMD Lagrangian
(4) to cutoff-scale dependent ones. In order to account
for fluctuation-induced modifications of the classical dis-
persion relations, we also introduce running wave func-
tion renormalisations Zq, Zφ and Z∆ for the quarks, the
mesons and the diquarks respectively. The Pauli-Gu¨rsey
symmetry at vanishing chemical potential relates the me-
son and diquark Yukawa couplings to be hφ = h∆ = h as
in (4). However, at finite µ this symmetry is broken which
5leads to manifestly different interactions of diquarks and
mesons. To accurately account for this breaking we allow
for different running Yukawa couplings hφ 6= h∆. Higher
order scale-dependent interactions between mesons and
diquarks are taken into account by a scale-dependent
effective potential V .
Taking all this into account, the quark sector of our
truncation, i.e. the contribution to the effective action
bilinear in the fermion fields, reads
Γq =
∫
x
Zq q¯
(
i/∂ + i
√
Zφhφ(σ + iγ5~τ · ~pi) + iγ0µ
)
q
+
∫
x
Zq
√
Z∆
2
h∆
(
i∆∗qTCγ5τ2t2q − h.c.
)
. (16)
It contains the kinetic term for the quarks as well as the
Yukawa interaction terms. The prefactor
√
Zφ in the
Yukawa interaction is introduced in order to guarantee
RG-invariance of the Yukawa couplings: the RG-scaling
is carried by the factor Zq
√
Zφ. Note however, that
RG-invariance does not imply cutoff independence. The
kinetic terms of the mesons and the diquarks are
Γφ =
∫
x
{
Zφ
2
[
(∂µ~pi)
2
+ (∂µσ)
2
]
−
√
Zφcσ
}
,
Γ∆ =
∫
x
Z∆
{
(∂τ − 2µ) ∆∗ (∂τ + 2µ) ∆ + |∂i∆|2
}
. (17)
Note that we have included the explicit chiral symmetry
breaking parameter c to the mesonic contribution. The
derivative term of the diquarks includes the chemical
potential and the factor ±2 indicates the corresponding
charge of the (anti-)diquark. We also have rescaled the
diquark fields with a factor
√
2 in comparison to (4),
in order to obtain the conventional action of a complex
scalar field. In our Euclidean setting the time axis is
compactified on a torus with circumference β = 1/T at
finite temperature. In case the SU(4) flavor symmetry
is not violated, the relations Zφ = Z∆ and hφ = h∆ hold.
In summary, the complete truncation of the full effective
action reads,
Γ[Φ] = Γq + Γφ + Γ∆ +
∫
x
V (ϕ¯) , (18)
where Φ = (~pi, σ,∆,∆∗, q, q¯), and the effective potential
V (ϕ¯) contains the multi-meson diquark interactions. It
is discussed in more detail in the next section.
B. Effective Potential
At vanishing chemical potential two-flavor QC2D ex-
hibits the SU(4) ' SO(6) Pauli-Gu¨rsey flavor symmetry.
At finite µ this is broken to SO(4)×SO(2). SO(4) is re-
lated to the SU(2)L×SU(2)R chiral symmetry and SO(2)
is related to the U(1)B baryon number symmetry. Hence,
the effective potential can be considered as a function of
two invariants. Taking the explicit symmetry breaking
into account, we have
U(ρφ, ρ∆, σ) = V (ρφ, ρ∆)− 4µ2ρ∆ − c
√
Zφσ , (19)
where
ρφ =
Zφ
2
(~pi2 + σ2) , ρ∆ =
Z∆
2
(∆21 + ∆
2
2) , (20)
are the invariants of the chiral and baryon number sym-
metry respectively. The field invariant ρ∆ is given in
the real representation of the diquarks, which relate to
the complex representation by ∆ = 1√
2
(∆1 + i∆2) and
∆∗ = 1√
2
(∆1 − i∆2). The explicit current quark mass,
which directly relates to the explicit symmetry breaking
c, gives rise to a smooth chiral crossover. On the other
hand, a rising chemical potential will lead to a second
order phase transition to the BEC phase.
A non-vanishing vacuum expectation value κφ of ρφ
signals chiral symmetry breaking and a non-vanishing
vacuum expectation value κ∆ of ρ∆ signals the breaking
of baryon number conservation. They are given by the
stationary solution of the effective potential U : ∂φU =
∂∆U = 0. With (19) this leads to stationary conditions
for the effective potential V . For the radial directions σ
and ∆1 these equations read
∂V
∂ρφ
∣∣∣∣
~ρ=~κ
=
c√
2κφ
,
∂V
∂ρ∆
∣∣∣∣
~ρ=~κ
= 4µ2 . (21)
where ~ρ = (ρφ, ρ∆) and ~κ = (κφ, κ∆). The solution κ of
(21) are the order parameters for the chiral and the BEC
phase respectively.
C. Flow of the Effective Potential
The flow of the effective potential U(ρφ, ρ∆) is that
of the effective action, (5), depicted in Fig. 2, evaluated
at constant bosonic fields and vanishing quarks. Then
all quark terms and all derivative terms in the effective
action vanish and the left hand side of the flow equation,
(5), reduces to ∂tU . With the flat 3d regulators specified
in App. C, (C1), the spatial momentum integration is
done readily. This leads to
∂tU(ρφ, ρ∆) =
k5T
6pi2
∑
n∈Z
[(
1− ηφ
5
) [
3Gpi(k
2) +Gσ(k
2)
]
+2
(
1−η∆
5
)
G+∆(k
2) + 4NcNf
(
1− ηq
4
)
A+(k
2)
]
,
(22)
where the boson and fermion propagators G and A are
given in App. B, and anomalous dimensions are defined
as ηΦi = −∂tZΦi/ZΦi . The Matsubara summation can be
6Eq!
"
Eq!
k
kF>0−−−−→
Eq!
Eq!
"
kF
Figure 3: On the left-hand side we see the qualitative behaviour
of the quark energy dispersion for the case kF < 0. It is a
monotonically rising functions with k. On the right-hand side
we have the case kF > 0. The dispersion develops a minimum
at the Fermi surface, which indicates the formation of quark
Cooper pairs.
carried out analytically, but due to the excessive length
of the resulting equation we do not show it here.
The right hand side of the flow equation (22) depends
on the energy dispersion relations of the fields, that can
be read-off from the corresponding propagators in App. B.
The onset of the diquark phase is reflected in these energy
dispersion relations. In particular, the energy dispersion
of the quarks is
E±q =
√
(q ± µ)2 + 2h∆ρ∆ , q =
√
k2 + 2hφρφ . (23)
At finite chemical potential a Fermi surface occurs and
we define the corresponding Fermi energy as k2F =µ
2−m2q ,
where mq =
√
2hφρφ. The quark energy dispersion E
−
q
for the case kF < 0 in the phase with ρ∆ 6= 0 is shown
in the left plot of Fig. 3. The minimum of the energy
dispersion at vanishing momentum k= 0 indicates that
the diquark condensate is of the BEC type. When the
chemical potential exceeds the quark mass, i.e. kF > 0,
the quark energy dispersion develops a minimum at non-
vanishing momentum scale kmin =kF . This is shown in
the right plot of Fig. 3. This is typical for a BCS-like
ground state where the quarks form Cooper pairs. Hence,
mq = µ can be used as an indication for the BEC-BCS
crossover in the present case [20].
D. Flow of the Meson-Diquark Couplings
We expand the effective potential in the invariants
ρφ, ρ∆ about its flowing minimum ~κ, see (21). For related
recent FRG-applications on such a two-dimensional Tay-
lor expansion for the effective potential see e.g. [62, 63].
Alternative evaluation methods of the flow of the effective
potential are a grid of field values [33] or an expansion
about a fixed background [45]. In such a two-dimensional
Taylor expansion the potential reads
V (ρφ, ρ∆) =
∑
n,m=0
n+m<N
λn,m
n!m!
(ρφ − κφ)n(ρ∆ − κ∆)m , (24)
where the linear couplings are related to mass parameters,
λ1,0 = m
2
φ , λ0,1 = m
2
∆ , (25)
and λ0,0 determines the value of the potential V in the
minimum, V (~κ) = λ0,0. This is relevant for the ther-
modynamics of the system, as the pressure is related to
VT−VT=0. In the present work we do not discuss the ther-
modynamical properties of QC2D, and drop the constant
part.
Physically, the expansion in (24) constitutes an expan-
sion of the effective potential in terms of multi-scattering
processes of mesons and diquarks. By solving (21) with
this parameterisation, we obtain the order parameters of
chiral and baryon number symmetry breaking. For the
chiral order parameter we find in all phases,
κφ =
1
2
(
c
m2φ
)2
, (26)
For diquark condensation we distinguish two cases. The
normal phase is defined by κ∆ = 0. The BEC regime
is characterised by a non-vanishing diquark condensate
κ∆ 6=0. In this case (21) implies m∆ =2µ.
We have introduced an explicit symmetry breaking −cσ
which is directly linked to non-vanishing current quark
masses. Since the flow equation (5) is of second order in
field derivatives, we infer from (19),
∂
∂t
(
c
√
Zφ
)
= 0 ⇔ ∂tc = ηφ
2
c . (27)
We want to emphasise that this term merely shifts the
minimum of the effective potential without influencing
the RG-flow of the effective potential itself. However,
since we expand about this minimum, c enters the flow
equations for the couplings via the expansion point.
The cutoff derivative of the effective potential at fixed
φ,∆ in the parameterisation (24) hits λn,m, the flowing
minimum κ as well as the renormalisation factors in ~ρ.
Therefore the ρ-derivatives of ∂tU read
λ˙n,m − λn,m (n ηφ +mη∆)− λn+1,m (κ˙φ + ηφκφ)
− λn,m+1
(
κ˙∆ + η∆κ∆ − 4µ2δn0δm1
)
=
∂n
∂ρnφ
∂m
∂ρm∆
U˙
∣∣∣∣
~ρ=~κ
, (28)
where U˙ is given by the flow equation (22). The mesonic
mass parameter m2φ = λ1,0 is connected to the expansion
point κφ via (26), and its flow is given by
m˙2φ = −
c
(2κφ)3/2
(κ˙φ − ηφκφ) . (29)
Furthermore, the cutoff-dependence of the diquark con-
densate and mass parameter in the different phases can
7be inferred from (21) and we find
Normal regime: κ˙∆ = κ∆ = 0 ,
BEC regime: m˙2∆ = 0 , m
2
∆ = (2µ)
2 . (30)
Finally, we discuss the implications of the Silver Blaze
property (7): the couplings λn,m carry baryon number
2m. Hence, at vanishing temperature and below the onset
chemical potential µc they are functions of p˜i, see (7).
Accordingly, Silver blaze is violated with an expansion
at p = 0 as is done for the flow of the effective potential.
Indeed it relates to a µ-dependent expansion point p˜ =
i µ. We emphasise that this has nothing to do with the
Taylor expansion used here, but Silver blaze breaking is
introduced by considering constant diquark fields, leading
to (22). Indeed, in contradistinction to a grid solution of
(22) the present Taylor expansion gives us the possibility
to even cure the mild Silver blaze breaking. First, we
can evaluate the flow of the couplings λn,m at p˜i = 0.
This possibility will be explored in a subsequent work.
Second, we may enforce the Pauli-Gu¨rsey symmetry also
in the presence of a non-vanishing chemical potential and
only expand the effective potential in the meson field.
This possibility is explored in the App. D and neglects
the physics effects of the breaking of the Pauli-Gu¨rsey
symmetry. Given the good convergence of the derivative
expansion this is less trustworthy.
In summary, the derivative expansion at vanishing mo-
menta pi = 0 employed in this work is based on the
assumption of a mild p˜-dependence. Hence we expect the
breaking of Silver blaze to be minimal, and we shall prove
below that this is indeed the case.
E. Anomalous Dimensions
The cutoff-dependent wave function renormalisations
enter the flow equations through the corresponding anoma-
lous dimensions ηΦ = −∂tZΦ/ZΦ. In the spirit of the
derivative expansion used here we evaluate them at van-
ishing momentum. For the bosonic anomalous dimensions
this entails that the evaluation point is at p2 =0. Follow-
ing our discussion in Sec. II C this results in a manifestly
µ-dependent bosonic wave function renormalisations be-
low µc. However, we demonstrate in App. A 3 that the
resulting violation of the Silver Blaze property is minor.
In summary, we define the bosonic anomalous dimensions
via
ηϕi = −
1
Zϕi
∂
∂~p 2
Γ˙ϕiϕi
∣∣∣
p=0
, (31)
where we use ϕ1 =pi1 for the mesons and ϕ6 =∆2 for the
diquarks. For explicit flow equations see App. C.
Now we turn to the fermionic anomalous dimension,
which we define via
ηq = − 1
3NfNcZq
Re
[
∂
∂~p
· tr
(
~γ Γ˙Ψ¯Ψ
) ∣∣∣
p=pmin
]
. (32)
Ψ represents the fermions in Nambu-Gorkov formalism
defined in App. B 2. The trace acts in all fermionic sub-
spaces, i.e. color-space, spinor-space and flavor space.
The explicit flow equation is shown in App. C. Since
fermions do not have a vanishing Matsubara mode, we
define the quark anomalous dimension at the minimal
momentum pmin =(piT,~0) at finite temperature [45]. This
procedure guarantees that fermion and boson propaga-
tors always carry the correct Matsubara frequency in the
loops. However, as a result, Zq is a function of (piT−iµ)
which, in addition to the explicit µ-dependence, renders
the anomalous dimension complex valued. In order to
keep the effective action real, we project out the real
part in (32). As for the bosonic wave function renor-
malisations, we we demonstrate in App. A 3 that the
violation of the Silver Blaze property which results from
the present momentum-independent approximation of Zq
is very small.
F. Flow of the Yukawa Couplings
We can extract the running of the meson and diquark
Yukawa coupling from the flow of the quark two-point
function similarly to [45] and find
∂thφ =
(
ηq +
ηφ
2
)
hφ − 1
4NfNc
Re
[
tr
i Γ˙
Ψ¯Ψ
ZqZ
1/2
φ σ
]
,
∂th∆ =
(
ηq +
η∆
2
)
h∆ +
1
4NfNc
Re
[
tr Pˆ
Γ˙
Ψ¯Ψ
ZqZ
1/2
∆ ∆
]
.
(33)
Here, Pˆ is the projection matrix on the diquark term in
the inverse quark propagator, see App. B, (B24). Eq. (33)
provide flows for field and momentum-dependent cou-
plings. In the present work we evaluate the flows on the
flowing minimum ~κ as well as vanishing momentum. The
explicit expressions for the resulting resulting flow equa-
tions are deferred to App. B. The flow of both couplings
is complex at finite temperatures similarly as that of the
anomalous dimensions discussed in the previous section.
Our projection (33) is chosen such, that this does not lead
to a complex action. Moreover, the Silver Blaze violation
related to the expansion at vanishing momentum is small,
see App. A 3.
G. Initial Conditions
In Tab. I the initial conditions are displayed for different
truncations. The full truncation used in the present work
is denoted as 2d Taylor′. It has three running wave
function renormalisations Zφ, Z∆, Zq, and two running
Yukawa couplings hφ, h∆. The Taylor expansion is done
up to the order N=5 in the ρ′s. In the UV we start with
an SO(6) symmetric potential.
8Λ [MeV] 〈σ〉Λ [MeV] mφ,Λ [MeV] λ2,0,Λ hφ,Λ mpi [MeV] 2µc [MeV]
2d Taylor′ 900 2.28 1135 89.0 6.43 143 138
2d Taylor 900 4.50 650 7.0 4.80 158 139
2d Taylor [33] 900 39.94 247 76.3 4.80 180 143
fpi = 93 MeV 900 7.55 566 45.8 4.14 138 132
Table I: Initial conditions for the UV action Γk=Λ, resulting pion masses mpi in the vacuum and the corresponding critical
chemical potential for the onset of diquark condensation at T = 0. The prime denotes that running Yukawa couplings and wave
function renormalisations are included. In the third row are the initial conditions used in [33], where an LPA was solved on a 2d
grid. The resulting mpi and 2µc are shown for our 2d Taylor method, and are close to what was found in [33].
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Figure 4: Flow of the diquark mass and condensate 〈∆〉 = √2κ∆ (left panel), as well as the chiral condensate 〈σ〉 = √2κφ (right
panel) for µ = 100 MeV and different temperatures within the 2d Taylor′ truncation. The critical temperature for this choice of
µ is Tc ≈ 125 MeV. We see that the system exhibits finite domains of non-vanishing diquark condensate close to the transition
to the BEC phase.
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Figure 5: Illustration of the pre-condensation effect. At tem-
peratures close to Tc local domains of condensation form (left
figure). Below Tc the whole volume is filled with a condensate
(right figure). T ? is the temperature where pre-condensation
sets in. It marks the outer edge of the shaded blue area in the
right plot of Fig. 6.
The initial conditions for the first two cases in the
table are tuned such that we obtain an
√
Nc-scaled pion
decay constant of fpi = 〈σ〉
∣∣
k=0
= 76 MeV in the vacuum
instead of the usual fpi ' 93 MeV. Further conditions are
that the vacuum quark mass comes is mq ' 360 MeV in
the IR, and that the onset of the diquark condensation
should be at 2µc ' 138 MeV.
Note that physically sensible initial conditions in the
chirally symmetric phase feature small coupling strengths
and large masses of the bound states, which reflect their
nature as auxiliary fields in this phase. Hence, in addition
to the initial conditions for the LPA taken from [33], we
have chosen the set shown in the second row of Tab. I.
We see that this choice already reduces the difference
between curvature mass of the pion and onset chemical
potential by about 50% as compared to the initial values
taken from the reference.
For completeness, we also show initial conditions which
yield fpi ' 93 MeV and mq ' 340 MeV in the vacuum in
the fourth row of Tab. I. The main results of this work
are obtained with the 2d Taylor′ initial conditions.
IV. RESULTS
A. Pre-condensation
The RG flows of the order parameters of our model
close to the BEC transition exhibit a peculiar behaviour
known as pre-condensation. In Fig. 4 we show the flows
of the diquark mass and condensate as well as the chiral
condensate at µ= 100 MeV for various temperatures in
the vicinity of the BEC transition. We observe that at
temperatures slightly above Tc the flowing diquark mass
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Figure 6: The phase diagram of QC2D in the 2d Taylor
′ truncation. Right panel: The red line marks the chiral phase boundary
which is defined by the maximum of the chiral susceptibility, see Ref. [45]. The blue line is the boundary of the diquark/superfluid
phase defined by limk→0(m∆ − µ∆) = 0. The blue shaded area marks the pre-condensation phase. The black line of the
BEC-BCS crossover is where hφ〈σ〉=µ.
vanishes at an intermediate scale. Below this scale a non-
vanishing diquark condensate appears and vanishes again
before all fluctuations are integrated out towards k = 0,
i.e., the system ends up in the chirally symmetric phase,
see the left panel Fig. 4. We refer to this behaviour as
pre-condensation. This phenomenon is an analogue to
the one known from the ferromagnetic transition close to
the Curie temperature. It has also been observed within
FRG-applications, e.g., in ultra cold atoms [51]. Here,
we show for the first time that pre-condensation is also a
phenomenon in QC2D. The occurrence of a diquark con-
densate at intermediate scales means that small domains
of non-vanishing diquark condensates develop which even-
tually average out upon considering larger volumes, see
Fig. 5. The left panel of Fig. 4 shows that the regime of
intermediate diquark condensation grows with decreasing
temperature. Hence, these domains become larger until
a single domain fills the entire volume below the critical
temperature, cf Fig. 5.
Pre-condensation also manifests itself in the chiral con-
densate. The corresponding flow is shown in the right
panel of Fig. 4. The finite range of scales where interme-
diate diquark condensation occurs, gives rise to a plateau
in the chiral condensate in the same range. This can be re-
lated to a qualitative change in the bosonic contributions
to the flow of the chiral condensate in the presence of
an intermediate diquark condensate and the concomitant
Goldstone fluctuations.
B. The QC2D Phase Diagram
The phase diagram of two-color QCD within our full
truncation is presented in Fig. 6, showing the chiral phase
transition and the occurrence of the diquark condensate
as a function of chemical potential and temperature. At
small chemical potential and small temperatures the pro-
nounced quark fluctuations drive chiral symmetry break-
ing leading to a non-vanishing chiral condensate. Here, an
increase of the temperature causes a suppression of quark
fluctuations and therefore induces a smooth crossover
to the chirally symmetric regime. Bosonic fluctuations
additionally contribute to a flattening of the crossover.
At vanishing temperature, we obtain the onset of di-
quark condensation at a chemical potential of µ = mpi/2
via a second order phase transition. For diquark chemical
potentials µ∆ = 2µ exceeding their excitation gap or mass,
the system is populated with diquarks, forming the con-
densate at small temperatures. The diquark condensate
triggers a decay of the chiral condensate because the con-
densation of quarks into quark-quark states is preferred
over quark-antiquark pairing. Due to the small mass of
the baryonic bound states, the chiral condensate starts
decaying smoothly at much smaller chemical potentials
as compared to QCD and there is no trace of a critical
endpoint. Furthermore, a BCS pairing of quarks with
opposite momenta on the Fermi surface occurs when the
chemical potential exceeds the quark mass, cf. Sec. III C.
In the left panel of Fig. 7, we explicitly compare the
results for the condensates at temperature T = 0 obtained
in various works, namely lattice calculations [23], the
NJL model [13], the tree-level linear sigma model [16],
different FRG approaches [33] and this work. All methods
agree qualitatively, however, at larger chemical potential
sizeable quantitative corrections can be observed. For
the different FRG approaches, these differences can be
related to the additional fluctuation effects induced by the
running wave function renormalisations and the running
Yukawa couplings which have been omitted in the LPA
calculation in [33]. We further note that the diquark
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Figure 7: Meson and baryon condensates at vanishing temperature (left panel) as well as the phase diagram (right panel) for
various truncations and methods. The “FRG 2d Grid” results are taken from [33] and the NJL results from [13]. The lattice
data is from [23]. Chiral phase boundaries are computed via the half value of the order parameters and the red shaded area
indicates the region where the effective models become invalid.
condensate obtained from the purely fermionic NJL model
agrees well with the lattice results where bosons are heavy.
In the right panel of Fig. 7, we compare the correspond-
ing finite temperature phase diagrams showing results
from the NJL model and the various FRG approaches.
Here, the chiral crossover is defined by the half value
of the order parameter. The considerable quantitative
effects within the FRG approach, induced by taking into
account the running of Yukawa couplings and wave func-
tion renormalisations are clearly exposed by comparing
2d Taylor′ and 2d Taylor results for the critical tempera-
ture at vanishing density. While we find Tc ≈ 150 MeV
for 2d Taylor′, see Fig. 7, we have Tc ≈ 210 MeV, see
Fig. 14 for the 2d Taylor approximation with the same
initial condition. Indeed the latter critical temperature
is found for all LPA approximations with different initial
conditions, see Fig. 14. This underlines the quantitative
importance of the wave function renormalisation and the
Yukawa coupling. Hence, non-classical dispersion rela-
tions as well as quantum corrections to the quark-boson
interactions play a crucial role for an accurate descrip-
tion of the phase structure of QC2D. To corroborate this
statement, we demonstrate in App. A 2 that this large
effect cannot be ascribed to different initial conditions.
The NJL result has the highest critical temperatures
for both, the chiral crossover and the superfluid phase
transitions. In the FRG computation within the LPA the
phase boundaries are lowered by about 10% through the
inclusion of symmetry-restoring bosonic fluctuations. The
additional effects considered in the present work lead to a
further decrease of the phase boundary of about 30%, cf.
Fig. 7, see App. A 2 for details. At high temperatures, the
cutoff scale Λ constrains the applicability of the effective
low-energy description presented here, as indicated by
the red-shaded area in Fig. 7. Here, the initial conditions
become effectively temperature and density dependent,
see App. A 4 for details.
C. Mass Spectrum
Now, we discuss the curvature masses of mesons and
diquarks for the normal as well as for the BEC phase in
the meson sector
normal: mpi = mφ , mσ =
√
m2φ + 2κφλ2,0 ,
BEC: mpi = mφ , mσ˜ =
√
m21 −m22 , (34)
and in the baryon sector
normal: m∆,+ = m∆ + 2µ , m∆,− = m∆ − 2µ ,
BEC: m∆˜1 =
√
m21 +m
2
2 , m∆2 = 0 . (35)
Here, we have defined the mass parameters
m21 =
m2σ
2
+ 8µ2 + κ∆λ0,2 ,
m22 =
√
m41 − 2κ∆
(
m2σλ0,2 − 2κφλ21,1
)− 16m2σµ2 ,
and mσ is the expression for the sigma mass in the normal
phase. The sigma state and one of the diquark states
are mixtures of the original states. Further, ∆2 is the
Goldstone mode associated with the breaking of U(1)B .
In Fig. 8, we present the temperature and chemical po-
tential dependence of the masses. At vanishing chemical
potential, see left panel of Fig. 8, the pion and the diquark
masses are degenerate. For large temperatures, where
chiral symmetry is restored, they join with the sigma
mass and all bound states decouple from the system. For
vanishing temperature, see right panel of Fig. 8, the di-
quark starts condensing at µc =
mpi
2 and the behaviour
of the masses changes accordingly. At large chemical po-
tential chiral symmetry is restored and mσ˜ → mφ. Then,
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Figure 8: Mass spectrum of two-color QCD within the 2d Taylor′ truncation. The chiral crossover and the phase transition to
the BEC phase are clearly visible from the behaviour of the masses. In the left panel (µ ≈ 0) the quark mass goes from being
small to being large with decreasing temperature, while the pions and diquarks become the pseudo-Goldstone modes splitting
up from the sigma. In the right panel (T ≈ 0) we have a phase transition at µ = mpi
2
. Even though chiral symmetry is restored
at asymptotic µ, the quarks do not become massless because they are coupled to the diquark condensate.
the sigma and the pions are degenerate. Accordingly,
the corresponding (anti-)quark masses are given by the
relation
mq,± =
√
(σˆ ± µ)2 + ∆ˆ2 , (36)
and again chiral symmetry is restored at large µ.
V. CONCLUSIONS
In this work, we add important aspects to the under-
standing of the high density regime of QCD by investigat-
ing a modification of QCD with two colors. The absence
of a fermion sign problem in this model has drawn the
interest of the lattice community for over a decade now.
Here, we refine an alternative non-perturbative approach
based on the functional renormalisation group.
More specifically, we employ an effective low-energy
model for QC2D where the gluon degrees of freedom
have been integrated out. This amounts for a description
of the theory in terms of quarks, mesons and diquarks.
The diquarks are color neutral objects and constitute the
baryons of the theory. Therefore, we have a playground at
hand to study baryonic degrees of freedom in a simplified
bosonic description as well as a relativistic BEC-BCS
crossover. The FRG-approach allows to interpolate be-
tween the microscopic and the macroscopic regime of the
theory, by integrating out all thermal and quantum fluc-
tuations. It generates all correlations that are allowed
by the underlying symmetries. By examining the flow
equation of the effective potential, we study the interplay
of bosonic and fermionic degrees of freedom for different
temperatures and chemical potential. The chiral conden-
sate goes through a crossover towards large temperatures,
where chiral symmetry is restored. The diquark conden-
sate sets in via a second order phase transition at large
chemical potential and small temperatures.
For the first time in the context of two-color QCD, we
trace the momentum scale dependence of the diquark con-
densate and exhibit the phenomenon of pre-condensation:
Small domains of non-vanishing diquark condensates ap-
pear at intermediate RG scales, however, no finite conden-
sate persists as all fluctuations are integrated out. There-
fore, the pre-condensation phase is a precursor of the BEC
phase. Further, we find that the phase boundaries in our
full truncation are significantly corrected upon inclusion
of dynamical quark-hadron interactions and non-classical
dispersions. We conclude that an inclusion of these effects
is an important ingredient for a reliable determination
of the phase boundaries in the phase diagram of QC2D.
Most strikingly, the chiral phase transition does not have
a critical endpoint in the presence of diquark fluctuations.
Eventually, as an essential aspect of this work, we thor-
oughly studied the Silver Blaze property in the FRG
framework. We exhibited that at vanishing temperature
it amounts to a shift of the frequencies by the chemical
potential with the appropriate charges. In case this prop-
erty holds true at the initial scale, it is preserved by the
flow equation, owing to its one-loop structure. However,
this requires a full momentum resolution of all quantities,
which are directly sensitive to the chemical potential. The
diquark sector is strongly affected by this complication,
if its parameters are not identified with the meson sec-
tor. Importantly, running wave function renormalisations
considerably reduce the discrepancy between the onset
chemical potential and the pion mass in the two-color
case.
A natural next step of our work is to incorporate a phe-
nomenological Polyakov-loop potential to investigate con-
finement in two-color QCD, cf. [44] for a LPA study. Fur-
ther, a dynamical connection of the quark-gluon regime
with the low-energy effective regime should be established,
cf. Refs. [55, 56, 64].
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Appendix A: Truncation Effects
In this section we study to some extent the reliability of
our truncation by analysing the violation of Silver-Blaze,
the convergence of our expansion, the effects of different
parts of our truncation and in-medium cutoff effects.
1. Silver-Blaze Violation
In Fig. 9 we show the flows of the relevant and marginal
hadronic couplings for T =0 at two choices of the chemical
potential, µ= 0 (vacuum) and µ= 0.4mpi. Due to the
SO(6) symmetry between meson and diquarks in the
vacuum, all coefficients λn,m of a given order N with
n+m = N are identical. They are represented by the
solid red lines in Fig. 9. According to the Silver Blaze
property, all n-point functions have to be independent of
the chemical potential at vanishing temperature and for
µ < µc. This implies that all couplings λn,m of a given
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Figure 9: Flow of the mass parameters and four-point cou-
plings. The red lines represent the vacuum flow, i.e. at
T =µ=0, the other lines are at µ = 0.4mpi.
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Figure 10: The phase boundaries from the grid method [33]
and the Taylor method with different initial conditions. The
initial conditions of “2d Taylor [37]” are the same as in the
reference. Hence, A comparison between solid red line and
the dashed blue line can be used to estimate how well the
Taylor expansion is converged. The initial conditions of “2d
Taylor” feature comparably weakly interacting heavy mesons
at the initial scale. A comparison between the dotted green
line and the solid red line can therefore be used to estimate the
effect of different initial conditions on the phase boundaries.
The initial conditions are given in Tab. I and are discussed in
Sec. III G.
order N with n+m=N also have to be identical in this
regime, i.e. also for µ= 0.4mpi. The deviations of this
expectation, see Fig. 9, therefore show the extent of the
violation of the Silver Blaze property. The higher the
order of the diquark fields (i.e. the second index) the
sooner the flow starts to separate from the vacuum flow.
This also couples back to the purely mesonic couplings. It
is interesting that λ2,0 starts to deviate from the vacuum
flow at around k ≈ 2µ. Nevertheless, even though higher
order terms have a large deviation, they do not couple
back very strongly to the physically important quantities:
m∆ =
√
λ0,1 has only a deviation of about 5 MeV.
Following our discussions in Sec. II C and III C, this
violation is well understood. Owing to our momentum
independent expansion scheme, we generate explicitly µ-
dependent couplings. Then the chemical potential enters
the flow of the effective potential through curvature con-
tributions in diquark direction. Therefore, the higher the
order of the diquark fields in a given n-point function, the
larger the violation of Silver Blaze. However, our results
presented in the previous section show only a minor vio-
lation implying that the back-coupling of the violation in
the n-point functions to the physical observables is small.
2. Convergence of the Expansion
Here we study the convergence of our Taylor expansion.
To measure its quantitative error we compare the results
in the LPA to the results obtained on a two-dimensional
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grid with the same truncation in [33]. This is shown in
Fig. 10. The deviation between the two-dimensional Tay-
lor expansion (solid red line) and the grid solution (dashed
blue line) can be traced back to the lack of convergence in
the LPA part of our truncation, cf. also App. D. However,
we have shown in Sec. IV B and in particular the right
panel of Fig. 7 that the error of neglecting effects beyond
LPA is about 30%. Hence, regarding the systematic quan-
titative improvements within the present work, the error
related to the expansion of the effective potential is only
minor. We will discuss the effects that go beyond the
LPA in the next section.
Interestingly, we also see in Fig. 10 that there is only a
small difference between the phase boundaries obtained
with the initial conditions shown in the second and third
row of Tab. I, named “2d Taylor” (dotted green line)
and “2d Taylor [37]” (solid red line) respectively. We
note that the initial conditions “2d Taylor” are chosen
in the same spirit as the initial conditions for our full
truncation: As appropriate for the chirally symmetric
phase, the bosonic interactions are weak and bosons are
heavy and therefore decoupled from the system. Hence,
as discussed in Sec. IV B, the large difference between
the phase diagram from the LPA in [33] and from our
full truncation in Fig 7 can be attributed to the highly
relevant fluctuation effects that induce the running of the
Yukawa couplings and the wave function renormalisations.
3. Truncation Effects Beyond the LPA
Here, we will investigate the truncation effects beyond
the LPA. In the present case, we study the effect of
a running meson and diquark Yukawa couplings and
running quark and hadron wave function renormalisa-
tions. In Fig. 11 we show the chiral condensate as well
as the critical temperature for different subsets of our
full truncation (18). Here, “LPA′” has the running ef-
fective potential as well as the running quark, meson
and diquark wave function renormalisations, but a con-
stant bare Yukawa coupling. Note that the renormalised
Yukawa couplings have a trivial running induced by the
non-vanishing anomalous dimensions. On the other hand,
“LPA+h” takes the running of the effective potential and
the Yukawa couplings into account, but has vanishing
anomalous dimensions.
We see large effects on both, the chiral order parameter
and the critical temperature. In general, we conclude
that for fixed initial conditions and compared to LPA, the
Yukawa coupling increases the critical temperature, while
the running wave function renormalisations decrease it.
The former effect is due to increased quark fluctuations
which, in turn, lead to a larger phase of broken chiral sym-
metry. The latter is a result of the large positive bosonic
anomalous dimensions in the vicinity of the phase transi-
tion, see e.g. Fig. 12. Since the initial masses in the UV
are fixed for all truncations, the meson masses in LPA′ are
driven to smaller values by the increasing wave function
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Figure 11: The chiral condensate as a function of tempera-
ture and the transition temperatures at µ = 0 for different
truncations. The Taylor expansion is to the order N = 5.
renormalisations towards the IR as compared to LPA.
Hence, bosonic fluctuations lead to a larger symmetric
phase in the T−µ plane. This has also been observed in a
quark-meson model for low-energy QCD in [45]. At fixed
initial conditions the effects of running Yukawa couplings
and wave function renormalisations almost cancel for the
critical temperature. This is in contrast to the case where
for each truncation the initial conditions where tuned to
the phenomenological IR parameters as it is shown in
the right panel of Fig. 7. There, we see that the critical
temperatures of LPA and our full truncation differ by
about 30%.
Finally, we want to take a closer look at the in-
medium modifications of the wave function renormali-
sations and the Yukawa couplings. In Fig. 12 the tem-
perature/chemical potential dependence of the wave func-
tion renormalisations and the Yukawa couplings is shown.
We see that the bosonic wave function renormalisations
indicate in which regime the mesons/diquarks become
auxiliary fields. Decreasing bosonic wave function renor-
malisations, e.g. towards large temperatures, imply that
the corresponding fields become auxiliary [55, 64]. The
left figure shows that, while the quark wave function renor-
malisation does not change much, the meson and diquark
wave function renormalisations decrease in the vicinity
of the critical scale with increasing temperature and at
vanishing density. This implies a suppression/decoupling
of bosonic fluctuations in the chirally symmetric phase.
The right plot shows the behaviour of the wave function
renormalisations as a function of the chemical potential at
vanishing temperature. Upon entering the BEC-phase, di-
quark fluctuations are enhanced, while meson fluctuations
decouple.
Furthermore, despite the momentum-independent ap-
proximation we employ in this work, we see only a
very weak dependence on the chemical potential below
µc =mpi/2 of the quantities shown in the right plot of
Fig. 12. The largest violation of the Silver Blaze property
is visible in the diquark wave function renormalisation.
This is not surprising since this is a purely baryonic quan-
tity. In general, the mild dependence on µ below µc hints
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µ at T =0 (right). The wave function renormalisations are normalised to their initial values in the UV. The explanations of each
parameter can be found in the respective paragraphs.
at a rather mild frequency dependence of these quanti-
ties. This justifies the use of the lowest order derivative
expansion in the present work a posteriori.
4. In-Medium Cutoff Effects
In Fig. 13 we show the cutoff dependence of the chiral
order parameter. For this study we used the initial con-
ditions in the second row of Tab. I and solved the flow
equations down (or up) to each of the Λ’s shown in the
figure in the vacuum. Note that we tuned our initial con-
ditions at Λ=900 MeV. Then each time we used this as
the starting point for the finite temperature calculations.
However, we always started with a quartic potential in
the UV, meaning that the higher order coupling are set
to zero at every Λ. This is why we see small deviations at
T = 0, which can be regarded as a subsidiary probe for
the convergence of the Taylor expansion. In any case, we
clearly see rising deviations at large temperatures with
the lowering of the cutoff. If the microscopic action feels
the in-medium effects, it is not really microscopic. In this
regime, the scale of thermal fluctuations exceeds the ini-
tial scale. In particular the crossover temperature should
be independent of the cutoff. In the inset we observe that
for cutoffs Λ > 800 MeV it starts to converge.
The red shaded area in Fig. 7 marks the region where∣∣∣∣∣ Γ˙Λ,T,µ − Γ˙Λ,0,0Γ˙Λ,0,0
∣∣∣∣∣ > 0.1 . (A1)
This measures the difference between the initial flow of
the effective action in the medium and in the vacuum.
If this quantity is large, it means that the microscopic
action is considerably influenced by in-medium effects. In
order to guarantee cutoff-independence of our results, the
UV-cutoff has to be chosen large, i.e. Λ & 800 MeV. On
ææ
æ
æ
æ
æ
àà
à
à
à
à
ìì
ìì
ì
ì
0.5 0.6 0.7 0.8 0.9 1.0
140
160
180
200
L @GeVD
T c
@M
eV
D
æ
à
ì
50 100 150 200 250
0
20
40
60
80
100
T @MeVD
<
Σ
>
@M
e
VD
L=1 GeV
L=0.9 GeV
L=0.8 GeV
L=0.7 GeV
L=0.6 GeV
L=0.5 GeV
min@<Σ>’HTLD
<Σ>HT=0L2
max@ΧΣHTLD
Figure 13: Chiral condensate and transition temperatures at
µ = 0 for different cutoff scales Λ.
the other hand, the initial scale should not be larger than
the scale of validity of the model. For our effective low
energy models we must remain below the scale were gluon
degrees of freedom are relevant. Thus, Λ is constrained
from both sides.
Appendix B: Propagators and Vertices
The propagator is defined by taking two functional
derivatives of the effective action (18) with respect to the
fields, adding the regulator and then evaluating at the
expansion point, before taking the inverse. We employ a
3d flat regulator. Hence, only the space-like momenta are
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regularised, ~p→ ~pr, with
~pr =
 ~p
√
1 + rB(~p 2/k2) for bosons,
~p (1 + rF (~p
2/k2)) for fermions.
(B1)
Therefore we will omit the regulator terms in this section,
while for the flow equations the momenta can simply be
replaced by the regularised ones. The time-like compo-
nents of the momenta are replaced by the Matsubara
frequencies ωn = 2npiT for bosons and νn = (2n+ 1)piT
for fermions.
1. Bosons
Here we will explicitly display the boson propagator for
the real representation ϕ = (~pi, σ,∆1,∆2) as well as the
complex representation ϕ¯ = (~pi, σ,∆,∆∗). The relation
is given by ∆ = (∆1 + i∆2)/2. The expansion points
are given by ϕ0 = (~0,
√
2ρφ/Zφ,
√
2ρ∆/Z∆, 0) and ϕ¯0 =
(~0,
√
2ρφ/Zφ,
√
ρ∆/Z∆,
√
ρ∆/Z∆), where we leave the ρ’s
as variables. The flow equation preserves the symmetries
of the action, hence we can always rotate any other choice
of ϕ0 and ϕ¯0 with the corresponding symmetry group,
which, at finite chemical potential, is O(4) × O(2) for
the real representation and O(4)× U(1) for the complex
representation. Since the observable condensate is defined
as 〈|∆|〉, which is always real, we can choose it to be in
real part of the diquark field. Consequently there is a ρ∆
in both diquark fields in the complex representation. In
this case, the Goldstone mode is in the phase of the field.
The boson propagator in the real representation it is
given by
Gϕ =

Gpi
Zφ
13×3 0 0 0
0 GσZφ −
Gσ∆1√
ZφZ∆
− Gσ∆2√
ZφZ∆
0 − Gσ∆1√
ZφZ∆
G∆1
Z∆
G∆1∆2
Z∆
0
Gσ∆2√
ZφZ∆
−G∆1∆2Z∆
G∆2
Z∆

with
Gpi(~p
2) = K−1pi , Gσ(~p
2) =
(
K∆1K∆2 + 16µ
2p20
)
/J ,
(B2)
for the mesons and
G∆1(~p
2) = K∆2Kσ/J ,
G∆2(~p
2) =
(
K∆1Kσ − 4ρφρ∆V 2φ∆
)
/J , (B3)
for the baryons. The indices φ and ∆ of V denote deriva-
tives with respect to ρφ and ρ∆. Further, we have the
mixed contributions
Gσ∆1(~p
2) = 2Vφ∆
√
ρφρ∆K∆2/J ,
Gσ∆2(~p
2) = 8Vφ∆
√
ρφρ∆µp0/J ,
G∆1∆2(~p
2) = 4µp0Kσ/J , (B4)
where
J(~p 2) = Kσ
(
K∆1K∆2 + 16µ
2p20
)− 4ρφρ∆V 2φ∆K∆2 ,(B5)
with
Kpi(~p
2) = ~p 2 + p20 + Vφ ,
Kσ(~p
2) = ~p2 + p20 + Vφ + 2ρφVφφ ,
K∆1(~p
2) = ~p 2 + p20 + V∆ + 2ρ∆V∆∆ − 4µ2 ,
K∆2(~p
2) = ~p 2 + p20 + V∆ − 4µ2 , (B6)
is the determinant of the σ∆-part of Gϕ without the
Z’s. We denote only space-like momentum dependencies
since they will be crucial for derivations of anomalous
dimensions. For the derivation of flow equations we will
need derivatives of each entries of the propagators with
respect to the K’s. It can be checked that
∂Gϕ,ij
∂Kϕl
= −Gϕ,ilGϕ,lj . (B7)
Note that equal indices do not imply a sum in (B7). Using
this relations, one can express momentum derivatives
conveniently in terms of the propagators
∂Gϕ,ij
∂~p2
=
∑
l
∂Gϕ,ij
∂Kϕl
= −
∑
l
Gϕ,ilGϕ,lj . (B8)
The boson propagator in the complex representation is
Gϕ¯ =

Gpi
Zφ
13×3 0 0 0
0 GσZφ
G−σ∆√
ZφZ∆
G+σ∆√
ZφZ∆
0
G+σ∆√
ZφZ∆
G|∆|
Z∆
G+∆
Z∆
0
G−σ∆√
ZφZ∆
G−∆
Z∆
G|∆|
Z∆

(B9)
with
K±∆ (~p
0) = ~p 2 + (p0 ± 2iµ)2 + V∆ ,
G±∆ (~p
2) =
[
(K∓∆ + ρ∆V∆∆)Kσ − 2ρφρ∆V 2φ∆
]
/J ,
G|∆|(~p
2) =
(
2ρφV
2
φ∆ − V∆∆Kσ
)
ρ∆/J ,
G±σ∆(~p
2) = −√2ρφρ∆ Vφ∆K∓∆ /J . (B10)
Note that the propagator is hermitian, i.e. G∗ϕ¯,ij = Gϕ¯,ji
and furthermore obeys Gϕ¯,ij(−p0) = Gϕ¯,ji(p0). Since
the transformation between representations affects only
the diquark space, Gσ does not change, neither does the
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determinant. The three boson vertex is given by
Γϕkϕjϕi = Zjδji (ZφσVφjδk4 + Z∆∆Vj∆δk5)
+ Zkδkj (ZφσVφkδi4 + Z∆Vk∆∆δi5)
+ Ziδik (ZφσVφiδj4 + Z∆∆Vi∆δj5)
+ (Zφσδk4 + Z∆∆δk5) (Zφσδi4 + Z∆∆δi5)
× (Zφσδj4 + Z∆∆δj5)Vijk , (B11)
where, apart from the Kronecker delta, we apply the
convention that the index is set to φ if it corresponds
to a mesonic field, and to ∆ if it corresponds to diquark
field in ϕ. Accordingly Vijk, where the indices denote ρ-
derivatives, can either have three derivatives with respect
to one species or two with respect to one and one with
respect to the other.
2. Fermions
It is convenient to apply the Nambu-Gorkov formalism,
where the quark fields are represented by the bi-spinors
in color space
Ψ =
(
qr
τ2Cq¯
T
g
)
, Ψ¯ =
(
q¯r
qTg Cτ2
)
, (B12)
where the indices r and g denote the color components of
the quark spinor. In the convention we apply here, the
Nambu-Gorkov space is equivalent to color space. Thus
we can rewrite the quark part of the effective action as
Γq =
∫
x
Ψ¯(x)S(x, i∂)Ψ(x) with
S(x, i∂) = Zq
(
i/∂ + iγ0µ+ i
√
Zφhφ [σ(x) + iγ5~τ · ~pi(x)] −
√
2Z∆h∆∆(x)γ5
−√2Z∆h∆∆∗(x)γ5 i/∂ − iγ0µ+ i
√
Zφhφ [σ(x)− iγ5~τ · ~pi(x)]
)
. (B13)
Now we write the inverse propagator at the expansion
point as
G−1
ΨΨ¯
(p) = −[G−1
Ψ¯Ψ
(−p)]T
= Zq
(
/~p+ γ0(p0 + iµ) + iσˆ −∆ˆγ5
−∆ˆγ5 /~p+ γ0(p0 − iµ) + iσˆ
)
.
Note that if there is no tensor structure regarding a partic-
ular space (color/flavor/spinor space) an identity matrix
with respect to that specific space is implied. Furthermore
we choose the diquark condensate to be on the real axis.
Now we invert above equation to find the Nambu-Gorkov
Propagator
GΨΨ¯ =
1
Zq
(
G+ ∆−
∆+ G−
)
, (B14)
where
G± = (/~p− iσˆ)A± + γ0B± ,
∆± = γ5
[
∆ˆA± iF (/~p+ iσˆ)γ0
]
. (B15)
With ν± = p0 ± iµ we define the functions as
A(~p 2) =
(
~p 2 + ν+ν− + σˆ2 + ∆ˆ2
)
D(~p 2) ,
A±(~p 2) =
(
~p 2 + ν2∓ + σˆ
2 + ∆ˆ2
)
D(~p 2) ,
B±(~p 2) =
(
ν±
(
~p 2 + ν2∓ + σˆ
2
)
+ ν∓∆ˆ2
)
D(~p 2) , (B16)
and
F (~p 2) = 2∆ˆµD(~p 2) , D(~p 2) =
1
a+a− + f2
, (B17)
where the small letter functions are the numerators of
the capital letter functions. These functions have the
following properties, for the sake of demonstration, we
explicitly show here the p0-dependence and omit the ~p
2-
dependence
A(−p0) = A(p0), A±(−p0) = A∓(p0),
B±(−p0) = −B∓(p0), F (−p0) = F (p0) , (B18)
as well as
A∗ = A, A∗± = A∓, B
∗
± = B∓, F
∗ = F . (B19)
For the flow equations, the following derivatives will be
required
A′± = F
2 −A2± , A′ = D −A(A+ +A−) ,
B′± = ν±D −B±(A+ +A−) , F ′ = −F (A+ +A−) ,
(B20)
where primes denote a derivation with respect to ~p 2. Let
us turn to the vertices. The quark-meson ones are given
by
ΓΨ¯σΨ =
√
ZφZqihφ 1 ,
ΓΨ¯piiΨ =
√
ZφZqhφ
(
−γ5τi 0
0 γ5τi
)
. (B21)
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The quark-diquark vertices read
ΓΨ¯∆Ψ =
√
2Z∆Zqh∆
(
0 −γ5
0 0
)
,
ΓΨ¯∆∗Ψ =
√
2Z∆Zqh∆
(
0 0
−γ5 0
)
. (B22)
In the real representation they are
ΓΨ¯∆1Ψ =
√
Z∆Zqh∆
(
0 −γ5
−γ5 0
)
x ,
ΓΨ¯∆2Ψ =
√
Z∆Zqh∆
(
0 −iγ5
iγ5 0
)
. (B23)
The unit matrix 1 = 1f × 1c × 1D is composed of a
tensor product of unit matrices in color, flavor and Dirac
space. Again, if there is no tensor structure regarding a
particular space, an identity matrix is implied.
For completeness, we show the projection operator for
the diquark Yukawa coupling we use in Sec. III F,
Pˆ =
(
0 −γ5
−γ5 0
)
. (B24)
It has the tensor structure of the real part of the quark-
diquark vertex, since the diquark background field is
real-valued.
Appendix C: Flow equations
We employ the 3d flat regulator functions [65] for bosons
and fermions
rB(x) =
(
1
x
− 1
)
Θ(1− x) ,
rF (x) =
(
1√
x
− 1
)
Θ(1− x) . (C1)
The formal scale derivative acts only on the regulators
∂˜trB =
[
2
x
− ηB
(
1
x
− 1
)]
Θ(1− x) ,
∂˜trF =
[
1√
x
− ηF
(
1√
x
− 1
)]
Θ(1− x) , (C2)
where we considered that the regulator Rk contains the
wave function renormalisations. The flow equations will
be displayed in terms of the following integrals, where
we apply the shorthand notation
∫
q
= T
∑
n
∫
d3q
(2pi)3 . The
sum is over the Matsubara frequencies. The bosonic
anomalous dimension contains two types of integrals. The
first one yields the same results for bosonic and fermionic
integrands
I(1)ηB [G,H] = ∂˜t
∂
∂~p2
∫
q
G(~q2r)H((~q + ~p)
2
r)
∣∣∣
p=0
=
k5T
3pi2
∑
n
G′(k2)H ′(k2) . (C3)
Derivatives of fermionic functions are given in App. B 2. Bosonic derivatives can be performed with (B8). The second
integral only occurs for fermionic integrands
I(2)ηB [G,H,m
2] = ∂˜t
∂
∂~p2
∫
q
G(~q2r)H((~q + ~p)
2
r)
[
~qr · (~q + ~p)r +m2
] ∣∣∣
p=0
=
k3T
3pi2
∑
n
[
k2(k2 +m2)G′(k2)H ′(k2)− G(k
2)H(k2)
4
− (1− η)G(k2)
(
H(k2)
2
+ k2H ′(k2)
)]
. (C4)
This is only valid for one single fermionic species. Fermionic self-energy diagrams contain mixed integrals
IηF [GF , HB] = −∂˜t
∂
∂~p
·
∫
q
~q(1 + rF (~q
2))GF (~q
2
r)HB((~q − ~p)2r)
∣∣∣
p=0
= −k
5T
pi2
∑
n
GF (k
2)
∑
i
(
1− ηϕi
4
) ∂HB(k2)
∂Kϕi(k
2)
. (C5)
The second sum is over all bosonic species and Kϕi represents the functions given in App. B 1 in particular (B7) can
be used. And finally
Ih[GF , HB] = −∂˜t
∫
q
GF (~q
2
r)HB(~q
2
r) = −
k5T
3pi2
∑
n
[
GF (k
2)
∑
i
(
1− ηϕi
4
) ∂HB(k2)
∂Kϕi(k
2)
+
(
1− ηF
4
)
HB(k
2)G′F (k
2)
]
.
(C6)
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Now can we write down all flow equations in terms of the above integrals. The anomalous dimensions are
ηφ = 2I
(1)
ηB
[
Gpi, ρφV
2
φφGσ + ρ∆V
2
φ∆G∆1 − 2
√
ρφρ∆ VφφVφ∆Gσ∆1
]
+ 4NcNfh
2
φ
{
I(2)ηB
[
A+, A+, σˆ
2
]
+ I(1)ηB [B+, B+] + ∆ˆ
2I(1)ηB [A,A]− I(2)ηB
[
F, F, σˆ2
]}
,
η∆ = 2I
(1)
ηB
[
G∆2 , ρ∆V
2
∆∆G∆1 + ρφV
2
φ∆Gσ − 2
√
ρφρ∆ V∆∆Vφ∆Gσ∆1
]
+ 2ρφV
2
φ∆I
(1)
ηB [Gσ∆2 , Gσ∆2 ]
+ 2ρ∆V
2
∆∆I
(1)
ηB [G∆1∆2 , G∆1∆2 ]− 4
√
ρφρ∆ V∆∆Vφ∆I
(1)
ηB [Gσ∆2 , G∆1∆2 ]
+ 4NcNfh
2
∆
{
I(2)ηB
[
A−, A+, σˆ2
]
+ I(1)ηB [B−, B+] + ∆ˆ
2I(1)ηB [A,A] + I
(2)
ηB
[
F, F, σˆ2
]}
,
ηq =
1
3
h2φ Re IηF [A+, 3Gpi +Gσ] +
2
3
h2∆ Re IηF
[
A+, G
+
∆
]
. (C7)
We note that, at finite temperature, the components of the wave function renormalisations parallel, Z‖, and per-
pendicular, Z, to the heat bath are different a priori. However, at scales above the temperature scale, T/k<1, the
system is insensitive to thermal effects. On the other hand, for T/k  1 the finite temperature RG flow is only driven
by the lowest Matsubara mode. While it is zero for bosons and Z‖ drops out, it is proportional to T for fermions
which therefore decouple in this regime. Hence, we used the approximation Z‖ ≡ Z. Finally, the flow equations of the
Yukawa couplings are
∂thφ =
(
ηq +
ηφ
2
)
hφ + hφRe
{
h2φIh [A+, 3Gpi(q)−Gσ(q)] + 2h2∆Ih
[
A+, G
+
∆
]}
,
∂th∆ =
(
ηq +
η∆
2
)
h∆ + h∆Re
{
h2φIh [A, 3Gpi(q) +Gσ(q)]− 2h2∆Ih
[
A,G|∆|
]− 2h2φσ
∆
Ih
[
A+, G
+
σ∆
]}
. (C8)
20 40 60 80 100 120 140
0
50
100
150
200
250
μ [MeV]
T
[M
e
V
]
2d Grid
2d Taylor
1d Taylor'
2d Taylor'
Figure 14: A comparison between various phase diagrams
obtained from different truncations with the FRG. We want
to emphasise that there is only a small difference between the
one-dimensional Taylor expansion (dotted green line) and the
two-dimensional Taylor expansion (solid black line).
Appendix D: One-dimensional Taylor expansion
We mentioned in Sec. III D that with a one-dimensional
expansion of the effective potential in terms of the SO(6)-
invariant ρ = ρφ + ρ∆ the violation of the Silver Blaze
property for an expansion scheme in terms of momentum
independent meson-diquark correlation functions can be
avoided. The reason is that the SO(6) flavor symme-
try relates all 2n-meson–2m-diquark interactions λn,m
to purely mesonic interactions, λn,m = λn+m,0. Hence,
all n-point functions that involve baryons can be defined
purely in terms of mesons. This bypasses the necessity to
consider frequency dependent couplings.
This construction assumes a larger flavor symmetry
than the system has at finite density. It is nonetheless
instructive to consider the one-dimensional expansion
since technically less demanding than the two-dimensional
expansion. Furthermore, it allowed us to explicit confirm
our statements concerning the Silver Blaze property. Thus,
we will provide the parameterisations as well as a set of
initial conditions for the one-dimensional Taylor expansion
here.
In the normal phase with ρ∆ = 0 we parametrise the
effective potential as
Vnor(ρ) = m
2ρ+
N∑
n=2
λn
n!
(ρ− κ)n , (D1)
where κ = κφ + κ∆ and we dropped irrelevant constant.
With this Ansatz the derivative terms in (21) reduce to
V ′nor(κ) = m
2 and the solution is given by
κφ =
1
2
( c
m2
)2
, κ∆ = 0 . (D2)
Note that this solution is only valid away from the chiral
limit c=0. For the effective potential to have a minimum,
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Figure 15: Chiral condensate over temperature as well as the
transition temperatures at µ = 0 for various orders of the
expansion of the effective potential.
the determinant of the Hessian matrix needs to be larger
than zero,
det
(
∂2U
∂ϕi∂ϕj
) ∣∣∣∣
ρ=κ
=
(
m2
)Nφ (
m2 − 4µ2)N∆ > 0 ,(D3)
where ϕi represents the real-valued components of the
boson field (see App. B 1), and Nφ, N∆ are the number
of meson and diquark fields respectively. As long as
m2 > 4µ2 we are in the normal regime. At m2 = 4µ2 the
diquark curvature mass vanishes. This indicates a second
order phase transition to the BEC phase and spontaneous
breaking of U(1)B symmetry. For m
2 < 4µ2 we use the
parametrisation discussed below.
Since m is the mass of the pions, diquark condensation
sets in when the quark chemical potential reaches half
of the pion mass. The latter is, according to the Silver
Blaze property, independent of the chemical potential at
T = 0. Hence, if the Silver Blaze property is not violated,
µc = mpi/2 holds within the 1d-Taylor expansion Ansatz.
We will elaborate on this in Sec. II C.
For the BEC phase we reparameterise the potential by
renaming m2 = λ2(κ− v), thus we exchange m in favor
of v and write (by adding an irrelevant constant)
Vbec(ρ) =
λ2
2
(ρ− v)2 +
N∑
n=3
λn
n!
(ρ− κ)n . (D4)
In this parametrisation we have V ′bec(κ) = λ2(κ− v), and
(21) now yields
κφ =
1
2
(
c
4µ2
)2
, κ∆ = v +
4µ2
λ2
− 1
2
(
c
4µ2
)2
. (D5)
We see that the chiral order parameter σ0 =
√
2κφ is
proportional to µ−2. Furthermore, with rising µ the
ground state rotates from the mesonic direction to the
diquark direction.
Furthermore, we set h∆ = hφ, and following our dis-
cussion above, the flows of all Taylor coefficients are
given by the mesonic ones. However, the wave func-
tion renormalisations of mesons and diquarks are inde-
pendent. For the UV cutoff Λ = 900 MeV we used as
initial parameters 〈σ〉Λ = 2.28 MeV, mφ,Λ = 1090 MeV,
λ2,Λ =89 and hφ,Λ =6.3. These initial conditions give a
constituent quark mass of 360 MeV, mpi=139 MeV as well
as fpi = 76 MeV in the IR. Since Silver Blaze is fulfilled
by construction in this case, the latter exactly determines
the onset chemical potential, i.e. mpi=2µc.
The resulting phase diagram is shown in Fig. 14. Re-
markably, there is only a small difference between the
two-dimensional expansion (sold black line) and the one-
dimensional expansion (dotted green line). Hence, the
dynamics of QC2D are mainly driven by the mesons, also
at high density. This may be the most striking difference
between QC2D and QCD but has yet to be explored.
Finally, we discuss the convergence of the 1d Taylor
expansion. In Fig. 15 we show the chiral condensate as
a function of the temperature for different orders N of
the Taylor expansion. All curves are computed with the
same UV initial conditions as specified above. We see
that the expansion does not converge for the orders we
have computed. The crossover temperature has been
computed with three different definitions as shown in
the legend of Fig. 15. As a function of the order N the
critical temperature does not converge as well. Therefore
the average T¯c computed from the arithmetic mean of
all three definitions of tc and all orders, together with its
margin of error, should give a feeling for the error of our
phase boundaries.
In Ref. [45] a Taylor expansion with a fixed expansion
point, rather than a co-moving minimum, was employed
for a quark-meson model. There, a rapid convergence of
the expansion was observed for all temperature regions.
As it was discussed there, the back-coupling of higher
order couplings into the flow equations at lower orders
in the co-moving expansion is responsible for numerical
instabilities and slow convergence. Hence, in light of these
findings, the lack of convergence in the present work is
no surprise.
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