Abstract-Cooperative packet delivery can improve the data delivery performance in wireless networks by exploiting the mobility of the nodes, especially in networks with intermittent connectivity, high delay and error rates such as wireless mobile delay-tolerant networks (DTNs). For such a network, we study the problem of rational coalition formation among mobile nodes to cooperatively deliver packets to other mobile nodes in a coalition. Such coalitions are formed by mobile nodes which can be either well behaved or misbehaving in the sense that the well-behaved nodes always help each other for packet delivery, while the misbehaving nodes act selfishly and may not help the other nodes. A Bayesian coalitional game model is developed to analyze the behavior of mobile nodes in coalition formation in presence of this uncertainty of node behavior (i.e., type). Given the beliefs about the other mobile nodes' types, each mobile node makes a decision to form a coalition, and thus the coalitions in the network vary dynamically. A solution concept called Nash-stability is considered to find a stable coalitional structure in this coalitional game with incomplete information. We present a distributed algorithm and a discrete-time Markov chain (DTMC) model to find the Nash-stable coalitional structures. We also consider another solution concept, namely, the Bayesian core, which guarantees that no mobile node has an incentive to leave the grand coalition. The Bayesian game model is extended to a dynamic game model for which we propose a method for each mobile node to update its beliefs about other mobile nodes' types when the coalitional game is played repeatedly. The performance evaluation results show that, for this dynamic Bayesian coalitional game, a Nash-stable coalitional structure is obtained in each subgame. Also, the actual payoff of each mobile node is close to that when all the information is completely known. In addition, the payoffs of the mobile nodes will be at least as high as those when they act alone (i.e., the mobile nodes do not form coalitions).
Ç

INTRODUCTION
M OBILITY of the nodes can be exploited for data dissemination in wireless mobile networks with intermittent connectivity and very low link reliability such as the wireless mobile delay-tolerant networks (DTNs) [1] . An example scenario is where a base station (e.g., a roadside base station (RBS) or access point) transmits data to the mobile nodes inside its coverage area of transmission and then these mobile nodes carry-and-forward the data to the destination mobile nodes when there is no end-to-end connectivity among the mobile nodes and the base station. Such a cooperative data delivery scheme would be useful for many applications such as vehicular sensor networking, traffic safety, vehicular telematics, and infotainment applications. A few works in the literature proposed cooperative communications models with relay-based mechanisms in DTNs and mobile ad hoc networks to decrease the delay of data delivery (e.g., [2] , [3] , [4] ). The key assumption in all of the existing schemes is that the mobile nodes which are located near each other always help each other for data delivery. However, due to the tradeoff between performance improvement (i.e., smaller packet delivery delay) and transmission cost (i.e., bandwidth usage and energy consumption), the rational mobile nodes may not always want to help the same other mobile nodes. Consequently, cooperation among the nodes in a group would be dynamic, and the dynamics of the formation of groups among cooperative nodes (or coalitions) needs to be analyzed. In this paper, we use the theory of coalitional games [5] , [6] , [7] to analyze how the coalitions are formed among mobile nodes for cooperative packet delivery.
As an example, Fig. 1 shows a downlink data communications scenario based on coalition formation where carry-and-forward-based cooperative packet delivery is used to send packets from the base station to mobile nodes. Mobile nodes in the same coalition help each other to deliver packets sent from the base station to the destinations. Here, each rational mobile node makes a decision to leave its current coalition and join another coalition based on its individual preference over coalitions. When the number of mobile nodes in a coalition increases, the packet delivery delay decreases (i.e., due to the fact that there are more mobile nodes to carry and forward the packet) [8] .
After the coalitions of mobile nodes are formed, the rational mobile nodes, which are the members of a coalition, will agree to always help each other for packet delivery. However, some misbehaving mobile nodes may break the agreement and may not help other nodes (e.g., to reduce their transmission costs [9] and improve their own benefits). As a result, a fully cooperative scenario may not exist. Also, whether a mobile node is well behaved or misbehaving cannot be perfectly known to the other mobile nodes. That is, a mobile node cannot observe whether other mobile nodes will forward packets to third-person or destination mobile nodes or not. Nevertheless, a mobile node can gradually learn other mobile nodes' behaviors. Since each of the mobile nodes will encounter the other mobile nodes in the same coalition, it can estimate the type of a particular node whether it is well behaved or misbehaving by maintaining its own belief based on its experience of interactions with that node.
To model the dynamics of coalition formation under the uncertainty of node behaviors (which is referred to as the types of mobile nodes), we propose a Bayesian coalitional game for coalition-based cooperative packet delivery. In this model, the mobile nodes' observations are used to update their beliefs about other mobile nodes' types and used when the next coalition formation game is played. Therefore, this can be considered as a dynamic Bayesian coalitional game.
The major contributions of the paper can be summarized as follows:
. formulation of a Bayesian coalitional game to model the uncertainty in node behavior for cooperative packet delivery in wireless mobile networks, . analysis of two solution concepts, namely, Nashstable equilibrium and Bayesian core, for the proposed Bayesian coalitional game, . extension of the static Bayesian coalitional game to a multistage dynamic coalitional game and proposal of a belief update mechanism for the dynamic Bayesian coalitional game, and . a comprehensive performance evaluation of the proposed game model. The rest of this paper is organized as follows: Section 2 describes the system model and assumptions. The Bayesian coalitional game model and the coalition formation algorithm under uncertainty in node behavior are presented in Section 3. Section 4 presents the analysis of the Bayesian coalition formation process. In particular, two solution concepts, namely, the Nash-stable coalitional structure and Bayesian core are analyzed. The dynamic Bayesian coalitional game is presented in Section 5. Section 6 presents the performance evaluation results for the proposed Bayesian coalitional game framework. Section 7 presents the related work and Section 8 concludes the paper.
SYSTEM MODEL AND ASSUMPTIONS
Network and Communication Model
We consider a scenario with N rational mobile nodes which can form coalitions among them for cooperative packet delivery to/from the base stations. We assume that each mobile node will carry-and-forward packets to other mobile nodes in the same coalition when they meet each other. In this scenario, we assume that, over a period of time, the patterns of mobility and interencounter time of each mobile node can be predicted (e.g., by using the technique in [10] ). The interencounter interval between nodes is assumed to be exponentially distributed [11] . 1 Let mobile node i meet another mobile node j with rate r ij ¼ r ji per unit of time. Let r i0 and r 0i denote the rates that mobile node i meets the base station and vice versa. Note that "0" is used as the index for a base station. Since the end-to-end connectivity among mobile nodes does not always exist, statistical data about the encounter rates among the mobile nodes are used for estimation of mobility patterns of the nodes [9] , [12] . We assume that there is a coordinator at the central application server to collect information about the mobile nodes (e.g., mobility and encounter-rate information).
Any mobile node i receives packets from the base station or from another mobile node j in the same coalition at the cost of c r ij per packet. 2 Mobile node i then forwards the packets to their destination or to another mobile node j 0 in the same coalition which does not have these packets. For mobile node i, the cost of this transmission is c f ij 0 per packet. The cost of receiving its own packets by a mobile node, and the cost of packet transmission by a base station are assumed to be zero. Let d i denote the packet delivery delay which is the duration from when a packet is originally transmitted from the base station to when the packet is received by its destination. Given the benefit of smaller delay due to cooperative packet delivery at the cost of relaying packets to the other mobile nodes in the same coalition, a coalitional game-theoretic approach is applied to analyze the coalition formation process among mobile nodes.
Uncertainty in Node Behavior for Cooperative Packet Delivery
We assume that there are two types of mobile nodes, i.e., well behaved node and misbehaving node.
. A well-behaved node always helps to deliver packets to the other nodes in the same coalition. . A misbehaving node does not always help to deliver packets to other nodes. In particular, a misbehaving node i may refuse to deliver a packet of other nodes in the same coalition with probability & i . In other words, the probability that a well-behaved node and a misbehaving node will forward the packets of other nodes is 1
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1. We verify this assumption later in this paper during performance evaluation.and 1 À & i , respectively. We assume that a mobile node does not know the types of other mobile nodes. Due to the absence of a monitoring mechanism such as the one in [14] , a mobile node cannot observe whether a packet sent to the next mobile node will be forwarded to other mobile nodes or not.
We define a set of cooperative and noncooperative acknowledgements as A ¼ f c ; n g and a set of observations of cooperative and noncooperative acknowledgements as A ! ¼ f! c ; ! n g. In particular, cooperative acknowledgement (i.e., c ) and noncooperative acknowledgement (i.e., n ) mean that a mobile node accepts and refuses, respectively, to help deliver a packet. In other words, when the mobile node sends a packet (i.e., a data packet that will be forwarded) to another mobile node, it implies that a cooperative acknowledgement is done by the mobile node who is a sender. If the mobile node does not send any new packet to another mobile node, it implies that a noncooperative acknowledgement is done by the sending node. Next, we consider two observation errors that can cause imperfect observations in the network.
. False positive observation error, which occurs with probability p e , means that a cooperative acknowledgement c from one mobile node is observed by another mobile node as a noncooperative acknowledgement ! n due to, for example, link breakage, transmission error, or no new packet to transmit. . False negative observation error, which occurs with probability p s , means that a noncooperative acknowledgement n corresponding to one mobile node is observed by another mobile node as a cooperative acknowledgement ! c which is caused by the malicious behavior of a misbehaving node. When a pair of mobile nodes (e.g., mobile nodes 1 and 2) encounter each other, a connection is initialized and packet transmission starts. Mobile node 2 requests a packet from mobile node 1 and mobile node 2 observes the behavior of mobile node 1. If mobile node 2 receives a packet from mobile node 1, mobile node 2 perfectly knows that mobile node 1 helps to forward packets at this time (i.e., mobile node 2 observes ! c ¼ c ). If no packet is received by mobile node 2, a noncooperative acknowledgement ! n is observed. Moreover, if mobile node 1 has a new packet but it does not transmit the packet (i.e., mobile node 1 does a noncooperative acknowledgement n ), mobile node 2 will definitely not receive any packet and thus observe a noncooperative acknowledgement ! n .
Since mobile node 2 itself directly experiences the packet forwarding from mobile 1, a false negative observation error (i.e., the event that mobile node 1 does a noncooperative acknowledgement n but mobile node 2 observes a cooperative acknowledgement ! c ) cannot occur in our model. In other words, mobile node 2 itself directly experiences only a noncooperative acknowledgement ! n . 3 However, observation of a noncooperative acknowledgement ! n may be caused by the event of packet forwarding refusal if mobile node 1 is misbehaving or by the event of false positive observation error if mobile node 1 is well behaved. Then, mobile node 2 cannot conclude whether mobile node 1 is a well-behaved or a misbehaving node. Note that mobile node 2 may not need to actually carry the packet after it is received if mobile node 2 is also a misbehaving mobile node.
Cooperative Packet Delivery Protocol
The observations on the other mobile nodes' behaviors are used to estimate the types of other mobile nodes. Then, given the uncertainty of types of other mobile nodes, we obtain the expected payoff function for mobile nodes. The expected payoff is a function of the average cost of communication and the average packet delivery delay. The expected payoffs of all the mobile nodes are used to determine whether the current coalitional structure is stable or not. If it is unstable, a new coalitional structure will be formed, and then the new expected payoff is calculated. Moreover, while mobile nodes are traveling and participating in the cooperative packet delivery with others in the same coalition, they observe other mobile nodes' behavior in cooperative packet delivery. Then, the mobile nodes update their beliefs, i.e., the probabilities of types of other mobile nodes, by using a belief update mechanism. This process is repeated until a stable solution is reached.
The cooperative packet delivery protocol for the mobile nodes to achieve a stable coalition-based solution works as follows:
1. Mobile node i has to be registered to a coordinator at the central application server. 2. Mobile node i submits its information (i.e., rate of encounter r ij with other mobile nodes) to the coordinator. 3. Mobile node i can ask for the information about the other mobile nodes from the coordinator. 4. The mobile nodes play a coalitional game to obtain a stable coalitional structure (i.e., stable groups of mobile nodes participating in cooperative packet delivery). 5. Each mobile node carries and forwards packets to others within the same coalition. 6. Each mobile node observes others' behaviors of packet delivery and updates its beliefs about other mobile nodes' types based on the observations. 7. The mobile nodes repeatedly play the coalitional game.
FORMULATION OF THE BAYESIAN COALITIONAL GAME MODEL
We formulate a Bayesian coalitional game model to capture the uncertainty in players' types in coalition formation in an incomplete information environment. This Bayesian coalitional game is similar to a Bayesian noncooperative game [15] , [16] , [17] .
Bayesian Coalitional Game with
Nontransferable Utility (NTU) Definition 1. A Bayesian coalitional game with nontransferable utility is defined as
The formulation of this game is as follows:
. Players. The set of players consists of N rational mobile nodes and is denoted by IN ¼ f1; . . . ; Ng .
. Type. The type space is denoted by . Probability Distribution. P is a common a priori probability over the type in T T. With a discrete type space, the expected payoff of node i can be defined as follows [18] :
where i and i denote, respectively, the nonnegative weight constants of the average utility and the average cost of delivering a packet to other mobile nodes in the same coalition. Since the type t i of mobile node i is completely known to itself, for node i, p
Snfig Þ is its joint belief probability about other mobile nodes in the same coalition S corresponding to the index k, andt i Snfig is the belief vector of mobile node i about the types of other mobile nodes. For a particular index k, the joint belief probability can be expressed as follows:
where t i j is the type of mobile node j believed by mobile node i.
The utility of mobile node i is defined as a function R i ðSÞ as follows:
where d i ðSÞ is the packet delivery delay for mobile node i 2 S,d i ¼ d i ðfigÞ is the packet delivery delay when mobile node i acts alone, and d
T TL i
is the timeto-live (TTL) value for a packet.
The average cost of mobile node i for delivering a packet to any mobile node j in the same coalition can be expressed as follows:
where c ij ðSÞ is the average cost that mobile node i incurs for delivering a packet destined to mobile node j in the same coalition S and jSj is the number of mobile nodes in coalition S. In Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TMC.2011.251, 5 we formulate a Markov chain model to find the utility and the average cost (and hence the expected payoff) of each mobile node under uncertainty about other mobile nodes' types. . Preference. # i describes player i's preference. For example, S 1 # i S 2 means that player i prefers to be a member of coalition S 2 at most as much as S 1 . . Action. The action of each player is to make a decision on which coalition to form (i.e., to join or leave a coalition) based on its own payoff and the payoffs of other players in the current coalition as well as the new coalition. Each of the well-behaved mobile nodes always helps others by sending cooperative acknowledgements and doing cooperation. However, due to a false positive observation error which occurs with probability 0 < p e < 1, a mobile node imperfectly observes other mobile nodes' behaviors. Note that a false negative observation error occurs with probability p s ¼ 0.
In this paper, we consider a nontransferable utility coalitional game since the individual payoff of each mobile node (i.e., utility as a function of packet delivery delay minus cost of helping other nodes to deliver packets) cannot be given or transferred arbitrarily to other mobile nodes. The solution of the coalitional game is a stable coalitional structure.
Coalition Formation
Definition 2. A coalitional structure is a set of coalitions spanning all the users in IN which is defined as Ç ¼ fS 1 ; . . . ; S l ; . . . ; S S g, where S l \ S 0 l ¼ ; for l 6 ¼ l 0 and S is the total number of coalitions for 1 S N, and
The coalition consisting of all the mobile nodes is referred to as a grand coalition. There can be 2 N À 1 distinct nonempty coalitions and D N different coalitional structures for N players, where D N is the Nth Bell number given as follows:
Let S i l denote any coalition S l for i 2 S l . In a coalitional game, a player's action is to choose a coalition that the player prefers to be a member of according to its expected payoff. Therefore, the concept of preference has to be defined. Since a player is rational and the expected payoff of a player in a coalition depends only on the members of the coalition and can be predicted, this game can be considered a hedonic game which is a special case of NTU game [19] . From the definition of hedonic game, the preference of a node can be defined as follows: 
Coalition Formation Algorithm
At any time , any single mobile node in a coalition can decide to leave its current coalition and/or join a new coalition (i.e., make an individual decision). We present a distributed algorithm (Algorithm 1) based on mobile nodes' strict preferences as presented in Definition 3 to achieve a solution of the game. Algorithm 1 works as follows: first, the time is initialized to be zero, and also the coalitional structure is initialized. The algorithm repeats the following steps. Any mobile node i makes a decision to leave or to join the new coalition. To do so, the mobile node has to compute its expected payoff. Given the calculated expected payoff, the mobile node randomly selects a coalition to join. After joining, the mobile node recalculates its expected payoff. If the new expected payoff is higher, the mobile node requests to join the new coalition by sending request message to the coordinator. Upon receiving the request message, the mobile nodes in the target coalition evaluate their expected payoffs in the case that mobile node i joins their coalition. If the expected payoff is higher, the new coalition will be formed. Otherwise, there is no change of the coalitional structure.
Next, we consider whether any coalitional structure obtained from Algorithm 1 is Nash-stable. The definition of a Nash-stable coalitional structure is given as follows: [19] .
From the definition, if a coalitional structure (i.e., a set of coalitions) is stable, then
. No player i has an incentive to leave its current coalition S i l and act alone (i.e., S
This implies that no player believes that she will be better off (in terms of expected payoff) by acting alone, i.e., " u i ðS l ;t i Sl Þ ! u i ðfig; t i Þ. . Given a player's beliefs about the other players, no player i will have an incentive to move from its current coalition S i l to any other coalition (assuming that the other coalitions do not change) that makes the coalitional structure to change (i.e., S
This implies no player believes that she will be better off by joining the new coalition S l 0 without making all the players in the coalition S l 0 believe that they will be worse off, i.e.,
In the next section, we analyze the stability of the Bayesian coalitional game.
ANALYSIS OF THE BAYESIAN COALITIONAL GAME
The concepts of Nash-stability and core [20] , [21] are used to analyze the stability of the Bayesian coalition formation game. Also, a discrete-time Markov chain (DTMC) model is developed to analyze the coalition formation algorithm. Note that since the preferences of players are based on their expected payoffs given their beliefs about other players' types, the Nash-stability may be described as the Bayesian Nash-stability which is comparable to the Bayesian Nash equilibrium of a noncooperative game with incomplete information.
Bayesian Nash-Stability
Theorem 1. Algorithm 1 will converge to a Nash-stable coalitional structure Ç Ã .
Proof. From Definition 3, any mobile node will be able to move to another coalition only when none of the mobile nodes in that coalition is worse off (i.e., the mobile nodes believe that they will not be worse off in terms of expected payoff after the new node joins). Starting with any coalitional structure Ç, if any mobile node i still prefers to move to a new coalition based on Definition 3 (i.e.,
), then the current coalitional structure is not Nash-stable. Consequently, the current coalitional structure changes to a new coalitional structure after mobile node i joins a new coalition (i.e., lines 10-12 of Algorithm 1). Since there can be 2 N À 1 distinct nonempty coalitions and D N different coalitional structures as given in (6), this implies that there are maximum 2 NÀ1 coalitions including an empty coalition for each mobile node i to possibly join. The worst case is that if mobile node i cannot find any nonempty coalition (i.e., the number of members of the coalition is greater than zero, jS k j > 0) to join, mobile node i then forms its singleton coalition.
Note that mobile node i moving to the empty coalition from its current singleton coalition (i.e., currently it is not a member of any other coalition) is considered to have no incentive to deviate from the current coalition because there would be no change in the coalition structure (i.e., it is still the same singleton coalition). Since the number of coalitions that each mobile node i can be a member of is finite, the algorithm will converge to a Nash-stable coalitional structure Ç Ã . t u From [19] , a Nash-stable coalitional structure is also an individually stable coalitional structure (i.e., Nash-stability is a subset of individual stability).
This definition means that no player can move to another coalition, which it prefers to join, without making some members of that coalition worse off. Moreover, we can observe a more specific example of the condition of existence of an individually stable and also Nash-stable coalitional structure which does not consist of any singleton coalition. In particular, no player will leave its current coalition and join an empty coalition (i.e., no singleton coalition will be formed) if the following proposition is true. Proof. This observation states that no player forms a singleton coalition since each player believes that a better expected payoff can be obtained by being a member of a coalition. Since the payoff of a player will be zero if the player acts alone, from (2), we can show that u i ðfig;
According to Algorithm 1, we can obtain a Nash-stable and individual stable coalitional structure at the end. t u
Since there can be multiple Nash-stable coalition structures, we formulate a discrete-time Markov chain to analyze the Nash-stable coalitional structure [22] resulting from the distributed algorithm.
Discrete-Time Markov Chain-Based Analysis of Coalition Formation
The DTMC follows Algorithm 1 when the state (i.e., coalitional structure) changes based on individual preferences of the players. As an example, with three players, the state transition diagram of the DTMC for coalition formation is shown in Fig. 2 . The state space of the DTMC can be expressed as follows:
where Ç x is a coalitional structure and D N is the Nth Bell number. The transition probability of this DTMC is denoted by Ç;Ç 0 . In particular, Ç;Ç 0 is the probability that the coalitional structure changes from Ç to Ç 0 . Let B Ç;Ç 0 denote the set of players involved in the change of coalitional structure from Ç to the coalitional structure Ç 0 . For example, players 1 and 2 are involved in the change of the coalitional structure from Ç ¼ ff1g; f2g; f3gg to Ç 0 ¼ ff1; 2g; f3gg. The transition probability from state Ç to Ç 0 is then found as follows:
where
N is the probability that player i is selected to make her individual decision, 
T , where Çx is the probability that the coalitional structure Ç x will be formed.
Bayesian Core
In this solution concept, the core is regarded as a set of payoffs corresponding to a grand coalition upon which no other coalition can improve, and therefore, no player has an incentive to leave the grand coalition. The grand coalition refers to a coalition of all the N players, i.e., all mobile nodes participating in the game. We study the conditions to achieve the core of the Bayesian coalitional game (i.e., Bayesian core). 
We can use the concepts of core and Bayesian core in the nontransferable utility game [20] , [21] and the transferable utility game [15] , [16] , [17] , respectively, to define the Bayesian core in NTU game in Definitions 7 and 8.
Definition 7.
For an NTU Bayesian coalitional game, the weak Bayesian core is defined as follows:
This definition indicates that there exist payoffs from the grand coalition upon which no other coalition can improve so that no member in the grand coalition believes that she is better off by deviating from the grand coalition (i.e., no other coalition blocks the grand coalition and its payoffs). Remark 1. Clearly, in our game model, the coalitional structure composed of only the grand coalition can be a Nash-stable coalitional structure but its expected payoffs may not be the Bayesian core (i.e., the grand coalition can be blocked by other coalitions). On the other hand, if the Bayesian core is not empty, then the coalitional structure composed of only the grand coalition exists and is Nash-stable.
Next, we consider another stability concept called strong Bayesian core. Let " u i j ðS;t i S Þ and # i j be the expected payoff vector of mobile node j and the preference of mobile node j believed by mobile node i, respectively, when they are members in any coalition S. Note that, " u i i ¼ " u i , as shown in (2), and " u i j , for j 6 ¼ i, can be calculated based on the types of other mobile nodes believed by mobile node i as follows:
Then, the preference of mobile node j believed by mobile node i can be found by following Definition 3 and using (12) to find the expected payoffs.
Definition 8.
For an NTU Bayesian coalitional game, the strong Bayesian core is defined as follows: 
The definition states that there exist payoffs from the grand coalition such that, no member in the coalition believes that she is better off by leaving the grand coalition, and each member, who uses her own view of expected payoffs of others members, believes that no other member is better off if she leaves the grand coalition. The strong Bayesian core is a subset of the weak Bayesian core. Therefore, if the weak Bayesian core exists, it may or may not be the strong Bayesian core. In our NTU game, the strong Bayesian core cannot be considered if all the needed information about the other mobile nodes (i.e., weight constants and costs of packet delivery) except their actual types are not known to each player. Moreover, the core is a special case of the weak Bayesian core when there is no type uncertainty (i.e., all the players perfectly know each other's actual type). Since a Bayesian coalitional game generalizes a coalitional game, the Bayesian core may be empty [15] .
For an NTU game, the Bondareva-Shapley theorem [21] , [23] states that the core of a game is not empty if and only if the game is balanced. 
Proof. Since i ! 0 and i ! 0, we can find i and i such that constraint in (15) holds. If the constraint in (15) does not hold, i.e., u i ðS;t i S Þ < u i ðfig; t i Þ ¼ 0, then each mobile node will act alone, and the core is empty. Next, we can express V ðSÞ and V ðINÞ as follows:
If the constraint in (16) For example, if i ¼ 0, 8i 2 IN, then each mobile node in any coalition has no cost for packet delivery. Intuitively, the expected payoffs of all the mobile nodes will be the highest (i.e., the lowest delivery delay for all the mobile nodes). Then, we can obtain IN 1 i S, 8i 2 IN, and 8 S IN. Moreover, the obtained coalitional structure, which contains only the grand coalition, i.e., Ç ¼ fINg, is also Nash-stable and individually stable since there is no mobile node i that has an incentive to leave the grand coalition and act alone (i.e. , IN 1 i fig). t u Remark 2. From Observation 1, there can be multiple Nashstable coalitional structures which are the solutions of the game and one of them can be the grand coalition. The grand coalition for which the set of associated expected payoffs may or may not be the Bayesian core, may not be reached by the proposed algorithm since the algorithm will terminate when any Nash-stable coalitional structure is achieved. Hence, if the Nash-stable coalitional structure composed of only the grand coalition needs to be obtained, the initial coalitional structure in Algorithm 1 has to be set to the grand coalition. Then, if the grand coalitional structure is not Nash-stable, any other coalitional structure, which is Nash-stable, will be obtained.
The different solution concepts described above for the proposed cooperative packet delivery game are summarized in Table 1 .
DYNAMIC BAYESIAN COALITIONAL GAME
In this section, we extend the static Bayesian coalitional game to a multistage dynamic Bayesian coalitional game and propose a distributed algorithm for this game. In this game, a player can update her beliefs (i.e., probabilities) about the types of other players as the game evolves. The update is made based on each player's observations about others' behaviors. When the coalitional game with belief update mechanism is repeatedly played, it will converge to a solution which is the same as the solution that could be obtained when all the information are known (i.e., players' types are known). 
Belief Update Mechanism
Each player (i.e., mobile node) can update her beliefs about the types of other players according to Bayes' theorem [24] . As in Section 2.2, let us consider the situation that mobile node i requests a packet from node j. In this case, mobile node i can observe whether node j sends the packet or not. Two cases can happen in this scenario, which we define as ij ð! c ¼ c Þ and ij ð! n Þ. Here ij ð! c ¼ c Þ denotes the event that mobile node i observes a cooperative acknowledgement ! c implying that it receives the packet from mobile node j successfully. ij ð! n Þ denotes the event that mobile node i observes a noncooperative acknowledgement ! n implying that it has not received any packet from mobile node j. Given an observation ij ð! c ¼ c Þ or ij ð! n Þ at the ij th time of observation, where ij ! 0, mobile node i can update its belief probability about mobile node j's wellbehaved type according to Bayes' theorem as shown in (19) and (20) .
If mobile node j is misbehaving, the probability that the mobile node will refuse to deliver packets is & i . At the time instant ij þ 1, the belief probability of mobile node i that mobile node j refuses to deliver a packet, when mobile node j is misbehaving, is denoted by & ij þ1 ij , and can be found by using (21) and (22) . Let j ij ð! c ¼ c Þj, j ij ð! n Þj, and j ij j denote, respectively, the number of observations of cooperative acknowledgement ! c , noncooperative acknowledgement ! n , and total observations of acknowledgement. In (21) , the probability that mobile node i will observe a cooperative acknowledgement ! c can be expressed as the ratio between j ij ð! c ¼ c Þj and j ij j. In (22) , the probability that mobile node i will observe a noncooperative acknowledgement ! c can be expressed as the ratio between j ij ð! n Þj and j ij j. Note that the expression on the left hand side of the equation is the theoretical probability but the expression on the right hand side is the probability computed from the actual observations.
Then, given mobile node i's belief probability p ij ij about mobile node j's well-behaved type and the number of observations j ij j ijþ1 , j ij ð! n Þj ijþ1 , and j ij ð! c ¼ c Þj ijþ1 at the ij þ 1th time of observation, mobile node i can estimate its & ij þ1 ij as shown in (23) and (24), where
For mobile node i, we obtain the new belief probability that mobile node j will refuse to deliver packet at the ij þ 1th time of observation, i.e., & ij þ1y ij , in (23) . Note that in (23) , when both the number of observations of cooperative acknowledgement (i.e., j ij ð! c ¼ c Þj ij þ1 ) and the number of observations of noncooperative acknowledgement (i.e., j ij ð! n Þj ij þ1 ) are greater than zero, using either the first or the second equation will give the same result. Since the probability obtained at each time of observation is independently calculated using the statistical data (i.e., 
where w 1 and w 2 are adjustable weight constants such that 0 < w 1 < 1, 0 < w 1 1, and w 1 þ w 2 ¼ 1. Note that the linear combination in (24) is based on the concept of exponential moving average (EMA) which is a standard method of estimating an unknown parameter [25] . It is used to estimate the belief & ij þ1 ij at step ij þ 1 when the instantaneous belief & ij þ1y ij in (23) is given. We can compare the solution of the dynamic Bayesian coalitional game with a dynamic Bayesian noncooperative game. In a dynamic Bayesian noncooperative game [18] , a combination of strategies and beliefs is a perfect Bayesian equilibrium if
. the beliefs of each information set are updated by Bayes' theorem whenever applicable, and . the strategy of each player at each information set is optimal or it maximizes her expected payoff with respect to her beliefs given the strategies of all the other players (i.e., this is called sequential rationality). Then, when the coalitional game is repeatedly played (i.e., in a multistage game), the players' beliefs are updated according to Bayes' theorem and the players make their decisions to leave and join any coalition optimally based on their preferences (i.e., optimal actions with respect to their beliefs given the strategies of all the others) until a (Bayesian) Nash-stable coalitional structure is achieved. Hence, the solution of each subgame, which is Nash-stable coalitional structure, can be compared to the perfect Bayesian equilibrium for a dynamic Bayesian noncooperative game.
Distributed Algorithm
We present an algorithm for dynamically playing a coalitional game with belief update mechanism based on (19)- (24) in Algorithm 2. First, mobile node i initializes the counter for time of observation, and its belief. Then, the coalitional game is played and a Nash-stable coalitional structure is obtained according to Algorithm 1. Each mobile node then updates its beliefs about other mobile nodes' types while it is helping others in packet delivery. When a period of time to do cooperative packet delivery ends, the mobile nodes repeatedly play the coalitional game given their updated beliefs. In this case, if any player is misbehaving, the belief probabilities for other players about this player's well-behaved type will decrease or that of misbehaved type will increase due to the belief update mechanism. When the mobile nodes repeatedly play the coalitional game given their updated beliefs, the algorithm converges to the Nash-stable coalitional structure which is the same as the solution that could be obtained when all the players' types are known. (19) and (20) . 9: end loop until packet delivery is done or network state changes 10: Go to Step 3.
PERFORMANCE EVALUATION
We apply the proposed cooperative packet delivery framework in a vehicle-to-roadside (V2R) communications scenario (i.e., the mobile nodes shown in Fig. 1 are vehicles) .
In such a scenario, data is transferred through the roadside base stations or wireless access points. Each vehicle is equipped with a Wi-Fi transceiver for downloading data when the vehicle is connected to the RBS.
Simulation Parameters and Assumptions
To obtain the parameters on rate of encounters among the vehicles, we use a microscopic road traffic simulation package named "SUMO," an acronym for "Simulation of Urban MObility" [26] and then use MATLAB to analyze the results obtained from the SUMO simulator. Using the parameters in Table 2 , the rates obtained for each vehicle to meet other vehicles and an RBS (i.e., r ij ) are shown in Table 3 . The area of the road map is of size 2 Â 2 km with 121 intersections. An RBS is located at an intersection for every 200 m in both horizontal and vertical directions, and they are connected by a wired infrastructure. There are 100 vehicles in the area among which four vehicles, namely, vehicles 1 to 4, are selected to show the performance evaluation results. Each vehicle moves along the shortest path from a random originating position to a random destination position. Based on the simulation results, we verify the assumption that the time interval of a pair of vehicles to encounter each other is exponentially distributed [11] . Fig. 3 shows the cumulative distribution function (CDF) of the time interval between two consecutive encounters of a pair of vehicles observed in the simulation. It is observed that the CDF obtained from simulations well matches that of an exponential distribution with mean of 1/ 0.0145 seconds.
We assume that the type of each of vehicle 1, vehicle 2, and vehicle 3 is misbehaving with & 1 ¼ 0:90, & 2 ¼ 0:70, and & 3 ¼ 0:50, respectively. Vehicle 4s type is well behaved (i.e., & 4 ¼ 0). Vehicle i initially believes that the types of the other vehicles j are well behaved with probability p ij ¼ 0:99 and misbehaving with probability 1 À p ij ¼ 0:01. The false positive observation error occurs with p e ¼ 0:1. Also, each Fig. 3 . Cumulative distribution function of the time interval between two consecutive encounters of a pair of vehicles.
vehicle i initially believes that if another vehicle j is misbehaving, it will refuse to deliver a packet with the same probability & ij ¼ 0:1. The weight constants of the utility function are assumed to be 1 
A large value of means that the utility of a vehicle will change significantly when the packet delivery delay changes by a small amount. The weight constants of the cost function are assumed to be
A small value of (e.g., zero) means that the vehicle does not care about the cost it incurs. We assume that w 1 and w 2 (i.e., the weight constants for updating & i ) are 0.9 and 0.1, respectively. Since there are four vehicles, there are 15 possible coalitions (Table 4 ). The Time-To-Live value for all packets is assumed to be d We compare the stable solution from the proposed rational coalition formation game with incomplete information with the solution from optimal coalition formation, and the solution from rational coalition formation with complete information. In the optimal coalition formation, vehicles will form coalitions to maximize the total payoff of all the vehicles given that all the information are completely known. In the case of rational coalition formation with complete information, the coalitions are formed by the vehicles to maximize their individual payoff given that all the vehicles' types are completely known. Structure   Fig. 4 shows the stationary probabilities of the Nash-stable rational coalition solutions with incomplete information, with complete information, and optimal coalition solution. For the Nash-stable rational coalition formation with incomplete information, there are three Nash-stable coalitional structures, i.e., Ç Ã 13 ¼ ff1; 3; 4g; f2gg, Ç Ã 14 ¼ ff1g; f2; 3; 4gg, and Ç Ã 15 ¼ ff1; 2; 3; 4gg. For the Nash-stable rational coalition formation with complete information, there are two Nash-stable coalitional structures, i.e., Ç Ã 6 ¼ ff1; 4g; f2; 3gg and Ç Ã 12 ¼ ff1; 2; 4g; f3gg. For the optimal solution, since the highest total payoff of the optimal coalitional structure is Ç Ã 15 , the probability of this coalitional structure is one. Fig. 5 shows the Nash-stable coalitional structure with incomplete information obtained from the individual preference-based algorithm (i.e., Algorithm 1). The initial coalitional structure for each run of the algorithm is set to Ç 1 , Ç 5 , Ç 10 , and Ç 15 . When the algorithm runs, we can observe that the coalitional structure changes and then it converges to the Nash-stable coalitional structure, i.e., coalitional structure Ç Fig. 4 . Assuming that the cost coefficient c i is the same for all the vehicles, we vary the cost coefficient c i of all vehicles from 0 to 3. Figs. 6a, 6b, and 6c show, respectively, the Nash-stable Fig. 4 . Stationary probability of the Nash-stable rational coalitional structures with incomplete and complete information and optimal coalitional structure. coalitional structures with incomplete information, with complete information, and the optimal coalitional structure under different values of the cost coefficient. As shown in Fig. 6 , all the vehicles will act alone (i.e., Ç Ã 1 is formed) and the total payoff becomes zero when the cost coefficient is greater than 2, 1.4, or 2.1 in the cases of incomplete information, complete information or optimal solution, respectively. Moreover, as shown in Fig. 6a , with incomplete information, the grand coalition and the Bayesian core (i.e., the payoffs of the grand coalition) exist when the cost coefficient is between 0 and 0.6 since there is only one Nashstable coalitional structure Ç Ã 15 . When the cost coefficient lies between 0.7 and 1.2, the grand coalition may not be formed since it can be blocked by other Nash-stable coalitional structures (e.g., there are two other Nash-stable coalitional structures Ç Ã 13 and Ç Ã 14 ). Also, as shown in Fig. 6b , with complete information, the grand coalition is Nash-stable when the cost coefficient lies between 0 and 0.4. When the cost coefficient is between 0.5 and 1.9, the grand coalition may not be formed since other Nash-stable coalitional structures (e.g., Ç Ã 6 , Ç Ã 12 , and Ç Ã 13 ) can also be formed.
Numerical Results
Nash-Stable Coalitional
Payoffs of the Nodes
Given all the possible Nash-stable coalitional structures as shown in Figs. 6 and 7 shows the average total payoff of all the vehicles under different values of the cost coefficient. The average total payoff of all the vehicles is obtained as follows:
where D N is the Nth Bell number and u i ðS i l Þ is the payoff of vehicle i when it is a member of coalition S i l . As expected, for small value of cost coefficient, the average total payoff is high when the coalition is formed. However, when the value of cost coefficient increases, the average total payoff of all vehicles decreases since a higher cost is incurred to all vehicles involved in the cooperative packet delivery. As a result, a vehicle will leave its current coalition if the utility is not higher than the cost incurred from cooperative packet delivery. Moreover, the average total payoff from the optimal solution is equal to or higher than the average total payoffs of the Nash-stable solutions of the rational coalition formations with incomplete and complete information and the payoff when all the players act alone. Note that the Nash-stable solutions of the rational coalition formations with incomplete and complete information are different. Hence, the average payoff of the Nash-stable solution of the rational coalition formation with incomplete information may or may not be higher than that with complete information.
Observation 2. Given a coalitional structure obtained from Algorithm 1, without any belief update, the expected payoff of each vehicle computed under incomplete information is not necessarily lower than the payoff when the vehicle acts alone. However, the payoff actually obtained by each vehicle may be lower than the payoff when the vehicle acts alone. Discussion. A coalitional structure obtained from Algorithm 1 is guaranteed to be Nash-stable. Consequently, each vehicle believes that its expected payoff is greater than or equal to the payoff when it acts alone. However, the coalitional structure may not be a Nashstable when the complete information scenario is considered. Hence, the vehicle's actual payoff (i.e., the payoff computed based on the actual types of the vehicles after the coalitional structure is formed based on the vehicles' beliefs) may be lower than the payoff when the vehicle acts alone as shown in Fig. 8 . Figs. 8a, 8b , 8c, and 8d show the average payoffs of vehicles 1, 2, 3, and 4, respectively. We can see that the average payoffs of all vehicles obtained from the proposed game model with incomplete information and with complete information are not lower than zero. In particular, the expected payoff of vehicles at the Nash-stable coalition is not lower than that when they act alone. However, with incomplete information, in some cases, the actual payoff can be lower than zero due to lack of true information about other vehicles' types.
Observation 3. Given a Nash-stable coalitional structure, with the belief update mechanism, each vehicle will obtain the expected payoff close to the actual payoff. Moreover, the actual payoff obtained from the dynamic Bayesian coalitional game can be similar to that from the coalitional game with complete information or at least the actual payoff when the vehicle acts alone. Discussion. When the Bayes' theorem is used to update the beliefs about the other vehicles in the same coalition, the probabilistic beliefs of the vehicles will converge to the actual values. Then, the expected payoff of each vehicle will converge to its actual payoff. The updated expected payoff may change the Nash-stable coalitional structure. If all of the vehicles' beliefs converge to the actual values, the actual payoffs from the dynamic Bayesian coalitional game will converge to the same values of payoff obtained from the coalitional game with complete information. The results are shown in Figs. 9 and 10 . However, if a vehicle has no chance to update its beliefs, its actual payoff may not converge to the payoff obtained from the coalitional game with complete information. In the worst case, the vehicle acts alone after the vehicle can learn some other vehicles' actual types. Hence, the actual payoff is not lower than the payoff when the vehicle acts alone.
Dynamic Bayesian Coalitional Game
Given that the grand coalition is formed when the cost coefficient is 1.0, Figs. 9a and 9b show the probabilistic beliefs of vehicle 4 when vehicles 1, 2, and 3 are well behaved and the probabilistic beliefs of vehicle 4 when vehicles 1, 2, and 3 refuse to deliver a packet, respectively. After vehicle 4 observes the behaviors of vehicles 1, 2, and 3, it updates its beliefs about the other vehicles' types accordingly. Vehicle 4's belief probabilities that vehicles 1, 2, and 3 are well-behaved converge to zero. Also, vehicle 4's belief probabilities that vehicles 1, 2, and 3 will refuse to deliver a packet are close to the actual probabilities (i.e., 0.9, 0.7, and 0.5, respectively). Fig. 10 shows the Nash-stable coalitional structure formed during each period of coalition formation according to Algorithm 2. Given the initial beliefs of all the vehicles and after the first period of coalition formation, with the cost coefficient 0, 1, 2, and 3, the Nash-stable coalitional structures are Ç Ã at the end of the coalition formation periods 1, 2, 3, and 4, respectively. Given that the cost coefficient is 2, the Nashstable coalitional structure changes from Ç , at the end of coalition formation periods 1, 2, 3, and 4, respectively. When the cost coefficient is 0 and 3, the Nash-stable coalitional structure does not change. When the cost coefficient is 0, all the vehicles will always form the grand coalition regardless of the types of all the vehicles. When the cost coefficient is 3, Ç Ã 1 is first formed, and no vehicle has a chance to update its beliefs. However, with the complete information, the same Nashstable coalitional structure is reached. Comparing the results shown in Figs. 6 and 10 , we observe that, the Nash-stable coalitional structure obtained from the dynamic Bayesian coalitional game with incomplete information and the belief update mechanism converges to the same Nash-stable coalitional structure obtained from the coalitional game with complete information. Hence, the actual payoff from the dynamic Bayesian coalitional game is similar to the payoff obtained from the coalitional game with complete information. Moreover, there is a case that a vehicle has no chance to join any coalition with others. For example, with incomplete information of the vehicles' types and given the vehicles' beliefs, the Nash-stable coalitional structure in which all the coalitions are singleton coalitions, i.e., Ç Ã 1 is first formed. Then, a vehicle will not have a chance to update its beliefs about the other vehicles' types. With complete information, if the obtained Nash-stable coalitional structure is not the same as that with incomplete information (i.e., it is not Ç Ã 1 ), it is not possible that the actual payoff from the Bayesian coalitional game will converge to the payoff obtained from the coalitional game with complete information. However, if a vehicle cannot update all its beliefs, its actual payoff will not be lower than the payoff when it acts alone.
RELATED WORK
There are only a very few works using the dynamic Bayesian game theory to solve the resource allocation problem in wireless and mobile communications systems. For example, in [27] , [28] , a multislot coopeartive spectrum sharing mechanism was modeled as a dynamic Bayesian bargaining game. A primary user (PU) offers its licensed spectrum to a secondary user (SU) while the secondary user will relay the primary user's data. However, the information about SU's energy cost is unknown by the PU. A perfect Bayesian equilibrium or sequential equilibrium, which is a refinement of perfect Bayesian equilibrium, can be obtained as the solution of the game.
In our cooperative packet delivery model, we have used a dynamic Bayesian coalitional game. The key idea of the coalitional game theory is to study the formation of coalition among players in a game. In wireless networks, coalitional games have been used to model and analyze the resource allocation problem, where coalitions of mobile nodes are formed so that the mobile nodes achieve higher utilities compared to when they do not form coalitions. In [5] , a coalitional game model was used to solve the problem of packet-forwarding among boundary nodes and backbone nodes in wireless networks. As a result, the boundary nodes can transmit their packets effectively. In [6] , a coalitional game was proposed for cooperative data service among the base stations in vehicular networks. Through coalitions, the revenue of any cooperative group of base stations can be improved by exploiting the underlying vehicle-to-vehicle content-sharing network. In [7] , a coalitional game was proposed for cooperative bandwidth sharing among mobile nodes (i.e., vehicles) in vehicle-to-roadside communications scenarios. When mobile nodes form coalitions, the mobile nodes can reduce the cost of bandwidth reservation while meeting their quality-of-service (QoS) requirements; hence, higher utilities can be achieved.
In reality, it is not guaranteed that the rational mobile nodes, which are the members of the coalition, will agree to always help each other in the same coalition since some of them may misbehave. For packet forwarding in mobile ad hoc networks (MANETs), some reputation-based and game theory-based cooperation enforcement mechanisms were proposed [29] , [30] , [31] to prevent nodes from misbehaving. However, most of the existing schemes assume that, to detect the misbehaving nodes, perfect observations of mobile nodes' behaviors (e.g., through monitoring systems) are available. There are only a very few work which consider that the nodes' behaviors cannot be perfectly observed. For example, in [31] , a noncooperative repeated game with belief-based cooperative enforcement mechanism was presented for packet forwarding in mobile ad hoc networks under imperfect observation.
In order to study the problems of cooperation under uncertainty or imperfect observation of mobile nodes' behaviors or types, coalitional game was generalized to Bayesian coalitional game [15] , [16] , [17] . In [15] and [17] , the Bayesian core, which is a solution concept of the Bayesian coalitional game, was studied. With this concept, no group of players would prefer to leave a grand coalition and form a new coalition. In [15] , the notion of Bayesian core in a transferable-utility Bayesian coalitional game was proposed based on how the payoffs can make a grand coalition stable given the beliefs about players' types. In [17] , the notion of ex-interim blocking was proposed to achieve the Bayesian core. Ex-interim blocking means that given the beliefs of the players, a grand contract is blocked by a coalition (i.e., a set of expected payoffs in the coalition, which the authors call a contract).
CONCLUSION
We have presented a dynamic Bayesian coalitional game for coalition-based cooperative packet delivery among mobile nodes in a mobile network under uncertainty in node behavior (i.e., selfishness of nodes). The mobile nodes are rational to form coalitions to maximize their individual payoffs. Based on the individual preferences, which are related to the expected payoffs of the nodes, a Bayesian coalitional game has been formulated to model the decision making process of mobile nodes (e.g., to cooperatively deliver the packets of other mobile nodes or not). A Nashstable coalitional structure, which is the solution of this coalitional game, can be obtained by using the individual preference-based algorithm. Moreover, a belief update mechanism based on Bayes' theorem has been proposed. With this mechanism, each mobile node can update its beliefs about the other mobile nodes' types (i.e., well behaved or misbehaving) under the proposed Bayesian coalitional game. A comprehensive performance evaluation has been carried out for the proposed Bayesian coalitional game.
