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Introduction
Building software by combining off-the-shelf and dedicated components has become an established approach to achieving reuse, modularity, productivity and reliability in the software development process. Contracts have been proposed as an instrument to facilitate the correct use of components. A contract is a collection of conditions written in terms of the interface of the component. It specifies requirements which any implementation of the component is supposed to satisfy, provided that the other components on which it depends for its implementation similarly satisfy corresponding requirements, which are included in the contract too. Ideally, it can be determined whether a given combination of components would work correctly by checking whether the contracts of the individual components agree on the relevant requirements. Four levels of contracts have been identified in [BJPW99] . These are the syntactical level, which is essentially about interface compatibility as known in programming languages, the behavioural level, the synchronization level and the quality of service level. Quality of Service (QoS) is a collective term for non-functional requirements such as worst-case and average execution time, and the consumption of resources such as memory, power, badwidth, etc.
Component models are built around appropriate formalisations of the notions of interface, contract, component composability, composition, etc. A contract theory for components based on the notion of design from [HH98] has been proposed in [HLL06, HXZ06] and has become known as the rCOS model. Since designs capture input-output relations, this model is mostly about the functional requirements on components, that is, about contracts which do not capture the last level from [BJPW99] . QoS has not been given special attention in this model. In our previous work, we have extended the rCOS component model to enable the specification and reasoning on requirements on timing and resources [Dan05, HD07] . We have considered hard requirements, where, e.g., not meeting a deadline is regarded as fatal. We used the Duration Calculus (DC ) as our notation. QoS is mainly concerned with soft requirements, where, e.g., not meeting a deadline can be tolerated as long as its probability is low and the delay is reasonably small. That is why the formal reasoning about requirements on the QoS of components involves reasoning about probability. This was confirmed by our experience with the benchmark CoCoME example [CHD + 07].
In this paper we develop a technique to reason about QoS of real-time embedded systems using a probabilistic extension of DC . We extend designs to capture probabilistic requirements on execution time. We show how reasoning about such requirements can be done in an infinite-interval-based system of probabilistic DC (PDC ). A probability operator was first introduced to DC in [LRSZ93] for the case of discrete time. A real-time system of PDC was first proposed in [DZ99] . The system of PDC we are using in this paper was proposed in [Gue07] as an extension of a corresponding system of Probabilistic Interval Temporal Logic with infinite intervals (PITL). P DC with infinite intervals subsumes the systems of PDC from [LRSZ93, DZ99, Gue00b] and has a relatively complete proof system to support formal reasoning. The fitness of (non-probabilistic) DC for reasoning about real-time systems has been asserted by numerous case studies [ZZ94, DW96, SX98, Dan98, LH99] . Since DC is interval-based, reasoning about the behaviour of whole method executions, including their execution time, is relatively straightforward in DC . By using a probabilistic extension of DC we are able to enjoy this advantage when reasoning about QoS requirements too.
The paper is organised as follows. We first give preliminaries on PITL and PDC and its inderlying system of ITL with infinite intervals. The proof system for PITL from [Gue07] is minimal and barely complete. To facilitate deduction, we extend it by a number of useful theorems and derived rules, which we give in the Appendix. Next we propose a toy real-time concurrent programming language in order to illustrate our approach. We give a formal semantics of this programming language in DC with infinite intervals. Then we give some examples of reasoning about the probabilistically distributed execution time of programs written in this language using this formal semantics.
In the examples we demonstrate the use the derived rules and theorems from our extended proof system for PITL for the calculation of the probability of execution time. Having thus provided some motivation for our setting, we propose a way to extend designs as known from [HH98] to probabilistic timed designs and introduce a corresponding notion of probabilistic timed contracts. We define composition of probabilistic timed contracts and show how the execution time distributions appearing in the composition can be calculated using those given in the contracts being composed. We conclude the paper by some comments on our approach.
Preliminaries
Here follows a brief formal introduction to the systems of PITL and PDC from [Gue07] . We consider only the extended set of the real numbers R = R ∪ {∞} as the flow of time. We first describe the underlying non-probabilistic logic ITL with infinite intervals [ZDL95, PWX98, SX98, WX04] . In order to facilitate the description of repetitive behaviour, we include a least-fixed-point operator for nonprobabilistic formulas, which was introduced in [Pan95] and studied in [Gue00a] .
ITL with infinite intervals
ITL extends the syntax of predicate logic by a binary modality (.; .), known as chop. 1 Non-logical symbols are divided into rigid and flexible depending on whether their meaning is required to be the same at all reference intervals or not. Individual variables are rigid.
Models and satisfaction
We use the sets of intervals
Given σ 1 ∈ I fin and σ 2 ∈Ĩ(T ) such that max σ 1 = min σ 2 , σ 1 ; σ 2 stands for σ 1 ∪ σ 2 .
An interpretation of a vocabulary L is a function I on L which maps the symbols from L to members of R, functions and predicates on R, according to the type and arity of symbols. I(s) takes an interval fromĨ as an additional argument in case s is flexible. The interpretations of 0, ∞, + and =, which are mandatory in ITL vocabularies, are always the standard ones. Given an interpretation I, the values I σ (t) of terms t at intervals σ ∈Ĩ(T ) are defined in the usual way, with the reference interval being the additional argument for flexible symbols. There is a mandatory flexible constant , which always evaluates to the length of the reference interval. The satisfaction relation |= is defined by the clauses:
iff I, σ 1 |= ϕ and I, σ 2 |= ψ for some σ 1 ∈ I fin and σ 2 ∈Ĩ such that
Here #R stands for the arity of R, and I Abbreviations and precedence of operators Infix notation for arithmetics and equality and , ∧, ⇒, ⇔ and ∀ are used in the usual way. The universal closure ∀x 1 . . . ∀x n ϕ of a formula ϕ where {x 1 , . . . , x n } is the set F V (ϕ) of the free variables of ϕ is written as ∀ϕ.
Since (.; .) is associative, we omit the nested parentheses in formulas with consecutive occurrences of (.; .). Here follow the infinite-interval versions of some ITL abbreviations:
Note that the meanings of 2 and 3 in the original discrete-time system of ITL of Moszkowski [CMZ, Mos86] are different. Our usage originates from the literature on DC . The disjunctive member ( ; ϕ) in the definition of 3 is relevant only at infinite intervals. The formula ( ; ϕ; ) without it restricts the subinterval which satisfies ϕ to be finite.
3 and 2 bind more tightly and (.; .) binds less tightly than the boolean connectives.
Proof system Axioms and rules which have been shown to form a complete proof system for ITL with infinite intervals when added to a Hilbert-style proof system for classical first-order predicate logic with respect to an appropriate abstract domain of durations in [WX04] are given in Section A.1. 
DC with infinite intervals
. The values of other kinds of terms and |= are defined as in ITL. Flexible relation symbols of arity 0 are called propositional temporal letters in DC .
The expression S abbreviates = 0 ∧ ¬S = 0 and can be viewed as an abbreviation of 1 in DC .
Proof system Axioms and rules for both DC which have been shown to be complete relative to validity in real-time ITL in [HZ92] , are given in Section A.2. Iteration, also known as Kleene star, can be defined using µ as follows
The satisfaction of ϕ * can be defined by the clause:
Axioms and rules for µ in DC were proposed in [Pan95, Gue00a] .
We use ∃ on flexible constants and state variables with the usual meaning, in order to describe the semantics of local variables. Some axioms and rules about ∃ on flexible constants and state variables and their deductive power have been studied in [ZGZ00, Gue00a].
Probabilistic ITL and DC with infinite intervals
PITL extends the syntax of ITL terms by probability terms of the form p(ϕ) where ϕ is a formula. Formula syntax is as in ITL.
Models and satisfaction
A PITL model is based on a collection of interpretations of a given vocabulary. These interpretations are meant to describe the possible behaviours of the modelled system.
Consider a non-empty set W, a function I on W into the set of the PITL interpretations of some vocabulary L and a function P of type
. Let I w and P w abbreviate I(w) and λτ, X.P (w, τ, X), respectively, for all w ∈ W. I w and P w , w ∈ W, are intended to represent the set of behaviours and the associated probability distributions for every τ ∈ R in the PITL models for L.
Definition 1 Let τ ∈ R. We define the equivalence relation ≡ τ on W by putting w ≡ τ v iff I w (s) = I v (s) for all rigid symbols s ∈ L, except possibly the individual variables;
Given w ∈ W and τ ∈ R, we denote the set
Members of W which are τ -equivalent model the same behaviour up to time τ . If τ 1 > τ 2 , then ≡ τ 1 ⊂≡ τ 2 and w ≡ ∞ v holds iff P w = P v and I w and I v agree on all symbols, except possibly some individual variables. W w,τ is the set of those v ∈ W which represent the probabilistic branching of w from time τ onwards.
Definition 2 A general PITL model for L is a tuple of the form W, I, P where W, I and P are as above and satisfy the following requirements for every w ∈ W:
W is closed under variants of interpretations. If w ∈ W, x is an individual variable from L and a ∈ R, then there is a v ∈ W such that P v = P w and
P w represent probability measures. For every w ∈ W and τ ∈ R the function λX.P w (τ, X) is a probability measure on the boolean algebra
is required to be concentrated on the set W w,τ .
Informally, the probability for the system to choose a behaviour in X ⊆ W w,τ is P w (τ, X). Term values w σ (t), the satisfaction relation |= and its associated notation [[.] ] in PITL are given by the following clauses, where the components of the model M are named as above:
If ψ is a sentence, then
This means that [[ψ]]
M,w,σ consists of the interpretations v which are max σ-equivalent to w and satisfy ψ at the infinite interval starting at min σ. In case ψ has free variables
as the values of x 1 , . . . , x n , in order to preserve the intended meaning. This leads to the following definition:
The clauses for |= are
iff M, v, σ |= ϕ for some v ∈ W and some a from the domain of the sort of x such that P v = P w and
The probability functions λX.P w (τ, X) for w ∈ W and τ ∈ T in general PITL models M = W, I, P are needed just as much as they provide values for probability terms. That is why we accept structures of the form W, P, I with their probability functions λX.P w (τ, X) be defined just on the (generally smaller)
as general PITL models too.
Proof system for PITL
PITL is a conservative extension of ITL. Axioms and a proof rule which extend the proof system for ITL with intervals to a system for PITL which were shown in [Gue07] to be complete with respect to a generalisation of the R-based semantics, where R is replaced by an abstract domain and the probability measures are required to be only finitely aditive, are given in Section A.3.
Global probability in PITL
The probability functions λX.P w (τ, X) need not be related to each other in general models for PITL, whereas applications typically lead to models in which all the probability functions originate from a global probability function on the entire W. Assume that we have an origin of time τ 0 = min T and a distinguished w 0 ∈ W such that W w 0 ,τ 0 = W. Then λX.P w 0 (τ 0 , X) can be regarded as the global probability function and, given an arbitrary w ∈ W and τ ∈ R, the probability function λX.P w (τ, X) should represent conditional probability on sets of interpretations, the condition being τ -equivalence with w. Hence we should have
The following rules enable the derivation of approximations of (1) of arbitrary precision in the proof system of PITL for A ⊆ W and appropriate directed systems of partitions A 0 , . . . , A n of W w0,τ which can be defined by ITL formulas:
The proof system for PITL from [Gue07] is minimal. Some useful PITL theorems and derived rules, including ones about global probability are given in Section A.4. Here follows a derived rule which is particularly important to our examples. Let
A derivation of Seq is given in Section A.5.
Probabilistic DC
The system of probabilistic DC (PDC ) we use in this paper is obtained by adding state variables and duration terms to PITL in the way this is done in order to obtain (non-probabilistic) DC from ITL. The axioms and rules for DC with infinite intervals are complete for PDC relative to validity in PITL models based on R.
2 A toy concurrent programming language and its semantics in DC with infinite intervals
In this section we describe a toy language with a minimal set of control structures to illustrate our approach. The language of the one used in [GD02] . We allow a restricted form of method call, which we need in order to set the stage for the use of components and contracts. Here b, and r stand for boolean-and a real-valued expressions, respectively, and e stands for an arbitrary appropriately typed expression. We do not allow var to occur in the scope of other control statements. Assignments are assumed to be atomic. Parameters are passed by value. A mutual recursion statement can trigger an infinite computation. Tail-recursion is the only kind of repetitive behaviour that is expressible in the syntax of our language. This is achieved by explicitly requiring atomic statements other than stop, return and labels within letrec to be sequentially composed with some subsequent code, and allowing no subsequent code after recursive references to labels. We give no details on the type system and tacitly assume an appropriately many-sorted system of DC . Components are passive. The active part of a program is just a piece of code, typically a collection of concurrently running interleaved threads.
Syntax

Semantics
The execution of code produces a behaviour which can be described which express that computation time is negligible, a process can never be both running and terminated, and, once terminated, is never re-activated. We abbreviate the conjunction of these axioms by T(R, W ).
We use a dedicated pair of state variables R and W to describe the status of each thread, whereas N marks negligible time for all threads. We also use the abbreviations
K(V ) means that the variables from V preserve their values. K R (V ) means that, in addition, the thread is active throughout the reference interval. The clauses below define [[.] ] V , where V is the set of program variables which are in the scope in the given code. Reasoning about the probability for code that makes calls to imported methods to terminate within a certain deadline can be done in this setting too. Let C and m be as above. Then the probability for C to terminate within d time units can be expressed as the PDC term
Here, according to our assumption that computation time is negligible, we use ¬N and not to measure execution time. This means that only time spent on the execution of delay, and time consumed by other processes is taken in account. Now let F m be a rigid function symbol which denotes a lower bound for the probability for m to terminate within some given time. Let P m be the precondition for the successful execution of m. Then
means that the probability for C to terminate within d time units is at least c, provided that m is always run with its precondition satisfied and the probability for m to terminate within x time units is bounded from below by F m (x) for all x. The correspondence between the assumption on the execution time of m and the execution time of C can be expressed even more accurately, if we use a variable y instead of d and an expression F C in terms of y and F m instead of c:
Deriving F C , which takes F m as a parameter and is therefore a mapping from distributions to distributions, can be very difficult, but can turn feasible in some practically relevant cases. If the general form of F m is known up to certain numerical parameters such as its mean and variance, and the pattern of calls to m in C is simple enough (e.g., a fixed number of successive calls), then F C can be defined as a mapping from the domains of these numerical parameters instead of a space of distributions. The particular techniques for calculating F C are a topic of classical probability theory.
Example 1 Consider downloading e-mail, which consists of establishing a connection with the provider's server and then doing the actual download. Let the code C for downloading e-mail contain calls to two imported methods, connect() and getMail ():
Let F connect (t) be the probability for connecting within time t. Let the amount of e-mail to be downloaded be probabilistically distributed too; let the probability for the e-mail to be downloaded in time t be F getMail (t). For instance, if a dial-up connection is used, then it may take several attempts to dial the server. If the probability to receive a busy signal is q, the delay between successive attempts is D, and at most n attempts are made, then F connect (kD + t) = 1 − q k+1 , where t is some amount of time needed to complete a successful attempt, for k = 1, . . . , n. A broadband connection would lead to a different F connect .
Then lower bounds F C for the distribution of the execution time of C satisfy the formula:
Since the time for connecting and the quantity of e-mail to download can be assumed independent, F C (t) can be expressed by the convolution:
The lower bound F C for the distribution of the execution time of C can be derived in PITL only approximately, because PITL does not capture taking limits such as those involved in the definition of the integral occurring in (2). This corresponds to the established practice to use numerical approximations for distributions. Except for a some of distributions that are well known from classical probability theory, it is seldom possible to obtain an explicit form for cummulative probability functions that arise from real-life cases. Using contracts makes it natural to work with lower bounds and not exact probabilities. The latter may as well not exist. That is why we satisfied with able to obtain approximations of arbitraty precision. Let us show such approximations can be derived for (2) using the proof system of PITL. We want to find a sequence A k , k = 0, 1, . . ., of terms written using F connect , F getMail and t such that
for all k can be derived in PITL and, lim k A k = F C (t) can be immediately established using the definition of . However simple, the use of the definition of take us outside PITL. As the reader might expect, the part of the derivation which is carried out within PITL is a formalisation of a standard probability theory argument too. Let ϕ t 2 t 1 be an abbreviation for
The formulas connect ⇒ ¬(connect; = 0) and getMail ⇒ ¬(getMail ; = 0) express the natural assumption that every call to connect (getMail ) can terminate at most once. Using these formulas as assumptions enables an application of the rule Seq to derive
for all l, m ∈ {0, . . . , k − 1}. Now by a repeated use of P + , and using that F connect (0) = 0, we obtain
, and therefore lim k B k = 0. By the definition of Stieltjes integral, we have lim k S k = F C (t). Hence we can take A k to be the expression on the right of ≤ above.
Note that the derivation for Seq given in Section A.5 is with ϕ t 2 t1 standing for ϕ ∧ l ≥ t 1 ∧ ≤ t 2 and not (3). However, that derivation applies to (3) as the meaning of ϕ t 2 t1 as well.
Example 2 Consider attempting to download 5 files in quick succession from the web. A server would typically allow at most 4 files to be downloading simultaneously. If this takes long, the 5th request can be rejected by the browser due to a timeout. We are interested in the probability for having to re-launch the 5th download in case of a timeout. Here follows an extremely simplified variant of the relevant code:
Aa separate process is assumed to provide that the arrival of a new download request is indicated by the shared variable userRequest becoming true and that the URL is then placed in the shared variable url . Let
According to the semantics of (4), α(R, T ) describes the behaviour which corresponds to the repeated execution of lines 2-3 and 9 until userRequest becomes true with T denoting the overall execution time. The formula β(R, W, T ) corresponds to the execution of lines 4-6, with R and W describing the status of the thread which becomes created in order to complete the requested download, and T denoting the time taken to complete the download. The scenario of launching the five downloads involves six threads. Five are created to handle the five downloads, and the sixth keeps the system ready to accept further requests. Let R 1 , . . . , R 6 , W 1 , . . . , W 6 describe the status of the six threads. Then the scenario can be described by the formula
where γ describes the concurrent execution of the six threads. To be able to fit γ on the page, we use further abbreviations. Let
With these abbreviations γ can be written as
Here T i denotes the time between launching the ith and the i + 1st download and D i denotes the duration of the ith download, i = 1, . . . , 5. The formulas ξ and η denote
and
and correspond to the behaviour of the thread which is created for the 5th download the thread which keeps sampling for subsequent user requests after the 5th download request. The occurrences of in them mark future behaviour which is not specified in our scenario. The connection between (5) and the semantics of letrec, which involves the least-fixed-point operator µ, can be established using the validity of the equivalence
The 5th download will be aborted in case x exceeds timeout, which is equivalent to
This is valid under the assumption that the rate of downloading is the limiting factor for the working of the entire system, which entails that we can ignore the small amounts of time taken for dialog, computation and the execution time of requestDownload for the first four downloads. Let F (l, t) be a lower bound for the probability for download do complete a download of length l within time t. It can be assumed that F (al, at) = F (l, t) for all a > 0 and that F (l, t) = 0 in case l t exceeds the top rate of transmission v. Let l i be the length of the ith download, i = 1, . . . , 5. Let l i > v(T 1 + T 2 + T 3 + T 4 ) for i = 1, . . . , 4, that is, none of the downloads can be completed before all of them have been launched, for the sake of simplicity. Then the probability P i for i ∈ {1, . . . , 4} to be the first download to complete, and to complete before the timeout for the pending 5th download is at least where
. . , 4; }. The probability for the 5th download not to be cancelled is P 1 + . . . + P 4 .
Note that using a contract in which the execution time of download is approximated by a distribution which depends just the amount of data to transmit is too crude. A more accurate calculation would be possible only if the amount of competing traffic throughout the download is taken in account. The form of probabilistic timed contract that we propose in this paper does not allow this. We give the calculations which correspond to this more accurate assumption for the sake of completeness. The main difference is that, instead of assuming that the progress of each download is described independently by F (q, t) , F (q, t) is a lower bound for the probability to that at q bytes are received within time t for all the ongoing downloads together. The calculations below apply if the incoming data is distributed evenly among all downloads. Then the probability for an individual download to receive r bytes within a period of length t while competing with k − 1 more downloads is F (kr, t), and
where
Approximations of the above integrals can be derived in PITL using Seq much like in Example 1.
Probabilistic timed designs 4.1 Definition
A design P, R , usually written as P R, describes the working of a method in terms of a precondition P , an input-output relation R. P is a predicate on the initial values v of the variables of the method, and R is a relation between the initial values v and the final values v of the variables, which is guaranteed to hold in case the method is run with v initially satisfying P . A probabilistic timed design P, R, F augments this description with an execution time distribution F . F is a function which takes the initial values v of the variables of the method and one more parameter t, which denotes execution time. F (v, t) is a lower bound for the probability for the method to terminate within time t, provided that P (v) holds.
A hard bound d on execution time can be described using F which satisfy
Describing designs in PDC
Using our convention on variables, the property of method m encoded by P, R, F can be written as the PITL formulas
The first formula describes the functional behaviour of m. The second formula states that if P (v) holds, then the probability for a run of m to take more than t time units is smaller than 1 − F (v, t). Note that F is a lower bound and not an exact probability, which, in general, need not exist.
Refinement of probabilistic timed designs
This means that D 1 has a weaker or equivalent precondition and a stronger or equivalent input-output relation, and on average terminates at least as fast as D 2 . Clearly, if D 1 D 2 , and D 1 and D 2 are both designs for the same method m, then the validity of
entails the validity of
5 Probabilistic timed contracts
Definition
The execution time of a method depends on the execution times of the methods which have calls in its body. 
Definition 3 (component declaration)
Syntactically we assume that F m is an expression such as, e.g., (2) Definition 5 (refinement of probabilistic timed contracts) Let C and C be probabilistic timed contracts for M i , M e and M i , M e , respectively. Let 
Composing probabilistic timed contracts
e where:
To facilitate the understanding, we first define 
It is difficult to develop a method that would produce such a solition without restrictions on F 
Observe that the initial approximation X 0 m = 0 for X m corresponds to the initial assumption that the probability for m to terminate within any given time is at least 0. This means that X 1 m would give non-zero probability for termination only to runs of m which do not involve calls to other imported methods; X 2 m would give non-zero probability just for runs involving calls to imported methods which themselves lead to no further calls and so on. Since 
Concluding remarks
In this paper we focus just on soft requirements on execution time for the sake of simplicity. We believe that our approach can be adapted to reasoning about other types of QoS soft requirements which can be expressed using probability. The notion of quality of service originated from telecommunications. We use examples that come from everyday experience with the Internet and require no special technical expertise to understand. However, we believe that our approach would work just as well for problems from other areas such as embedded systems.
Using the first order logic axiom
is correct only if no variable in t becomes bound due to the substitution, and either t is rigid or (.; .) does not occur in ϕ.
A.2 Axioms and rules for DC with infinite intervals
The axioms and rules below were proposed for DC with finite intervals and have been shown to be complete relative to validity in real-time ITL in [HZ92] . The completeness proof from [HZ92] involves two theorems which can be derived using the rules IR1 and IR2, instead of the rules themselves. The second of these theorems does not hold for infinite intervals and therefore we modify it appropriately:
(T 1) = 0 ∨ ( S ; ) ∨ ( ¬S ; ) (T 2) = 0 ∨ = ∞ ∨ ( ; S ) ∨ ( ; ¬S ) DC1-DC6, T 1 and the infinite-interval variant of T 2 form a relatively complete proof system for DC with infinite intervals.
A.3 Proof system for PITL
PITL is a conservative extension of ITL. Adding the axioms and a proof rule below to the proof system for ITL leads to a system which is complete for PITL with respect to a generalisation of the R-based semantics, where R is replaced by an abstract domain and the probability measures are required to be only finitely aditive.
Arithmetics of probabilities
A.4 Useful theorems and derived rules for PITL All the theorems and rules below except P ; are valid in general PITL models. P ; is valid in PITL models with global probability.
Here follow the proofs of the above PITL theorems and derived rules. The purely ITL parts are skipped and marked "ITL" for the sake of brevity. 
The second rule PITL1 is proved by two applications the first. 
PITL2:
PITL4 is obtained by applying P 
PITL8:
PITL9: PITL10:
A.5 The rule Seq
In the proof of the admissibility of Seq below ϕ ∧ ≥ l ∧ ≤ h is abbreviated by ϕ h l .
