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Abstract
Total generalization variation (TGV) is a very powerful and important regularization
for image restoration and various computer vision tasks. In this paper, we proposed a
semismooth Newton method based augmented Lagrangian method to solve this problem.
Augmented Lagrangian method (also called as method of multipliers) is widely used for
lots of smooth or nonsmooth variational problems. However, its efficiency usually heavily
depends on solving the coupled and nonlinear system together and simultaneously, which is
very complicated and highly coupled for total generalization variation. With efficient primal-
dual semismooth Newton method for the complicated linear subproblems involving total
generalized variation, we investigated a highly efficient and competitive algorithm compared
to some popular first-order method. With the analysis of the metric subregularities of the
corresponding functions, we give both the global convergence and local linear convergence
rate for the proposed augmented Lagrangian methods with semismooth Newton solvers.
Key words. Augmented Lagrangian method, primal-dual semismooth Newton method, local
linear convergence rate, metric subregularity
1 Introduction
Total generalized variation (TGV) is an important and useful regularization and image prior to
various applications including medical imaging, computer vision, tomography, inverse problems
in mathematical physics, and so on [3, 4, 28]. By including both the first derivatives and the
second derivatives, TGV can overcome the staircase artifacts and bring out some advantages
compared to total variation [3]. Here we mainly focus on the second order TGV [3]. Due to the
complicated structure of the TGV [3, 6], the computation of the TGV regularized problem is
usually very time-consuming and challenging. Currently, the first-order primal-dual method [7]
is widely used. The FISTA method is employed in [3] and the preconditioned Douglas-Rachford
splitting method is also developed for its computation [5]. There are both first-order optimization
methods. To the best of our knowledge, the second order semismooth Newton method is first
discussed in [22] with additional Tikhonov regularization on the dual variables.
In this paper, we are interested in the augmented Lagrangian method (shorted as ALM
throughout this paper) originated by Hestenes [20] and Powell [35]. ALM is very flexible for
constrained optimization problems including both equality and inequality constraint problems
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[2, 29]. It is a kind of bridge between the first-order methods and second order Newton method.
We refer to [2, 15, 38] for its early developments and [2, 15, 29] for the comprehensive and
extensive studies on convex, nonsmooth, and variational optimization problems. Furthermore,
the convergence of ALM can be concluded in the general and powerful proximal point algorithm
framework for convex optimization [37, 38], since it is found to be equivalent to the proximal
point algorithm applying to the essential dual problem [38].
However, the challenging problem is solving the nonlinear and coupling systems simultane-
ously which are usually appeared while applying ALM. This is different from the alternating
direction method of multipliers (ADMM) type methods [15, 16], which can decouple the un-
known variables and update them consecutively like Gauss-Seidel method. For ALM, the extra
effort is deserved if the nonlinear system can be solved efficiently. This is due to the appealing
asymptotic linear or superlinear convergence of ALM with increasing step sizes [34, 37, 38]. It is
well-known semismooth Newton methods are efficient solvers for nonsmooth and nonlinear sys-
tems. Semismooth Newton based augmented Lagrangian methods already have lots of successful
applications in semidefinite programming [49], compressed sensing [33, 48], friction and contact
problem [40, 41] and total variation regularized imaging problems [21, 30].
Currently, no attempt has been made here to develop an ALM algorithm for TGV. In this
paper, we proposed a novel semismooth Newton based ALM for the TGV image denoising model.
The proposed algorithm is based on applying ALM to the perturbed primal problem of TGV,
whose strong convexity can be employed. Our contributions belong to the following parts. First,
by introducing some auxiliary variables, we use primal-dual semismooth Newton method [23] for
the nonlinear system of ALM, which is very efficient without any globalization strategy including
the Armijo line search experimentally. The developed ALM is very efficient compared to the
popular algorithms including primal-dual method [7]. Second, with the help of calm intersection
theorem [26], we also prove the novel metric subregularity of the maximal monotone operator
associate with the dual problem under mild condition. This is more complicated compared to
the TV case [43] since both the primal variables and the dual variables are highly coupled. This
leads to the asymptotic linear or superlinear convergence rate of the dual sequence [34, 37, 38].
The rest of this paper is organized as follows. In section 2, we give a brief introduction to
TGV regularization and the ALM algorithm. In section 3, we investigate the primal-dual semis-
mooth Newton methods for ALM by introducing auxiliary variables, which turns out to be very
efficient. In section 4, we analyze the metric subregularity for the maximal monotone operator
associate with the dual problem of TGV. Together with the convergence of the semismooth New-
ton method, we get the corresponding asymptotic linear convergence. In section 5, we present
detailed numerical tests for all the algorithms and the comparison with typical efficient first-order
algorithms. In the last section 6, we give some conclusions.
2 TGV and augmented Lagrangian method
In this section, we give a brief exposition of the TGV regularization and ALM and set up some
basic notation and terminology. The L2-TGV regularized image restoration model reads as
follows [3],
min
u∈BV(Ω)
F (u) + TGV2α(u), α = (α0, α1), (2.1)
with F (u) = ‖Ku− f0‖22/2 + µ2 ‖∇u‖22 representing the data fidelity term and K being a linear
and bounded operator. TGV2α(u) denotes the second order total generalized variation (TGV)
regularization [3] with positive regularization parameters α0 and α1 [3]. Henceforth, we assume
−µ∆ + K∗K is positive definite with µ = 0 if K∗K is positive definite and µ > 0 otherwise.
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Throughout this paper, all the space settings are finite dimensional and all the operators and
integrals are corresponding to the discrete settings. It is convenient that the TGV regularization
term could be reformulated as follows [5],
TGV2α(u) = min
w∈BD(Ω)
α1‖∇u− w‖M + α0‖Ew‖M, (2.2)
where BD(Ω) denotes the space of vector fields of Bounded Deformation, and the weak sym-
metrized derivative Ew := (∇w + ∇wT )/2 being a matrix-valued Radon measure. Moreover,
‖ · ‖M denotes the Radon norm for the corresponding vector-valued and matrix-valued Radon
measures. The norm of BD(Ω) is defined by
‖w‖BD := ‖w‖1 + ‖Ew‖M. (2.3)
Throughout this paper, we will focus on the following perturbed and regularized primal
problem
min
u∈BV(Ω),w∈BD(Ω)
F(u,w) := F (u) +
a
2
‖w‖22 + α1‖∇u− w‖M + α0‖Ew‖M, (P)
where a2‖w‖2L2 is a regularization term on w with positive constant a. We leave the discussion
on the influence of the parameter a in the numerical section.
The primal form (P) can be written as the following primal-dual form (see [5])
min
u∈U,w∈V
max
p∈V,q∈W
L(u,w, p, q), (2.4)
where given indicator functions I{‖p‖∞≤α1}(p) and I{‖q‖∞≤α0}(q), L is defined by
L(u,w, p, q) := 〈∇u− w, p〉L2 +〈Ew, q〉L2 +F (u)+a
2
‖w‖22−I{‖p‖∞≤α1}(p)−I{‖q‖∞≤α0}(q). (2.5)
Here p ∈ H0(div; Ω) with vanishing Dirichlet boundary condition, q ∈ Cc(Ω,Sym2(R2)) as in [3]
and their corresponding discrete spaces V and W along with the image space U are introduced
as follows [5], i.e.,
U = {u : Ω→ R}, V = {u : Ω→ R2}, W = {u : Ω→ S2×2}. (2.6)
Besides, the L2 inner product in (2.5) is defined by
〈a, b〉L2 :=
∫
Ω
〈a, b〉dx.
Here the detailed inner product and the related 2-norms in the corresponding spaces are defined
as follows
〈u, v〉 := uv, u, v ∈ U, |u| := |u|2 =
√
〈u, u〉, (2.7a)
〈p, s〉 := pT s = p1s1 + p2s2, p = (p1, p2)T , s = (s1, s2)T ∈ V, |p| := |p|2 =
√
〈p, p〉, (2.7b)
〈q, r〉 := q1r1 + q2r2 + 2q3r3, q = (q1, p2, q3)T , r = (r1, r2, r3)T ∈W, |q| := |q|2 =
√
〈q, q〉.
For q ∈W , p ∈ V , the discrete ‖ · ‖t norms with 1 ≤ t <∞ and ‖ · ‖∞ are defined as follows,
‖q‖t =
( ∑
(i,j)∈Ω
(
(q1i,j)
2 + (q2i,j)
2 + 2(q3i,j)
2
)t/2)1/t
, ‖q‖∞ = max
(i,j)∈Ω
√
(q1i,j)
2 + (q2i,j)
2 + 2(q3i,j)
2,
‖p‖t =
( ∑
(i,j)∈Ω
(
(p1i,j)
2 + (2i,j)
2
)t/2)1/t
, ‖p‖∞ = max
(i,j)∈Ω
√
(p1i,j)
2 + (p2i,j)
2. (2.8)
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Utilizing forward differences and its adjoint divergence are defined as follows [5]
∇u =
[
∂+x
∂+y
]
, 〈∇u, p〉L2 = 〈u,∇∗p〉L2 = −〈∇u,div p〉L2 , div = [∂−x , ∂−y ]. (2.9)
The symmetrized derivative thus can be defined as follows
Ew =
[
∂+x w
1 1
2 (∂
+
y w
1 + ∂+x w
2)
1
2 (∂
+
y w
1 + ∂+x w
2) ∂+y w
2
]
:=
 ∂+x w1∂+y w2
1
2 (∂
+
y w
1 + ∂+x w
2)

where the second equation has to be understood in terms of the identification W = U3 [5, 6].
Consequently, the negative adjoint realizes a discrete negative divergence operator according to
〈Ew, q〉W = 〈w,E∗q〉W = −〈w,div q〉V for all w ∈ V , q ∈W , leading to
div q =
[
∂−x q
1 + ∂−y q
3
∂−x q
3 + ∂−y q2
]
, E∗ = − div .
Actually, by the Rokaffelar-Fenchel duality theory [1, 29], the dual problem of (P) can be
max
p∈V,q∈W
−D(p, q) :=− 1
2
‖ div p+K∗f0‖2H−1 +
1
2
‖f0‖2 − 1
2a
‖p− E∗q‖2 (2.10a)
− I{‖p‖∞≤α1}(p)− I{‖q‖∞≤α0}(q), (2.10b)
where H := K∗K − µ∆ being positive definite. By the first-order optimality (KKT) conditions
of (2.5) (e. g., see the [23] (Theorem 2.1)), the solution (u¯, w¯) of the primal problem (P) and
the dual solutions (p¯, q¯) of (2.10) have the following relations
Hu¯− div p¯ = K∗f0, (2.11a)
aw¯ − λ¯+ E∗q¯ = 0, (2.11b)
−α1(∇u¯− w¯) + |∇u¯− w¯|p¯ = 0, if |p¯| = α1, (2.11c)
∇u¯− w¯ = 0, if |p¯| < α1, (2.11d)
−α0Ew¯ + |Ew¯|q¯ = 0, if |q¯| = α0, (2.11e)
Ew¯ = 0, if |q¯| < α0. (2.11f)
For the convenience of ALM, let’s introduce the following auxiliary variables h1 ∈ V , h2 ∈W
h1 = ∇u− w, h2 = Ew,
and the corresponding Lagrangian multipliers λ ∈ V , µ ∈ W . Given λk, µk and σk, we get the
augmented Lagrangian function for (P),
Lσ(u,w, h1, h2;λ, µ) :=F (u) +
a
2
‖w‖22 + α1‖h1‖1 + α0‖h2‖1 + 〈λ,∇u− w − h1〉
+ 〈µ, Ew − h2〉+ σ
2
‖∇u− w − h1‖22 +
σ
2
‖Ew − h2‖22. (2.12)
With the augmented Lagrangian Lσ(u,w, h1, h2;λ, µ), given λ
0, µ0 and σ0, the classical aug-
mented Lagrangian method for solving (P) can be written as follows [2, 15, 16], for k = 0, 1 · · · ,
(uk+1, wk+1, hk+11 , h
k+1
2 ) := arg min
u,w,h1,h2
Lσk(u,w, h1, h2;λ
k, µk), (2.13)
λk+1 := λk + σk(∇uk+1 − wk+1 − hk+11 ), (2.14)
µk+1 := µk + σk(Ewk+1 − hk+12 ), (2.15)
σk+1 ≥ σk > 0, σk → σ∞ < +∞. (2.16)
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For fixed λk, µk and σk, the optimality conditions for (u,w, h1, h2) can be written as
Hu− f +∇∗[λk + σk(∇u− w − h1)] = 0, (2.17a)
aw − [λk + σk(∇u− w − h1)] + E∗[σ(Ew − h2) + µk] = 0, (2.17b)
h1 = (I +
α1
σk
∂‖ · ‖1)−1(λ
k
σk
+∇u− w), (2.17c)
h2 = (I +
α0
σk
∂‖ · ‖1)−1(µ
k
σk
+ Ew), (2.17d)
where f := K∗f0 henceforth. By the Moreau’s equality,
x = (I + τ∂G)−1(x) + τ(I +
1
τ
∂G∗)−1(
x
τ
), (2.18)
we arrive at
λk + σk(∇u− w)− σh1 = (I + σk∂G1)−1(λk + σk(∇u− w)), (2.19a)
µk + σk(Ew − h2) = (I + σk∂G2)−1(µk + σkEw), (2.19b)
where G1(p) := I{‖p‖∞≤α1}(p), G2(q) := I{‖q‖∞≤α0}(q). Now let’s introduce
p : = (I + σk∂G1)
−1(λk + σk(∇u− w)) = λ
k + σk(∇u− w)
max(1.0, |λ
k+σk(∇u−w)|
α1
)
, (2.20a)
q : = (I + σk∂G2)
−1(µk + σkEw) = µ
k + σkEw
max(1.0, |µ
k+σkEw|
α0
)
. (2.20b)
With the auxiliary variables p and q in (2.20) with notation x := (u,w, p, q)T , the optimality
conditions in (2.17) then becomes
F(x) = 0, F(x) :=

Hu− f +∇∗p
aw − p+ E∗q
−(λk + σk(∇u− w)) + max(1.0, |λk+σk(∇u−w)|α1 )p
−(µk + σkEw) + max(1.0, |µk+σkEw|α0 )q
 . (2.21)
For the updates of the Lagrangian multipliers λk+1 and µk+1, with (2.14), (2.15), and (2.19),
the updates after each ALM iteration can alternatively be
λk+1 = λk + σk(∇u− σkw)− σkh1 = (I + σk∂G1)−1(λk + σk(∇u− w)) = p, (2.22a)
µk+1 = µk + σkEw − σkh2 = (I + σk∂G2)−1(µk + σkEw) = q, (2.22b)
which are nonlinear update compared to the linear updates (2.14) and (2.15). We refer to [29]
(chapter 4) for general nonlinear updates of Lagrangian multipliers with different derivations and
variants of ALM.
3 Semismooth Newton method and Newton derivative
In this section, we will look closely at the primal-dual semismooth Newton method and its
delicate application to (2.21) along with the ALM for the primal problem (P).
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Definition 1 (Newton differentiable and Newton Derivative [29]). F : D ⊂ X → Z is called
Newton differentiable at x if there exist an open neighborhood N(x) ⊂ D and mapping G :
N(x)→ L(X,Z) such that (Here the spaces X and Z are Banach spaces.)
lim
|h|→0
|F (x+ h)− F (x)−G(x+ h)h|Z
|h|X = 0. (3.1)
The family {G(s) : s ∈ N(x)} is called an Newton derivative of F at x.
If F : Rn → Rm and the set of mapping G is the Clarke generalized derivative ∂F [8], we call
F is semismooth [26].
Definition 2 (Semismoothness [32, 33, 44]). Let F : O ⊆ X → Y be a locally Lipschitz
continuous function on the open set O. F is said to be semismooth at x ∈ O if F is directionally
differentiable at x and for any V ∈ ∂F (x+ ∆x) with ∆x→ 0,
F (x+ ∆x)− F (x)− V∆x = o(‖∆x‖).
The Newton derivatives of vector-valued functions can be computed componentwise [9] (The-
orem 9.4). Together with the definition of semismoothness, we have the following lemma.
Lemma 1. Suppose F : Rn → Rm and F = (F1(x), F2(x), · · · , Fl(x))T with Fi : Rn → Rli
being semismooth. Here li ∈ Z+ and
∑l
i=1 li = m. Assuming the Newton derivative DNFi(x) ∈
∂Fi(x), i = 1, 2, · · · , l, then the Newton derivative of F can be chosen as
DNF (x) =
[
DNF1(x), DNF2(x), · · · , DNFl(x)
]T
. (3.2)
Once the Newton derivative is obtained, the semismooth Newton method for the nonlinear
equation F (x) = 0 can be written as
V(xl)−1δxl+1 = −F (xl), (3.3)
where V(xl) ∈ ∂F (xl) is the semismooth Newton derivative of F at xl, and V(x)−1 exist and are
uniformly bounded in a small neighborhood of the solution x∗ of F (x∗) = 0. When globalization
strategy including line search is necessary, one can get Newton update xl+1 with Newton direction
δxl+1 in (3.3). The semismooth Newton iteration without globalization strategy can also be
written as follows, by updating xl+1 directly,
V(xl)xl+1 = V(xl)xl − F (xl). (3.4)
Now we turn to the semismoothness of nonlinear system (2.21). The only nonlinear or
nonsmooth parts come from the function Υ(w) := max(1.0, |µk + σkEw|/α0) and Π(u,w) :=
max(1.0, |λk + σk(∇ul − wl)|/α1).
Lemma 2. The function Υ(w) := max(1.0,
|µk + σkEw|
α0
) is semismooth on w and its Clarke’s
generalized gradient for w is as follows,{
χsw
σk
α0
〈µk + σkEw, E· 〉
|µk + σkEu| | s ∈ [0, 1]
}
= ∂w(max(1.0,
|µk + σkEw|
α0
)), (3.5)
where χsw is the generalized Clarke derivatives of max(·, 1.0) and χw := χsw for s = 1,
χsw =

1, |µk + σkEw|/α0 > 1.0,
s, |µk + σkEw|/α0 = 1.0, s ∈ [0, 1],
0, |µk + σkEw|/α0 < 1.0.
(3.6)
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Proof. We will mainly prove that Υ(w) is a PC∞ function of w. It is thus semismooth on w
(see [44], Proposition 2.26). Introduce Υ1(w) = 1.0 and Υ2(w) = |µk + σkEw|/α0 which are
selection functions of Υ(w) and Υ(w) is continuous selection of the functions Υ1(w) and Υ2(w)
[39] (Chapter 4) (or Definition 4.5.1 of [14]). Noting Υ1(w) is smooth function and Υ2(w) is
smooth in any open set outside the closed set S0 := {w | |µk + σkEw| = 0}, there thus exists
a small open neighborhood of w such that Υ1(w) and Υ2(w) are smooth functions for any
w ∈ Sα0 := {w | |λk + µkEw| = α0}. Υ(w) is thus a PC∞ function of w. Furthermore, we have
∇wΥ1(w) = 0, ∇wΥ2(w) = σk〈µk + σkEw,∇· 〉/(α0|µk + σkEw|), ∀w /∈ S0.
For any w ∈ Sα0 , by [39] (Proposition 4.3.1), we thus see
∂wΥ(w) = co{∇wΥ1(w),∇wΥ2(w)},
where “co” denotes the convex hull of the corresponding sets.
Similarly, for the generalized gradient of Π(u,w) for u or w, we have the following lemma.
Lemma 3. The function Π(u,w) := max(1.0,
|λk + σk(∇u− w)|
α1
) is semismooth on u or w and
the Clarke’s generalized gradient for u or w is as follows,{
χsu,w
σk
α1
〈λk + σk(∇u− w),∇· 〉
|λk + σk(∇u− w)| | s ∈ [0, 1]
}
= ∂u(max(1.0,
|λk + σk(∇u− w)|
α1
)), (3.7){
χsu,w
σk
α1
〈λk + σk(∇u− w),−I· 〉
|λk + σk(∇u− w)| | s ∈ [0, 1]
}
= ∂w(max(1.0,
|λk + σk(∇u− w)|
α1
)), (3.8)
where χsu,w is the generalized Clarke derivatives of max(·, 1.0) and χu,w := χsu,w for s = 1,
χsw,w =

1, |λk + σk(∇u− w)|/α1 > 1.0,
s, |λk + σk(∇u− w)|/α1 = 1.0, s ∈ [0, 1]
0, |λk + σk(∇u− w)|/α1 < 1.0.
(3.9)
Since each component of F is affine function of p or q, F is semismooth on p or q. Together
with Lemma 2 and 3, we thus conclude that each component of F is semismooth on x. The
semismoothness of F on x then follows [44] (Proposition 2.10). Now let’s turn to the semismooth
Newton derivative of F . Denoting xl = (ul, wl, ql, pl)T and choosing s = 1 for the generalized
gradient of Υ(w) and Π(u,w) in Lemma 2 and 3, the Newton derivative V(xl) ∈ ∂xF(x)|x=xl for
(2.21) can be chosen as
V(xl) =
[
A B
Cl Dl
]
, where A =
[
Uµ 0
0 Wα
]
, B =
[∇∗ 0
−I E∗
]
, (3.10)
with notations
Uµ := H = K
∗K − µ∆, Wa := aI,
and Cl, Dl are the following operator matrices
Dl =
max(1.0,
|λk + σk(∇ul − wl)|
α1
) 0
0 max(1.0,
|µk + σEwl|
α0
)
 , (3.11)
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Cl =
−σk∇+ χul,wl σkα1 〈λk+σk(∇ul−wl),∇·〉|λk+σk(∇ul−wl)| pl σkI + χul,wl σkα1 〈σk(wl−∇ul)−λk,·〉|λk+σk(∇ul−wl)| pl
0 −σkE + χwl σ
k
α0
〈µk+σkEwl,E·〉
|λk+σkEwl| q
l
 . (3.12)
The Newton update also becomes
V(xl)xl+1 = V(xl)xl −F(xl) = [bl1, bl2]T , (3.13)
where
bl1 =
[
f
0
]
, bl2 =
[
λk
µk
]
+

σk
α1
χul,wl
〈λk + σk(∇ul − wl),∇ul − wl〉
|λk + σk(∇ul − wl)| p
l
χwl
σk
α0
〈µk + σkEwl, Ewl〉
|µk + σkEwl| q
l
 . (3.14)
With (ul+1, wl+1), the update of (pl+1, ql+1) becomes[
pl+1
ql+1
]
= D−1l
(
bl2 − Cl
[
ul+1
wl+1
])
. (3.15)
After substituting (pl+1, ql+1) in (3.15) into (3.13), we obtain the equation of (ul+1, wl+1)
(A−BD−1l Cl)[ul+1, wl+1]T = bl1 −BD−1l bl2. (3.16)
When line search is needed, the Newton update (3.13) can be replaced by
V(xl)δxl+1 = −F(xl), δxl+1 := xk+1 − xk, −F(xl) := [F l1, F l2], (3.17a)
(A−BD−1l Cl)δxl+11 = F l1 −BD−1l F l2, (3.17b)
δxl+12 = D
−1
l (F
l
2 − Clδxl+11 ). (3.17c)
followed by updating xl+1 with δxl+1 and the line search strategy.
Actually, we can also calculate (pk+1, qk+1) first, i.e.,
(Dl − ClA−1B)xl+12 = bl2 − ClA−1bl1. (3.18)
The update of xl+11 thus follows
xl+11 = A
−1(bl1 −Bxl+12 ). (3.19)
Similarly, once line search is needed, with the same notation in (3.17), we have
(Dl − ClA−1B)δxl+12 = F l2 − ClA−1F l1, (3.20a)
δxl+11 = A
−1(F l1 −Bδxl+12 ). (3.20b)
In fact, for the equation (3.16), we would show that the operator in (3.16) is always positive
definite with (pl, ql) belonging to {p : ‖p‖∞ ≤ α1} × {q : ‖q‖∞ ≤ α0}. Let’s denote x1 :=
(u,w)T ∈ U × V and x2 := (p, q)T ∈ V ×W with x = (x1, x2) as before.
Theorem 1. For the semismooth Newton update (3.16), the Schur complement V(xl)/Dl :=
(A−BD−1l Cl) is positive definite for l ∈ N under conditions that ‖pl‖∞ ≤ α1 and ‖ql‖∞ ≤ α0.
Furthermore, the sequence {V(xl)/Dl, l ∈ N} is uniformly bounded, since we have
〈A−BD−1l Clx1, x1〉 ≥ ‖x1‖2A = ‖u‖2H + ‖w‖2aI , ∀x1 = (u,w)T ∈ U × V. (3.21)
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Proof. Since K∗K−µ∆ > 0 and a > 0, we see A is positive definite. There thus exists a constant
c0, such that
A ≥ c0I. (3.22)
We would show that the operator−BD−1l Cl is positive semi-definite. For the positive definiteness
of −BD−1k Ck, we just need to prove that for any x1,
〈x1,−BD−1l Clx1〉 ≥ 0.
Indeed, with (3.11) and (3.12), we have
〈x1,−BD−1l Clx1〉 =
〈(∇u− w
Ew
)
, D−1l
(∇u− w)− χul,wlα1 〈∇ul−wl,∇u−w〉|∇ul−wl| pl
Ew − χwlα0
〈Ewl,Ew〉
|Ewl| q
l
〉 (3.23a)
=
1
max(1.0, |λ
k+σk(∇ul−wl)|
α1
)
[
|∇u− w|2 − 〈∇u− w, pl〉χul,wl
α1
〈∇ul − wl,∇u− w〉
|∇ul − wl|
]
(3.23b)
+
1
max(1.0, |µ
k+σEwl|
α0
)
[
|Ew|2 − 〈Ew, ql〉χwl
α0
〈Ewl, Ew〉
|Ewl|
]
. (3.23c)
Remembering that during all the semismooth Newton iterations (3.16), we have
|pl| ≤ α1, |ql| ≤ α0.
It is straightforward that
〈∇u− w, pl〉χul,wl
α1
〈∇ul − wl,∇u− w〉
|∇ul − wl| ≤ |∇u− w|
2, (3.24a)
〈Ew, ql〉χwl
α0
〈Ewl, Ew〉
|Ewl| ≤ |Ew|
2. (3.24b)
Combining (3.23) and (3.24), we conclude the positive semidefinite-ness of −BD−1l Cl. Together
with (3.22), we get this theorem.
With (3.11), it can be seen that Dl ≥ I and D−1l ≤ I follows. For the regularity of V(xl), since
bothD−1l and (V(xl)/Dl)−1 exist and are bounded, it is known that V(xl)−1 exits ([13, 17, 18, 19],
or [47] formula 0.8.1 which is similar to the Banachiewicz inversion formula)
V(xl)−1 =
[
(V(xl)/Dl)−1 −(V(xl)/Dl)−1∇∗D−1l
−D−1l Cl(V(xl)/Dl)−1 D−1l +D−1l Cl(V(xl)/Dl)−1∇∗D−1l
]
. (3.25)
Together with the boundedness of Cl and Dl, we get the boundedness of V(xl)−1.
Let’s turn to the line system (3.18) for calculating the dual variables (pl+1, ql+1) first. Ac-
tually, (Dl − ClA−1B)−1 exists. Since by the Sherman–Morrison–Woodbury formula [18, 19]
together with the existence of D−1l and (A−BD−1l Cl)−1, we have
(V(xl)/A)−1 = (Dl − ClA−1B)−1 = D−1l +D−1l Cl(A−BD−1l Cl)−1BD−1l . (3.26)
The boundedness of (Dl−ClA−1B)−1 follows by the boundedness of (A−BD−1l Cl)−1 in Theorem
1 together with the boundedness of D−1l and Cl.
We conclude this section 3 by the following primal-dual semismooth Newton based ALM (P)
depending on the Newton update 1 or 2.
It is well-known that Newton methods are locally convergent. For its convergence rate, we
have the following theorem.
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Algorithm 1 ALM with Primal-dual semismooth Newton with solving primal variables first
(ALM-PDP)
ALM: Given noisy image f , multipliers λk and µk, step size σk of ALM, iterate the following
steps for k = 0, 1, · · · , unless some stopping criterion with the primal-dual form (2.4) is
satisfied. Do the following SSNPDP for each inner iteration of ALM:
SSNPDP: Given initial values (u0, w0) and p0 ∈ {p : ‖p‖∞ ≤ α1} and q0 ∈ {q : ‖q‖∞ ≤
α0}, Iterate the following steps: Step 1, Step 2, Step 3 for l = 0, 1, · · · , unless some stopping
criterion associated with the nonlinear system (2.21) is satisfied.
SSNPDP: Step 1: Solve the linear system (3.16) for (ul+1, wl+1) with some stopping
criterion with iterative method (BICGSTAB):
SSNPDP: Step 2: Update (pl+1, ql+1) by (3.15).
SSNPDP: Step 3: Project (pl+1, ql+1) to the feasible set {p : ‖p‖∞ ≤ α1} and {q :
‖q‖∞ ≤ α0}, i.e., pl+1 = Pα1(pl+1) and ql+1 = Pα0(ql+1) as the initial values for the next
Newton iteration.
SSNPDP: Output (uk+1, wk+1, pk+1, qk+1) by the last (ul+1, wl+1, pl+1, ql+1).
ALM: Update the Lagrangian multipliers: λl+1 = pk+1 and µk+1 = qk+1 and the step sizes
σk+1 = c0σk with c0 > 1.
Theorem 2 (Superlinear Convergence [29]). Suppose x∗ is a solution to F (x) = 0 and that F
is Newton differentiable at x∗ with Newton derivative G. If G is nonsingular for all x ∈ N(x∗)
and {‖G(x)−1‖ : x ∈ N(x∗)} is bounded (N(x∗) is a neighborhood of x∗), then Newton iteration
xl+1 = xl −G(xl)−1F (xl), ,
converges superlinearly to x∗ provided that |x0 − x∗| is sufficiently small.
The nonsigularity of the corresponding Newton derivative is guaranteed by Theorem 1, (3.25)
and (3.26). Now, let’s turn to the stopping criterion of ALM which is important for its conver-
gence. For more discussion of the convergence of the perturbed semismooth Newton method
including the primal-dual semismooth Newton method as in 1 and 2, we refer to [23, 42]. It is
well-known that ALM is essentially the proximal point method applying to the dual problem
[37, 38]. The convergence and the corresponding rate of augmented Lagrangian method are thus
closely related to the convergence of the proximal point algorithm. Especially, the local linear
convergence of the multipliers or primal and dual variables is mainly determined by the metric
subregularities of the corresponding monotone operators [31, 34, 37, 38]. Here, we follow the
standard stopping criterion for the inexact augmented Lagrangian method [37, 38] and [33, 48]
with notation Φk(u,w, h1, h2) := Lσk(u,w, h1, h2;λ
k, µk), h := (h1, h2) and the same notation
x1 = (u,w) as before,
Φk(x
k+1
1 , h
k+1)− inf Φk(x1, h) ≤ 2k/2σk,
∞∑
k=0
k <∞, (A)
Φk(x
k+1
1 , h
k+1)− inf Φk(x1, h) ≤ δ
2
k
2σk
(‖λk+1 − λk‖2 + ‖µk+1 − µk‖2),
∞∑
k=0
δk < +∞, (B1)
dist(0, ∂Φk(x
k+1
1 , h
k+1)) ≤ δ
′
k
σk
(‖λk+1 − λk‖+ ‖µk+1 − µk‖), 0 ≤ δ′k → 0. (B2)
Henceforth, the distance x from the set C is defined by
dist(x,C) := inf{‖x− x′‖ | x′ ∈ C}.
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Algorithm 2 ALM with Primal-dual semismooth Newton with solving the dual variables first
(ALM-PDD)
ALM: Given noisy image f , multipliers λk and µk, step size σk of ALM, iterate the following
steps for k = 0, 1, · · · , unless some stopping criterion with the primal-dual form (2.4) is
satisfied. Do the following SSNPDD for each inner iteration of ALM:
SSNPDD: Given initial values (u0, w0) and p0 ∈ {p : ‖p‖∞ ≤ α1} and q0 ∈ {q : ‖q‖∞ ≤
α0}, Iterate the following steps: Step 1, Step 2, Step 3 for l = 0, 1, · · · , unless some stopping
criterion associated with the nonlinear system (2.21) is satisfied.
SSNPDD: Step 1: Solve the linear system (3.18) for (pl+1, ql+1) with some stopping
criterion with iterative method (BICGSTAB):
SSNPDD: Step 2: Update (ul+1, wl+1) by (3.19)
SSNPDD: Step 3: Project (pl+1, ql+1) to the feasible set {p : ‖p‖∞ ≤ α1} and {q :
‖q‖∞ ≤ α0}, i.e., pl+1 = Pα1(pl+1) and ql+1 = Pα0(ql+1) as the initial values for the next
Newton iteration.
SSNPDD: Output (uk+1, wk+1, pk+1, qk+1) by the last (ul+1, wl+1, pl+1, ql+1).
ALM: Update the Lagrangian multipliers: λl+1 = pk+1 and µk+1 = qk+1 and the step sizes
σk+1 = c0σk with c0 > 1 .
4 Convergence of the Augmented Lagrangian Method
In this section, we will investigate the global convergence and the local convergence rate of the
proposed ALM for our problem (P). We will touch some necessary tools from convex analysis.
Let’s introduce some basic definitions and properties of multivalued mapping from convex anal-
ysis [12, 33]. Let F : X =⇒ Y be a multivalued mapping. The graph of F is defined as the
set
gphF := {(x, y) ∈ X × Y |y ∈ F (x)}.
The inverse of F , i.e., F−1 : Y =⇒ X is defined as the multivalued mapping whose graph is
{(y, x)|(x, y) ∈ gphF}. Let’s introduce the metric subregularity and calmness for multivalued
mappings [12, 33].
Definition 3 (Metric Subregularity [12]). A mapping F : X =⇒ Y is called metrically subregular
at x¯ for y¯ if (x¯, y¯) ∈ gphF and there exists modulus κ ≥ 0 along with a neighborhoods U of x¯
and V of y¯ such that
dist(x, F−1(y¯)) ≤ κdist(y¯, F (x) ∩ V ) for all x ∈ U. (4.1)
Definition 4 (Calmness [12]). A mapping S : Rm ⇒ Rn is called calm at y¯ for x¯ if (y¯, x¯) ∈ gph S,
and there is a constant κ ≥ 0 along with neighborhoods U of x¯ and V of y¯ such that
S(y) ∩ U ⊂ S(y¯) + κ|y − y¯|B, ∀y ∈ V. (4.2)
In (4.2), B denotes the closed unit ball in Rn.
For the relation between the metric subregularity and the calmness, by [12] (Theorem 3H.3),
S is called calm at y¯ for x¯ if and only if S−1 : Rn ⇒ Rm is metrically subregular at x¯ for y¯.
Let’s now turn to the finite dimensional space setting in detail. Let’s vectorize the images
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along with other variables and suppose the discrete operators
∇x ∈ Rm×n : Rn → Rm, ∇y ∈ Rm×n : Rn → Rm, u = (u1, · · · , un)T ∈ Rn,
p = (p1, · · · , pm)T ∈ R2m, pi = (p1i , p2i )T ∈ R2,
λ = (λ1, · · · , λm)T ∈ R2m, λi = (λ1i , λ2i )T ∈ R2,
q = (q1, · · · , qm)T ∈ R3m, qi = (q1i , q2i , q3i )T ∈ R3,
µ = (µ1, · · · , µm)T ∈ R3m, µi = (µ1i , µ2i , µ3i , )T ∈ R3,
We notice the L1 norms in (2.8) while t = 1 are not polyhedral functions, which is much
more challenging for analysis.
Let’s now turn to the metric subregularity of ∂D for the dual problem (2.10). Supposing
(∂D)−1(0) 6= ∅ and there exists (λ¯, µ¯) such that 0 ∈ (∂D)(λ¯, µ¯), let’s introduce
g(λ) := I{‖λ‖∞≤α1}(λ), ψ(µ) := I{‖µ‖∞≤α0}(µ). (4.3)
The metric subregularity of ∂D is very subtle, since the constraint set
g(λ) = 0⇔
{
λ = (λ1, · · · , λm)T | λi ∈ R2, |λi| =
√
(λ1i )
2 + (λ2i )
2 ≤ α, i = 1, · · · ,m
}
,
ψ(µ) = 0⇔
{
µ = (µ1, µ2, · · · , µm)T | µi ∈ R3, |µi| =
√
(µ1i )
2 + (µ2i )
2 + 2(µ3i )
2 ≤ α0, i = 1, 2, · · · ,m
}
,
are not polyhedral sets with λi = (λ
1
i , λ
2
i )
T and µi = (µ
1
i , µ
2
i , µ
3
i )
T . Introduce
gi(λ
i) = I{|λi|≤α1}(λi), ψi(µi) = I{|µi|≤α0}(µi), i = 1, 2, · · · ,m.
Denote IBiα1,Λ(0)(x) and IBiα0,M (0)(x) as the indicator functions for the following l2 ball constraints
corresponding to λi and µi, i = 1, · · · ,m
Biα1,Λ(0) = Bα1,Λ(0) :=
{
λ˜ := (λ˜1, λ˜2)
T ∈ R2 | |λ˜| =
√
λ˜21 + λ˜
2
2 ≤ α1
}
, (4.4a)
Biα0,M (0) = Bα0,M (0) :=
{
µ˜ := (µ˜1, µ˜2, µ˜3)
T ∈ R3 | |µ˜| =
√
µ˜21 + µ˜
2
2 + 2µ˜
2
3 ≤ α0
}
. (4.4b)
Henceforth, we also use the notations Ba,Λ(λ˜0) denoting the l2 closed ball with the center λ˜0 ∈ R2
and radius a > 0 and Bb,M (µ˜0) denoting the l2 closed ball with the center µ˜0 ∈ R3 and radius
b > 0 with the same Euclidean distance | · | as in (4.4).
Furthermore, denote Ba,Λ(λ) = Πmi=1Ba,Λ(λi) with λ = (λ1, · · · , λm)T and denote Ba,M (µ) =
Πmi=1Ba,M (µi) with λ = (µ1, · · · , µm)T . We can thus write
∂g = Πmi=1∂gi = Π
m
i=1∂IBα1,Λ(0)(λi), ∂ψ = Πmi=1∂ψi = Πmi=1∂IBα0,M (0)(µi).
It is known that each ∂IBα1,Λ(0)(λi) (or ∂IBα0,M (0)(µi)) is metrically subregular at (λ¯i, v¯i) ∈
gph∂IBα1,Λ(0) (or (µ¯i, o¯i) ∈ gph∂IBα0,M (0) ) [46] (which can also obtained from [50]). For the
metric subregularity of ∂g, we have the following lemma.
Lemma 4. For any (λ¯, v¯)T ∈ gph ∂g, ∂g is metrically subregular at λ¯ for v¯.
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Proof. For any (λ¯, v¯)T ∈ gph ∂g, and V of a neignborhoods of λ¯, since
dist2(λ, (∂g)−1(v¯)) =
m∑
i=1
dist2(λi, (∂gi)
−1(v¯i))
≤
m∑
i=1
κ2idist
2(v¯i, (∂gi)(λ¯i)) ≤
m∑
i=1
max(κ2i , i = 1, · · · ,m)dist2(v¯i, (∂gi)(λ¯i))
= max(κ2i , i = 1, · · · ,m)dist2(v¯, (∂g)(λ¯)).
Thus with choice κ =
√
maxmi=1(κ
2
i , i = 1, · · · ,m), we found that ∂g is metrically subregular at
λ¯ for v¯ with modulus κ.
Completely similar, we have
Lemma 5. For any (µ¯, o¯)T ∈ gph ∂ψ, ∂ψ is metrically subregular at µ¯ for o¯.
Now we turn to a more general model compared to (2.10). Suppose A ∈ R5m×3m : R5m
→ R3m, and h : Rm × R2m → R,
h(v1, v2) :=
1
2
‖v1‖2H−1 −
1
2
‖f0‖2 + 1
2a
‖v2‖22, A := B, b = (K∗f0, 0)T , (4.5)
where B is the same as in (3.10). The dual function of (P) thus can be written as
max
ξ∈U×V
−D(ξ) := − (h(Aξ − b) + I{‖λ‖∞≤α1}(λ) + I{‖µ‖∞≤α0}(µ)) . (4.6)
For any {‖λ‖∞ ≤ α1} and {‖µ‖∞ ≤ α0}, we can write them as
λ = [λ1, λ2, · · · , λm]T , λi ∈ Bα1,Λ(0), µ = [µ1, µ2, · · · , µm]T , µi ∈ Bα1,M (0). (4.7)
Actually, we see g(λ) = Πmi=1IBα,Λ(0)(λi) and ψ(µ) = Πmi=1IBα,M (0)(µi). Let’s introduce γ(λ, µ) :=
[g(λ), ψ(µ)]T and the following notations
ξ :=
[
λ
µ
]
, y¯ :=
[
y¯λ
y¯µ
]
, η¯ :=
[
g¯
ψ¯
]
, ∂γ(ξ) :=
[
∂g(λ)
∂ψ(µ)
]
, p1 :=
[
p1λ
p1µ
]
, p2 :=
[
p2λ
p2µ
]
, (4.8)
where
η¯ := AT∇y¯h(y¯ − b) = (η¯1, η¯2, · · · , η¯m)T , η¯i ∈ R3. (4.9)
With the notations in (4.8), let’s introduce the following constraint sets
X := {ξ | Aξ = y¯, −η¯ ∈ ∂γ(ξ)}, (4.10)
Γ1(p
1) := {ξ | Aξ − η¯ = p1}, Γ2(p2) := {ξ | p2 ∈ η¯ + ∂γ(ξ)}, (4.11)
Γˆ(p1) := Γ1(p
1) ∩ Γ2(0) = {ξ | p1 = Aξ − y¯, 0 ∈ η¯ + ∂γ(ξ)}, (4.12)
where X is actually the solution set of (4.6) by (4.9). We also need another two set valued
mapping,
Γ(p1, p2) := {ξ | p1 = Aξ − y¯, p2 ∈ η¯ + ∂γ(ξ)}, (4.13)
S(p) := {ξ | p ∈ ∇ξ(h(Aξ − b)) + ∂γ(ξ)} ⇒ X = S(0). (4.14)
Actually the metric subregularity of ∂D at (ξ¯, 0) is equivalent to the calmness S at (0, ξ¯) [12]
(Theorem 3H.3). Now we turn to the calmness of S. Furthermore, since our solution set X is
compact by the constraints of λ and µ in (4.6), by By [50] (Proposition 4) (or Proposition 7 in
[46] for more general cases), we have the following proposition.
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Proposition 1. The calmness of S at (0, ξ¯) is equivalent to the calmness of Γ at (0, 0, ξ¯) for any
ξ¯ ∈ S(0).
We would use the following calm intersection theorem to prove the calmness of Γ.
Proposition 2 (Calm intersection theorem [26, 27]). Let T1 : Rq1 ⇒ Rk, T2 : Rq2 ⇒ Rk be two
set-valued maps. Define set-valued maps
T (p1, p2) : = T1(p
1) ∩ T2(p2), (4.15)
Tˆ (p1) : = T1(p
1) ∩ T2(0). (4.16)
Let x˜ ∈ T (0, 0). Suppose that both set-valued maps T1 and T2 are calm at (0, x˜) and T−11 is
pseudo-Lipschitiz at (0, x˜). Then T is calm at (0, 0, x˜) if and only if Tˆ is calm at (0, x˜).
Furthermore, we have the following proposition by [24] (or [46], Lemma 3).
Proposition 3. Γ1 is calm at (0, ξ¯) and Γ
−1
1 is pseudo-Lipschitiz at (0, ξ¯).
We need the following assumption first, which is actually a mild condition by the optimality
conditions in (2.11).
Assumption 1. Let’s assume that (λ¯, µ¯) ∈ X and
i. For each λ¯i, either λ¯i ∈ bdBα1,Λ(0) and there exists g¯i 6= 0 such that g¯i ∈ NBα1,Λ(λ¯i) or
λ¯i ∈ intBα,Λ(0).
ii. For each µ¯i, either µ¯i ∈ bdBα0,M (0) and there exists ψ¯i 6= 0 such that ψ¯i ∈ NBα0,M (µ¯i) or
µ¯i ∈ intBα0,M (0).
Theorem 3. For the problem (4.6), supposing the dual problem has at least one solution (λ¯, µ¯)
satisfying the Assumption 1, then ∂D is metrically subregular at (λ¯, µ¯) for the origin.
Proof. We mainly need to prove the calmness of Γˆ(p1) at (0, ξ¯). By metric subregularity of ∂g,
∂ψ by Lemma 4, 5, the fact that Γ−11 is pseudo-Lipschitiz, and the calmness of Γ1 at (0, ξ¯) by
Proposition 3, we get calmness of Γ at (0, 0, ξ¯) with the Calm intersection theorem in Proposition
2. We thus get the calmness of S at (0, ξ¯) and the metric subregular of ∂D at ξ¯ for the origin.
Now let’s focus the the calmness of Γˆ(p1) at (0, ξ¯). Without loss of generality and according
to Assumption 1, suppose
λ¯i ∈ intBα1,Λ(0), i = 1, · · · , L1,
λ¯i ∈ bdBα1,Λ(0), −g¯i 6= 0 ∈ NBα1,Λ(0)(λ¯i), i = L1 + 1, · · · ,m, 1 < L1 < m;
µ¯i ∈ intBα0,M (0), i = 1, · · · , L2,
µ¯i ∈ bdBα0,M (0), −ψ¯i 6= 0 ∈ NBα0,M (0)(µ¯i), i = L2 + 1, · · · ,m, 1 < L2 < m.
For i = 1, · · · , L1, λ¯i ∈ intBiα1,Λ(0), we have −g¯i ∈ NBiα1,Λ(0)(λ¯i) = {0}. We thus conclude g¯i = 0
and
Γi2(0) = {λ ∈ R2|0 ∈ NBα1,Λ(0)(λ)} = Bα1,Λ(0), i = 1, · · · , L1. (4.17)
For i = L1 + 1, · · · ,m, since λ¯i ∈ bdBiα1,Λ(0), for any λ ∈ B,Λ(λ¯i) ∩ Bα1,Λ(0), we notice either
λ ∈ bdBα1,Λ(0) or λ ∈ intBα1,Λ(0). While λ ∈ intBiα1,Λ(0), by the definition of Γ2(0), together
with NBα1,Λ(0)(λ) = {0}, we see g¯i = 0, which is contracted with the assumption (ii). While
λ ∈ bdBα1,Λ(0), since
NBα1,Λ(0)(λ) = {sλ|s ≥ 0}, NBα1,Λ(0)(λ¯) = {s1λ¯|s1 ≥ 0},
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together with the definition of Γ2, we see the only choice is
Γi2(0) = {λ¯i}, i = L1 + 1, · · · ,m. (4.18)
Similarly, for the case of µi, by Assumption 1, for i = 1, · · · , L2, µ¯i ∈ intBα0,M (0), we have
−ψ¯i ∈ NBiα1,M (0)(µ¯i) = {0}. We thus conclude ψ¯i = 0 and
Γi+m2 (0) = {µ ∈ R3|0 ∈ NBα0,M (0)(µ)} = Bα0,M (0), i = 1, · · · , L2. (4.19)
Similarly, for i = L2 + 1, · · · ,m, we have
Γi+m2 (0) = {µ¯i}, i = L2 + 1, · · · ,m. (4.20)
Choose  > 0 small enough such that B4,Λ(λ¯i) ⊂ Bα1,Λ(0) for i = 1, · · · , L1 and B4,M (µ¯i) ⊂
Bα0,M (0) for i = 1, · · · , L2. We thus conclude that
Γ2(0) ∩ B(ξ¯) = (B,Λ(λ¯1), · · · ,B,Λ(λ¯L1), λ¯L1+1, · · · , λ¯m, (4.21a)
B,M (µ¯1), · · · ,B,M (µ¯L2), µ¯L2+1, · · · , µ¯m)T , (4.21b)
where B(ξ¯) := Πmi=1B,Λ(λ¯i) × Πmi=1B,M (µ¯i). Suppose P = (p1, · · · , pm, q1, · · · , qm)T and ξ ∈
Γ1(P ) ∩ Γ2(0) ∩ B(ξ¯) with pi ∈ R2 and qi ∈ R3, i = 1, 2, · · · ,m. Introduce the following
constraint on ξ = (λ, µ)T
R := {ξ | λi ∈ R2, µi ∈ R3, i = 1, · · · ,m | λi = λ¯i, i = L1+1, · · · ,m; µi = µ¯i, i = L2+1, · · · ,m},
which is a convex and closed polyhedral set. It can be seen as follows. For i = 1 or i = 2, let’s
denote L¯i = m − Li and 02Li×2m ∈ R2Li×2m, 02L¯i×2Li ∈ R2L¯i×2Li as the zero matrix whose
elements are all zero. Denote I2L¯i×2L¯i ∈ R2L¯i×2L¯i as the identity matrix. Introduce
E+,Λ = [02L1×2m; 02L¯1×2L I2L¯×2L¯1 ] ∈ R2m×2m, (4.22)
E−,Λ = [02L1×2m; 02L¯×2L − I2L¯1×2L¯1 ] ∈ R2m×2m,
EΛ = [E+,Λ;E−,Λ] ∈ R4m×2m, λ¯R := [0, · · · , 0, λ¯L1+1, · · · , λ¯m]T ∈ R2m; (4.23)
E+,M = [03L2×3m; 03L¯2×3L2 I3L¯2×3L¯2 ] ∈ R3m×3m, (4.24)
E−,M = [03L2×3m; 03L¯2×3L2 − I3L¯2×3L¯2 ] ∈ R3m×3m,
EM = [E+,M ;E−,M ] ∈ R6m×3m, µ¯R := [0, · · · , 0, µ¯L2+1, · · · , µ¯m]T ∈ R3m. (4.25)
We thus define
EΞ =
[
EΛ 04m×3m
06m×2m EM
]
∈ R10m×5m, ξ¯R := [λ¯R, µ¯R]T ∈ R5m.
The set R = {ξ | EΞξ ≤ EΞξ¯R} is thus a polyhedral set. Actually, the following set
M(p) := {ξ | Aξ − y¯ = p, ξ ∈ R} = {ξ | Aξ − y¯ = p, EΞξ ≤ EΞξ¯R}, (4.26)
is also a polyhedral set.
Actually, for any ξ ∈ Γ1(p)∩Γ2(0)∩B(ξ¯) = Γˆ(p)∩B(ξ¯), denote ξ˜ as its projection on M(0).
Since ξ¯ ∈M(0), we thus have
‖ξ − ξ˜‖ ≤ ‖ξ − ξ¯‖ ≤ ⇒ ξ˜ ∈ B(ξ) ⊂ Πmi=1Bα1,Λ(λ¯i)×Πmi=1Bα0,M (µ¯i).
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Together with ξ˜ ∈ M(0) and ξ˜ ∈ R, we see ξ˜ ∈ Γ2(0) by (4.17) and (4.18). We thus conclude
that ξ˜ ∈ Γˆ(0) = Γ1(0) ∩ Γ2(0). By the celebrated results of Hoffman error bound [24] on the
polyhedral set in (4.26), for any ξ ∈ Γˆ(p) ∩ B(ξ¯), there exists a constant κ such that
dist(ξ, Γˆ(0)) ≤ ‖ξ − ξ˜‖ = dist(ξ,M(0)) ≤ κ‖p‖, ∀ξ ∈ Γˆ(p) ∩ B(ξ¯), (4.27)
since EΞξ ≤ EΞξ¯0 by ξ ∈ Γˆ(p) = Γ1(p)∩Γ2(0). We thus get the calmness of Γˆ(p) at (0, ξ¯). While
L1 = 0 (or L2 = 0), i.e., λ¯i ∈ bdBα1,Λ(0) (or µ¯i ∈ bdBα0,M (0)), i = 1, · · · ,m, one can readily
check that Γˆ(p) = Γ1(p)∩Γ2(0) = ∅ whenever pi 6= 0 with p = (p1, · · · , pm)T (or whenever qi 6= 0
with q = (q1, · · · , qm)T ). The case L1 = m or L2 = m is similar depending the conditions of R
in (4.26). The calmness follows by definition and the proof is finished.
Henceforth, we denote X as the solution sets for the dual problem (2.10). With the stopping
criterion (A), we have the following global and local convergence.
Theorem 4. For the TGV regularized and perturbed problem (P), denote the iteration sequence
(uk, wk, hk1 , h
k
2 , λ
k, µk) generated by ALM-PDP, ALM-PDD with stopping criteria (A). Then
the sequence (uk, wk, hk1 , h
k
2 , λ
k, µk) is bounded and convergences to (u∗, w∗, h∗1, h
∗
2, λ
∗, µ∗). If
TD := ∂D is metrically subregular for the origin with modulus κD and the additional stopping
criteria (B1) is employed, then the sequence ξk = (λk, µk) converges to (λ∗, µ∗) ∈ X and for
arbitrary sufficiently large k,
dist(ξk+1,X ) ≤ θkdist(ξk,X ), (4.28)
where
θk = [κD(κ
2
D + σ
2
k)
−1/2 + δk](1− δk)−1, as k →∞, θk → θ∞ = κD(κ2D + σ2∞)−1/2 < 1.
Proof. Since U×V is finite dimensional reflexive space and the primal function (P) is l.s.c. proper
convex functional and strongly convex, hence coercive. Thus the existence of the solution can
be guaranteed [29] (Theorem 4.25). Furthermore, since domF = U × V , by Fenchel-Rockafellar
theory [29] (Chapter 4.3) (or Theorem 5.7 of [9]), the solution to the dual problem (2.10) is not
empty and
inf
u∈U,w∈V
F(u,w) = sup
λ∈V,µ∈W
−D(λ, µ).
By [38] (Theorem 4) (or Theorem 1 of [37] where the augmented Lagrangian method essentially
comes from proximal point method applying to the dual problem ∂D), with criterion (A), we
get the boundedness of {ξk}. The uniqueness of (u∗, w∗) follows from the strongly convexity of
(u,w) and the h∗1 = ∇u∗ − w∗ and h∗2 = Ew∗ which come from the optimality conditions for λ
and µ for Lσ(u,w, h1, h2;λ, µ) in (2.12). The boundedness of (u
k, wk, hk1 , h
k
2) and convergence of
(uk, wk, hk1 , h
k
2 , λ
k, µk) then follows by [38] (Theorem 4).
The local convergence rate (4.28) with metric subregularity of TD by Theorem 3 and the
stopping criteria (A) (B1) can be obtained from [38] (Theorem 5) (or Theorem 2 of [37]).
Remark 1. By strong convexity of F on (u,w) of (P), we get the uniqueness of the primal solution
(u∗, w∗). By the optimality conditions (2.11), we have
[u∗, w∗]T = −A−1([K∗f0, 0]T −B[λ∗, µ∗]T ).
Actually, for the updates in algorithm 2, we have [uk+1, wk+1]T = −A−1([K∗f0, 0]T−B[λk+1, µk+1]T )
by (3.19). We thus conclude the locally linear convergence rate of (uk+1, wk+1) with Theorem 4.
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5 Numerical Experiments
5.1 The choice of parameter a: tests for PSNR
The choice of the parameter a in (P) is a subtle issue. The variable w comes from the TGV
regularization and does not belong to the original data term F (u) in (2.1). However, the strong
convexity of w in (P) will certainly bring out some advantage for the semismooth Newton solver
in (3.16) compared to (2.1). Surprisingly, adding the strongly convex term a2‖w‖22 can experimen-
tally improve the quality of the restored image for many of the corrupted images (e.g., see Figure
1). As shown in Table 1, a = 1 can bring out better PNSR for many cases presented compared
to a = 0, where all cases are computed by first-order primal-dual method [7]. Henceforth, we
choose a = 1 for our numerical tests.
5.2 Numerical Tests
For numerical experiments, we focus on the TGV regularized image denoising model for testing
all the proposed algorithms, i.e., K = I, µ = 0, H = I, and f = f0. We employ the standard
finite difference discretization of the discrete gradient ∇ and divergence operator div [3, 7], which
satisfies (2.9) and are very convenient for operator actions based implementation. The following
residuals of u, w, λ, and µ based on the primal-dual optimality conditions (2.11) of the original
problem (P) are
res(u)k+1 := ‖uk+1 − f − div λk+1‖F , res(w)k+1 := ‖awk+1 − λk+1 − divµk+1‖F , (5.1a)
res(λ)k+1 := ‖λk+1 − Pα1(λk+1 + c0(∇uk+1 − wk+1))‖F , (5.1b)
res(µ)k+1 := ‖µk+1 − Pα0(µk+1 + c0Ewk+1)‖F , (5.1c)
where ‖ · ‖F denotes the Frobenius norm and c0 is a positive constant.
With (P) and (2.10), the primal-dual gap proposed for TV in [7] for TGV is as follows (see
also [22])
G˜k+1 = G˜k+1(uk+1, wk+1, λk+1, µk+1) := F(uk+1, wk+1) +D(λk+1, µk+1).
We use the following normalized primal-dual gap [7]
Gk+1 := G˜k+1/NM, with NM = N ∗M, uk ∈ RN×M . (5.2)
The following scaled residual of u, w, λ, and µ for the original system (P) as our stopping
criterion,
Uk+1 := (res(u)k+1 + res(w)k+1 + res(λ)k+1 + res(µ)k+1)/‖f‖F . (5.3)
Let’s now turn to the stopping criterion for linear iterative solver, i.e., BiCGSTAB ( biconju-
gate gradient stabilized method) for each linear system for the Newton update (3.16) (or (3.18))
in Algorithm 1 (or 2). We use BiCGSTAB (see Figure 9.1 of [45]), which is very efficient for non-
symmetric linear system. The following stopping criterion is employed for solving linear systems
to get the Newton updates with BiCGSTAB [23],
tolk+1 := .1 min
{(
resk
res0
)1.5
,
resk
res0
}
, (5.4)
which can help catch the superlinear convergence of semismooth Newton we employ. The resk
in (5.4) denotes the residual of the corresponding linear system for the Newton update after the
k-th BiCGSTAB.
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(a) Train (b) Train 1 (c) Train 2 (d) Sails (e) Sails 1 (f) Sails 2
(g) Baboon (h) Baboon 1 (i) Baboon 2 (j) Man (k) Man 1 (l) Man 2
Figure 1: Original and corrupted images for PSNR test with TGV regularization. The sizes of the original images
are: Train: 512 × 357; Sails: 512 × 768; Baboon: 512 × 512; Man: 1024 × 1024. The corresponding noise level of the
corrupted images are: Train 1, Baboon 1, Sails 1, Man 2: with 10% gaussian noise; Man 1: with 20% gaussian noise;
Train 2, Baboon 2, Sails 2: with 5% gaussian noise.
Now, we turn to the most important stopping criterion (A), (B1), (B2) of each ALM iter-
ation for determining how many Newton iterations are needed when solving the corresponding
nonlinear systems (2.21). For the criterion (B1), more practical stopping criterion of ALM for
cone programming can be found in [10]. We found the following empirical stopping criterion for
each ALM iteration is efficient numerically. With F as in (2.21), for the k-th ALM iteration, we
introduce
Rlk,SSN l : = ‖ul+1 − f +∇∗pl+1‖F + ‖awl+1 − pl+1 + E∗ql+1‖F (5.5a)
+ ‖ − (λk + σk(∇ul+1 − wl+1)) + max(1.0, |λk + σk(∇ul+1 − wl+1)|/α1)pl+1‖F
+ ‖ − (µk + σkEwl+1) + max(1.0, |µk + σkEwl+1|/α0)ql+1‖F . (5.5b)
where (ul+1, wl+1, pl+1, ql+1) is generated by Algorithm 1 or 2 before the projection to the feasible
sets of p and q. We employ the following stopping criterion
Rlk,SSN l ≤ δk/σk, (5.6)
where δk is a small parameter which can be chosen as fixed constants 10
−1, 10−3, 10−5 and
so on in our numerical tests. We emphasis that divided by σk is of critical importance for the
convergence of ALM, which is also required by the stopping criterion (A), (B1), (B2).
For numerical comparisons, we mainly choose the accelerated primal-dual algorithm ALG2
[7] with asymptotic convergence rate O(1/k2), which is very efficient, robust and standard algo-
rithms for imaging problems. Since the strongly convex parameter of F on (u,w) in (P) is 1 with
a = 1, we follow the same parameter setting for ALG2 as in [7] and the corresponding software.
The test images, the corrupted images and the restored image along with their information in-
cluding the size, the noise level can be see in Figure 2. All computations are done on a laptop
with Matlab R2019a.
From Table 3, 4 and 5, it can be seen that the proposed ALM-PDP and ALM-PDD are very
efficient, competitive and robust for different sizes of images. Especially, the proposed ALM-
PDP are highly efficient for high accuracy cases. Table 2 show the efficiency of the primal-dual
semismooth Newton solve without line search probably because of Theorem 1.
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a = 1.0 a = 10−8 a = 0
PSNR RMSE SSIM PSNR RMSE SSIM PSNR RMSE SSIM
Train 1 26.604 2.186e-3 7.691e-1 26.595 2.190e-3 7.688e-1 26.596 2.190e-3 7.688e-1
Train 2 29.854 1.034e-3 8.504e-1 29.835 1.039e-3 8.500e-1 29.835 1.039e-3 8.500e-1
Man 1 13.886 4.087e-2 5.590e-1 13.886 4.087e-2 5.589e-1 13.886 4.087e-2 5.590e-1
Man 2 27.472 1.790e-3 6.768e-1 27.469 1.791e-3 6.769e-1 27.470 1.790e-3 6.769e-1
Baboon 1 22.961 5.057e-3 5.768e-1 22.952 5.067e-3 5.757e-1 22.952 5.067e-3 5.758e-1
Baboon 2 24.368 3.658e-3 6.990e-1 24.371 3.655e-3 6.993e-1 24.371 3.655e-3 6.993e-1
Sails 1 19.027 1.251e-2 6.147e-1 19.023 1.252-2 6.133e-1 19.023 1.252-2 6.133e-1
Sails 2 26.168 2.416e-3 6.915e-1 26.173 2.414-3 6.918e-1 26.172 2.414-3 6.918e-1
Table 1: PSNR results of TGV regularized image denoising. Train 1, Baboon 1, Sails 1, Man 2: with 10% gaussian
noise, α = [0.2, 0.1]; Man 1: with 20% gaussian noise, α = [0.2, 0.1]; Train 2, Baboon 2, Sails 2: with 5% gaussian noise,
α = [0.1, 0.05].
k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8
res(u) 1.04e-3 5.67e-4 2.48e-4 2.53e-5 1.09e-6 4.70e-7 9.91e-7 7.68e-8
res(w) 3.92e-4 2.47e-4 1.29e-4 8.02e-6 2.14e-7 1.43e-7 2.53e-7 3.75e-8
res(λ) 5.55 1.15 2.77e-1 6.89e-2 1.65e-2 3.51e-3 6.20e-4 9.74e-5
res(µ) 1.09e1 3.02 8.03e-1 2.15e-1 5.19e-2 1.02e-2 1.88e-3 3.53e-4
Gap 4.52e-4 7.82e-5 1.83e-5 4.22e-6 8.48e-7 1.42e-7 2.28e-8 3.65e-9
NSSN 6 5 6 9 11 14 24 22
NABCG 10 13 27 43 75 97 122 233
Table 2: Image Cameraman denoised by TGV with algorithm ALM-PDP. NSSN denotes the number of Newton itera-
tions. NABCG denotes average number of BiCGSTAB iterations. Here σ0 = 4, σk+1 = 4σk.
TGV: α = [0.1, 0.2] Turtle: 128× 128
n(t) res(u) res(w) res(λ) res(µ) Gap PSNR U
ALM-PDP 7(20.72s) 2.40e-3 1.42e-3 4.35e-4 1.80e-3 3.60e-8 24.93 1e-4
ALM-PDD 7(78.95s) 5.15e-15 <eps 4.53e-4 3.65e-3 3.61e-8 24.93 1e-4
ALG2 3176(33.36s) 6.38e-3 5.77e-4 9.37e-6 2.20e-5 1.53e-9 24.93 1e-4
ALM-PDP 9(114.03.s) 8.97e-6 5.63e-6 1.38e-5 3.02e-5 5.93e-10 24.93 1e-6
ALM-PDD 9(456.99s) 5.19e-15 <eps 1.40e-5 3.07e-5 6.04e-10 24.93 1e-6
ALG2 10808(1033.93s) 6.33e-5 4.43e-6 4.42e-9 8.32e-9 2.07e-13 24.93 1e-6
ALM-PDP 11(320.20s) 3.17e-6 1.77e-6 5.11e-7 9.26e-7 1.05e-11 24.93 1e-7
ALM-PDD 17(4604.37s) 5.19e-15 <eps 1.14e-6 4.79e-6 4.76e-12 24.93 1e-7
ALG2 387109(4064.04s) 6.36e-6 4.02e-7 2.41e-10 4.17e-10 5.97e-15 24.93 1e-7
Table 3: For n(t) of the first line of each algorithm, n presents the iteration number for the primal dual gap less than
the stopping value, t denoting the CPU time.
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(a) Original image: Turtle (b) Noisy image: 10% Gaussian (c) ALM-PDP(10−6)
(d) Original image: Cameraman (e) Noisy image: 5% Gaussian (f) ALM-PDP(10−6)
(g) Original image: Two macaws (h) Noisy image: 10% Gaussian (i) ALM-PDP(10−5)
Figure 2: Images (a), (d) and (g) show the original Turtle, Cameraman and Two macaws images (see [25] for the Two
macaws image). (b) and (h) are noisy versions corrupted by 10% Gaussian noise; (e) is corrupted by 5% Gaussian noise.
(c) and (f) show the denoised images with ALM-PDP with Uk+1 < 10−6. (i) shows show the denoised images with
ALM-PDP with Uk+1 < 10−5. Their sizes are: Turle: 128× 128; Cameraman: 256× 256; Two macaws: 768× 512.
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TGV: α = [0.1, 0.05] Cameraman: 256× 256
n(t) res(u) res(w) res(λ) res(µ) Gap PSNR U
ALM-PDP 7(66.15s) 5.71e-3 3.84e-3 6.49e-4 1.90e-3 2.32e-8 30.16 1e-4
ALM-PDD 7(455.75s) 1.13e-14 <eps 2.03e-3 2.79e-3 2.29e-8 30.16 1e-4
ALG2 3115(77.45s) 1.27e-2 8.31e-4 1.02e-5 4.65e-5 1.62e-9 30.16 1e-4
ALM-PDP 9(369.39s) 2.25e-5 1.27e-5 1.49e-5 6.64e-5 5.58e-10 30.16 1e-6
ALM-PDD 9(1985.00s) 1.13e-14 <eps 1.88e-5 7.13e-5 5.61e-10 30.16 1e-6
ALG2 81706(2000.26s) 1.26e-4 9.11e-6 1.60e-8 3.06e-8 2.85e-13 30.16 1e-6
ALM-PDP 11(1498.96s) 6.65e-6 3.57e-6 4.44e-7 2.44e-6 1.34e-11 30.16 1e-7
ALM-PDD — — — — — — — 1e-7
ALG2 382833(9298.64s) 1.30e-5 5.14e-7 7.93e-11 4.27e-10 1.95e-15 30.16 1e-7
Table 4: For n(t) of the first line of each algorithm, n presents the iteration number for the primal dual gap less than
the stopping value, t denoting the CPU time. “—” denotes the iteration time more than 1e4 seconds.
TGV: α = [0.1, 0.2] Two macaws: 768× 512
n(t) res(u) res(w) res(λ) res(µ) Gap PSNR U
ALM-PDP 3(238.01s) 2.43e-2 1.39e-2 6.55e-2 2.28e-5 1.70e-6 31.53 1e-3
ALM-PDD 6(1382.05s) 2.26e-14 <eps 1.85e-1 9.14e-2 5.72e-7 31.53 1e-3
ALG2 683(99.84s) 2.57e-1 3.01e-2 3.14e-3 7.98e-3 1.63e-7 31.52 1e-3
ALM-PDP 8(1499.23s) 2.79e-4 1.02e-4 4.52e-4 1.66e-3 9.09e-9 31.53 1e-5
ALM-PDD 8(11171.49s) 2.58e-14 <eps 4.93e-4 1.35e-3 9.08e-9 31.53 1e-5
ALG2 15638(2332.49s) 2.82e-3 1.55e-4 7.40e-7 2.48e-6 1.66e-11 31.53 1e-5
ALM-PDP 9(5060.97s) 2.08e-6 6.60e-7 6.96e-5 2.24e-4 1.23e-9 31.53 1e-6
ALM-PDD — — — — — — — 1e-6
ALG2 — — — — — — — 1e-6
Table 5: For n(t) of the first line of each algorithm, n presents the iteration number for the primal dual gap less than
the stopping value, t denoting the CPU time. The notation “<eps” denotes the corresponding quality less than the
machine precision in Matlab “eps”. “—” denotes the iteration time more than 1e4 seconds.
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6 Discussion and Conclusions
In this paper, for TGV regularized image restoration, we proposed an efficient primal-dual semis-
mooth Newton based ALM algorithms. The corresponding asymptotic local convergence rate
along and the global convergence are discussed by metric subregularity of the dual functions.
Numerical tests show the efficiency of the proposed algorithm. We would like to emphasis that
efficient preconditioners for the linear systems solving Newton updated is very important and
desperately needed. Designing efficient preconditioners for the Krylov space based BiCGSTAB
especially for large step size σk is very challenging and useful.
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