Double transgressions and Bott-Chern duality by Cibotaru, Daniel et al.
DOUBLE TRANSGRESSIONS AND BOTT-CHERN DUALITY
DANIEL CIBOTARU, VINCENT GRANDJEAN, AND BLAINE LAWSON, JR.
Abstract. We present a general framework for obtaining currential double transgression
formulas on complex manifolds which can be seen as manifestations of Bott-Chern Duality.
These results complement on one hand the simple transgression formulas obtained by Harvey
-Lawson and on the other hand the double transgression formulas of Bismut-Gillet-Soule´.
Among the applications we mention a Gysin isomorphism for Bott-Chern cohomology, an
abstract Poincare´-Lelong formula for sections of holomorphic and Hermitian vector bundles
implying Andersson’s generalization of the standard Poincare´-Lelong, a Bott-Chern duality
formula for the Chern-Fulton classes of singular varieties or a refinement of the first author’s
simple transgression formula for the Chern character of a Quillen superconnection associated
to a self-adjoint, odd endomorphism. The existence of a Bismut-Gillet-Soule´ double transgres-
sion without the hypothesis of degeneration along a submanifold stands out. As a by-product
we also obtain a statement about the pointwise localization of the Samuel multiplicity of an
analytic subvariety of a complex manifold along an irreducible component.
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1. Introduction
Simple, currential transgression formulas are manifestations of Poincare´ Duality on a smooth
manifold M . They typically take the following form
(1.1) ω − Z = dT
where ω a smooth closed differential form, Z is a (flat) current with support along some
(locally) rectifiable set and dT is an exact current. The naive idea to obtain such formulas
is to take the closed form ω and deform it via some continuous process ωt such that ωt
converges weakly to Z. For example, Laudenbach [13] and Harvey-Lawson [32, 33, 35] used
Morse gradient flows ϕ : R×M →M in order to construct a homotopy between the deRham
complex and the Morse complex via the deformation ω → ϕ∗tω. When the Morse flows are
considered along the fibers of a fiber bundle P → M more applications can be given, like
for example the Gauss-Bonnet formula, or an answer to Quillen’s question about the the
deformation of the Chern supercharacter associated to an odd self-adjoint endomorphism (see
for example [16]).
The name transgression comes from standard Chern-Weil theory and the well-known rela-
tion
(1.2) P (∇1)− P (∇2) = dTP(∇1,∇2)
which proves the cohomological invariance of the characteristic forms P (∇) associated to
a fixed invariant polynomial P and a connection ∇. The holomorphic counterpart to this
equality is the Bott-Chern formula [7] which we now recall. If M is a complex manifold of
dimension n and E →M is a holomorphic vector bundle endowed with a family of Hermitian
metrics (ht)t∈[1,2] and∇t is the corresponding family of unique (Chern) connections compatible
with both the metric and the holomorphic structure then one can refine (1.2) to
P (∇1)− P (∇2) = ∂∂¯T (∇1,∇2)
for some smooth form T (∇1,∇2).
This parallel raises the question of whether one can adapt the deformation theoretic tech-
niques to the complex setting in order to obtain currential double transgression formulas, i.e.
expressions of type
(1.3) ω − Z = ∂∂¯T
where again ω is smooth and Z is flat. The homological context for such formulas is Bott-
Chern duality.
The Bott-Chern cohomology groups Hp,qBC :=
Ker ∂∩Ker ∂¯
Im ∂∂¯
and their Hodge ∗-duals, the Aeppli
groups Hp,qA :=
Ker ∂∂¯
Im ∂+Im ∂¯
were introduced independently [1, 7] in the mid sixties and have
become indispensable tools to complex geometers [3, 19]. On a compact Ka¨hler manifold they
are isomorphic with some older acquaintances, the Dolbeault groups, consequence of the ∂∂¯
Lemma (see [3, 18]). On a general compact complex manifold this is not the case, but in recent
years, substantial progress has been made in understanding and computing these groups on
certain classes of non-Ka¨hler manifolds [3, 4, 5].
Bismut’s impressive work [10] on the Grothendieck-Riemann-Roch Theorem in Bott-Chern
cohomology for proper submersions under the condition that the (higher) direct image sheaf
is locally free stands out as a major achievement in this area. Smooth double transgression
formulas appear in [10], albeit with a different formalism than in the present article.
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In a separate direction, currential double transgressions and Bott-Chern currents appeared
in the vast work of Gillet-Soule´ [26] and Bismut-Gillet-Soule´ [11, 12] and indeed they are
fundamental in the definition of Green currents [26, 36] and the arithmetic Chow groups. One
of the first motivations for this article was the introduction of new tools that eventually should
produce more direct proofs of the transgression formulas of Bismut-Gillet-Soule´ like Theorem
2.5 from [11] that fit within a natural theory of double transgressions.1 The importance of
such formulas cannot be overstated. For example, it is used by the same authors in [11] to
explicitly compute the arithmetic Chern character of a chain complex of vector bundles under
certain technical hypothesis. More recently, Garcia and Sankaran constructed in [25] natural
Green forms on orthogonal and unitary Shimura varieties.
The influential Bismut (simple transgression) Theorem 3.2 from [9] from which the above
mentioned result from [11] is derived is based on Ho¨rmander’s theory of wave front sets. One
also gets as a bonus ”rates” of convergence of the relevant currents in an appropriate topology,
something not available with the standard tools of Geometric Measure Theory. However, this
approach has limitations when dealing with singularities as the ”degeneration locus” is usually
considered to be a complex submanifold M ′. The techniques we introduce here, of a completely
different nature, try to overcome these technical limitations. In fact, as one might expect, the
analytic geometry language encodes enough information that allows to deal with more singular
situations.
One of the main new results of this article is a proof in Theorem 11.8 of the existence of a
Bismut-Gillet-Soule´ double transgression under very general hypothesis, removing for example
the condition of degeneration along a submanifold. Explicit computations can be performed,
but in order to keep the article to a reasonable length we defer them to future work.
Returning to more elementary considerations, a relation of type (1.3) immediately brings
to mind a standard result in complex geometry, the celebrated Poincare´-Lelong formula that
was proved, in fact, by Griffiths and King in [28] (Proposition 1.14).
Theorem 1.1. If L → M is a Hermitian and holomorphic line bundle and s : M → L is a
non-identically zero, holomorphic section then
[s−1(0)]− c1(∇) = i
pi
∂∂¯[log |s|]
where ∇ is the Chern connection of L and [s−1(0)] is the current of integration over the regular
part of s−1(0).
The Poincare´-Lelong formula is the holomorphic counterpart of the statement that the zero
locus of a smooth section of a complex line bundle transverse to the zero section differs from
the first Chern form by an exact current. This article says that this analogy can be extended
much further. In fact, if we replace the flow-deformation techniques of [17] with certain
algebraic C∗ actions then the simple transgression formulas turn to double transgressions.
Nevertheless, the techniques for proving such results are completely different. We use the idea
of deformation to the normal cone ([24], Ch. 5) together with Hardt’s Slicing Theorem and
the standard Poincare´-Lelong formula in order to reach the following conclusion.
Theorem 1.2. Let E →M be a Hermitian and holomorphic vector bundle and s : M → E ⊂
P(C⊕E) be a non-identically zero, holomorphic section. Let ω ∈ Ω∗(P(C⊕E)) be a ∂ and ∂¯
1The word natural is used here with an eye towards the facility to come up with such expressions, rather
than emphasizing certain algebraic properties.
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closed form. Then the following holds
s∗ω − s∗∞ω − Z(s, ω) = ∂∂¯T (s, ω)
where s∞ : M \ s−1(0) → P(E) is s∞(m) = [s(m)], Z(s, ω) is an explicit flat current with
support on s−1(0) and T (s, ω) is a current with locally integrable coefficients.
As a consequence we obtain the next generalizations of Poincare´-Lelong.
Theorem 1.3. Let E be of rank k and s : M → E be a section such that s−1(0) is of pure
complex codimension l > 0, l ≤ k. Let δlj be the Kronecker symbol. The following hold for all
j ≤ l
(1.4) cj(∇E)− cj(∇Qs)− δlj[s−1(0)] = −
i
pi
∂∂¯
(
log |s| (cj−1(∇Qs) + ∂∂¯η1))
(1.5) − c1(∇L∗s)j − δlj[s−1(0)] = −
i
pi
∂∂¯
(
log |s| (c1(∇L∗s)j−1 + ∂∂¯η2))
where η1 and η2 are smooth forms on U := M \ s−1(0), all equal to 0 for j = 1. Here, L∗s is
the dual to Ls := 〈s〉 and Qs := E/Ls, all vector bundles over U .
If s does not vanish, then the two equations are identities of smooth forms on M and hold
for all j. The analytic current [s−1(0)] is the sum of the irreducible components of s−1(0),
each multiplied with its Samuel multiplicity.
Formula (1.4) was also obtained by M. Andersson in [2], using completely different tech-
niques from Residue Theory. The computation of the right hand side of (1.4) (resp. (1.5)) is
new, albeit incomplete as it involves the presence of the form η1 (resp. η2). We believe this
”leftover” can also be expressed as polynomials in the entries of the curvature tensors of Qs
(resp. Ls).
We obtain Theorem 1.3 by using certain particular closed forms ω on P(C⊕E) in Theorem
1.2. In fact, the choice of these forms is really natural in view of Fulton’s ”topological”
description of the ”embedded” multiplicities of a subscheme along an irreducible variety. The
algebraic operation on Chow groups given by a Chern class corresponding to a polynomial
P becomes naturally the operation of wedging with the Chern form associated to P and the
Chern connection in the Bott-Chern groups. Naturally one can think of other applications
here and we have selected two that are rather direct.
Fulton defines in [24], Example 4.2.6 the total Chern class cF∗ (X) of a scheme X as a certain
class in the Chow group A∗(X) by using an embedding of X into a regular variety M . These
classes do not depend on the embedding. There exists a natural map
A∗(M)→ HBC∗,∗ (M)
which of course can be composed with the pushforward A∗(X) → A∗(M). If X is as before
the zero section of a holomorphic vector bundle over M , we get the following statement.
Theorem 1.4. Let s : M → E be a holomorphic section such that s−1(0) is pure of codimen-
sion c and dimension d. Then the Chern-Fulton classes satisfy in HBCd−∗,d−∗(M):
(1.6) cF∗ (s
−1(0)) = −c1(Ls∗)c(c∗(TM ⊗ L∗s)),
where Ls := Im s
∣∣
M\s−1(0) is the line subbundle determined by s. The form on the right hand
side is smooth over M \ s−1(0), with locally integrable coefficients on M .
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We continue the applications inspired by [24]. The generalized Poincare´-Lelong formula
(1.4) contains on the left hand side a rather undesired correction term, namely cj(∇Qs). One
is then left wondering what exactly happened with the Poincare´ duality between the zero
locus of a section and the top Chern class. On one hand, the correction term is absent when
the dimension of s−1(0) equals the expected dimension which is the rank of the vector bundle.
We infer then that formula (1.4) provides a Bott-Chern (and implicitly a Poincare´) dual for
s−1(0) when this generic condition is not met. On the other hand, one can separately obtain
a Bott-Chern duality statement for the top Chern class ck(E), which we discuss next.
Let Cs−1(0)M be the affine normal cone of s
−1(0). It is naturally a complex subspace of
E. Let τ be a Thom form for E → M , i.e. a smooth form with compact support, such that∫
E/M
τ = 1.
Then Cs−1(0)M ∧ τ makes perfect sense as a current on E. Let Z(s) := pi∗(Cs−1(0)M ∧ τ))
be the corresponding current on M . Then
Theorem 1.5. Let k be the rank of E. The following holds in HBCn−k,n−k(M):
Z(s) = ck(E).
This formula led us to investigate a natural question about the Bott-Chern cohomology
groups: the existence of a Gysin isomorphism. The natural integration of forms over the
fiber is just the restriction of the operation of push-forward of currents to forms. Hence pi∗
commutes with ∂ and ∂¯ and we have a well-defined morphism
(1.7) pi∗ : H
p,q
BC,cpt(E)→ Hp−k,q−kBC (M).
We have the following.
Theorem 1.6. Let M be a compact complex manifold. Then the map pi∗ in (1.7) is an
isomorphism.
The proof of this result goes through Bott-Chern Duality with supports proved by Bigolin
[8] and a certain ”universal” transgression formula that holds on P(C ⊕ E), namely if ω is a
∂ and ∂¯ closed form of P(C⊕ E), then one has:
ω
∣∣
E
− pi∗(ω) ∧ [M ]− (piE)∗(ω
∣∣
P(E)) = ∂∂¯[T (ω)].
where [M ] is the zero section, T (ω) is a current of finite mass (locally) and piE : E\{0} → P(E)
is the natural projection.
We mentioned earlier that the simple transgression formulas have a dynamical point of
view associated to them. Double transgressions make no exception. One of the motivating
questions for this work was how can one compute limits of smooth forms in the weak sense
lim
λ→∞
(λs)∗ω
when s is a section of a vector bundle E →M and ω is a form on the total space. It turns out
that it is technically convenient to work on a complex compactification of E and P(C⊕E) is
here the natural choice. As noticed by Harvey and Lawson [32], the Schwartz kernel of the
pull-back operator (λs)∗ is the graph of λs. So we get confronted with the geometric question
of computing the limits of the graphs of λs, i.e.
(1.8) lim
λ→∞
{(s(m), [1 : λs(m)]) ∈ E ×M P(C⊕ E)) | m ∈M}
As one might expect, this is where the deformation to the normal cone procedure comes in.
It turns out that everything can be expressed in terms of the blow-up of the regular subspace
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∞× [0] ⊂ P1 × E and strict transforms with respect to this blow-up. To make things more
palpable we use a concrete description of this blow-up:
Bl∞×[0](P1 × E) = {([µ : λ], v, [θ : w]) ∈ P1 × E ×M P(C⊕ E) | (µ, λv) ∧ (θ, w) = 0}
We need to look at the strict transform S˜ of P1 × s(M) in order to read the limit in (1.8).
On a closer look we also see a different point of view here that points to a generalization. The
blow-up Bl∞×[0](P1 × E) is in fact the closure of the graph of the C∗-action on E, i.e. the
closure in P1 × E × P(C⊕ E) of
{(λ, v, [1 : λv]) ∈ C∗ × E × P(C⊕ E)}
One can consider weighted homogeneous actions as follows.
Let E = E0⊕E1 . . .⊕Ek be a splitting of E into a direct sum and consider that C∗ acts by
λβi on Ei where β0 = 0 and βi is an increasing sequence of non-negative integers. Then this
induces an action of C∗ on P(E). It turns out that the closure of the graph of the action in
P1×P(E)×M P(E) is the blow-up of an explicit sheaf of (non-reduced) ideals I on P1×P(E).
In this article we give explicit equations for the closure of the graph of the C∗ action (see
Proposition 8.4).
Using the same theoretical set-up as in the homogeneous case we can show that limits of
type
lim
λ→∞
{(s(m), [λ ∗ s(m)]) ∈ P(E)×M P(E)) | m ∈M}(1.9)
lim
λ→0
{(s(m), [λ ∗ s(m)]) ∈ P(E)×M P(E)) | m ∈M}(1.10)
exist and produce subsequent double transgression formulas. Here ∗ represents the weighted
homogenenous action and s : M → P(E) is a section whose image is not completely contained
in the fixed point set of the action.
These type of situations are by no means artificial, since the natural rescaling action of C∗
on Hom(E ′⊕F ) which compactifies to an action on Grk(E ′⊕F ), (k = rankE ′) can be seen via
the Plu¨cker embedding as the restriction of a weighted homogeneous action on P(Λk(E ′⊕F )).
One can compute quite explicitly the limits (1.9) and (1.10) and fit them into a double
transgression formula by following pretty much the same strategy as for k = 1. It turns
out that each limit is now a sum of (at most) k + 1 terms, each of these corresponding to
one irreducible component of the blow-up of the ideal I. In Section 8 we give the equations
of this blow-up and describe the components of the exceptional divisors. In fact, if S˜ is
the strict transform of P1 × s(M) as before and we let S˜∞ to be the part of S˜ lying over
{∞} × P(E)×M P(E), then S˜∞ is made from k + 1 pieces obtained as intersections
S˜∞i := S˜
∞ ∩ S(Fi)×Fi U(Fi)
where Fi = P(Ei) is one connected component of the fixed points of the C∗ action and
S(Fi)/U(Fi) are the stable/unstable associated sets.
In the homogeneous case, when k = 1, the two terms have a clear description in terms of
classical analytic processes, blow-ups, exceptional divisors, cones (see Proposition 4.3) and in
a sense this is what accounts for the simplicity of the abstract Poincare´-Lelong Theorem 1.2.
The situation is quite a bit more complicated for general k, owing to the fact that the orbit
space of a C∗ action on a projective space is far from being Hausdorff.
We summarize the results of Sections 8 and 9 in the following rather imprecise statement
(see the more precise Theorem 9.6).
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”Theorem“: The closure of the graph of the action C∗×P(E)→ P(E) in P1×P(E)×P(E)
coincides with the blow-up of a sheaf of ideals I on P1×P(E) and the limits (1.9) and (1.10)
are the two components of the exceptional divisor2 of the strict transform (in this blow-up) of
P1 × s(M) lying over ∞ and 0 respectively in P1. Moreover, each limit can be written as a
sum of k+ 1 terms. The affine part of S˜∞i , i.e. S˜
∞
i ∩ [S(Fi)×Fi U(Fi)] (and similarly for S˜0i )
can be described as the exceptional divisor of a weighted affine cone of a weighted blow-up.
This is the gate for more applications.
On one hand we recover as a corollary the Bott-Chern classical transgression formula (sub-
section 10.1) which says that given an exact sequence
0→ E ′ → E → E ′′ → 0
of holomorphic vector bundles with Hermitian metrics then at the level of Bott-Chern coho-
mology groups one has:
c∗(E) = c∗(E ′ ⊕ E ′′).
Second, we turn to Quillen’s question in [41], of computing limits of superconnections Chern
character forms associated to an odd self-adjoint endomorphism of a vector bundle. The result
is as follows.
Theorem 1.7. Let E := E+ ⊕ E− → M be a holomorphic super vector bundle with a com-
patible Hermitian metric and corresponding Chern connection ∇ = ∇+ ⊕∇−. Let A˜ : M →
Hom(E+, E−) be a holomorphic section and Az :=
( ∇+ (zA˜)∗
zA˜ ∇−
)
be the corresponding fam-
ily of superconnections on E. Then there exists a double transgression formula
ch(∇)− lim
z→∞
ch(Az) = ∂∂¯T (A˜)
where limz→∞ ch(Az) is a sum of flat currents, each supported on {p ∈ M | dim Ker A˜ = i},
where 1 ≤ i ≤ k+.
The proof is based on a Theorem of Quillen [42] that extends the universal Chern superchar-
acter form from the morphism bundle to the Grassmannian bundle. We remark that under
appropriate transversality conditions the limit limz→∞ ch(Az) has already been computed in
[16].
Finally we turn to retrieving the Bismut-Gillet-Soule´ singular double transgression.
Theorem 1.8. Let vi : Ei → Ei−1 be a finite sequence of holomorphic chain morphisms
between holomorphic vector bundles endowed with Hermitian metrics. Let E+ = ⊕iE2i and
E− := ⊕iE2i−1 with Chern connections ∇E± and v± : E± → E∓ be the corresponding mor-
phisms induced from the vi’s. For λ ∈ C denote by Aλ the superconnection on E = E+ ⊕ E−
induced by the odd morphism v = v+ + v− and defined by:
Aλ = ∇E+ ⊕∇E− + (λv + λ¯v∗)
Then there exists a double transgression formula:
lim
λ→∞
ch(Aλ)− ch(A1) = ∂∂¯T (v).
2see the convention of Remark 8.6
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In order to prove this result we notice that the Bismut-Gillet-Soule´ superconnection and
Quillen superconnection of Theorem 1.7 are closely related. More exactly the latter is a
particular case of the former for v− ≡ 0. It is therefore natural to try and use the same
strategy used for Theorem 1.7. However, Quillen’s Extension Theorem does not apply directly
as now one has to deal with a sum of morphisms. We need a result that might be also of a
separate interest. We prove that the addition operation of linear morphisms of vector spaces
extends holomorphically via the graph map to an operation defined on a bigger open space of
pairs of linear subspaces (correspondences) in the cartesian product of the Grassmannian with
itself. Quite magically the closure (in this product) of the chain morphism equations v ◦v = 0
is contained in this bigger open set. Hence the ”universal Chern character superconnection
forms” exist on the corresponding open subset in the vector bundle context. Since the limiting
kernels have support in the closure of v ◦ v = 0 we can apply the theory.
A few more comments are in order. Double transgression formulas for forms in this article
are a consequence of double transgression formulas for graphs of sections of some holomorphic
fiber bundle. These in turn are consequences of the standard Poincare´-Lelong and the descrip-
tion of the closure of the graph of the algebraic C∗-action on the section as a certain strict
transform. The idea of the deformation to the normal cone of MacPherson appears absolutely
naturally in this context. The use in [12] of the same idea is unrelated to the context we
work in here. In fact, the reader can distill a generalization of this process in the context of
weighted C∗ actions that we treat in Section 8.
Hardt’s Slicing Theorem ensures that there are no surprises when taking limits. Interesting
enough, the standard Poincare´-Lelong plays an analogous role as Stokes Theorem does for the
case of simple transgressions.
We will be working with closed analytic subspaces X of an ambient analytic manifold M .
These closed analytic subspaces when they are pure p-dimensional determine currents of (real)
dimension 2p. The analytic subspaces will not generally be reduced nor irreducible hence
their irreducible components Z ⊂ X will come with multiplicities. These are the ”embedded”
multiplicities (eXM)Z of M along X at Z as defined by Fulton in [24] (Example 4.3.4 ) and
algebraically by Samuel in [43]. In other words the analytic current determined by X will be:
[X] =
∑
Z
(eXM)Z [Z]
as the irreducible components Z determine currents [Z] via integration over the regular part,
using a well-known result of Lelong. We will occasionally drop [·] from notation, hoping that
the context is clear whether we refer to the analytic subspace or the current it determines,
or both. The inclusion symbols ⊂,⊃ are occasionally used with the meaning ”naturally
embedded as complex spaces” while ∩ will sometimes mean the relevant fiber product in the
analytic category.
It is probably apparent that this paper has been influenced by the circle of ideas developed
in [32, 33, 34, 35]. We would like to thank Reese Harvey for interesting conversations about
this project.
2. Bott-Chern Duality and the Chow groups
We start by reviewing some more or less well-known facts. Let M be a smooth, oriented
manifold of dimension n. The space of currents of degree k is denoted by D′k(M). One has
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a chain complex (D′∗(M), d) where the convention is that d is the adjoint to the exterior
derivative with no sign attached. We recall that Poincare´ Duality takes up the following form.
Theorem 2.1. The natural inclusion chain inclusion map Ω∗(M) ↪→ D′n−∗(M) commutes (up
to a sign) with the chain differentials and is a quasi-isomorphism.
Moreover, if Φ is any family of (closed) supports then the same map is a quasi-isomorphism
between Ω∗Φ(M) and (D
′
n−∗)
Φ(M), the space of forms, respectively currents with support in Φ.
This statement follows immediately from the process of regularization of currents [22]. These
isomorphisms do not require that M be of finite type.
The standard version of Poincare´ Duality, found in standard Differential Geometry text-
books is recovered by combining Theorem 2.1 with the Homological Duality:
Hk(D
′
∗(M)) ' (HkdR,cpt(M))∗
which also holds in general. Notice though that the analogous isomorphism for compact sup-
ports Hk(E
′
∗(M)) ' (HkdR(M))∗ will not hold for non-finite type manifolds as the example
of a countable union of disjoint real lines shows. We look at Theorem 2.1 as putting coho-
mology objects like differential forms in duality to homological objects like oriented, closed
submanifolds and their generalizations like closed rectifiable or flat currents via equalities of
type ω − Z = dT .
If M is a complex manifold then Ωk(M) =
⊕
p+q=k Ω
p,q(M) and d = ∂ + ∂¯ where ∂ :
Ωp,q(M)→ Ωp+1,q(M) and ∂¯ : Ωp,q(M)→ Ωp,q+1(M). One defines the Bott-Chern cohomology
groups
Hp,qBC(M) :=
Ker ∂ ∩Ker ∂¯
Im ∂∂¯
and also, by using the dual ∂ and ∂¯ operators the Bott-Chern (currential) homology groups
HBCp,q (M) := H
BC
p,q (D
′
∗,∗(M)).
The holomorphic counterpart to Theorem 2.1 has a less than straightforward proof.
Theorem 2.2 (Bigolin-Demailly). Let M be a complex manifold of dimension n. The inclu-
sion map Ωp,q(M)→ D′n−p,n−q(M) induces isomorphisms:
Hp,qBC(M) ' HBCn−p,n−q(M).
This isomorphism stays true when using compact supports.
Proof. Both statements are contained in Proposizione 2.2 from [8]. The statement without
restriction on supports can be found also in [19], consequence of Lemma VI.12.1. 
The equalities of type ω − Z = ∂∂¯T appearing in this article can therefore be interpreted
via Theorem 2.2 as saying that ω and Z are Bott-Chern dual to each other.
For the rest of the section we explain another reason why one might be interested in the
homology groups HBCp,q (M) by relating them with the Chow groups of algebraic/analytic ge-
ometry.
Any complex manifold M is naturally a reduced complex analytic space and therefore it
has well defined analytic Chow groups Aan∗ (M). A holomorphic k-cycle on M is a linear
combination (with integer coefficients) of irreducible analytic subspaces of dimension k.
The rational equivalence between two holomorphic k-cycles [Z1] and [Z2] is defined as fol-
lows. We say Z1 ∼ Z2 if there exist k + 1-holomorphic cycles V1, . . . Vl in M × P1 such that
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(i) the restrictions of the projection pi2 : Vi → P1 are all dominant;
(ii) [Z1]− [Z2] =
∑l
i=1[Vi(0)]− [Vi(∞)], where Vi(0) = pi−12 ([1 : 0]), Vi(∞) := pi−12 ([0 : 1]).
It is well known (see Fulton [24] Section 1.6) that this definition of rational equivalence
coincides with the standard one via divisors and rational maps. The analytic Chow group
Aank (M) is defined as k-cycles modulo rational equivalence.
Notice that holomorphic cycles are particular types of currents of locally finite mass. This
suggests we consider HBCk,k (M), the Bott-Chern group of currents of bidimension (k, k). Notice
that there exists a natural map:
(2.1) HBCk,k (M)→ Hsing2k (M)
since every ∂∂¯-exact is also d-exact. It turns out that the natural map Ak(M) → Hsing2k (M)
factors out through this one.
Lemma 2.3. There exists a natural map:
Aank (M)→ HBCk,k (M), [Z]→ [Z].
Moreover, this map commutes with proper push-forward.
Proof. A holomorphic k-cycle is d-closed hence ∂ and ∂¯ closed. On the other hand, by the
classical Poincare´-Lelong the difference
[Vi(0)]− [Vi(∞)]
is ∂∂¯-exact. 
One can be even more precise, although we will not need this here. The group HBCk,k (M) we
considered above has real coefficients. But one can look at the group HBC,[k,k (M ;Z) generated
by closed (k, k) locally integrally flat currents, modulo the ∂∂¯-exact ones. The image of the
above map lands in HBC,[k,k (M ;Z).
Suppose L→M is a holomorphic line bundle over M . Then Fulton defines in Ch.2 of [24]
the operation of ”capping” with c1(L) on the algebraic Chow group that can be replicated in
the analytic context under certain conditions.
Recall the standard map between Cartier divisors and isomorphism classes of line bundles:
Div(M)→ Pic(M).
This map is almost always surjective in the algebraic context, for example when M is an
algebraic variety this is true (Prop. 6.15 in [36]). However this need not be true in the analytic
context even when M is regular, the reason being the possible absence of meromorphic sections
of a given line bundle L. We will therefore restrict the attention for the rest of this section to
projective complex manifolds M for which the existence of meromorphic sections is guaranteed
(see the application to Theorem B at page 161 in [27]).
Then
c1(L)∩ : Aan∗ (M)→ Aan∗−1(M)
is defined as follows. Let D be a Cartier divisor such that L ' O(D). We will denote by
[D] the corresponding Weil divisor determined by D. Let V ⊂ M be an irreducible analytic
subvariety of dimension k.
If V 6⊂ suppD, then D ∩ V makes sense as a Cartier divisor over V , i.e. as the restriction
D
∣∣
V
. As such it has an associated Weil divisor
[
D
∣∣
V
] ∈ Aank−1(V ) and hence it determines via
the natural map Aan∗ (V )→ Aan∗ (M) an element in Aank−1(M). This will be c1(L) ∩ [V ].
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If V ⊂ suppD, then consider the restriction L∣∣
V
. Since V is projective we have that there
exists a Cartier divisor C on V such that L
∣∣
V
' O(C). In this case, define c1(L)∩ [V ] as [C].
A Hermitian metric on L determines a connection ∇L and hence by standard Chern-Weil
theory a closed (1, 1)-form c1(∇L). We take c1(∇L) to mean the integral form. This of course
induces an operation
c1(∇L)∧ : HBCk,k (M)→ HBCk−1,k−1(M), T → c1(∇L) ∧ T.
The next result while not used in the rest of the article is illustrative of the correspondence
between known results in algebraic geometry and certain applications of double transgressions
we give here.
Proposition 2.4. Let M be projective. The following diagram commutes
Aank (M)
c1(L)∩ //

Aank−1(M)

HBCk,k (M)
c1(∇L)∧ // HBCk−1,k−1(M)
.
The vertical arrows are the maps of Lemma 2.3.
Proof. Every holomorphic line bundle on M can be written non-canonically as:
(2.2) L ' L1 ⊗ L∗2
where L1 and L2 are effective line bundles, i.e. Li ' O(Di) for some Di effective divisors.
Hermitian metrics on two of the three line bundles L,L1, L2 naturally determine a metric on
the remaining line bundle. Hence we can choose any metric on L1 and fix the metric on L2
via (2.2). We will therefore have three Chern connections ∇L, ∇L1 and ∇L2 and then one
checks the equality of forms:
(2.3) c1(∇L) = c1(∇L1)− c1(∇L2)
One has (Prop 2.5 in [24], (b) and (e)) that
(2.4) c1(L
∗) ∩ · = −c1(L) ∩ ·
(2.5) c1(L1) ∩ c1(L2) ∩ · = c1(L2) ∩ c1(L1) ∩ ·
It follows from (2.3), (2.4) and (2.5) and their analogues for forms that it is enough to prove
the general statement for effective line bundles L. Each such line bundle has a holomorphic
section s : M → L which is naturally associated to some gluing data gαβ that describes L.
The zero locus of s is the Weil divisor associated to L, call it W . Then use the Poincare´-
Lelong formula of Griffiths-King
(2.6) c1(∇L)−W = i
pi
∂¯∂ log |s|.
Take now any irreducible subvariety V of M such that V 6⊂ W . Then we can intersect the
equality of flat currents (2.6) with V .
c1(∇L) ∧ V −W ∧ V = i
pi
∂¯∂
(
log
∣∣s|V ∣∣)
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On the other hand, W ∧ V = W ∩ V is the analytic cycle that represents c1(L) ∩ V and this
finishes the proof when V 6⊂ W .
If V ⊂ W , then consider L∣∣
V
. If V is non-singular then Poincare´-Lelong for a section of L
∣∣
V
gives what is needed. If V is singular, we need to pass to a desingularization Π : V˜ → V and
use Poincare´-Lelong for a section of Π∗L and push-forward the resulting double transgression
from V˜ to M . 
We remark that wedging with the first Chern class is a well-defined operation on the Bott-
Chern groups of a complex manifold M , irrespective of whether M is projective or not.
The Gysin isomorphism is well-known for the algebraic Chow groups, or for deRham coho-
mology. It might come as no surprise that it holds also for Bott-Chern cohomology groups.
This will be the first application of double transgressions in the next Section.
3. The homogeneous action and the Gysin isomorphism
Let pi : E → M be a holomorphic vector bundle and P1 be the projective line. In order to
avoid introducing (essentially) unnecessary notation we will use the same greek letter pi for
other bundle projections to M that are related to E, such as P(C⊕E)→M and P(E)→M .
Denote by Bl∞×[0](P1 × E) the blow-up of {[0 : 1]} × [0] =: ∞× [0] where [0] is the zero
section of E. It has an explicit description as a regular subspace of P1 × E ×M P(C⊕ E)3:
(3.1) Bl∞×[0](P1 × E) = {([µ : λ], v, [θ : w]) ∈ P1 × E ×M P(C⊕ E) | (µ, λv) ∧ (θ, w) = 0}
with the restriction of pi1,2, the projection onto the first two coordinates, being the blow-down
map.
Let
F[µ:λ] := pi
−1
1 {[µ : λ]}
be the fiber of the projection onto the first coordinate. For µ 6= 0, one has [θ : w] = [µ : λv] and
therefore pi2,3
∣∣
F[µ:λ]
is a biholomorphism onto {(v, [1 : λ/µv])} which in turn is biholomorphic
with E via projection onto the first component.
For µ = 0 one can decompose
(3.2) F[0:1] = Exc∞×[0](P1 × E) ∪ Bl[0](E)
into the exceptional divisor of the blow-up
Exc∞×[0](P1 × E) = {[0 : 1]} × [0]×M P(C⊕ E)
and the blow-up Bl[0](E) ⊂ E ×M P(E) of the zero section of E seen inside E ×M P(C ⊕ E)
via the natural inclusion
E ×M P(E) ↪→ E ×M P(C⊕ E).
To see that (3.2) holds, separate into v = 0 which corresponds to Exc∞×[0](P1×E) and v 6= 0.
For v 6= 0, one gets that [θ : w] = [0 : v]. The closure gives Bl[0](E). Notice also that
Exc∞×[0](P1 × E) ∩ {[0 : 1]} × Bl[0](E) = {[0 : 1]} × Exc[0](E).
We will switch now to currents and recall the following version of Poincare´-Lelong.
3The notation C will alternatively represent the trivial line bundle and the field of complex numbers
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Theorem 3.1. Let N be a connected, complex analytic manifold and let f : N → P1, f :=
[f0 : f1] be a non-constant, holomorphic map where (f0, f1) is a pair of C-valued functions
that do not vanish simultaneously anywhere. Then
(3.3) f−1[1 : 0]− f−1[0 : 1] = i
pi
∂∂¯ log
∣∣∣∣f1f0
∣∣∣∣
Proof. Let U0 ∪ U1 be the usual covering with affine charts of P1. Then the identity (3.3)
reduced to f−1(U0) and to f−1(U1) is a consequence of Theorem 1.1 for L = C. Use then the
sheaf property of currents to deduce it is true on N . 
Remark 3.2. The current determined by log
∣∣∣f1f0 ∣∣∣ should actually be written log ∣∣∣f1f0 ∣∣∣ · [N ] as
it is an (n, n)-current, but we stick to the standard convention (see page 388 in [27]). The
definition of the current ∂∂¯(g ·N) is, again using standard conventions
(3.4) ∂∂¯(g ·N)(ω) :=
∫
N
g∂∂¯ω, ω ∈ Ωn,ncpt(N).
One could argue that the appropriate definition for ∂∂¯T for a current T should be ∂(∂¯T ), i.e.
∂∂¯T (ω) := T (∂¯∂ω).
This will introduce a sign in (3.4). The reason for the use of (3.4) is that if g is a smooth
function, then ∂∂¯(g ·N) = (∂∂¯g) ∧N . We will therefore define in this article
∂∂¯T = −∂(∂¯T ).
Since we are at this, let us mention the notational convention that
ω ∧ T (γ) := T (ω ∧ γ) T ∧ ω(γ) := T (γ ∧ ω).
Of course, if ω is of even degree then both are equal.
Remark 3.3. It is well-known that log |f | is locally integrable whenever f is meromorphic
(see Lemma 1.4 in [28] or [14] page 213).
The points [1 : 0] and [0 : 1] have nothing special. In fact, by composing f : N → P1 with a
linear biholomorphism A of P1 which takes a point [µ0 : λ0] to [1 : 0] and [µ1 : λ1] 6= [µ0 : λ0]
to [0 : 1], e.g. A =
(
λ1 −µ1
−λ0 µ0
)
, we get that
(3.5) g := A ◦ f
satisfies g−1([1 : 0]) = f−1([µ0 : λ0]) and g−1([0 : 1]) = f−1([µ1 : λ1]). Unfortunately the
correspondence
([µ1 : λ1], [µ0 : λ0])→ A
is not well-defined but one can make a rather canonical choice if we fix the charts. Hence we
take A =
(
1 −θ
−γ 1
)
and obtain a “dynamical” Poincare´-Lelong by applying Theorem 3.1
to g and a bit more.
Theorem 3.4. Let f : N → P1, f = [f0 : f1] be holomorphic, non-constant. Then for every
(γ, θ) ∈ C2, every constant multiple of the function
hf (γ, θ) :=
f1 − γf0
f0 − θf1
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satisfies
(3.6) f−1([1 : γ])− f−1([θ : 1]) = i
pi
∂∂¯ log |hf (γ, θ)|
Formula (3.6) varies continuously with (θ, γ) in the topology of locally flat currents and more-
over
(γ, θ)→ log |hf (γ, θ)|
is continuous on every compact of N in the mass norm topology, i.e. continuous in L1loc(N).
Proof. The continuity of the slices in the flat topology follows from the classical Slicing The-
orem of Hardt (see Theorem 3.5 below or [30]) hence the left hand side of (3.6) varies contin-
uously.
For the L1loc continuity of log |hf | it is enough to prove the L1loc continuity of
γ → log |f1 − γf0|
and by an obvious substitution it is enough to prove the continuity for γ = 0, i.e. that the
following holds
(3.7) lim
γ→0
∫
K
∣∣ log |γf0(x)− f1(x)| − log |f1(x)|∣∣ dx = 0.
for a compact K in N . It is also enough to prove this for small polydisks in Cn. The
”problematic” polydisks ∆′ are those centered at points in p ∈ f−1(0). Taking γ small and
a a point outside the common zero locus of γf0 − f1, and a polydisk ∆ ⊃ ∆′ centered at
a, Jensen’s inequality ([29], Theorem 8 Cap A) for ∆(a) shows that one can apply Lebesgue
dominated convergence in order to justify (3.7).

Theorem 3.5 (Hardt,[30]). Let N be a real analytic manifold and f : N → Rn be analytic.
Let T be an analytic current in N , dimT = t. Let
Y := {y ∈ Rn | dim (f−1(y) ∩ suppT ) ≤ t− n, dim (f−1(y) ∩ supp ∂T ) ≤ t− n− 1}.
Then the function
Y 3 y −→ 〈T, f, y〉
is well-defined and continuous in the topology of locally flat currents.
We apply now Theorem 3.1 to N = Bl∞×[0](P1 × E), f = pi1 = [pi01 : pi11], the restriction to
Bl∞×[0](P1×E) of the projection onto P1 and T = Bl∞×[0](P1×E). The dimensional condition
of Hardt’s Theorem is fulfilled everywhere. Hence we get
Proposition 3.6. For every γ ∈ C, the following equality of currents holds within the complex
manifold Bl∞×[0](P1 × E):
(3.8) F[1:γ] − F[0:1] = i
pi
∂∂¯ log |hpi10 (γ)|
where hpi10 (γ) := h
pi1(γ, 0) =
pi11
pi01
− γ.
Moreover, F[0:1] = limθ→∞ F[1:θ] as locally flat currents and (3.8) is the limit of the corre-
sponding double transgression formulas (3.6).
As a consequence of the last proposition we already get a double transgression formula for
forms on P(C⊕ E).
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Corollary 3.7. Let ω ∈ P(C⊕ E) be a smooth ∂ and ∂¯ closed form. Let pi : P(C⊕ E)→M
and piE : E \ {0} → P(E) be the canonical projections. Then the following equality of currents
holds on E:
(3.9) ω
∣∣
E
− ι∗(pi∗(ω) ∧ [M ])− (piE)∗(ω
∣∣
P(E))
4 = ∂∂¯[T (ω)].
where M is the zero section, ι : M → E the zero section embedding, pi∗ is integration along
the fiber (push-forward) and T (ω) is a current of locally finite mass.
Proof. Take ϕz : E → P(C⊕ E) to be the family of embeddings ϕz(v) = [1 : zv]. Then
(3.10) ϕ∗zω(η) :=
∫
E
ϕ∗zω ∧ η = F[1:z]((pi2)∗ω ∧ pi∗1(η)) = (pi1)∗(pi∗2ω ∧ F[1:z])(η)
for any form η with compact support on E. Here pi1, pi2 are the projections onto the components
of E ×M P(C ⊕ E). Relation (3.10) is clear in view of the fact that F[1:z] = {(v, [1 : zv])} is
the graph of ϕz. We can therefore wedge (3.8) for γ = 1 with pi
∗
2ω, compute pi
∗
2ω ∧ F[0:1] and
then apply (pi1)∗.
First we evaluate
[0]×M P(C⊕ E)(pi∗2ω ∧ pi∗1η) = P(C⊕ E)
(
ω ∧ pi∗
(
η
∣∣
[0]
))
= pi∗(ω) ∧ [M ](η
∣∣
[0]
).
where
∣∣
[0]
is restriction to the zero section. Then, since Bl[0](E) ⊂ E ×M P(E):
(3.11) Bl[0](E)
(
pi∗2
(
ω
∣∣
P(E)
)
∧ pi∗1η
)
= Bl[0](E) \ Exc[0](E)
(
pi∗2
(
ω
∣∣
P(E)
)
∧ pi∗1η
)
=
= [E \ {0}](ζ∗pi∗2
(
ω
∣∣
P(E)
)
∧ η) = ζ∗pi∗2(ω
∣∣
P(E))(η) = (pi
E)∗
(
ω
∣∣
P(E)
)
(η).
where ζ : E \ {0} → E \ {0} ×M P(E), ζ(v) = (v, [v]).
We therefore get (3.9) with
T (ω) = (pi2)∗ (log |hpi10 (1)|pi∗3ω) .
where pi2 and pi3 are the projections of Bl∞×[0](P1 × E) onto E and P(C⊕ E).
As a bonus we also get that
lim
z→∞
ϕ∗zω = pi∗(ω) ∧ [M ] + (piE)∗(ω
∣∣
P(E))
consequence essentially of Hardt’s theorem. 
Remark 3.8. We used a closed form ω so that on the r.h.s. we obtain a ∂∂¯ exact current, as
Leibniz will then imply that ∂∂¯(T∧ω) = (∂∂¯T )∧ω. Then holomorphic push-forward commutes
with ∂ and ∂¯. Nevertheless, one can derive from (3.8) double transgression formulas for all
forms, the price to pay being three more terms on the r.h.s. of (3.9).
We have the following consequence of this Corollary and Bott-Chern Duality Theorem 2.2.
Proposition 3.9. Let M be a compact, complex manifold and E →M be a holomorphic vector
bundle of rank k. Then the Gysin maps pi∗ : Ω
p,q
cpt(E)→ Ωp−k,q−k(M) given by integration along
the fiber induce isomorphisms:
Hp,qBC,cpt(E) ' Hp−k,q−kBC (M).
4The current (piE)∗(ω
∣∣
P(E)) a priori well-defined on E \ {0} extends to a current on E via (3.11).
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Proof. Take τE to be a Thom form for E, i.e. a closed form of degree 2k with compact
support such that
∫
E/M
τE ≡ 1. Clearly τ can be considered as a form on P(C⊕E). Applying
Corollary 3.7 to ω = τE we get that τE = [M ] in HBC∗,∗ (E). Since M has bi-dimension (n, n)
it follows that we can choose τE of bidegree (k, k), i.e. discard the components of bidegree
(k− i, k+ i), i 6= 0 as they will be exact and hence also of zero integral. With this choice, let
ψ : Ωp−k,q−k(M)→ Ωp,qcpt(E), ψ(ω) = pi∗ω ∧ τE.
Clearly pi∗ ◦ ψ = id directly at the level of forms. On the other hand, as currents in E for a
form ω with compact support in E we have:
pi∗(pi∗ω) ∧ [M ] = pi∗(ω) ∧ [M ]
Corollary 3.7 gives thus the following equality in HBC∗,∗,cpt(E):
ω = pi∗(ω) ∧ [M ] = pi∗(pi∗ω) ∧ [M ] = pi∗(pi∗ω) ∧ τE = ψ ◦ pi∗(ω).
The conclusion then follows by Bott-Chern duality. 
The formula (3.9) is valid not only for smooth forms on P(C⊕E) but also for most analytic
currents in P(C ⊕ E), i.e. currents induced by closed analytic subvarieties. We have thus
another consequence of Proposition 3.6 using the same notations as in Corollary 3.7.
Corollary 3.10. Let R be a complex analytic current in P(C⊕ E) of dimension d such that
the analytic space R∩P(E) has the expected dimension d− 1 or is empty. Then the following
equality of currents holds on E:
R
∣∣
E
− ι∗pi∗R− (piE)∗(R ∧ P(E))5 = ∂∂¯[T (R)]
where T (R) is a current of locally finite mass.
Proof. We use the same notation as in Corollary 3.7. First, the (pull-back) current pi∗2R
is well-defined and represented by the analytic space E ×M R. Then one can check easily
that (pi1)∗(pi∗2R ∧ F[1:z]) is a well-defined analytic current on E which coincides with ϕ∗zR =
[(ϕ˜z−1)∗R]
∣∣
E
, where for z 6= 0, ϕ˜z : P(C ⊕ E) → P(C ⊕ E) is the bijection [1 : v] → [1 : zv].
We can therefore wedge (3.8) with pi∗2R for γ = 1 and apply (pi1)∗.
If we let ψ : [0] ×M P(C ⊕ E) → P(C ⊕ E) to be the restriction of pi2 then ψ is a bi-
holomorphism and pi1 ◦ ψ−1 = ι ◦ pi where pi : P(C ⊕ E) → M is the projection and
ι : M → E is the zero section. This is used to identify the current (pi1)∗([0] ×M [R]) :=
(pi1)∗((E ×M R) ∧ [0]×M P(C⊕ E)) with pi∗R. For the other wedge product, i.e. pi∗2R ∧ F[0:1]
let R′ := R ∧ P(E). Then
pi∗2R ∧ (E ×M P(E)) = E ×M R′ = pi∗2(R′)
Then since Bl[0](E) ⊂ E ×M P(E) it follows that
pi∗2R ∧ Bl[0](E) = pi∗2R′ ∧ Bl[0](E).
Recall that pi : P(E)→M and therefore, just as before
(3.12) (pi1)∗(pi∗2R
′ ∧ ([0]×M P(E))) = (pi1)∗([0]×M R′) = pi∗(R′)
On the other hand pi1 ◦ ζ = idE\[0] and therefore
(pi1)∗(pi∗2R
′∧(Bl[0](E)\Exc[0](E)) = ζ∗(pi∗2R′∧(Bl[0](E)\Exc[0](E)) = ζ∗(pi∗2R′∧ΓpiE) = (piE)∗(R′).
5Pull-back via piE delivers a current in E \ {0} increasing dimension by 1. A posteriori, it extends to E.
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By hypothesis, the dimension of the current appearing in (3.12) is smaller than the dimension
of R and so the term (3.12) can be discarded.
We have that T (R) = (pi2)∗ (log |hpi10 (1)|pi∗3R) where the projections are now defined on
Bl∞×[0](P1 × E). We used here the fact that when f is holomorphic then, log |f | is locally
integrable when restricted to any complex analytic subset. 
Note that the dimensional condition also implies via Hardt Theorem that:
lim
z→∞
ϕ∗zR =
[
lim
z→0
(ϕ˜z)∗R
]∣∣
E
= ι∗pi∗R + (piE)∗(R ∧ P(E)).
4. Holomorphic sections
Let now s : M → E be a non-zero holomorphic section. We are interested in studying the
current induced by the action-graph of s, namely:
{(s(m), [1 : λs(m)]) | m ∈M,λ ∈ C} ⊂ E ×M P(C⊕ E)
Denote by S˜ the strict transform of P1 × s(M) in the blow-up Bl∞×[0](P1 × E). Since s is
non-vanishing, S˜ is a complex analytic space of dimension n+ 1.
Lemma 4.1. Let pi2,3 : Bl∞×[0](P1×E)→ E×M P(C⊕E) be the projection onto the last two
coordinates. Then pi2,3(S˜) = {(s(m), [1 : λs(m)]) | m ∈M,λ ∈ C} is a complex analytic set of
dimension n+ 1 in E ×M P(C⊕ E).
Proof. Clearly pi2,3 is a proper map and hence the image of S˜ is a closed analytic set. It is
enough then to prove that over an open dense set D of S˜, pi2,3
∣∣
D
maps biholomorphically onto
an open dense set of {(s(m), [1 : λs(m)]) | m ∈ M}. But this is obvious by the definition of
the strict transform S˜. 
We adapt Proposition 3.6 to the new situation:
Theorem 4.2. The following equality of currents in Bl∞×[0](P1 × E) holds:
(4.1) F[1:γ] ∧ S˜ − F[0:1] ∧ S˜ = i
pi
∂∂¯[log |hpi10 (γ)|
∣∣
S˜
]
where the restriction [log |hpi10 (γ)|
∣∣
S˜
] is a well-defined, Hn+1xS˜-locally integrable function.
The formula varies continuously with γ ∈ C in the locally flat topology of currents.
Proof. Consider S˜ as a current in Bl∞×[0](P1 × E). Then the left hand side of (4.1) is the
difference of slices with [µ : λ] = [1 : γ]
〈S˜, pi1, [µ : λ]〉 − 〈S˜, pi1, [0 : 1]〉.
It is easy to see that Hardt’s dimensional transversality condition is fulfilled for both terms.
This is clearly true for µ 6= 0 while for µ = 0 Proposition 4.3 is used together with the fact
that pi2,3 restricted to any slice is an embedding into E ×M P(C⊕ E).
The current log |hpi10 (γ)|
∣∣
S˜
is nothing but the intersection or wedge of the flat currents
log |hpi1(γ) and S˜. Formally, since S˜ is both ∂ and ∂¯ -closed it is to be expected via Leibniz
that
[∂∂¯ log |hpi10 (γ)|] ∧ S˜ = ∂∂¯[log |hpi10 (γ)| · S˜].
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However, since log |hpi10 (γ)|) is not smooth everywhere, this needs a proof. For this we use
Theorem 2, page 216 in [14]. The only thing one needs to check here is that hpi10 (γ) does not
vanish identically on S˜. This is straightforward. 
We analyze in more detail
S˜∞ := F[0:1] ∧ S˜ = 〈S˜, pi1, [0 : 1]〉.
Let X := s−1(0), endowed with the complex analytic structure induced by the components
of s in a local trivialization. This does not depend on the trivialization. We will often make
no distinction between X and s(X) ⊂ [0] and therefore we will also write X = s(M) ∩ [0].
The blow-up of X in s(M), denoted by BlX(s(M)) coincides with the strict transform of
s(M) (see for example [21], Prop IV-21) in Bl[0](E) ⊂ E×M P(E). The projection pi : E →M
induces a biholomorphism of pairs of analytic spaces (s(M), X) ' (M,X). In fact we have
that pi2
∣∣
BlX(s(M))
induces an isomorphism BlX(s(M)) ' BlX(M) where pi2 here is the projection
onto the second component of E ×M P(E) (see (A.2)).
For the next statement we need the fiberwise cone CfA of an analytic space A ⊂ E×MP(E).
This is an analytic subspace of E ×M P(C ⊕ E) induced by the same equations as A. Some
rather elementary properties of blow-ups and cones are included in the Appendix A.
Proposition 4.3. The following decomposition into closed analytic spaces of dimension n
holds
pi2,3(S˜∞) = BlX(s(M)) ∪ Cf ExcX(s(M))
with the intersection given by
Cf ExcX(s(M)) ∩ BlX(s(M)) = ExcX(s(M)) ⊂ [0]×M P(E)
Proof. First pi2,3 is proper hence the image is an analytic space. Use the decomposition of
(3.2). On one hand, we claim that
(4.2) S˜ ∩ Bl[0](E) = BlX(s(M))
where BlX(s(M)) is naturally embedded in Bl[0](E) = {∞} × Bl[0](E). Indeed, consider E
inside P1×E as {∞}×E. Let X1 := E, X2 := P1× s(M), and W := P1× [0], be three closed
subvarieties of P1 × E. We need to prove that as complex spaces
BlX1∩W (X1) ∩ BlX2∩W (X2) = BlX1∩X2∩W (X1 ∩X2).
All the blow-ups involved come with closed embeddings into Bl∞×[0](P1 × E) so it is in this
sense that the previous equality has to be understood. The fact that the blow-up process
commutes with taking intersections (or more generally fiber products) does not hold in all
generality. To see that it does hold in our case we turn this into a statement about strict
transforms. We need to prove that
ST(X1) ∩ ST(X2) = ST(X1 ∩X2)
where ST refers to strict transforms in Bl∞×[0](P1×E). Let Y1 and Y2 be the total transforms
of X1 and X2 and Exc be the exceptional divisor of the blow-up of ∞× [0] in P1 × E.
Then
(4.3) Y1 \ Exc ∩ Y2 \ Exc = (Y1 ∩ Y2) \ Exc.
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where closure means the analytic closure (see [14], Corollary 5.1). The inclusion ⊃ is obvious.
If Exc does not contain any irreducible component of Y1 ∩ Y2, the other inclusion holds as
well. Notice that
Y1 ∩ Y2 ∩ Exc = {∞} × (s(M) ∩ [0])×M P(C⊕ E)
while
Y1 ∩ Y2 = {∞} × {(s(m), [θ : w]) | m ∈M, w ∈ Em, s(m) ∧ w = 0}.
Since s is not identically zero on any of the connected components of M , every point in
Y1 ∩ Y2 ∩ Exc can be reached by a sequence of points from Y1 ∩ Y2 \ Exc, hence Exc does not
contain any irreducible component of Y1 ∩ Y2 and (4.2) is justified.
On the other hand, we can write S˜ ∩ Exc as
Bl∞×X(P1 × s(M)) ∩ Exc∞×[0](P1 × E) = Exc∞×X(P1 × s(M)),
a natural consequence about exceptional divisors of Proposition IV-21 in [21]. By Corollary
A.7 the last space is the fiberwise cone Cf Exc0(s(M)). 
Recall that we want an equality of kernels in E ×M P(C⊕E). We go back to Theorem 4.2
and push-forward (4.1) via pi2,3. Both terms on the left hand side of (4.1) lie in different level
sets of pi1 so pi2,3 does not alter them. We simplify the expression on the right hand side. But
first we recall the following.
Definition 4.4. A locally rectifiable n-dimensional current with R-coefficients is a current
which in every covering with relatively compact open subsets, equals a triple (X,
−→
ξ X , f) where
X is a rectifiable n-dimensional set,
−→
ξ X : X → ΛnTX is an orientation multivector defined
HnxX a.e. and f : X → R is an HnxX-integrable function.
Proposition 4.5. The current (pi2,3)∗([log |hpi10 (γ)|
∣∣
S˜
]) is locally of finite mass. More precisely,
(pi2,3)∗([log |hpi10 (γ)|
∣∣
S˜
]) is a locally rectifiable (2n+ 2)-dimensional current with R-coefficients.
Proof. The projection map pi2,3 is proper, and log |hpi10 (γ)|
∣∣
S˜
is a compactly supported current
once we restrict it to the preimage of compact subsets of M . Moreover log |hpi10 (γ)|
∣∣
S˜
on such
subsets is of finite mass (as an integrable function along a subvariety). We then use the
following basic inequality for push-forward of finite mass currents
(4.4) M(f∗T ) ≤ Lip
(
f
∣∣
K
)k
M(T ), k = deg T, suppT ⊂ K.
to conclude that the push-forward is also of finite mass (locally).
In order to justify rectifiability, notice that the push-forward (pi2,3)∗S˜ is locally 2n + 2-
rectifiable as pi2,3
∣∣
S˜
is a proper, birational map. 
Denote by Sγ the following current in E ×M P(C⊕ E):
Sγ := (pi2,3)∗(F[1:γ] ∧ S˜) =
{
(s(m), [1 : γs(m)])
∣∣ m ∈M} .
Now, Proposition 4.3 makes possible invoking the continuity part of Hardt’s Theorem and
so 〈S˜, pi1, [1 : λ]〉 → 〈S˜, pi1, [0 : 1]〉 when λ→∞. This is another way of writing
F[1:λ] ∧ S˜ → S˜∞
Therefore, by the continuity of the proper push-forward induced by pi2,3 we get:
lim
λ→∞
Sλ = (pi2,3)∗(S˜∞).
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Taking into account that the holomorphic push-forward commutes with ∂ and ∂¯ we have thus
reached the main result of this section:
Theorem 4.6. For every γ ∈ C, there exists a double transgression formula of kernels in
E ×M P(C⊕ E)
(4.5) Sγ − lim
λ→∞
Sλ = ∂∂¯T (γ, s).
(i) The limit on the left hand side of (4.5) equals the sum of two currents:
s˜∞(M) + Cf ExcX(s(M))
where
s˜∞(M) := {(s(m), [0 : s(m)]) ∈ Em × P(Em) | m ∈M \ s−1(0)} and
suppCf ExcX(s(M)) ⊂ [0]×M P(C⊕ E).
(ii) The current
T (γ, s) =
i
pi
(pi2,3)∗
(
log |hpi10 (γ)|
∣∣
S˜
)
is a locally rectifiable with R-coefficients of Hausdorff (real) dimension 2n + 2 and
bidimension (n+ 1, n+ 1).
(iii) suppT (γ, s) ⊂ s(M)×M P(C⊕ E).
Proof. The splitting into a sum of two currents is a trivial consequence of Proposition 4.3.
Since Cf ExcX(s(M))∩BlX(s(M)) = ExcX(s(M)) is an analytic subspace of dimension strictly
smaller than BlX(s(M)), it can be ignored when integrating over BlX(s(M)). Notice that
s˜∞(M) is the graph of piE ◦ s
∣∣
M\X , the complement of the exceptional divisor in BlX(s(M)).
Item (ii) is the object of Proposition 4.5, while item (iii) is obvious. 
Let CXM be the affine normal cone of the analytic space X in M . We explain in Appen-
dix A, that P(C ⊕ CXM) can be naturally seen as an analytic subspace of P(C ⊕ E) while
Proposition A.8 identifies
Cf ExcX(s(M)) and P(C⊕ CXM).
via the natural isomorphism [0]×M P(C⊕ E)→ P(C⊕ E).
Example 4.7. Suppose that the sheaf of ideals defined by the section s is reduced. In other
words X is a reduced analytic space. Then the set of regular points is open and dense in X.
The following statements are equivalent.
(i) The germ (X, p) admits a regular representative of dimension j;
(ii) The ring OX,p is regular and dimOX,p = j;
(iii) Given any connection ∇ on E, the rank of (∇s)p seen as a linear morphism
(∇s)p : TpM → Ep is n− j.
The equivalence (i) ⇔ (ii) is standard. The equivalence (ii) ⇔ (iii) is essentially the Rank
Theorem and takes into account that (∇s)p for p ∈ s−1(0) does not depend on ∇ and in local
coordinates it becomes the Jacobian matrix of s with respect to the natural basis of TpM
induced by the coordinates.
In this situation, one can prove quite easily, working in local coordinates that (CXM)p for
p regular coincides with the image of (∇s)p, hence P(C ⊕ CXM)p is the projective subspace
P(C⊕ Im(∇s)p).
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The archetypal double transgression formula for forms is the next corollary. Particular
choices of ω will deliver important applications in the next sections.
For γ ∈ C, let sγ : M → P(C⊕E) be the induced section m→ [1 : γs(m)] whose (fiberwise)
graph is Sγ.
Corollary 4.8. Let ω be a closed form of bidegree (k, k) on P(C ⊕ E) and let γ ∈ C. Then
the following double transgression formula holds on M :
(4.6) s∗γω − s∗∞
(
ω
∣∣
P(E)
)
− Z(s, ω) = ∂∂¯T (γ, s, ω)
where
(i) s∞ := piE ◦ s
∣∣
M\X and s
∗
∞ω is a form with locally integrable coefficients
6 on M ,
(ii) Z(s, ω) is a locally flat current supported on X defined as follows:
(4.7) Z(s, ω) := pi∗ (ω ∧ P(C⊕ CXM)) .
In (4.7) the analytic current P(C⊕CXM) lies in P(C⊕E) and pi : P(C⊕E)→M is
the projection.
(iii) T (γ, s, ω) is a flat current of bidegree (k− 1, k− 1) (bidimension (n+ 1−k, n+ 1−k).
Proof. One has via a change of variables:
(4.8) s∗γω(η) :=
∫
M
s∗γω ∧ η = pi∗(pi2)∗(pi∗3ω ∧ Sγ)(η)
where pi2, pi3 are projections onto the factors of E ×M P(C⊕ E)7. Since pi2 is proper, (pi2)∗Sγ
makes sense and one has supp(pi2)∗Sγ ⊂ s(M) for all γ ∈ C. The same stays true about the
support of
lim
γ→∞
(pi2)∗Sγ = (pi2)∗( lim
γ→∞
Sγ) = (pi2)∗(pi2,3)∗S˜∞
Moreover, supp(pi2)∗(T (γ, s)) ⊂ s(M) and therefore all these currents in E can be pushed
forward via pi to M .
Following (4.8), we wedge (4.5) with pi∗3ω and push it forward via pi2 and then via pi. We
obtain the left hand side of (4.6) with
• s∗∞ω = pi∗(pi2)∗ (pi∗3ω ∧ s˜∞(M)), via a change of variables as pi ◦pi3
∣∣
s˜∞(M)
is a diffeomor-
phism onto M \ X; let ϕ := pi ◦ pi2 then for every bounded form (of complementary
degree) with compact support η in M , one has
∞ >
∫
BlX s(M)
ϕ∗η ∧ ω =
∫
s˜(M)
ϕ∗η ∧ ω =
∫
M\X
η ∧ s∗∞ω.
where the second equality is the change of variables or more precisely the area formula
on preimages of compact sets of M . This argument would work fine if Z = BlX(s(M))
were a smooth analytic space. In general, one needs to pass to an embedded resolution
of singularities of Z in E ×M P(E) and repeat the argument.
• Z(s, ω) := pi∗(pi2)∗(pi∗3ω ∧ Cf ExcX(s(M))).
The statement about the support of Z(s, ω) comes out of the information about the support
of the fiberwise cone. To see that Z(s, ω) simplifies to have the form described in (4.7) notice
that pi∗3ω restricted to [0]×M P(C⊕ E) ' P(C⊕ E) is just ω and then use Proposition A.8.
The operations used on the r.h.s. of (4.8) preserve locally flat currents.
6It can be integrated against any smooth form with compact support on M of complementary degree
7Recall that there exist already a pi1, the projection onto the first factor in Bl∞×[0](P1 × E)
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Finally, since the push-forward and pull-back of forms via holomorphic maps commute with
∂ and ∂¯ and because ω is ∂ and ∂¯ closed we get (4.6) from (4.5) with the r.h.s. equal to
(4.9) ∂∂¯(pi∗(pi2)∗(pi∗3ω ∧ T (γ, s))) = (pi∗(pi2)∗(pi∗3ω ∧ ∂∂¯T (γ, s))) =: T (γ, s, ω).

For the rest of the section we derive a few more properties about the currents appearing in
(ii) and (iii) of Corollary 4.8. The next result concerns (ii).
One of the basic properties of the projectivized normal cone P(CXM) is that it has (total)
dimension n− 1 = dimM − 1. However, in what follows we need to look at the fiber of
pi : P(C⊕ CXM)→ X.
The dimension of the fiber of pi can be larger than the expected dimension which is n− 1−
dimX as one can easily see from the following example: M = C2 , E = C2 × C2 and
s(x, y) = (x2, xy)
which has codimension 1 but at the origin has an affine normal cone of dimension 2. It is
easily seen that at a generic point along an irreducible component of s−1(0) of codimension k
in s(M) (or in M) the dimension of the fiber of pi is k. This is because the total dimension
has to be n. Clearly the fiber of the normal cone is an analytic space with possibly different
irreducible components and multiplicities.
Now the dimension of the fiber at non-generic points is larger than at generic points.
In the analytic current A := P(C⊕CXM), the irreducible components of A may come with
multiplicities.
The slices 〈A, pi, x〉 = A ∩ pi−1(x) exist for every x ∈ X, and they are analytic currents as
well. However, the correspondence
y → 〈A, pi, y〉
is continuous in the flat topology only at those points where the dimension of the fiber pi−1(x)
is constant. We can be even more precise. The next Proposition relies on King’s Fibering
Theorem (Theorem 3.3.2 in [38]) and is fundamental for the generalization of Poincare´-Lelong.
Proposition 4.9. Let Z be an irreducible component of X := s−1(0) of complex codimension
k in M , let Zgen be the open set of regular points in Z where the dimension of the fiber of pi is
k and let Zc be the union of the other irreducible components of s−1(0), a closed analytic set.
(i) If degω < 2k then the support of the current Z(s, ω) is contained in Zc;
(ii) If degω = 2k then the function g : Zgen → C:
g(x) := 〈A, pi, x〉 ∧ ω
is continuous and
Z(s, ω)
∣∣
M\Zc = g · Zgen
where Zgen is considered an analytic space with its reduced structure.
Proof. Part (i) follows from Fubini. The current A is an analytic current, in particular it
is rectifiable and therefore has the structure (h,H2nxP(C⊕ CXM),−→ξ ) where h is an integer
valued function, the restriction of the Hausdorff measure H2n (well-defined on P(C ⊕ E))
is to the support of the analytic space P(C ⊕ CXM), and −→ξ is an H2nxP(C⊕ CXM) -a.e.
defined orientation multivector. To be precise, one can define
−→
ξ at the smooth points of the
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irreducible components of P(C⊕ CXM) (considered with the reduced structure). Applied to
a test form υ, the current P(C⊕ CXM) has the following expression:∫
P(C⊕CXM)
hυ(
−→
ξ ) dH2n
If υ = ω ∧ pi∗η with degω smaller than the dimension of the fiber then υ(−→ξ ) = 0 a.e.
Part (ii) follows from the Fibering Theorem of King. The formula without the continuity
property of the function g also follows directly from the co-area formula, together with the
same argument that was used at (i), that at points on Z where the fiber is ”too big”, the
integral vanishes. 
We will now work on giving an expression as simple as possible for the current T (γ, s, ω).
On one hand, item (iii) of Theorem 4.6 together with the information that T (γ, s) is flat
allows us to say via the Flat Support Theorem (see Theorem 2.1.8 in [38]) that T (γ, s) comes
from a current on the complex manifold s(M)×MP(C⊕E) . On the other hand, the restriction
of pi3 to s(M)×M P(C⊕E) is a biholomorphism onto P(C⊕E). Let α be the inverse of this
restriction and moreover define the following current on P(C⊕ E):
T˜ (γ, s) := (pi3)∗T (γ, s)
Then pi ◦ pi2 ◦ α : P(C⊕ E)→M coincides with pi and
pi∗(pi2)∗(pi∗3ω ∧ T (γ, s)) = pi∗(ω ∧ T˜ (γ, s))
Hence from (4.9) we get
(4.10) T (γ, s, ω) = pi∗(ω ∧ T˜ (γ, s)).
We introduce new notation. Let U := M \X.
Let Ls := s
∗
∞τ
′ where s∞ : U → P(E) is s∞(m) := [s(m)] and τ ′ → P(E) is the tautological
bundle. Notice that Ls ↪→ E
∣∣
U
, comes with an obvious trivialization induced by s
∣∣
U
. Let
sˆ : Ls → C
be this trivialization. We will denote by sˆ also the induced fiber bundle isomorphism
sˆ : P(C⊕ Ls)→ P(C⊕ C)× U = P1 × U, sˆ−1([z : w],m) = ([z : ws(m)],m).
On P1 we have the standard meromorphic function:
mer([z : w]) =
w
z
which can be lifted to the total space of the trivial bundle P1 × U → U .
Denote by ι : P(C⊕ Ls) ↪→ P(C⊕ E)
∣∣
U
the natural fiber bundle inclusion.
Proposition 4.10. The following relation holds:
(4.11) T (γ, s, ω)
∣∣
U
=
i
pi
∫
P(C⊕Ls)/U
log |h˜sγ|ι∗ω =
i
pi
pi∗(log |h˜sγ|ι∗ω)
where pi : P(C ⊕ Ls) → U is the projection and h˜sγ : P(C ⊕ Ls) → C is the meromorphic
function
h˜sγ = mer ◦sˆ− γ.
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In particular, T (γ, s, ω)
∣∣
U
is a smooth form. If codimRX ≥ degω, then the flat current
T (γ, s, ω) is a form with locally integrable coefficients, uniquely determined by T (γ, s, ω)
∣∣
U
.
Proof. We take another look at the blow-up Bl∞×[0](P1 × E) of ∞× [0] inside P1 × E. From
(µ, λv) ∧ (θ, w) = 0
we get that the projection pi2,3:
pi2,3 : Bl∞×[0](P1 × E)→ E ×M P(C⊕ E)
restricted to v 6= 0 is a biholomorphism onto its image. In fact the image of pi2,3:
Im2,3 := {(v, [θ : w]) ∈ (E \ {0})×M P(C⊕ E) | [θ : w] = [µ : λv] for some [µ : λ] ∈ P1}
is the fiberwise cone (see Appendix A) of the graph of the projection piE : E \ {0} → P(E). It
follows that the restriction of the projection pi2 : E ×M P(C⊕E)→ E to Im2,3 is a projective
line bundle (i.e. the fiber is P1) over E \ {0} naturally isomorphic with
P(C⊕ (piE)∗τ ′)
where τ ′ → P(E) is the tautological bundle via the projection pi3 : Im2,3 → P(C⊕ E).
Similarly, when taking the strict transform S˜ of P1×s(M) in Bl∞×[0](P1×E), the projection
pi2,3 restricted to S˜ ∩ {v 6= 0} is a biholomorphism onto
S˜ 6=0 := {(s(m), [µ : λs(m)]) | m ∈M \ s−1(0), [µ : λ] ∈ P1} ⊂ (E \ {0})×M P(C⊕ E)
and therefore the projection pi2 restricted to S˜
6=0 is in fact a projective line bundle over s(U).
The projection pi : E →M identifies s(U) with U and under this identification the projective
line bundle can in its turn be identified with P(C⊕Ls). Hence the restriction of the projection
pi3 : E ×M P(C⊕ E)→ P(C⊕ E)
pi3 : S˜
6=0 → P(C⊕ Ls)
induces an isomorphism of bundles over U . Moreover via this identification, the map
(4.12) S˜ 6=0 → C, H(s(m), [µ : λs(m)]) = i
pi
log
∣∣∣∣λµ − γ
∣∣∣∣
becomes i
pi
log |h˜sγ|. On the other hand, H · S˜ 6=0 = ipi (pi2,3)∗(log |hpi10 (γ)| · S˜
∣∣
v 6=0) and therefore
(4.13) T˜ (γ, s)
∣∣
pi−1(U) =
i
pi
(pi3)∗(pi2,3)∗(log |hpi10 (γ)| · S˜
∣∣
v 6=0) =
i
pi
log |h˜sγ| · [P(C⊕ Ls)]
Hence (4.11) is a consequence of (4.10) and (4.13).
The smoothness of T (γ, s, ω)
∣∣
U
can be seen directly from (the obvious change of coordinates
induced by sˆ):
T (γ, s, ω)
∣∣
U
=
i
pi
∫
P1×U/U
log
∣∣∣∣λµ − γ
∣∣∣∣ωˆ,
where ωˆ := (sˆ−1)∗ι∗ω, [µ : λ] ∈ P1.
The uniqueness comes out from the fact that two flat currents of dimension l on M which
coincide when restricted to the complement of a closed set of Hausdorff dimension smaller
than l are the same (see [22]). The hypothesis ensures that the zero locus X has Hausdorff
dimension smaller than the dimension of the current T (γ, s, ω). 
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Remark 4.11. Notice that if γ = 0 then for m ∈ U :
log |h˜s0([θ : w],m)| = log
|w|
|θ| − log |s(m)|, [θ : w] ∈ P(C⊕ Ls,m)
5. The generalized Poincare´-Lelong
We would like to apply the general formula of Corollary 4.8 to particular forms ω.
In what follows the rank of E →M is fixed to be k. We assume now that E has a Hermitian
metric on it. It follows that there exists a unique connection ∇E called the Chern connection,
compatible with the metric such that ∇0,1 = ∂¯ where ∂¯ is the canonical operator induced by
the holomorphic structure on E. Then pi∗E → P(C ⊕ E) has a metric and this will induce
metrics on the tautological line bundle
τ 
 //
$$
C⊕ pi∗E
xx
P(C⊕ E)
and on the quotient bundle Q := C⊕ pi∗E/τ . Therefore Q has a natural connection ∇Q and
it is well known that all Chern forms cl(∇Q) are ∂ and ∂¯ closed.
Another natural line bundle is the universal bundle O(1) := τ ∗ which comes also with a
Chern connection.
Remark 5.1. Along the ”zero section”, [1 : 0] of P(C ⊕ E) we have that Q coincides with
pi∗E. In fact, (Q
∣∣
[1:0]
,∇Q∣∣
[1:0]
) equals (pi∗E, pi∗∇E) as bundles with connections.
At the other extreme, along the ”hyperplane” at ∞, P(0 ⊕ E) ⊂ P(C ⊕ E), we have that
τ ⊂ pi∗E coincides with τ ′ → P(E), the other tautological line bundle and consequently a
natural decomposition Q = C⊕Q′ holds where Q′ is the quotient bundle pi∗E/τ . This is true
also as bundles with connections, i.e. (Q
∣∣
P(E),∇Q
∣∣
P(E)) = (C⊕Q′, d⊕∇Q
′
), where ∇Q′ is the
Chern connection on Q′.
Notice that Q′ → P(E) has rank k − 1. Clearly,
ck
(
∇Q∣∣P(E)) = 0 and cj (∇Q∣∣P(E)) = cj(∇Q′), ∀j < k.
The next Lemma about characteristic classes is standard. As usual pi will denote the relevant
projection between P(C⊕ E), E,P(E)→M .
Lemma 5.2. The following holds at a cohomological level on P(C⊕ E)
cj(Q) =
j∑
l=0
pi∗cj−l(E)zl
where z = c1(O(1)) = −c1(τ). In particular, when restricted to a fiber Pm := P (C⊕Em) one
has:
(5.1) cj(Q)
∣∣
Pm
=
(
z
∣∣
Pm
)j
.
Proof. Relation (5.1) is an immediate consequence of τ = O(1)∗ and c∗(τ ⊕ Q) = pi∗c∗(E).
Notice then that pi∗E is trivial along Pm. 
One can refine this result as follows.
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Lemma 5.3. There exists a smooth form ω such that for every j one has:
(5.2) cj(∇Q)−
j∑
l=0
pi∗cj−l(∇E)c1(∇τ∗)l = ∂∂¯ω
In fact, along the fiber Pm one has an equality of forms:
cj(∇Q)
∣∣
Pm
= c1(∇τ∗)j
∣∣
Pm
.
Proof. The first statement follows from Bott-Chern Proposition 1.5 in [7]. This particular
case of a line bundle is also contained in Theorem 6.1 below.
The equality in the fiber can be proved directly as follows. The unitary group U(C⊕ Em)
acts transitively on the fiber P(C⊕Em). Moreover, both sides of the equality are U(C⊕Em)
invariant forms. Hence one needs to prove the equality at a point only.
The curvature of the Chern connection ∇Q on Q∣∣
Pm
at the point [1 : 0] ∈ P(C⊕Em) has a
standard description. It can be identified (see [17]) with the morphism of vector spaces:
Λ2(Em)→ u(Em), u ∧ w → {v → 〈v, w〉u− 〈v, u〉w}
where u(Em) are skew-adjoint morphisms. In an orthonormal basis ∂z1 , . . . , ∂zk of Em this is
the matrix of two forms A = (dzi ∧ dzj)1≤i,j≤k. Take A˜ := i2piA.
Then cj(∇Q)
∣∣
Pm
, the j-th glk-invariant polynomial in the entries of A˜, at [1 : 0] is:
(5.3) j!
(
i
2pi
)j ∑
|J |=j
J⊂{1...k}
∏
l∈J
dzl ∧ dzl
The canonical symplectic form on P(C ⊕ Em) equals c1(∇τ∗) and has at the point [1 : 0]
the expression:
η =
i
2pi
k∑
j=1
dzj ∧ dzj
One checks rather easily that ηj equals the quantity in (5.3). 
Remark 5.4. The form ω from (5.2) has a rather explicit expression in [7], Proposition 4.20.
Lemma 5.5. Let L→M be a holomorphic and Hermitian line bundle. Then for every j ≥ 1
there exists a smooth form η on M such that
pi∗
(
c1(∇τ∗)j
)− c1 (∇L∗)j−1 = ∂∂¯η
where τ ∗ → P(C⊕ L) is the hyperplane line bundle and pi : P(C⊕ L)→ M is the projection.
If j = 1 then η can be taken to be 0.
Proof. The dual tautological bundle τ ∗ → P(C ⊕ L) comes with a canonical holomorphic
section sτ which is the restriction to τ of the projection of C ⊕ pi∗L to C. The zero locus of
sτ is P(L) and it is not hard to see that sτ is transverse to the zero section of τ ∗ hence the
multiplicity of P(L) is 1. On the other hand, we clearly have that pi
∣∣
P(L) gives a biholomorphism
onto M . We have on P(C⊕ L) by Griffiths-King that
c1(∇τ∗)− [P(L)] = i
pi
∂∂¯ log |sτ |
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We wedge this with c1(∇τ∗)j−1. Notice that the restriction of c1(∇τ∗) to P(L) coincides with
c1(∇(τ ′)∗) where τ ′ → P(L) is the tautological bundle. Under the identification P(L) 'M we
have that τ ′ = L. Hence we can write
c1(∇τ∗)j − c1(∇L∗)j−1 ∧M = i
pi
∂∂¯
(
log |sτ |c1(∇τ∗)j−1
)
We can push-forward this formula now to M . The fiber integral∫
P(C⊕L)/M
log |sτ |c1(∇τ∗)j−1
is a smooth form on M by Lemma 5.6 below.
If j = 1 both terms on the left equal the constant function 1. 
Lemma 5.6. Let L → M be a complex line bundle endowed with a Hermitian metric over
a smooth manifold M . Let ∇τ be any metric compatible connection on the line bundle τ →
P(C⊕L). Let sτ : τ → C be the map induced by the restriction of the projection C⊕pi∗L→ C.
Then
pi∗(log |sτ |c1(∇τ∗)j)
is a smooth form on M where pi : P(C⊕ L)→M is the projection.
Proof. The statement is local on M , hence one can assume L is trivializable. In fact using
parallel transport along radial directions from a fixed point on M for a certain metric con-
nection of L one can find a local bundle isometry C→ L. Hence one can work on the bundle
with fiber P1. For integration over the fiber purposes it is enough to use one chart C→ P1:
z → [z : 1]
covered by a bundle isometry C→ τ which over a point z ∈ C reads (since τ ⊂ C2):
1→
(
z√
1 + |z|2 ,
1√
1 + |z|2
)
Since sτ is the projection onto the first coordinate it becomes in this trivialization of τ :
C→ C, z → z√
1 + |z|2
Hence log |sτ | = log |z|√
1+|z|2 which is integrable with respect to dzdz¯ at z = 0. This function
gets multiplied by a smooth and bounded form which is the pull-back of c1(∇τ∗)j to C×M .
It should be clear now that one can differentiate under the fiber integral sign in the horizontal
(i.e. the M) directions and since log |sτ | does not depend on m ∈M one can do this infinitely
many times. 
The next more general version of Lemma 5.5 is needed.
Lemma 5.7. Let E →M be a holomorphic and Hermitian bundle. There exist smooth forms
η1 and η2 on M such that
(5.4) pi∗(c1(∇τ∗)j)−
(
pi
∣∣
P(E)
)
∗
(c1(∇(τ ′)∗)j−1) = ∂∂¯η1
(5.5) pi∗(cj(∇Q))−
(
pi
∣∣
P(E)
)
∗
(cj−1(∇Q′)) = ∂∂¯η2
where both projections pi : P(C⊕ E)→M is the projection.
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If L ⊂ E is a line bundle then one has the following:
(5.6)
(
pi
∣∣
P(C⊕L)
)
∗
(ι∗cj(∇Q))− cj−1(∇Q′L) = ∂∂¯η3
for a smooth form η3 where ι : P(C⊕ L) ↪→ P(C⊕ E) and Q′L := E/L.
If j = 1 then η1 and η2 can be taken to be 0.
Proof. The equality (5.4) is obtained with the same idea as the proof of Lemma 5.5 except
that now (sτ )−1(0) = P(E).
Relation (5.5) is a consequence of (5.4) and of Lemma 5.3.
The equality (5.6) follows from Lemma 5.3, Lemma 5.5 and the fact that there exists a
smooth η such that
cj−1(∇Q′L)−
j∑
l=1
cj−l(∇E)c1(∇L)l−1 = ∂∂¯η
consequence of Bott-Chern Proposition 1.5 in [7]. 
Suppose now that s : M → E is a holomorphic section such that X := s−1(0) is pure-
dimensional of complex codimension l in M . The ”expected” codimension of X is equal to
k = rankE ≥ l and this happens for example when the sheaf of ideals induced by s is a
complete intersection. This particular case will be separately emphasized in what follows.
Let U := M \X and Ls → U be the line subbundle of E induced by s. Let Q′s := E/Ls be
the resulting quotient bundle on U . It is holomorphic and has an induced Hermitian metric.
We emphasize that the analytic current [s−1(0)] generated by the irreducible components
of the analytic set s−1(0) contains the Hilbert-Samuel multiplicities as defined in Fulton[24]
Example 4.3.4.
We will apply Corollary 4.9 to the following forms that live on P(C⊕ E)
(a) ω1 := cj(∇Q);
(b) ω2 := c1(∇τ∗)j
for j ≤ codim s−1(0).
Theorem 5.8. Let s : M → E be a holomorphic section such that s−1(0) is of pure complex
codimension l > 0 and let δlj be the Kronecker symbol. The following generalizations of the
Poincare´-Lelong formulas hold for all j ≤ l:
(5.7) cj(∇E)− cj(∇Q′s)− δlj[s−1(0)] = −
i
pi
∂∂¯
(
log |s|
(
cj−1(∇Q′s) + ∂∂¯η1
))
(5.8) − c1(∇L∗s)j − δlj[s−1(0)] = −
i
pi
∂∂¯
(
log |s| (c1(∇L∗s)j−1 + ∂∂¯η2))
where η1 and η2 are smooth forms on U , all equal to 0 for j = 1.
If s does not vanish, then the two equations are identities of smooth forms on M and hold
for all j.
Proof. We use formula (4.6) of Corollary 4.8 for γ = 0.
The identification of Z(s, ωi), i = 1, 2 for j = l with [s
−1(0)] occupies the next subsection.
The equalities s∗0cj(∇Q) = cj(∇E) and s∗0(c1(∇τ∗)j) = 0 are the object of Remark 5.1.
The equalities s∗∞(cj(∇Q)) = cj(∇Q′s) and s∗∞(c1(∇τ∗)j) = c1(∇L∗s)j are a simple matter of
making explicit the pull-backs, using again Remark 5.1.
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We will therefore concentrate on the right hand side for which we have the preliminary
formulas of Proposition 4.10. We will analyze first the r.h.s. of (5.8). We use Remark 4.11
and the notation introduced there and split the fiber integral in two pieces:
(5.9)
∫
P(C⊕Ls)/U
log
( |w|
|θ|
)
ι∗c1(∇τ∗)j −
∫
P(C⊕Ls)/U
log |s|ι∗c1(∇τ∗)j
Let α2 :=
∫
P(C⊕Ls)/U log
(
|w|
|θ|
)
ι∗c1(∇τ∗)j whose smoothness follows directly from the similar
property of T (γ, s, ω)
∣∣
U
. We argue that α2 = 0. First, notice that α2 makes sense for any
smooth Hermitian line bundle L. Consider thus L endowed with a metric connection ∇ out of
which one induces a connection on τ ∗ → P(C⊕L). Clearly the question is local on U and we
restrict to a patch where L is trivializable. Due to Lemma 5.9 used with E1 = C and E2 = L
and ϕ a trivializing unitary isomorphism we are reduced to L = C. The advantage is that we
can use the (orientation preserving) self-diffeomorphism C × idU of P1 × U where
C([θ : w]) = [w : θ].
On one hand, the forms c1(∇τ∗) enjoy the symmetry property C∗c1(∇τ∗) = c1(∇τ∗). On the
other hand, C∗ log
(
|w|
|θ|
)
= − log
(
|w|
|θ|
)
and therefore α2 = 0.
Since s depends only on M , the second integral in (5.9) equals, using Lemma 5.5:
log |s|
∫
P(C⊕Ls)/U
c1(∇τ∗)j = log |s|(c1(∇L∗)j−1 + ∂∂¯η2)
for some smooth form η2 on U . This finishes the proof of the (5.8).
The reasoning for (5.7) is similar but instead uses (5.6).
For j < l, the vanishing of the term supported on [s−1(0)] is guaranteed by Proposition 4.9
part (i).

The following change of variables for fiber integration was used in the Theorem 5.8.
Lemma 5.9. Let Ei → M , i = 1, 2 be smooth Hermitian bundles of rank k endowed with
metric compatible connections ∇i and ϕ : E1 → E2 be a unitary isomorphism such that ∇1 =
ϕ−1∇2ϕ. Denote by ϕˆ : P(C⊕E1)→ P(C⊕E2) the induced bundle diffeomorphism. Let ∇τi be
the induced connections on the corresponding tautological line bundles τi → P(C⊕Ei) and ∇Qi
the connections on the (tautological) quotient bundles Qi → P(C ⊕ Ei). Let P (x, y1, . . . , yk)
be a polynomial in (k + 1)-variables. Then
(5.10) ϕˆ∗[P (c1(∇τ2), c1(∇Q2), . . . , ck(∇Q2))] = P (c1(∇τ1), c1(∇Q1), . . . , ck(∇Q1))
Consequently, if Li ⊂ Ei are line bundles such that ϕ(L1) = L2 then∫
P(C⊕L1)/M
log
( |w1|
|θ|
)
P (c1(∇τ1), c∗(∇Q1)) =
∫
P(C⊕L2)/M
log
( |w2|
|θ|
)
P (c1(∇τ2), c∗(∇Q2)),
where [θ : wi], i = 1, 2 are projective coordinates of the fibers in P(C⊕ Li).
Proof. The consequence is a well-known fiber integral property once one quickly checks that
ϕˆ∗ log
(
|w2|
|θ|
)
= log
(
|w1|
|θ|
)
. On the other hand, (5.10) will follow if we show it for the cases
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P = x and P = yi , i = 1, . . . , k. In turn, it will be enough to show that there exists unitary
isomorphisms ψτ : τ1 → τ2 and ψQ : Q1 → Q2 covering ϕˆ such that
(5.11) ∇τ1 = ψ−1τ (ϕˆ∗∇τ2)ψτ 8, ∇Q1 = ψ−1Q
(
ϕˆ∗∇Q2)ψQ.
Let us notice that if pii : P(C⊕Ei)→M are the projections then there exists a natural unitary
vector bundles isomorphism ψ : pi∗1E1 → pi∗2E2 covering ϕˆ namely
(5.12) ψ(m, [θ : w1], v) = (m, [θ : ϕm(w1)], ϕm(v)) m ∈M, [θ : w1] ∈ P(C⊕E1,m), v ∈ E1,m
Then (5.11) will follow from
(5.13) pi∗1∇1 = ψ−1
(
ϕˆ∗(pi∗2∇2)
)
ψ ⇔ ψ(pi∗1∇1) = ϕˆ∗(pi∗2∇2)ψ
since idC⊕ψ : C⊕ pi∗1E → C⊕ pi∗2E takes τ1 to τ2 and Q1 to Q2.
pi∗1E1
ψ //

pi∗2E2

P(C⊕ E1) ϕˆ //
pi1
$$
P(C⊕ E2)
pi2
zz
E1 Ms
oo
ϕ(s)
// E2
If s ∈ Γ(E1) then notice that (5.12) implies
ψ(pi∗1s) = ϕˆ
∗pi∗2(ϕ(s)) ∈ Γ(pi∗1E2) = Γ(ϕˆ∗pi∗2E2) ⇔ ψ(s ◦ pi1) = ϕ(s) ◦ pi1.
Therefore, the following equalities justify (5.13) for a section of pi∗1E of type pi
∗
1s
ϕˆ∗(pi∗2∇2)Xψ(pi∗1s) = ϕˆ∗(pi∗2∇2)X(ϕˆ∗pi∗2(ϕ(s))) = (pi∗1∇2)X(pi∗1(ϕ(s)) = ∇2dpi1(X)ϕ(s) =
= ϕ(∇1dpi1(X)s) = ψ[(pi∗1∇1)X(pi∗1s)]
since ψ = pi∗1ϕ when seen as a morphism pi
∗
1E1 → pi∗1E2.
Use now that the map Γ(M ;E1)⊗Γ(M ;C)Γ(P(C⊕E1);C)→ Γ(P(C⊕E1); pi∗1E), s⊗f → fpi∗1s
is an isomorphism of vector spaces and the Leibniz property of connections in order to conclude
that (5.13) is valid.

Remark 5.10. For j > l the formulas tend to be quite more complicated and the structure
of the normal cone of s−1(0) becomes fundamental. See Theorem 7.4 for an example.
Remark 5.11. Notice that when E is a line bundle both expressions recover the Poincare´-
Lelong formula of Griffiths and King [28].
Note that when s−1(0) = ∅ the last statement in Theorem 5.8 applied to (5.7) recovers
Theorem 1 of Bott-Chern in [7] which says that the Bott-Chern class of pi∗cn(E) is zero on
the punctured open unit disk bundle B(E)∗ := {e ∈ E | |e| < 1} where pi : E → M is
a holomorphic vector bundle of rank n. Theorem 1 from [7] follows from the more general
Proposition 1.5, op. cit., which infers that for an exact sequence of holomorphic vector bundles
0→ E1 → E2 → E3 → 0
one has c∗(E2) = c∗(E1)c∗(E3) in H
∗,∗
BC(M). This is recovered in Section 10.1.
8If Fi →Mi are vector bundles and β : F1 → F2 is an isomorpphism covering α : M1 →M2 we denote also
by β the induced isomorphism of bundles F1 → α∗F2 over M1.
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Furthermore, it is interesting to compare (5.7) with Bott-Chern Proposition 4.20 equation
(4.22) in [7] in which for s non-vanishing they obtain that
cn(E) = − i
pi
∂∂¯(log |s|cn−1(Q′s) + ξ)
where ξ is an explicit smooth form, a polynomial expression in the curvatures of the Chern
connections of E and of Q′s := E/〈s〉. It would be interesting to show that the smooth form
log |s|∂∂¯η1 in (5.7) is equal, mutatis mutandis, with the Bott-Chern form ξ.
Corollary 5.12. Let s−1(0) be a complete intersection, i.e. it has the expected codimension
k which coincides with the rank of E. Then the first Poincare´-Lelong formula simplifies to:
ck(∇E)− [s−1(0)] = − i
pi
∂∂¯(log |s|(ck−1(∇Q′s) + ∂∂¯η1)
Moreover if j < k then there exists a flat current T such that:
cj(∇E)− cj(∇Q′s) = ∂∂¯T.
Proof. The bundle Q′s has rank one less than E hence ck(∇Q′s) = 0 when k is the rank of E.
The second statement follows Proposition 4.9 part (i). 
As a corollary we get the next well-known result [6].
Corollary 5.13 (Baum-Bott). Let η : L→ TM be a holomorphic map between the line bundle
L and the tangent bundle of TM with only isolated zeros. Then∫
M
cn(TM − L) =
∑
p∈η−1(0)
µp
where µp is the Milnor number of η at p.
Proof. One considers η as a section of TM ⊗ L∗. Notice that
cn(TM − L) = cn(TM ⊗ L∗)
Then we are in the situation of Corollary 5.12. The fact that the multiplicities at the zero
points are given by the Milnor numbers is well-known. 
5.1. Localization of the multiplicity. The multiplicity (eXY )Z of a complex subspace X
of a space Y along an irreducible component Z of X can be defined algebraically as the
coefficient of the top power of the Hilbert-Samuel polynomial induced by the primary ideal q
of X in the localization of Y along Z multiplied with d! where d is the codimension of Z in
Y .
The ”topological” approach of Fulton and Mac-Pherson looks at these multiplicities via the
Segre classes of the normal cone CXY along Z in the context of Chow groups on which the
Segre classes act.
In our case Y = M is regular. Moreover we take X ⊂ M to be the zero locus of a section
s : M → E of a holomorphic vector bundle. The analytic space structure of X is induced
by the ideal sheaf I generated by the components of s in local coordinates. Assume for
simplicity that X is purely k-codimensional, but is not necessarily reduced, nor irreducible.
In this situation the normal cone P(CXM) of X in M is isomorphic with the exceptional
divisor of the strict transform of I with respect to the blow-up of the zero section of E. Since
the exceptional divisor of the blow-up of the zero section Bl[0](E) is the smooth manifold
P(E) with the restriction of the blow-down map corresponding to the natural projection of
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P(E) → M, the canonical line bundle of P(CXM) as defined by Grothendieck coincides in
fact with the pull-back to P(CXM) via the canonical embedding of the canonical line bundle
O(1)→ P(E).
In what follows we therefore consider P(C⊕ CXM) to be an analytic subspace of P(C⊕ E).
Then the multiplicity (eXM)Z of M along every irreducible component Z of codimension
k is defined as follows:
(5.14)
∑
Z∈Irr(X)
(eXM)Z · [Z] = q∗(c1(O(1))k ∩ P(C⊕ CXM))
where q∗ : Aan∗ (P(C⊕E))→ Aan∗ (M) is the natural push-forward and Irr(X) are the irreducible
components of X. To be precise, q∗ acts in degree n − k in (5.14) and q∗(c1(O(1))k ∩ P(C ⊕
CXM)) ∈ Aann−k(X). The latter group is generated over Z by Irr(X).
Remark 5.14. There is a drawback in this definition analogous to the one from [24], namely
that the Chow class of [Z] might be zero, which happens for example when M = Cn.
This has a corresponding expression in HBCn−k,n−k(M):∑
Z∈Irr(X)
(eXM)Z · [Z] = q∗(c1(∇τ∗)k ∧ P(C⊕ CXM))
Due to Lemma 5.3 we have an alternative way of computing this.
Lemma 5.15. The following equality holds as currents on M :
q∗(ck(∇Q) ∧ P(C⊕ CXM)) = q∗(c1(∇τ∗)k ∧ P(C⊕ CXM)).
Proof. Clearly true by the Fibering Theorem of King [38] (see also Proposition 4.9) . 
Let Z ∈ Irr(X) and suppose codimM Z = k. The generic fiber Cm of P(C ⊕ CXM)
∣∣
Z
has
dimension k and is an analytic space. When X := s−1(0) the fiber is a projective analytic
subspace of P(C⊕Em). As such it has a well-defined degree which is the intersection number
of this fiber with a generic k-codimensional (projectively) linear subspace of P(C⊕ Em). On
the other hand, this degree can also be computed by the integral:∫
Cm
c1(∇τ∗)k
since c1(∇τ∗) is the Poincare´ dual to a hyperplane section and τ here is the tautological
bundle on P(C⊕ Em). Hence, for this particular form ω, the function g of Proposition 4.9 is
continuous and has integer values. Therefore it has to be constant at the generic points of Z.
This constant is by (5.14) the multiplicity of M along X at Z.
We have thus obtained the following consequence of the Fibering Theorem of King:
Theorem 5.16. Let E →M be a holomorphic and Hermitian vector bundle and s : M → E
be a holomorphic section. Let Z be an irreducible component of s−1(0) of codimension k and
Zc the union of all the other irreducible components. Then
pi∗(ck(∇Q) ∧ P(C⊕ Cs−1(0)s(M)))
∣∣
M\Xc = pi∗((c1(∇τ
∗
)k ∧ P(C⊕ Cs−1(0)s(M)))
∣∣
M\Zc =
= (es−1(0)M)Z · [Z \ Zc].
Moreover (es−1(0)M)Z is the degree of the generic fiber inside P(C⊕E) of P(C⊕CXM) over
X where generic means the smooth points of Z for which the dimension of the fiber of the
affine normal cone is n− k.
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Example 5.17. When s−1(0) is a complete intersection there is no jump in the dimension
of the fiber of the normal cone and hence the multiplicity can be computed at every point
of the irreducible component (see Griffiths and Harris [27], page 130 for a justification in the
hypersurface case).
Remark 5.18. Due to the drawback expressed in Remark 5.14, it would be desirable to
obtain an algebraic proof of the last statement of Theorem 5.16.
6. Twisting by a line bundle
In the later sections we construct a theory for holomorphic morphisms of vector bundles in
general. But when s : L → E is a holomorphic morphism and L is a line bundle the results
of the previous section extend without difficulty and we collect them in this short section.
There are several ways to go about proving this. One way is to see that in order to prove the
double transgression formulas one needs only work locally on M . Due to the sheaf property
of currents this is true for the double transgression formula of kernels and also for the general
Poincare´-Lelong. Another way is to consider the associated section s˜ : M → L∗ ⊗ E. The
next short presentation follows in the footsteps of the previous sections. We believe it keeps
better track of the objects involved and of the original section s.
Let P◦(L ⊕ E) := {([β : v],m) ∈ P(Lm ⊕ Em), m ∈ M | β 6= 0}. Take the closure inside
P1 × P◦(L⊕ E)×M P(L⊕ E) of
(6.1) {([1 : λ], [β : s(β)], [β : λs(β)],m) | m ∈M,β ∈ Lm}
inside P1 × P◦(L ⊕ E) ×M P(L ⊕ E) that can be described as follows. We have a canonical
section [1 : 0] of P(L ⊕ E) and we can blow-up ∞× [1 : 0] inside P1 × P◦(C ⊕ E). This can
be realized as a subspace of P1 × P◦(L⊕ E)×M P(L⊕ E). In fact,
Bl∞×[1:0](P1 × P◦(L⊕ E)) = {([µ : λ], [β1 : v], [β2 : w]) | (µβ1, λv) ∧ (β2, w) = 0}
The strict transform of P1 × {[β : s(β)] | β ∈ Lm} will give the closure of (6.1).
The projective normal cone P(Cs−1(0)M) of s−1(0) in M is defined locally via the ideal
sheaf induced by s and whose support is s−1(0). The same ideal sheaf is induced by s˜. The
projective normal cone is naturally an analytic subspace of P(E) ' P(L∗ ⊗ E), the latter
isomorphism being canonical. The fiberwise cone P(C ⊕ Cs−1(0)M) of P(Cs−1(0)M) lives in
P(C⊕ L∗ ⊗E) ' P(L⊕E). The multiplicity of M along s−1(0) at an irreducible component
X is the same as the multiplicity of M along s˜−1(0) at X and therefore can be computed at a
generic point in X as the degree of the fiber of the normal cone inside P(C⊕L∗⊗E) similarly
to what was done in Theorem 5.16.
Clearly P(L⊕E) ' P(C⊕L∗⊗E) comes with a tautological bundle τ and a quotient bundle
Q. Hermitian metrics on L and E induce Hermitian metrics on τ and Q. The zero section in
this context is the inclusion M ' P(L) ↪→ P(E) while the∞ section is P(E) ↪→ P(L⊕E). This
time, the restriction of τ to the zero section is isomorphic with L → M while the restriction
of Q to P(E) is isomorphic with the direct sum L ⊕ Q′ where Q′ is as before the universal
quotient bundle on P(E). These isomorphisms hold as pairs (bundle, Hermitian metric) and
hence as bundles with Chern connections.
Applying the resulting abstract Poincare´-Lelong as in Theorem 5.8 to ω1 := ck(∇Q) and
ω2 := c1(τ
∗)k we get the following:
Theorem 6.1. Let s : L→ E be a holomorphic morphism and suppose L and E are endowed
with Hermitian metrics. Let Ls := Im s, Q
′
s := E/Ls be the line and quotient bundles defined
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on M \ s−1(0) which have metrics induced from E. Suppose s−1(0) is of pure complex codi-
mension k. Then the following Poincare´-Lelong formulas hold for some locally flat currents
T1 and T2.
(6.2) ck(∇E)− ck(∇L ⊕∇Q′s)− [s−1(0)] = i
pi
∂∂¯T1
(6.3) c1(L
∗)k − c1(L∗s)k − [s−1(0)] =
i
pi
∂∂¯T2
In case s−1(0) = ∅ then both formulas hold irrespective of k on all of M .
Notice that when s−1(0) = ∅ then L and Ls are isomorphic vector bundles, possibly non-
isometric and therefore (6.3) gives the invariance of the Bott-Chern class under the change of
Hermitian metric.
The last statement proves Proposition 1.5 of [7] in a particular case:
Corollary 6.2 (Bott-Chern). If 0 → L → E → Q → 0 is an exact sequence of holomorphic
vector bundles over M with L a line bundle then c∗(E) = c∗(L⊕Q) = c∗(L)c∗(Q) in H∗,∗BC(M).
7. Bott-Chern duals of Chern-Fulton classes
The proof of the Poincare´-Lelong formula (5.8) inspires the main result of this section that
produces a Bott-Chern dual for any Chern-Fulton class of an analytic subspace defined as
the zero locus of a holomorphic section s : M → E of a holomorphic E. We will look at the
non-homogeneous class ∑
j≥0
c1(τ
∗)j =
1
1 + c1(τ)
=: c∗(−τ),
the total Chern polynomial of the virtual −τ vector bundle. By [24], ”integrating” c∗(−τ)
over the normal cone P(C ⊕ Cs−1(0)(M)) gives the Segre classes of the normal cone. More
precisely, Fulton defines
(7.1) Segn−∗(s
−1(0),M) := q∗(c∗(−τ) ∩ P(C⊕ Cs−1(0)(M))) ∈ An−∗(s−1(0))
where q∗ : A∗(P(C⊕ Cs−1(0)(M))))→ A∗(s−1(0)) is the natural push-forward.
Remark 7.1. The Segre classes are interesting only for ∗ ≥ k, in other words just Segj with
0 ≤ j ≤ d := dim s−1(0) = n− k are non-trivial.
When M is projective we have a corresponding class in HBC∗,∗ (M) obtained from the com-
position of the morphisms Aan∗ (M)→ HBC∗,∗ (M) and A∗(s−1(0))→ A∗(M).
But even when M is not projective the current c∗(−τ) ∩ P(C⊕ Cs−1(0)(M)) makes perfect
sense on P(C⊕E), once we choose a Hermitian metric on E which will determine a Hermitian
metric on τ . We also have a push-forward induced by the canonical projection denoted here
q : P(C⊕E)→M . We therefore take (7.1) to be our definition of Segre classes but this time
in HBC∗,∗ (M), opting to ignore the Chern connection in notation.
Seg∗ := Seg∗(s
−1(0),M)
Define the Chern-Fulton class in the Bott-Chern homology group as
cFi (s
−1(0)) := [c∗(TM) ∧ Seg∗(s−1(0),M)]d−i i.e.
cFi (s
−1(0)) =
∑
0≤j≤i
ci−j(TM) ∧ Segd−j ∈ HBCd−i,d−i(M), ∀0 ≤ i ≤ d
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We will use Corollary 4.8 for forms
ω = ci−j(pi∗(TM)) ∧ ck+j(−τ) = ci−j(pi∗(TM))c1(τ ∗)k+j, 0 ≤ j ≤ i
in order to obtain the following.
Theorem 7.2. For a pure-dimensional set s−1(0) of codimension k, the Chern-Fulton classes
satisfy in HBCn−k−∗,n−k−∗(M)
(7.2) cF∗ (s
−1(0)) = −c1(Ls∗)k(c∗(TM ⊗ L∗s)),
where Ls := Im s
∣∣
M\s−1(0) is the line subbundle determined by s.
Proof. Applying the theory to the forms ω as announced we get relations of type:
−ci−j(TM)c1(L∗s)k+j = ci−j(TM) Segd−j, 0 ≤ j ≤ i
which we then sum for 0 ≤ j ≤ i. 
Example 7.3. It is interesting to look at the case when Ls extends holomorphically to a line
subbundle L ⊂ E. For example, if E is already a line bundle then Ls = E. Then s is a
holomorphic section of L and necessarily k = 1.
Suppose moreover that s is actually transverse to the zero section and hence [s−1(0)] is
non-singular. Then L
∣∣
s−1(0) plays the role of the normal bundle. In other words one has an
exact sequence of holomorphic bundles:
0→ TX → TM ∣∣
s−1(0) → L
∣∣
s−1(0) → 0
with the surjective map given by ∇s. This implies that c∗(TX) = c∗(TM)c∗(L) = c∗(TM ⊗ L∗).
Moreover −c1(L∗) = c1(L) is the Bott-Chern dual of s−1(0) by Poincare´-Lelong and there-
fore the right hand side of (7.2) is just c∗(TX) ∩ [X] in singular homology.
7.1. The homological zero locus. Fulton defines for a section s : M → E of a vector
bundle of rank k a class Z(s) in the Chow group An−k(M) that satisfies
Z(s) = ck(E) ∩M.
in An−k(M). Notice that n−k is the expected dimension. We can of course take Z(s) and look
at it as a class in the Bott-Chern group. But it is more interesting to define it directly. We
start with the following equality, obtained by restricting to the open set E ×M E the identity
(4.5) for γ = 1 (Notation: ∆s = {s(m), s(m) | m ∈M})
∆s = Cs−1(0)s(M).
This of course holds in HBCn,n (E×ME). We can push-forward this equality via pi2 : E×ME → E
in order to get that in HBCn,n (E) the following holds:
(7.3) s(M) = Cs−1(0)M
Define
Z(s)τ := pi∗(Cs−1(0)M ∧ τ) ∈ D′n−k,n−k(M)
where τ is a bihomogeneous Thom form (see the proof of Proposition 3.9) of E and pi : E →M
is the projection. Since by (3.7) we have τ = [M ] in HBCn,n (E) for any choice of Thom form,
it follows that the class of Z(s)τ in HBCn−k,n−k(M) does not depend on the choice of τ . Define
Z(s) ∈ HBCn−k,n−k(M) to be this class.
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Theorem 7.4. The following holds in HBCn−k,n−k(M):
Z(s) = ck(E)
Proof. By (7.3) we need only check that pi∗(s(M) ∧ τ) = ck(E). On the other hand,
(7.4) s(M) = [0] in HBCn,n (E).
This comes out by taking the difference of (4.5) for γ = 1 and γ = 0 restricted to E ×M E
which says that ∆s = s(M)×M [0] and the push-forward via pi2 gives (7.4).
One checks the next equality of currents:
pi∗([0] ∧ τ) = ι∗τ
where ι : M ↪→ E is the inclusion of the zero section. Take now τ = (ρ ◦ r)pi∗ck(E) + d(ρ ◦
r) ∧ Tck(E) as in [15] where r is the radius function for some Hermitian metric on E and
ρ : [0,∞) → [0,∞) is a compactly supported smooth function equal to 1 in a neighborhood
of 0 and Tck(E) is a transgressed form of ck(E). Clearly ι
∗τ = ck(E) as the second term of τ
is zero in a neighborhood of the zero section. 
8. Weighted projective actions
Instead of the canonical action of C∗ on a vector space V , or more generally on a vector
bundle E → M we consider here a weighted homogeneous action. For that we will assume
that a decomposition of E into a direct sum of vector bundles
E = E0 ⊕ . . .⊕ Ek.
is given. Then an (algebraic) action of C∗ with non-negative weights is given by
λ ∗ (v0, . . . , vk) = (v0, λβ1v1, . . . , λβkvk)
where 0 < β1 < . . . < βk are integers. Let β0 := 0, the weight of the action on E0. Since ∗
intertwines with multiplication by scalars we have an induced action
C∗ × P(E)→ P(E)
and the reason for taking β0 = 0 is more apparent now. The particular case treated until now
corresponds to E0 = C and k = 1.
We will consider a holomorphic section s : M → P(E) and with the corresponding “action”:
C∗ ×M → P(E), (λ,m)→ λ ∗ s(m).
and we will look at the ”graph” of this action {(s(m), λs(m)) | m ∈ M,λ ∈ C∗} aiming to
understand the limits limλ→0(∞) from a currential point of view.
Remark 8.1. Let V and W be vector spaces. Weighted actions arise naturally when one
considers the canonical action of C∗ on the vector space Hom(V,W ). This extends to an
action on the Grassmannian GrdimV (V ⊕W ) and via the Plucker embedding to an weighted
homogeneous action on a projective space P(ΛdimV (V ⊕W )).
Let V = V0 ⊕ . . . ⊕ Vk be any fiber (of E → M) and consider the closure of the graph of
the action
(8.1) C∗ × P(V )→ P(V ), (λ, v)→ λ ∗ v
in P1×P(V )×P(V ). We notice first that this closure is the blow-up of the non-reduced ideal
(8.2) I := 〈µβkv0, µβk−β1λβ1v1, . . . , µβk−βk−1λβk−1vk−1, λβkvk〉
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This ideal is generated by bihomogeneous polynomials in the variables [µ : λ] and [v0 : . . . : vk]
separately and as such it determines an algebraic subspace of P1× P(V ) and a corresponding
coherent sheaf of ideals over the structure sheaf of P1×P(V ). The co-support (the zero locus)
of I is {µ = 0, vk = 0} ∪ {λ = 0, v0 = 0}.
Recall that the blow-up of an ideal I = 〈f1, . . . , fk〉 in an affine chart, here of type C×CM ,
is the closure of the graph of
C× CM \ Z(I)→ P(Ck), x→ [f1(x) : . . . : fk(x)].
One checks easily that in the standard affine charts of P1 × P(V ) this is indeed the case for
the sheaf of ideals I, i.e. that closure of the graph of the action (8.1) restricted to these open
sets is described as the closure of the graph of the map to P(V ) naturally determined by the
generators of I.
In what follows [w0 : . . . : wk] and [v0 : . . . : vk] are the coordinates of a point in the first,
respectively the second copy of P(V ) while [µ : λ] is a point in P1.
We give now equations for the closure of the graph of the action as follows.
Let k := {0, . . . k} and I ⊂ k be a ”connected” set, i.e. together with I 3 a ≤ b ∈ I it
contains also every c with a ≤ c ≤ b. Clearly I is completely determined by mI := min I and
MI := max I. Let β(I) be the corresponding connected subset of {β0, β1, . . . , βk} and βmI ,
βMI the corresponding minimum and maximum respectively. For each such I we consider the
system of equations:
(8.3) (µβMI−βmIwmI , µ
βMI−βmI+1λβmI+1−βmIwmI+1, . . . , λ
βMI−βmIwMI ) ∧ (vmI , . . . , vMI ) = 0
Define Gk to be the projective variety with the reduced structure given by the radical of
the ideal generated by all the systems of equations described via (8.3).
Remark 8.2. We do not exclude the possibility that I = {i} in which case the corresponding
equation is wi ∧ vi = 0. Notice also that rather than taking (8.3) only for connected I we
could take the equations for any I non-empty. However, if we let Iˆ ⊂ k to be the ”connected
hull” of I, i.e. the connected subset that ranging from min I to max I then (8.3) for Iˆ implies
(8.3) for I.
The equations (8.3) are obtained from the ”mother” equation for I = k by forgetting about
the initial and final coordinates and eliminating the g.c.d. of the monomials in µ and λ.
Remark 8.3. The equations (8.3) enjoy a certain symmetry in µ and λ owing to the fact
that the set of connected subsets of k is invariant under the involution x→ k−x. Notice that
there are
(
k+2
2
)
such connected sets.
Clearly (µ, λ) 6= 0 and we will localize at µ 6= 0 and λ 6= 0. When we do this, the number
of equations decreases. For example when λ 6= 0 we have that (8.3) for I implies (8.3) for
I \ {mI} since λ is invertible.
Hence for λ 6= 0 it is enough to consider only the connected sets I that start at 0. There
are k + 1 such (systems of) equations. Similarly for µ 6= 0 one considers the equations
corresponding to connected I that end at k.
We introduce some notation.
For each 0 ≤ i ≤ k let
(8.4) V +i :=
⊕
j≤i
Vj, V
−
i :=
⊕
j≥i
Vj.
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C∞i , C
0
i ⊂ P(V )× P(V ),
C∞i := {([w], [v]) ∈ P(V +i )× P(V −i ) | wi ∧ vi = 0}(8.5)
C0i := {[w], [v]) ∈ P(V −i )× P(V +i ) | wi ∧ vi = 0}(8.6)
Clearly, Fi := P(Vi) are the connected components of the fixed points set of the weighted
homogeneous action. Then
S(Fi) := {v ∈ P(V ) | lim
λ→∞
λ ∗ v ∈ Fi} = {v = [v0 : . . . : vi : 0 . . . : 0] ∈ P(V +i ) | vi 6= 0}(8.7)
U(Fi) := {v ∈ P(V ) | lim
λ→0
λ ∗ v ∈ Fi} = {v = [0 : . . . : 0 : vi : . . . : vk] ∈ P(V −i ) | vi 6= 0}
(8.8)
are the stable and unstable manifolds of the fixed point components. Obviously S(Fi) = P(V +i )
and U(Fi) = P(V −i ). We have natural projections
S(Fi)→ Fi ← U(Fi)
and natural quasi-projective, regular varieties
S(Fi)×Fi U(Fi) ⊂ P(V )× P(V ) ⊃ U(Fi)×Fi S(Fi).
It is not hard to see that in fact for all i one has:
C∞i = S(Fi)×Fi U(Fi), C0i = U(Fi)×Fi S(Fi).
Proposition 8.4. The closure of the graph of the weighted action is the blow-up of the bi-
homogeneous ideal (8.2) and this can be described as the variety Gk defined by (8.3). The
restriction of the projection pi1,2 : P1×P(V )×P(V )→ P1×P(V ) to Gk is the blow-down map.
The exceptional divisor consists of two separate collections of components:
(8.9)
k−1⋃
i=0
{[0 : 1]} × C∞i
lying over {µ = 0, wk = 0} and
(8.10)
k⋃
i=1
{[1 : 0]} × C0i
lying over {λ = 0, w0 = 0}. All components have multiplicity 1 and dimension equal to
dimP(V ).
The intersection Gk ∩ {µ = 0} consists of the union (8.9) with {[0 : 1]} × C∞k , while
Gk ∩ {λ = 0} of the union (8.10) with {[1 : 0]} × C00 , each appearing with multiplicity 1.
Proof. We recall that the closure of a smooth, connected (irreducible) quasi-projective variety
is necessarily an irreducible variety.
Let Λ be the graph of the action and Λ be its closure in P1 × P(V )× P(V ).
Clearly, Λ is smooth of dimension dimV and easily seen to coincide with Gk∩{µ 6= 0 6= λ},
an open subset of Gk since for µ 6= 0 6= λ the equation (8.3) for I = k implies all the others.
Since Gk is Zariski closed it follows that Λ ⊂ Gk. Due to the symmetry of the situation we
will assume that λ 6= 0 in what follows.
If µ = 0 and wk 6= 0 then (8.3) for I = k implies that v0 = . . . = vk−1 = 0 and wk ∧ vk = 0
and all the other equations for I = j, 0 ≤ j < k are fulfilled. Hence ([w], [v]) ∈ C∞k . In fact,
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Gk
∣∣
wk 6=0,λ 6=0 is a graph induced by I = k. On the other hand, it is easy to see that Λ extends
to a graph over {µ = 0; wk 6= 0} and the extension is given exactly by
{[0 : 1]} × (C∞k \ {([w], [v]) | wk = 0}).
This justifies that
Gk ∩ {wk 6= 0, λ 6= 0} = Λ ∩ {wk 6= 0, λ 6= 0}
and that {[0 : 1]} × Ak has multiplicity 1 since every regular subvariety has multiplicity 1
within a regular ambient variety.
Recall that by definition the ideal of the equations defining Gk is reduced.
We will argue that
(i) the support9 of Gk is contained in the topological closure of Λ, therefore the support
of Gk will be contained in the Zariski closure of Λ;
(ii) the support of [Gk ∩{µ = 0, wk = 0}] and [Gk ∩{λ = 0, w0 = 0}] respectively coincide
with (8.9) and (8.10) respectively.
(iii) each of the subvarieties {[0 : 1]} × C∞i and {[1 : 0]} × C0i appears with multiplicity 1
in the intersection Gk ∩ {µ = 0, wk = 0} and Gk ∩ {λ = 0, w0 = 0}.
Items (i) and (ii) go together. We use induction. Again we treat just λ 6= 0. First looking
at (8.3) for I = k − 1 we deduce
Gk ∩ {µ = 0, wk = 0, wk−1 6= 0} = {[0 : 1]} × (C∞k−1 \ {([w], [v]) | wk−1 = 0}).
For wk−1 = 0 use that
Gk−1 ∩ {µ = 0, wk−1} = {[0 : 1]} ×
k−2⋃
i=0
{([w], [v]) ∈ P(V +i )× P(V −i /Vk)) | wi ∧ vi = 0}
and the fact that vk is free since wk = 0, in order to conclude that
Gk ∩ {µ = 0, wk = 0, wk−1 = 0} = {[0 : 1]} ×
k−2⋃
i=0
{([w], [v]) ∈ P(V +i )× P(V −i ) | wi ∧ vi = 0}
Notice that the union on the right contains for i = k− 2 also the missing piece from C∞k−1, i.e.
P(V +k−2)× P(V −k−1) = {([w], [v]) ∈ C∞k−1 | wk−1 = 0}.
The fact that all points in (8.9) and (8.10) are in the topological closure of Λ is a straight-
forward exercise, noticing that each S(Fi)×F U(Fi) can be seen as pairs of points (p, q) lying
on the same (once) broken trajectory of the complex flow determined by the C∗ action (see
[32], [39] or [17]).
Part (iii) is a consequence of the real theory. The C∗ action induces a Morse-Bott flow on
P(V ). This is obtained by considering on P(V ) the function
f(L) = Re TrARL = TrARL =
∑k
j=0 βj|vj|2∑k
j=0 |vj|2
where A = β0 idV0 ⊕ . . .⊕ βk idVk , L = [v0 : . . . : vk] and RL is the orthogonal projection of L
in V for some fixed metric. The gradient of f is L → A − RLARL where the r.h.s. belongs
in fact to TRLι(P(V )), ι being the embedding P(V )→ End(V ) induced by taking reflections.
9By support of a subscheme defined by an ideal sheaf I in a scheme X we understand of course the support
of OX/I.
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The integral curves of the gradient are of type t → [etβ0v0 : . . . : etβkvk] recovering thus the
action for λ ∈ (0,∞).
The flow out of the diagonal ∆ of P(V ) × P(V ) via the gradient flow induced by f in the
second component has a limit in the flat topology, when t→∞ equal to ∑ki=0 S(Fi)×Fi U(Fi)
(see [39, 17, 40]). The main point is that the multiplicities are all equal to 1 which will
therefore also be the multiplicity of every C∞i . 
Proposition 8.4 describes what happens in a single fiber. The bihomogeneous ideal I from
(8.2) clearly has a fiber bundle equivalent as a sheaf of bihomogeneous ideals. We will keep
the same notation we used so far also in the fiber bundle case.
For example, we will regard Gk as an analytic current in P1 × P(E) ×M P(E). Also the
analytic subspaces C∞i ⊂ P(E≤i)×M P(E≥i) and C0i ⊂ P(E≥i)× P(E≤i) will give components
of Gk ∩ {µ = 0} and Gk ∩ {λ = 0} respectively.
For [µ : λ] ∈ P1, let F[µ:λ] be the slice pi−11 ({[µ : λ]}) ∩ Gk in the projection P1 × P(E) ×M
P(E) → P1. As we saw this is the graph of the action at ”time” [µ : λ] when [µ : λ] ∈ C∗.
Note also that F[0:1] and F[1:0] have quite explicit descriptions due to the last statement of
Proposition 8.4.
Now let s : M → P(E) be a holomorphic section.
Just like in Section 4, let S˜ be the strict transform of P1×s(M) with respect to the blow-up
of I. One can speak of a strict transform precisely because P1× s(M) is not contained in the
co-support of I. Clearly, then S˜ has dimension equal to dimM + 1 = n+ 1.
Remark 8.5. An alternative description of S˜ is as the closure of the graph of
C∗ × s(M)→ P(E), (λ, s(m))→ λ ∗ s(m)
inside P1 × P(E)× P(E).
Remark 8.6. The exceptional divisor is typically defined as the intersection of S˜ with the
exceptional divisor of the blow-up of I, described in Proposition 8.4. It is convenient though
in our context to extend the definition and call exceptional divisor the intersection S˜ ∩ ({µ =
0} ∪ {λ = 0}), including thus also S˜ ∩ {[1 : 0]} × C∞k and S˜ ∩ {[0 : 1]} × C0k .
Let F l(Gk) be the space of flat currents in P1 × P(E)×M P(E) with support contained in
the support of Gk.
Theorem 8.7. The following equalities of currents in P1 × P(E)×M P(E) holds:
F[µ:λ] ∧ S˜ − F[0:1] ∧ S˜ = ∂∂¯T1[µ : λ], ∀[µ : λ] ∈ C∗ ∪ {[1 : 0]}(8.11)
F[µ:λ] ∧ S˜ − F[1:0] ∧ S˜ = ∂∂¯T2[µ : λ], ∀[µ : λ] ∈ C∗ ∪ {[0 : 1]}(8.12)
where T1 : P1 \ {[0 : 1]} → F l(Gk) and T2 : P1 \ {[1 : 0]} → F l(Gk) are continuous maps.
Proof. The proof is similar with that of Theorem 4.2 except that one applies Hardt Slicing
Theorem for the projection pi1 on N := P1 × P(E) ×M P(E) in order to be able to speak of
currents in the first place, the current being T := Gk.
Then one wedges with S˜. This last step needs a bit of care. The analogue of Proposition
4.3 is Theorem 9.6 in the next section but it turns out one need not be that explicit at this
point. The intersection of S˜ with
⋃k−1
i=0 {[0 : 1]} × C∞i has dimension at most n, being the
exceptional divisor of the strict transform of P1 × s(M) which has dimension n + 1. It will
have dimension exactly n if it is non-empty.
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The intersection of S˜ with {[0 : 1]} × C∞k is either the empty set, if s−1(S(Fk)) = ∅ or it
is the closure of {[0 : 1]} × s(s−1(S(Fk)))×Fk s∞(s−1(S(Fk))) where s∞(p) = pisk(s(p)) for all
p ∈ s−1(S(Fk)), pisk : S(Fk)→ Fk being the natural projection.
Now s−1(S(Fk)) is an open subset of M , the complement of {sk = 0} where s = (s0, . . . , sk).
On the other hand
(8.13) {[0 : 1]} × s(s−1(S(Fk)))×Fk s∞(s−1(S(Fk))) ' Im s∞ ⊂ P(Ek)
with s∞ : M \ {sk = 0} → Fk, s∞(p) = [sk(p)] and the identification in (8.13) is given by
projection onto the last coordinate. The closure of the image of s∞ is the blow-up of {sk = 0}
(see Remark A.1). Hence S˜ ∧ {[0 : 1]} ×C∞k ' Bl{sk=0}(M) and therefore this piece is also of
dimension n, if non-empty.
The reasoning is quite analogous for S˜ ∧ {[1 : 0]} × C00 ' Bl{s0=0}(M). 
For 0 ≤ i ≤ k, we define the following analytic varieties:
S˜∞i := pi2,3(({[0 : 1]} × C∞i ) ∩ S˜) ⊂ P(E≤i)×M P(E≥i) ⊂ P(E)×M P(E),(8.14)
S˜0i := pi2,3(({[1 : 0]} × C0i ) ∩ S˜) ⊂ P(E≥i)×M P(E≤i) ⊂ P(E)×M P(E).(8.15)
The projection onto the first coordinate in P(E)×M P(E) induces maps:
pi1 : S˜
∞
i → s−1(P(E≤i)), pi1 : S˜0i → s−1(P(E≥i)).
For an alternative description of the components S˜∞i see the next section.
Corollary 8.8. Let ω ∈ Ω∗(P(E)) a form which is ∂ and ∂¯-closed and let s : M → P(E) be
a section. Then there exist double transgression formulas:
s∗ω − lim
λ→∞
(λ ∗ s)∗ω = ∂∂¯T1(s, ω)(8.16)
s∗ω − lim
λ→0
(λ ∗ s)∗ω = ∂∂¯T2(s, ω)(8.17)
for some flat currents T1(s, ω) and T2(s, ω). The limits are described as follows:
lim
λ→∞
(λ ∗ s)∗ω =
k∑
i=0
(pi1)∗(pi∗2ω ∧ S˜∞i ), lim
λ→0
(λ ∗ s)∗ω =
k∑
i=0
(pi1)∗(pi∗2ω ∧ S˜0i ).
The current limλ→∞(λ ∗ s)∗ω is smooth if s(M) ⊂ S(Fj) for some j and the current
limλ→0(λ ∗ s)∗ω is smooth if s(M) ⊂ U(Fj) for some j. When this is the case, the currents
T1(s, ω) and T2(s, ω) are smooth as well.
Proof. Consider the action-graph of s,
{(λ, s(m), λ ∗ s(m)) | λ ∈ C∗, m ∈M} ⊂ P1 × P(E)×M P(E)
whose closure is S˜. We use Theorem 8.7 and push-forward via the proper projection pi2,3 the
equations (8.11) and (8.12) to two double transgressions in P(E)×M P(E).
The current F[µ:λ] ∧ S˜ pushes forward to{
(s(m),
(
λ
µ
)
∗ s(m)) | m ∈M
}
when [µ : λ] ∈ C∗ ⊂ P1(8.18)
lim
λ→∞
{(s(m), λ ∗ s(m)) | m ∈M} when µ = 0(8.19)
lim
µ→0
{(s(m), µ ∗ s(m)) | m ∈M} when λ = 0(8.20)
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Indeed (8.18) is clear. The continuity of Hardt’s Theorem ensures that F[1:λ] ∧ S˜ → F[1:0] ∧ S˜
when λ→ 0. By pushing this forward via pi2,3 one gets (8.19). Then (8.20) is analogous.
For the transition to (8.16) and (8.17) one proceeds as in the proof of Corollary 4.8.
If s(M) ⊂ S(Fj) then
lim
λ→∞
Γλ∗s = s(M)×M s˜∞(M) 'M
where s∞(m) = [sj(m)] ∈ P(Ej) = Fj. 
Example 8.9. The strict transform S˜ of P1 × s(M) exists always. However, if s(M) is
contained in a connected component P(Ei) = Fi of the fixed point locus, then by Remark 8.5,
S˜ = P1 × s(M) ×M s(M). Then the pushforward via pi2,3 of (8.11) and (8.12) give a trivial
double transgression 0 = 0.
Remark 8.10. If G ⊂ P(E) is a flow-invariant, proper, regular fiber subbundle then one can
apply the machinery to ∂ and ∂¯ closed forms ω ∈ Ω∗(G) and holomorphic sections s : M → G
and the results hold just the same as in Corollary 8.8.
A particular case of Remark 8.10 is the case of the Plu¨cker embedding Grk(E ⊕ F ) ↪→
P(Λk(E⊕F )) where k = dimE. The natural action C∗×Hom(E,F ) extends to an action of C∗
on Grk(E⊕F ) that intertwines with the weighted homogeneous action of C∗ on P(Λk(E⊕F ))
induced by the direct sum of the actions
C∗ × ΛiE ⊗ ΛjF → ΛiE ⊗ ΛjF, (λ, e⊗ f)→ λje⊗ f
where i+ j = k. It is useful to describe the fixed points, stable and unstable manifolds of the
C∗ action on Grk(E ⊕ F ).
Proposition 8.11. The fixed points manifolds of the action of C∗ on Grk(E ⊕ F ) are
Fi :=
⋃
i
Gri(E)×Grk−i(F ).
The stable and unstable manifolds are:
Σi := {L ∈ Grk(E ⊕ F ) | dimL ∩ E = i}, Υi := {L ∈ Grk(E ⊕ F ) | dimL ∩ F = k − i}
with projections
Σi → Fi ← Υi, L→ (L ∩ E, piF (L)), resp. (piE(L), L ∩ F )← L
where piE, piF are the projections onto the factors of E ⊕ F .
Proof. See [33]. 
As a consequence of Corollary 8.8 we get:
Proposition 8.12. Let s : M → Hom(E,F ) be a holomorphic section and ω ∈ Ω∗(Grk(E ⊕
F )) a smooth form, ∂ and ∂¯ closed. Then there exists a double transgression
s∗ω − lim
λ→∞
(λs)∗ω = ∂∂¯T (s, ω)
where lim
λ→∞
(λs)∗ω is a sum of k + 1 flat currents each of which supported on
Σi(s) := {p ∈M | dim Ker s(p) = i} = s−1(Σi).
If dim Ker s(p) = i for all p ∈M , then Σi(s) and the form limλ→∞(λs)∗ω is smooth.
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Remark 8.13. If s t Σi, for all i, one can perform explicit computations for the current
lim
λ→∞
(λs)∗ω (see [16]).
9. Weighted blow-ups and the limit of the kernels
Proposition 4.3 completely describes the limiting kernels when λ → ∞ in the ”homoge-
neous” case of a single weight. We would like to have an analogous result in the context
of weighted homogeneous actions and give an alternative description of the components S˜∞i
from (8.14) and their cousins S˜0i . More concretely the starting question is: can each S˜
∞
i be
described by some sort of cone construction over the exceptional divisor of some blow-up? It
turns out that the situation is more complicated in the weighted-homogeneous case and, in
a sense, this can be ”blamed” on the non-local character of the orbits, or better said on the
non-Hausdorff nature of the orbit space.
By definition, the components S˜∞i lie within S(Fi)×Fi U(Fi). As opposed to S(Fi)×FiU(Fi)
which is biholomorphically equivalent with a vector bundle over Fi = P(Ei), the closure
S(Fi)×Fi U(Fi) does not fiber over Fi. So it seems reasonable to first understand the inter-
section
S˜∞i ∩ (S(Fi)×Fi U(Fi))
which we will call the ”affine” part of S˜∞i . In fact, if s t S(Fi) for all i, then the real theory
[17] implies that the part of S˜∞i that lies in S(Fi)×Fi U(Fi) \ S(Fi)×Fi U(Fi) is ”negligible”,
more precisely it has Hausdorff dimension at most n− 1. This, however is not true anymore
if we remove the transversality hypothesis.
Example 9.1. Let B := B(0, 1) be the open unit ball in C. Consider P3(C) with the action
of C∗ given by the weights βi = i, i ∈ {0, 1, 2, 3}. Let s : B → P3(C) be the section:
s(z) = [1 + z : za1 : za2 : za3 ]
where 0 < a1 < a2 < a3 positive integer satisfying the inequalities
a2 > 2a1, a3 >
3
2
a2, a3 + a1 > 2a2.
Note that the first two also imply that a3 > 3a1. The only point p ∈ B(0, 1) where at least
one of the projective coordinates of s(p) vanishes is p = 0. We compute all possible limits
(9.1) lim
z→0
λ→∞
[(1 + z) : λza1 : λ2za2 : λ3za3 ]
by separating into the cases:
(i) limλza1 = finite⇒
{
limλ2za2 = 0 since λ2za2 = (λza1)2za2−2a1
limλ3za3 = 0 since λ3za3 = (λza1)3za3−3a1
This implies that all the points [1 : x : 0 : 0] are limits (x ∈ C).
(ii) λza1 → ∞ and limλza2−a1 = lim(λza1)za2−2a1 = finite ⇒ limλ2za3−a1 = 0 since
(λ2za3−a1) = (λza2−a1)2za3+a1−2a2 .
Divide (9.1) by λza1 to conclude that all the points [0 : 1 : x : 0] are limits.
(iii) limλza2−a1 =∞ and limλza3−a2 = lim(λza2−a1) · za3+a1−2a2 = finite. Notice also that
limλza2−a1 =∞⇒ limλ2za2 = lim(λza2−a1)2z−a2 =∞.
Divide (9.1) by λ2za2 to get all points [0 : 0 : 1 : x] as limits.
(iv) limλza3−a2 = ∞ ⇒ limλ3za3 = lim(λza3−a2)3z−2a3+3a2 = ∞. Then the only limit
point is [0 : 0 : 0 : 1].
44 DANIEL CIBOTARU, VINCENT GRANDJEAN, AND BLAINE LAWSON, JR.
Therefore the set of all possible limits is a union of three projective lines denoted X in P3(C).
We conclude that S˜∞ is supported in
{[1 : 0 : 0 : 0]} ×X ∪ s(B(0, 1))× {[0 : 0 : 0 : 1]}
The main point about this example is that S˜∞0 which is supported in {[1 : 0 : 0 : 0]} × X
cannot be entirely obtained from its affine part, namely S˜∞0 ∩ {[1 : 0 : 0 : 0]} × {z0 6= 0}.
Neither is this captured by the intersections S˜∞ ∩ S(Fi)×Fi U(Fi) since F0 6⊂ S(Fi) ∀ i ≥ 1.
For the rest of the section we partially answer the starting question, namely we describe
the affine part of S˜∞i as the exceptional divisor of a weighted cone of a weighted blow-up.
We start with some simple observations concerning several related processes. Let V be a
vector space with a decomposition
V = V1 ⊕ . . .⊕ Vk
and with a weighted action of C∗ on it with positive integer weights only 0 < β1 < . . . < βk.
This extends to {0} ∈ C trivially and we will still speak of an ”action” C × V → V . Then
one can consider the closure GV of the graph of the action C∗ × V → V in P1 × V × V .
Under these hypothesis it is not hard to see that in fact GV is a algebraic subset, e.g. by
”compactifying” the action of C∗ to an action on P(C⊕ V ) and proceeding as in the previous
section. By projecting GV onto the last two coordinates, i.e. on V × V we get an algebraic
set pi2,3(G
V ) ⊂ V × V since this projection is proper.
Notice that rather than taking the graph of the action C × V → V , one can do the same
with the graph of the action C × A → V where A ⊂ V is an analytic subset and get an
analytic subset GA of P1 × A× V . Indeed, one does not need to close A in P(C⊕ V ), which
might be problematic if A is not algebraic, but one can consider the closure of the graph of
the action, only that this time in P1 × V × P(C⊕ V ). This can again be seen as a blow-up of
a sheaf of ideals (the restriction of the sheaf I in (8.2) to the open set P1×V ) and the closure
of the graph of C×A→ P(C⊕ V ) is just the strict transform of P1 ×A with respect to this
blow-up. The restriction GA of this analytic set to the open set P1 ×A× V is then of course
analytic.
We will give now another description to the analytic set pi2,3(G
A) ⊂ A× V .
Let β = (β1, . . . , βk). The weighted projective space Pβ(V ) is the analytic space obtained
by taking the quotient (V \ {0})/C∗. Alternatively, one can work algebraically [20] and take
Proj[X1, . . . Xk] where degXi = βi and since this is a projective variety, one can take the
associated analytic variety via the GAGA [44] correspondence.
The weighted blow-up of the origin in V is by definition the closure in V × Pβ(V ) of the
graph of the projection:
V \ {0} → Pβ(V )
This gives an analytic subset in V × Pβ(V ) whose equations can be described as follows. An
analytic subset of V ×Pβ(V ) with coordinates (v, [w]) (here [w] with w ∈ V is an equivalence
class just like for the usual projective space) is given by equations which are weighted homo-
geneous with weights β = (β1, . . . , βk) in the variables w = (w1, . . . , wk). The relation v ∈ [w]
translates into the following equations. For every pair (βi, βj) with i 6= j let
βji := βi/ gcd(βi, βj) β
i
j := βj/ gcd(βi, βj)
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Obviously βjβ
j
i = βiβ
i
j. Then the equations describing the blow-up are:
v
βij
i w
βji
j = v
βji
j w
βij
i , 1 ≤ i 6= j ≤ k
where, for notational convenience, vi and wj each represent here just one coordinate of the
possibly higher dimensional vector spaces Vi and Vj.
Remark 9.2. The reason why one has to pass to gcd of the weights has to do with the gap
sheaf and Ritt’s Lemma [23], page 41.
The weighted blow-up of 0 in V can also be applied to a reduced analytic subset A ⊂ V ,
under the adequate name of weighted strict transform. By definition, this is the closure in
V × Pβ(V ) of the graph of piβ∣∣
A\{0} where
piβ : V \ {0} → Pβ(V )
is the natural projection.
This gives an analytic space Blβ0 (A) ⊂ V × Pβ(V ). One can take the (weighted) affine cone
of Blβ0 (A), meaning that one looks at the same equations that define Bl
β
0 (A) but forgets about
being weighted-homogeneous in the w variable and thus obtains a set GA1 in V × V .
Lemma 9.3. As complex spaces GA1 = pi2,3(G
A).
Proof. Unwinding the definitions it all comes down to showing that the closure of {(v, λ ∗
v) | λ ∈ C, v ∈ A} in V × V is the projection of the closure of {(λ, v, λ ∗ v) | λ ∈ C, v ∈ A} in
P1 × V × V onto the last two variables. This is obvious. 
There exists a special analytic subspace of GA1 and this is the exceptional divisor, i.e. the
intersection EGA1 := G
A
1 ∩ ({0} × V ).
Everything we said makes sense if we replace V by a vector bundle
E ′ = E1 ⊕ . . .⊕ Ek →M
endowed with a linear weighted action of C∗ with weights β1, . . . , βk. The weighted blow-up
of the zero section is an analytic subset of E ′ ×M Pβ(E ′). One can then take the (fiberwise,
weighted) affine cone in order to get an analytic subset of E ′ ×M E ′. The affine cone of the
weighted blow-up makes sense for an analytic subset A ⊂ E ′. We will denote again by GA1
the resulting analytic subset in E ′ × E ′ and by EGA1 the exceptional divisor. This is related
to the results of the previous section as follows.
The zero section 0 ⊂ E ′ can be seen as the fixed point set P(C) ↪→ P(C ⊕ E ′) via the
standard embedding E ′ ↪→ P(C ⊕ E ′). The action on P(C ⊕ E ′) is the obvious one. In this
context, if A = s(M) is the image of a section s : M → E ′ ⊂ P(C⊕E ′) then with the notation
(8.14) the following holds:
(9.2) EG
s(M)
1 = S˜
∞
0 ∩ (P(C⊕ E ′)×M E ′) ⊂ P(C)×M E ′
where E ′ ×M E ′ ⊂ P(C⊕E ′)×M E ′ via the standard embedding. To see that (9.2) holds use
Lemma 9.3 and the fact that the rest of the components of the exceptional divisor of S˜ are
supported in P((C ⊕ E ′)≤i) ×M P((C ⊕ E ′)≥i) with i ≥ 1 hence their intersection with the
open E ′ ×M E ′ is empty.
This takes care of the case E0 = C.
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For higher dimensional E0 we take τ0 → P(E0) to be the tautological bundle and consider
the biholomorphism onto the image (we will refer to this as a ”chart”):
(9.3) Hom(τ0, pi
∗
0E
′)→ P(E0 ⊕ E ′), (`p, A : `p → E ′p)→ ΓA, `p ∈ P(E0,p), p ∈M
where pi0 : P(E0) → M is the projection. The image of (9.3) is P(E0 ⊕ E ′) \ P(E ′). Notice
that the weighted action of C∗ on E ′ induces an action on Hom(τ0, pi∗0E ′) which is linear in
the fibers and turns (9.3) into an equivariant map. The induced action is obtained by letting
C∗ act trivially on τ0:
λ ∗ (`p, A) := (`p, (λβ1A1, . . . , λβkAk)), `p ∈ P(E0,p), p ∈M
where Ai : `p → E ′i are the components of A. To see that Γλ∗A = λ ∗ ΓA take v0 ∈ τ[v0] a
non-zero vector. The graph of λ ∗ A is a line which can be represented, independently of the
choice of v0 ∈ `p by
[v0 : λ
β1A1(v0) : . . . : λ
βkAk(v0)] = λ ∗ [v0 : A1(v0) : . . . : Ak(v0)].
Once one has an action on a vector bundle, it makes sense to perform the weighted blow-up of
the zero section in Hom(τ0, pi
∗
0E
′) and take the (fiberwise) affine cone in order to get a subspace
of Hom(τ0, pi
∗
0E
′)×P(E0)Hom(τ0, pi∗0E ′). We transfer this analytic set to P(E0⊕E ′)×MP(E0⊕E ′)
via the product of the chart (9.3) with itself
Hom(τ0, pi
∗
0E
′)×P(E0) Hom(τ0, pi∗0E ′) ∼−→(P(E0 ⊕ E ′) \ P(E ′))×M ((P(E0 ⊕ E ′) \ P(E ′))
By definition, this is the affine cone of the weighted blow-up of P(E0) inside the open set
P(E0 ⊕E ′) \ P(E ′). The projection onto the first component has generically one-dimensional
fibers, which is to be expected for a cone over a blow-up. The exceptions are the fibers
corresponding to points on P(E0) ⊂ P(E0 ⊕ E ′) \ P(E ′).
Now, if A ⊂ P(E0 ⊕ E ′) \ P(E ′) is a closed analytic set, by working in Hom(τ0, pi∗0E ′), one
can take the weighted strict transform of A and the fiberwise affine cone and (after returning
to P(E0 ⊕ E ′)×M P(E0 ⊕ E ′)) obtain thus an analytic space GA1 ∈ (P(E0 ⊕ E ′) \ P(E ′))×M
(P(E0 ⊕ E ′) \ P(E ′)) with exceptional locus:
EGA1 := G
A
1 ∩ [P(E0)×M (P(E0 ⊕ E ′) \ P(E ′))] ⊂ P(E0)×M (P(E0 ⊕ E ′) \ P(E ′)).
Proposition 9.4. Let s : M → P(E0⊕E ′) be a section and A := s(M)∩ (P(E0⊕E ′)\P(E ′)).
Then
EGA1 = S˜
∞
0 ∩ (P(E0 ⊕ E ′) \ P(E ′)×M P(E0 ⊕ E ′) \ P(E ′))
Proof. Lemma 9.3 has a fiber bundle correspondent in this context. Let E˜ := Hom(τ0, pi
∗
0E
′), a
fiber bundle over P(E0) with a linear action of C∗, extendable to C. Let A ⊂ E˜ be an analytic
subset. Then one can take the closure of the graph GA of C×A→ E˜ in P1× E˜×P(E0) E˜. This
is an analytic subset and the proper projection onto the last two components, gives an analytic
set which alternatively can be described as the affine cone over the weighted strict transform
of the (weighted) blow-up of the zero section in E˜. Then the two exceptional divisors coincide
as well.
Notice that M1 := s
−1(P(E0 ⊕ E ′) \ P(E ′)) is open in M and s1 := s
∣∣
M1
is a holomorphic
section such that A = s1(M1). Let Sˆ
∞
0 be the intersection of the closure of
{s1(m), λ ∗ s1(m) | m ∈M1}
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in P(E0 ⊕ E ′) \ P(E ′) ×M1 P(E0 ⊕ E ′) \ P(E ′) with P(E0) ×M1 P(E0 ⊕ E ′) \ P(E ′). It is this
object that has a description as the exceptional divisor of the affine cone of a weighted strict
transform as argued in the previous paragraph.
On the other hand, the equality Sˆ∞0 = S˜
∞
0 ∩ (P(E0 ⊕ E ′) \ P(E ′)×M P(E0 ⊕ E ′) \ P(E ′))
is obvious since the points in the image of s
∣∣
M\M1 cannot converge to a point on P(E0). 
We will use a similar recipe as in Propostion 9.4 in order to get an analogous result about
S˜∞i for i > 0.
Let E := E0 ⊕ E ′, and τi → P(Ei) be the i-th line tautological bundle with projection
pii := pi
∣∣
P(Ei)
. Just as before, there exists a biholomorphism (chart):
(9.4) Hom(τi, pi
∗
iE<i ⊕ pi∗iE>i)→ P(E) \ P(E ′i),
where E ′i := E<i ⊕ E>i. It becomes equivariant if C∗ acts on E<i ⊕ E>i as follows:
λ ∗ (. . . , vj, . . .) = (. . . , λβj−βivj, . . .), ∀j 6= i.
Notice that the weights are negative on E<i. Rather than taking the weighted blow-up of
the zero section (as a vector bundle over P(Ei)) in Hom(τi, pi∗iE<i⊕ pi∗iE>i), one blows-up the
invariant vector subbundle Hom(τi, pi
∗
iE<i). This means taking the analytic space
Blwi := {((v<i, v>i), [w]) ∈ Hom(τi, pi∗iE<i ⊕ pi∗iE>i)×P(Ei) Pβ>i(Hom(τi, pi∗iE>i)) | v>i ∈ [w]}.
where here β>i := (βi+1−βi, . . . , βk−βi). The (fiberwise) affine cone over this weighted blow-
up is an analytic subset of Hom(τi, pi
∗
iE<i ⊕ pi∗iE>i) ×P(Ei) Hom(τi, pi∗iE>i) with exceptional
divisor contained in Hom(τi, pi
∗
iE<i) ×P(Ei) Hom(τi, pi∗iE>i). We use now the chart, i.e. the
product of (9.4) with itself:
(9.5) Hom(τi, pi
∗
iE<i⊕pi∗iE>i)×P(Ei)Hom(τi, pi∗iE<i⊕pi∗iE>i) ∼−→(P(E)\P(E ′i))×M (P(E)\P(E ′i))
to push this to an analytic subset in P(E) ×M P(E). By definition, this is the affine cone of
the weighted blow-up of S(Fi) = P(E≤i) \ P(E<i) inside P(E) \ P(E ′i).
The exceptional divisor gets mapped biholomorphically by (9.5) to
(9.6) EBlwi ⊂ (P(E≤i) \ P(E<i))×M (P(E≥i) \ P(E>i)).
Lemma 9.5. With the same notation as in (8.7) and (8.8)
(9.7) EBlwi = S(Fi)×Fi U(Fi)
Proof. Note that in the r.h.s. of (9.6) the fiber product is over M while in r.h.s of (9.7) it is over
Fi = P(Ei). The exceptional divisor EBlwi is the image of Hom(τi, pi∗iE<i)×P(Ei)Hom(τi, pi∗iE>j)
under the chart map to P(E) \ P(E ′i)×M P(E) \ P(E ′i). One need only observe then that
Hom(τi, pi
∗
iE<i) ' P(E≤i) \ P(E<i) = S(Fi),
and
Hom(τi, pi
∗
iE<i) ' P(E≥i) \ P(E>i) = U(Fi)
via (9.4). 
This intermediary step gives a hint on how to proceed. By working in the chart (9.4), every
analytic subset A ⊂ P(E)\P(E ′i) has a weighted strict transform with respect to the weighted
blow-up of S(Fi) inside P(Ei) \ P(E ′i). The affine cone over this weighted strict transform
(GA1 )i lives in (P(E) \ P(E ′i))×M (P(E) \ P(E ′i)) while its exceptional divisor is by definition:
(EGA1 )i := (G
A
1 )i ∩ EBlwi .
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For the next result we will assume that s(M) is not contained in any of the stable manifolds
S(Fi). This particular case is disposed of in Corollary 8.8. The fact that s(M) 6⊂ S(Fi) implies
that the weighted strict transform of s(M) when we take the weighted blow-up of S(Fi) is
well-defined.
Theorem 9.6. The strict transform S˜ of P1×s(M) in the blow-up with respect to the sheaf of
ideals (8.2) intersected with the open and dense (in C∞i ) set S(Fi)×FiU(Fi) coincides with the
exceptional divisor of the affine cone of the weighted strict transform of A = s(M)∩P(E)\P(E ′i)
in the weighted blow-up of S(Fi) inside P(E) \ P(E ′i), in other words
S˜∞i ∩ (P(E) \ P(E ′i)×M P(E) \ P(E ′i)) = (EGA1 )i
Proof. Let E˜− := Hom(τi, pi∗iE<i) and E˜
+ := Hom(τi, pi
∗
iE>i) be bundles over P(Ei). Then
C∗ acts linearly in every fiber with negative respectively positive weights on E˜− and on E˜+
respectively. Let us consider the vector space counterpart of the problem we want to solve.
Suppose V = V −⊕V + is a vector space on which C∗ acts with weights −α1 > −α2 > . . . >
−αk− on V − and with weights γ1 < . . . < γk+ on V + where αi, γj are positive integers. There
are several related actions one can consider with different closures
(a) C∗ × V → V with closure in P1 × V × V ;
(b) C∗ × V → P(C⊕ V ) (just embed the codomain from (a) into P(C⊕ V )) with closure
in P1 × V × P(C⊕ V ),
(c) C∗ × P(C ⊕ V ) → P(C ⊕ V ) (projectivize the resulting action on C ⊕ V obtained by
putting together (a) with the trivial action on C) with closure in P1 × P(C ⊕ V ) ×
P(C⊕ V ); .
We are familiar with (c) from the previous section. Notice that the action on P(C ⊕ V ) can
alternatively be described as an action with the following k− + k+ + 1 non-negative weights:
0 = αk− − αk− , αk− − αk−−1 . . . αk− − α1, αk− , γ1 + αk− . . . γk+ + αk−
with the weight αk− corresponding to the action on C. Hence the closure at (c) can be
described as a blow-up of a sheaf of ideals in P1 × P(C ⊕ V ). Then the closure at (b) is the
same blow-up restricted to the preimage of the open set P1 × V while the closure at (a) is
simply the intersection of the closure of (b) with P1 × V × V .
Suppose A ⊂ V is a reduced analytic set. Then the closure of the graph of the action
C∗×A→ P(C⊕V ) is an analytic subset of P1×V ×P(C⊕V ). We restrict it to the open set
P1× V × V and denote this object B(A). The projection of B(A) onto P1× V is a birational
map with exceptional divisor (see Remark 8.6) denoted E(A) contained in
({[0 : 1]} × V × V ) ∪ ({[1 : 0]} × V × V )
One can be even more precise. The exceptional divisor is in fact contained in
({[0 : 1]} × S(P(C))× U(P(C))) ∪ ({[1 : 0]} × U(P(C))× S(P(C))) =
= {[0 : 1]} × V − × V + ∪ {[1 : 0]} × V + × V −.
In other words, when intersecting with {µ = 0}×V ×V only one component of the exceptional
divisor in P1× P(C⊕ V )× P(C⊕ V ) out of the k− + k+ + 1 possible survive the intersection,
namely the one corresponding to the fixed point P(C). For the other C∞i ’s (using notations
(8.4), (8.5)), either P(V +i ) ⊂ P(V ) or P(V −i ) ⊂ P(V ).
Denote
E(A)∞ := E(A) ∩ {[0 : 1]} × V − × V +
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The main claim is that E(A)∞ does not depend on the choice of weights α1, . . . , αk and in
fact coincides with the exceptional divisor of the affine cone of the weighted strict transform
of A under the weighted blow-up of V − inside V . The weighted blow-up of V − in V is the
analytic space:
{(v−, v+, [w]) ∈ (V − ⊕ V +)× Pγ(V +) | v+ ∈ [w]}
The affine cone over the weighted strict transform of A is the closure of
{(v−, v+, λγv+10) | v = (v−, v+) ∈ A, λ ∈ C∗} in V × V + ⊂ V × V.
The exceptional divisor is obtained by intersecting with {v+ = 0}.
We will prove the claim in two steps.
Step 1. Consider the following map:
ϕ : C∗ × V → V, ϕ := (ϕ−, ϕ+), ϕ− ≡ 0, ϕ+(λ, v−, v+) := λγv+
This is not an action. However for every reduced closed subset A ⊂ V , the closure of the
graph of ϕ
∣∣
C∗×A in P
1 × V × V is an analytic subset. This can be seen by considering,
equivalently, the closure of the graph of ϕ+
∣∣
C∗×A in P
1 × V × V +. Notice that ϕ+ has an
extension to a map C∗ × P(C⊕ V )→ P(C⊕ V +) and the closure of the graph of this map in
P1×P(C⊕V )×P(C⊕V +) is the blow-up of a bihomogeneous ideal in P1×P(C⊕V ), namely
J = 〈µγk+θ, µγk+−γ1λγ1w1, . . . µγk+−γk+−1λγk+−1wk−1, λγk+wk〉
where ([µ : λ], [θ : v1 : . . . vk− : w1 : . . . wk+ ]) are the coordinates of a point in P1 × P(C⊕ V ).
We have an analogous relation between the closures as in (a)-(c) above.
Denote the closure of the graph of ϕ
∣∣
C∗×A in P
1×V ×V by Aϕ. It has an exceptional divisor
EAϕ which has two distinct components: one denoted EAϕ∞ and lying in {[0 : 1]} × V × V
and another one in {[1 : 0]} × V × V . Let us prove that
(9.8) EAϕ∞ = E(A)∞
Consider the following maps:
C∗ × V × V → C∗ × V × V, (λ, v−, v+, w−, w+)→ (λ, v−, v+, λ−αv−, w+)
C∗ × V × V → C∗ × V × V, (λ, v−, v+, w−, w+)→ (λ, v−, v+, 0, w+)
Clearly both maps extend holomorphically at λ = ∞. The two extensions at λ = ∞ are
inverse to each other when taking the restrictions:
- of the first one to the closure of the graph of ϕ (but away from {λ = 0} × V × V )
- of the second one to the closure of the graph of the original action on V (also away
from {λ = 0} × V × V )
Clearly the first holomorphic map takes the graph of ϕ
∣∣
C∗×A to the graph of the action on A
and hence it will take the closure at ∞ to the closure at ∞. Notice also that at ∞ the two
maps become identity when restricted to V × V +. Therefore (9.8) holds.
Step 2: We claim that Aϕ is isomorphic via the projection P1 × V × V → V × V with the
affine cone over the weighted strict transform of A. This will of course imply that EAϕ∞ is the
exceptional divisor of the affine cone and finish the proof of the main claim. However, this
statement is similar to Lemma 9.3.
Just like Proposition 9.4 has a vector space counterpart from which it can be adapted, the
same is true here. In our case if we translate the main claim to the bundle E˜ = E˜−⊕E˜+ where
10Notation: λγv+ := (λγ1v+1 , λ
γ2v+2 , . . .)
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the reduced analytic set A is the preimage of s(M) via the chart E˜ → P(E), we get the claim of
the Theorem. A similar observation as at the end of the proof of Proposition 9.4 applies here as
well, i.e. one works with s
∣∣
s−1(P(Ei)\P(E′i))
and notices that S˜∞i ∩ (P(E)\P(E ′i)×M P(E)\P(E ′i))
is entirely determined by this restriction. 
10. Applications in the weighted case
10.1. Bott-Chern formula. As a first application we prove Bott-Chern [7] Proposition 1.5.
For a holomorphic vector bundle E → M , let cˆt(E) represent the total Chern class of E in
the Bott-Chern cohomology groups.
Proposition 10.1. (i) If h0 and h1 are two Hermitian metrics over E then
ct(∇h0)− ct(∇h1) = ∂∂¯ω
for some smooth form ω where ∇h0 and ∇h1 are the Chern connections.
(ii) Let 0 → E ′ → E → E ′′ → 0 be an exact sequence of holomorphic vector bundles over
M . Then in H∗,∗BC(M) the following holds
cˆt(E) = cˆt(E
′ ⊕ E ′′) = cˆt(E)cˆt(E ′′)
Proof. (i) Suppose the rank of E is k and consider Grk(E⊕E), the Grassmannian fiber bundle
of k-linear subspaces in E⊕E. Let τ ⊂ pi∗E⊕pi∗E → Grk(E⊕E) be the tautological bundle.
On pi∗E⊕pi∗E put the Hermitian metric pi∗h0⊕pi∗h1. This induces a metric hτ on τ . Consider
the Chern connection ∇τ on τ induced by the metric hτ .
Notice that Grk(E⊕E)→M comes with two other distinguished sections, namely the one
represented by the k-dimensional subspaces E⊕0 denoted ι0 and 0⊕E denoted ι∞, respectively.
One sees easily that (τ,∇τ )∣∣
ι0(M)
is isomorphic with (E,∇h0) while (τ,∇τ )∣∣
ι∞(M)
' (E,∇h1).
Consider the action of C∗ on Hom(E,E), A→ λA. This extends to an action on Grk(E⊕E)
which in fact can be seen as the restriction via the Plucker embedding of a weighted action
on P(Λk(E ⊕ E)). The flow of the diagonal (i.e. graph of idE considered as a holomorphic
section of pi : Grk(E ⊕E)→M) equals ι0(M) when λ→ 0, and equals ι∞(M) when λ→∞.
By Proposition 8.12 it follows that
ct(∇h1)− ct(∇h0) = ∂∂¯T
and this proves the metric invariance of the Bott-Chern classes.
For (ii) we use the same idea, only slightly different. Suppose E ′ and E come endowed with
Hermitian metrics hE
′
and hE. Let k be the rank of E ′ and consider Grk(E ′⊕E) which comes
with a holomorphic section given by the graph of the injective map ι : E ′ ↪→ E of the exact
sequence We consider again the complex flow induced by rescaling on Hom(E ′, E). Now let
Q→ Grk(E ′ ⊕E) be the universal quotient bundle, with the induced metric, namely the one
obtained by identifying Q with the orthogonal complement of τ in pi∗(E ′ ⊕ E). We will use
the total Chern form ct(∇Q).
There are again two natural sections of Grk(E
′⊕E), namely E ′⊕ 0 and 0⊕ Im ι ∈ Grk(E)
denoted again ι0 and ι∞. It is not hard to check that as currents
lim
λ→0
Γι = ι0(M), lim
λ→∞
Γι = ι∞(M)
Notice that (Q,∇Q)∣∣
ι0(M)
' (E,∇hE) while (Q,∇Q)∣∣
ι∞(M)
' (E ′,∇hE′ ) ⊕ (Q0,∇Q0)
∣∣
ι∞(M)
where Q0 ⊂ pi∗E is the universal quotient bundle over Grk(E) with the induced Hermitian
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metric. Then ι∗∞Q0 ' E ′′ because ι∗∞τ = Im ι seen as a subbundle of E. If we endow E ′′ with
the quotient metric then the isomorphism is of holomorphic bundles with Hermitian metrics.
Applying the theory to the form ω = ct(∇Q) ∈ Ω∗Grk(E ′ ⊕ E) we get the double trans-
gression relation that justifies (ii).

10.2. Quillen’s question. Let E+ → M ← E− be two holomorphic and Hermitian vector
bundles over M . Let ∇ := ∇+ ⊕ ∇− be the Chern connection on E := E+ ⊕ E−. Let
A˜ : E+ → E− be a holomorphic morphism and let Az :=
(
0 zA˜∗
zA˜ 0
)
act on E where
z ∈ C. Consider the following family of superconnections (see [41]):
(10.1) Az := ∇+ Az,
i.e. odd, first order differential operators on Γ(Λ∗T ∗M ⊗ E) that verify the Leibniz rule:
A(ω ⊗ s) = dω ⊗ s+ (−1)degωω ∧ As
Note that Az(ω ⊗ s) := (−1)degωω ⊗ Azs.
Motivated by the computation of the Chern character of the relative K-theory class deter-
mined by A1, Quillen asked for a description of
lim
z→∞
ch(Az)
where ch(Az) = str(eF (Az)) ∈ Γ(ΛevenT ∗M) is the Chern supercharacter form determined by
Az.
When M is a smooth manifold, t is real and A satisfies certain transversality conditions, we
were able to give a quite explicit answer in [16]. We explain why these results can be extended
to the context of Bott-Chern currential homology.
Let us return to the holomorphic context. We need the following.
Proposition 10.2. The forms ch(Az) belong to
⊕
p Ω
p,p(M), are d-closed and therefore ∂ and
∂¯-closed.
Proof. The fact that ch(Az) is d-closed is standard. We need only prove that its components
belong to Ωp,p(M). For fixed integer i let Ω∗i (M) :=
⊕
p Ω
p,p+i(M).
First we look at the curvature F (Az):
F (Az) :=
(
F (∇+) + |z|2A˜∗A˜ [∇, (zA˜)∗]
[∇, zA˜] F (∇−) + |z|2A˜A˜∗
)
By definition
[∇, zA˜](s) := ∇−(A˜s)− A˜(∇+s).
and one checks easily that the connection on Hom(E+, E−) is compatible with the holomorphic
structure and the Hermitian metric. Now if s is a holomorphic section and ∇ is the Chern
connection it follows that ∇s ∈ Ω1,0(M ;E). Similarly [∇, zA˜] ∈ Ω1,0(M,Hom(E+, E−)). This
implies that [∇, z¯A˜∗] ∈ Ω0,1(M,Hom(E+, E−)). Indeed, the metric compatibility, generally
given for real vector fields X ∈ Γ(TM) has the following expression for general complex vector
fields X ∈ Γ(TM ⊗R C):
X〈s1, s2〉 = 〈∇Xs1, s2〉+ 〈s1,∇Xs2〉
Then one gets immediately that
∇X(A˜∗) = (∇XA˜)∗
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and from here the claim. It follows then by a quick induction that the block components of
F (A)k are of type: (
A B
C D
)
where A,D ∈ Ω∗0(M), B ∈ Ω∗1(M), C ∈ Ω∗−1(M). Clearly str(eF (Az)) ∈ Ω∗0(M) and this
finishes the proof. 
The set-up for applying the theory is as follows. The holomorphic fiber bundle with pro-
jective fiber over M will be Grk+(E
+ ⊕E−) where k+ is the rank of E+ and the holomorphic
sections is ΓA, which associates to m ∈ M the linear graph ΓAm . We need a universal Chern
supercharacter form on Grk+(E
+ ⊕ E−) which is ∂ and ∂¯ closed. Over the dense, open set
Hom(E+, E−) we have such a form. Indeed let pi : Grk+(E+ ⊕ E−) → M and let pi∗E+ and
pi∗E− be the corresponding pull-backs. Then pi∗E+ and pi∗E− come with Chern connections
and over Hom(E+, E−) there exists a tautological section s˜τ of Hom(pi∗E+, pi∗E−), and hence
over Hom(E+, E−) we have a superconnection:
Aτ = pi∗∇+ ⊕ pi∗∇− + sτ
where sτ and s˜τ share the same relation as A1 and A˜. Quillen showed in [42] how to extend
ch(Aτ ) = str(e−F (Aτ )) to be defined everywhere on Grk+(E+ ⊕ E−) by using the Cayley
transform. We will keep the notation ch(Aτ ) for the extension. It follows from Proposition
10.2 that the extension is ∂ and ∂¯ closed.
If A˜ : M → Hom(E+, E−) is a section (not necessarily holomorphic) then
(zA˜)∗ ch(Aτ ) = ch(Az)
Now we can use Proposition 8.12 to deduce:
Theorem 10.3. Let E := E+ ⊕ E− →M be a holomorphic super vector bundle with a com-
patible Hermitian metric and corresponding Chern connection ∇. Let A˜ : M → Hom(E+, E−)
be a holomorphic section and Az := ∇ + Az be the corresponding family of superconnections
on E as in (10.1). Then there exists a double transgression formula
ch(∇)− lim
z→∞
ch(Az) = ∂∂¯T (A˜)
where limz→∞ ch(Az) is a sum of flat currents, each supported on {p ∈ M | dim Ker A˜ = i},
where 1 ≤ i ≤ k+.
Proof. The reason for the vanishing of the component of the limit supported on
{p ∈ M | dim Ker A˜ = 0} is a certain vanishing property of the extended form chAτ (see
(3.12) in [42] and also Section 4 in [41]). 
Remark 10.4. Again, under transversality conditions, explicit computations of limz→∞ ch(Az)
can be performed.
11. Addition of linear correspondences
Let E and F be two vector spaces of dimensions p and q. In this section we will deal
with the question of whether the addition operation on Hom(E,F ) can be compactified to a
holomorphic operation
Grp(E ⊕ F )×Grp(E ⊕ F )→ Grp(E ⊕ F ).
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One sees immediately for p = q = 1 that this is too optimistic since clearly on P1 × P1 the
map:
[λ : v], [µ : w]→ [λµ : µv + λw]
which extends ([1 : v], [1 : w]) → [1 : v + w] does not make sense when λ = µ = 0. On the
positive side, the operation is holomorphic on P1 × P1 \ {([0 : 1], [0 : 1])} which is larger than
the original domain of the operation. We would like to find the Grassmannian analogue of
this extension.
For that we will consider the following open conditions for pairs (L1, L2) ∈ Grp(E ⊕ F ) ×
Grp(E ⊕ F ):
piE(L1) + pi
E(L2) =E(11.1)
L1 ∩ L2 ∩ F = {0}(11.2)
where piE is the projection relative E ⊕ F . They can be rephrased as
(i) piE
∣∣
L1+L2
is surjective;
(ii) piE
∣∣
L1∩L2 is injective.
In the case when E and F are endowed with Hermitian metrics then (11.1) becomes
(11.3) L⊥1 ∩ L⊥2 ∩ E = {0}
by using the fact that piE(L1)
⊥ = L⊥1 ∩E where the orthogonal complement piE(L1)⊥ is taken
in E. This makes it clearer that this condition is open. For ease of presentation we will assume
that E and F have fixed metrics although the extension of the addition map will not depend
on this.
Denote by Gr+p,p(E⊕F ) the space of pairs (L1, L2) ∈ Grp(E⊕F )×Grp(E⊕F ) that satisfy
(11.1) and (11.2).
Example 11.1. If L1 (or L2) is in Hom(E,F ) then (11.3) and (11.2) are satisfied automatically
since L⊥1 ∩ E = {0} and L1 ∩ F = {0}.
Hence for E = C = F we are getting indeed P1 × P1 \ {([0 : 1], [0 : 1])}.
Example 11.2. There exists an interesting algebraic, closed set contained in Gr+p,p(E ⊕ F ).
This is the set of of pairs (L1, L2) satisfying:
L1 ∩ E ⊃ piE(L⊥2 )(11.4)
L⊥2 ∩ F ⊃ piF (L1)(11.5)
To see that (11.4) implies (11.1) notice that L⊥2 ∩ E ⊂ piE(L⊥2 ) and hence L⊥2 ∩ E ⊂ L1 ∩ E
but L1 ∩ E ∩ L⊥1 = {0}. Similarly, (11.5) implies (11.2).
More concretely, if L1 = ΓA and L2 = ΓB then L
⊥
2 = Γ−B∗ and pi
E(L⊥2 ) = ImB
∗ while
L1 ∩ E = KerA, hence (11.4) translates to
AB∗ = 0
while (11.5) says that
B∗A = 0.
We will define L1 ∗ L2 by composition of three holomorphic maps:
(a) The first map is ⊕ : Gr+p,p(E ⊕ F )→ Gr2p(E ⊕ F ⊕ E ⊕ F ):
(L1, L2)→ L1 ⊕ L2;
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(b) Let G := E ⊕ F ⊕ E ⊕ F , E1 := E ⊕ E ⊂ G, F1 := F ⊕ F ⊂ G, ∆E1 the diagonal in
E ⊕ E and ∆F1 the diagonal in F1.
Denote by GrE1,F12p (G) ⊂ Gr2p(G) the open subset of subspaces V that satisfy
V ⊥ ∩ E1∆E1 = {0}(11.6)
V ∩ F1∆F1 = {0}(11.7)
where E1∆E1 and F1∆F1 are the antidiagonals in E1 and F1. Then it is easy to check
that ⊕ takes pairs (L1, L2) that satisfy (11.3) and (11.2) to L1 ⊕ L2 ∈ GrE1,F12p (G).
Define the second map
· ∩ (∆E1 ⊕ F1) : GrE1,F12p (G)→ Grp(∆E1 ⊕ F1), V → V ∩ (∆E1 ⊕ F1)
To see that the map is well-defined notice that [V ∩ (∆E1 ⊕ F )]⊥ = V ⊥ + E1∆E1 and
the later has dimension 2q + p due to (11.6). Hence V ∩ (∆E1 ⊕ F ) has dimension p.
The fact that this map is holomorphic under these conditions is standard.
(c) Consider the map
θ : ∆E1 × F1 → E ⊕ F, (v, w1, v, w2)→ (v, w1 + w2), v ∈ E, w1, w2 ∈ F
The kernel of this map is ∆F1 . Hence we get an induced well-defined map:
Θ : GrKer θp (∆
E1 × F1)→ Grp(E ⊕ F ), Θ(W ) := θ(W )
where GrKer θp (∆
E1 × F1) is the open set of subspaces W satisfying W ∩ Ker θ = {0}.
The fact that the image of · ∩ (∆E1 ⊕ F1) lands in GrKer θp (∆E1 × F1) is a consequence
of (11.7).
Proposition 11.3. If L1 = ΓA and L2 = ΓB with A,B ∈ Hom(E,F ) then
L1 ∗ L2 = ΓA+B.
Proof. Notice that
(L1 ⊕ L2) ∩ (∆E1 ⊕ F1) = {(v,Av, v, Bv) | v ∈ E}
Therefore
Θ
(
(L1 ⊕ L2) ∩ (∆E1 ⊕ F1)
)
= ΓA+B.

Remark 11.4. We deduce that the map · ∗ · : Gr+p,p(E ⊕ F )→ Grp(E ⊕ F ) is a well-defined
holomorphic map that extends the addition operation. From an algebraic point of view this
operation does not seem that interesting even if it is commutative and there exists a ”neutral
element”, namely L = E. For example L ∗ L is only defined if L is a graph.
We look now at extending the operation
Hom(E,F )× Hom(F,E)→ Hom(E,F ), (A,B)→ A+B∗.
Since B → B∗ is an operation that extends to a real analytic bijection Grq(E ⊕ F ) →
Grp(E ⊕ F ) we just need to trace what happens with the extension already discussed after
composing with this bijection. We state the facts directly. On the open subset of pairs
(L1, L2) ∈ Grp(E ⊕ F )×Grq(E ⊕ F ) that satisfy the conditions:
L⊥1 ∩ L2 ∩ E = {0}(11.8)
L1 ∩ L⊥2 ∩ F = {0}(11.9)
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we define an operation L1  L2 by composition of the maps:
(L1, L2)→ L1 ⊕ L⊥2 ∈ Gr2p(G)
Gr2p(G) 3 V → V ∩ (∆E1 ⊕ F1) ∈ Grp(∆E1 ⊕ F1)
and the map Grker θ
−
p (∆
E1 ⊕ F1)→ Grp(E ⊕ F ) induced by
θ− : ∆E1 ⊕ F1 → E ⊕ F, (v, w1, v, w2)→ (v, w1 − w2).
The open Gr2p(G) ⊂ Gr2p(G) consists of V such that V ⊥ ∩ ∆E1 = {0} and V ∩∆F1 = {0}.
The operation  extends real analytically the operation A+B∗.
Example 11.5. The closure in Grp(E⊕F )×Grq(E⊕F ) of the algebraic set in Hom(E,F )×
Hom(F,E) defined by the ”chain” equations:
A ◦B = 0 B ◦ A = 0
is the set of pairs (L1, L2) satisfying
L1 ∩ E ⊃ piF (L2)(11.10)
L2 ∩ F ⊃ piE(L1)(11.11)
Notice that (11.10) implies (11.8) and (11.11) implies (11.9).
11.1. The Bismut-Gillet-Soule´ double transgression. We now come to the main appli-
cation of this digression.
Let E and F be holomorphic vector bundles over M of ranks p and q endowed with Her-
mitian metrics and Chern connections ∇E and ∇F . Let v :=
(
0 B
A 0
)
∈ End−(E ⊕ F ) be
an odd vector bundle morphism such that B ◦ A = 0 and A ◦ B = 0. Look at the family of
superconnections parametrized by λ ∈ C:
(11.12) Aλ := ∇E ⊕∇F + (λv + λ¯v∗)
and take their Chern supercharacters str(e−F (Aλ)).
We see quickly that str(e−F (Aλ)) is the pull-back via the section λv of a universal form that
lives on End−(E ⊕ F ) described as follows. Let
pi : End−(E ⊕ F )→M
be the projection and take pi∗(End−(E ⊕ F )) = End−(E ⊕ F ) ×M End−(E ⊕ F ). This is
the vector bundle of odd morphisms on pi∗E ⊕ pi∗F that lives over End−(E ⊕ F ). It has a
tautological section
sˆτ = (sτE, s
τ
F ) : End
−(E ⊕ F )→ Hom(pi∗E, pi∗F )×M Hom(pi∗F, pi∗E)
induced by the diagonal embedding End−(E ⊕ F ) ↪→ End−(E ⊕ F )×M End−(E ⊕ F ).
Moreover pi∗E ⊕ pi∗F has a natural connection and one can form the superconnection:
(11.13) Aˆτ := pi∗∇E ⊕ pi∗∇F + (sˆτ + (sˆτ )∗) =
(
pi∗∇E sτF + (sτE)∗
sτE + (s
τ
F )
∗ pi∗∇F
)
The form str(e−F (Aˆ
τ )) lives on End−(E ⊕ F ). We have the obvious
(λv)∗ str(e−F (Aˆ
τ )) = str(e−F (Aλ)).
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Since we need to take λ → ∞ we have to pass to a compactification of End−(E ⊕ F ) =
Hom(E,F )⊕Hom(F,E). Clearly, the natural compactification is Grp(E⊕F )×M Grq(E⊕F ).
Denote by Z ⊂ Grp(E ⊕ F ) ×M Grq(E ⊕ F ) the closure of the set of ”chain equations”
A ◦B = 0 and B ◦A = 0. As we mentioned, every fiber Zm with m ∈M can be described by
the following incidence relations:
Zm = {(L1, L2) ∈ Grp(Em⊕Fm)×Grq(Em⊕Fm) | L1∩Em ⊃ piEm(L2), L2∩Fm ⊃ piFm(L1)}
Incidentally, this is actually an old acquaintance. We use the notation of Proposition 8.11.
Proposition 11.6. The set Z coincides with
⋃k
i=0 S(Fi)×Fi U(Fi).
Proof. The points in a fiber of S(Fi)×Fi U(Fi) are described by the incidence relations:
L1 ∩ Em = piEm(L2), L2 ∩ Fm = piFm(L1).

The next result is what allows the extension of the Bismut-Gillet-Soule´ double transgression
theory using the tools of this article.
Proposition 11.7. The form str(e−F (Aˆ
τ )) extends to a smooth form in an open neighborhood
of the set Z ⊂ Grp(E ⊕ F )×M Grq(E ⊕ F ).
Proof. We use the map (A,B)→ A+ B∗. We know that this map extends to a real analytic
map from the open set U of pairs (L1, L2) ∈ Grp(E⊕F )×M Grq(E⊕F ) satisfying (11.8) and
(11.9) to Grp(E ⊕ F ). Moreover U ⊃ Z.
We mentioned in the previous section that Quillen showed how the Chern supercharacter
of the superconnection associated to the superbundle pi∗E ⊕ pi∗F → Hom(E,F )
(11.14) Aτ =
(
pi∗∇E 0
0 pi∗∇F
)
+
(
0 (sτ )∗
sτ 0
)
extends to a smooth form ch(Aτ ) on Grp(E ⊕ F ). By comparing (11.13) and (11.14) we
conclude that
γ∗Aτ = Aˆτ
where γ : Hom(E,F ) × Hom(F,E) → Hom(E,F ) is γ(A,B) = A + B∗. Since γ extends
smoothly to U and ch(Aτ ) extends as well the proof is complete. 
The formalism of Bismut and Bismut-Gillet-Soule´ from [9, 11, 12] uses a finite sequence of
holomorphic and Hermitian vector bundles
Ei →M, i = 0, . . . ,m
with morphisms vi : Ei → Ei−1, that satisfy the chain condition vi−1 ◦ vi = 0 such that the in-
duced complex of sheaves of holomorphic sections is acyclic away from a complex submanifold
M ′, possibly disconnected. More precisely there exists a holomorphic and Hermitian vector
bundle η →M ′ and a restriction map r : E0
∣∣
M ′ → η such that
0→ OM(Em)→ . . .→ OM(E0)→ ι∗OM ′(η)→ 0
is exact where ι : M ′ →M is the inclusion.
Let E+ := ⊕kE2k, E− := ⊕E2k+1, E = E+ ⊕ E−, v = v+ ⊕ v− ∈ End−(E) be the natural,
holomorphic, odd morphism induced by the entire collection of vi’s and v
∗ be its adjoint.
Notice that
v+ ◦ v− = 0, v− ◦ v+ = 0
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Together with the (direct sum of) Chern connections on E+ and E− one gets a family of
super-connections on E:
(11.15) Au :=
( ∇E+ 0
0 ∇E−
)
+
√
u
(
0 v− + (v+)∗
v+ + (v−)∗ 0
)
= ∇E +√u(v + v∗)
Under a rather technical condition on the Hermitian metrics, called condition (A), Bismut-
Gillet-Soule´ computed the limit limu→∞ ch(Au) explicitly and derived a double transgression
formula in Theorem 2.5 of [11]. We come now to the main result of this section generalizing
the existence part of Bismut-Gillet-Soule´ Theorem.
Theorem 11.8. Let vi : Ei → Ei−1 be a finite sequence of holomorphic chain morphisms
between holomorphic and Hermitian vector bundles and for λ ∈ C let Aλ be the superconnection
obtained from Au in (11.15) by replacing the morphism part with λv + λ¯v∗. Then there exists
a double transgression formula:
lim
λ→∞
ch(Aλ)− ch(A1) = ∂∂¯T (v)
Proof. Let rank E+ be p and rank of E− be q. The compactification of
End−(E) = Hom(E+, E−)⊕ Hom(E−, E+)
we will consider is
Grp,q(E) := Grp(E
+ ⊕ E−)×M Grq(E− ⊕ E+)
which is easily seen to be the closure in Grp+q(E ⊕ E) of the graph embedding End−(E) ↪→
Grp+q(E ⊕ E). The rescaling operation on End−(E) extends to an action of C∗ on the com-
pactification which is simply the diagonal action resulting from the by now standard, complex
flows on Grp(E
+ ⊕ E−) and Grq(E− ⊕ E+) respectively.
Take the holomorphic section v : M → End−(E) ↪→ Grp,q(E) ↪→ Grp+q(E ⊕ E). By using
the Plu¨cker embedding and proceeding as in Corollary 8.8 (see also Remark 8.10) we deduce
that if ω is a ∂ and ∂¯ closed form on Grp,q(E) then we get a double transgression:
lim
λ→∞
(λv)∗ω − ω = ∂∂¯T (ω).
We will use for ω the extension of Chern supercharacter str(e−F (Aˆ
τ )) of Proposition 11.7. Now,
this form is not defined everywhere on Grp,q(E), but is defined on an open neighborhood of
the closure Z in Grp,q(E) of the ”chain morphism equations” A ◦B = 0 and B ◦A = 0. Since
the limiting current λv has support in Z this is enough for the theory to work. 
Remark 11.9. Notice that several strong hypothesis are removed from Theorem 2.5 of [11]
in the statement of Theorem 11.8. In particular we do not assume the fact that the complex is
acyclic away from a submanifold, which among other things implies that rank E+ equals rank
of E−. Moreover the metric compatibility condition (A) is removed and the limit parameter
is complex.
Appendix A. Cones and blow-ups
The material here is standard, in the analytical category one can find most of it for example
in [23] but we included it in order to help with the lecture of this article.
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A.1. Blow-ups. We start by reviewing the process of blow-up. Given an analytic, closed
subvariety Z of an ambient variety Y such that Z is analytically rare11 ([23], Section 0.43)
defined by a coherent sheaf of ideals IZ ⊂ OY , the sheaf of Rees algebras
R(IZ) :=
⊕
k≥0
IkZ
defines a complex space, which is an (affine) cone over Y . Locally, over an open U ⊂ Y , a
cone is isomorphic with a subspace of U × Cl invariant under multiplication by scalars (see
[23] page 44). Taking P(·) of this cone (procedure described in [23] Section 1.3) one gets the
blow-up space BlZ(Y ). To understand better, notice that locally, if U ⊂ Y is isomorphic to a
local model of an complex subspace in Cn with (global) ring R and I := IZ(U) is generated
by P1, . . . , Pl in R, then the Rees algebra is the image of the morphism of graded rings
(A.1) R[y1, . . . yl]→ R[T ], yi → PiT.
The kernel of (A.1) is a homogeneous ideal and by a theorem of Cartan (see [23] Section 1.2)
all cones over U are induced by such homogeneous ideals.
Remark A.1. It turns out that when Z is globally defined by a section s non identically zero
on each irreducible component of Y of a locally free sheaf (vector bundle) pi : E → Y , the
construction of BlZ(Y ) can be explained in more geometric terms. Namely, let Z := s
−1(0) ⊂
Y and
P(s) : Y \ Z → P(E), p→ [s(p)]
be the induced (partial) section of P(E). Then, BlZ(Y ) is the closure of the image of P(s) in
P(E) and this will be our definition.
Remark A.2. One should be careful to consider the closure of the graph of any holomorphic
map sˆ : M \N → P(V ) in M × P(B) where M is a manifold, N is a closed analytic set and
V a vector space. Take for example M = C, N = {0}, V = C2 and sˆ(z) = [1 : e1/z]. This
clearly is no blow-up. It is fundamental that N is zero locus of the same map from M to V
that induces sˆ.
We notice it is enough to look locally on Y around points p ∈ Z where E trivializes. Then
in such a neighborhood U , the closure of the graph of the map P(s) : (Y \ Z) ∩ U → P(Cl)
satisfies the (universal) properties of the blow-up as one can see [23] Section 4.112.
Notice that the BlZ(Y ) comes with a natural projection to Y given by the restriction of
pi : P(E)→ Y . This blow-down map is
(i) proper, since pi : P(E)→ Y is proper and
(ii) a biholomorphism away from Z since P(s) is biholomorphic onto its image.
Example A.3. We look at the blow-up of Y in E as the zero section. The section s is now
the tautological section sτ : E → pi∗E = E ×Y E given by the diagonal p → (p, p). In other
words, we are looking at the closure in pi∗(P(E)) = E×Y P(E) of the image of the map which
is (p, v)→ (p, v, [v]) for every p ∈ M and v ∈ Ep. Hence we are taking the fiberwise blow-up
of the origin in Ep, for all p and therefore get
Bl[0](E) = {(v, [w]) ∈ E ×Y P(E) | v ∧ w = 0}
where ∧ denotes colinearity and the relation is obviously considered fiberwise.
11For simplicity, take Y to be reduced or even smooth while Z to be any closed subspace which does not
contain any irreducible component of Y , but can itself be non-reduced.
12for the algebraic counterpart see [21], Prop 4.22
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Example A.4. Suppose Y is an affine scheme modelled on the ring R = C[x1, . . . , xm]/IY
for some ideal IY of polynomials and E ' Cl is the trivial bundle. Therefore the ideal
IZ has naturally l generators, the components s1, . . . , sl of the section s. Then the Rees
algebra is the quotient of the polynomial ring R[y1, . . . , yl] by the homogeneous ideal Ih(V )
generated by all homogeneous polynomials in the y variables that vanish on the set of points
V := {y1 − s1 = 0, y2 − s2, . . . , yl − sl = 0}. But V is exactly the set of points that lie in the
image of P(s) and the closure of V in P(R[y1, . . . , yl]) = Y × P(Cl) is generated by such an
ideal.
Now Ih(V ) is closely related, but not isomorphic in general with S2(IZ) which is the
homogeneous ideal in R[y1, . . . , yl] generated by the 2× 2 minors of(
y1 y2 . . . yn
s1 s2 . . . sn
)
Clearly each of the 2×2 minors is an element of Ih(V ) and in the case of a complete intersection
we have that S2(IZ) = Ih(V )13.
We will use the word strict transform as a synonym for ”subblow-up” as explained now. If
ι : S ↪→ Y is another closed subvariety, this time not necessarily given by a section of E, then
we can consider the restriction ι∗E → S and ι∗s := s ◦ ι becomes a section of ι∗ whose zero
locus determines the subvariety S ∩ Z. Taking the closure of the image of P(ι∗s) in ι∗P(E)
gives the ( sub)blow-up space BlS∩Z(S). Now ι∗P(E) is embedded in P(E). One can look at
the closure of the image of P(s)
∣∣
S\S∩Z inside P(E). This by definition is the strict transform of
S in BlZ(Y ). This closure obviously coincides, at least at a ”topological” level with BlS∩Z(S)
via the embedding ι∗P(E)→ P(E). One can check this is also the case as complex spaces (see
[21] Proposition IV-21 in the algebraic case) and we will identify the two spaces inside P(E).
It should be clear that BlZ(Y ) depends only on the isomorphism type of the pair (Y, Z). In
other words if ϕ : Y → Y ′ is an isomorphism such that ϕ∣∣
Z
restricts to an isomorphism onto
Z ′ ⊂ Y ′, then BlZ(Y ) ' BlZ′(Y ′). We check this in a particular case.
Let s : Y → E be a section. Then the projection pi : E → Y induces an isomorphism
of pairs of analytic spaces (s(Y ), s(s−1(0))) ' (Y, s−1(0)). We will abuse notation and write
s−1(0) also for s(s−1(0)) and denote both spaces by X. Then BlX(s(Y )) is the strict transform
of s(Y ) inside Bl[0](E) and hence an analytic subvariety of E ×Y P(E) where the blow-down
map is the restriction of the projection pi1 : E ×Y P(E) to BlX(s(Y )). At a closer inspection
we see that BlX(s(Y )) is an analytic subvariety of s(Y )×Y P(E). Now the projection
pi2 : E ×Y P(E)→ P(E)
induces an isomorphism s(Y )×Y P(E) ' P(E) which makes the next diagram commutative
(A.2) s(Y )×Y P(E) pi2 //
pi◦pi1
&&
P(E)
pi
}}
Y
where we again abused notation and called pi both the projection E → Y and P(E)→ Y . It
is not hard to see that pi2 induces an isomorphism
BlX(s(Y )) ' BlX(Y )
13For a more general situation when the Rees algebra is isomorphic with Sym(I) see [37].
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that commutes with the blow-down maps, here the vertical arrows.
A.2. Cones. Let V be a complex vector space. A closed analytic space14 A ⊂ P(V ) of dimen-
sion k is defined by a finite number of homogeneous equations over V . Then the projective
cone CA ⊂ P(C ⊕ V ) over A is defined by the exactly the same equations, hence it has the
same codimension.
There are some alternative geometric descriptions.
For the first one consider the affine cone
CaA ⊂ V, CaA := pi−1A ∪ {0}
Then considering V an open subset of P(C⊕V ) one defines CA as the closure of CaA, i.e. the
”smallest” complex analytic space that contains CaA. The affine cone CaA is then intersection
CaA = CA ∩ V .
The direct sum of two cones C1 ⊂ V , C2 ⊂ W is a well-defined cone C1 ⊕ C2 ⊂ V ⊕W .
Therefore, in order to obtain CA, instead of taking the closure of CaA in P(C ⊕ V ) one
might as well ”projectivize” the cone C ⊕ CaA, i.e. take the image under the projection
C⊕ V \ {0} → P(C⊕ V ).
Another description that avoids mentioning the affine cone is as follows:
CA = pi−1(A) = pi−1(A) ∪ {[1 : 0]} ⊂ P(C⊕ V )
where pi : P(C⊕ V ) \ {[1 : 0]} → P(V ) is the ”stereographic” projection
[w]→ [(Cw + C(1, 0)) ∩ V ].
Yet another description is contained in the following.
Proposition A.5. Let A ⊂ P(V ) be an analytic set. Then the cone CA coincides with the
exceptional divisor of the blow-up Bl∞×0(P1 × CaA).
Proof. The exceptional divisor of the strict transform of a cone C ⊂ V in Bl0(V ) is the
projectivization of the cone P(C). The exceptional divisor of the blow-up Bl∞×0(P1 × CaA)
is the same as the exceptional divisor of Bl0×0(C⊕ CaA). Therefore this is
P(C⊕ CaA) ⊂ P(C⊕ V )
one possible description of CA. 
If F →M is a vector bundle and A ⊂ P(F ) is a complex analytic space, then the fiberwise
cone CfA ⊂ P(C⊕ F ) is obtained as follows:
(a) take the closure CfaA of p˜i−1(A) in F where p˜i : F \ {0} → P(F ) is the projection; this
is the fiberwise affine cone.
(b) take the closure CfA of CfaA in P(C⊕F ) by regarding F as an open subset of P(C⊕F ).
Alternatively, notice that CfaA is a cone over pi(A) (where pi : P(F )→ M), a well-defined
analytic space. Then one can take the direct sum of cones C⊕CfaA and finally P(C⊕CfaA).
It easily seen that this produces an analytic subspace of P(C⊕ F ).
The equations of CfA are locally the same as the equations of A.
14not necessarily reduced nor irreducible
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Let pi : E → M be another holomorphic vector bundle. Then E ×M P(E) is in fact
the bundle pi∗P(E) → E. Hence, for any analytic space A ⊂ E ×M P(E) one has a well-
defined fiberwise cone CfA ⊂ pi∗P(C⊕E) = E ×M P(C⊕E) and a corresponding affine cone
CfaA := CfA ∩ (E ×M E).
One useful example of a complex set A ⊂ E ×M P(E) is A = Exc[0]∩B(B) where B is an
analytic variety in E and Exc[0]∩B(B) is the exceptional divisor of the strict transform of B
with respect to the blow-up of the zero section. Notice that in this situation A ⊂ [0]×MP(E) '
P(E) and one might as well think of A as an analytic subvariety of P(E). The fiberwise affine
cone is then CfaA ⊂ E.
We have a fiberwise analogue of Proposition A.5.
Proposition A.6. Suppose A ⊂ [0] ×M P(E). Then the fiberwise cone CfA coincides with
the exceptional divisor of the blow-up Bl∞×([0]∩CfaA)(P1 × CfaA)15 where CfaA is considered
inside E.
Proof. One has directly a fiberwise version of the argument in the proof of Proposition A.5. 
The case that interests us is the following.
Corollary A.7. Let A = Exc0∩B(B) ⊂ E ×M P(E) for some analytic subspace B ⊂ E. Then
CfA coincides with the exceptional divisor of Bl∞×(0∩B)(P1 ×B).
Proof. Use Proposition A.6 and the fact that the exceptional divisors of Bl0(B) and Bl0(C
faA)
coincide. 
Let s : M → E be a holomorphic section and let X := s−1(0) with the complex analytic
structure induced by s itself in local coordinates. We will abuse the notation and make no
distinction between X and s(X) ⊂ [0].
Let BlX(s(M)) be the strict transform of s(M) of the blow-up of 0 in E. Notice that
BlX(s(M)) ⊂ E ×M P(E). It is well-known (see [21]) that BlX(s(M)) can be described as
a σ-process in its own right, namely as the blow-up of the complex analytic intersection
[0] ∧ s(M) = s(X) inside the complex manifold s(M). Therefore BlX(s(M)) is a complex
analytic set of dimension n with an exceptional divisor ExcX(s(M)) ⊂ [0]×M P(E) a complex
analytic space of dimension n− 1.
Proposition A.8. The fiberwise cone Cf ExcX(s(M)) ⊂ [0]×MP(C⊕E) is a complex analytic
space of dimension n and is naturally isomorphic to P(C⊕ CXM), where CXM is the affine
normal cone of X in M .
Moreover, via this isomorphism, the natural projection P(C ⊕ CXM) → X gets identified
with the restriction of the projection pi1 : [0]×M P(C⊕ E)→ [0] = M to Cf ExcX(s(M)).
Proof. By the previous corollary, the fiberwise cone Cf ExcX(s(M)) coincides with the excep-
tional divisor of the blow-up Bl∞×X(P1 × s(M)). The other statements are consequences of
the commutative diagram (A.2). 
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