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ABSTRACT 
To improve the efficiency of deep reinforcement learning (DRL) based methods for 
robot manipulator trajectory planning in random working environment. Different from 
the traditional sparse reward function, we present three dense reward functions in this 
paper. Firstly, posture reward function is proposed to accelerate the learning process 
with a more reasonable trajectory by modeling the distance and direction constraints, 
which can reduce the blindness of exploration. Secondly, to improve the stability, a 
reward function at stride reward is proposed by modeling the distance and movement 
distance of joints constraints, it can make the learning process more stable. In order to 
further improve learning efficiency, we are inspired by the cognitive process of human 
behavior and propose a stage incentive mechanism, including hard stage incentive 
reward function and soft stage incentive reward function. Extensive experiments show 
that the soft stage incentive reward function proposed is able to improve convergence 
rate by up to 46.9% with the state-of-the-art DRL methods. The percentage increase in 
convergence mean reward is 4.4%~15.5% and the percentage decreases with respect to 
standard deviation by 21.9%~63.2%. In the evaluation, the success rate of trajectory 
planning for robot manipulator is up to 99.6%. 
Keywords: deep reinforcement learning; trajectory planning; dense reward function; 
stage incentive mechanism  
 
 
 
 
 
 
 
 
 
 
 
                                                   
1 * Corresponding author. 
Jin Yang (Corresponding Author) Master graduate student, Email:m201972630@hust.edu.cn; 
Gang Peng (Co-First Author), PhD, Assoc. Prof, Email: penggang@hust.edu.cn;  
I．INTRODUCTION    
Trajectory planning is one of the fundamental problem for the motion control of robot 
manipulator. The result of the trajectory planning determines the quality index of the 
task carried out by the robot manipulator directly. Traditional trajectory planning for 
robot manipulator mainly includes artificial potential field methods [1-3], polynomial 
interpolation [4-6], etc. These methods have low intelligence, poor dynamic planning 
and no self-learning ability. In recent years, Deep Reinforcement Learning (DRL) 
provides a new idea for trajectory planning of robot manipulator. [7-10] It can make the 
robot manipulator learn autonomously and plan an optimal path in a complex and 
random environment. As shown in Fig. 1, the three elements of DRL: environment, 
agent and reward function. The agent in DRL combines exploration to give the possible 
actions, according to the current state of the robot manipulator. The robot manipulator 
executes the action in the environment, and feeds back the reward value to the agent 
according to the defined reward function. Through the iterative update method, the 
agent can learn better strategies of trajectory planning.  
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FIGURE 1. Frame of Deep Reinforcement Learning. 
In the history of the development of deep reinforcement learning, the typical 
strategies include Deep Q-learning Network (DQN). [11-12] However, its spaces of 
output action are discrete, is difficult to apply to continuous action spaces such as the 
trajectory planning of robot manipulator. And then, Deep Deterministic Policy Gradient 
(DDPG) [13] based on the Actor-Critic (AC) architecture, Asynchronous Advantage 
Actor-Critic (A3C) [14], Proximal Policy Optimization (PPO) [15] and Soft Actor-
Critic (SAC) [16] have been proposed one by one, which can be applied to the tasks 
with continuous action spaces.  
Nevertheless, randomness and blindness are still the problems in DRL methods. 
The core of this problem is the reward function, which is an important part of DRL. To 
the best of our knowledge, all the reward functions used in robot manipulator trajectory 
planning task are sparse reward functions. It can lead to lots of ineffective explorations, 
which will decrease the efficiency of algorithm. [17-19] To solve the problem, we 
present a stage incentive mechanism based on the human behavior cognition for robotic 
trajectory planning in DRL. The primary contributions of this paper are summarized as 
follows: 
1) Combining the characteristics of trajectory planning and work environment,   
three brand-new dense reward functions are proposed. Dense reward function provides 
non-zero rewards that is different from the sparse reward function. It can provide more 
information after each action, which can reduce invalid and blind exploration of DRL 
in trajectory planning for robot manipulator.  
2) First, posture reward function and stride reward function are proposed. Posture 
reward function includes position reward function and direction reward function. 
Position reward function is composed of the task status item (whether the task is 
completed) and distance guide item (Euclidean distance between the end of robot 
manipulator and the random target); direction reward function is modeled by the angle 
between the expected direction vector and the actual direction vector. Stride reward 
function is built by position reward and movement distance reward. The position reward 
is the same with above mentioned, and movement distance reward is composed of the 
average movement distance of each joint of the robot manipulator. The posture reward 
function and the stride reward function can make the robot manipulator explore more 
efficiently under a reasonable constraint in position, direction and movement distance, 
and reduce invalid and blind exploration. 
3)  In order to further improve learning efficiency, we are inspired by the cognitive  
process of human behavior and propose a stage incentive mechanism. First of all, the 
hard stage incentive mechanism is established by combining the posture reward 
function and stride reward function. To improve its potential stability hazards, a soft 
stage incentive mechanism is further proposed. By this innovative structure, we have 
increased the expected return obtained by the algorithm while ensuring the stability of 
the algorithm, which has improved the overall efficiency of the algorithm.  
 The rest of this paper is organized as follows. The structure of posture reward 
function and stride reward function is presented in Section II and Section III. In Section 
IV, stage incentive mechanism is introduced, including the hard stage incentive reward 
function and the soft stage incentive reward function. The implementation of reward 
function is illustrated in Section V. It mainly discusses how to implement the proposed 
reward functions on the current mainstream DRL methods. Then, experimental results 
are demonstrated and discussed in Section VI. Finally, the conclusions are drawn in 
Section VII. 
II．POSTURE REWARD FUNCTION   
For DRL based methods, the robot manipulator performs lots of ineffective 
exploration in a complex random environment, which is the main reason for reducing 
the efficiency of the algorithm. To cope with this problem, we hope to replace 
traditional sparse reward function with dense reward function. Dense reward functions 
can give more information after each action, but are more difficult to construct than 
sparse reward functions. Posture reward function restricts the relative position and 
relative direction of the endpoint of robot manipulator and target reasonably, as referred 
to position reward function and direction reward function, respectively. Posture reward 
function can make the algorithm more reasonable to generate actions executable by the 
robot manipulator, and improve the efficiency of algorithm.  
A. POSITION REWARD FUNCTION 
In random environment, the Euclidean distance between the end of the robot 
manipulator and target can reflect the current state of the robot. The position reward 
function is designed in this paper consists of two parts, the item of task status and the 
item of distance guide. The task status item reflects the result of the trajectory planning 
of the robot manipulator, that is, whether it reaches the position of the target that appears 
in space randomly. The purpose of the item of distance guide is to motivate the robot 
manipulator to approach the target point quickly. 
Distance guide item: In order to motivate the robot manipulator to approach the 
target point T quickly, the distance guide item is represented by the Euclidean distance 
𝐷𝑃𝑇 , between the end of the robot manipulator P and the target T. 
Task status item: The task status item is modeled by 𝐷𝑃𝑇. The smaller the 𝐷𝑃𝑇, 
the more likely the robot manipulator will reach the target. Task status item is 
represented by parameters 𝐽𝑟𝑒𝑎𝑐ℎ: as shown in (1): 
𝐽𝑟𝑒𝑎𝑐ℎ  =  {
 0, 𝐷𝑃𝑇  >  𝛽
 1, 𝐷𝑃𝑇  <  𝛽
  ,                       (1) 
where 𝛽 is adjustable according to the actual requirements of the environment, the 
value of 𝛽 is set to 0.01 in this paper. 
By combining the task status item and distance guide item, the position reward 
function is designed as shown in (2): 
𝑅𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐷𝑃𝑇)  =  𝐽𝑟𝑒𝑎𝑐ℎ  −  𝐷𝑃𝑇 .                 (2) 
B. DIRECTION REWARD FUNCTION 
On the basis of the guide of position reward function, by adding a direction guide, 
the robot manipulator can get more information and reach target faster. 
The direction reward function is modeled by the relationship between two vectors in 
three-dimensional space, the expected direction and the actual direction of the end of 
the robot manipulator. As shown in Fig. 2, 𝑃𝑇 is the expected motion direction, which 
is represented by 𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗   , 𝑃𝑃
′ is the actual motion direction, which is represented by 
𝑉𝑃𝑃′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  . The arithmetic expressions of 𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗   and 𝑉𝑃𝑃′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  are formulated in (3) and (4): 
𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗   = 〈 (𝑇𝑥 − 𝑃𝑥), (𝑇𝑦 − 𝑃𝑦), (𝑇𝑧 − 𝑃𝑧) 〉 ,                 (3) 
{
𝑉𝑃𝑃′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  =  〈 (𝑃
′
𝑥 𝑡𝑒𝑚𝑝⁄ ), (𝑃
′
𝑦 𝑡𝑒𝑚𝑝⁄ ), (𝑃
′
𝑧 𝑡𝑒𝑚𝑝⁄ ) 〉
𝑡𝑒𝑚𝑝 = sin(cos−1(𝑃′𝑤))                                             
,        (4) 
where 𝑇𝑥 ,  𝑇𝑦, 𝑇𝑧 is the coordinate of the target, 𝑃𝑥, 𝑃𝑦 , 𝑃𝑧 is the coordinate of the 
end of the robot manipulator at the current state, 𝑃′𝑥 , 𝑃
′
𝑦 , 𝑃
′
𝑧 , 𝑃
′
𝑤 is the quaternion of 
the end of the robot manipulator at the current state. φ represents the angle between 
𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗    and 𝑉𝑃𝑃′⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ , it is used to measure the deviation between motion vector planned by 
the algorithm and expected motion vector. The smaller φ, the lower deviation. The 
arithmetic expressions of φ is formulated in (5): 
{
 
 
𝜑 = |𝑐𝑜𝑠−1
𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   ∙𝑉𝑃𝑃′
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
√( 𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙𝑉𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   )×(𝑉𝑃𝑃′
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙𝑉𝑃𝑃′
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )
|            
   𝜑 ∈ [0,𝜋]                                                             
 .           (5) 
 
FIGURE 2: Scheme of direction reward function. 
The direction reward function is designed in this paper is shown in (6): 
𝑅𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛(𝜑)  =  ⌊𝜑⌋∗ 2𝜋⁄  ,                     (6) 
where ⌊𝜑⌋∗ represents an operation, the value of the function is output normally 
when the calculation result in ⌊∙⌋∗ is less than 𝜋 2⁄ ; otherwise, the result is π − 𝜑. 
C. MODELING OF POSTURE REWARD FUNCTION 
In the process of trajectory planning of the robot manipulator, position and direction 
are two key factors to be considered comprehensively. Simply use the position reward 
function or direction reward function, the performance of algorithm is poor. Therefore, 
consider combining the position reward function and direction reward function to form 
posture reward function 𝑅𝑝𝑜𝑠𝑡𝑢𝑟𝑒  , as shown in (7): 
 𝑅𝑝𝑜𝑠𝑡𝑢𝑟𝑒(𝐷𝑃𝑇  , 𝜑)  =  𝑅𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐷𝑃𝑇) − 𝑅𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛(𝜑) .   （7） 
III．STRIDE REWARD FUNCTION   
It not only can reach the target accurately, but also the movement distance of the 
robot manipulator is as small as possible for the optimal trajectory we expect. This not 
only promotes the robot manipulator to reach the target quickly, but also reduces the 
energy consumption during the operation of the robot manipulator. The stride reward 
function is modeled by the position reward function and the movement distance reward 
function. The position reward function remains the same as in section II-A. 
A. MOVEMENT DISTANCE REWARD FUNCTION 
In this paper, we take the average movement distance of each joint as a constraint 
condition while the robot manipulator is running, and model the movement distance 
reward function. It’s difficult to obtain the movement distance of each joint directly 
during the operation of the robot manipulator. So we start from the speed of each joint 
of the robot manipulator to calculate the distance of each joint. We define the joint 
velocity vector of the robot manipulator as (8): 
?⃗? = [𝑣1, 𝑣2,𝑣3,……,𝑣𝑁]  , 𝑁 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑗𝑜𝑖𝑛𝑡𝑠 .             (8) 
The movement distance reward function 𝑅𝑚𝑜𝑣𝑒 is shown in (9): 
𝑅𝑚𝑜𝑣𝑒(?⃗? ) = ∆𝑡 ∗ (?⃗?  ∙  ?⃗? )/𝑁  ,                             (9) 
where ∆𝑡 represents the working frequency of the robot manipulator, that is, the robot 
manipulator runs according to the speed command every time ∆𝑡. N is the number of 
joints of the robot manipulator. In this paper, we set the ∆𝑡 is 0.05, and N is 6. 
B. MODELING OF STRIDE REWARD FUNCTION 
The stride reward function is proposed by combining the position reward function 
and the movement distance reward function in this paper, we use the position and the 
movement distance of each joint of the robot manipulator as constraints to promote the 
policy of the trajectory planning learned by the algorithm, which can ensure the target 
is reached and the movement distance of each joint of the robot manipulator is reduced.  
The stride reward function is designed in this paper is shown in (10): 
𝑅𝑠𝑡𝑟𝑖𝑑𝑒(𝐷𝑃𝑇  , ?⃗? )  =  𝑅𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝐷𝑃𝑇) − 𝑅𝑚𝑜𝑣𝑒(?⃗? ) .       (10) 
IV．STAGE INCENTIVE MECHANISM   
A. INSPIRATION SOURCE  
First, let’s make an analogy. When we were in elementary school, our parents told us 
that we could get a big toy if we got good grades, so we studied hard for the toy; but in 
the university, our parents also told us that we can get a prize if we got good grades. So 
the question is, what’s the prize to motivate us to study hard in the university? As shown 
in Fig. 3. If it’s still a simple toy, it’s not enough to motivate us to study hard to get 
good grades in the university. From a psychological point of view, the process is a 
process of human behavior cognitive actually, it conforms to Maslow’s hierarchy of 
needs (a representative of cognitive motivational theory).  
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FIGURE 3: Scheme of inspiration source of stage incentive mechanism. 
B. HARD STAGE INCENTIVE REWARD FUNCTION 
We use an adjustable coefficient 𝛾  to achieve the different reward function at 
different stages of the task during the operation of the robot manipulator. The 
mechanism of hard stage incentive divides the task of trajectory planning of robot 
manipulator into two stages, including the fast approach area and the slow adjustable 
area, as shown in Fig. 4. In the fast approach area, the robot manipulator uses the posture 
reward function to prompt it to approach target quickly. In the slow adjustable area, 
uses the stride reward function as an incentive mechanism. 
fast approach area
slow 
adjustable area  
FIGURE 4: Scheme of hard stage incentive reward function. 
In this paper, we use 𝐷𝑃𝑇=0.5 as the boundary to divide the fast approach area 
and the slow adjustable area. The relationship between the adjustable coefficient 𝛾 
and the motion area of the robot manipulator is shown in Fig. 5: 
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FIGURE 5: Diagram of adjustable coefficient 𝛾. 
𝛾 can be calculated by (11): 
𝛾 =
{
 
 
 
 [
𝛾𝑝𝑜𝑠𝑡𝑢𝑟𝑒  = 1
  𝛾𝑠𝑡𝑟𝑖𝑑𝑒    = 0
]
𝑇
, 𝑃 ∈ 𝑓𝑎𝑠𝑡 𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ  𝑎𝑟𝑒𝑎
[
𝛾𝑝𝑜𝑠𝑡𝑢𝑟𝑒 = 0
  𝛾𝑠𝑡𝑟𝑖𝑑𝑒   = 1
]
𝑇
, 𝑃 ∈ 𝑠𝑙𝑜𝑤 𝑎𝑑𝑗𝑢𝑠𝑡𝑎𝑏𝑙𝑒 𝑎𝑟𝑒𝑎
       (11) 
The mechanism of hard stage incentive reward function 𝑅𝐻𝐴𝑅  we proposed is 
shown in (12): 
𝑅𝐻𝐴𝑅 = 𝛾  [𝑅𝑝𝑜𝑠𝑡𝑢𝑟𝑒(𝐷𝑃𝑇 , 𝜑) 𝑅𝑠𝑡𝑟𝑖𝑑𝑒(𝐷𝑃𝑇  , ?⃗? )]
𝑇
            
                                        =  [𝛾𝑝𝑜𝑠𝑡𝑢𝑟𝑒 , 𝛾𝑠𝑡𝑟𝑖𝑑𝑒][𝑅𝑝𝑜𝑠𝑡𝑢𝑟𝑒(𝐷𝑃𝑇 , 𝜑) , 𝑅𝑠𝑡𝑟𝑖𝑑𝑒(𝐷𝑃𝑇  , ?⃗? )]
𝑇
  (12)  
C. SOFT STAGE INCENTIVE REWARD FUNCTION 
Although the hard stage incentive reward function has achieved good results in 
experiments, we found that it has potential stability problems. That is, the adjustment 
process is rough, it’s easy to cause the fluctuation of the reward curve when change the 
reward function, which brings unstable factors for the algorithm. The switching process 
of the hard stage incentive reward function is similar to the bang-bang control in the 
classic control, the method is bound to affect the stability of the algorithm. To cope with 
this problem, we further proposed the soft stage incentive reward function. 
In this paper, the weight coefficient α = [α1 α2] is introduces to model a soft stage 
incentive reward function, as shown in (13), (14): 
𝛼1 = 𝑓(𝐷𝑃𝑇) = 1 − ⌊𝐷𝑃𝑇⌋−
𝜎1,                  (13) 
       𝛼2 = 𝑓(𝐷𝑃𝑇) = ⌊𝐷𝑃𝑇⌋−
𝜎2    ,                  (14) 
where ⌊∙⌋− represents an operation, constrain the value of 𝐷𝑃𝑇 between [0,1]. 𝜎1, 𝜎2 
can be adjusted according to the actual situation of the task. In this paper, we set 
𝜎1=𝜎2=1 according to experimental experience. 
Combining with the weight coefficient α , the final expression of soft stage 
incentive reward function is defined as (15). 
𝑅𝑆𝐴𝑅 = 𝛼1𝑅𝑠𝑡𝑟𝑖𝑑𝑒(𝐷𝑃𝑇  , ?⃗? ) − 𝛼2𝑅𝑝𝑜𝑠𝑡𝑢𝑟𝑒(𝐷𝑃𝑇 , 𝜑) .     (15) 
The soft stage incentive reward function doesn’t need to divide the working space 
of the robot manipulator, according to the real-time change of the weight coefficient α, 
the reward function is adjusted dynamically and continuously. 
V．IMPLEMENTATION OF REWARD FUNCTION  
In this section, we introduce how to implement the proposed reward function in the 
mainstream DRL methods. This paper mainly introduces the implementation of reward 
function on methods with AC frame. As shown in Fig. 6, the learning process of the 
robot manipulator mainly consists of four stages: initialization, action generation, 
reward calculation and network training. At the stage of initialization, the parameters 
of actor network 𝜃𝜇  and critic network 𝜃𝑄  are initialized randomly. The actor 
network is used to predict the action which will be performed. The critic network is for 
judging the value of the action generated by the actor network. The actor network and 
the critic network are represented as 𝜇(𝑠|𝜃𝜇) and 𝑄(𝑠|𝜃𝑄). In action generation stage, 
environment state S includes the relative distance between the robot manipulator and 
target. Combining environment state S and the value given by critic network, actor 
network will generate the action which is the speed of joints and put them into effect. 
In reward calculation stage, reward for current action is computed by soft stage 
incentive reward function, and the result is sent to critic network to train. In network 
training stage, the weights of network are updated.  
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FIGURE 6: Diagram of the training process for DRL with AC frame. 
The overall process is summarized as algorithm 1, M is the maximum episode and 
T is the maximum training steps in each episode. 
 
Algorithm 1 Trajectory planning algorithm with soft stage incentive reward function  
Input: 
 Environment state space S.  
Output: 
 Action a 
 1: Initialize Actor Network 𝜇(𝑆|𝜃𝜇) and Critic Network 𝑄(𝑆|𝜃𝑄) 
 2: for episode = 1 to M do 
 3:  for t = 1 to T do 
 4:  𝑎𝑡  ←  𝜇(𝑆|𝜃𝜇) 
 5:  𝑅𝑆𝐼𝑅  ← 𝐹(𝑠, 𝑎) 
 6:  reward = 𝑅𝑆𝐼𝑅 
 7:  Update weight of Actor Network 𝜃𝜇 
 8:  Update weight of Actor Network 𝜃𝑄 
 9:  end for 
 10: end for 
VI．EXPERIMENTAL RESULTS AND DISCUSSIONS 
In this section, we set three sets of experiments to test the performance of proposed 
reward functions. The performance of our method is evaluated with four indicators, 
including convergence rate, the mean reward of each episode (During the experiment, 
we set any time step in an episode to complete the trajectory planning, and immediately 
stop the current episode and enter the next episode. Therefore, the total reward is 
calculated within the time step before completing the trajectory planning in each 
episode.), the average steps to complete the task (It’s impossible for the robot 
manipulator to complete the task of trajectory planning in one step, and usually requires 
multiple steps.) and standard deviation. The first three indicators mentioned above are 
used to verify the learning efficiency, and the standard deviation is used to judge the 
stability and robustness of the algorithm. 
In the first set of experiments, we apply our posture reward function and stride reward 
function to the state-of-the-art DRL methods, including Deep Deterministic Policy 
Gradient (DDPG) [13] and Soft Actor-Critic (SAC) [16]. In the second experiments, 
the hard stage incentive reward function is applied. The effectiveness of stage incentive 
mechanism can be verified by comparing four evaluation indicators. In the last set of 
experiments, soft stage incentive reward function is used, we further discuss the 
deficiencies of the hard stage incentive reward function and verify the performance of 
soft stage incentive reward function.  
Simulation experiments are conducted in V-REP [20] [21]. A random environment is 
initialized as shown in Fig. 7. The red ball is the target randomly appearing in the 
workspace. An additional reward of +20 will be given after each task.  
 
FIGURE 7. Simulation environments for robot manipulator. 
The computer configuration used in the experiments is summarized in TABLE 1. 
Parameters setting of DDPG and SAC are summarized in TABLE 2. SAC is adopted 
by enforces an entropy constraint by varying entropy regularization coefficient over the 
course of training. 
TABLE 1. Configuration used in the experiments. 
index name information
OS
simulation environment
robot manipulator
programming language
CPU
RAM
1
2
3
4
5
6
Ubuntu16.04
V-REP
JAKA
Python
64 Intel(R) i7-10750H CPU @ 2.6GHz
16G
 
TABLE 2. Key configuration parameters in DDPG and SAC. 
index    name            value 
1  Actor Network Learning Rate      5e-4 
2  Actor Network Hidden Units  (256,128) 
3  Actor Network Weight Decay      1e-5 
4  Critic Network Learning Rate      1e-3 
5  Critic Network Hidden Units    (256, 128) 
6  Critic Network Weight Decay       1e-5 
7     Memory Buffer Size            1e6 
8        Batch Size                 64 
9       Max episodes               1e4 
10         Max steps                50 
11      Update Weight τ             1e-3 
A. POSTURE AND STRIDE REWARD FUNCTION 
In this part, three kinds of reward function including basic (which is a sparse reward 
function), posture and stride are applied to two mainly DRL methods. (Among them, 
after experimental verification, DDPG and SAC still cannot converge after a long time 
of training based on sparse reward function, so we will not discuss it.) During the 
experiment, we initialize the same working environment for 20 times. After all the 
methods converged, we calculate the convergence rate, the mean reward of each 
episode, the average steps to complete the task and standard deviation, as summarized 
in the TABLE 3. In the training, the changing process of reward and the average steps 
to complete the task in the training for each method is visualized in Fig. 8, and in the 
evaluation, the changing process for each method is visualized in Fig. 9. 
TABLE 3. Results with posture and stride reward function. 
Method Reward Function
Episode Reward Step Standard deviation Reward Step Success rate
SAC
Basic
DDPG Posture
Stride
Train Evaluation
----
5879
7988
----
Basic
Posture
Stride
5244
6773
---- ---- ---- ---- ---- ----
159.956±1.352 18.161±1.430 13.902 10 89.2%
1216.125±0.833 9.728±1.049 16.584 12 90.8%
-------- ---- ---- ---- ----
915.644±0.518 11.625±3.073 14.871 11 90.4%
1116.142±0.827 8.872±2.505 16.163 11 88.6%
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FIGURE 8. Diagram of convergence process with posture and stride reward function in the training. 
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FIGURE 9. Diagram of convergence process with posture and stride reward function 
in the evaluation. 
From TABLE 3, we can observe that SAC converges faster in general. The 
convergence rate of SAC with posture reward function is 10.8% faster than that of 
DDPG with posture reward function, the convergence rate of SAC with stride reward 
function is 17.9% faster than that of DDPG with stride reward function. Compared to 
stride reward function, the convergence rate of posture reward function increases 
22.6%~26.4%. But standard deviation of stride reward function is 23.7%~46.4% lower 
than posture reward function and mean reward of stride reward function is 3.2% higher 
than posture reward function in DDPG. 
On analysis of the reward curves of different reward functions in Fig. 8, a situation 
can be found. During the training, posture reward function will fluctuate to a large 
extent after convergence; the convergence rate of stride reward function is slow, it will 
fluctuate greatly before convergence, but it’s stable after convergence. The reason is 
not difficult to explain, posture reward function guides the robot manipulator closer to 
the target with distance and direction constraints, which is more oriented to complete 
the task. But its stability is poor, and a little interference can make it move away from 
the target quickly, resulting in mission failure. Stride reward function takes the distance 
and the movement distance of each joint of the robot manipulator as constrains to guide 
the robot manipulator to approach the target. Due to this, it will not suddenly move 
significantly. Compared to posture reward function, it’s more cautious. The fluctuations 
in training are caused by the agent’s exploration. Under the dual effects of exploration 
and the stride reward function’s own characteristics, the robot manipulator can’t reach 
the target quickly.  
  During the evaluation, we did 500 random trials, used the trained model to realize 
trajectory planning with the robot manipulator, and calculated its success rate. From the 
TABLE 3, we can observe that the success rates of DDPG and SAC based on posture 
reward function are 90.4% and 89.2% respectively. The success rates of DDPG and 
SAC based on stride reward function are 88.6% and 90.8% respectively. 
  Generally speaking, posture reward function completes trajectory planning with less 
average steps and stride reward function obtains more rewards. In terms of improving 
convergence rate, posture reward function shows more advantages. Thus, stride reward 
function plays a more important role in improving algorithm stability. So, posture 
reward function can make the robot manipulator get rid of blind exploration at the early 
stages of exploration. The stride reward function can ensure stable convergence. 
B. HARD STAGE INCENTIVE REWARD FUNCTION 
It can be seen from the above experiments that in a complex environment, the dense 
reward function will achieve better results, but there are still some defects. Then, we 
apply our hard stage incentive reward function (referred to as HAR reward function for 
abbreviation hereinafter) to SAC and DDPG, and their convergence results are shown 
in TABLE 4. In the training, the changing process of reward and the average steps to 
complete the task in the training for each method is visualized in Fig. 10, and in the 
evaluation, the changing process for each method is visualized in Fig. 11. 
TABLE 4. Results with hard stage incentive reward function. 
Method Reward Function
Episode Reward Step Standard deviation Reward Step Success rate
SAC
Train Evaluation
----Basic
Posture
Stride
5244
6773
---- ---- ---- ---- ---- ----
159.956±1.352 18.161±1.430 13.902 10 89.2%
1216.125±0.833 9.728±1.049 16.584 12 90.8%
HAR 5369 1215.366±0.403 10.358±0.348 17.349 10 93.2%
DDPG
----Basic
Posture
Stride
5879
7988
---- ---- ---- ---- ---- ----
915.644±0.518 11.625±3.073 14.871 11 90.4%
1116.142±0.827 8.872±2.505 16.163 11 88.6%
HAR 6385 917.266±0.276 6.688±0.549 17.361 8 93.8%  
  From TABLE 4, in the process of training, for robustness, the standard deviation 
reduces by about 42.6% compared to posture reward function. The convergence rate of 
HAR reward function is about 20.4% faster than stride reward function. But it’s slower 
than the posture reward function, which is caused by the characteristics of HAR reward 
function itself. When the mechanism of hard stage incentive adjusts the reward function 
used in different stages, the switch-type adjustment method is adopted without a smooth 
transition process. This is also one of the reasons why the SAC with HAR reward 
function in the Fig. 8(a) fluctuates greatly in the training. Although its performance is 
not obvious in the DDPG.  
  In the evaluation, two methods all have great promotion both in convergence 
performance and robustness by using our HAR reward function in scene. The reward 
rises by up to 24.7%, the average steps reduce by 16.7%~27.2%, and the success rate 
for trajectory planning rises by up to 2.4%~5.2%. 
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FIGURE 10. Diagram of convergence process with posture and stride reward function 
in the training. 
SAC
DDPG
sco
re
episode
step
episode (b)
sco
re
episode
step
episode (a)
 
FIGURE 11. Diagram of convergence process with posture and stride reward function 
in the evaluation. 
C. SOFT STAGE INCENTIVE REWARD FUNCTION 
Although the method with HAR reward function has achieved improvement in both  
the training and evaluation process, but due to the limit of HAR reward function’s own 
characteristics, its learning efficiency and robustness still need to be improved. 
In the last set of experiments, experimental group uses the soft stage incentive reward 
function (referred to as SAR reward function for abbreviation hereinafter). As shown 
in TABLE 5, the results of SAR reward function are superior to others in all cases. In 
the training, the changing process of reward and the average steps to complete the task 
in the training for each method is visualized in Fig. 12, and in the evaluation, the 
changing process for each method is visualized in Fig. 13. 
TABLE 5. Results with soft stage incentive reward function. 
Method Reward Function
Episode Reward Step Standard deviation Reward Step Success rate
SAC
Train Evaluation
----Basic
Posture
Stride
5244
6773
---- ---- ---- ---- ---- ----
159.956±1.352 18.161±1.430 13.902 10 89.2%
1216.125±0.833 9.728±1.049 16.584 12 90.8%
HAR 5369 1215.366±0.403 10.358±0.348 17.349 10 93.2%
DDPG
----Basic
Posture
Stride
5879
7988
---- ---- ---- ---- ---- ----
915.644±0.518 11.625±3.073 14.871 11 90.4%
1116.142±0.827 8.872±2.505 16.163 11 88.6%
HAR 6385 917.266±0.276 6.688±0.549 17.361 8 93.8%
SAR 3593 1016.830±0.255 7.594±0.222 17.969 7 97.0%
SAR 4781 818.076±0.166 4.283±0.305 18.96 5 99.6%  
In the training, compared with the above three reward functions, convergence rate is 
accelerated by 18.7%~40.1% in DDPG and convergence rate is accelerated by 
31.4%~46.9% in SAC. For convergent mean reward, the promotion is between 
4.6%~15.5% in DDPG and 4.4%~9.5% in SAC. The performance of robustness is 
excellent at the same time, the standard deviation is decreased by 35.9%~63.2% in 
DDPG and 21.9%~26.7% in SAC. This shows our SAR reward function has good 
convergent rate, stability and robustness. Why does it work so well? On the one hand, 
it combines the advantages of posture reward function and stride reward function, 
which can not only ensure the fast convergence at the early stages of exploration, but 
also ensure the stable convergence. On the other hand, it solves the switch adjustment 
mode of HAR reward function, which makes the transition process of using different 
reward functions in different stages smoothly. 
The convergence rate of SAR reward function in DDPG is slower than SAC, but 
other indicators are better than SAC. Using the model obtained by the DDPG with SAR 
reward function for evaluation, the success rate of the trajectory planning can reach 
99.6%. The average steps to complete the trajectory planning are 5. From Fig. 13, 
compared with the other three reward functions, we can observe that SAR reward 
function only needs fewer steps to realize the trajectory planning of robot manipulator, 
get more rewards and more stable. 
SAC
DDPG
sco
re
episode
step
episode (a)
sco
re
episode
step
episode (b)
 
FIGURE 12. Diagram of convergence process with posture and stride reward function 
in the training. 
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FIGURE 13. Diagram of convergence process with posture and stride reward function 
in the evaluation. 
VII. CONCLUSIONS 
 
To cope with the inefficiency, instability and blindness of DRL based methods in 
trajectory planning task for robot manipulator, this paper proposed three dense reward 
function, including posture reward function, stride reward function and the mechanism 
of stage incentive. The posture reward function can reduce the blindness of exploration 
to accelerate the learning process. And the stride reward function can make the learning 
process more stable. However, the soft stage incentive reward function absorbs the 
advantages of both, has better convergent rate, stability and robustness at the same time. 
Experimental results demonstrate that state-of-the-art DRL methods using the proposed 
reward functions can improve the convergence rate and trajectory planning quality with 
respect to the accuracy and robustness 
In the future work, we will further explore the mechanism of reward shaping, we 
plan to extend this method to more complex trajectory robotic planning task, which will 
further increase the universality of the method. And experiment with real robot 
manipulator will be performed at the same time 
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