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Re´sume´ — Le dimensionnement de grandes structures ae´ronautiques s’appuie sur des heuris-
tiques qui garantissent l’admissibilite´ de la structure par rapport aux contraintes de tenue mais pas
ne´cessairement l’optimalite´ en masse. On se propose ici de formaliser le proble`me d’optimisation
de structures en l’incluant dans la cate´gorie des proble`mes d’optimisation multiniveau. On montre
comment l’utilisation de mode`les re´duits peut simplifier et ame´liorer les me´thodes directes. On
pre´sente les premiers re´sultats obtenus sur un cas test pour les diffe´rentes me´thodes.
Mots cle´s— optimisation structurale, multiniveau, de´composition-coordination, mode`les re´duits.
1 Introduction
1.1 Minimisation de la masse d’une structure ae´ronautique
On s’inte´resse ici au dimensionnement d’un fuselage, c’est-a`-dire le calcul des dimensions
des diffe´rents e´le´ments constituant le fuselage de manie`re a` minimiser la masse totale sous des
contraintes de tenue statique (de´placement maximal, flambage/post-flambage). Le fuselage est
constitue´ de panneaux de toˆles minces de faible e´paisseur renforce´s dans le sens orbital par des
membrures de section importante (appele´es cadres) et dans le sens des efforts (perpendiculaire-
ment aux cadres) par des membrures de section plus petite appele´es lisses ou raidisseurs. On a
repre´sente´ Fig. 1 une vue inte´rieure d’un fuselage Airbus. La structure est alors de´compose´e en
super-raidisseurs, cellules centre´es sur chacun des raidisseurs entre deux cadres. Le dimensionne-
ment consiste a` calculer les dimensions de´taille´es optimales des super-raidisseurs pour une grille
de cas de charge correspondant aux divers modes de sollicitation de l’avion. Le nombre tre`s e´leve´
de variables rend difficile une approche par optimisation directe surtout lorsqu’on s’inte´resse a`
des structures a` base de mate´riaux complexes comme les mate´riaux stratifie´s composites. Dans ce
dernier cas, les contraintes sont plus fortes (pertes de pli progressive pour e´viter des phe´nome`nes
de de´laminage duˆs a` des moments secondaires). Pour re´duire le volume des calculs, on propose ici
de coupler des me´thodes multiniveau et des approximations par mode`les re´duits.
Figure 1 – Vue inte´rieure d’un fuselage Airbus et super-raidisseur (encadre´)
2 Me´thodologie d’optimisation multiniveau
L’optimisation multiniveau est un domaine de l’optimisation qui vise a` re´soudre des proble`mes
de grande taille (plusieurs milliers de variables) en de´couplant le proble`me global en sous-proble`mes
inde´pendants plus aise´s a` re´soudre. On e´crit d’abord le proble`me formellement puis on pre´sente
certaines formulations multiniveau et les diffe´rentes utilisations de mode`les re´duits dans ce cadre.
2.1 Formulation multiniveau
Formellement un proble`me ge´ne´ral d’optimisation multiniveau s’e´crit :{
minY∈U J(Y,γ(Y ))
χ(Y,γ(Y ))≤ 0 (1)
ou` γ(Y ) s’exprime implicitement en fonction de Y par un proble`me d’optimisation dit local{
γ(Y ) = argminZ,X H(X ,Y,Z)
η(X ,Y,Z)≤ 0 (2)
Conside´rons le proble`me d’optimisation de la masse d’une structure ae´ronautique. Les contraintes
globales font intervenir la distribution des efforts dans toute la structure. Cette distribution se
calcule non pas a` partir des dimensions de´taille´es de tous les e´le´ments (note´es Xi pour l’e´le´ment
i pour i = 1 . . .N) mais a` partir de Y = (Yi)i=1...N ou` on note Yi le vecteur des variables dites de
rigidite´ de l’e´le´lement i : aire de section et inertie. Yi se calcule a` partir des variables de´taille´es :
Yi = f (Xi). Le vecteur des efforts internes sur l’e´le´ment i est note´Φi(Y ). Il de´pend du cas de charge
et des variables de rigidite´. D’autre part, la masse de l’e´le´ment i peut eˆtre calcule´e a` partir de Yi et
on la note mi(Yi). Le proble`me admet donc la formulation multiniveau suivante :
minYi∈Ui∑
N
i=1mi(Yi)
cglob(Y1, . . . ,YN)≤ 0
γi(Y )≤ 0
(3)
ou` la fonction de couplage γi est obtenue par une optimisation locale au niveau de l’e´le´ment i :
γi(Y ) = argminXihi(Y,Xi)
ciloc(Φi(Y ),Xi)≤ 0
Yi = f (Xi)
(4)
L’inte´reˆt d’introduire la phase d’optimisation locale provient de la possibilite´ de ”se´paration” de
cette phase en N sous-proble`mes pouvant eˆtre re´solus inde´pendamment (paralle´lisation).
3 Re´solution par la me´thode du point fixe.
L’une des me´thodes les plus utilise´es en ae´ronautique est une heuristique de point-fixe. Dans
la formulation ge´ne´rale, la n+1 ite´ration a` partir des variables (X (n),Y (n),Z(n)) s’effectue en deux
phases successives :
– phase globale
{
Y (n+1) = argminY∈U J(Y,X (n))
χ(Y,X (n))≤ 0
– phase locale : ∀i= 1 . . .N,
{
X (n+1)i = argminXi H(Xi,Y
(n+1),Z(n+1))
ηi(Xi,Y (n+1),Z(n+1))≤ 0
En pratique la me´thode de point fixe est la suivante : sous un cas de charge, on se donne une
configuration initiale de la structure, on calcule la distribution des efforts. On dimensionne par
une optimisation locale sous les contraintes calcule´es a` partir de cette distribution, on calcule la
nouvelle distribution et on re´pe`te ce sche´ma jusqu’a` convergence de la distribution. On a donc :
– phase globale : calcul des variables de rigidite´ et de la distribution des efforts a` partir de la
configuration X (n) :
Y (n) = f (X (n)) et Φ(Y (n)) (5)
– phase locale : optimisation de la masse de chaque e´le´ment i sous la distribution Φ(Y (n)) :
∀i= 1 . . .N,
{
X (n+1)i = argminXi mi(Xi)
ciloc(Φi(Y
(n)),Xi)≤ 0
(6)
Cette me´thode (appele´e StiffOpt) peut eˆtre acce´le´re´e et re´gularise´e en introduisant dans la phase
d’optimisation locale un mode`le re´duit qui permet d’e´viter une partie de ces optimisations en uti-
lisant les optimisations pre´ce´dentes. Ce mode`le re´duit peut eˆtre construit de fac¸on ite´rative en uti-
lisant une architecture qui s’y preˆte (e.g. les re´gressions a` vecteurs support). Utilise´e dans l’indus-
trie, pour ame´liorer des dimensionnements admissibles, cette formulation souffre de nombreuses
limitations : les sous-proble`mes e´tant de´couple´s et re´solus a` efforts internes fixe´s, on ne peut pas
conside´rer des contraintes globales (de´placement maximal en un point...). De plus, cette heuris-
tique va saturer les contraintes locales or la configuration optimale ne minimise pas ne´cessairement
les masses dans les proble`mes d’optimisation locaux (cas d’hyperstaticite´).
4 Re´solution par des me´thodes d’optimisation structurale multini-
veau.
Ces formulations ont e´te´ de´veloppe´es a` partir des anne´es 70. Les diffe´rentes me´thodes reposent
alors sur le choix de la fonction de couplage γ : couplage par rigidite´ cible, maximisation de
marge. L’ide´e ge´ne´rale est de remplacer la me´thode de point fixe par des meilleures pre´dictions
de la fonction de couplage. Cette fonction peut eˆtre approche´e par une approximation du premier
ordre donne´e par un calcul de sensibilite´ (Sobiezczanski-Sobieski). Plus re´cemment, la fonction de
couplage a e´te´ approche´e par un mode`le re´duit (Hatfka, voir [2]). Nous avons propose´ (voir [3] et
[4]) la me´thode ”MinMass” qui permet une meilleure coordination entre les optimisations locales
en introduisant une e´tape d’optimisation globale. La version ”point fixe” de MinMass conduit a`
une ite´ration d’une boucle de´compose´e en deux phases :
(a) phase d’optimisation globale :
{
Y (n+1)i = argminY∈V ∑
N
i=1mi(Yi)
∀i,ci(Φi(Y ),X (n)i )≤ 0
(b) phase d’optimisation locale : ∀i= 1 . . .N,

Xn+1i = argminXi mi( f (Xi))
ci(Φi(Y (n+1),Xi)≤ 0,
Y (n+1)i − f (Xi)≤ 0
L’acce´le´ration et la re´gularisation des me´thodes de point fixe par l’utilisation de mode`les
re´duits va conduire a` utiliser la phase d’optimisation locale pour construire un mode`le re´duit de
la fonction de couplage note´e γi dans la formulation ge´ne´rale. Dans notre me´thode, les couples
entre´e-sortie {Y (n),ci(Φi(Y (n)),γi(Y n)))} sont utilise´s pour construire un mode`le des contraintes
utilise´es dans l’optimisation globale.
4.1 Formulations de de´composition-coordination
Ces formulations, a` la diffe´rence des formulation cite´es plus haut, ne proviennent pas de
la me´canique des structures mais de de la recherche ope´rationnelle. Ces approches, appele´es
me´thodes de de´composition-coordination, ont e´te´ unifie´es dans les anne´es 70 par G. Cohen (voir
[1]). On distingue trois principales me´thodes : de´composition par les prix, de´composition par les
ressources (ou quantite´s), de´composition par pre´diction. Nous de´crirons ici seulement l’approche
par pre´diction qui donne les meilleurs re´sultats. La difficulte´ de l’application a` l’optimisation struc-
turale des approches de de´composition re´side dans le couplage des e´le´ments par les contraintes.
Celles-ci vont eˆtre de´couple´es par line´arisation. La line´arisation est controˆle´e par une me´thode de
re´gion de confiance pe´nalise´e par un coefficient αi relatif a` la contrainte locale sur l’e´le´ment i.
Dans l’algorithme StiffOpt, la modification d’un ensemble de variables locales avait pour effet
non seulement d’ame´liorer l’objectif local correspondant mais aussi ge´ne´ralement de de´te´riorier
les autres objectifs locaux. L’utilisation des parame`tres de Lagrange-Kuhn-Tucker des proble`mes
locaux comme variables de coordination supple´mentaires permet d’anticiper cet effet. On tient
compte dans la me´thode de pre´diction de l’influence diffe´rente dans l’optimisation locale d’un
e´le´ment i des variables de rigidite´ propres a` cet e´le´ment et des variables de rigidite´ des autres
e´le´ments. Celles-ci interviennent dans l’optimisation par les sensibilite´s relativement a` ces va-
riables des efforts sur l’e´le´ment i. Ces dernie`res sont introduites dans l’optimisation locale par les
parame`tres de Lagrange-Kuhn-Tucker des autres optimisations locales (e´criture d’un lagrangien).
Au contraire, les variables propres a` l’e´le´ment i interviendront directement dans les contraintes de
l’optimisation locale relative a` cet e´le´ment. On obtient une boucle de calcul de´compose´e en trois
phases.
(a) Etant donne´es les variables de coordinations (Y (n)i ), (p
(n)
i ),(η
(n)
i ) et α(n) , re´soudre pour
chaque i le proble`me :{
X (n+1)i = argminXi mi[ f (Xi)]+∑ j 6=i p
(n)
j .
∂c j
∂η j (η
(n)
j ).
∂Φ j
∂yi (Y
(n)
i ).∇ f (x
(n)
i ).(xi− x(n)i )+αk ‖ xi− x(n)i ‖ 2
ci(η
(n)
i ,Xi)≤ 0
La variable de coordination p(n+1)i est le parame`tre de Lagrange-Kuhn-Tucker.
(b) Mettre a` jour α(n+1) en utilisant une me´thode de re´gion de confiance.
(c) Mettre a` jour les autres variables de coordination Y (n+1)i = f (X
(n+1)
i ) et η
(n+1)
i =Φi
[
(Y (n+1))
]
5 Simulation d’un cas simple : le treillis de dix barres profile´es.
Pour tester ces diffe´rentes formulations multi-niveaux, on a utilise´ le cas-test du treillis 10
barres repre´sente´ Fig. 3, il s’agit d’un treillis de barres travaillant uniquement en traction et com-
pression. Un chargement est applique´ aux noeuds 4 et 5 (Fig.3a). Les barres sont a` profil en I
de´crit par 3 variables ge´ome´triques (e, b, h) (Fig.3b). On soumet le treillis a` une grille de 20 cas
de charges (on fait varier F4x , F
5
x , F
4
y et F
5
y sur (0,−5000,−7000,−10000)). Le caracte`re d’hy-
perstaticite´ de la structure a e´te´ accentue´ en amplifiant d’un facteur 100 les masses volumiques
des barres diagonales. La me´thode StiffOpt ne converge donc pas a` l’optimum pour ce cas test.
On conside`re les contraintes de flambage d’Euler et de flambage local de la barre. En notant σi la
contrainte (me´canique) dans la barre i re´sultant d’un cas de charge, la contrainte d’admissibilite´
correspondante du dimensionnement de la barre i est alors :
1− σc,trac
σi
≤ 0 (7)
pour une barre en traction (σi ≥ 0) et
1− σmin,comp
σi
≤ 0 (8)
pour une barre en compression (σi≤ 0) avec σmin,comp =−min(|σEul,i|, |σLoc,i|, |σc,comp|) ou` σc,trac
et σc,comp sont les valeurs des admissibles mate´riaux.
Figure 2 – a) Treillis 10 barres b) Profil des barres
Les me´thodes d’optimisation multiniveau impliquent la line´arisation des contraintes (en dehors
des me´thodes de point fixe). Il existe plusieurs me´thodes de line´arisation qui font toutes intervenir
le calcul des sensibilite´s, e.g les variations e´le´mentaires des de´placements u(X) pour une confi-
guration X . Dans un souci de pre´cision nume´rique, on a calcule´ ces sensibilite´s analytiquement.
Si on note K(X) la matrice de rigidite´ associe´e au treillis et Yi(X) les variables syste`mes dites de
rigidite´ (dans le cas du treillis il s’agit des aires de section de chacune des barres), les sensibilite´s
sont alors donne´es par la formule :
∂u
∂Yi
=−K−1(∂K
∂Yi
u
)
(9)
On en de´duit les sensibilite´s des efforts internes Φ(X) et on peut e´crire les contraintes approche´es
comme un de´veloppement de Taylor autour du point X :
Φ(X+h) =Φ(X)+
N
∑
i=1
∂Φ
∂Yi
[Yi(X+h)−Yi(X)]+o(|h|) (10)
D’autre part, il existe de nombreux algorithmes de remise a` jour des variables de coordination pour
les me´thodes de de´composition-coordination. On a utilise´ un algorithme implicite de remise a` jour
des variables de coordination combine´e a` une relaxation. Les re´sultats obtenus sont pre´sente´s dans
les tableaux 1 et 2. Toutes les formulations convergent vers l’optimum. Dans le tableau 1, on
pre´sente l’exce`s de masse relativement a` la configuration optimale obtenue pour un nombre fixe
d’ite´rations. Dans le tableau 2, on indique le nombre moyen d’ite´rations globales (appel aux N
sous-proble`mes) pour arriver a` moins d’1% de la masse optimale (obtenue par une optimisation
directe base´e sur l’algorithme SQP).
Formulation Erreur
Rigidite´ cible 35 %
Optimisation structurale Maximisation marge 18 %
Minimisation masse 12 %
De´composition-coordination Pre´diction 3 %
Tableau 1 – Re´sultats obtenus en 15 ite´rations sur le cas test du treillis 10 barres
Formulation Nboucles
Rigidite´ cible 86
Optimisation structurale Maximisation marge 75
Minimisation masse 65
De´composition-coordination Pre´diction 27
Tableau 2 – Re´sultats de convergence obtenus sur le cas test du treillis 10 barres
6 Comple´ments et conclusions
Les re´sultats obtenus sur le cas test indiquent que les formulations multiniveau sont adapte´es
a` notre proble`me et ne cre´ent pas de minima locaux. Ne´anmoins, le mode de convergence diffe`re
pour chaque me´thode. Si les formulations d’optimisation structurale convergent globalement de
la meˆme manie`re (en ge´ne´ral entre 50 et 100 ite´rations) avec une masse infe´rieure a` l’ite´ration
pre´ce´dente, il semble que ces me´thodes stagnent dans certaines configurations ce qui ralentit
la convergence. La me´thode de de´composition-coordination par pre´dicition a un comportement
meilleur. Le calcul des sensibilite´s de´pend fortement des outils me´tier utilise´s pour l’analyse lo-
cale des contraintes, outils me´tier qui peuvent comporter des irre´gularite´s artificielles. Dans tous
les cas des mode`les re´duits peuvent eˆtre utilise´s, soit pour de´terminer les sensibilite´s comme on l’a
fait dans l’algorithme MinMass, soit pour les faire entrer comme outil dans le mode`le re´duit pour
augmenter sa pre´cision. Evidemment, les mode`les re´duits pertinents de´pendent du contexte me´tier
et de la me´thode choisie pour l’optimisation multiniveau, (voir [5]). Il faut chercher des mode`les
re´duits capables d’exprimer efficacement des irre´gularite´s locales et d’eˆtre enrichis ite´rativement.
Il est pre´fe´rable de choisir des mode`les pouvant inte´grer des informations de sensibilite´. Ces di-
rections de recherche seront poursuivies dans le projet europe´en MAAXIMUS.
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