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INTRODUCTION 
The purpose of this paper is to characterize the symmetric rational functions 
in n variables x1 ,..., x, which take only positive values. This problem was posed 
by Harper and Rota in [6]. In the same paper a method of approaching inequalities 
in general was sought. Here we indicate how one can assemble from the literature 
the ingredients necessary for the solution of these questions. 
Let JL, = ‘& x$~ denote the ith Newton function and 
A= 
+Jo $1 ... h-1 
*1 
. . . . . . . . . . . . . . ’ 
hi-1 .-* #h-a 
the (so-called) Bezoutiant matrix. 
THEOREM. If A, is the determinant of the miner formed by the first k rows and 
columns of A, then the general form of a positiwe symmetric function is 
where Ail.. . i is a sum of squares of symmetric functions. 
The ingridients of the proof are very classical. The first is Sylvester’s version 
of Sturm’s theorem on real roots. The second is necessarily Artin-Schreier 
theory, since the problem is a variation on Hilbert’s 17th problem (see [A). 
Of these two ingredients the former seems to have almost fallen into oblivion, 
although it is presented by Sylvester as intimately connected with the law of 
inertia [I 11. We therefore re-prove the Sylvester criterion in the style of today’s 
algebra and recall the main points of Artin-Schreier theory for the convenience 
of the reader. Finally, we show how the ideas presented fit more generally 
into the framework of actions of reductive groupe on varieties, namely, inequali- 
ties between invariants and fields of definition. 
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It might be remarked that no new techniques are introduced here, but rather 
an attempt to clarify the relationship among various basic concepts sometimes 
buried in the literature. 
1. SYLVESTER'S VERSION OF STURM'S THEOREM 
Let f(x) = xn + ulxn-l + ... + a, be a polynomial with real coefficients. 
Sturm’s theorem is a criterion for determining the number of roots in an interval. 
Consider the algebra T = R[x]/(f(x)). On T we have the trace map tr : 
T + R, which is defined as usual: If a E T, a induces the multiplication a : 
b -+ ab and we set tr(a) = tr(a). To the trace one associates a quadratic form 
Q(a) = tr(a2). More generally, to a given element u E T, with u the class of a 
polynomial g(x), one can associate the form Q%(a) = tr(uu2). The two invariants 
of this quadratic form, viz., the nullity and the signature, can be interpreted in 
terms of the behavior of g(x) on the roots of f(x). We do not go into the known 
deductions of the resultant, etc., but content ourselves with two prototype lemma. 
Let J be the radical of T and set T = T/J. J is the kernel of the form Q 
and T = RBk @ @OS, where k and 2s are the number of real and complex 
roots of f(x), respectively. By this identification the class of x maps to x = 
(A Y.‘.> jgk+l ,**-, /?k+s), with A ,*a., Pk the real roots and Pk+l , Bke,, ,.-., Bk+s , pk+, 
the imaginary roots off(x). The trace map factors through T and gives 
Wl , A2 ,..., hk+s) = il miXi + f: mj+k(xk+j + xk+jh 
j=l 
where mi is the multiplicity of the root pi . 
Let us assume for simplicity that f(x) has no multiple roots, so T = T. 
Let u = (ul ,..., ukfs) E T. We have: 
LEMMA 1.1. The quadratic form QU(a) = tr(uu2) is positive de$nite if and 
only ifs = 0 and ui > 0 for all i. 
Proof. In one sense it is clear. If s = 0, Q,(h, ,..., hlc) = C z&s. In fact if 
s # 0 we have QJ(O,..., 0, a)) = u le+so12 + iik+,(Y2, this form is always indefinite. 
To interpret the nullity and signature of the form, we determine the result for 
u=l,u=%. 
THEOREM 1.2 (Sylvester). The signature of the form Q (resp. Qz) is the 
number of real roots off(x) (resp. the number of real positive roots). 
Proof. (i) Q(A1 ,..., xk, Xk+l + &k+l ,..., xk+s + iYk+s) = m~h12 + .” f 
mkXk2 + mk+lx,f& + *” + mk+sxi+s - mk+l $& - “- - mk+s YE+, . 
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If we consider the basis 1, Z, P ,..., ~-l of T we see immediately that the 
matrix of Q in this basis is the Bezoutiant previously defined. The matrix of QE 
is similarly described. 
2. ARTIN-SCHREIER THEORY 
The most general fact we need from the theory is a strenthening of the 
Hilbert’s original 17th problem [lo]. We describe it as follows. 
Let V be an irreducible afhne algebraic variety defined over the real numbers. 
Let F be its function field over R and let h, , h, ,..., h, EF be rational functions. 
We consider the set defined by the inequalities 
(it may well be that X(R) or even V(R) is empty). 
THEOREM 2.1. If g E F is a rational function and g(p) > 0 for all p E X(R) 
for which g is defined, then 
where s~,...~, is a sum of squares in F. 
Proof. We sketch the proof (for details see [l, 5, 9, lo]). If R1 is any real 
closed field containing R, consider V(R1) and X(Rl) defined by the same ine- 
qualities. g is positive on X(Rl) if and only if it is positive on X(R) (Tarski’s 
principle). It follows immediately that g is positive on X(R) if and only if g is 
positive for all the orderings of F for which h, ,..., h, are positive. This, in turn, 
is equivalent to requiring that g be positive for all the orderings of the field 
F1 = F(hiJ2, h;” ,..., h:“). 
This implies that g is a sum of squares in F, from which it easily follows, since 
g E F, that g has the required form. 
Remurk. There is implicit a principle of generic points; i.e., we can always 
delete the points of a proper subvariety. 
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3. SYMMETRIC FUNCTIONS 
Let us use geometric language. If  or , 7s ,..., T, are the elementary symmetric 
functions in x, ,..., x, they can be thought of as giving rise to a map 
The inverse of a point al ,. .., a, consists of the roots in all possible orders of the 
polynomial xn - u,x+l + ... f  a, . The image X(R) of Rn in Rn is exactly 
formed by the points corresponding to polynomials with only real roots. Thus 
X(R) is defined by the inequalities which impose the (semi) positiveness of the 
Bezoutiant matrix. With the discriminant variety where the form is degenerate 
removed, these inequalities are di 3 0, i = 2,..., n (A, = n). 
The theorem discussed in the Introduction is now immediate, from Theorem 
2.1; in fact a symmetric function is positive, when the variables xi are real, if and 
only if, considered as a function of 7i ,..., 7%) it is positive on the set X(R). 
Clearly, in a similar way one can write the general form of a symmetric function 
positive for positive values of the variables, using Theorem 1.2(ii). One could 
also study real-valued functions in complex variables x1 ,..., x, and their con- 
jugates & (we leave it as an exercise!). 
4. I~ARI.~NTS 
The well-known Schwartz inequality (u, u)(v, V) - (u, v)” 3 0 is a typical 
example of inequality between orthogonal invariants. Rota has posed the question 
for the case of symmetric functions, What is the general form of an inequality ? 
In the light of Theorem 2.1 this follows from the general problem of finding 
sufficient inequalities among the invariants to ensure that the real point under 
consideration in the quotient variety comes from a real point above. 
In order to retain the elementary character of this paper we treat only a special 
case; we shall treat the general elsewhere. 
Let G be a form of one of the projective classical groups 
PGl(n, k), PSO(n, A), PSp(n, K) 
(n even in the last case). In each case G is a group of automorphisms of an algebra 
M, (simple) with involution. (In the case of PGI it is convenient to introduce 
as a split form two copies of n x rz matrices with exchange involution of the 
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second kind.) Principal bundles YT: X -+ V over V with G as the structure group 
can be interpreted, equivalently, as coherent sheaves of Aumaya algebras 
(with appropriate involutions) [2,4, 81. 
More generally, if G acts on an aRine variety X, one can form the algebra 
(with involution) S of G invariant maps X+ MG . 5’ is an algebra over the 
invariant ring A and if B is the coordinate ring of X one has a canonical re- 
presentation 
j:S-+M,@B, 
where S is a finite A module and its universal representation S + MG @ C 
defines C of finite type over K, equipped with a G action [8]. The existence of j 
and the universal property yield a canonical G-equivariant factorization. 
‘X p ’ Spec(C) 
It follows from [2,8] that, on the open set V C X/G corresponding to irreducible 
representations of S, both 7r and ~‘are principal fibrations and pis an isomorphism 
moreover, V is also exactly the open subset where w and r’ are principal fibrations. 
Since the points of TF( V) correspond to the irreducible representations of S 
it is immediately verified that a point p E X/G, rational over a field F, comes 
from a rational point in X if and only if the corresponding algebra 
If for MC we take a split form, this means that R @A F(p) is split. Over the reals, 
for instance, we may want to choose a compact form. If we work over the real 
numbers and G is the compact form, we take for A& : Complex matrices with 
adjoint involution, real matrices and transposition, quatemionic matrices with 
involution (&* = (et). In all cases the form tr(AA*) corresponding to the 
reduced trace tr: MG + R is positive definite and in fact this characterizes the 
compact form. One deduces immediately the inequalities for the image of the 
real points of X in V. 
Choose generators s, ,..., sk of S over A and write the form 
Recall that V is exactly the set where the form has rank 9. Thus we have the 
general principle that the complement of V is defined by the vanishing of 
discriminants (9 x na principal minors of the form) and the points correspond- 
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ing to fibers with real points, by inequalities on the principal minors. In particular 
one may deduce, as in the theorem on symmetric functions, the general form 
of a positive invariant. 
Let us illustrate the method for the elementary example of orthogonal in- 
variants. 
Let O(n, R) act on VQm, V = Rn, in the canonical way. Indicate by 
(UI ,.‘., u,) E V@,” a point. It is known that the invariant ring is A = R[(q , ui]) 
[3, 121. What is the noncommutative algebra with involution S? If g E S and a, 
w E Rn form the “matrix” X = v  @ w and the invariant Tr(g(u, ,..., u,) . X) = 
f(% ,-*‘, urn , v, w), f  is a polynomial in (u$ , uj), etc. 
It is immediately verified that f  is of the form 
f = a Tr(X) + 1 !J,~ Tr(AjjX), 
where a, bij are in A and Aij denotes the “matrix” ui @ uj . Therefore by non- 
degeneracy of Tr we have 
&I ,***, u,) = a * 1 + C bijAij (cf. [8]); 
we have thus: 
PROPOSITION 4.1. S is spanned, over A, by the elements 1, Aij with the algebra 
laws : 
(1) Aij . Ast = (uj > us)Ait , 
(2) A; = Aji , 
(3) Tr(A,J = (ui , Us). 
Now, on the basis of the general principle, let us write, the conditions for the 
invariants of a real point: 
C X+&, Tr(A,,Azt) > 0. 
Now Tr(AijA$) = (ui , u,) (uj , uJ. Thus this form is just the tensor square 
of the form I] C hiui 11 whose positivity, of course, is equivalent to the desired 
existence. From Theorem 2.1, one finally derives the general form for a positive 
orthogonal invariant. 
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