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1. PENDAHULUAN 
Kondisi Hyperglycemia kronis pada pasien diabetes diketahui dikaitkan dengan 
peningkatan kematian dan kecacatan karena terjadi pembekuan darah sehingga menyebabkan 
kerusakan otot terutama otot jantung, sehingga pihak rumah sakit perlu membuat suatu kebijakan 
terkait perawatan kembali pasien hiperglikemia dengan melakukan prediksi kembalinya pasien 
untuk menjalani perawatan pada data pasien saat masuk ICU yang memiliki kondisi hiperglikemia 
(Zuanetti, et al., 1993) (Alim, et al., 2016). Penelitian sebelumnya  tentang seleksi fitur wrapper 
greedy dengan naïve bayes classifier untuk klasifikasi rasio pasien diabetes rawat inap terdapat 
kejanggalan pada hasil seleksi fitur greedy dengan arah forward (Alim, et al., 2016). Readmitted 
adalah kondisi pasien masuk kembali ke rumah sakit untuk menjalani perawatan, sedangkan 
otherwise adalah kondisi pasien tidak masuk kembali ke rumah sakit (Alim, et al., 2016). 
Tabel 1.1 Hasil pengujian seleksi fitur greedy forward (Alim, et al., 2016) 
Training 
dataset 
Readmitted Precision Recall 
66% 0 0 0 
75% 0 0 0 
80% 0 0 0 
90% 0 0 0 
Tabel 1.1 menunjukan bahwa hasil pengujian prediksi readmitted yang sesuai dengan data 
sesungguhnya ditemukan bernilai 0, sehingga nilai precision dan recall menjadi 0 juga (Alim, et 
al., 2016). Dataset disebut mengalami ketidak seimbangan kelas(unbalanced dataset) apabila 
jumlah observasi pada tiap kelas tidak sama (He & Garcia, 2009).  Data yang tidak seimbang 
menghasilkan akurasi yang buruk pada prediksi kelas minoritas dan biasanya memprediksi data 
baru ke kelas mayoritas (Daskalaki, et al., 2006). Terdapat saran untuk menyelesaikan masalah 
kelas data yang tidak seimbang (unbalanced dataset) pada penelitian tersebut, yaitu 6293 untuk 
kelas kembalinya pasien dan 64141 tidak kembali (Alim, et al., 2016).  
Seleksi fitur diterapkan untuk mengurangi sejumlah fitur dalam banyak aplikasi dimana 
data memiliki ratusan atau ribuan fitur (Deepa & Ladha, 2011). Metode seleksi berfokus untuk 
menemukan fitur yang relevan, sehingga perlu melakukan analisis redundansi fitur dengan 
menggunakan fitur selection (Yu & Liu, 2005).  
Dua pendekatan dalam feature selection, yaitu pendekatan filter dan pendekatan wrapper 
(Kohavi & George , 1998). Pendekatan filter, setiap fitur dievaluasi secara independen sehubungan 
dengan label kelas dalam training set dan menentukan peringkat dari semua fitur, dimana fitur 
dengan peringkat teratas yang dipilih (Kohavi & George , 1998). Pendekatan wrapper 
menggunakan metode pencarian kecerdasan buatan klasik seperti greedy untuk mencari subset 
terbaik dari fitur, dan secara berulang-ulang mengevaluasi subset fitur yang berbeda dengan 
algoritma induksi tertentu. Fitur yang dipilih dengan wrapper lebih kecil daripada subset aslinya, 
sehingga model lebih dapat dipahami (Kohavi & George , 1998). 
Penelitian yang akan dilaksanakan menggunakan metode pencarian best first dan sampling 
data dengan spreadsubsample. Spreadsubsample adalah salah satu teknik 
undersampling(mengurangi kelas data mayor) dimana menghasilkan subsample secara acak dari 
suatu dataset (Inglis & Hall, n.d.).  Best First akan digunakan dalam pencarian untuk kombinasi 
tiap fitur, Best first adalah metode pencarian greedy dengan tambahan fasilitas backtracking, 
metode untuk membangkitkan kembali node dari simpul node(yang saat ini adalah node terbaik 
menurutnya) (Christopher, et al., 2010).  
Penggunaan best first pada penelitian ini untuk menguji apakah greedy arah forward yang 
membuat nilai 0 muncul. Spreadsubsample digunakan untuk menguji apakah nilai 0 muncul 
karena ketidak seimbangan kelas status (Readmitted/Otherwise). Tujuan dari penelitian ini adalah 
untuk mengetahui pengaruh penggunaan best first dan spreadsubsample pada seleksi fitur wrapper 
forward dan metode klasifikasi naïve bayes untuk klasifikasi penerimaan pasien rawat inap di 
rumah sakit, sehingga dapat memecahkan permasalahan data tidak imbang pada kelas data prediksi 
pasien yang kembali kembali dan menjalani perawatan. 
 
