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AN APPROXIMATION PROBLEM IN MULTIPLICATIVELY INVARIANT SPACES
C. CABRELLI, C. A. MOSQUERA, AND V. PATERNOSTRO
Abstract. Let H be Hilbert space and (Ω, m) a σ-finite measure space. Multiplicatively invariant
(MI) spaces are closed subspaces of L2(Ω,H) that are invariant under point-wise multiplication by
functions from a fixed subset of L∞(Ω). Given a finite set of data F ⊆ L2(Ω,H), in this paper we
prove the existence and construct an MI space M that best fits F , in the least squares sense. MI
spaces are related to shift-invariant (SI) spaces via a fiberization map, which allows us to solve an
approximation problem for SI spaces in the context of locally compact abelian groups. On the other
hand, we introduce the notion of decomposable MI spaces (MI spaces that can be decomposed into an
orthogonal sum of MI subspaces) and solve the approximation problem for the class of these spaces.
Since SI spaces having extra invariance are in one-to-one relation to decomposable MI spaces, we also
solve our approximation problem for this class of SI spaces. Finally we prove that translation-invariant
spaces are in correspondence with totally decomposable MI spaces.
1. Introduction
It is a common problem in applications to try to find a simple model to represent a set of data
F = {f1, ..., fm} that is supposed to be included in some Hilbert space H. This becomes very important
in particular when m is very large.
Although the data are usually assumed to come from a low dimensional subspace, the low dimension-
ality is often lost because the data have been corrupted by noise. Therefore, one wants to find a low
dimensional subspace that best fits the data F .
Usually some a priori assumptions are made about the data. For example that they are “band-limited”,
that is, they belong to a Paley-Wiener space. Then one can use the Whittaker-Nyquist-Kotelnikov-
Shannon Sampling Theorem. This is a common practice in engineering, in particular in applications to
signal processing. However there are applications where these assumptions are not realistic.
There is another approach to the problem. Instead of fixing a model based on an a priori hypothesis
on the data, we can use the data to obtain a model (subspace) that is, in some sense, the most suitable
for them. This optimal model is chosen from a “nice” class C of subspaces.
So a mathematical description of this problem is: Given a Hilbert space H and a class C of closed
subspaces of H, try to prove the existence and find for every finite set F ⊆ H an element S∗ ∈ C such
that E(F , S∗) ≤ E(F , S) for all S ∈ C. Here E is some conveniently chosen functional.
This problem has been studied in different scenarios. The general problem of existence was studied in
the abstract setting by Aldroubi and Tessera in [5]. They found necessary and sufficient conditions on a
class C of subspaces in some Hilbert space H for the existence of an optimal solution for the functional
E(F , S) =
∑m
j=1 ‖fj − PSfj‖
2. However they did not provide a way to construct it. See also [12] for a
version in Banach spaces.
It is important for applications to have a description of the solutions and to have an estimation of the
error, that is the value of E(F , S∗) for S∗ being the optimal subspace.
When H is the Euclidean space Rd and C is the class of subspaces of dimension less or equal than some
positive integer ℓ, the problem can be tackled by an application of the Eckard-Young Theorem using the
Singular Value Decomposition of a matrix, constructed from the data and was solved in [19]. See also
[37].
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A case that is mathematically very challenging is when H is the Lebesgue space L2(Rd) and C is the
class of shift-invariant (SI) spaces with few generators. Let Γ be a full lattice in Rd. A closed subspace
V ⊆ L2(Rd) is said to be shift invariant with respect to the lattice Γ if Tγf ∈ V for every f ∈ V and
every γ ∈ Γ. Here Tγ is the translation operator by γ. The class of SI spaces has been studied in depth
and they have proved to be very useful in many applications such as wavelets, sampling, approximation
theory, harmonic analysis and signal processing. (See, e.g., [3, 21, 28, 31] and references therein).
The problem of approximation mentioned above was solved completely for the case of SI spaces in
L2(Rd) in [1]. The authors constructed the generators of an optimal subspace and provided a formula
that gives exactly the error of approximation in terms of the spectrum of an associated matrix of periodic
functions. The key element in the argument is to transform the SI space into a multiplicatively invariant
(MI) space using the Fourier transform composed with another isometry, that is called the fiberization
map. In a nutshell, if H is a Hilbert space and (Ω,m) is a σ-finite measure space, a multiplicatively
invariant space with respect to D, is a closed subspace of L2(Ω,H) that is invariant by point-wise
multiplication by functions in D. Here the set D is a subset of L∞(Ω, µ) satisfying a certain property
(see Section 2.1 for the precise definition).
MI spaces have been studied and characterized by Helson [24, 25], Srinivasan [38] and Hasumi-
Srinivasan [22] in the sixties as a generalization of Wiener’s Theorem. (See Proposition 6.1). The
characterization is in terms of range functions, a concept introduced by Helson at that time.(See [25,
Chapter I, §3, Thm. 1]). They were called doubly invariant spaces. Taking advantage of these results
Bownik and Ross [11] gave a characterization for subspaces invariant under translations along a subgroup
which is not assumed to be discrete.
In [18], the authors used this characterization to establish the fiberization map that associates to every
SI space an MI space defined by the corresponding range function (see also [36]). They studied the
existence of bases and quasi-bases of translates in finitely generated SI spaces, i.e. SI spaces V for which
there exists a finite set of functions A in V with V = span{Tγϕ : ϕ ∈ A, γ ∈ Γ}. Bownik in [10] used
this isometric isomorphism to characterize frames and Riesz bases of SI spaces.
This strategy of studying questions about SI spaces in the associated MI spaces and its range functions,
is called fiberization and has been very fruitful, in particular in the approximation problem mentioned
above.
In this paper we study this approximation problem, in general MI spaces. More precisely, given a
Hilbert space H and a finite set of functions F in L2(Ω,H), we want to find an MI subspace of L2(Ω,H)
in a certain class that best fits the functions in F .
The reason to choose this setting is because not only can one derive results for SI spaces, but also
MI spaces are much more general and the problem can be important in other situations. For example,
if instead of SI spaces we consider spaces invariant under a group of unitary operators coming from the
action of a discrete abelian group in a general measure space, these spaces can be mapped isomorphically
and isometrically to MI spaces through the generalized Zak transform (see [9]). Also, MI spaces and their
range functions are relevant in multiplicity theory for normal operators (see [25]).
On the other side, SI and MI spaces and the study of their structure using range functions extend
naturally to locally compact abelian (LCA) groups, [14], (see also [11] for more general lattices). Therefore
with our approximation results on MI spaces we shall, on one hand, obtain the existing approximation
results on L2(Rd) ([1, 13]) and on the other, their generalization to the LCA group setting.
An interesting and useful instance of the approximation problem is when one considers the elements
of the approximating class to be SI spaces with extra invariance. Let V be an SI space in L2(Rd) with
respect to a full lattice Γ and assume that Λ is another full lattice containing Γ. The SI space V is then
said to have Λ-extra invariance, if Tλf ∈ V for every f ∈ V and every λ ∈ Λ. These spaces with extra
invariance have been completely characterized, first in the real line [2], then in Rd [6] and more generally
in LCA groups [7]. See also [39] for an application to sampling.
Recently, the approximation problem for the class of SI spaces with extra invariance was solved in
[4], for principal shift-invariant spaces in one variable and under the assumption that the space has one
generator with orthogonal integer translates. The general case for frame generators in several variables
was solved in [13].
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The extra invariance of an SI space is reflected into the associated MI space by the fact that the MI
space can be decomposed into an orthogonal sum of MI subspaces. This decomposition comes from a
decomposition of the Hilbert space H in which the functions of the MI space take values. This property
suggest to define the class of decomposable MI spaces. So, to each SI space with extra invariance there
corresponds a particular decomposable MI space. However, decomposable MI spaces is a richer class and
for general Ω and H may not be associated with an SI space.
Once we introduce this new concept of decomposable MI spaces, we study some of their properties and
give a characterization of them in terms of their associated range functions. Consequently, in this paper
we also consider the approximation problem for decomposable MI subspaces of L2(Ω,H). Furthermore,
we establish a connection between totally decomposable MI spaces and SI spaces having total extra
invariance, that is, SI spaces invariant under every translation.
The paper is organized as follows. In Section 2 we provide the general setting of MI spaces and the
definitions we shall use in the following sections. In Section 3 we introduce the concept of decomposable
MI spaces, study some of their properties and give a characterization in terms of their associated range
function. The approximation problems are treated in Section 4. First we prove the existence of an
optimal MI space in Subsection 4.1. In Subsection 4.2 we study an abstract version of the problem in
general Hilbert spaces and in Subsection 4.3 we consider the problem for decomposable MI spaces. The
connection to the setting of shift-invariant spaces on LCA groups is provided in Section 5. Finally, in
Section 6 we analyze the connection between those MI spaces that are totally decomposable with SI
spaces having total extra invariance.
2. Preliminaries
We begin with a review of some basic results and definitions that we will use in subsequent sections.
The known results are generally stated without proofs, but we provide references where the proofs can
be found.
2.1. Multiplicatively invariant spaces in L2(Ω,H).
This section summarizes all we need about multiplicatively invariant spaces and it is extracted from
[11, Section 2], where the reader can find the proofs of the results. See also [24, 38, 22].
Let (Ω, µ) be a σ−finite measure space and H be a separable Hilbert space. The vector-valued space
L2(Ω,H) is defined as
L2(Ω,H) := {Φ: Ω→ H : Φ is measurable, ‖Φ‖2 =
∫
Ω
‖Φ(ω)‖2H dµ(ω) <∞}.
It is a Hilbert space with inner product given by
〈Φ,Ψ〉 =
∫
Ω
〈Φ(ω),Ψ(ω)〉H dµ(ω).
In order to state the definition of multiplicatively invariant space (MI spaces) in L2(Ω,H), we need to
recall the notion of determining set for L1(Ω), introduced in [11].
Definition 2.1. A set D ⊆ L∞(Ω) is a determining set for L1(Ω) if for every f ∈ L1(Ω) such that∫
Ω
fg dµ = 0 for all g ∈ D, one has f = 0.
Definition 2.2. A closed subspace M ⊆ L2(Ω,H) is multiplicatively invariant with respect to the
determining set D for L1(Ω) (briefly, D-MI) if
Φ ∈M =⇒ gΦ ∈M, for any g ∈ D.
For an at most countable subset A ⊆ L2(Ω,H), we define the multiplicatively invariant space with
respect to D generated by A as
MD(A) := span{gΦ: Φ ∈ A, g ∈ D}.
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When A is finite,MD(A) is said to be finitely generated by A. In general, we shall omit to make reference
to the underlying determining set and simply say “MI spaces”. For a finitely generated MI space M , we
define its length as
ℓ(M) := min{n ∈ N : ∃Φ1, . . . ,Φn ∈M, with M =MD(Φ1, . . . ,Φn)}.
One of the most important properties of MI spaces is their characterization through range functions,
which we state in the next theorem (see [11, Theorem 2.4] and [25, Chapter I, §3, Thm. 1]. First,
recall that a range function is a mapping J : Ω → {closed subspaces of H}. For ω ∈ Ω, the orthogonal
projection of H onto J(ω) is denoted by PJ(ω). A range function is measurable if for every a, b ∈ H,
ω 7→ 〈PJ(ω)(a), b〉 is measurable as a function from Ω to C.
Theorem 2.3. Suppose that L2(Ω) is separable, so that L2(Ω,H) is also separable. Let M be a closed
subspace of L2(Ω,H) and D a determining set for L1(Ω). Then, M is a D-MI space if and only if there
exists a measurable range function J such that
(2.1) M = {Φ ∈ L2(Ω,H) : Φ(ω) ∈ J(ω), a.e. ω ∈ Ω}.
Identifying range functions that are equal almost everywhere, the correspondence between D-MI spaces
and measurable range functions is one-to-one and onto.
Moreover, when M = MD(A) for some at most countable set A ⊆ L2(Ω,H) the range function
associated to M is
J(ω) = span{Φ(ω) : Φ ∈ A}, a.e. ω ∈ Ω.
Remark 2.4. From Theorem 2.3 it follows that M ⊆ L2(Ω,H) is a D-MI space if and only if M is an
L∞(Ω)-MI space. Indeed, if M is a D-MI space, by Theorem 2.3 M has the form given by (2.1) and
then it is easily seen that M is invariant under point-wise multiplication of any function in L∞(Ω). The
converse is obvious.
The next lemma will be important in what follows. It is a version of a result of Helson [24] and was
proven before within other contexts [10, 14]. For a proof of it we refer to [11, Proposition 2.2].
Lemma 2.5. Let M ⊆ L2(Ω,H) be a D-MI space with associated measurable range function J . Then,
for every Φ ∈ L2(Ω,H)
(PMΦ)(ω) = PJ(ω)(Φ(ω)),
for a.e. ω ∈ Ω. Here PM is the orthogonal projection of L2(Ω,H) onto M and PJ(ω) are the orthogonal
projections associated to J .
2.2. Frames and uniform frames. We recall that for a separable Hilbert space H and an at most
countable index set I, we say that {fi}i∈I ⊆ H is a frame for H if there there exist constants 0 < A ≤ B
such that
(2.2) A‖f‖2H ≤
∑
i∈I
|〈f, fi〉H|
2 ≤ B‖f‖2H,
for all f ∈ H. The constants A and B are called frame bounds. When (2.2) holds for all f ∈ span{fi : i ∈
I}, we say that {fi}i∈I is a frame sequence. When A = B = 1, {fi}i∈I is said to be a Parseval frame (or
frame sequence). For details on the theory of frames in Hilbert spaces we refer the reader to [16, 17, 23]
and the references therein.
When working with MI spaces, we will consider uniform frames, which are defined as follows:
Definition 2.6. [33, Definition 3.5] Let A ⊆ L2(Ω,H) be an at most countable set and let J be the
measurable range function defined as J(ω) = span{Φ(ω) : Φ ∈ A}, a.e. ω ∈ Ω. We say that A is a
uniform frame for J if there exist constants 0 < A ≤ B such that, for a.e. ω ∈ Ω, the set {Φ(ω) : Φ ∈ A}
is a frame for J(ω) with frame bounds A and B.
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3. Decomposable MI spaces in L2(Ω,H)
In this section we will introduce the notion of decomposable MI spaces. For this, fix D a determining
set for L1(Ω) and for a given κ ∈ N∪ {+∞}, suppose that H can be decomposed into an orthogonal sum
as
(3.1) H = H1 ⊕ · · · ⊕ Hκ.
For each D-MI subspace M, we define
Mj := {Pj(Φ): Φ ∈M}, for all 1 ≤ j ≤ κ,
where Pj(Φ) denotes the function in L
2(Ω,H) defined as Pj(Φ)(ω) := PHj (Φ(ω)) with PHj : H → Hj
being the orthogonal projection of H onto Hj . Note that Pj(Φ) is indeed an element in L2(Ω,H) since
it is measurable because ω 7→ 〈Pj(Φ)(ω), a〉 = 〈Φ(ω), PHja〉 is measurable in the usual sense for every
a ∈ H and ‖Pj(Φ)‖ ≤ ‖Φ‖. Moreover, it is easily seen that Pj is the orthogonal projection of L
2(Ω,H)
onto the subspace {Φ ∈ L2(Ω,H) : Φ(ω) ∈ Hj , a.e. ω ∈ Ω}, which we identify with L2(Ω,Hj). Note
that, with this identification, we have L2(Ω,H) = L2(Ω,H1)⊕ · · · ⊕ L2(Ω,Hκ).
Definition 3.1. We say that aD-MI subspaceM ⊆ L2(Ω,H) is decomposable with respect to {H1, . . . ,Hκ}
if
Mj ⊆M for all 1 ≤ j ≤ κ.
For the particular case when the decomposition of H is given by an orthonormal basis {δj}j∈N, i.e.
Hj = span{δj} we say that M is totally decomposable with respect to {span{δj}}j∈N.
Note that, when M is decomposable with respect to {H1, . . . ,Hκ}, we have that M is the orthogonal
sum M =M1 ⊕ · · · ⊕Mκ.
Remark 3.2.
(1) Given any closed subspace K ⊆ H there exists a MI space M which is decomposable with respect
to any decomposition of H as (3.1) having K as one of its components, that is, with K = Hj for
some j. Indeed, let A be a measurable subset of Ω with 0 < µ(A) < +∞ and x ∈ K, x 6= 0.
Define Φ = xχA where χA denotes the characteristic function of A and consider M = MD(Φ).
Then, since Pj(Φ) = Φ and Pr(Φ) = 0 for r 6= j, it follows that M is decomposable with respect
to {H1, . . . ,Hκ}, where H = H1 ⊕ · · · ⊕ Hκ and K = Hj for some j.
(2) This definition of decomposable MI spaces is inspired in the definition of extra invariance of
shift-invariant spaces, [2, 6, 7]. As we shall see in detail in Section 5, shift-invariant spaces
are in one-to-one correspondence with MI spaces for a proper choice of Ω and H. Under this
correspondence, shift-invariant spaces having extra invariance correspond to decomposable MI
spaces with respect to a particular decomposition of H.
In the next proposition we summarize other important properties of decomposable MI spaces. In
particular, we shall see that given a decomposable MI space M the spaces Mj of the previous definition
are also multiplicatively invariant and show how their associated range function can be related to that of
M .
Proposition 3.3. Let M ⊆ L2(Ω,H) be a D-MI space with associated range function J . Suppose that
H has a decomposition as in (3.1) and that M is decomposable with respect to {H1, . . . ,Hκ}. Then, for
every 1 ≤ j ≤ κ the following conditions hold:
(i) Mj is a D-MI space.
(ii) If M =MD(A) for some at most countable set A ⊆ L2(Ω,H), then Mj =MD(Pj(A)).
(iii) The measurable range function Jj defined by Jj(ω) := PHj (J(ω)) is the one associated to Mj
through Theorem 2.3.
Proof. (i). Let Φ ∈ M and g ∈ D. Since, gPj(Φ) = Pj(gΦ) and M is a D-MI space, we conclude that
gΦ ∈Mj for every g ∈ D and Φ ∈Mj . Therefore, to claim that Mj is a D-MI space, we must show that
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it is closed. For this, take {Ψn}n∈N ⊆ Mj converging to some Ψ ∈ L2(Ω,H). Note that since Mj ⊆ M
and M is closed, we have that Ψ ∈M . Thus,
‖Ψn −Ψ‖
2 =
∫
Ω
‖PHj (Ψn(ω)−Ψ(ω))‖
2
H dµ(ω) +
∫
Ω
‖PH⊥
j
(Ψn(ω)−Ψ(ω))‖
2
H dµ(ω)
=
∫
Ω
‖Ψn(ω)− PHj (Ψ(ω))‖
2
H dµ(ω) +
∫
Ω
‖PH⊥
j
(Ψ(ω))‖2H dµ(ω)
= ‖Ψn − Pj(Ψ)‖
2 + ‖P⊥j (Ψ)‖
2,
where P⊥j (Ψ) denotes the function P
⊥
j (Ψ)(ω) = PH⊥j (Ψ(ω)) for a.e. ω ∈ Ω. Now, since Ψn → Ψ as
n→∞, we have that Ψn → Pj(Ψ) as n→∞ and P⊥j (Ψ) = 0. Hence, Pj(Ψ) = Ψ and therefore, Ψ ∈Mj
proving that Mj is closed.
(ii). Clearly,MD(Pj(A)) ⊆Mj . To prove the other inclusion, suppose there exists Ψ ∈Mj orthogonal
to MD(Pj(A)). Then, in particular we have that for every Φ ∈ A
〈Ψ,Pj(Φ)〉 =
∫
Ω
〈Ψ(ω), PHj (Φ(ω))〉 dµ(ω) =
∫
Ω
〈Ψ(ω),Φ(ω)〉 dµ(ω) = 〈Ψ,Φ〉,
which implies that Ψ ⊥M . Then Ψ = 0 and the conclusion follows.
(iii). Let us call K the measurable range function associated to Mj through Theorem 2.3. Then, the
result will be proven if we show that K(ω) = Jj(ω) for a.e. ω ∈ Ω.
Using Theorem 2.3 and item (ii) of this proposition, we have that K(ω) = span{Pj(Φ)(ω) : Φ ∈ A}
for a.e. ω ∈ Ω. Then, K(ω) ⊆ Jj(ω) for a.e. ω ∈ Ω. On the other hand, by the continuity of the
orthogonal projections PHj , Jj(ω) = PHj (span{Φ(ω) : Φ ∈ A}) ⊆ span{PHj (Φ(ω)) : Φ ∈ A} = K(ω) for
a.e. ω ∈ Ω. 
We now provide a characterization of decomposable MI spaces in terms of range functions. This result
will be useful in the solution of the approximation problems.
Proposition 3.4. Let M ⊆ L2(Ω,H) be a D-MI space with associated range function J . For κ ∈ N
suppose that H is decomposed as in (3.1). Then, the following two conditions are equivalent:
(i) M is decomposable with respect to {H1, . . . ,Hκ}.
(ii) For every 1 ≤ j ≤ κ, Jj(ω) ⊆ J(ω) for a.e. ω ∈ Ω, where Jj(ω) = PHj (J(ω)).
Proof. (i) ⇒ (ii). Since by Proposition 3.3 Jj given by Jj(ω) = PHj (J(ω)) for a.e. ω ∈ Ω is the
measurable range function associated to Mj for every 1 ≤ j ≤ κ, the result immediately follows.
(ii)⇒ (i). Let 1 ≤ j ≤ κ and Ψ ∈Mj. Then, there exists Φ ∈M such that Ψ = Pj(Φ). Now, for a.e.
ω ∈ Ω we have that Ψ(ω) = PHj (Φ(ω)) ∈ PHj (J(ω)) ⊆ J(ω) and this together with Theorem 2.3 show
that Ψ ∈M . 
4. Approximation problems
Throughout this section (Ω,m) will be a finite mesure space and the decomposition of H will be as in
(3.1) for some κ ∈ N. In this situation, we consider two approximation problems. Both are in the same
spirit: given a set F = {F1, . . . , Fm} ⊆ L2(Ω,H) and a class C of D-MI spaces, we look for an M∗ ∈ C
which best fits the data F in the sense of least squares. This is, M∗ must satisfy that
(4.1)
m∑
j=1
‖Fj − PM∗Fj‖
2 ≤
m∑
j=1
‖Fj − PMFj‖
2,
for all M ∈ C.
In the first version of this problem, we will minimize over the class Cℓ which, for a given ℓ ∈ N is
defined as
(4.2) Cℓ := {M ⊆ L
2(Ω,H) : M is D-MI, ℓ(M) ≤ ℓ}.
We shall refer to this particular version of the problem as Problem 1.
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In the second version of our approximation problem, which will be referred as Problem 2, we shall
minimize over a subclass of Cℓ defined as follows: given a decomposition of H as in (3.1), C{H1,...,Hκ},ℓ is
the subclass of Cℓ defined by
(4.3) C{H1,...,Hκ},ℓ := {M ⊆ L
2(Ω,H) : M is D-MI, ℓ(M) ≤ ℓ,Mj ⊆M ∀ 1 ≤ j ≤ κ}.
Note that C{H1,...,Hκ},ℓ is the subclass of Cℓ of decomposable MI spaces with respect to {H1, . . . ,Hκ}.
The L2(Rd)-versions of Problems 1 and 2 were considered in [1] and [13] respectively, where the
minimizing subspace was required to belong to certain class of shift-invariant spaces. The authors of
[1] showed a constructive way to find the minimizing shift-invariant space by means of the well-known
Singular Value Decomposition. Recently, it was shown in [13], that in the context of shift-invariant
spaces, Problem 2 has a solution. We will see that it is not difficult to adapt the proofs of [1, 13] to the
setting of vector-valued functions and MI spaces. However, since this new setting is not as familiar as
the shift-invariant space one and some details deserve to be carefully checked, we shall show here that
Problems 1 and 2 have solutions, providing the complete proofs.
For convenience of the reader we will state a result from [1] that we will use in what follows.
Theorem 4.1. [1, Theorem 4.1] Let H be an infinite dimensional Hilbert space, F = {f1, . . . , fm} ⊆
H, X = span{f1, . . . , fm}, λ1 ≥ λ2 ≥ · · · ≥ λm the eigenvalues of the matrix (〈fi, fj〉)i,jCm×m and
y1, . . . , ym ∈ Cm, with yi = (yi1, . . . , y1m)t orthonormal left eigenvectors associated to the eigenvalues
λ1, . . . , λm. Let ℓ ∈ N.
Define the vectors q1, . . . , qℓ ∈ H by qi = λ
1/2
i
∑m
j=1 yijfj if λi 6= 0 and qi = 0 otherwise. Then,
{q1, . . . , qℓ} is a Parseval frame for W = span{q1, . . . , qℓ} and W is optimal in the sense that
m∑
j=1
‖fj − PW fj‖
2 ≤
m∑
j=1
‖fj − PSfj‖
2,
for all subspace S such that dim(S) ≤ ℓ. Furthermore we have the following formula for the error
E(F , ℓ) =
m∑
j=ℓ+1
λj .
4.1. Optimal MI spaces.
In this subsection, we shall give a solution to Problem 1.
Theorem 4.2. Let ℓ ∈ N and F = {F1, . . . , Fm} ⊆ L2(Ω,H). Then, there exists a D-MI space M∗ of
length ℓ solving Problem 1, that is, satisfying
m∑
j=1
‖Fj − PM∗Fj‖
2 ≤
m∑
j=1
‖Fj − PMFj‖
2,
for all M ∈ Cℓ.
For the proof of the above theorem we shall use the Gramian associated to a given set of functions of
L2(Ω,H) which we define as follows: let F = {F1, . . . , Fm} ⊆ L
2(Ω,H), the Gramian associated to F is
the function GF : Ω→ Rm × Rm defined a.e. ω ∈ Ω by
(GF (ω))ij = 〈Fi(ω), Fj(ω)〉H.
For a.e. ω ∈ Ω, GF (ω) is a positive-semidefinite self-adjoint matrix and we denote and order its eigenvalues
as λ1(ω) ≥ · · · ≥ λm(ω). Since the entries of GF are measurable functions, by [1, Lemma 4.3] or [36,
Lemma 2.3.5] the eigenvalues λj : Ω → R, 1 ≤ j ≤ m, are measurable functions and there exists
U : Ω→ Cm × Cm with measurable entries and satisfying that U(ω) is unitary for a.e. ω ∈ Ω such that
GF (ω) = U(ω)Λ(ω)U
∗(ω), a.e. ω ∈ Ω,
where Λ(ω) := diag(λ1(ω), . . . , λm(ω)). Note that, denoting by Uj(ω) the j-th column of U(ω), one
can see that yj(ω) := U
∗
j (ω) is the left-eigenvector of GF (ω) associated to λj(ω). Moreover, {yj(ω) =
(yj1(ω), . . . , yjm(ω))}
m
j=1 is an orthonormal basis of C
m, for a.e ω ∈ Ω.
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Proof of Theorem 4.2. Keeping the notation described above, we will construct the generators of the
minimizing D-MI space – solution of Problem 1 – using the eigenvalues and left-eigenvectors of GF (ω).
For 1 ≤ j ≤ ℓ and a.e. w ∈ Ω, we define
(4.4) Φj(ω) := βj(ω)
m∑
i=1
yji(ω)Fi(ω),
where βj(ω) := λj(ω)
−1/2 if λj(ω) 6= 0 and βj(ω) := 0 if λj(ω) = 0.
First, observe that Φj : Ω→ H are measurable functions for 1 ≤ j ≤ ℓ. Let us see that Φj ∈ L2(Ω,H).
For this, using that yj(ω) are left-eigenvectors associated to λj(ω) and that {y1(ω), . . . , ym(ω)} forms an
orthonormal basis of Cm, for a.e. ω ∈ Ω, we compute∫
Ω
‖Φj(ω)‖
2
H dµ(ω) =
∫
Ω
βj(ω)
2‖
m∑
i=1
yji(ω)Fi(ω)‖
2
H dµ(ω)
=
∫
Ω
βj(ω)
2
m∑
s,i=1
yji(ω)〈Fi(ω), Fs(ω)〉Hyjs(ω) dµ(ω)
=
∫
Ω
βj(ω)
2
m∑
i=1
yji(ω)
m∑
s=1
(GF (w))isyjs(ω) dµ(ω)
=
∫
Ω
βj(ω)
2
m∑
i=1
yji(ω)λj(ω)yji(ω) dµ(ω)
=
∫
Ω
βj(ω)
2λj(ω) dµ(ω)
=
∫
Ω
χ{λj>0}(ω) dµ(ω) ≤ µ(Ω) < +∞.(4.5)
Now, consider M∗ :=MD(Φ1, . . . ,Φℓ) ∈ Cℓ and let us prove that M∗ is a solution for Problem 1.
Let J∗ be the range function associated to M∗ through Theorem 2.3. For a.e. ω ∈ Ω, since J∗(ω) =
span{Φj(ω) : 1 ≤ j ≤ ℓ}, by Theorem 4.1, we know that J∗(ω) is a subspace of H that satisfies
m∑
j=1
‖Fj(ω)− PJ∗(ω)(Fj(ω))‖
2
H ≤
m∑
j=1
‖Fj(ω)− PW (Fj(ω))‖
2
H,
for all subspaces W ⊆ H, with dim(W ) ≤ ℓ. Then, using this and Lemma 2.5, we have that, for M being
a D-MI space of length ℓ and associated range function J ,
m∑
j=1
‖Fj − PM∗Fj‖
2 =
∫
Ω
m∑
j=1
‖Fj(ω)− (PM∗Fj)(ω)‖
2
H dµ(ω)
=
∫
Ω
m∑
j=1
‖Fj(ω)− PJ∗(ω)(Fj(ω))‖
2
H dµ(ω)
≤
∫
Ω
m∑
j=1
‖Fj(ω)− PJ(ω)(Fj(ω))‖
2
H dµ(ω)
=
∫
Ω
m∑
j=1
‖Fj(ω)− (PMFj)(ω)‖
2
H dµ(ω)
=
m∑
j=1
‖Fj − PMFj‖
2,
and this proves what we wanted. 
Remark 4.3.
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(1) Due to Theorem 4.1, {Φj(ω) : 1 ≤ j ≤ ℓ} forms a Parseval frame for J∗(ω) for a.e. ω ∈ Ω. This
means that the generators defined as in (4.4) of the optimal MI space M∗ form a uniform frame
for J∗ with frame bounds A = B = 1. A complete characterization of uniform frames for range
functions can be found in [29, Theorem 2.1].
(2) The condition on Ω of having finite measure is crucial for ensuring that the generators defined
in (4.4) are in L2(Ω,H). However, one could delete that condition on Ω and instead ask the
data set F to be such that µ({ω ∈ Ω : GF (w) 6= 0}) < ∞ (see (4.5)). This also implies that
the generators belong to L2(Ω,H) since {ω ∈ Ω : GF(w) 6= 0} = {ω ∈ Ω : λ1(w) > 0} and the
condition µ({ω ∈ Ω : λ1(w) > 0}) <∞ gives µ({ω ∈ Ω : λj(w) > 0}) <∞ for all 1 ≤ j ≤ m.
(3) Since Theorem 4.1 provides a formula for the error, it follows that the error for Problem 1,
which is defined as E(F , ℓ) := minM∈Cℓ
∑m
j=1 ‖Fj − PMFj‖
2, coincides with the expression∑m
j=ℓ+1
∫
Ω
λj(w) dµ(w).
Now we will consider an approximation problem for the Hilbert spaceH over an appropriate minimizing
class. Even though the main reason for considering this problem is to solve Problem 2, the result turns
out to be interesting by itself.
4.2. The approximation problem for an orthogonally decomposed H.
In this subsection, we give a solution for an abstract version of the approximation problem for general
Hilbert spaces. The main result is a generalization of [13, Theorem 6.1] where the problem is solved for
ℓ2(Zd) and a decomposition of it arising from a partition of Zd. Although our result is for general Hilbert
spaces and arbitrary orthogonal decompositions, the proof follows the lines of that of [13, Theorem 6.1].
Let H be a separable Hilbert space and suppose that it is decomposed into an orthogonal sum as in (3.1),
that is
H = H1 ⊕ · · · ⊕ Hκ,
where κ ∈ N. Denote by PV the orthogonal projection of H onto the closed subspace V , and for a
subspace S ⊆ H, let us abbreviate Si := PHiS for 1 ≤ i ≤ κ.
The class of subspaces of H we shall work with is given by
Dℓ := {S ⊆ H : S is a subspace, dim(S) ≤ ℓ, Si ⊆ S ∀ 1 ≤ i ≤ κ}.
The reason for choosing this particular class of subspaces is not arbitrary. In fact, this is exactly the class
we have to use to be able to relate the present situation to Problem 2. We shall explain this in more
details when proving that Problem 2 has solution.
The minimization problem we want to solve now is the following: given a set of data X = {x1, . . . , xm} ⊆
H and ℓ ∈ N we seek for a subspace S∗ ∈ Dℓ satisfying
(4.6)
m∑
j=1
‖xj − PS∗xj‖
2 ≤
m∑
j=1
‖xj − PSxj‖
2,
for any other S ∈ Dℓ.
Note that, since ‖x‖2 = ‖PSx‖2+‖x−PSx‖2 for all x ∈ H and any subspace S ⊆ H , then S∗ satisfies
(4.6) if and only if S∗ satisfies
m∑
j=1
‖PS∗xj‖
2 ≥
m∑
j=1
‖PSxj‖
2, for every S ∈ Dℓ.
On the other hand, for every subspace S of H it holds that S ⊆
⊕κ
i=1 Si. Hence, the condition S ∈ Dℓ
is equivalent to S =
⊕κ
i=1 Si.
Then, we observe that for S ∈ Dℓ,
m∑
j=1
‖PSxj‖
2 =
m∑
j=1
‖
κ∑
i=1
PSixj‖
2 =
m∑
j=1
‖
κ∑
i=1
PSiPHixj‖
2 =
m∑
j=1
κ∑
i=1
‖PSiPHixj‖
2.
At this point we see that the above calculation suggests the following strategy for finding S∗: since∑m
j=1 ‖PSxj‖
2 is as big as possible when
∑m
j=1 ‖PSiPHixj‖
2 is as big as possible, for every 1 ≤ i ≤ κ,
we will take an optimal Si –given by Theorem 4.1– minimizing the data Xi := {PHix1, . . . , PHixm} for
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every 1 ≤ i ≤ κ and then show that S∗ :=
⊕κ
i=1 Si is the optimal subspace we are looking for. In this
process we will have to deal with an extra condition on the dimension of the S′is because ℓ ≥ dim(S
∗) =∑κ
i=1 dim(Si).
Before stating and proving the main result of this section about the existence of an optimal S∗ solving
(4.6) we need to set some notation. For X = {x1, . . . , xm} ⊆ H and 1 ≤ i ≤ ℓ, Gi is the Gramian
associated to the data set Xi ={PHix1, . . . , PHixm}, that is the matrix in C
m × Cm given by (Gi)kj =
〈PHixk, PHixj〉H. By λ
i
1 ≥ · · · ≥ λ
i
m we denote its eigenvalues and by y
i
1, . . . , y
i
m ∈ C
m the corresponding
left-eigenvectors. Let Λ be the set of all eigenvalues of Gi for every 1 ≤ i ≤ ℓ, i.e. Λ = {λij : 1 ≤ i ≤
ℓ, 1 ≤ j ≤ m} and let µ1 ≥ · · · ≥ µℓ be the ℓ biggest elements of Λ ordered decreasingly. Then, we have
that for every s = 1, . . . , ℓ, µs = λ
is
js
for some 1 ≤ is ≤ ℓ, 1 ≤ js ≤ m. With this notation we define
h1, . . . , hℓ ∈ H by
(4.7) hs := (λ
is
js
)−1/2
m∑
k=1
yisjs(k)PHisxk,
when µs = λ
is
js
6= 0 and hs = 0 otherwise. Here, y
is
js
(k) is the k-th entry of yisjs . Note that hs is defined in
terms of the s-th biggest eigenvalue of Λ, its associated eigenvector and the corresponding projection of
the elements of X .
Theorem 4.4. Let ℓ ∈ N and X = {x1, . . . , xm} ⊆ H. Keeping the above notation we have that there
exists S∗ ∈ Dℓ satisfying (4.6). Moreover, S∗ = span{h1, . . . , hℓ} and {h1, . . . , hℓ} forms a Parseval
frame for S∗, where hi is defined by (4.7) for all 1 ≤ i ≤ ℓ.
Proof. We will follow the strategy described above. For this, we begin by definingQ := {α := (α1, . . . , ακ) :
αi ∈ N ∪ {0},
∑κ
i=1 αi ≤ ℓ}. Now, for a fixed α ∈ Q, let S
α
i be the optimal subspace that minimizes the
expression
m∑
j=1
‖PHixj − PSPHixj‖
2
over the class of subspaces of H with dimension at most αi. The existence of such subspace Sαi is
guaranteed by Theorem 4.1. Moreover, the same result asserts that Sαi is generated by h
α
1 , . . . , h
α
αi where
hαr := (λ
i
r)
−1/2
∑m
k=1 y
i
r(k)PHixk if λ
i
r 6= 0 and h
α
r = 0 otherwise, and also asserts that {h
α
1 , . . . , h
α
αi}
forms a Parseval frame for Sαi .
Now for every α ∈ Q, we consider Sα :=
⊕κ
i=1 S
α
i where S
α
i is constructed as above. Let β ∈ Q be
such that Sβ is the subspace that minimizes
∑m
j=1 ‖xj − PSαxj‖
2 over α ∈ Q – which exists because Q
is finite –, and set S∗ = Sβ .
By construction, S∗ ∈ Dℓ and it is easy to see that S∗ satisfies (4.6). Furthermore, since {h
β
1 , . . . , h
β
βi
}
forms a Parseval frame for Sβi and {S
β
i : 1 ≤ i ≤ κ} are orthogonal subspaces,
⋃κ
i=1{h
β
1 , . . . , h
β
βi
} forms
a Parseval frame for S∗. What is left is to observe that
⋃κ
i=1{h
β
1 , . . . , h
β
βi
} = {h1 . . . , hℓ}, where each hs
is as in (4.7). 
Remark 4.5. By Theorem 4.1, if β ∈ Q is as in the proof of Theorem 4.4, for every 1 ≤ i ≤ κ, the
error
∑m
j=1 ‖PHixj − PSβ
i
PHixj‖
2 agrees with
∑m
j=βi+1
λij . Then, the error
∑m
j=1 ‖xj − PS∗xj‖
2 is∑κ
i=1
∑m
j=βi+1
λij =
∑m
j=ℓ+1 µj .
4.3. Optimal decomposable MI spaces.
As we mentioned before, in the second version of our approximation problem we will minimize over
the subclass of Cℓ, C{H1,...,Hκ},ℓ (see (4.3)). Specifically, Problem 2 reads a follows:
Problem 2: Let ℓ ∈ N and {H1, . . . ,Hκ} a decomposition ofH as in (3.1). Given F = {F1, . . . , Fm} ⊆
L2(Ω,H), find a D-MI space M∗ ∈ C{H1,...,Hκ},ℓ such that
(4.8)
m∑
j=1
‖Fj − PM∗Fj‖
2 ≤
m∑
j=1
‖Fj − PMFj‖
2,
for all M ∈ C{H1,...,Hκ},ℓ.
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Recall that in the situation of Problem 2 we have that H is decomposed as in (3.1). Let F =
{F1, . . . , Fm} ⊆ L2(Ω,H) be the data set we want to approximate using the class C{H1,...,Hκ},ℓ where
ℓ ∈ N is fixed. For a.e. ω ∈ Ω, we will consider the optimal subspace J∗(ω) ∈ Dℓ for the data
F(ω) = {F1(ω), . . . , Fm(ω)} ⊆ H given by Theorem 4.4. These will give point-wise solutions that we will
“paste up” to construct a solution for Problem 2. Roughly spiking, we will show that ω 7→ J∗(ω) is a
measurable range function and the associated MI space,M∗, given by Theorem 2.3 is the solution we are
looking for. Note that since J∗(ω) ∈ Dℓ for a.e. ω ∈ Ω, PHi(J
∗(ω)) ⊆ J∗(ω) for every 1 ≤ i ≤ κ, thus
by Lemma 3.4, M∗ will be decomposable with respect to {H1, . . . ,Hκ}. This justified the choice of the
class Dℓ in Section 4.2.
Using the notation of Section 4.2 we have that for a.e ω ∈ Ω, J∗(ω) is generated by {Φ1(ω),. . . ,Φℓ(ω)}
where, for s = 1 . . . , ℓ,
(4.9) Φs(ω) := λ
is(ω)
js(ω)
(ω)−1/2
m∑
k=1
(
y
is(ω)
js(ω)
(ω)
)
(k)PisFk(ω),
if λ
is(ω)
js(ω)
(ω) 6= 0 and Φs(ω) = 0 otherwise.
Now, the solution for Problem 2 is provided by the upcoming theorem.
Theorem 4.6. Let ℓ ∈ N and F = {F1, . . . , Fm} ⊆ L2(Ω,H). ThenM∗ =MD(Φ1, . . . ,Φℓ) ∈ C{H1,...,Hκ},ℓ
with Φs defined a.e. ω ∈ Ω by (4.9), is a solution of Problem 2. Moreover, {Φ1, . . . ,Φℓ} is a uniform
Parseval frame for J∗, where J∗ is the measurable range function associated to M∗.
Proof. The measurability of the functions Φ1, . . . ,Φℓ is a consequence of the measurability of the eigen-
values λ
is(ω)
js(ω)
(ω) and the eigenvectors y
is(ω)
js(ω)
(ω), and this follows readily from the argument given in [13,
Section 4]. Furthermore, the same calculations we used to obtain (4.5) shows that Φ1, . . . ,Φℓ ∈ L2(Ω,H).
Therefore, by Theorem 2.3, J∗(ω) = span{Φs(ω) : 1 ≤ s ≤ ℓ} is the measurable range function associated
to the MI space M∗ = MD(Φ1, . . . ,Φℓ). As we mentioned at the beginning of this section, J
∗(ω) ∈ Dℓ
by construction and then, by Proposition 3.4, M∗ ∈ C{H1,...,Hκ},ℓ.
To show that M∗ solves Problem 2, we first observe that if M ∈ C{H1,...,Hκ},ℓ with associated range
function J , then by Proposition 3.4, J(ω) ∈ Dℓ for a.e. ω ∈ Ω. Thus, by construction and Theorem 4.4,
we have that for a.e. ω ∈ Ω
m∑
j=1
‖Fj(ω)− PJ∗(ω)(Fj(ω))‖
2
H ≤
m∑
j=1
‖Fj(ω)− PJ(ω)(Fj(ω))‖
2
H.
Then, integrating over Ω and using Lemma 2.5 we obtain
m∑
j=1
‖Fj − PM∗Fj‖
2 ≤
m∑
j=1
‖Fj − PMFj‖
2,
which says that M∗ is a solution for Problem 2.
Finally, since by Theorem 4.4, {Φ1(ω), . . . ,Φℓ(ω)} is a Parseval frame for J∗(ω) for a.e. ω ∈ Ω, we
conclude that {Φ1, . . . ,Φℓ} is a uniform Parseval frame for J∗. 
Remark 4.7.
(1) Taking into account Remark 4.5, we have that the approximation error
∑m
j=1 ‖Fj − PM∗Fj‖
2 is
exactly
∑κ
i=1
∑m
j=βi+1
∫
Ω
λ
i(ω)
j(ω)(ω) dµ(ω) =
∫
Ω
∑m
j=ℓ+1 µj(ω) dµ(ω).
(2) Note that the strategies for finding a solution for Problems 1 and 2 are similar. In both cases,
the idea is to find point-wise solutions using previous result for general Hilbert spaces and then
paste them up together to construct the optimal subspaces which solve Problem 1 and 2.
(3) Problem 2 can be solved using Problem 1 in different way. Indeed, given a data set F =
{F1, . . . , Fm} ⊆ L2(Ω,H), we can consider the data set containing the elements of F but split ac-
cording to the decomposition ofH given by (3.1), F˜ := {P1F1, . . . ,P1Fm, . . . ,PκF1, . . . ,PκFm}⊆
L2(Ω,H). It can be proven that the solution of Problem 1 constructed for the data F˜ is a solution
of Problem 2 for the data set F .
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5. Application to SI spaces in LCA groups
In this section we shall see how the result about MI spaces can be used to obtain optimal shift-invariant
subspaces for a given set of data. We shall work in L2(G), where G is a second countable locally compact
abelian group (LCA group for short) with operation written additively and the measure involved is the
Haar measure on G which we denote by mG. Furthermore, we consider a uniform lattice H on G, that
is a countable discrete subgroup H of G such that G/H is compact, and the translation operators along
elements of H , Th, defined by Thf(x) := f(x− h), for f ∈ L2(G) and a.e. x ∈ G. We say that a closed
subspace V ⊆ L2(G) is H-invariant if for every f ∈ V , Thf ∈ V for all h ∈ H .
Now, given any (at most countable) set of functions A ⊆ L2(G) , the space V := SH(A) where
SH(A) = span{Thφ : h ∈ H, φ ∈ A} is an H-invariant space that we call the H-invariant space generated
by A. In this section we focus on finitely generated H-invariant spaces, that is, when A is a finite set of
L2(G). For a finitely generated H-invariant space V we define its length ℓ(V ) as the minimum number
of functions we need to generate it, more precisely,
ℓ(V ) := min{n ∈ N : ∃φ1, . . . , φn ∈ L
2(G), such that V = SH(φ1, . . . , φn)}.
5.1. Optimal H-invariant spaces.
The first approximation result we will prove concerns the optimal finitely generated H-invariant space
of length at most ℓ that best fits a given set of data. To properly state the result we define, for a given
ℓ ∈ N the class of H-invariant spaces Vℓ as
Vℓ := {V ⊆ L
2(G) : V is a finitely generated H-invariant space with ℓ(V ) ≤ ℓ}.
Theorem 5.1. Let ℓ ∈ N and F = {f1, . . . , fm} ⊆ L
2(G) be a set of data. Then there exists V ∗ ∈ Vℓ
such that
m∑
j=1
‖fj − PV ∗fj‖
2
2 ≤
m∑
j=1
‖fj − PV fj‖
2
2 for all V ∈ Vℓ.
Moreover, there exists a generator set for V ∗, {φ1, . . . , φℓ} such that {Thφj : h ∈ H, 1 ≤ j ≤ ℓ} is a
Parseval frame for V ∗.
To prove the above theorem we shall establish a one-to-one correspondence with MI spaces and use
Theorem 4.2. For this, we first need to recall some notions and properties about LCA groups.
By Ĝ we denote the dual group of G, that is the set of continuous characters of G and by mĜ its
Haar measure. We use the notation (x, γ) for the complex value that the character γ takes at x. For
every x ∈ G, ex : Ĝ → C is the character on Ĝ induced by x, i.e. ex(γ) := (x, γ) for all γ ∈ Ĝ.
For a subgroup K of G, we write K∗ for its annihilator which is the closed subgroup of Ĝ given by
K∗ = {γ ∈ Ĝ : (x, γ) = 1 ∀x ∈ K}. In our case, since we have chosen the subgroup H to be such that
G/H is compact, by [34, Lemma 2.1.3], its annihilator H∗ is discrete. Moreover, since G/H is metrizable,
H∗ is countable, [26, Theorem 24.15]. We then fix Ω ⊆ Ĝ a measurable section of the quotient Ĝ/H∗,
whose existence is provided by [32, Lemma 1.1]. Since additionally H is discrete, Ω can be chosen to be
relatively compact and thus of finite measure (see [30, Lemma 2]). The Fourier transform of f ∈ L1(G)
is defined by f̂(γ) =
∫
G
f(x)(−x, γ) dmG(x) and it can be extended to an operator from L2(G) to L2(G)
which, for a proper normalization of mG and mĜ, turns out to be an isometric isomorphism.
The upcoming proposition was proven in [14, Proposition 3.3] and provides an isometric isomorphism
between L2(G) and the vector-valued space L2(Ω, ℓ2(H∗)).
Proposition 5.2. The fiberization mapping T : L2(G)→ L2(Ω, ℓ2(H∗)) defined by
T f(ω) = {f̂(ω + δ)}δ∈H∗
is an isometric isomorphism and it satisfies T Thf(ω) = (−h,w)T f(ω) for all f ∈ L2(G), all h ∈ H and
a.e. ω ∈ Ω.
The fiberization isometry of Proposition 5.2 not only gives that L2(G) is isomorphic to L2(Ω, ℓ2(H∗))
but also provides the correspondence betweenH-invariant spaces in L2(G) andMI spaces of L2(Ω, ℓ2(H∗)).
Here the underlying determining set is D = {ehχΩ}h∈H , where χΩ is the characteristic function of Ω, [11,
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Corollary 3.6]. Then, since T Thf = e−hT f for all f ∈ L2(G), we have that V ⊆ L2(G) is an H-invariant
space if and only is T V ⊆ L2(Ω, ℓ2(H∗)) is an MI space with respect to D. This fact allows us to prove
Theorem 5.1.
Proof of Theorem 5.1. Let T be the isomorphism of Proposition 5.2 and consider the set {T f1, . . . , T fm} ⊆
L2(Ω, ℓ2(H∗)). As we discussed before, H-invariant spaces are in one-to-one correspondence with D-MI
spaces under T , where D = {ehχΩ}h∈H . Moreover, if A ⊆ L2(G) is an at most countable set, then
V = SH(A) if and only if T V = MD(T A) where T A := {T φ : φ ∈ A}. In particular this shows that
V ∈ Vℓ if and only if T V ∈ Cℓ where Cℓ is as in (4.2).
LetM∗ =MD(Φ1, . . . ,Φℓ) ∈ Cℓ be an optimal MI space for the data in L2(Ω, ℓ2(H∗)), {T f1, . . . , T fm},
which exists due to Theorem 4.2. Now, set V ∗ := T −1M∗ ∈ Vℓ and consider any V ∈ Vℓ. Then, by
Theorem 4.2 and Proposition 5.2 we have
m∑
j=1
‖fj − PV ∗fj‖
2
2 =
m∑
j=1
‖T fj − T PV ∗fj‖
2
=
m∑
j=1
‖T fj − PM∗T fj‖
2
≤
m∑
j=1
‖T fj − PT V T fj‖
2 =
m∑
j=1
‖fj − PV fj‖
2
2.
Moreover, since M∗ = MD(Φ1, . . . ,Φℓ), V
∗ = SH(φ1, . . . , φℓ), where φj := T −1Φj for all 1 ≤ j ≤ ℓ.
Recall that by Theorem 4.2 {Φ1, . . . ,Φℓ} is a uniform Parseval frame for the range function associated
to M∗, then, using [14, Theorem 4.1] we have that {Thφj : h ∈ H, 1 ≤ j ≤ ℓ} is a Parseval frame for V
∗,
and this completes the proof. 
Remark 5.3.
(1) It is well known that there are LCA groups which do not have any uniform lattice, (see [11, 30]).
However, there is an easy way to construct groups that do have uniform lattices. For a given
discrete and countable LCA group H and a compact group C, simply take the LCA group
G = H × C with the product measure. Then H × {0} is a uniform lattice on G.
(2) When instead of translations other operators – such as dilations – are involved, an analogous
result to Theorem 5.1 can be obtained. To be more precise, when a discrete abelian group Γ is
acting on a measure space X , one can consider closed subspaces of L2(X ) that are invariant under
unitary operators arising from the group action. In this situation, it was proven in [9] that the
mapping that relates these invariant subspaces with MI spaces is the generalized Zak transform,
introduced in [27] (see [9] for details). Under this identification it can be proven that the version
of Theorem 5.1 adapted to this setting is also true.
5.2. Optimal H-invariant spaces with extra invariance.
Keeping the notation and hypotheses on G and H described above, we consider a closed subgroup Γ
of G containing H and H-invariant spaces V with extra invariance on Γ. This means that TyV ⊆ V
for all y ∈ Γ and we also say that V is Γ-invariant. These type of H-invariant spaces were completely
characterized in [6] and they are in one-to-one correspondence with MI spaces in L2(Ω, ℓ2(H∗)) that are
decomposable with respect to the decomposition of ℓ2(H∗) that we describe below.
Let N be an at most countable section for the quotient H∗/Γ∗. Then H∗ =
⋃
σ∈N Γ
∗ + σ where the
union is disjoint and therefore ℓ2(H∗) =
⊕
σ∈N ℓ
2(Γ∗ + σ).
For σ ∈ N we define the set Bσ as
(5.1) Bσ = Ω+ σ + Γ
∗ =
⋃
γ∗∈Γ∗
(Ω + σ) + γ∗.
It is not difficult to see that {Bσ}σ∈N is a partition of Ĝ.
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Lemma 5.4. Let V ⊆ L2(G) be an H-invariant space and Γ ⊆ G a closed subgroup containing H. If T
is as in Proposition 5.2 and M := T V, then the following conditions are equivalent:
(i) V is Γ-invariant.
(ii) M ⊆ L2(Ω, ℓ2(H∗)) is decomposable with respect to {ℓ2(Γ∗ + σ)}σ∈N .
Proof. For each σ ∈ N , let Pσ : L2(Ω, ℓ2(H∗)) → L2(Ω, ℓ2(Γ∗ + σ)) be the orthogonal projection onto
L2(Ω, ℓ2(Γ∗ + σ)). Now, for any f ∈ L2(G) define fσ via its Fourier transform as f̂σ = χBσ f̂ , where
{Bσ}σ∈N is the partition of Ĝ given by (5.1). Then we have that T fσ(ω) = Pσ(T f)(ω) for a.e. ω ∈ Ω.
Therefore, item (ii) is equivalent to require that for every f ∈ V and each σ ∈ N , T fσ(ω) ∈ J(ω) for
a.e. ω ∈ Ω, where J is the measurable range function associated to M through Theorem 2.3. Thus, the
result follows from [6, Proposition 5.4]. 
We now restrict ourself to subgroups Γ that are discrete. In that case, the section N of H∗/Γ∗ is finite
(see [15, Remark 2.2]). We consider the subclass of Vℓ denoted by VΓ,ℓ and defined by
VΓ,ℓ := {V ∈ Vℓ : V has extra invariance on Γ}.
For this class we can obtain the analogous result to Theorem 5.1. Its proof is a consequence of Theorem
4.6 and Lemma 5.4 and follows the lines of the proof of Theorem 5.1. Thus, we omit it.
Theorem 5.5. Let H ⊆ G be a uniform lattice and Γ a larger discrete subgroup of G containing H. Let
ℓ ∈ N and F = {f1, . . . , fm} ⊆ L2(G) be a set of data. Then there exists V ∗ ∈ VΓ,ℓ such that
m∑
j=1
‖fj − PV ∗fj‖
2
2 ≤
m∑
j=1
‖fj − PV fj‖
2
2 for all V ∈ VΓ,ℓ.
Moreover, there exists a generator set for V ∗, {φ1, . . . , φℓ} such that {Thφj : h ∈ H, 1 ≤ j ≤ ℓ} is a
Parseval frame for V ∗.
Remark 5.6. Theorems 5.1 and 5.5 provide extensions to the setting of LCA groups of [1, Theorem 2.1]
and [13, Theorem 4.1] respectively.
6. Totally decomposable MI spaces and translation-invariant spaces
In this section we shall work in the setting of Section 5 where G is a second countable LCA group and
we consider H-invariant spaces of L2(G) where H is a uniform lattice on G. Our main result here relates
translation-invariant spaces, that are closed subspaces of L2(G) invariant under any translation onG, with
totally decomposable MI spaces (see Definition 3.1). For this, we need to consider translation-invariant
spaces. In particular we shall prove a result which describes the measurable subset of Ĝ associated to a
translation-invariant space through the so-called Wiener Theorem.
We begin by proving a version of Wiener’s Theorem in the setting of LCA groups. A version for
G = Rd was proven in [35], with a beautiful proof which uses elementary theory. Although one can
straightforwardly adapt it to the setting of LCA groups, we provide it here for the reader’s convenience.
For a different proof in terms of range function we refer to [11, Corollary 3.9].
Proposition 6.1. Let V ⊆ L2(G) be a closed subspace. Then, the following are equivalent:
(i) V is translation invariant.
(ii) There exists a measurable set E ⊆ Ĝ such that V = {f ∈ L2(G) : f̂ = 0 a.e. E}.
Proof. (ii)⇒ (i). This is a straightforward consequence of the fact that (̂Txf) = e−xf̂ for every f ∈ L2(G)
and every x ∈ G.
(i)⇒ (ii). Let P be the orthogonal projection of L2(Ĝ) onto V̂ = {f̂ : f ∈ V }. Then, for f, g ∈ L2(Ĝ)
we have that 〈f − Pf, Pg〉 = 0. Since V is translation invariant, for every x ∈ G we have
0 = 〈f − Pf, Pgex〉 =
∫
Ĝ
(f − Pf)(γ)Pg(γ)e−x(γ) dmĜ = ((f − Pf)Pg)
∧(x),
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thus, (f − Pf)Pg = 0 which says that fPg = PfPg for all f, g ∈ L2(Ĝ). Swapping the roles of f and g
in the above equalities, we also obtain that gPf = PgPf for all f, g ∈ L2(Ĝ). Therefore,
(6.1) fPg = Pfg for all f, g ∈ L2(Ĝ).
Now, let g0 ∈ L2(Ĝ) be such that g0 > 0 a.e. Ĝ (see Proposition A.1 in the Appendix) and call Z the
exceptional set of zero measure. Then, for φ := Pg0/g0 defined a.e. on Ĝ \Z, by (6.1) we have Pf = φf
for every f ∈ L2(Ĝ). Since P is an orthogonal projection
φf = Pf = P 2f = φ2f for all f ∈ L2(Ĝ),
and choosing f = g0 we can conclude that φ
2 = φ a.e. Ĝ \Z. This implies that φ takes that values 0 and
1 a.e. Ĝ \ Z.
Let E ⊆ Ĝ \ Z be the set on which φ = 0 a.e. Then, f ∈ V̂ if and only if f = Pf = φf and the latter
holds if and only if f = 0 a.e. E. 
Due to the separability of L2(G), for every translation-invariant space V , which in particular is an
H-invariant space, there exists an at most countable set A ⊆ L2(G) such that V = SH(A). Using this
description of V , we can describe the set E of Proposition 6.1 associated to V in terms of its generators
as an H-invariant space.
Corollary 6.2. Let V ⊆ L2(G) be a translation-invariant space and A ⊆ L2(G) an at most countable
set such that V = SH(A). Then V = {f ∈ L2(G) : f̂ = 0 a.e. E} with E =
⋂
φ∈A{φ̂ = 0} up to a
measure zero set.
Proof. By Proposition 6.1, there exists a measurable set E˜ ⊆ Ĝ such that V = {f ∈ L2(G) : f̂ =
0 a.e. E˜}. Let us call W = {f ∈ L2(G) : f̂ = 0 a.e. E}, where E =
⋂
φ∈A{φ̂ = 0}. We will prove that
V =W (or equivalently that E˜ = E up to a measure zero set). Note that V ⊆W if and only if E ⊆ E˜.
First, since by definition of E, E ⊆ {φ̂ = 0} for each φ ∈ A, we have A ⊆ W . Thus, span{Thφ : φ ∈
A, h ∈ H} ⊆ W because W is translation invariant. Finally, taking closure we find that V = SH(A) ⊆
W =W .
For the other inclusion, we see that since φ ∈ A ⊆ V , then φ̂ must be zero a.e. in E˜. Thus E˜ ⊆ {φ̂ = 0}
for every φ ∈ A and then E˜ ⊆
⋂
φ∈A{φ̂ = 0} = E.(i.e. W ⊆ V.) 
As the previous results show, translation-invariant spaces are in correspondence with measurable sets
of Ĝ. One can also construct a translation-invariant space by imposing an additional condition on
its generators as an H-invariant space, as we shall see in the next proposition. For this, again as in
Section 5, let Ω be a measurable section of the quotient Ĝ/H∗. The space Lp(Ω) is identified with
{g ∈ Lp(Ĝ) : g = 0 a.e. Ωc}, 1 ≤ p ≤ +∞. In this situation, the set {χΩeh}h∈H defined by the characters
induced by H , forms an orthogonal basis of L2(Ω) (see [14, Proposition 2.16.]).
Proposition 6.3. Let A ⊆ L2(G) be an at most countable set such that φ̂ ∈ L2(Ω) ∀φ ∈ A, and consider
the space V = SH(A). Then, V is translation invariant. In particular, V = {f ∈ L
2(G) : f̂ = 0 a.e. E}
with E =
⋂
φ∈A{φ̂ = 0} ⊆ Ω.
Proof. Let x ∈ G. Then, by [14, Lemma 4.4], there exists a sequence of trigonometric polynomials
{pn}n∈N such that pn(ω)→ e−x(ω) a.e. ω ∈ Ω with ‖pn‖∞ ≤ C for every n ∈ N. Now, for g ∈ V̂ , since
|pn − e−x|2|g|2 ≤ (C + 1)2|g|2 on Ω, by Dominated Convergence Theorem, we have that png → e−xg in
L2(Ω). Therefore, since png ∈ V̂ for all n ∈ N, we can conclude that e−xg ∈ V̂ .
As a consequence, V is translation invariant and by Corollary 6.2 the result follows. 
We now state the main result of this section, where we characterize translation-invariant spaces in
terms of MI spaces. We shall show that translation-invariant spaces are associated to MI spaces that are
totally decomposable.
Theorem 6.4. Let V ⊆ L2(G) be an H-invariant space. Let T : L2(G) → L2(Ω, ℓ2(H∗)) be the
fiberization mapping of Proposition 5.2, and {δk}k∈H∗ be the canonical basis of ℓ2(H∗). Then the following
conditions are equivalent:
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(i) M := T V is totally decomposable with respect to {span{δk}}k∈H∗ .
(ii) V is a translation-invariant space.
Proof. (i) ⇒ (ii). We know that Mk ⊆ M for every k ∈ H
∗ where Mk = PkM and Pk(F )(ω) =
Pspan{δk}(F (ω)) for a.e. ω ∈ Ω. Since, M =
⊕
k∈H∗ Mk, using that T is an isometric isomorphism
and denoting T Vk = Mk, we immediately have V =
⊕
k∈H∗ Vk. Therefore, if we prove that each Vk is
translation invariant, we will be able to conclude that so is V .
Fix k ∈ H∗. Denote by Ωk the translation by k of Ω, i.e. Ωk = Ω + k. For f ∈ V , fk is the function
defined by its Fourier transform as f̂k := χΩk f̂ . If F ∈M is F = T f , then Fk(ω) = f̂(ω+k)δk = T fk(ω)
a.e. ω ∈ Ω and we have that f̂k = ̂(T −1Fk) ∈ ̂(T −1Mk) = V̂k. On the other hand, if f ∈ Vk, F = T f ∈Mk
and then Fk = F . Thus, fk = f and therefore Vk = {fk : f ∈ V }. Furthermore, since by Proposition
3.3, Mk is a D-MI space with D = {ehχΩ}h∈H , Vk is H-invariant. In particular, we obtain that for every
f ∈ V , Wk := span{ehf̂k : h ∈ H} ⊆ V̂k.
Now, by Proposition 6.3 (Wk)
∨ is translation invariant. Hence, for x ∈ G and f ∈ V , Txfk ∈ (Wk)
∨ ⊆
Vk. Thus, Vk is translation invariant and so is V .
(ii)⇒ (i). We need to show that Mk ⊆ M for all k ∈ H∗ which is equivalent to see that Vk ⊆ V for
all k ∈ H∗.
Thus, let us fix k ∈ H∗. Since V is translation-invariant, by Proposition 6.1 there exists E ⊆ Ĝ
measurable such that V = {f ∈ L2(G) : f̂ = 0 a.e. E}. Then, if f ∈ V , f̂k = χΩk f̂ satisfies that f̂k = 0
a.e. E which implies that fk ∈ V . Therefore, Vk ⊆ V as we wanted to prove. 
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Appendix A.
In this Appendix we provide a proof for the existence of a function in L2(G) which is never zero -
up to, perhaps, a zero measure set. We believe that this is known, but since we did not find a precise
reference, we construct it here.
Proposition A.1. Let G be a second countable LCA group. Then, there exists a function f ∈ L2(G)
such that f > 0 a.e. on G.
Proof. From [20, Lemma 4.19] one can conclude that for every compact set K ⊆ G there exits g ∈ L2(G)
such that g > 0 on K and g ≥ 0 on G.
Since G is second countable, in particular it is σ-compact. Then, we have that G =
⋃
j∈NKj where
each Kj is compact. We now consider the sets {Fj}j∈N which are the disjoint versions of {Kj}j∈N, that
is, F1 := K1 and Fj := Kj \ (
⋃j−1
i=1 Ki) for j ∈ N. Note that we still have G =
⋃
j∈N Fj where now the
union is disjoint.
For every j ∈ N, let gj ∈ L2(G) be such that gj > 0 on Kj and gj ≥ 0 on G and consider fj :=
(1/2j)χFj (gj/‖gj‖2). Then, f :=
∑
j∈N fj is the function we are looking for. Indeed. First note that
since {Fj}j∈N is a partition for G,
‖f‖22 =
∑
j∈N
‖fj‖
2
2 ≤
∑
j∈N
1
4j
< +∞,
and therefore f ∈ L2(G). Finally, since gj > 0 on Kj for each j ∈ N, fj > 0 on Fj for each j ∈ N, and
thus, f > 0 a.e. on G. 
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