Accurately modeling astrophysical extreme-mass-ratio-insprials requires calculating the gravitational self-force for orbits in Kerr spacetime. The necessary calculation techniques are typically very complex and, consequently, toy scalar-field models are often developed in order to establish a particular calculational approach. To that end, I present a calculation of the scalar-field self-force for a particle moving on a (fixed) inclined circular geodesic of a background Kerr black hole. I make the calculation in the frequency-domain and demonstrate how to apply the mode-sum regularization procedure to all four components of the self-force. I present results for a number of strong-field orbits which can be used as benchmarks for emerging self-force calculation techniques in Kerr spacetime.
outline now.
In Schwarzschild spacetime the angular dependence of the scalar-field wave equation can be separated by decomposing the field and source into spherical-harmonic modes. One then has the choice to solve the resulting 1+1D set of partial differential equations (PDEs) in the time-domain or to further decompose into Fourier modes and solve the resulting ordinary differential equations (ODEs) for the radial component of the field. Time domain self-force calculations in Kerr spacetime usually involve solving the full 3+1D or 2+1D field equations. Within these decompositions the retarded field is formally divergent at the particle's location and so effective-source techniques are employed to regularize the field [32, [44] [45] [46] [47] . A 1+1D decomposition into spherical-harmonic modes is also possible in Kerr spacetime and this has the attraction that each multipole mode of the scalar-field is finite at the particle's location. The downside to this approach is that, in Kerr spacetime, the resulting field equations couple between the individual multipole modes (though recently it has been shown that this coupling is tractable in practice [48] ).
For a complete separation of the angular dependence of the scalar-field equation in Kerr spacetime it is necessary to decompose into both spheroidal-harmonic and Fourier modes [49, 50] . Then, as with a spherical-harmonic decomposition, the individual modes of the scalar-field are finite at the particle but now the individual multipole modes also decouple from one-another. This allows each multipole mode to be solved for in isolation from all the others. Working in the frequency-domain is also attractive because one only encounters ODEs which are numerically much more straightforward to solve than PDEs. One of the goals of this work is to provide benchmarks for other emerging self-force calculation techniques and the ease with which ODEs can be solved to high accuracy greatly assists in achieving this aim. It is for these reasons that in this work I have chosen to pursue a frequency-domain approach.
The layout of this paper is as follows. Section II details the orbital parameterization for inclined circular orbits and gives the equations for scalar-field perturbations in Kerr spacetime. Section III outlines the mode-sum approach and shows how to apply it to all four-components of the scalar-field self-force. Section IV overviews my numerical implementation with results presented in Sec. V. Throughout this work I use Boyer-Lindquist coordinates (t, r, θ, ϕ) with metric signature (− + ++) and geometric units such that the speed of light and the gravitational constant are equal to unity.
II. EQUATIONS OF MOTION AND PERTURBATION FORMALISM
In this work I shall consider the SSF experienced by a particle moving on an inclined, circular geodesic of fixed Boyer-Lindquist radius in Kerr spacetime, ignoring back-reaction effects on the orbit. I shall denote the particle's worldline by x µ p (τ ) and its four-velocity by u µ (τ ) = dx µ p /dτ where τ is the particle's propertime and hereafter a subscript 'p' is used to denote a coordinate's value at the particle. I shall use M and aM to denote the black hole's mass and spin, respectively. In this work I break with the convention from Papers I and II and take a ≥ 0, instead letting the sign of the orbital angular momentum, L z , differentiate between prograde and retrograde motion (L z > 0 prograde, L z < 0 retrograde). This convention allows for smoothly varying the orbital inclination (defined below) from prograde orbits to retrograde orbits without flipping the sign of a.
I now briefly consider the generic motion of test particles about a Kerr black hole before specializing to inclined circular orbits. It is well know that the equations for geodesic motion in Kerr spacetime can be expressed in first-order form [49] . When the equations are written this way one encounters three constants of motion: the specific energy E = −u t , the specific azimuthal angular-momentum L z = u ϕ , and the Carter constant Q. The former two are related to the Killing vectors of the background spacetime, and the latter relates to a Killing tensor. The explicit first-order form of the equations of motion for a timelike test body in Kerr spacetime are given by [51] 
where
For generic orbits the roots of V r and V θ give the radial and polar orbital turning points, respectively. In the following subsections I give a useful parametrization for the case of inclined circular orbits and then discuss the decomposition of the scalar-field wave equation into the frequency-domain.
A. Orbital parametrization
For a given black hole spin, the family of inclined circular orbits can be parametrized by the pair (r 0 , ι) where r 0 is the Boyer-Lindquist radius of the orbit and the inclination angle, ι, is related to the fundamental constants through
In order to avoid divergences at the orbital turning points, involving terms such as (dθ/dτ ) −1 , it is convenient to transform to a new set of coordinates to describe the orbit. Hughes provides one such parameterization [52] which I give now for completeness. Defining z = cos 2 θ p , Eq. (2) becomes
where β ≡ a 2 (1 − E 2 ) and z ± are the two roots of the quadratic equation in the numerator of Eq. (7). The upper sign corresponds to motion from θ min to θ max and vice versa for the lower sign.
Further defining z = z − cos 2 χ, where χ is a monotonically increasing parameter along the particle's worldline with θ p = θ min at χ = 0, 2π . . . and θ p = θ max at χ = π, 3π . . . , gives
where the ± has the same meaning as in Eq. (7). The polar angle as a function of χ is then computed via
Combining Eqs. (7) and (9) gives
Further combining Eq. (11) with Eqs. (3) and (4) gives
with
Lastly, t p and ϕ p as functions of χ are given by
where I have assumed the initial periastron passage occurs at t p = ϕ p = 0. The constants of the orbital motion that appear above can be written in terms of r 0 and L z in the following manner. For a black hole of spin a and a given orbit with radius r 0 and angular momentum L z , solving V r = dV r /dτ = 0 gives E and Q as
where ∆ 0 = ∆(r 0 ). Of the two roots in Eq. (15) it turns out that the minus sign is only relevant for nearly horizonskimming orbits about rapidly rotating black holes [53] . In this work I will not consider such orbits and so will always take the plus sign. Let the Boyer-Lindquist time, t, taken for the particle to complete one orbit (i.e., the time taken for θ p to go from θ min to θ max and back again) be denoted by T θ ≡ t p (2π) = 2t p (π). The azimuthal angle swept out during this time I will denote by ∆ϕ p ≡ ϕ p (2π) = 2ϕ p (π). Using T θ and ∆ϕ p the polar and azimuthal orbital frequencies are given by
Schwarzschild limit
Later, as a test on my numerical code, I will present results for the SSF along an inclined circular orbit in Schwarzschild spacetime. The above orbital parameterization is ill-defined when directly setting a = 0 as, for example, β −1 and z + diverge as a → 0. By carefully taking the limit to a → 0, the required equations for an inclined circular orbit in Schwarzschild spacetime are given by
All the other orbital parameterization equations are well defined when setting a = 0 so long as z − is replaced by z − (a = 0) from Eq. (18) . Also note that for inclined circular orbits in Schwarzschild spacetime the orbital frequencies are degenerate, i.e., Ω θ = Ω ϕ .
B. Perturbation formalism and multipole decomposition
In this work I shall consider the particle to be carrying a scalar charge, q. The scalar field that arises from this charge I shall take to be governed by the minimally coupled Klein-Gordon equation:
where ∇ α represents covariant differentiation with respect to the background Kerr metric and T denotes the particle's scalar charge density. In a given coordinate system the D'Alembertian operator can be expressed as
where g is the background Kerr metric and det(g) is the metric determinant with det(g) = −ρ 4 sin 2 θ in BoyerLindquist coordinates. In this work the scalar charge density will be a δ-function along the particle's world line:
where the second equation is obtained by changing integration variable from τ to t in the first equation. Note that the t-component of the four-velocity u t is simply calculated as u t = g tϕ L z − g tt E. As discussed in the introduction, the scalar wave equation (20) in Kerr geometry can be completely separated into spheroidal-harmonic and frequency modes in the form [49, 50] 
Here Sl m (θ; σ 2 ) are spheroidal Legendre functions with spheroidicity σ 2 [I reserve the term spheroidal harmonic for the product Sl m (θ; σ 2 )e imϕ ]. Notice that I label spheroidal-harmonic modes bylm, as I will later introduce sphericalharmonic modes which will be labelled by lm. The spheroidal harmonics I use are orthonormal with normalization given by
with area element dΩ = sin θdθdϕ, and with δ n1n2 being the standard Kronecker delta. The source spectra for inclined circular orbits is given by [52] ω ≡ ω mk = mΩ ϕ + kΩ θ ,
where m and k are integers and Ω ϕ , Ω θ are given in Eqs. (17) . The nature of the source spectra implies that the integral in Eq. (23) can be rewritten as a discrete sum over Fourier modes. The point particle source is decomposed in a similar fashion to the field as
where the ρ 2 factor is introduced for later convenience. Using the orthonormal properties (24) of spheroidal harmonics and taking the inverse Fourier transform of (26) , the radial dependence of the source is found to bẽ
For circular equatorial orbits (r p = r 0 ,
For inclined circular orbits I use the integersl, m and k to index each mode of the scalar-field. Note there is no sum over the polar index, k, in the circular equatorial case [35] . Substituting the field decomposition (23) into the field equation (20) and using the source decomposition above, the radial and angular equations are found to be
where, recall, ∆ ≡ r 2 − 2M r + a 2 and ∆ 0 ≡ ∆(r 0 ) and I have defined Sl mk ≡ Sl m (θ; −a 2 ω 2 mk ). The angular equation (30) To further simply the field equations it is convenient to transform to a new variable
and introducing a tortoise radial coordinate r * defined through
With the above definition the tortoise coordinate is given explicitly in terms of r as
where the constant of integration has been specified and r ± = M ± √ M 2 − a 2 . In terms of ψl mk (r) and r * , the radial equation (29) takes the simpler form,
whereTl mk is given in Eq. (27) and Wl mk is an effective radial potential given by
There is no known closed-form, analytic solution to the radial equation (34) for generallmk and thus I opt to solve it numerically (a popular alternative approach would be to solve the homogeneous radial equation as as series expansion of special functions [54, 55] ). The details of my numerical procedure are given below in Sec. IV.
C. Self-force equations of motion
In this section I outline the equations of motion for a particle coupled to a scalar-field [56] . As there are no known fundamental scalar fields, there is a wide scope for choosing the force law. Here I take perhaps the simplest choice and discuss a curious consequence of this decision. With Φ R as the smooth Detweiler-Whiting regular field [57] a common choice for the force law is
Precisely how to construct Φ R in practice will be discussed in the following section. An interesting feature of Eq. (36) is that the resulting SSF has a component tangential to the particle's four-velocity so that u α F α self is generally non-zero. The consequence of this can be seen by expanding the derivative in Eq. (36), whereupon one finds a term orthogonal to the particle's four-velocity, which is responsible for driving the orbital dynamics, and a term tangential to the four-velocity, which gives rise to a dynamically varying rest mass. The expanded equations read
By combining Eqs. (36) and (38) the rest mass can be written explicitly as a function of τ :
where µ 0 is a constant of integration (sometimes called the bare mass). For a stationary setup (where Φ R is constant in time) the rest mass of the particle will remain constant along the orbit, but for more general setups the rest mass will vary with τ . This unusual feature of this particular scalar-field setup can be understood 'physically' by noting that a scalar charge can radiate monopole waves with the radiated energy coming at the expense of the particle's rest mass [9] .
As there are no known fundamental scalar fields the choice of field equation and force law are, in a sense, somewhat arbitrary. It turns out to be possible to construct a scalar field theory where the rest mass is conserved, but at the cost of the linearity of the resulting theory [56] . For this reason I choose to work with a scalar field governed by the Klein-Gordon equation, even though the resulting theory has a time-dependent rest mass.
III. SELF-FORCE VIA MODE-SUM REGULARIZATION
Building on the work of Mino, Sasaki and Tanaka [6] and Quinn and Wald [7] , Detweiler and Whiting demonstrated that the self-force can be computed as the derivative of a suitable regular field at the particle -see Eq. (36) . Formally the regular field, Φ R , is constructed by taking the standard retarded solution to Eq. (20) , which I denote by Φ ret , and subtracting the appropriate singular component of the field, which I denote by Φ S . Both Φ ret and Φ S are solutions to the sourced wave equation (20) and, as a consequence, their difference is a solution to the homogeneous wave equation:
Formally the self-force can be calculated via
where (41) is not in a practical form, as both F α ret (x) and F α S (x) diverge in the limit x → x p . A more practical approach is the mode-sum prescription, whereby the full retarded field, regular field and the singular field are decomposed into scalar spherical-harmonic modes. This decomposition has the advantage that the individual lm-modes of the retarded and singular fields are finite at the particle's location. Within the mode-sum approach the force due to the regular field is written as
where F ret/S αl denotes the spherical-harmonic l-mode contribution (summed over m) to F ret/S α . Generally the retarded force per l-mode has to be computed numerically and I present the details of this calculation in Sec. IV below. The singular piece on the other hand is accessible to an analytical treatment. The structure of the singular component of the field was first analyzed by Mino et al. [6] and the practical mode-sum method for computing the SF was developed shortly after by Barack and Ori [58, 59] . The formula they obtained for regularizing the force is given by
is finite at the particle's location, although in general the sided limits r → r
respectively. The coefficients A α , B α , C α are l-independent regularization parameters, the values of which are known for generic bound orbits about a Schwarzschild [58] or Kerr black hole [59] .
As the series in Eq. (43) is truncated at O(L −1 ) it is expected, for high l, that the contributions to F self α will drop off as l −2 . It is possible to add higher-order regularization terms to the series that increase the convergence rate with l. These terms are known to take the form [31] 
where the D α,2n are extra regularization parameters that serve to increase the differentiability of the regular field at the particle's location (they do not affect the value of the SF as, for instance,
With the addition of each extra parameter the convergence rate of the mode-sum increases by a factor of l −2 (the coefficients of the odd powers of L are known to be zero [31] ). Thus knowledge of the higher-order regularization parameters is of great use in practical calculations. In principle if all the higher-order regularization parameters are known then the convergence of the mode sum becomes exponential with l. In particular this implies that if a component of the field does not require regularization (i.e., all regularization parameters are known to be zero) then the sum over l will converge exponentially .
A. Mode-sum in Kerr spacetime
The regularization parameters in Kerr spacetime for the scalar, electromagnetic and gravitational self-force were first derived by Barack and Ori [59] (see Ref. [60] for an explicit derivation). The form of the regularization parameters in Kerr spacetime is rather unwieldy so I will not repeat them here. More recently Heffernan et al. have also derived some of the higher-order regularization parameters for a particle moving along generic geodesics in Schwarzschild spacetime [61] and equatorial geodesics in Kerr spacetime [62] .
There is some subtlety to implementing the mode-sum scheme in Kerr spacetime as I now discuss. Recall from Sec. II B that in Kerr spacetime the scalar field naturally decomposes into spheroidal-harmonic modes. The mode-sum scheme on the other hand requires spherical-harmonic modes as input, even in Kerr spacetime 1 . Hence, in order to 1 At least within its current formulation the standard mode-sum scheme requires spherical-harmonic modes as input. It may be possible to re-formulate it and regularize directly the spheroidal-harmonic modes but this has not yet been attempted. The Discussion section of Ref. [63] gives an overview of the difficulties involved with this approach.
regularize using the standard mode-sum approach one must first project the spheroidal-harmonic modes onto a basis of spherical harmonics. This is achieved by expanding each spheroidal harmonic in a series of spherical harmonics:
where the σ-dependent coefficients bl lm are determined from a recursion relation found by substituting the series expansion into the angular differential equation (30) (see Paper I or Ref. [52] for details). The spheroidal harmonics reduce to the standard spherical-harmonics when σ 2 = 0. Therefore when σ 2 = 0 the coefficients bl lm reduce to the Kronecker delta δl l . Using the bl lm 's the spherical-harmonic l-mode contribution to the retarded force can be written as
where α = {t, r, ϕ} (I discuss the case for α = θ below) and φ lm is given by
bl lm ψl mk (r)e −iω mk t .
Formally when constructing φ lm one has to sum over all spheroidall modes. In practice this is not necessary, as the coupling between the spheroidal and spherical-harmonic modes is relatively weak for the spheroidicities encountered in this work. In Paper I it was numerically demonstrated that the contribution from a given spheroidal-harmoniĉ lm-mode to the spherical-harmonic lm-modes of the field is strongly peaked around l =l and that its contribution to other spherical-harmonic modes decreases exponentially as one moves away from this value (see Fig. 1 in Paper I). As is expected, the coupling strengthens as the magnitude of the spheroidicity, σ 2 , increases. Equation (46) cannot be used in its given form to compute the F θ component of the SSF. Recall that the regularization formula (43) requires the full SF per spherical-harmonic l-mode, summed over m, as input. Consequently, before regularization the Y lm,θ term must first be expanded onto a basis of spherical harmonics as I now discuss.
The most naïve route to computing F θ is to expand Y lm,θ as a series of Y lm 's much as was done with the spheroidal harmonics [see Eq. (45)]. In this approach one would write
and then use the orthogonality of the spherical harmonics to compute the series coefficients al lm via
Unfortunately with this method one finds that the bandwidth of the coupling is extremely wide so that, for instance, the decomposition of Yl =44,m=10,θ couples strongly to, say, the monopole l = 0 mode (see Fig. 1 ). Conversely, this means if one wishes to compute only F l=0 θ at leastl = 44 modes must be calculated. This makes any numerical computation impractical with this method. A more efficient technique for computing F θ is to multiply the scalar field by a suitable function f (θ) that has the properties: (i) when taking the derivative with respect to θ and then the limit θ → θ p the correct self-force is recovered, and (ii) the combination f (θ)Y lm,θ can be expanded in a finite series of spherical harmonics. After some experimentation, one such function that presents itself is
This function satisfies condition (i), as (f Y lm ) ,θ = f Y lm,θ + f ,θ Y lm → Y lm,θ as θ → θ p . Furthermore, using the identities (A1) and (A2) f Y lm,θ can be expanded as a series that couples only to the l ± 1 and l ± 3 modes. Performing the expansions gives the final result: where φ lm is given by Eq. (47) and F lm takes the form
with the δ's and ζ's given in Appendix A. It is worth noting that for electromagnetic and gravitational self-force calculations the orthogonality of the self-force and the four-velocity (u α F EM/Grav α = 0) can be employed, from which, once F t , F ϕ and F r are known, one can compute F θ . However recall from Sec. II C that for the scalar field setup used in this work the quantity u α F α is generally non-zero and thus F θ must be computed directly using a method such as the one given above.
B. Conservative and dissipative self-forces
For bound geodesic motion in Kerr spacetime the self-force can be uniquely separated into conservative and dissipative components 2 . In this work it will suffice to give the formulae for their construction -see Papers I and II for a more in depth discussion. For a review of the effects of these two components on an inspiral see Refs. [22, 64] Taking χ = 0 to be the turning point of the polar motion, the l-mode contributions to the (retarded) conservative and dissipative components of the self-force can be constructed via [60] 
where (α) = (−1, 1, 1, −1) in Boyer-Lindquist coordinates. The regularized conservative and dissipative self-forces are then constructed with
As discussed in Sec. III, because the dissipative self-force does not require regularization the sum over l converges exponentially. The conservative component on the other hand converges as l −2 unless higher-order regularization parameters are employed (the extra parameters are the same as for F (ret)l α ). Owing to the different convergence rates, splitting the self-force into conservative and dissipative quantities is practically beneficial when it comes to estimating the contribution from the uncomputed l modes -see Paper II for a discussion.
IV. NUMERICAL IMPLEMENTATION
In the following section I give an overview of the steps required in the calculation of the SSF for inclined circular orbits. The calculation presented here builds on that of Papers I and II and so, where appropriate, I will refer to those works for the sake of brevity. In particular the construction of the appropriate boundary conditions and resulting homogeneous fields is essentially identical between the three articles.
A. Numerical Boundary conditions
Let the numerical domain extend from r * = r * in −M to r * = r * out M . The asymptotic form of the (retarded-field) boundary conditions at spatial infinity and the event horizon are discussed in Sec. II. C. of Paper I. The numerical boundary conditions are then constructed by expanding the asymptotic boundary conditions in the following manner lengthy -see Appendix C of Paper I for their explicit form. As the mode frequency, ω mk , differs for eachlmk-mode the extension of the numerical domain depends on the particularlmk-mode under consideration. I find that setting r * in = −50M is, for all modes, sufficient to ensure rapid convergence of the expansion near the inner boundary. Though I have not been explicit in Eq. (55), the outer boundary is formally an expansion in (ω mk r out ) −1 . Consequently, one must arrange for ω mk r out 1 to ensure rapid convergence of the outer boundary condition. Lastly, I choose the truncation parametersn in/out such that the contribution from the next term in the series drops below a relative threshold of 10 −12 compared to the first term in the series (which I take to be c ± 0 = 1).
B. Junction conditions
The standard variation of parameters approach can be used to construct the inhomogeneous solutions from the homogeneous fields. Letψ ± lmk denote the homogeneous solutions to the radial equation (29) (55) and (56) . The inhomogeneous radial solutions, ψ ± lm , are then constructed via
is the Wronskian of the homogeneous solutions with a prime denoting differentiation with respect to r * . The coefficient, αl m , in Eq. (57) represents the jump in the r * derivative across r = r 0 and is given explicitly by
C. Algorithm
In this section I outline the explicit steps in my numerical calculation
• Orbital parameters. For a given black hole spin, a, orbital radius, r 0 , and inclination angle, ι, calculate the quantities related to the associated inclined circular geodesic (E, L z , Q, Ω ϕ , Ω θ , T θ , etc.) using the formulae given in Sec. II A.
• Numerically solve the radial field equation. For each radiative (ω = 0)lmk-mode construct boundary conditions at the edges of the numerical domain using the procedure outlined in Sec. IV A. Next integrate from the boundaries to r = r 0 using the integration routines outlined in Paper I. For the static (ω = 0) modes the radial equation (29) admits analytic solutions which are given explicitly in Paper I. For eachlmk-mode construct the inhomogeneous solutions using Eq. (57) and store the value of ψl mk and its (one-sided) r derivatives along the orbit.
• Spheroidal to spherical-harmonic decomposition. Using the values of the field and its derivatives for eachlmkmode (up to some maximuml =l max ) construct the α = r, t, ϕ spherical-harmonic l-mode contributions to the full retarded force,
Eq. (51) should be used. Let the greatest sphericalharmonic l-mode which does not have a contribution of more than 10 −12 (relatively) from an uncomputed spheroidal-harmonicl-mode be denoted by l max . For the orbits encountered in this work the coupling between the spheroidal and spherical-harmonic modes is not particularly strong and typically |l max − l max | < 10. In general for orbits with larger radii and inclinations nearer to the equatorial plane the coupling is weaker. The coupling is also weaker for smaller values of a.
• Determine k max . Formally, for eachlm-mode, one must sum over all k-modes. In practice I find for large k the contribution from each k-mode drops off exponentially. Consequently I truncate the sum over k once the contribution to the scalar-field and its t-, r-, θ-and ϕ-derivatives drops below 10 −12 .
• Regularization of the spherical-harmonic l-modes. Compute the conservative and dissipative self-forces via Eq. (54) . The dissipative component of the self-force does not require regularization and I find that summing the first 15 l-modes is sufficient to compute the dissipative sector with a relative accuracy of 10 −9 . For the conservative component the slow, power-law convergence of the sum with l necessitates extrapolating the contribution from the uncomputed l-modes. I estimate this contribution using the method detailed in Paper I. From Eq. (53), the total self-force is simply the sum of the conservative and dissipative pieces.
My code is parallelized to run on a cluster using the Message Passing Interface (MPI). Each processing core computes the necessary k-modes for a givenlm-mode that is dynamically assigned to it. Once all thelm-modes withl <l max are computed the results from each core are combined to give the final result.
V. RESULTS
Before considering results for orbits in Kerr spacetime I present two validation tests that demonstrate that my code is performing as desired. First, as discussed in Sec. III, with the known regularization parameters the high-l mode contribution to the SSF should fall off as l −2 . I observe this behavior in all my numerical data -see Fig. 2 for an example. As a second test on my code I compute the SSF for inclined circular orbits about a Schwarzschild black hole as I outline in the following subsection. Throughout this section I shall often use an over-tilde to denote an adimensionalized quantity, e.g.,F {t,r} = (M 2 /q 2 )F {t,r} andF {θ,ϕ} = (M/q 2 )F {θ,ϕ} .
A. Inclined circular orbits about a Schwarzschild black hole
Owing to the spherical symmetry of the spacetime, geodesic orbits about a Schwarzschild black hole can, without loss of generality, be arranged to lie within the equatorial plane. Making this choice often simplifies the resulting calculation. The components of the SSF for an orbit out of the equatorial plane can be simply related, via a rotation of the coordinate system, to the components of the SSF for an orbit in the equatorial plane. These relations are given by
where the 'eq' superscript denotes a quantities value for an equatorial orbit (ι = 0) and the ± has the same meaning as in Eq. (7). The t-, r-and ϕ-components of the SSF are constants along the inclined orbit. The first two take the same value as in the equatorial case, the third is related by a multiplicative constant for each inclination. The θ-component of the SSF varies along the inclined orbit. These equations can be used to test the numerical results in the a = 0 case. Table I gives some sample results showing the above equations hold to a relative accuracy of 10 −7 . When making the calculation in Schwarzschild spacetime recall that orbital parametrization for orbits about a Kerr black hole presented in Sec. II A breaks down and the equations in Sec. II A 1 must be used instead. It is also worth noting that, as Ω θ = Ω ϕ for inclined circular orbits in Schwarzschild spacetime, the k = −m modes are static as ω mk = mΩ ϕ + kΩ θ = 0 in this case. Consequently, for these modes the static solutions given in Paper I can be used.
B. Inclined circular orbits about a Kerr black hole
In this section I present some sample results for the SSF experienced by a particle moving on an inclined circular orbit about a Kerr black hole. Explicit numerical values can be found in Tables II and III. The force along a variety of orbits is plotted in Figures 3-5 . For the highest-spin, strongest-field, nearest-polar orbit considered in this work [(a, ι, r 0 ) = (0.998M, 81.03, 4)] the computation takes approximately 12 hours on 12 cores of a 3GHz cluster. Results for lower spins, near-equatorial inclinations and larger radii orbits take less time. My current code is unable to compute the SSF for precisely polar obits (ι = 90
• ) as the orbit parameterization I have used breaks down there. I observe that the t-, r-and ϕ-components of the SSF have a period equal to half the orbital period. The period of the θ-component is the same as the orbital period. This is expected from geometrical considerations which give (F r , F t , F θ , F ϕ ) → (F r , F t , −F θ , F ϕ ) as χ → χ + π. This in turn implies the observed periodicity of the components of the SSF. Figure 4 shows the phasing between the various components for a sample orbit. For all the orbits I have examined I observe that the r-and ϕ-components of the SSF are roughly in phase whereas the t-component is not similarly synchronized (see, e.g., Fig. 4 ). In general, unlike for the case of inclined orbit about a Schwarzschild black hole, the θ-component is non-zero at χ = 0, π, 2π, .. (i.e., at θ p = θ min/max ).
VI. CONCLUDING REMARKS
In this work I have computed the scalar-field self-force (SSF) experienced by a particle moving along an inclined circular geodesic orbit about a Kerr black hole. I validated my code by confirming that the high-l contributions to the SSF fall off as theory predicts and that the code performs as expected in the Schwarzschild limit. I have presented results for the dissipative and conservative pieces of all four components of the SSF for a particle moving along strong-field geodesic orbits about a rapidly rotating black hole. This is the first time a conservative self-force has been computed for a non-equatorial orbit in Kerr spacetime. For the scalar-field studied in this work the orthogonality relation u α F α = 0 does not hold (see Sec. II C) and thus the θ-component of the SSF must be computed directly . Whilst in the electromagnetic and gravitational cases one can avail of the orthogonality relation it might be helpful to calculate all the components of the self-force directly using the method presented in Sec. III A and use the orthogonality relation as a check on the accuracy of the final results.
The natural extension of this work is to consider generic bound orbits i.e., ones that are both inclined and eccentric, in Kerr spacetime. One motivation for making such an extension is that it would allow for the study of resonant orbits. These orbits occur when the the ratio of the polar and radial frequencies is a low-order rational number and are know to strongly influence the phasing of an inspiral [65] . Schmidt has shown that a frequency-domain representation of the field equations must exist for generic orbits [66] but, due to the coupled nature the radial and polar motion, it is challenging to construct such a representation in practice. Fortunately, Drasco and Hughes have overcome this difficulty by working with an alternative time coordinate (often attributed to Mino [3] ) that decouples the radial and polar motion [67] . Using Drasco and Hughes' technique it should be possible to compute the SSF for generic bound orbits in the frequency-domain, though the requirement to sum over three frequency indices (related to the azimuthal, polar and radial frequencies) could make the calculation for even moderately eccentric, high inclination orbits rather computationally expensive.
To conclude, it is common practice in the self-force community to develop computation techniques for the scalarfield case before attacking the gravitational problem. The high-accuracy frequency-domain results of this paper can be used as a benchmark for emerging self-force codes. Lastly, I note that the results presented in this work for the conservative sector could be improved by employing higher-order analytic regularization parameters, but currently these are only known for geodesic motion in the equatorial plane of a Kerr black hole [62] . 
