Abstract. In this paper we describe how associative memories can be applied to categorize images. If we present to an associative memory (AM) an image we would expect that the AM would respond with something that describes the content of the image; for example, if the image contains a tiger we would expect that the AM would respond with the word "tiger". In order to achieve this goal, we first chose a set of images. Each image is next associated to the word that better describes the content of the image. With this information an AM is trained as in [10] . We then use the AM to categorize instances of images with the same content even if these images are distorted by some kind of noise. The accuracy of the proposal is tested using a set of images containing different species of flowers and animals.
Introduction
Research on associative memories (AMS) has been carried out during the last 40 years. AMS can be seen as a particular kind of neural networks. AMS are a mathematical device specially designed to recall output patterns in terms of input patterns which can be contaminated by some kind of noise, see for example [1] [2] [3] [4] [5] [6] [7] [8] [9] . Some of these AMS have several constraints that limit their applicability in the solution real life problems. Most common applications of AMS are as filters [5] [6] [7] ; in this case the AM is fed with a signal (an image, for example), possibly altered by noise; at the output the original image (without noise) should be obtained. However, in order to achieve the best performance the input patterns have to satisfy some restrictions; for example in [5] [6] the input pattern can only be distorted by additive or subtractive noise, but not both. These conditions limit their applicability in real life problems. In [7] the patterns can be contaminated with both types of noise. Another application of AMS is as classification tools [8] [9] , however they were only tested in the classification of simple objects. Recently in [10] it was introduced a new associative model which has demonstrated to be useful for both applications (as a filter and as a classification tool); due to its robustness, the model has been recently applied to retrieve images from a database [11] . In this paper, we adopt the same model to solve the problem of image categorization.
Most of the information on the web is disposed as images; however this information is not well organized. In order to organize those millions of images it is necessary categorize them in some manner. In [12] , for example, the authors use objective semantic cues for the semantic indexing and quering of images. In this paper we describe how images can be categorized using the AM model recently introduced in [10] . If we feed an AM with a picture we expect that it would respond with something indicating the content of the picture. If, for example the picture contains a tiger, we would expect that the AM would respond with the word "tiger". With this goal in mind, we first select a set of images; we then manually associate these images with a description of the images. With these associations we finally train the corresponding AM. To test the proposal we use a set of images containing different species of flowers and animals; we expect to categorize instances of these images even if they appear distorted by noise.
The remaining of the paper is organized as follows. In section 2, we describe the adopted AM model. In section 3, we describe how the proposal is implemented, while in section 4, we present the obtained experimental results. In section 5, we finally conclude and give some directions for further research.
Associative Model
An association between input pattern x and output pattern y is denoted as
, where k is the corresponding association. The associative memory M is represented by a matrix whose component ij m can be seen as the synapses neuron i and neuron j . M is generated from a finite a priori set of know associations, known as the fundamental set of association and is represented as:
where p is the number of associations. If
then M is auto-associative, otherwise it is hetero-associative. A distorted version of a pattern x to be restored will be denoted as x . If an associative memory M is fed with a distorted version of k x and the output obtained is exactly k y , we say that recalling is perfect.
Building and Testing the Associative Memory
Two main phases are used to build and test the AM model.
Training Phase: 
In this case ( )
B
= + x, y x y and operator mid is defined as
A Dynamic Associate Memory
Humans, in general, do not have problems to recall patterns even in the presence of noise. Before an input pattern is learned or processed by the brain, it is hypothesized that it is transformed and codified by the brain. This process can be simulated using the algorithm described in [8] : 
Output: Set of codified and de-codifier patterns.
This procedure allows computing codified patterns from input and output patterns denoted by x and y , respectively. On the other hand x and ŷ are the de-codifier patterns. In addition a simplified version of k x denoted by k s is obtained using:
When the brain is stimulated by an input pattern, some regions of the brain are stimulated by its information, also are the synapses belonging to that region. We call these regions active regions and are computed as follow:
Principal synapses (kernel of the AM) are located in the middle column of matrix M and is denoted by Adjusting factor is denoted by w Δ and is given as:
where r is the index of the active region.
Finally synapses belonging to M K are updated as:
where operator ⊕ is defined as 1, ,
Using this dynamic approach an AM can be built using the following procedure:
1. Transform the fundamental set of association into codified and de-codifier patterns using procedure 1. 2. Compute simplified versions of input patterns using equation 3.
3. Build matrix M in terms of codified patters: apply step 1 and 2 of the training procedure described at the beginning of section 2.
Given a pattern 
Categorizing Images
Image categorization is not trivial when pictures are taken from real life situations. This implies that categorization must be invariant to several image transformations such as translations, rotations, scale changes, illumination changes, orientation changes, noise, and so on.
A first step to solve this problem, we provide a solution when the concerned images are distorted only by mixed noise. For this we use the associative model described in section 2. Firstly, we select a set of images. We then associate these images with describing words. The images and the describing words are our set of associa- Something important with this proposal is that we can control the degree of detail of categorization going from something general to something particular. Let us suppose, for example, that the set of selected images contain just animals, and that then we can categorize these animals into oviparous or viviparous. If we want more detail, we can categorize oviparous animal in reptiles and birds, and so on.
Experimental Results
In this section, we test the accuracy of the proposal with a set of 40 images containing flowers and animals as shown Figure 1 .
Three experiments where performed in order to determine the accuracy of the proposal. We use different description levels. In the first experiment we categorized the set images into classes: flowers or animals. In second experiment we went more in detail and split flowers and animals into different families of species, eleven families for flowers and six families for animals; seventeen classes in total. In the last experiment, we categorized each flower and animal into its particular name; here we categorized the images into forty classes. 
Fig. 1. Set of images of flowers and animals used in the experiments
In the first experiment we associated whole flowers with the description word "flowers" and complete animals with the description word "animals". These associations allow us to categorize the images into two classes; this is a description of level 1, see Figure 2 .
Fig. 2. Description levels used to train the associative memory in the three different experiments
For the second experiment we decided to categorize the images into different families, see Table 1 . In this case we associated the flower and the animals belonging to a specific family with the name of the family. Table 1 . Different species of flowers and animals associated to a specific family. This implies that if the associative memory is fed with an image of a lion, leopard or tiger, the associative memory will respond with the word "felines" and so on. For the last experiment we associated each image with the name of the specie appearing on the image, see Table 2 . Table 2 . Each species is associated with the name of the specie. This implies that if the associative memory is fed with the image of the tiger, the associative memory will respond with the word "tiger" and so on. Once the associative memory in each experiment was trained we manually contaminated the images with noise and then we fed the associative memories with the contaminated image in order to obtain its categorization.
As you can appreciate in Figure 3 , whole images were perfectly categorized in the three experiments. These results support the accuracy of the proposal.
Conclusion and Ongoing Research
In this paper we have described how an associative memory can be used for categorizing images containing complex objects as flowers and animals. Although only the proposal was tested with images manually modified, the results were highly acceptable.
It is important to mention that this is the first time that an associative memory is used to categorize images, and the most important, complex images with flowers and animals.
In addition, we have categorized images in three different description levels. We performed three experiments going from a general description to a particular description. These descriptions can also be arranged into a hierarchical tree of descriptions. On the other hand we have demonstrated the robustness of the associative model categorizing images in more than twenty classes.
The associative model used is robust under some affine transformations but only when the images contain plastic objects; however with complex images the associative model could provide a low accuracy. Nowadays we are facing more complex problems, for example when the images present illumination changes and some image transformations, such as translations, rotations, scale changes, and so on. By solving all of these problems and by combining the solution with a hierarchical arrangement of associative memories it might be possible to develop a powerful image retrieval system.
