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In this paper, we discuss the single sweep alternating group explicit (SWAGE) and Newton-SWAGE iter-
ation methods to solve the non-linear ordinary differential equation y00 = f(x,y,y0) subject to given natural
boundary conditions, along with a third order cubic spline numerical method on a geometric mesh. It is
applicable to both singular and non-singular problems. The convergence of the SWAGE iteration method
is discussed in detail. We compared the results of proposed SWAGE iteration method with the results of
corresponding two parameter alternating group explicit (TAGE) iteration methods to demonstrate com-
putationally the efﬁciency of the proposed method.
 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-SA license.1. Introduction and spectral methods have been developed for the solution of theThe Burgers’ equation was named after J.M. Burgers. The viscid
Burgers’ equation is a very important ﬂuid dynamic problem. It is a
nonlinear second order parabolic partial differential equation. Bur-
gers’ equation is a simpliﬁed form of the one-space dimensional
Navier–Stokes equation. It possesses a fundamental quadratic
non-linearity and is considered as an appropriate model for study-
ing turbulence. It occurs in various areas of applied mathematics
such as boundary layer formation, modeling of gas dynamics, traf-
ﬁc ﬂow and shock waves, etc. The study of this equation has been
considered important both for the conceptual understanding and
for testing various numerical methods.
Many closed form analytical solutions have been obtained for
Burgers’ equation for various initial and boundary conditions by
many researchers in the past. But these exact solutions are not
effective for small values of viscosity. So, researchers are working
on developing the numerical methods to efﬁciently and accurately
solve the Burgers’ equation with small viscosity. Various numerical
methods based on ﬁnite difference approximations, ﬁnite elementBurgers’ equation.
In this paper, we discuss a new single sweep alternating group
explicit (SWAGE) algorithm based on cubic spline approximation
on a variable mesh for the numerical solution of nonlinear viscous
Burgers’ equation.
In the recent past,manyauthors (see [2–6,10–15]) have suggested
various numericalmethods based on cubic spline approximations for
the solution of linear singular two point boundary value problems. In
1969 Fyfe [7] discussed the use of cubic spline for the solution of two
point boundaryvalue problems. Later, Albasiny andHoskins [5,6] and
Jain and Aziz [9] discussed both second- and fourth-order cubic
spline methods using uniform mesh for the numerical solution of
the non-linear two-point boundary value problems. In 1988, Chawla
et al [8] developed fourth order cubic splinemethods for linear singu-
lar boundary value problems. In 2003 Evans andMohanty [18] devel-
oped a fourth-order accurate cubic spline alternating group explicit
method for non-linear singular two-point boundary value problems.
Recently Mohanty et al [22] have developed a third-order non-uni-
formmeshcubic splinemethod for the solution of non-linear singular
two-point boundary value problems. On applying these higher order
methods to linear and non-linear differential equations, we obtain
large system of linear and non-linear equations respectively. In
1985, Evans [16,21] developed group explicit methods for solving
large linear systems,which are suitable for use onparallel computers.
Evans and Mohanty [18] have discussed Alternating group explicit
method to solve nonlinear singular two point boundary value prob-
lems. Evans and Sukon [17], Mohanty et al [19] have further dis-
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havedeveloped aCoupledAlternatinggroupexplicitmethod for solv-
ing non-linear singular two point boundary value problems. Re-
cently, Mohanty et al [23] have discussed the coupled reduced
alternating group explicit (CRAGE) algorithm and sixth order off-step
discretization for the solution of two point nonlinear boundary value
problems.
In Section 2, we give the description of the cubic spline method
and discuss its applications to singular linear and non-linear two
point boundary value problems. In Section 3, we discuss the single
sweep alternating group explicit (SWAGE) and Newton-SWAGE
iterative method for solving the difference equations obtained on
applying the cubic spline method to linear and nonlinear problems
respectively. Further, we discuss the convergence of the SWAGE
method in detail. In Section 4, we compare the performance of
the proposed SWAGE and Newton-SWAGE iterative methods with
the corresponding TAGE and Newton-TAGE iterative methods.
Concluding remarks are given in Section 5.
2. Cubic spline approximation and application
Consider the general non-linear ordinary differential equation
y00 ¼ f ðx; y; y0Þ; a < x < b ð1Þ
subject to essential boundary conditions
yðaÞ ¼ A; yðbÞ ¼ B; ð2Þ
where 1 < a < b <1, A, B are ﬁnite constants.
We assume that for x 2 [a,b], 1 < y, z <1
(i) f(x,y,z) is continuous,
(ii) @f/@y and @f/@z exist and are continuous,
(iii) @f/@y > 0 and j@f/@zj <W for some positive constant W.
These conditions ensure that the boundary value problem (1)
and (2) possesses a unique solution (see Keller [1]).
To obtain a cubic spline solution of the boundary value problem
(1) and (2), we discretize the interval [0,1]. Consider the solution
interval [0,1] with a non-uniform mesh such that 0 = x0 < x1 <
  < xN < xN+1 = 1. Let hk = xk  xk1, k = 1(1)N + 1 be the mesh size
and rk = hk+1/hk > 0, k = 1(1)N be the mesh ratio. Grid points are gi-
ven by xi ¼ x0 þ
Pi
k¼1hk; i ¼ 1ð1ÞN þ 1. Let Yk = y(xk) be the exact
solution of y at the grid point xk and is approximated by yk.
At each internal mesh point xk, we denote:
Mk ¼ y00ðxkÞ ¼ f ðxk; yðxkÞ; y0ðxkÞÞ; k ¼ 0ð1ÞN þ 1:
Given the values y0,y1, . . . ,yN+1 of the function y(x) at the mesh
points x0,x1, . . . ,xN+1 and the values of the second derivatives of y
at the end points y000 and y
00
Nþ1, there exists a unique interpolating
cubic spline function S(x) with the following properties:
(i) S(x) coincides with a polynomial of degree three on each
[xk1,xk], k = 1(1)N + 1
(ii) S(x) 2 C2[0,1] and
(iii) S(xk) = yk, k = 0(1)N + 1
The interpolating cubic spline polynomial may be written as:
SðxÞ ¼ ðxk  xÞ
3
6hk
Mk1 þ ðx xk1Þ
3
6hk
Mk þ yk1 
h2k
6
Mk1
 !
ðxk  xÞ
hk
þ yk 
h2k
6
Mk
 !
ðx xk1Þ
hk
; xk1 6 x6 xk; k¼ 1ð1ÞNþ1 ð3Þ
At each grid point xk, we denotePk ¼ r2k þ rk  1;
Qk ¼ ðrk þ 1Þ r2k þ 3rk þ 1
 
;
Rk ¼ rk 1þ rk  r2k
 
;
Sk ¼ rkð1þ rkÞ
Let, Gk ¼ @f@Y 0k etc.
At each grid point xk, the differential equation (1) may be writ-
ten as
Y 00k ¼ f xk;Yk;Y 0k
   fk
Using Taylor series expansion, we ﬁrst obtain
Ykþ1  ð1þ rkÞYk þ rkYk1 ¼ h
2
k
12
½Pkfkþ1 þ Qkfk þ Rkfk1 þ Tk;
k ¼ 1ð1ÞN
where Tk ¼ O h5k
 
.
We consider the following approximations:
Let,
mk ¼ Y 0k ¼ Ykþ1  1 r2k
 
Yk  r2kYk1
 
=ðhkrkðrk þ 1ÞÞ; ð5:1Þ
mkþ1 ¼ Y 0kþ1 ¼
ð1þ 2rkÞYkþ1  ð1þ rkÞ2Yk þ r2kYk1
hkSk
ð5:2Þ
mk1 ¼ Y 0k1 ¼
Ykþ1 þ ð1þ rkÞ2Yk  rkð2þ rkÞYk1
hkSk
ð5:3Þ
f k ¼ f ðxk;Yk; mkÞ; ð5:4Þ
f k1 ¼ f ðxk1;Yk1; mk1Þ; ð5:5Þ
m^k ¼ bY 0k ¼ mk  rkhk6ð1þ rkÞ ðf kþ1  f k1Þ; ð5:6ÞbY 0kþ1 ¼ Ykþ1  Ykrkhk þ rkhk6 ðf k þ 2f kþ1Þ; ð5:7ÞbY 0kþ1 ¼ Yk  Yk1hk  hk6 ðf k þ 2f k1Þ; ð5:8Þ
f^ k1 ¼ f xk1;Yk1; bY 0k1 ; ð5:9Þ
f^ k ¼ f xk;Yk; bY 0k ; ð5:10Þ
Then the cubic spline method with order of accuracy three for
the differential Eq. (1) may be written as:
Ykþ1  ð1þ rkÞYk þ rkYk1 ¼ h
2
k
12
½Pkf^ kþ1 þ Qkf^ k þ Rkf^ k1 þ bTk;
k ¼ 1ð1ÞN ð6Þ
where bTk ¼ O h5k  (See Mohanty et al [22]) with y0 =Y0 = A and
yN+1 = YN+1 = B. If the differential equation (1) is linear we apply
the SWAGE iterative method to obtain the solution, and if it is
non-linear, we use the Newton-SWAGE iterative method.
Now, we consider the application of the cubic spline method (6)
to the linear singular equation
y00 ¼ DðxÞy0 þ EðxÞyþ f ðxÞ; 0 < x < 1 ð7Þ
and non-linear singular equation
vy00 ¼ BðxÞy0 þ yy0 þ CðxÞyþ gðxÞ; 0 < x < 1 ð8Þ
where v ¼ R1e > 0 is a constant and D(x) = a/x and E(x) = a/x2,
BðxÞ ¼ av=x and EðxÞ ¼ av=x2:
Fora = 1 and2, the linear singular Eq. (7) becomes cylindrical and
spherical problems, respectively, and for a = 0, 1 and 2, the non-lin-
ear singular problem (8) represents steady-state Burger’s equation
in Cartesian, cylindrical and spherical coordinates respectively.
Now applying the difference formula (6) to the singular Eq. (7)
and neglecting the local truncation error, we obtain
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h2k
12
Pk Dkþ1y^0kþ1þEkþ1ykþ1þ fkþ1
 
þQk Dky^0kþEkykþ fk
 
þRk Dk1y^0k1þEk1yk1þ fk1
 
; k¼1ð1ÞN
ð9Þ
where Dk = D(xk), Ek = E(xk), fk = f(xk), and
Mk ¼ Dk mk þ Ekyk þ fk
Mk1 ¼ Dk1 mk1 þ Ek1yk1 þ fk1
The cubic splinemethod (9) is ofO h3k
 
for the solution of the Eq. (7).
However, the method fails when the solution is to be determined at
k = 1. In order to obtain a meaningful third-order cubic spline meth-
od in compact form, we use the following approximations:
Dkþ1 ¼ Dk þ rkhkD0k þ
r2kh
2
k
2
D00k þ O h3k
 
 Dk þ O h3k
 
ð10:1Þ
Dk1 ¼ Dk  hkD0k þ
h2k
2
D00k  O h3k
 
 Dk  O h3k
 
ð10:2Þ
Ekþ1 ¼ Ek þ rkhkE0k þ
r2kh
2
k
2
E00k þ O h3k
 
 Ek þ O h3k
 
ð10:3Þ
Ek1 ¼ Ek  hkE0k þ
h2k
2
E00k  O h3k
 
 Ek  O h3k
 
ð10:4Þ
fkþ1 ¼ fk þ rkhkf 0k þ
r2kh
2
k
2
f 00k þ O h3k
 
 f k þ O h3k
 
ð10:5Þ
fk1 ¼ fk  hkf 0k þ
h2k
2
f 00k  O h3k
 
 f k  O h3k
 
ð10:6Þ
where
Dk ¼ axk ; D
0
k ¼
a
x2k
; D00k ¼
2a
x3k
etc
and
Dk ¼ Dk þrkhkD0k þ
r2kh
2
k
2
D00k; D

k ¼ Dk  hkD0k þ
h2k
2
D00k etc:
Substituting approximations (10) in (9) and neglecting higher order
terms, we obtain a linear cubic spline method of the form
akyk1 þ 2bkyk þ ckykþ1 ¼ Jk; k ¼ 1ð1ÞN ð11Þ
where
bk ¼ rkPkDk  RkDk ; bk ¼ 2PkDk 
QkDk
ð1þ rkÞ ;
gk ¼ 2RkDk 
rkQkDk
ð1þ rkÞ
and
ak ¼rk  hk12 RkD

k þ
r2kQkDk
Sk
 	
 h
2
k
72ð1þrkÞ rkbkDk r
2
kckD

k  ð2þrkÞgkDk
 
þ h
2
k
72
6Rk  hkgkEk
 
2bk ¼ 1þrk  hk12rk PkD

k rkRkDk þ ð1rkÞQkDk
 
 h
2
k
72rk
ð1rkÞbkDk þrkð1þrkÞckDk þ ð1þrkÞgkDk
 
þ h
2
k
72
ð6Qk þ hkbkÞEk
ck ¼1 hk12rk PkD

k þ
rkQkDk
Sk
 	
þ h
2
k
72Sk
bkDk þrkð1þ2rkÞckDk þ gkDk
 þ h2k
72
ð6Pk þrkhkckÞEk
and
Jk ¼ 
h2k
12
Pkf k þ Rkf k þ Qkfk
  h3k
72
bkfk þ rkckf k  gkf k
 The cubic spline method (11) has local truncation error of O h3k
 
and does not contain terms of the form 1/(k ± 1), and thus can be
easily solved for k = 1(1)N in the region 0 <x < 1.
Similarly, we can obtain a cubic spline method of O h3k
 
for the
non-linear singular differential Eq. (8).
3. SWAGE algorithm and convergence analysis
The linear system (11) in matrix form may be written as:
Ay ¼ RH ð12Þ
where
To implement the SWAGE iterative method, we split the coefﬁ-
cient matrix A into two sub-matrices A = G1 + G2, where G1 and G2
satisfy the conditions:
(i) G1 +x1I and G2 +x2I are non-singular for any x1 > 0 and
x2 > 0.
(ii) For any vectors m1 and m2 and x1 > 0,x2 > 0, it is ‘convenient’
to solve the system explicitly, i.e. z1 = (G1 +x1I)1m1 and z2 -
= (G2 +x2I)1m2 for vectors z1 and z2, respectively.
We shall be concerned here with the situation where G1 and G2
are small (2  2) block systems.
Now we discuss the case when N is odd (with x0 = 0, xN+1 = 1).
Let ,
and
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ðG1 þ G2Þy ¼ RH ð13Þ
Then a two parameter AGE method for solving the above system
may be written as
ðG1 þx1IÞzðsÞ ¼ RH  ðG2 x1IÞyðsÞ; s ¼ 0;1;2; . . . ð14Þ
ðG2 þx2IÞyðsþ1Þ ¼ RH  ðG1 x2IÞzðsÞ; s ¼ 0;1;2; . . . ð15Þ
where z(s) is an intermediate vector. Eliminating z(s) and combining
Eqs. (14) and (15), we obtain the iterative method
ðG2 þx2IÞyðsþ1Þ ¼ ½I  ðx1 þx2ÞðG1 þx1IÞ1ðG2 x1IÞyðsÞ
þ ðx1 þx2ÞðG1 þx1IÞ1RH;
s ¼ 0;1;2; . . . ð16Þ
or,
yðsþ1Þ ¼ TwyðsÞ þ RHw; s ¼ 0;1;2; . . . ð17Þ
where
Tw ¼ ðG2 þx2IÞ1½ðG2 x1IÞ  ðx1 þx2ÞðG1 þx1IÞ1ðG2 x1IÞ
and
RHw ¼ ðx1 þx2ÞðG2 þx2IÞ1ðG1 þx1IÞ1RH
The new iterative method (16) or (17) is called the two param-
eter SWAGE iterative method and the matrix Tw is called the
SWAGE iteration matrix.
To prove the convergence of the method, we need to prove that
S(Tw) 6 1, where S(Tw) denotes the spectral radius of Tw.
Lemma 1. Let hk,k = 1(1)N be sufﬁciently small. Then, the eigenvalues
of G1 and G2 are all real.Proof. Consider
ak ¼ rk  hk12 RkD

k þ
r2kQkDk
Sk
 	
 h
2
k
72ð1þ rkÞ rkbkDk  r
2
kckD

k  ð2þ rkÞgkDk
 
þ h
2
k
72
6Rk  hkgkEk
 
¼ rk þ OðhkÞ < 0; for sufficiently small hk:
ck ¼ 1 hk12rk PkD

k þ
rkQkDk
Sk
 	
þ h
2
k
72Sk
bkDk þ rkð1þ 2rkÞckDk þ gkDk
 
þ h
2
k
72
ð6Pk þ rkhkckÞEk ¼ 1 OðhkÞ < 0;
for sufficiently small hk:
Therefore, we have ak+1ck > 0, for k = 1(2)N  1
Let ki,i = 1(1)N, be the eigenvalues of G1. Then k0is are the roots of
the quadratic equation
k2i  ðbi þ biþ1Þki þ ðbibiþ1  aiþ1ciÞ ¼ 0 ð18Þ
Simplifying, we get
ki ¼ 12 ðbi þ biþ1Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bi  biþ1ð Þ2 þ 4aiþ1ci
q 
ð19Þ
The discriminants of the quadratic equations are
ðbi  biþ1Þ2 þ 4aiþ1ci > 0; i ¼ 1ð2ÞN  1Hence the eigenvalues of G1 are real.
In a similar manner we can show that the eigenvalues of G2 are
real. h
Now we give the sufﬁcient condition for the convergence of the
SWAGE method.
Theorem 1. Let ki and li,i = 1(1)N, be the eigenvalues of G1 and G2,
respectively. If
x1 > maxf0;k1; . . . ;kNg ð20Þ
x2 > maxf0;l1; . . . ;lNg ð21Þ
x2  2miniki < x1 < x2 þ 2minili ð22Þ
then the SWAGE iterative method is convergent for the system (12).Proof. Let D ¼ diag 1; c1a2 ;
c1c2
a2a3
; . . . c1c2 ...cN1a2a3 ...aN
 
 diagðd1; d2; d3; . . . ; dNÞ
Since the off diagonal entries of A are negative. Therefore
ak+1ck > 0,k = 1,2,. . .,N  1.
Therefore the diagonal entries of D are positive.
The SWAGE iteration matrix is given by:
Tw ¼ ðG2 þx2IÞ1½ðG2 x1IÞ  ðx1 þx2ÞðG1 þx1IÞ1ðG2 x1IÞ
¼ ðG2 þx2IÞ1½I  ðx1 þx2ÞðG1 þx1IÞ1ðG2 x1IÞ
Deﬁne
Tw ¼ ðG2 þx2IÞTwðG2 þx2IÞ1
¼ ½I  ðx1 þx2ÞðG1 þx1IÞ1ðG2 x1IÞðG2 þx2IÞ1
SðTwÞ ¼ S Tw
  ¼ S D1=2TwD1=2 
D1=2TwD
1=2 ¼ I  ðx1 þx2ÞðG1 þx1IÞ1
h i
ðG2 x1IÞðG2 þx2IÞ1
where G1 ¼ D1=2G1D1=2 and G2 ¼ D1=2G2D1=2.
SðTwÞ ¼ S Tw
  ¼ S D1=2TwD1=2  6 D1=2TwD1=2 
2
6 k½I  ðx1 þx2ÞðG1 þx1IÞ1k2kðG2 x1IÞðG2 þx2IÞ
1k2
It is easy to verify that G1 and G2 are symmetric. Therefore the
matrices ðG2 x1IÞðG2 þx2IÞ1 and ½I  ðx1 þx2ÞðG1 þx1IÞ1
are also symmetric. Hence,
kðG2 x1IÞðG2 þx2IÞ1k2 ¼ max
li2rðG2Þ
ðli x1Þ
ðli þx2Þ
 
k½I  ðx1 þx2Þ G1 þx1I
 1
k2 ¼ k½ðG1 þx1IÞðG1 þx1IÞ
1
 ðx1 þx2ÞðG1 þx1IÞ1k2
¼ k½ðG1 x2IÞ½ðG1 þx1IÞ1k2
ðG1 x2IÞðG1 þx1IÞ1 is symmetric, therefore
k½ðG1 x2IÞ½ðG1 þx1IÞ1k2 ¼ max
ki2rðG1Þ
ðki x2Þ
ðki þx1Þ
 
Therefore, we have
SðTwÞ 6 maxki2rðG1Þ
ðki x2Þ
ðki þx1Þ
  max
li2rðG2Þ
ðli x1Þ
ðli þx2Þ
 
From Eqs. (20) and (21) we have: x1,x2 > 0 and ki +x1 > 0 for
i = 1, . . . ,N, hence
ki x2
ki þx1 < 1; i ¼ 1ð1ÞN
Also, from (22) we have:
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i
ki < x1 þ 2ki; i ¼ 1ð1ÞN
 1 < ki x2
ki þx1 ; i ¼ 1ð1ÞN
Hence, we conclude that kix2kiþx1
  < 1; i ¼ 1ð1ÞN
Thus, max
ki2rðG1Þ
ðkix2Þ
ðkiþx1Þ
  < 1
Similarly, we can prove that maxli2rðG2Þ
ðlix1Þ
ðliþx2Þ
  < 1
Hence, S(Tw) < 1.
Hence, the convergence of the SWAGE method (16) follows.
Now we discuss the SWAGE algorithm, when N is odd.
For simplicity we denote:
pk ¼ bk þx1; qk ¼ bk x1; rk ¼ bk þx2 for k ¼ 1ð1ÞN
and
for ðpkpkþ1  ckakþ1Þ–0; we define dk ¼ 1=ðpkpkþ1  ckakþ1Þ
for k ¼ 1ð1ÞN  1:
By carrying out the necessary algebra in Eq. (16), we obtain the
following SWAGE parallel algorithm:
Let
D1 ¼ r1r2  c1a2–0;
S1 ¼ q1yðsÞ1 þ c1yðsÞ2 
2x
p1
q1y
ðsÞ
1 þ c1yðsÞ2  RH1
h i
;
S2 ¼ a2yðsÞ1 þ q2yðsÞ2  2xd2 a2p3yðsÞ1 þ p3q2yðsÞ2
h
c2q3yðsÞ3  c2c3yðsÞ4  p3RH2 þ c2RH3
i
then
yðsþ1Þ1 ¼
ðS1r2  S2c1Þ
D1
; s ¼ 0;1;2; . . . ð23Þ
yðsþ1Þ2 ¼
ðS2r1  S1a2Þ
D1
; s ¼ 0;1;2; . . . ð24Þ
For k=3(2) N-2
D ¼ rkrkþ1  ckakþ1–0;
S3 ¼ qkyðsÞk þ ckyðsÞkþ1  2xdk1 ak1akyðsÞk2  akqk1yðsÞk1
h
þpk1qkyðsÞk þ pk1ckyðsÞkþ1 þ akRHk1  pk1RHk
i
;
S4 ¼ akþ1yðsÞk þ qkþ1yðsÞkþ1  2xdkþ1 pkþ2akþ1yðsÞk þ pkþ2qkþ1yðsÞkþ1
h
ckþ1qkþ2yðsÞkþ2 þ ckþ1ckþ2yðsÞkþ3  pkþ2RHkþ1 þ ckþ1RHkþ2
i
then
yðsþ1Þk ¼
ðS3rkþ1  S4ckÞ
D
; s ¼ 0;1;2; . . . ð25Þ
yðsþ1Þkþ1 ¼
ðS4rk  S3akþ1Þ
D
; s ¼ 0;1;2; . . . ð26Þ
Finally, for k = N:
yðsþ1ÞN ¼
qNy
ðsÞ
N 2xdN1 aN1aNyðsÞN2aNqN1yðsÞN1þpN1qNyðsÞN þaNRHN1pN1RHN
h i
rN
;
s¼0;1;2;. .. ð27Þ
Similarly, we can write the SWAGE algorithm when N is even.
Now we discuss the two parameter Newton-SWAGE iterative
method for the non-linear difference equation obtained on apply-
ing the cubic spline method to the non-linear differential Eq. (8).
We follow the approaches given by Evans [23].Let us deﬁne
y ¼
y1
y2
..
.
yN
266664
377775
N1
; uðyÞ ¼
/1ðyÞ
/2ðyÞ
..
.
/NðyÞ
266664
377775
N1
and
akðyÞ ¼ @/k
@yk1
; k ¼ 2ð1ÞN
2bkðyÞ ¼ @/k
@yk
; k ¼ 1ð1ÞN
ckðyÞ ¼ @/k
@ykþ1
; k ¼ 1ð1ÞN  1
ð28Þ
The the Jacobian of u(y) can be written as the Nth-order tri-diago-
nal matrix
T ¼ @uðyÞ
@y
¼
2b1ðyÞ c1ðyÞ 0
a2ðyÞ 2b2ðyÞ c2ðyÞ
. .
.
. .
.
0 aNðyÞ 2bNðyÞ
266666664
377777775
NN
ð29Þ
Now with any initial vector y(0), we deﬁne
yðsþ1Þ ¼ yðsÞ þ DyðsÞ; s ¼ 0;1;2; . . . ð30Þ
where Dy(s) is the solution of the nonlinear system
TDyðsÞ ¼ uðyðsÞÞ; s ¼ 0;1;2; . . . ð31Þ
For the Newton-SWAGE method, we consider the case when N
is odd. We split the matrix T as T = T1 + T2, where
ð32Þ
and
ð33Þ
then we write Newton-SWAGE method as:
ðT2 þx2IÞDyðsþ1Þ ¼ ½I  ðx1 þx2ÞðT1 þx1IÞ1ðT2 x1IÞDyðsÞ
 ðx1 þx2ÞðT1 þx1IÞ1uðyðsÞÞ;
s ¼ 0;1;2; . . . ð34Þ
where x1 > 0,x2 > 0 are relaxation parameters and (T1 +x1I) and
(T2 +x2I) are non-singular.
Since (T1 +x1I) and (T2 +x2I) consists of (2  2) sub-matrices,
they can be easily inverted.
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and
ð36Þ
with pk = bk +x1, k = 1(1)N and Dk = pkpk+1  ck ak+1, k = 2(2)N  1
and rk = bk +x2, k = 1(1)N and Dk = rk rk+1  ckak+1, k = 1(2)N  2.
Further the matrices (T2 +x2I)1(T1 +x1I)1(T2 x1I) and
(T2 +x2I)1(T1 +x1I)1 can be evaluated in a manner suitable for
parallel computing. In order for this Newton-SWAGE method to
converge it is sufﬁcient that the initial vector y(0) be close to the
solution.
In a similar manner, we can write the Newton-SWAGE algo-
rithm when N is even. h4. Numerical illustrations
To illustrate the proposed SWAGE iterative methods, we have
solved the following three problems whose exact solutions are
known. We have also compared the proposed SWAGE iterative
methods with the corresponding TAGE iterative methods. The
right-hand side functions and boundary conditions can be ob-
tained by using the exact solutions. The initial vector 0 is used
in all iterative methods, and iterations were stopped when
ju(s+1)  u(s)j 6 1010 was achieved. While solving non-linear dif-
ference equations, we have considered ﬁve inner iterations only.Table 1
Problem 1: the RMS errors.
N TAGE method SWAGE method
x1opt x2opt Iter x1opt x
a ¼ 1;r ¼ 0:9
10 0.535 0.546 32 0.430 0.
20 0.289 0.290 63 0.264 0.
30 0.200 0.198 96 0.260 0.
40 0.157 0.156 116 0.150 0.
50 0.135 0.136 131 0.137 0.
60 0.040 0.040 205 0.125 0.
70 0.106 0.106 171 0.105 0.
80 0.098 0.097 189 0.090 0.
a ¼ 2;r ¼ 1:1
10 0.710 0.690 25 0.660 0.
20 0.406 0.416 42 0.418 0.
30 0.305 0.305 54 0.335 0.
40 0.275 0.265 62 0.280 0.
50 0.221 0.222 69 0.176 0.
60 0.216 0.216 72 0.235 0.
70 0.151 0.151 75 0.165 0.
80 0.155 0.155 76 0.215 0.Problem1
u00 þ a
r
u0  a
r2
u ¼ f ðrÞ; 0 < r < 1;a
¼ 1;2 ðLinear Singular EquationÞ ð37Þ
The exact solution isuðrÞ ¼ er4 . The rootmean square (RMS) errors
and the number of iterations for both SWAGE and TAGEmethods are
tabulated inTable 1 fora = 1,2. Thegraphof theexact solutionand the
approximate solution for N=80, a = 2 is given in Fig. 1.
Problem2
mu00 ¼ ðu bÞu0; 0 < r < 1 ðBurgers’ equationÞ ð38Þ
The exact solution is u(r) = b[1  tanh(br/2m)]. The RMS errors
and maximum absolute (MA) errors, and the number of iterations
both for both Newton-SWAGE and Newton-TAGE methods are tab-
ulated in Tables 2a and 2b for b = 1/2 and various values of R = m1.
The graph of the error for N=60, R=50, r = 1.35 is given in Fig. 2.
Problem3
1
R
u00 þ a
r
u0  a
r2
u
h i
¼ uu0 þ gðrÞ; 0 < r < 1; a
¼ 1;2 ðBurgers’ EquationÞ ð39Þ
The exact solution is u(r) = r2cosh(r). The RMS errors and MA er-
rors, and the number of iterations for both Newton-SWAGE and
Newton-TAGE methods are tabulated in Tables 3a and 3b for
a = 1,2 and various values of R.The graph of the errors for N=50,
R = 50, a = 1,r = 0.8 is given in Fig. 3.
A relation between the exact solution uexact and the approxi-
mate numerical solution u(h) is given by the following equation:
uexact ¼ uðhÞ þ Ahp þ   higher-order terms ð40Þ
where h is the mesh size, A is a constant, and p is the order (rate) of
convergence. For sufﬁciently small h, we can neglect the higher or-
der terms.
The maximum absolute error is given by:
Eh ¼ max juexact  uðhÞj ﬃ Ahp: ð41Þ
Taking logarithm on both sides of (41), we get:
logðEhÞ ¼ logðAÞ þ p logðhÞ ð42ÞRMS errors (for both TAGE and SWAGE method)
2opt Iter
420 22 0.1479(03)
260 41 0.3768(04)
190 55 0.2284(04)
154 71 0.1795(04)
134 79 0.1554(04)
118 91 0.1402(04)
109 103 0.1293(04)
090 118 0.1208(04)
653 18 0.3999(02)
424 29 0.1303(02)
329 38 0.8346(03)
286 45 0.6636(03)
185 50 0.5751(03)
241 56 0.5188(03)
174 60 0.4788(03)
215 64 0.4465(03)
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Fig. 1. Problem 1.
Table 2a
Problem 2: Errors for uniform mesh.
Newton-TAGE method Newton-SWAGE method
N xopt =x1opt =x2opt Iter xopt =x1opt =x2opt Iter MA errors (for both Newton-TAGE
and Newton-SWAGE method)
RMS errors (for both Newton-TAGE
and Newton-SWAGE method)
R = 10, r = 1.0
10 0.052 08 0.032 06 0.60369(04) 0.35017(04)
20 0.029 15 0.025 08 0.45609(05) 0.25404(05)
40 0.015 28 0.014 14 0.31515(06) 0.17210(06)
80 0.008 65 0.0077 26 0.19675(07) 0.11226(07)
R = 50, r = 1.0
10 0.020 04 0.014 04 0.28997(01) 0.92084(02)
20 0.012 05 0.010 05 0.33667(02) 0.83396(03)
40 0.006 07 0.005 06 0.20526(03) 0.51160(04)
80 0.0031 11 0.0031 07 0.12882(04) 0.32508(05)
R = 100, r = 1.0
20 0.009 04 0.0110 04 0.32106(01) 0.72031(02)
40 0.006 05 0.0041 05 0.37172(02) 0.64475(03)
80 0.003 07 0.0022 06 0.21518(03) 0.37797(04)
160 0.0015 11 0.0015 07 0.13412(04) 0.23493(05)
320 0.0008 25 0.0008 11 0.84543(06) 0.14746(06)
Table 2b
Problem 2: Errors for non-uniform mesh.
N Newton-TAGE method Newton-SWAGE method RMS errors (for both Newton-TAGE
and Newton-SWAGE method)
x1opt x2opt Iter x1opt x2opt Iter
R = 20, r = 1.15
10 0.0250 0.0270 07 0.0120 0.0170 06 0.1584(03)
20 0.0158 0.0148 12 0.0090 0.0130 07 0.1426(04)
30 0.0115 0.0119 17 0.0089 0.0090 10 0.8472(05)
40 0.0096 0.0098 20 0.0084 0.0090 11 0.7122(05)
50 0.0083 0.0084 24 0.0077 0.0080 12 0.6342(05)
60 0.0072 0.0074 29 0.0077 0.0068 13 0.5784(05)
R = 50, r = 1.35
10 0.0126 0.0140 07 0.0156 0.0147 05 0.5161(03)
20 0.0082 0.0086 10 0.0060 0.0076 08 0.2539(03)
30 0.0061 0.0063 14 0.0055 0.0066 09 0.2073(03)
40 0.0058 0.0056 16 0.0059 0.0060 09 0.1795(05)
50 0.0052 0.0051 17 0.0053 0.0052 10 0.1605(06)
60 0.0051 0.0048 19 0.0062 0.0048 10 0.1466(03)
R.K. Mohanty, J. Talwar / Results in Physics 3 (2013) 195–204 201
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7
8
x 10- 4
x
er
ro
r
Graph of error for N=60, R=50, sigma=1.35
error at each grid point
Fig. 2. Problem 2.
Table 3a
Problem 3: Errors for uniform mesh.
N Newton-TAGE method Newton-SWAGE method
xopt =x1opt =x2opt Iter xopt =x1opt =x2opt Iter MA errors (for both Newton-TAGE
and Newton-SWAGE method)
RMS errors (for both Newton-TAGE
and Newton-SWAGE method)
R ¼ 10;r ¼ 1:0;a ¼ 1
10 0.025 09 0.045 07 0.38879(03) 0.24696(04)
20 0.035 13 0.024 10 0.29778(04) 0.18222(05)
40 0.018 21 0.018 14 0.20473(05) 0.12386(06)
80 0.0093 42 0.009 35 0.12903(06) 0.80787(07)
R ¼ 50;r ¼ 1:0;a ¼ 2
10 0.033 11 0.028 10 0.20760(02) 0.10437(02)
20 0.012 12 0.015 11 0.17814(03) 0.82654(04)
40 0.006 15 0.0054 13 0.12392(04) 0.57130(05)
80 0.003 27 0.003 19 0.78060(06) 0.37308(06)
Table 3b
Problem 3: Errors for non-uniform mesh.
N Newton-TAGE method Newton-SWAGE method RMS errors (for both Newton-TAGE
and Newton-SWAGE method)
x1opt x2opt Iter x1opt x2opt Iter
R ¼ 50;a ¼ 1;r ¼ 0:8
10 0.016 0.015 08 0.016 0.0159 07 0.2546(02)
20 0.009 0.0089 11 0.0094 0.0093 08 0.1236(03)
30 0.0069 0.0057 15 0.006 0.0053 10 0.9873(03)
40 0.0039 0.004 21 0.005 0.0044 12 0.8538(03)
50 0.004 0.00395 25 0.005 0.0036 13 0.7636(03)
60 0.00397 0.00394 30 0.0038 0.004 15 0.6971(03)
R ¼ 10;a ¼ 2;r ¼ 1:1
10 0.059 0.0580 08 0.053 0.0529 06 0.8601(03)
20 0.0368 0.0364 11 0.033 0.0329 08 0.1380(03)
30 0.0265 0.0261 13 0.028 0.027 09 0.7040(04)
40 0.0261 0.0264 14 0.023 0.022 10 0.5340(04)
50 0.0249 0.0248 15 0.022 0.021 11 0.4556(04)
60 0.0185 0.0180 17 0.0225 0.0221 11 0.4086(04)
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Fig. 3. Problem 3.
Table 4
Order of Convergence (when r = 1.0).
Problem Parameters Order of the method
02 R = 10 4.00
R = 50 3.99
R = 100 3.98
03 R = 10, a = 1 3.99
R = 50, a = 2 3.99
R.K. Mohanty, J. Talwar / Results in Physics 3 (2013) 195–204 203Given two different reﬁned mesh spacings h1 and h2, we have the
following two relations:
logðEh1 Þ ¼ logðAÞ þ p logðh1Þ ð43aÞ
logðEh2 Þ ¼ logðAÞ þ p logðh2Þ ð43bÞ
where Eh1 and Eh2 are maximum absolute errors for two uniform
mesh widths h1 and h2, respectively.
Solving for p, we get the order of convergence given by:
p ¼ logðEh1 Þ  logðEh2 Þ
logðh1Þ  logðh2Þ ð44Þ
To compute rate of convergence, we have considered h1 = 1/40
and h2 = 1/80 in Table 4, and obtained the rate of convergence to
be nearly four.
5. Final remarks
In this paper, we have discussed SWAGE iterative method based
on third order cubic spline polynomial approximation on a variable
mesh for the solution of non-linear singular two-point boundary
value problems. However for uniform mesh, the order of the meth-
od becomes nearly four, which is evident from Table 4. We have
compared the SWAGE iterative method with the corresponding
TAGE iterative method. The TAGE method requires two sweeps
to solve a problem and also, it requires a lot of algebra for compu-
tational work. Whereas the SWAGE method requires only one-
sweep to solve the problem. We have applied the method to linear
singular equation and the Burger’s equation and numerical results
conﬁrm the superiority of the proposed SWAGE method. Experi-
mentally, from tables we found that, as compared to the TAGEmethod the corresponding SWAGEmethod requires very less num-
ber of iterations, since it uses less intermediate variables. Values of
two parametersx1 andx2 are dependent on the eigenvalues of the
coefﬁcient matrix. Eigenvalues of a square coefﬁcient matrix can be
obtained, when the coefﬁcient matrix is formed by the system of
linear equations. Since the elements of coefﬁcient matrix for
Burgers’ equation are nonlinear in nature, it is not possible to ﬁnd
the eigenvalues of the coefﬁcient matrix, and hence it is not possi-
ble to estimate the values of x1 and x2. Experimentally, we have
obtained the optimal values of x1 and x2. The results conclude
that the two parameter SWAGE method is competitive to solve
the one-dimensional problem and it can be extended to solve
multi-dimensional problems.Acknowledgements
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