A simple model for discriminating equal mean data is to perform a linear discriminant analysis on the absolute value of deviations from the mean. This avoids the necessity of writing a program to calculate a quadratic discriminant function, and it also seems to have some desirable robustness properties when long-tailed contamination is present. The method is applied to the well-known Stocks twins data.
I. Introduction
The problem of assigning an individual to one of two populations which have the same menn is npproached by an investigation of the covariance matrices in the two populations. Such a problem arises in the attempt to assign twin pairs to monozygotic or dizygotic groups on the basis of a set of measurements of physical characteristics (Stocks 1933 ).
The solution to the classification problem when the covariance matrices are different is to assign to the first population (IT l ) if (assuming normality) log :~:~; =~log If21/lb11 +t (~-~2)' b;1(~-~2) -~(~-~1)' b~l(~-~l)
where p is the a priori probability of an unknown observation coming from IT l • 
-
This was the formulation used by Bartlett and Please (1963) . If the parameters are unknown, maximum likelihood estimates are used for the elements of E 1 and~2.
When sample sizes are small structural assumptions can be made on the covariance matrix to simplify estimation.
Two problems that the quadratic discriminant function suffers from are
(1) no programs are generally available to perform the computations, and (2) it seems to be sensitive to long tailed contaminators. A possible solution for this is to consider performing a linear discriminant analysis on the absolute values of the observations. This offers the advantage of being able to use available programs such as those in the HMO series, and as will be seen in ). In this case the probability of misclassification for TI 2 is
The total error is P lj
. which has the mean~= o(Z/n) 2 
As 01~00 the absolute linear discriminant function has the following -p roperties. The cutoff tends to 01/(Zn) ,and so P z~O
. PI tends to
The quadratic discriminant function discriminant point is (-2 log 02/0l)/(1/0~-I/0f) = C and PI and P z both tend to zero when 01~00 (i.e., x is assigned to IT l if x 2 > C when 01 > 02). Table I compares the error rates for the quadratic discriminant function and absolute linear discriminant function for various values of 01' and it is assumed that 0z = 1 and 01 > oZ.
From the table we may conclude that if 0l/oZ is not too large, the absolute linear discriminant function is about as good as the quadratic discriminant function. In particular if 0l/oZ 2 5, P is never more than .015 worse for the absolute linear discriminant function. The cutoff point for the absolute linear discriminant function approaches 00 too rapidly for large values of 01' and this is why the error rate does not go to zero.
[ Table 1 goes here] For the quadratic discriminant function, the P l curve rises until the contaminating observation is large enough to cause s~to be less than s~at which point it drops sharply and levels off. The P z values are fairly small until the critical point when they become quite large (.995 or greater) and remain that way. The absolute linear discriminant function behaves in a similar way excep~that the • critical point is much larger than that for the quadratic discriminant function.
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The differences in P were quite large: when 01=3 02=1 the largest difference was .41 in favor of the absolute linear discriminant function, and when 01=5 0,=1 a difference of .46 was ohserved. Similar curves are abailable for n 1 -n 2 =10.
The critical point is much smaller, as one might expect, since in this case 10% of TI Z is contaminated whereas in the data reported here only 5% is contaminated.
In general, if the contaminating observation is such that it brings the estimated variances closer than they actually are, or reverses the magnitude (i.e., sf > s~when of < o~) the effects can be serious. The data consisted of the difference between the measurement for the twins.
There were 46 monozygotic twins (n l ) and 48 dizygotic twins (n 2 ). We assume that the a priori probability of a monozygotic twin pair is lIz. 
[TabZe 2 goes here]
Three discriminant analyses were performed: one using the full set of ten variables, one using only variables 1-6, and one using variables 1, 5 and 6.
To evaluate the discriminant functions thus produced, estimates of the error rates were obtained. The apparent error rate is found by substituting the initial observations into the discriminant function. The bias of this estimate 1s worse for a quadratic function than a linear function because of the greater number of parameters that must be estimated. The 1eaving-one-out method estimates the error rates by sequentially leaving each observation out of the calculations for the coefficients and classifying it, thus obtaining a less biased estimate of the error rates (Lachenbruch, 1974) . Table 3 gives the results for each of the three analyses. The substantial bias in the apparent error rate primarily affects the error rate·in IT l .. A 6 variable function seems preferable to the 10 variable function. Using 3 variables is somewhat less effective than using 6 variables but is slightly preferable to using 10 variables. Table 4 gives the apparent error rate and the 1eaving-one-out error rate for the absolute linear discriminant function. In this case the best function is the three variable rule, which performs as well as the 6 variate quadratic discriminant function. The absolute linear discriminant function performs slightly poorer than the quadratic function for 6 variables, and slightly better for 3 variables.
The reason for this seems to be that the variables are not too non-normal. For some variables, the tails are slightly shorter than normal. As the absolute linear discriminant function is designed to protect against long-tailed contamination, this would operate in favor of the quadratic function. Plots of 8 the variables on normal probability paper did not reveal any major non-normality.
[ Tables J and 4 go here]
To study the behavior of the two rules when contamination is present, I
multiplied the components of the first five observations in TIl by 3 and performed the analyses for three, six and ten variables for each rule. The results of these analyses are given in Table 5 . Again we see the substantial bias of the apparent error rate for the quadratic discriminant function. Compared to the uncontaminated cases in Table 3 there is an increase in the mean error rate (using the leaving-one-out method). of .103 for 3 variables and .181 for 6 variables. For the absolute linear discriminant function the increase is .105 for 3 variables and .074 for 6 variables. The error .rate for the absolute linear discriminant function is lower than that for the quadratic discriminant function for 3 variables and for 6 variables but is slightly higher for 10 variables with this altered data. Multiplying the first five observations by 5 caused great disruption to the quadratic discriminant· function and moderately great disruption to the absolute linear discriminant function. In no case would one want to use the quadratic discriminant function, as the error rate was almost .6 when 3 variables were used and almost .5 when 6 variables were used. The reason for this was that the variances in TIl were increased so that they were larger than those in TI Z which causes the decline in performance.
[ Table 5 goes here]
Further work is needed to evaluate the behavior of the absolute linear discriminant function and quadratic discriminant function. A study currently in progress will evaluate these procedures in a variety of contaminated situations. .2
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