Recently, the fine-grained geolocalization of User-Generated Short Texts (UGST) has become increasingly important. One challenge is that UGST contains relatively little location-indicative information due to such limitations as text length. Therefore, extract and effectively use the location-indicative information is the key issue for improving the effect of geolocalization. The existing works only consider the global weight of the terms and do not distinguish between the importance of identical terms in different locations. In addition, the existing add-one smoothing masks the difference between the features of different locations. In this paper, we propose a fine-grained geolocalization method to predict the PoI-level location of UGSTs based on a weight probability model (FGST-WP). The method mainly includes three parts: 1) Using the reverse maximum match algorithm to filter out UGSTs that do not contain any location-indicative information. 2) Building coupling of terms and locations and adopting a mixed weight strategy to assign weights to terms. 3) Calculating the probability of nongeotagged UGST posted from each location and selecting k locations according to the top-k probabilities. The accuracy of FGST-WP on the three groundtruth datasets reaches 45%, 68%, and 72%, respectively. The results indicate the superior performance of FGST-WP.
I. INTRODUCTION
With the rise of mobile social networks, many types of networking have penetrated into our daily routine in recent years, such as Twitter, Facebook, Foursquare, etc. Billions of users publish relative messages or update their statuses on these sites. According to the latest statistics of Statista, 1 as of the first quarter of 2019, the number of monthly active users (MAU) of Facebook worldwide was 2,375 million, and the MAU of Twitter worldwide was 330 million. On social sites, users follow the information they are interested in, publish messages related to themselves, and interact with other users [1] , [2] . These user behaviours generate hundreds of millions of short texts every day, which we call usergenerated short texts (UGST) [3] . In the era of the information internet, data is regarded as a ''gold mine''. Data mining enables us to extract a large amount of useful information from these seemingly messy data, discover hidden patterns, and help us better understand social activities. Mining these user-centric textual data can benefit many applications. For example, it can help recommend regional business service for consumers and attractive places for tourists [4] , monitor public safety and health statuses with event detection [5] , [6] , allow for cross-platform user identification [7] , or build an early crisis warning system to achieve rapid disaster response [8] , [9] .
The virtual world which is made up of user-centric data is closely associated with the real world. The link between the two worlds is geographic location information. Currently, with the widespread use of GPS-enabled devices, such as smart phones and tablets, it is convenient to obtain accurate real-time location information. Users can enter their location information manually or automatically via devices. However, for reasons related to protecting personal privacy and security, users are usually reluctant to share their real information [2] , [10] . Many users turn off the device's geolocalization function or use forged location information. Hence, the location information of UGSTs may be missing or incorrect [11] . According to Hecht et al., no more than 0.8% of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ tweets are published with geolocation information [12] , and a similar phenomenon was found by Priedhorsky et al. [13] . Because of this, the reliability and universality of location determination based on the original information of UGSTs is very low [14] . Therefore, overcoming the sparse geographical location of UGSTs has aroused widespread concern in the academic community. Due to the informal application scenarios of social sites, UGSTs are quite different from formal text data, such as news, blogs and books. On one hand, due to the limitations of social sites rules and the inconvenient input of mobile devices, UGSTs are usually short, which means that less useful information can be extracted from the UGSTs. For example, Twitter limits the length of a text posted by users to no more than 140 characters. This is why we call it short text. On the other hand, in order to express problems and convey information more concisely, UGSTs often contain a large number of verbal expressions, nonstandard abbreviations, misspellings, special tokens, etc. These unconventional, unstructured texts are often regarded as noise in the course of general natural language processing. Therefore, how to deal with these informal short texts, retain the original location-indicative information in UGSTs to the greatest degree possible, and predict the location of UGSTs is a prominent area in current geolocalization research.
The prerequisite for geolocalization is that the UGSTs contain location indication information, which can include place names, institutions, or words related to certain specific locations. When building the coupling relationship between the content and locations, the existing works typically uses the unigram language model or the entity-based model to extract the characteristic of the UGSTs; that is, to construct the coupling relationship based on the geographic distribution of the words or entities. This method is effective, but it can not make full use of the location information contained in the UGSTs. Smoothing is required when calculating the geographical distribution of terms, and the existing work usually adopts add-one smoothing, which blurs the difference between the features of different locations. In addition, since different terms contain different location information, it is necessary to assign different weights to different terms so that more location-indicative terms play a greater role in the calculation. In this regard, the existing research only considers the importance of terms in all locations, and do not distinguish between the weight of identical terms in different locations To solve the above problems and make up for the existing deficiencies, in this work, we propose a fine-grained geolocalization method based on a weight probability model. The data required by the model is the content of the UGSTs, which does not need other personal data, such as user accounts, user profiles, friend networks, historical data, etc. We first decompose the UGSTs into multiple terms and then construct a coupling between the terms and the PoIs. We calculate the probability that each PoI is the ground-truth location of the nongeotagged UGST and select the top-k locations as our perdition results according to the ranking of probabilities.
Our main contributions can be summarized as follows.
-To filter out UGSTs that do not contain location clues, we use the Reverse Maximum Match (RMM) Algorithm to match the entities contained in the UGSTs and determine whether the UGSTs contain location information, which can filter out significant amounts of noise data and improve the prediction accuracy. -To make full use of location indication information, we introduce 2-gram and 3-gram language models into our solution, not just the unigram language model. Multivariate language model can effectively explore the location indication information in UGSTs, which enhances the accuracy and applicability of the geolocalization algorithm. -When smoothing the geographical distribution of terms, we change the smoothing coefficient to avoid hiding the original features of PoIs. At the same time, we find that the optimal smoothing coefficient is positively correlated with the size of the data set. -To better measure the importance of the terms and to have terms that are more location-indicative play a greater role in prediction, we adopt a mixed weighting strategy to combine the weight of the terms in all locations and in a single location; that is, the global weight and the local weight. In addition, we verify the effect of the algorithm through ground-truth datasets. It should be emphasized that, although our experiments were conducted on limited datasets, our datasets were collected from the three largest social sites: Facebook, Twitter and Foursquare, and there is no other restriction on the UGSTs content when we collect. Therefore, our datasets are not specific and the method we propose can easily be extend to other social sites or other similar datasets. The reminder of this work is structured as follows. Section 2 introduces the related works of the location prediction. Section 3 details the proposed approach. Section 4 is an experimental section that introduces the datasets, metrics, and experimental results. Section 5 concludes the work of this paper. We will elaborate on the proposed method later. The experimental results on the three ground-truth datasets show the superior performance of the proposed method.
II. RELATED WORKS
The problem of location prediction has been extensively studied, relating to technical fields such as natural language processing, machine learning, statistics, and geographic information system. Generally, location prediction problems can be divided into two categories according to different purposes: UGST location prediction and user location prediction. UGST location prediction refers to determining the location where a UGST is published from, that is to say, the object of prediction is the UGSTs. User location prediction refers to predicting the location where the user has settled for a long period of time. It may be the location of the user's home or company, and the object of prediction is the user. In this paper, we mainly solve the problem of UGST location prediction. Although the two problems are different, they are not completely independent. Next, we will detail the related works of location prediction [15] .
A. CONTENT-BASED GEOLOCALIZATION
Generally, users publish UGSTs for the purpose of sharing information. For example, a user may post information about a restaurant when he is enjoying a meal. Therefore, the original location of the UGSTs can be revealed by certain information in the content of UGSTs. In general, the content-based geolocalization methods can be divided into two categories: word-oriented and location-oriented. The division is based on the probability principle used for the prediction. The wordoriented methods are aimed at exploiting the geographical distribution of location-indicative words and estimates the probability that location l is the ground-truth location of UGST t, i.e. p(l|t). The location-oriented method instead emphasizes the probability that a UGST t is generated in a given location l, i.e. p(t|l).
Cheng et al. [3] proposed a content-based method to estimate the city-level geolocation of Twitter users. They treated the problem of local word identification as a classification problem, constructing probabilistic generative models for all worlds, where each word has a geographic center, a central frequency C, and an optimal dispersion ratio α. Then, the geographical distribution of the word is replaced by the model Cd −α . Additionally, they considered the problem of tweet sparsity and overcome the problem via three smoothing approaches: Laplace smoothing, data-based smoothing and model-based smoothing. Chandra et al. [11] considered the relation between tweet messages. They classified tweets into three types according to the reply tag, and proposed the Reply Based Probability Distribution Model (RBPDM) to calculate the probability distribution of terms over all locations, and finally built the Term Distribution Estimator based on the maximum likelihood estimation. Paule et al. [16] proposed a fine-grained tweet geolocalization algorithm, which is divided into three steps. First, they divided the geographic area into 1 km-sized grids, and then grouped the tweets by location information. Second, they found the top-k geotagged tweets with the highest content-based similarity with the nongeotagged tweets. Finally, they determined the area of the nongeotagged tweets via a weighted majority voting strategy, where the weight of a geotagged tweet is calculated based on its geographical distance from the top-k similar tweets. Iso et al. [17] attempted to predict the geographic coordinates of users from a single tweet content. They estimated the parameters of the Gaussian mixture model by the convolutional mixture density network and used a probability distribution to represent the location information in the tweets and preserve the ambiguity of the probability of each location, rather assigning a specific location.
Although there are many content-based approaches, they are essentially coarse-grained, accurate to the national level, city level, or a certain geographical grid sizes [18] . The prediction result of this work is the PoI level, which is a specific geographical entity. Moreover, we adopt the Multivariate language model and the mixed weight strategy, which can better explore and utilize the location-indicative information in UGSTs. Therefore, the accuracy of the prediction is higher, and a higher proportion of UGST can be predicted. The applicability and scalability of our method is thus stronger.
B. EXTERNAL INFORMATION-BASED GEOLOCALIZATION
In social networks, a UGST is not just a short text published by users. It is also associated with many other pieces of information. A UGST is attached with its posting time. Moreover, users will improve their personal profiles, including their user-name, home address, companies, phone numbers, individual tags, etc. Additionally, users on social sites have their own friendship networks. All the above information can help us better understand UGSTs. We refer to all this information as external information.
Feng et al. grouped the data according to spatial location and posting time to form a three-dimensional data cube, and then analyzed the commonality of twitter under different granularities through the tweets in different dimensions [19] . Paraskevopoulos and Palpanas et al. proposed a framework for geolocating nongeotagged tweets. They took the timestamp of tweets into consideration, and divided the 24 hours of the day into different time slices. Then, they grouped the labeled tweets according to their time slice and geographical location. After that, the feature vector of the tweets in each group was extracted by the frequency of the key terms. Finally, the similarity between the feature vectors of the unlabeled tweet and the feature vector of each group in the same time slice was calculated, and the nontagged tweet was allocated into the region with the highest similarity [20] . Liu and Huang considered the influence of the movement pattern on the location of uses and proposed a Hidden-Markov-based model to integrate movement pattern and tweet content [21] . Chong and Lim improved the Naïve Bayesian algorithm. First, different weights were assigned to the word through the location-indicative weighting model and filtering the word whose weight below the threshold. Then, a query expansion model was used to expand the content of the tweet, and finally, a fused model was used to make a prediction. In the selection of evaluation metrics, the authors used the Mean Reciprocal Rank (MRR) [22] . Lorenzo et al. proposed a big-data system to predict the user's location based on Twitter. They gathered the freetext location field information of all accounts followed by the user and retrieved possible place names from this information. Then, they classified the accounts followed by the user into friends, celebrities and organizations, with different weights assigned to different categories of accounts [23] . Ebrahimi et al. improved the Twitter user geolocation algorithm. They constructed a mention network to reflect the twitter users' friendship network, and distinguished local celebrities from global celebrities based on a DBSCAN (density clustering) algorithm. They then used a label propagation algorithm of Modified Adsorption to calculate the probability that each location is the user's real location, which is a graphbased semisupervised algorithm that diffuses the location labels among the users through iteration [24] .
The approach we proposed in this work is a content-based one that does not utilize other user data. In comparison, the content-based approach has the advantage that the experiment data is easy to obtain and does not require external data, so the method is more versatile and can be easily extended to other social sites. The external information-based method uses more dimensional user information, so the accuracy of prediction may be higher, but it is more limited in its practical applications. Because of the user privacy protection policy, sensitive user data is difficult to obtain, and for different kinds of external information, the prediction method also needs to be changed accordingly, so the scalability of the method is poor. Meanwhile, the accuracy of the prediction is also affected by the reliability of external information.
III. THE PROPOSED APPROACH A. PROBLEM STATEMENT
As mentioned above, the problem we want to solve in this work is estimating the fine-grained geographic location of nongeotagged UGSTs.
We first introduce some basic definitions used in the paper. Definition 1: UGST. UGST is the basic unit of usergenerated textual data on social sites; that is, a short text with independent content and complete meaning published by users. It is denoted by t = {w 1 , w 2 , . . . , w m } where w i is the i th word in t.
Definition 2: Term. A term is a phrase consisting of one or several words, also known as k-tuple, which can be formalized as e = {w 1 , w 2 , . . . , w k }.
Therefore, a UGST t can be reformulated as t = {e 1 , e 2 , . . . , e n }.
Problem Formulation 1: Fine-grained Geolocalization of UGSTs. A nongeotagged UGST t, a set of candidate PoIs L = {l 1 , l 2 , .., l k } and a set of geotagged UGSTs T = {t 1 , t 2 , . . . , t p } are given. Our task is to predict the finegrained location from which t was posted.
A PoI (Place of Interest) is a specific geographic area, such as a district, street, road, block, or a specific location entity, such as schools, markets, restaurants, etc. [25] , [26] .
In the context of this work, we treat the prediction task as a probability-based ranking problem [27] . The key is to calculate the value of p(l|t), ∀l ∈ L, which specifically means the probability that the nongeotagged UGST t is posted from location l. The larger p(l|t), the higher the confidence that l is the ground-truth location of t. Therefore, for a nongeotagged UGST t, we calculate the probability for all candidate PoIs, then we rank all PoIs according to their probabilities, making the highly ranked PoIs more likely to be the ground-truth location of t. Finally, we select k PoIs according to the top-k probabilities as the result of the prediction. 
B. OVERVIEW OF OUR SOLUTION
As mentioned earlier, we propose a fine-grained geolocalization model based on weight probability. Fig. 1 demonstrates the overall framework of our proposed method, which is abbreviated as FGST-WP. The entire process is as follows.
The input of the algorithm consists of two parts: nongeotagged UGST and information on the candidate PoI. Nongeotagged UGST refers to the UGST that is needed to predict the location. The candidate PoI information is the unique name or ID of the PoI and the UGSTs tied to the PoI; that is, the UGSTs with location tags. The algorithm outputs the location assigned to the nongeotagged UGST, which is also divided into two types. One is that the nongeotagged UGST does not contain location information, and the corresponding output is ''UGST without Location''. The other is the output of k PoIs, which are the possible locations of the UGST.
The algorithm's prediction process mainly consists of three steps: 1) Filtering UGSTs by the RMM algorithm. We filter out UGSTs containing little meaningful entities, which can reduce noise at the early stage. 2) Term identification and filtration. We decompose UGSTs into different term sets and filter out terms whose weight does not exceed the threshold.
3) The last step is building the weight probability model, which is described in the two parts below. We first build a probabilistic coupling model to quantify the link between the terms and PoIs. Then, we materialize the coupling model, calculate the probability p(l|t), ∀l ∈ L and make predictions. We will elaborate on each steps in the following subsections.
C. RMM-BASED UGST FILTRATION
In social sites, some UGSTs contain few location cues. For these cases, it is impractical to identify the geolocation, such as ''how are you'' or UGSTs which are made up of meaningless words. Thus, it is essential to determine whether there is hidden location-indicative information in the UGSTs before predicting.
Intuitively, a UGST that contains few meaningful entities usually has no location directivity, thus it is difficult to associate such a UGST with actual PoIs, even by end if 22: end for 23: return entitySet manual labeling. We take this premise to conduct the preliminary screening. We use the RMM algorithm to match the UGSTs and the Wiki Anchor Text Set, we then extract all entities in the UGSTs based on the longest matching principle. The Wiki Anchor Text Set is a collection of text keywords and URLs [28] , which contains over 10 million entities. Before filtering, we remove the entities in the anchor text set that are too long or contain stop words. The RMM algorithm is formalized as Algorithm 1.
In implementing the algorithm, we extract all the longest matched entities in the UGSTs. Then, we filter out those UGSTs where the corresponding entitySet is empty.
D. TERM IDENTIFICATION
For the sake of calculating the probability, we need to extract the features from the textual data. In the preprocess phase, we first lemmatize and stem all the words, then we separately split the UGSTs into different k-tuple (1 ≤ k ≤ 3) terms. A UGST t that is separated into k-tuple terms can be denoted as E(t) k = {e k,1 , e k,2 , . . . , e k,m−k+1 }, where e k,i = {w i , . . . , w i+k−1 }. For example, suppose that the content of UGST t is ''New York City'', then E(t) 1 = { New , York , City }, E(t) 2 = { NewYork , YorkCity }, and E(t) 3 = { NewYorkCity }. We denote E k = t∈T E(t) k , which represents the k-tuple term set of all geotagged UGSTs.
Existing methods for extracting the UGSTs features are usually based on words or entities. Compared with these two methods, the multivariate language model we used in our algorithm can better use the location indication information in UGSTs. For example, we assume that UGST t 1 contains the term ''New York City'', and UGST t 2 contains the term ''York''. Semantically, these two UGSTs are interrelated, ''New York City'' and ''York'' both mean the city of New York. If we adopt the entity-based approach, then ''New York City'' will be recognized as an entity in t 1 , and ''York'' in t 2 will be recognized as an entity. Although it is easy for humans to judge that the two entities are related, it is difficult for computers to find the connection between the two entities. If we adopt the multivariate language model, then the term ''York'' will be included in both E(t 1 ) 1 and E(t 2 ) 1 , so we can capture the relationship between the two UGSTs through the term ''York''. From another point of view, English contains many meaningful phrases composed of multiple words, such as ''Apple Store'' or ''Bowling Alley''. Although the word-based method preserves the information conveyed by the single words in a phrase, it ignores the meaning of the phrase itself. For example, the information convened by the term ''Apple'' and ''Store'' is inconsistent with the term ''Apple Store''. From this, we can see that the multivariate language model combines the advantage of both word-based and entity-based methods, and can better preserve and explore the relationship between UGSTs.
After term identification, we process each E(t) k , (1 ≤ k ≤ 3) in the following ways.
1) Filtering out terms that contain stop words and terms with a word frequency of 1. This can remove most of the invalid word combinations. The advantage of multivariate language model is that it can preserve the location information in the text as much as possible, but at the same time, it will introduce a lot of meaningless combinations, so we need to set some conditions to filter these noise data. Frequency filtering is a simple and effective method.
2) Grouping the UGSTs by PoI, all the geotagged UGSTs corresponding to the same PoI are merged together. E(l) k = t∈{t∈T :l t =l} E(t) k , which represents the k-tuple term set of PoI l. Then, we calculate the TFIDF value for each term. This value is calculated by (1) .
where tf (e k,i ) denotes the term frequency of e k,i in E k , dc(e k,i ) denotes the document frequency of e k,i in E k ; that is, the number of PoI that e k,i is contained in E(l) k , and N is the number of PoI.
3) For each E k (1 ≤ k ≤ 3), we set a predefined threshold θ k , and only retain terms where TFIDF is great than θ k .
E. PROBABILITY COUPLING MODEL
After term identification, the next step is to establish the relationship between the terms and PoIs. Most studies deal with this problem in a probabilistic manner. The conditional distribution of PoIs w.r.t. UGSTs tied to them are characterized by the posterior probability. Inspired by Cheng et al. [3] , we take the Bayesian probability model as the basic method and establish a probability coupling model to quantify the relationship between the terms and PoIs.
Given a nongeotagged UGST t = {e 1 , e 2 , . . . , e n }, a candidate PoI set L = {l 1 , l 2 , . . . , l k } and a set of geotagged UGST T = {t 1 , t 2 , . . . , t p }, l t i ∈ L, the probability that l(l ∈ L) is the original PoI of t can be formalized by (2) .
where p(l) denotes the prior probability of PoI l, and T (l) is the set of UGSTs tied to l. Since the total number of UGSTs |T | is constant during the calculation, we can approximate p(l) by the size of T (l), as shown in (3). count(e, l) denotes the frequency of term e in T (l), and V (l) represents the collection without repeated term in PoI l. We notice in (4) that if there is no UGST in T (l) including the term e, that is, count(e, l) = 0, then the value of p(e|l) will be zero. Due to data set limitations, the number of terms that appear in a PoI l is generally limited, but this does not means that terms that do not appear in PoI l are irrelevant to l. Scientifically speaking, the probability that a general term e appears in PoI l may be very small, but it will not become zero. This is the problem of data sparsity. To tackle this problem, we use the Laplace smoothing technique to smooth the Per-PoI term distribution. The formula form for smoothing is shown in (5) , where V = l∈L V (l), which represents the unrepeated term set of all PoI. The existing work usually adopt add-one smoothing (set the smoothing coefficient smooth to 1). For the distribution of each term in each location, the frequency of the term's occurrence is increased by 1 before calculation. Add-one smoothing can ensure that the conditional probability of the term for each location is greater than zero. However, this method can cause other problems.
In fact, the number of UGSTs collected for each PoI is limited, so there may be only a few hundred or even dozens of terms that appear in a PoI. That is, the value of e j ∈V (l) count(e j , l) may be small, but the number of elements in set V is large, usually tens of thousands. Here, we use V (l) and V (l) = V −V (l) to respectively represent the unrepeated set of terms that have appeared in PoI l and the unrepeated set of terms that have not appeared in PoI l. If the smoothing coefficient is set to 1, on one hand, the denominator is large, making the conditional probability of the terms in V (l) smaller. On the other hand, the large number of terms contained in V (l) will obscure the characteristics of the terms contained in V (l), making it difficult to distinguish the features of each PoI, which leads to a decrease in the accuracy.
Therefore, we can assume that under the same conditions, lowering the smoothing coefficient can improve the accuracy of the prediction. In this work, we will test the influence of the smoothing coefficient on the prediction through different values. p(e|l) ∝ count(e, l) + smooth e j ∈V count(e j , l) + |V | * smooth
Thus, the probability of a UGST t posted in PoI l can be further defined as (6) .
Our next target is to materialize the probability coupling model and make predictions. Specifically, for a nongeotagged UGST l, we need to calculate the probability p(l|t) for each candidate PoI. Then, we rank these probabilities and select k(k ≥ 1) PoIs corresponding to the top-k probabilities.
Some specific terms are strongly related to one or more PoIs, while some common terms have a weak connection with locations. For example, the term ''food'' may appear in restaurants, bars, and many other places, while the term ''McDonald'' is more likely to appear in McDonald's. Conversely, if the term ''food'' appears in a UGST, it is difficult to determine from which PoI the UGST was posted, while if the term ''McDonald'' appears in a UGST, we can speculate with a high degree of confidence that the UGST was posted from McDonald's. To capture the implicit basic pattern, we must determine the importance of different terms and make terms that are more location-oriented play a greater role in the calculation. Toward the goal of improving the estimation, we take a location-indicative weighting strategy to assign different weights to different terms according to their importance.
Existing studies only consider the weight of each term in all locations, typically calculating the TFIDF or IDF value of the term in all locations, which we call the global weight. This method ignores that an identical term may plays a different role in different locations. For example, the term ''burger'' may appears in McDonald's, in a regular restaurant, or in other place. However, a UGST containing the term ''burger'' is actually more likely to be posted from McDonald's. This example shows that we cannot apply a uniform weight to all locations for the same term. Instead, we need to consider the role of an identical term in each location, which we call the local weight. In this paper, we consider both the global weight and the local weight, then we combine the two cases by the mixed weight and define it as (7) , where the tuning parameter α is between 0 and 1, which is responsible for meditating the ratio of the global weight and the local weight. weightGlo(e k,i ) is the global weight of the term e k,i while weightLoc(e k,i,l ) is the local weight of the term e k,i in PoI l.
The calculations of the two weights are shown in (8) and (9), respectively.
weight(e k,i,l ) = α * weightGlo(e k,i )
where tf (e k,i ) denotes the frequency of term e k,i in E k , dc(e k,i ) represents the document frequency of term e i in E k ; that is, the number of PoI that containing e k,i in E(l) k , and |L| represents the number of PoI.
where tf (e k,i,l ) denotes the frequency of term e k,i in E(l) k . Similarly, dc(e k,i,l ) represents the document frequency of term e k,i in PoI l, that is, the number of UGSTs tied to PoI l and containing e k,i in E(t) k . After combining the mixed weight, the probability model can be converted into (10) . Here, we use a logarithmic formula to avoid the underflow error. where V k is the unrepeated term set of E k . Then, we can calculate the probability p(l|t), ∀l ∈ L by (11) . Finally, we rank the PoIs according to their probabilities and select the top-k PoIs as the predicted location of UGST t.
p(l|t) ∝ p(l) ×
We have thus described the entire process of the method in detail. For a nongeotagged UGST, we first determine whether it contains location information, and if so, decompose it into multituple terms and assign a probability to each PoI by (11) , then select the k PoIs with the largest probability. Among them, the weights and other parameters are calculated by the geotagged UGSTs.
IV. EXPERIMENTS A. DATASETS
Frankly, considering the difference between UGSTs and formal text data, our experiment cannot use the dataset used in ordinary NLP experiments. Therefore, we need to obtain real textual data from the users of social sites. Fortunately, some social sites provide us with open data acquisition APIs. Here, we chose Foursquare 2 as the data source. Foursquare is a social site that provides services based on the 2 https://foursquare.com/ users' geographic location information [29] . Each PoI on the site has a unique venue ID. If we know the venue ID, we can access the corresponding PoI homepage via the URL. 3 The home page provides details of the PoI, such as place name, longitude and latitude coordinates, etc., and tips that users posted on the PoI. Through the data acquisition mechanism and crawler framework used in our previous work, we collected tips generated in New York City between Jun. 2018 and Oct. 2018 and finally obtained 498,686 geotagged UGSTs corresponding to 87,644 PoIs [7] , [30] . Fig. 2 shows the distribution of the number of UGSTs corresponding to PoIs. We call the number of UGSTs corresponding to PoI n t . It is clear that the distribution of n t between the PoIs is not uniform. There are 76,800 PoIs with n t not exceeding 10, accounting for 87.6% of the total PoI. Only 2,128 PoIs have an n t greater than or equal to 50, accounting for 2.4% of the total PoI.
In addition, for comparative experiments, we also built the corresponding UGST dataset for Facebook and Twitter. We collected a total of 1,531,018 tweets and 333,859 Facebook posts from around the world in the early stage. Since Facebook and Twitter are not social sites that provide services based on location information, the location of the UGSTs of these two sites are usually obtained through user tags, etc. Therefore, these UGSTs do not have accurate latitude and longitude coordinates, and the location information attached to these UGSTs is not standardized and has different granularity, including national, state or city level. Therefore, we adopt the same acquisition standard as Foursquare data to filter Facebook and twitter data. We filtered out UGSTs which only had coarse-grained location information, such as ''USA'', ''New York'', ''Queens'', etc., and UGSTs which the published location is not in New York. After screening, we finally obtained 4,910 Facebook posts and 15,188 tweets from New York City.
We abbreviate these three datasets as FS, FB and TW, respectively. Table 1 summarizes the statistical details of the three datasets.
B. EVALUATION METRICS AND EXPERIMENTAL SETTING
To evaluate the performance of our geolocalization framework, we need to compare the deviation between the estimated location and the actual location of the UGSTs. Here, we have adopted several widely used metrics [31] . The first metric is the Mean Error Distance(meanED), a distance-based metric that quantifies the overall error distance of prediction. The error distance of a UGST t is the geographic distance between the coordinate of the groundtruth PoI l(t) and the estimated PoI l * (t) [32] . The second metric is the Ranking-based Accuracy (Acc@k), which calculates the ratio of the correct prediction. A prediction is considered correct if the ground-truth PoI lies within the top-k results [33] . Inspired by the grid-based correct estimation used by Abdelhaq et al. [34] , we further define the Distanced-based Accuracy (Acc(d)@k) that a prediction is considered correct as long as the error distance of one of the top-k selected PoIs is within the predefined threshold d. In coarse-grained geolocalization predictions, such as citylevel or national-level, d is usually 100 miles or 161 km [35] . In this paper, we are performing fine-grained geolocalization, so d will be reduced to a range of 1 to 2 km.
These three metrics are formalized in (12) to (14), where dis(l(t), l * (t)) is the spherical distance between l(t) and l * (t), which calculated by the Haversine formula, T is the set of all nongeotagged UGSTs, and L k (t) is the list of top-k results for t.
In FGST-WP, we select five key parameters: the Laplace smoothing coefficient smooth, the weight tuning parameter α, the value of k and the error distance threshold d, and the number of UGSTs corresponding to PoI n t . To prove the effectiveness of FGST-WP, we select the following two methods for comparison.
-PDM [11] : Using a probability distribution model and a distribution of terms across locations, we can obtain a probability distribution matrix of tweets to locations. -LW [22] : Using a location-indicative weight model to measure the importance of words and assign weights. increases from 0.35 when k = 1 to 0.73 when k = 10. It is not difficult to understand that the ground-truth location of t is not always ranked first in the prediction results. It may instead be in the second place, the third place, or an even more backward position. The result of the prediction assigns a probability value to each location. Due to various factors, the probability value of the ground-truth location may not be the largest. Thus, increasing k can improve the predictive fault tolerance as long as the ground-truth location is within the first k positions. In the process of solving practical problems, due to the complexity of geolocalization, it is not necessary to strictly define the prediction criteria. As long as the error is within an acceptable range, the evaluation criteria can be appropriately relaxed to optimize the effectiveness of the algorithm. In terms of changing trends, the larger k is, the flatter the growth rate of the accuracy is. Before k < 4, the accuracy increased rapidly, and after k > 4, the growth rate was much slower.
In the vertical comparison, the accuracy increases with an increase in d in the case that k remains unchanged. When d = 2000, the accuracy of the same k is 12% to 15% higher than when d = 1000. This is the same as the change in k; increasing d can also improve the predictive fault tolerance. Therefore, if d increases, the accuracy is bound to increase. While the predicted results at the top of the ranking list may not be the ground-truth PoI of the UGSTs, but another PoI at a certain distance from the ground-truth location instead, as long as the distance is within the threshold, the result is acceptable. Because in a practical application scenario of the geolocalization algorithm, the accurate location information of the UGSTs is not always needed, it is sometimes sufficient to know the approximate range of the UGST's location. Fig. 4 shows the results of experiments on the filtered UGSTs.Through comparison, it can be found that the performance of prediction after filtering has been greatly improved. When d = 1, the accuracy of prediction is increased by more than 20%. This proves the validity and necessity of data filtering.
D. PERFORMANCE OF FGST-WP W.R.T. SMOOTH Table 2 shows the overall accuracy of the FGST-WP on three datasets under different smooth values. To test the effect of smooth on the prediction accuracy, we use multiple smooth values for the calculation. In the selection of values, we use smooth = 1 as the benchmark, and make the value of smooth approximately three times smaller in each experiment. Finally, seven different smooth values were selected for the experiment from 1 to 0.001. Each value in Table 2 represents the accuracy of the FGST-WP at the corresponding smooth value and k. The value in bold indicates the maximum accuracy of different smooth values under the corresponding k. From the data, we can see that, in most cases, the accuracy is not optimal when smooth = 1. To show the effect of smooth on the accuracy more intuitively, we drew the change curve of the accuracy when k = 1 with the polyline graph, as shown in Fig. 5 .
By comparison, we can find that with a decrease in smooth, the Acc@1 in the three datasets presented a trend of increasing first and then decreasing. This change verifies our hypothesis in Section 3.5 that, under the same conditions, reducing the smoothing coefficient can improve the accuracy of the prediction. Properly lowering smooth can avoid excessive V (l) masking of the original features of terms in V (l) while maintaining the effect of the smoothing algorithm, thereby improving the accuracy of FGST-WP. However, if smooth is very small, it can be seen from (6) that the effect of smooth will become increasingly smaller, then the effect of smoothing will become weaker or disappear, so the accuracy of prediction will decline instead.
Comparing the peak points of the accuracy of the three datasets in Fig. 5 . We can find that the peak points of FB, TW, FS are between 0.1 and 0.3, 0.03 and 0.1, 0.003 and 0.01, respectively. That is, the interval of the peak point distribution is inconsistent. Observing Table 2 , we can find that a similar phenomenon appears in different k. To understand the cause of this phenomenon, we need to compare the size of the three datasets. As shown in Table 1 , the size of FS is 498,686, the size of TW is 15,188 and the size of FB is 4,910. We can find that the larger the dataset, the smaller the smooth value is when the accuracy reaches its peak. This is because the size of the term set decomposed by UGSTs (that is, V in (6)) is positively correlated with the size of the dataset. The larger the dataset, the larger the corresponding term set, so smooth needs to be reduced, in order to avoid masking the original features of the PoI. As described in Section 3.6, the mixed weight of terms is a mixture of the global weight and the local weight. Table 3 shows the Acc@k of FGST-WP in three datasets under different α. α is the tuning parameter defined in (7) , which is responsible for mediating the ratio of the two weights. It can be seen from the definition of the mixed weight that the lower α is, the smaller the proportion of the global weight in the term weight is, the smaller its influence on the prediction result is, and the greater the impact the local weight will have on the prediction result. Conversely, if α becomes larger, the global weight will play a greater role. Each value in Table 3 represents the accuracy of FGST-WP under the corresponding k and α. The bold numbers indicate the maximum accuracy at the corresponding k. Obviously, no matter what k is equals to, all the optimal accuracy corresponds to an α of not exceeding 0.5. On FS and TW, the α corresponding to all optimal accuracy is no more than 0.2.
To more intuitively reflect the effect of α on FGST-WP, we used a line chart to plot the data tested on the three datasets when k = 10 and smooth = 0.01, as shown in Fig. 6 . On the two datasets FB and TW, the accuracy decreases as α increases. On FS, the accuracy peaks at α = 0.4 and then begins to fall, with α = 1 corresponding to the lowest accuracy. This is consistent with our assumption in Section 3.6 that combining the local weight can improve the performance of the algorithm. Because the local weight takes the weight of the identical term at different locations into account, the mixed weight can therefore better measure the location directivity of the terms. Under different k, the change trend of accuracy is similar, the accuracy of combining the local weight is higher than that of only considering the global weight. The results in Table 3 also confirm this.
F. PERFORMANCE OF FGST-WP W.R.T. N T As described in Section 4.1, the number of UGSTs corresponding to each PoI is different, and the number is not evenly distributed in the numerical values. Most PoIs contain less than 10 UGSTs. In this section, we verified the influence of n t on FGST-WP through experiments. In this experiment, we adopted the method of controlling variables to keep smooth and α unchanged, and only changed the value of n t to conduct the experiment. n t meditates the filtering criteria of the experimental data, and n t = 5 means that all PoIs with a corresponding number of UGSTs less than 5 are filtered out. Table 4 shows the overall Acc@k on the three datasets, with smooth = 0.01 and α = 0.5. Each value in the table represents the accuracy of FGST-WP under the corresponding n t and k.
By analyzing the results, it can be determined that as the n t increases, the accuracy is also continuously improved. In FS, no matter what k is equal to, n t equals to 50 when the accuracy is maximum. In FB and TW, although there are several places where the accuracy is the highest, the corresponding n t is not equal to 50, but in most cases, it is consistent with FB, and the difference between the accuracy of these places and the accuracy of n t equaling 50 is very small. Overall, the accuracy of the algorithm is positively correlated to the value of n t . The reason for this is that the larger n t is, the more UGST the PoI contains, and the more location-indicative information that can be extracted from T (l), so the easier it is to distinguish between different locations.
Another less obvious phenomenon is the change trend of the accuracy of FS. From the above analysis, we know that the larger n t is, the more location-indicative information the PoI contains, and the higher the prediction accuracy is. Therefore, improving n t is the easiest way to improve the accuracy. It can be determined from the statistics of Fig. 2 that more than 87% of the PoIs in FS correspond to an n t less than 10; that is, when n t = 10, at least 87% of the PoIs are filtered out. Therefore, in theory, when n t is approximately 10, the accuracy will increase significantly, because many PoIs and UGSTs with less location indication information will be filtered out. However, it can be seen from Table 4 , that the accuracy of FS increases the fastest when n t is between 20 and 50. When n t is between 10 and 20, the accuracy is improved, but the increase is not large. This also shows the effectiveness of our method from the side. We have filtered out many UGSTs and PoIs with less location information through the RMM algorithm and mixed weight strategy. Therefore, when n t is not very large, changing the value of n t will have a much smaller impact on the accuracy. Fig. 7 shows the optimal accuracy of the three comparison methods in the three datasets. It is obvious that FSGT-WP outperforms the two other methods. On all three datasets, FGST -WP has the highest accuracy, while LW has the lowest. When smooth = 0.01 and α = 0.5, Acc@10 of FSGT-WP in FS reaches 0.45 and the Acc(1000)@10 reaches 0.73. The main reasons for this are: 1) We combine 2-gram and 3-gram in our model, which can make good use of location information in UGSTs. 2) We adopted a mixed weight strategy, which considers the different location directivity of an identical term in different locations. The results demonstrate the excellent performance of FGST -WP. Fig. 8 is a line graph of the mean error distance for the three methods on FS at different k values. As mentioned in Section 4.1, the UGSTs in TB and TW does not have accurate latitude and longitude coordinates. The experimental results of these two datasets cannot be measured with meanED, so we only give the prediction results on FS. By contrast, we can find that the FGST-WP outperforms the other two methods. At the same k, the average error distance of FGST-WP is always the smallest, while the mean error distance that of LW is the largest. When k = 1, the meanED of FGST-WP is 9.7% lower than that of PDM and 18.5% lower than that of LW. On average, the meanED of FGST-WP is 4.5% lower than PDM and 15% lower than LW. The phenomenon indicates that the performance of FGST-WP is greatly improved compared to the other two methods. From the trend of meanED, as with the increase of k, the meanED of the three methods also increases. Compared to Fig. 3 , we find that the change trend of meanED and accuracy are similar. The reason is the same; increasing k can improve the predictive fault tolerance.
G. COMPARISON WITH THE BASELINE METHODS

V. CONCLUSION
UGST geolocalization has been widely studied and applied. In this work, we proposed a fine-grained UGST geolocalization framework. Compared to existing research, we made a number of improvements. Finally, we compared the effects of the algorithm through multiple metrics and multiple groundtruth datasets. The results demonstrated the superior performance of the method and showed that the optimal smooth parameters are inversely related to the size of the data set. Since the data sets used in our experiments are ground-truth datasets, they are general and representative, so our method has good applicability and thus can be easily applied to other social sites or data sets. To provide a more effective solution for UGST geolocalization, in future work, we will quantify the relationship between the optimal smoothing parameters and the dataset size. In addition to the content of the UGSTs, we can appropriately introduce some external information that is relatively easy to obtain, to improve the accuracy of geolocalization on the basis of ensuring the applicability of the method.
