The description of phenomena created by nonlinear oscillators with the aid of transformation groups has been attempted. Such a treatment of the chemical model of Dreitlein and Smoes was met with success. The mathematical approach is based on an application of the canonical form theorem for one-parameter groups. Conditions for the occurence of limit cycles have been derived. N o n lin e a r O s c illa tio n s in C h e m ic a l N e tw o r k s as S y m m e trie s o f T r a n s f o r m a tio n G ro u p s
Introduction
Nonlinear dynamic systems play an important role in all domains of nature. Their mathematical description as opposed to that of linear systems, can be very complicated, or even be an impossible task. The physical phenomena governed by nonlinear processes are far more diversified and rewarding objects for a study than those which obey linear laws. A typical example of a nonlinear phenomenon is the occurrence of a limit cycle. The latter mani fests itself as a stable, sustained oscillation in a phys ical system. Such oscillations may often be identi fied in real systems and have therefore been in vestigated in several different fields of science1 The emphasis in such projects has mainly been placed on the identification of a limit cycle as the source of the oscillation observed and on the stabili ty of the limit cycle. Here, these cjuestions will not be examined.
The aim of the paper is to clarify the theoretical connection between dynamic systems, one-parameter transformation groups and limit cycles. The theory of the description of one-parameter transformation groups with differential equations has adequately been presented by other authors8-11. Here, we shall consider the system x = P(x, y ), y = Q (x, y) where x and y are time dependent variables which charac terize the state of the system. P = P[x, y) and Q = Q (x,y) are analytic functions of x and y and are not explicitly time dependent, i. e. autonomous, x and y are the time derivatives of x and y resp.
At first, the concept is applied to the nonlinear kinetic model of Dreitlein illustrates the relationship between a one-parameter group and the limit cycle of a dynamic system. The conditions for the induction of a limit cycle by a one-parameter group are then defined using the canonical form theorem. They impose restrictions to the functions P and Q and facilitate the construc tion of model systems. Finally, the statement derived about limit cycles will be recasted into a different mathematical form and extended to systems with more than two state variables. The implications of these principles to biological systems have been discussed elsewhere 12 and are therefore only men tioned in this paper.
A Chemical Model System
Dreitlein and Smoes ft 13 have studied the kinetics of an oscillatory system consisting of two species and governed by the reaction equations:
where c( -= c,(t) denotes the concentration (or den sity) of the molecular (or biological) species. The quantities ki , k.2 , ax and a.2 are positive and constant parameters while:
where i = 1,2 and El , E.2 and c* are additional, con stant parameters. When the time units are so chosen that k = \ /kl 'k.2 and:
x = ( k 2/ki y l4 (c -i-a^/c * ,
(1) will be dimensionless:
with E = (£j + £ 2)/2 and A = (E 2-E 1)/4.
Dreitlein and Smoes6 have proposed a simplified chemical reaction scheme with k = 2 for the system (1). At first, the simple case of A = 0, i. e. E = Et = E2, is examined. The Eqs. (2) then have only one singular point (x = y = 0). In polar coordinates, i. e. r2 = x2 + y2 and tgcp = y/x, they are given by: r = r(E -r2) , cp = -k .
The solution of the equation system is:
At t = 0 are r = r0 and cp = cp0 . A phase plane por trait of Eq. (4) is shown in Figure 1 . For £ > 0, the equation of the limit cycle is r2 = E and if £ < 0 , no limit cycle exists. It may be verified that Eq. (4) forms a oneparameter (f) group of transformations. It trans forms (r0,9?0) into (r,cp).
3
, 3 A = r ( E -r 2) 3 <p (5)
is its infinitesimal generator. The finite transforma tions may subsequently be obtained by the opera tions : r = eA t r) 0 and cp = eA t cp) 0
) 0 = after the operations insert r = r0 and qp = <p0 .
The system (3) remains invariant in form by ap plication of the following groups:
The one-parameter (a) group of translations cp*=<p + a\ r* = r
and a group of the order two:
cp*=-<p; t * = -t i (r*)2 = E -r2 .
The transformation (8) uniquely maps the internal trajectories on those outside the limit cycle (see Figure 1 ). The infinitesimal generator (5) carries a point along its trajectory and generates the latter entirely for -oo< £< oc. The group (7) is of particular interest. Its generator is: This group rotates the trajectories of Fig. 1 by the angle a around the origin. It transforms, because of the rotational symmetry, trajectories into conformal trajectories. Hence, the knowledge of one trajectory permits the generation of new trajectories of system (3) using the transformations (7). Thus, the groups of transformations generate all trajec tories of the system (3) and hence its solution. Next, we consider the notion of invariance under a group. For all values, Eq. (4) maps points of a trajectory into other points of it. A trajectory is an invariant curve since it is transformed into itself by every transformation (4). All invariant curves f(x, y) may be determined from the infinitesimal generator (5) as solutions of the partial differential equation:
A f = 0 whenever / = 0 .
The transformation of trajectories into one an other by the group (7) is another example of an invariance under a group. The transformation of the trajectory f(r, cp) into /* (r, cp) by the group (9) may be written as:
where /* is a function of /. The condition that U transforms the trajectories j{r,cp) of A into one another may be expressed by the commutator of U and A :
where X is a function of the variables r and cp.
These relations may be verified by recasting (4) into:
An examination of Fig. 1 reveals that the group (7) yields new trajectories. The limit cycle is an excep tion since it, like the singular point at the origin, is an invariant curve of U and therefore always is transformed into itself. All trajectories touch these invariants but do not intersect them. Otherwise, the unique axiom of the group would be invalidated. From a dynamic point of view, these invariants are of special interest since they, as limit trajectories, represent states in which the system, in the absence of external perturbations, will remain indefinitely. The limit cycle of non linear oscillations in a chemical system and the conditions for its arisal will in the following be given special consideration since this phenomenon is of great importance, e. g. to biology.
The limit trajectories may often be determined:
1. by the extrapolation t ->oo, 2. by a search for trajectories which are common to the groups defined by U and A or 3. by location of envelopes to the trajectories.
The trajectories loose their uniqueness when they become limiting. They then acquire the symmetry properties of both of the infinitesimal transforma tions of U and A. The latter function generates the periodicity in the parameter t which is observed as an oscillation in recorded quantities. Now, we briefly consider the case where E1 E2 • This case may, as will be shown in the following chapters, be treated by use of the canonical form theorem and the transformations:
where ox through a6 are constants.
The limit cycle only exists for certain ranges of E1 and E2 6. If the values of Ex and E2 are so chosen that a limit cycle exists, the latter may be represented by a curve of second order: f{x,y) = a Ax? + a5xy + a6y2 + a = 0 . (13) The quantities a4, a5, a6 and a (where a^O ) depend on , E2 and k. The function (13) may define an ellipse.
One-Parameter Group of Translations
We now consider in more details the one-parame ter (a) group of translations parallel to the u-axis:
The notation u and v is here chosen for the co ordinates to save x and y for the Cartesian system. The infinitesimal generator of the group is
The extended generator U' is identical to JJ and therefore the group is also identical to the extended one. The general differential equation in the vari ables u and v which is invariant under the group is dv/du = F(v), where F can be any analytic function. The definition of invariance of a differential equa tion under a transformation group is given in the literature 8_11.
then the corresponding most general system of dif ferential equations is:
This system has the infinitesimal generator
The criterion that a differential equation (defined by its infinitesimal generator A) admits a group (defined by its infinitesimal generator U) may be expressed in the form of Eq. (11) with:
So far, the development of the theory has been in dependent on whether or not the dynamic system contains a limit cycle. The latter may be defined as a closed trajectory which is isolated, i. e. does not belong to a continuous family of closed trajec tories 14.
A necessary condition for limit cycles may be found by examination of the family of integral curves of the differential equations (16). If ^{u,v) = 0 is such an integral curve and if U = 0 iden tically or through <P(u,v) =0, then the function ^ is said to be also invariant with respect to the trans lation group (14) . Such a curve does not need exist. The existence of a non-trivial common solution 0 (u , v) requires that the determinant is zero:
which restricts 0 . Thus, the necessary condition for the existence of limit cycles (21), neither depends on g(v), nor on the initial state of the system.
The Canonical Form Theorem and Coordinate Transformations
The relations described above will now be ex tended to other coordinates. The new (also nonorthogonal) coordinates (u*,v*) of any point will be expressed as functions of u and v:
We assume that Eq. 
The functions (22) and (23) are assumed to be single valued and to possess continuous derivatives, i.e. that the correspondence between (u*,t>*) and (u, v) is unique. This assumption may not be valid at certain points. They must therefore be considered separately. Under this coordinate transformation, infinitesi mal generators U of a group are converted to their new form U*, according to the rule 8:
The generator of the extended group of point trans formations U', (24), is then: U'* = {U'u*) 3 /3 u* + (U 'v * ) d/dv* + (U 'p*)d/dp* where # dv* _ dv*/du + pdv*/dv P du* du*/du + p du*/du The system (16) then acquires the form: 
The parameter a is the angle of rotation.
According to Eq. (24), the infinitesimal generator (15) induced by the group (26) is:
The extended group JJxy is now no longer identical to (27), but may be expressed as: The form of (21) and (31) may be derived from (33) as £ Q -P r ] = 0 .
The associated system of differential equations (25) is then: x = P{x,y) , i/ = Q(x, y) .
So far, | and ij have been derived by a coordinate transformation, now these functions are considered as given and a transformation is sought which car ries £ and rj to their canonical form, £ = 0 and r\ = 1. The canonical form theorem 8-11 states that such a transformation exists. Furthermore, to any dif ferential equation belonging to (33) a rj may be found8-11. It should therefore be possible to retrace the derivation in backward direction from (35) to the translational form of the group. This procedure, however, is not always feasible. It may be mentioned that (^Q -rjP) [compare (34)] is an integrating factor of the differential equation Qdx -P dy = 0 which describes the trajectories of the system (35), and that the construction of models may be facili tated by the above coordinate transformation.
Extension of the Criteria
Also systems of higher order than two exhibit limit cycles 15. An extension of the theory to three or more dimensions is therefore required. The oneparameter (a) translation group and its infinitesimal generator are then: ul = u + a ; v1 = v; w1 = w and U = d/d u . (36) The general operator A, satisfying Eq. (11) for U, is:
This operator is associated with the system:
The condition, which must be fulfilled by a common solution such as (19), is:
Equations ( with the infinitesimal generator Uß= d/dv. In that case, the general form of A is restricted to:
dw with the associated differential equations:
where k{u, v, w) 0. Now, the condition for the existence of a com mon solution (19) is: A& = 0 ; Ua & = 0 ; Uß$ = 0 whenever (p = 0 .
(43) The determinant of the system must be zero to permit a nontrivial solution:
h(w) k{u, v, w) = 0 .
This equation is equivalent to Equation (21). The procedure may be extended to canonical forms of more-parameter groups as well as to more dimensions than three.
Finally, the mutual relations between point and contact transformations will be treated. A contact transformation is a transformation of lineal elements (x, y, p) into their like, (x*, y*, p*) :
x* =x* ( x ,y ,p ); y* =y* (x, y, p) ; p* = p* {x, y, p)
under preservation of the differential form: (46) where p and p* are derivatives of y with respect to x and y* with respect to x*, respectively. The infinitesimal generator B of a one-parameter group of contact transformations is 8: B dW 3 / dW \ 3 47 dp 3x V 3p ) 3y _ tdw_ d w \ d_ \ dx ^ dy ) dp where W (x,y,p) = p £ -rj is its characteristic function. If £ = £(:r,y) and rj = rj(x,y) are indepen dent of p, then B is the infinitesimal extended group transformation to the group of (33) :
Hence, the condition to be fulfilled, if the differen tial equation H (x,y, p) = 0 is to be invariant under U, may also be expressed as: BH = 0 whenever H = 0 .
A special case arises if B is applied to W:
(50) dy
The equation BW = 0 may then be satisfied in two different ways: 1. dW/dy = 0, which yields a canonical contact transformation with o = 1. This case is well known from mechanics. which is Equation (34). This condition identifies the limit cycle as an envelope of trajectories.
In the simplified chemical model the characteristic function is W = -x -y p. With £= -y and rj = x one obtains the same result as above.
The Significance of Limit Cycles and Singular
Points to Biological and Chemical Systems
In the preceding sections, a mathematical proce dure to derive the limit cycles and the critical points of a dynamic system has been described. Basicly, the procedure consists of submitting the system to the special condition that the solution must be sym metrical under a given one-parameter group. This requirement is only satisfied by a few solutions of the system, viz. those representing the invariances.
The physical implications of invariances are il lustrated by the chemical model system. Figure 1 shows that the system approaches the limit cycle and the singular point along trajectories. Each of these is specified by the initial conditions of the system. If the system moves on the limit cycle, its approach path can no longer be specified. This multi plicity is a general property of limit cycles. It implies that the initial conditions of the system from this stage of the development and onwards have lost their significance. The thermodynamic equilibrium of a chemical reaction system is an example of such a state. It is therefore impossible to identify the path of approach once the equilibrium has been at tained. Since a closed thermodynamic system in variably moves toward its equilibrium state it can neither display limit cycles nor multiple steady states. Conversely, the existence of a symmetric solution of a system under a one-parameter group implies that the system is open. Limit cycles and multiple singular points are also inconsistent with the Onsager relation since the latter only is valid near the thermodynamic equilibrium. If therefore the condition of symmetry under a parameter group is satisfied, the system must remain far from equi librium. Both arguments may be verified with the chemical model system. The former is fulfilled by maintaining the concentrations of one or more reactants constant and the second by suppressing the reverse direction of some of the reactions. All bio logical systems operate under conditions where both of these features exist.
A state of a system may be stable, semistable or unstable, but only a stable state may be maintained for an extended period. The analysis of the stability of states has, however, been adequately treated else where and will therefore not be discussed here. However, some points of particular interest should be outlined. The stability of a state is important when several interconvertible states exist. The former always depends on the parameters of the system. In the chemical model system, the quantity E is such a parameter. If E is changing signs, an abrupt change in the state of the system is pre cipitated. Limit cycles do not exist if £ > 0 while E = 0 induces a phase transition (or catastrophe). A phase diagram is required to describe the properties of the system if more than one parameter can vary (compare 6) .
The phase consideration brings about another aspect. By the symmetry, along with the initial con ditions, many of the details of the system have been eliminated. One therefore views the system from a different level, where only the singular points and the limit cycles determine the dynamics. The transition from the quantum mechanical picture of a process to its mechanical equivalent resembles this view. Large systems may contain more than one element of symmetry and therefore may display a multiplicity of phenomena, e. g. regulatory and rhythmic processes. Also the introduction of the space coordinate should result in a new class pheno mena.
