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class ArrayBuffer[T] {
  def append(x: T) = ...
}
def foo[U] = new ArrayBuffer[U]
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def main(...) = { 
  val x = foo[Int]
  ...
}
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}
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● Initially only partially supported
● In each method summary, store its closures
● Keep track of all reachable closures in the program
● On “FunctionX[...].apply”, assume call to our closures
● Problem: closures defined across the program are 
considered called
○ Stronger analysis needed!
The End
Thanks!
