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Breast cancer diagnosis currently requires biopsy samples to be analysed by a 
histopathologist; a time consuming, highly specialised process. X-ray diffraction is 
a quantitative technique that can distinguish between healthy and diseased breast 
biopsy samples using the change in proportions of fat and fibrous tissue that occurs 
when cancer invades. A semi-automated breast biopsy analysis system based on 
X-ray diffraction could yield a faster patient diagnosis. Recording X-ray diffraction 
patterns is a challenging task needing low noise, large area, and wide dynamic 
range detectors. Scientific complementary metal oxide semiconductor (CMOS) Ac­
tive Pixel Sensors will soon be able to meet all of these demands in a single device.
Characterization of two novel Active Pixel Sensors that advance towards an ideal 
X-ray diffraction detector is presented. ‘Vanilla’ exhibits a low read noise of 55e~ 
r.m.s. and high quantum efficiency of up to 70% so was selected for the design 
and implementation of the first ‘Active Pixel X-ray Diffraction’ (APXRD) system. 
Following on from Vanilla, the ‘Large Area Sensor’ (LAS) covered an area of over 
29cm2 and had a wide dynamic range of over 95dB.
The first linear systems model of an Active Pixel Flat Panel Imager (scintillator 
coupled APS) was formulated in the design of the APXRD system, to select filters 
to narrow the spectral width of the X-ray beam and predict the recorded scatter 
intensity. Following system implementation, scatter signatures were recorded for 
numerous breast tissue equivalent samples. A multivariate analysis model calibrated 
with these was able to predict the percentage fat content of an ‘unknown’ sample to 
within 3%; a very promising result. The width of the filtered polychromatic X-ray 
spectrum had only a minor influence on the APXRD scatter signatures indicating 
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1.1 Background and M otivation
Breast cancer is now the most common cause of death in women worldwide (Hery 
et al., 2008). Over 44,000 women are diagnosed with breast cancer each year, fol­
lowing a 50% increase in incidence in the last 20 years (Cancer Research UK, 2008). 
The NHS UK Breast Screening Programme (UKBSP) was founded in 1988 with 
the aim of detecting breast cancer at an earlier stage when metastatic disease is 
less likely and in turn, improving patient prognosis (Wyld and Ingram, 2007). The 
UKBSP offers 3 yearly X-ray mammography screening to women over 50 and cur­
rently examines over 1.5million women each year. From these exams, over 14,000 
cases of breast cancer are found annually, representing 8 in 10 of the detected cases 
of breast cancer in this age group.
The success of the UKBSP is partially determined by the accuracy of detecting 
tumours in X-ray mammography. The overall sensitivity of X-ray mammography is 
widely accepted to be 80-90%, while specificity can be up to 95% (Reddy and Given- 
Wilson, 2004; Banks et a/., 2004). Combined data from studies in the last decade 
indicate that this has been sufficient to account for a median breast cancer mortality 
reduction of 46% (range 24% to 65%) (Dixon, 2006). Breast screening is therefore 
accepted as a cost effective («£45.50 per woman screened) means of detecting early 
stage cancer (7.1 cancers per 1000 women screened) (National Health Service, 2008).
Up to 10% of women screened are recalled because an abnormality is observed 
on their mammogram. This most commonly manifests as a mass, asymmetry or dis­
tortion in the breast tissue, or clustered microcalcifications, indicative of malignant 
disease (Reddy and Given-Wilson, 2004). When a woman is recalled, they enter the 
standard, multidisciplinary, ‘triple assessment’ scheme of diagnosis (British Medical 
Journal, 2008). This involves
1. Clinical examination - performed by a doctor
2. Radiological assessment - X-ray mammography, sometimes MRI or ultrasound
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3. Histopathological evaluation - microscopic examination of breast tissue ac­
quired through biopsy
For women referred from screening, further radiological assessment will only be 
carried out if necessary. Each stage of the triple assessment is graded by a level of 
suspicion of disease and the overall combination of these grades decides the outcome. 
The average waiting time for a result is 7 days. This is a traumatic period for the 
patient, whose anxiety may persist even if they receive an ‘all clear’ (Advisory 
Committee on Breast Cancer Screening, 2006). A significant portion of this delay 
comes from the histopathological evaluation. This final stage of triple assessment 
tests tissue excised from the suspicious lesion for signs of cancer. Results from biopsy 
analysis are divided into five categories: inadequate, benign, atypia, suspicious and 
malignant. Surgical diagnostic excision biopsy and histological examination of the 
tissue sections was historically the gold standard of histopathological evaluation 
(Ellis et al., 2004). The majority of breast cancers are now diagnosed nonoperatively; 
in 2003/04, 93% of cancers diagnosed by the UKBSP were confirmed in this manner 
(Lieske et al., 2006).
Two accurate techniques for nonoperative diagnosis are fine needle aspiration 
cytology (FNAC) and core needle biopsy (CB). A comparison of these methods is 
made in Table 1.1.
Fine needle aspiration cytology (FNAC) uses a thin needle to extract cells from 
the suspected lesion, which are then stained and analysed. The process is highly 
operator dependent but in general, around 3-4 aspirations will obtain the optimum 
yield of cells (Ellis et al., 2004). Complete sensitivity is given by the number of 
cases placed in one of the final three categories above, compared to the actual 
number of cancers. For FNAC, complete sensitivity is 83%, specificity is 87% and 
the inadequate rate is just over 6% (Britton, 1999). As FNAC requires only a 
fine needle and syringe, it is often referred to as the ‘low cost’ biopsy option (Ellis 
et al., 2004; Wallis et al., 2007), although a recent study by Hukkinen et al. (2008) 
questioned this assumption as they found the overall cost of both procedures to be
Table 1.1: Comparison of the relative advantages of Fine Needle Aspiration Cytol­
ogy (FNAC) and Core Needle Biopsy (CB) in breast cancer diagnosis
Advantages Disadvantages
FNAC Simple equipment 
Can do same day analysis
Less traumatic than CB
Needs experienced physician 
No distinction of in situ vs invasive 
carcinoma available 
No architecture features
CB No specialist expertise 
Architectural details available 
Can identify microcalcifications and 
benign disease
Time consuming analysis 
Needs local anaesthetic 
Potential for tumour cell feeding 
along needle track
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equivalent when both equipment and expertise were accounted for.
Core needle biopsy (CB or CNB) refers to the excision of long (l-2cm), thin 
(l-3mm diameter) tissue cores (Houssami et al., 2006). These are easier to obtain 
than aspiration biopsies as they can be completed with automatic ‘guns’; they do, 
however, require a local anaesthetic to be administered. At least 5 cores are required 
to yield a 90% correspondence with excisional biopsy and 99% diagnosis rate. Core 
biopsies are radiographed on a standard clinical X-ray source to check accurate 
targeting of the lesion (Guinebretiere et al, 2005), especially in cases where micro­
calcifications are present (Liberman et a l, 1994). Results of this X-ray can then be 
used to assist pathologists in choosing tissue samples or sections for evaluation.
Compared to FNAC, CB confers a number of advantages. Firstly, complete 
sensitivity is 95%, specificity is 98% and the inadequate rate is just over 1% (Britton,
1999), a better overall performance. Secondly, obtaining an actual core of tissue 
yields architectural information that is not available with a cell sample so a definitive 
diagnosis of different types of benign disease may be made (Wallis et al., 2007). 
Further, information on cancer grade and invasion are available instantly if a tumour 
is found. Finally, CB provides much better sensitivity and specificity than FNAC for 
lesions containing microcalcifications. As a result, CB has widely replaced FNAC 
both in the UK (Lieske et al., 2006) and worldwide (Houssami et al., 2006).
Despite the success of nonoperative diagnosis, there is still potential for improve­
ment. In general, reducing the time taken for histopathological analysis, and in turn 
diagnosis, would dramatically reduce patient anxiety and optimize management. 
More specifically, standardization of the semi-quantitative histopathological assess­
ment would reduce errors and improve the chances of definitive one-stage surgery 
(Singh and Wells, 2001).
A landmark study by Raab et al. (2005) made the first attem pt to assess the 
frequency and clinical impact of errors in the histopathological diagnosis of can­
cer. They found that the level and cause of errors was highly variable between 
institutions; unsurprising given the subjective nature of sample interpretation. Sig­
nificantly, up to 15% of breast samples had a diagnosis error, attributed either to 
sampling (inadequate or inappropriate biopsies, 70% of cases) or interpretation (op­
erator dependent). Given these two main causes of error, strategies for improving 
nonoperative diagnosis can be identified. Immediate analysis of core biopsies to 
assess sample quality and content would remove sampling errors and increase the 
speed of diagnosis as further cores could be obtained if a lesion had been missed. It 
is, however, impractical for a pathologist to study cores as they are obtained. Inter­
pretation errors could be reduced if samples were reviewed by a second pathologist. 
Most UK pathology departments do not have an extra pathologist available for error 
checking and interpretation errors can be correlated with excessive workload (Ram­
say, 1999), so requiring a second analysis of all samples could be counterproductive.
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A simple, quantitative and semi-automated analysis system for core biopsies 
would be a cost effective method to reduce the number of unnecessary biopsies, im­
proving the accuracy of lesion sampling and reducing the waiting time for diagnosis. 
Improving the quality of information available to histopathologists would aid their 
selection of tissue sections and reduce sample preparation errors (Liberman et al., 
1994). To be widely accepted, such a system would need to: provide accurate in­
formation about the content of a core sample; operate at high throughput; and be 
easy to install, maintain and calibrate.
Given core biopsies are already radiographed, a simple biopsy analysis system 
could use X-ray imaging and be based around existing clinical radiographic equip­
ment. Further to standard radiography, it would need to provide material-specific 
information to accurately identify the tissue composition of a biopsy sample, le­
sions types, as well as the presence and type of microcalcifications. The ability to 
distinguish microcalcification types would be a valuable adjunct to histopathology, 
where the calcium oxalate formations associated with benign lesions - over 20% of 
microcalcification cases (Ellis et al., 2004) - cannot be seen with histology stains 
(Shousha, 2003).
X-ray diffraction has historically been used to investigate the structure of matter 
at the molecular level, in particular, to find the position of atoms in crystals (Hukins, 
1981). Similarly, the X-ray diffraction information from semi-crystalline materials 
and amorphous biological tissues depends on their average intermolecular spacings 
(Kidane et al.. 1999). The differences between healthy and cancer invaded breast 
tissue on both the structural and molecular levels suggest that X-ray diffraction 
could be a suitable technique for breast biopsy analysis.
1.2 X -ray diffraction as a m aterial-specific  
m odality
1.2.1 X -ray  interactions in m atter
At diagnostic energies (<100keV), the dominant interactions between X-ray pho­
tons and m atter are photoelectric absorption, coherent (Rayleigh) scattering and 
incoherent (Compton) scattering. Photoelectric absorption occurs when a photon 
collides with an atom resulting in the ejection of a bound electron. A traditional 
X-ray image is formed of X-rays that pass directly through an object without inter­
action; contrast depends on the differential absorption of X-rays by different tissue 
types.
Coherent scattering is an elastic scattering process, described in classical terms 
by the interaction of the electric field of an X-ray beam with the electron charge 
distribution of a material. The incident photon causes the bound atomic electrons
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to oscillate and subsequently emit radiation of the same wavelength as the incident 
photon. The probability of an unpolarized X-ray photon scattering coherently from 
a single free electron into solid angle dO, is given by the differential Thomson cross 
section
=  ^ ( 1  +  cos2 6) m2sr_1 per e“ (1.1)
where 0 is the scattering angle and r0 =  2.82 x 10-15ra is the classical electron 
radius. Coherent scatter from an atom is the superposition of scattered waves from 
all electrons in the charge distribution, with a linear differential scattering cross 
section of
(^ 7™h {0) = F 2(x, Z) m2sr_1 per atom (1.2)as I dil
where F (x , Z) is the coherent scatter form factor and Z is the atomic number. 
F (x , Z) accounts for interference between X-rays scattered from different electrons 
in a material and is related to the electron charge distribution by Fourier transform 
(Harding et aZ., 1987). x is the momentum transferred to the photon, causing it to 
be scattered by angle 6
( i - 3 )
where A is the photon wavelength. The form factor F (x, Z) is written as a function of 
x to account for the fact that the structure in scattered intensity due to interference 
depends on both energy and angle.
Incoherent scattering is the inelastic scattering of an X-ray photon by an atomic 
electron in which the electron gains kinetic energy. The electrons behave as individ­
ual, uncorrelated scattering sites (Speller and Horrocks, 1991) and interactions are 
considered to occur with outer-shell, essentially free electrons (Boone, 2000). Further 
to these ‘single scattering’ events, a uniform background of spatially uncorrelated 
multiple scatters will also be present.
In practice, it is often difficult to separate scattering contributions from coherent 
and incoherent sources, thus the total differential linear scattering cross section is 
often measured (LeClair et a/., 2006). At low energies (E<^c511keV) this simplifies 
to
/ 7 / T  ^   ^ » H/Tr\ A ,
[F2(x, Z) +  Fk n S (x , Z)] m sr_ (1.4)
dQ dQ.
where Fk n  is the Klein-Nishina factor giving the probability of scattering from a 
free electron and S(x, Z) is the incoherent scattering function. S(x, Z) accounts for 
the effects of atomic binding on the scattering probability.
Both scattering processes deflect photons from the primary beam, causing degra­
dation of image quality in a standard medical X-ray by adding noise at the imaging 
receptor. Early studies on the optimization of mammographic systems (Johns and 
Yaffe, 1983) found that while the coherent scattering cross section is relatively small, 
it exhibits a highly forward peaked distribution, whereas incoherent and multiple
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scatters are approximately uniform. Thus at diagnostic energies and small angles 
(< 10°) from the primary beam, coherent scatter dominates other X-ray interactions 
despite its smaller cross section. For example, it accounts for 50% of single scatter 
events at 80keV, rising to 91% at 20keV (Morin and Berroir, 1983).
The structure of coherent scatter intensity was found to be far from uniform 
(Muntz et al., 1983) due to interference between X-rays that are coherently scat­
tered from electrons in the same atom, molecule, or neighbouring molecules (Johns 
and Cunningham, 1983). Constructive interference occurs subject to the Bragg con­
dition, nA =  2dsin(0), where A is the photon wavelength, d is the spacing of atomic 
planes in the material and 9 is the scattering angle. It can be seen by analogy to 
Equation 1.3 above that the momentum transfer parameter is related to the atomic 
spacing by x  =  1/2d and is therefore a material specific parameter. The pattern 
of interference peaks in coherently scattered intensity as a function of momentum 
transfer is referred to as an ‘X-ray diffraction profile’, or ‘scatter signature’ and is 
unique for a given material. The positioning of peaks in this ‘signature’ reveals the 
structure of the material, while the peak widths relate to the degree of order of the 
material; more crystalline substances have narrower peaks (Hukins, 1981).
For a crystalline material with long range order, sharp peaks are visible in the 
scatter signature over a wide range of momentum transfer values. For amorphous 
materials and powders, broad concentric circles symmetric about the primary beam 
are apparent at low angles (Cullity, 2003). For biological tissues, the scatter signa­
ture consists of a single, relatively broad peak that occurs at x < 5nm_1, followed 
by a broad, low intensity region that is independent of interference effects and is 
given by the ‘free atom’ form factor (Kidane et al., 1999). For a composite material, 
the scatter signature is a linear superposition of the signatures of its components 
weighted by their concentrations. X-ray diffraction therefore provides a means to de­
termine both the structure and composition of a material based on the measurement 
of its scatter signature.
1.2.2 C hanges to  breast tissu e caused by cancer invasion  
and ben ign  abnorm alities
A normal adult mammary gland (breast) is composed of stroma (supporting con­
nective tissue), adipose (fatty tissue) and epithelium (glandular tissue) (Moore and 
Dailey, 1999). The relative proportions of these components depend on numerous 
factors including age and breast size. The average ratio of adipose to fibroglandular 
tissue in a nonlactating breast has been estimated anatomically to be 1:1 (Geddes,
2007). The components of the breast are arranged as a series of 10-15 glandular lob­
ules embedded in the adipose and stroma, which are drained by lactiferous (milk) 
ducts at the nipple. The structure is shown diagrammatically in Figure 1.1.
The majority of diseases of the breast, both malignant and benign, arise in the
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Figure 1.1: Illustration of the structure of an adult breast (Larsen, 2002)
glandular epithelium (Millis et a l 1994). Lesions are composed of different pro­
portions of stroma, adipose and epithelium, depending on the type of abnormality. 
All lesions are characterized by an increase in the proportion of stroma (Fernandez 
et al., 2002) and in turn the volume of collagen, the main structural protein in con­
nective tissue. Any analysis technique capable of evaluating the relative proportion 
of stroma (or collagen) in a biopsy could thus identify diseased tissue. The potential 
for distinguishing benign from malignant disease would then relate to other charac­
teristics of the lesion. For example, many breast lesions are also accompanied by 
microcalcification formation and the composition, size and number of these is highly 
lesion specific (Tse et al., 2008).
Generally, benign lesions retain some of the normal lobular structure of the breast 
but are characterized by an increase in the proportion of fibrous and glandular tissue 
relative to fat. For example, fibroadenoma is a proliferation of stromal and glandular 
components while fibrocystic change (FCC) is a generalized term relating to fibrosis 
(a scarring process leading to increased stromal component), adenosis (an increase 
in the number or size of glandular components) or cyst formation (dilation of ducts 
by fluid).
Breast carcinoma is an uncontrolled proliferation of epithelial cells that most 
frequently arises in the terminal ducts of the gland lobules. It does not retain the 
normal lobular structure of the breast and proliferating epithelial components are 
randomly arranged (Millis et al., 1994). Two types of breast carcinoma dominate. 
lin situ \ wThich accounts for up to 30% of breast carcinomas, is a proliferation of 
epithelial cells that have undergone malignant transformation at the site of origin, 
but are confined by a basement membrane. It has no lymphatics or blood vessels
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in the epithelial layer so cannot metastasize. Infiltrating carcinoma takes differing 
forms, in general displaying varying amounts and compositions of stroma. It may 
be uniformly distributed, or contain a fibrotic, acellular core with a malignant pe­
riphery. Microcalcification formation may occur either around secretory vesicles or 
in necrotic debris (Tse et al., 2008).
The fact that lesion formation is often accompanied by fibrosis means that 
while normal breast tissue is predominantly composed of adipose, diseased tissue 
is predominantly fibroglandular. The relative proportions are generally found to be 
around 70-80% adipose to 20-30% fibroglandular in normal tissue (Farquharson and 
Geraki, 2004). The adipose content reduces to around 30% in fibrocystic change, 15- 
20% in carcinoma and down to almost 0% in fibroadenoma (Haka et al, 2005). This 
reduction in adipose content can be understood by recognising that some adipocytes 
(fat cells) can be retained in carcinoma as it infiltrates between them, whereas be­
nign lesions such as fibroadenoma grow by pushing aside the fatty tissue and thus 
contain almost no adipocytes.
Different length scales can be interrogated using X-ray diffraction techniques. 
Small angle X-ray scattering (SAXS) is used to study supramolecular length scales 
of l-100nm (momentum transfer values of x=0.005-0.5nm_1) so can be used to in­
vestigate changes in collagen type and arrangement (Theodorakou and Farquharson,
2008). It has been shown that differences in the SAXS signatures from normal, be­
nign and malignant tissues can be related to the supramolecular structural order 
of collagen in the tissues (Fernandez et al., 2002). Large angle X-ray scattering 
(LAXS) studies, accessible with existing clinical radiographic equipment and thus 
of greatest interest in this study, investigate intermolecular length scales of 0.1-lnm  
(x=0.5-5nm-1) and are directly sensitive to changes in the adipose content of tis­
sues. In the following section, a brief summary of the previous studies of biological 
tissues using X-ray diffraction is made.
1.2.3 P rev iou s X-ray diffraction stu d ies o f biological tissue  
Experim ental options
As detailed above (Equation 1.3), scatter signatures are usually displayed as a func­
tion of momentum transfer to account for their dependence on photon energy and 
scatter angle. Scatter signatures may be recorded by measuring either
1. The energy dispersion of a polychromatic X-ray source at fixed angle (EDXRD) 
or
2. The angular dispersion of a monochromatic source (ADXRD)
Figure 1.2 illustrates how these two techniques can be implemented. For EDXRD, 
an X-ray source with a broad Bremsstrahlung is coupled with an energy resolving
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detector positioned at a fixed angle. For example, a tungsten target X-ray tube may 
be combined with a photon counting High Purity Germanium (HPGe) detector. 
The incident X-ray spectrum shown on the left hand side of the figure is collimated 
to a pencil beam when it arrives at the sample. A further collimator is placed at the 
energy resolving detector to limit the scattering angle to Oj .  The scatter signature 













Figure 1.2: Illustration of energy and angle dispersive X-ray diffraction. In the
case of EDXRD, the full tungsten spectrum is incident upon the sample and the 
energy dispersion of scattered X-rays is recorded using an energy resolving detector 
fixed at 6 j .  For ADXRD, the spectral width may be narrowed using filtration or 
a monochromator, and an area detector is used to record the angular dispersion of 
scattered photons.
In the case of ADXRD, a monochromatic source of X-rays such as a synchrotron 
is required. A standard laboratory X-ray tube can be used provided it is filtered 
to create a quasi-monochromatic beam. For example, in a diffractometer, a photon 
counting crystal is mounted on a goniometer that rotates about a sample holder 
and the monochromatic X-ray source is typically formed using a copper target with 
nickel filtration, leaving only Cu-Ko characteristic X-rays. Diffractometers are well 
established ‘gold standard’ instruments for structure determination. Another option 
is to create a ‘pink’ beam with a somewhat broader spectral width, like the second 
spectrum shown on the left of Figure 1.2. Although this decreases the angular 
resolution of the profiles, higher incident intensities are available.
The choice of experimental technique is largely determined by the required mo­
mentum transfer resolution, which for coherent scattering at small angles (< 10°) is 
given by (Harding and Schreiber, 1999)
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In the energy dispersive case, (AE /E )  is dominated by the detector energy resolu­
tion, which for HPGe is <1% at 60keV. (A6/6) is more limiting as it depends on 
the design and machining of the collimator arrangement used to select the angle of 
interest. In the angle dispersive case, (AE /E )  is dominated by the X-ray source 
employed so is minimized by using monochromatic radiation. (A0/0) depends on 
the resolution of the area detector and is usually negligible.
A synchrotron radiation source with a high resolution area detector provide 
the ideal conditions for recording high fidelity scatter signatures. For the study 
of biological tissues, with broader, amorphous diffraction peaks, high momentum 
transfer resolution is rarely needed. As a result, studies of biological tissue may be 
performed in the laboratory setting using polychromatic radiation.
Potential application in breast cancer diagnosis
Early studies of breast tissues using X-ray diffraction aimed to use their scatter sig­
natures to enhance the contrast of clinical mammograms, presently limited by the 
similar attenuation coefficients of normal and neoplastic tissue (Johns and Yaffe, 
1987). They found striking differences between the scatter signatures of normal 
breast tissue and carcinoma in terms of peak position, height and full width at half 
maximum (FWHM) (Evans et a/., 1991). A landmark study by Kidane et al. (1999) 
investigated 100 breast tissue samples covering a range of pathologies. They found 
that adipose tissue exhibits a relatively sharp maximum at l .ln m "1, while fibrog- 
landular and diseased tissues exhibit a broader peak at higher momentum transfer 
values, with carcinoma peaking at 1.6nm_1. There was little distinction between 
different types of benign and malignant tissue, but diseased and healthy tissues 
could be distinguished by their fat content. Table 1.2 summarises the previous X- 
ray diffraction studies of breast tissue and indicates the use of energy and angle 
dispersive techniques is fairly balanced.
It has also been demonstrated that information obtained with X-ray diffraction 
correlates well with pathological analysis (Griffiths et a/., 2007; Kidane et a/., 1999). 
The effective d-spacings of the main breast tissue types have been evaluated as 
0.33nm for carcinoma, 0.36nm for fibrocystic changes, 0.46nm for adipose and 0.4nm 
for fibroglandular tissue (Changizi et al., 2005), revealing that cancer invasion pro­
duces a measurable change in the molecular structure of the tissue. The most recent 
X-ray diffraction studies of breast tissue have focused on the practicalities of clin­
ical application including producing ‘images’ based on diffraction information and 
selecting an appropriate method for quantifying the composition of a sample.
For X-ray diffraction to enhance the contrast in mammography, a 2D image is 
needed rather than a ID scatter signature. Planar X-ray diffraction images are 
obtained by raster scanning a sample slice through a pencil beam. The acquired 3D 
data set contains the directions of the 2D raster scan in the first two dimensions and
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Table 1.2: X-ray diffraction studies of breast tissue listed in chronological order. Key: MWPC=multiwirc proportional counter, NaI=sodium 
iodide proportional counter, CCD=charge coupled device, CZT=cadmium zinc telluride, XRF =  X-ray Fluorescence.
Reference X-ray Source Detector Materials measured Comments
Evans et al. Cu (60kVp, Cu MWPC
(1991) 0.5mm)
Peplow and Synchrotron Nal
Verghese (1998) (20keV)
Kidane et al. W (80kVp, Al, HPGe at 6°
(1999) Be 2.5,2mm)
Fernandez et al. Synchrotron Frelon CCD
(2004) (12.5keV)
Changizi et al. W (60kVp) HPGe at 6.5
(2005)
James (2006) Synchrotron Film
LeClair et al. W (50kVp) CZT at 6-15'
(2006)
Ryan and Far- W (80kVp) HPGe at 7.5
quharson (2007)
Griffiths et al. W (70kVp, HPGe at 6°
(2007) 1mm Al)
Olive oil, PMMA, H20 , blood, breast 
tissues
Tissue substitute materials and fixed 
breast tissue
Normal and neoplastic (malignant 
and benign) breast tissues
Normal and neoplastic (malignant) 
breast tissues
Normal and neoplastic (malignant 
and benign) breast tissues
Hair from breast cancer patients
Normal and neoplastic (malignant) 
breast tissues
Normal and neoplastic (malignant 
and benign) breast tissues
Normal and neoplastic (malignant) 
breast tissues
Peak position, FWHM and peak height 
distinguish tissue types
Tabulate coherent scatter form factors 
(:r=0.14 to £=13nm-1)
Use peak shape and height to classify 
breast tissues
Supramolecular collagen structure dif­
fers between tumour and healthy tissue
Show significant (p< 0.001) differences 
between peak positions of breast tissues
Suggest cancer changes collagen struc­
ture in hair
Extract coherent scattering cross sec­
tion from EDXRD using model
Perform multivariate analysis 
(SIMCA) to classify tissues
Identify potential error of < 1% for 
diffraction based biopsy analysis
momentum transfer in the third. Material specific images are obtained by selecting 
different momentum transfer ‘planes’. Griffiths et al. (2003) demonstrated that the 
image contrast obtained from X-ray diffraction images is approximately double that 
for a conventional transmission image. Other authors have extended this planar 
scan to perform computed tomography using both pencil beam (Harding et al., 
1987; Westmore et al., 1997) and fan beam (Schlomka et al., 2003) geometries.
Quantification of sample content based solely on information from scatter sig­
natures requires a multivariate approach to include information from multiple mo­
mentum transfer values. Multivariate analysis (MVA) is a statistical technique that 
can be applied to complex systems where many variables influence the measurement 
of a sample. Exploratory data analysis uses Principle Components Analysis (PCA) 
to look at relationships within a given set of samples and variables. Round et al. 
(2005) showed that it was possible to correlate breast tissue samples into ‘tumour’ 
and ‘normal’ tissue groups using PCA. Ryan and Farquharson (2007) use a num­
ber of classification models to distinguish between multiple tissue types. Their best 
model showred 54% sensitivity and 100% specificity but results were limited by the 
poor statistical quality of the recorded scatter signatures used for modelling. Future 
investigations will be need to establish the number of calibration samples and data 
corrections required to build a robust multivariate analysis model.
O ther applications
Table 1.3 illustrates that the earliest studies of coherent scatter in medicine focused 
on characterizing the scatter signatures of biological tissues to identify potential 
applications. Aside from breast tissue analysis, Elshemey et al. (2003) have demon­
strated tha t it is possible to differentiate normal, cirrhotic and cancerous liver from 
the scatter signatures of lyophilized blood. Other applications include evaluation of 
bone mineral density (BMD) and identification of kidney stone types.
The composition of normal bone is 43% mineral phase (mostly bone mineral), 
32% organic matrix (mostly collagen), and 25% water (Nyman et al., 2005). Bone 
diseases such as osteoporosis are characterized by reduced bone mass and microar- 
chitectural deterioration of bone tissue leading to bone fragility (Kanis and Gliier,
2000). Bone mineral content is often used to establish bone health as it provides 
a quantitative estimate of the amount of mineralised bone tissue per unit volume. 
As trabecular bone mineral content declines, it is replaced by adipose tissue. X-ray 
scattering measurements of bone can be correlated with the ratio of adipose tissue 
to bone mineral (Newton et al., 1992). Royle et al. (1999) found that the scatter 
signatures of dry bone from an osteoporosis study and bone from excised femoral 
heads could accurately estimate bone mineral content using multivariate analysis 
when compared to ‘gold standard’ techniques.
For some kidney stones, composition is a key indicator of pathophysiology and
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Table 1.3: X-ray diffraction studies for other applications. Key: XRII=X-ray Image Intensifies GSO=Gadolinium Silicate,
PMT=Photomultiplier Tube.
Application Reference X-ray Source Detector Materials measured Comments
Tissue/plastics Kosanetzky Diffractometer Scintillation H20 , numerous plastics and First basis for selecting application ar­
characterization et al. (1987) (6.9keV) detector tissues eas of X-ray diffraction
Harding Diffractometer Scintillation As Kosanetzky Image slices of materials and phantoms
et al. (1987) (6.9keV) detector using X-ray diffraction CT
Kidney stone Dawson W (70kVp) HPGe at Intact kidney stones classi­ Show it is possible to distinguish ox­
identification et al. (1996) 6° fied by type alate from other types using LAXS
Davidson W (70kV, CCD+XRII Various plastics, KS matcri- Use diffractometer (8keV) to verify re­
et al. (2005) 0.4mm Gd) als (pure+intact) sults from polychromatic system
Ancharov Synchrotron Imagc Intact kidney stones classi­ Demonstrate possibility of in vivo kid­
et al. (2007) (3.7keV) Plate fied by type ney stone studies
Assessing bone Newton 













Kodak film Bone (cortical, trabecular), 
adipose tissue
HPGe at Fresh, dried and encased 
6° femoral heads
W (70kV, CCD+XRII Various plastics and bone 
0.4mm Gd) equivalent materials
W (150kV, GSO+PMT H20  filled PMMA cylinder; 
1.8mm Al, inserts of bone materials
0.5mm Cu)
Use adipose:mineral ratio in bone scat­
ter signatures to identify disease
Correlate ratio of bone and mar­
row peak intensities with bone tissue 
present; compare to ‘gold standard’ 
methods
Assess data corrections needed for mea­
surements of bone density in gem-2
Fan beam X-ray diffraction CT with fil­
tered back-projection
a determinant of treatment success. The prevalence of kidney stones has doubled 
in the past two decades and the lifetime risk is around 15% in the developed world 
(Moe, 2006). In spite of this high incidence rate, techniques for stone composition 
and structure analysis are limited. The preferred noninvasive treatment modality is 
shock wave lithotripsy (SWL), but stone fragmentation is limited for calcium oxalate 
monohydrate, calcium phosphate dihydrate and cystine stones (Madaan and Joyce, 
2007). A nondestructive in vivo technique capable of evaluating kidney stone com­
position would therefore prove useful. Davidson et al. (2005) have shown that the 
most common kidney stone components can be characterized through laboratory- 
based X-ray diffraction studies. They have also shown that the method is able to 
identify structure and composition in mixed stones, a promising result (Davidson 
et al., 2006).
1.2.4 Instrum entation  requirem ents for a breast b iopsy  
analysis system
X-ray diffraction is a notoriously demanding application for instrumentation. Most 
experiments using breast tissue have been carried out with synchrotron radiation 
sources, or with laboratory-based energy dispersive systems. Experiments using syn­
chrotron radiation cannot be employed for widespread for clinical work due to the 
lack of available sources. Photon counting High Purity Germanium (HPGe) detec­
tors are used most frequently to achieve high energy resolution in energy dispersive 
systems (Knoll, 2000), but they require cooling to liquid nitrogen temperatures so 
often require a bulky cryostat making them less suitable for clinical application.
Alternative detector materials for EDXRD include Cadmium Zinc Telluride 
(CZT) (LeClair et al., 2006) and silicon. CZT does not need cooling, can achieve 
adequate energy resolution of 5% at 60keV (Malden and Speller, 2000) and has good 
detection efficiency at up to 150keV. However, it can distort measured spectra due 
to trapping of holes during charge transport (LeClair et al., 2006) so further techno­
logical development is needed before it will be suitable for EDXRD. Controlled drift 
detectors (CDD) using silicon for X-ray detection have recently been developed for 
X-ray diffraction studies (Pani et al., 2007) and provide both energy (4% at 13.9keV) 
and position (180/im pixels) resolution (Castoldi et a/., 2007). However, they are cur­
rently limited in area, have high leakage current and exhibit relatively poor detection 
efficiency for energies greater than 20keV due to the inherent detection efficiency of 
silicon.
Limitations in EDXRD detectors imply that a breast biopsy analysis system 
would need to be based around ADXRD with a standard clinical X-ray source. 
A suitable angle dispersive X-ray diffraction detector must then be sought. The 
major drivers of detector development for X-ray diffraction are synchrotron radiation 
sources as they perform a multitude of diffraction studies for users ranging from
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Table 1.4: Ability of available X-ray diffraction detectors to meet application re­
quirements (Lewis, 2003; Briigemann and Gerndt, 2004). /  =  device can already 
meet, □  =  device will be able to meet with future developments, X =  device cannot 
meet due to fundamental limitations, - =  requirement not relevant. The CCD is 
assumed to be coupled with an XRII; the APS is assumed to be scintillator coupled.
Requirements IP MWPC CCD PAD APS
Large area ( 40x40cm2) / □ / □ /
High spatial resolution (< 250/zm) / / / □ /
Low noise / / / □ /
High dynamic range (over 120dB) / / □ / ✓
Linearity / / / / □
Fast digital readout 0(/is) X - X /
High frame rate (over 105fps) X - X - □
High quantum efficiency / □ / □
Spatial and spectral information X / X □ X
materials science through to molecular biologists.
The 1991 European Workshop on X-ray detectors detailed the ideal specification 
of a synchrotron X-ray diffraction detector. Large area (> 40x40cm2) would be 
required to visualise the entire scatter signature and must be combined with small 
pixel sizes (250x250/im2) so that diffraction peaks are sampled with sufficient res­
olution. Wide dynamic range (>120dB) is needed so that both intense and weak 
reflections can be recorded simultaneously. A further requirement is good linearity 
across the dynamic range to ensure that relative peak intensities are not skewed by 
nonlinearity of the detector response. High frame rates (> 105fps) are required for 
studies of phenomenon such as phase transitions, where X-ray diffraction allows the 
onset of the transition to be viewed. Energy sensitivity up to 35keV provides com­
plete knowledge of the X-ray diffraction properties of the material as both energy 
and angle dispersion are then available. Future requirements identified in a review of 
diffraction detectors by Briigemann and Gerndt (2004) indicate that many of these 
specifications have yet to be realised (Lewis, 2003).
For a clinical system, the frame rate requirement can be relaxed, but low cost, 
along with ease of calibration and maintenance, are important. The similar scatter 
intensities from different tissues means that the dynamic range requirement could be 
relaxed, although the ability to simultaneously record the transmitted X-ray beam 
and the scatter signature from a particular tissue sample enables automatic angular 
calibration using the beam centre and raises the possibility of combining diffraction 
and transmission imaging, or using the transmission data to implement an online 
attenuation correction of the scatter signature. It would therefore be advantageous 
to achieve at least an 80dB dynamic range to record both of these. The available 
instrumentation for ADXRD is assessed below. A comparison of the various detector 
technologies and the demands of X-ray diffraction studies is shown in Table 1.4.
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Current X-ray diffraction detectors
Early diffraction studies were made with analogue imaging receptors such as film 
and image plates. Film offers a high spatial resolution but has a limited dynamic 
range of around 40dB and requires digitization for quantitative analysis. Image 
plates offer large area (>30cmx30cm), wide dynamic range (up to 120dB) and good 
spatial resolution (Amemiya, 1995) but require a mechanical exchange of plates 
between images and offline readout (Mezouar et al., 2005). Analogue receptors are 
thus limited by the need for offline processing.
X-ray diffraction imaging receptors with digital readout fall into two categories: 
photon counting, and integrating. A photon counting detector registers the charge 
packet from each incident X-ray photon individually using self-triggering electronics. 
An integrating detector sums all of the charge that is generated by incident X-ray 
photons during a set exposure period.
Photon counting detectors include multi-wire proportional counters (MWPCs) 
and scintillation crystals (read out via photomultiplier tubes or other photon count­
ing detectors). Despite recent developments in MWPCs yielding micron resolution 
over an area of 100cm2 and very high dynamic range (Takeda et al., 2005), they 
are highly complex, sensitive instruments so their uptake in diffraction applications 
has been limited (Ortuno Prados et al., 1997; Masson et al., 2005). Sodium iodide 
is the main scintillation crystal employed in diffractometers but this arrangement 
has recently been shown to be unsuitable for measuring amorphous samples as it 
is difficult to correct for all systematic errors and record a clean profile (Johns and 
Wismayer, 2004). It is estimated that an accuracy of no better than 20% is possible.
The charge coupled device (CCD) is the dominant integrating detector in X- 
ray diffraction. It is a pixellated silicon detector fabricated on specialised metal 
oxide semiconductor (MOS) lines. ‘Charge coupling’ refers to the process of moving 
optically induced signal charge from one storage site to the next through a series 
of MOS capacitors (Janesick, 2001). The CCD exhibits low noise and dark current 
(when peltier cooled) as well as good system gain and linearity (Tate et al., 2005; Ito 
et al., 2007). Serial readout via a single output node limits the available frame rate 
and results in sensitivity to radiation damage defects (Gruner, 2002). The device 
area is limited to 2.5x2.5cm2 (Nagarkar et al., 2006) meaning that demagnifying 
optics, or array tiling are needed to achieve large area.
A standard CCD is only sensitive to optical illumination. Two options exist 
for X-ray detection with the CCD: it can be coupled to an X-ray converter, e.g. 
scintillator or X-ray Image Intensifier (XRII), or fabricated using deep depletion 
technology. An XRII is frequently used to create a large area imaging receptor and 
provide both signal gain and magnification. The XRII does, however, introduce 
artifacts such as geometric distortions, temporal lag and shading (Yagi et al., 2004). 
It is also possible to produce CCDs that utilize deep depletion regions to enable
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direct detection of X-ray photons in the silicon. These provide a quantum efficiency 
of around 30% at 8keV (Livet et al., 2000) and provide position sensitive photon 
counting. Unfortunately, they cannot detect hard X-rays and are more sensitive to 
radiation damage than a standard CCD (Gruner, 2002).
R ecent developm ents
CCDs are widely accepted as the ‘gold standard’ solid state imaging sensor in many 
applications. Their limitations have come to the fore in the past few years, as de­
mand for high frame rate, large area devices has risen. A number of new solid 
state detectors have recently emerged as competitors to the CCD, particularly in 
X-ray diffraction studies where they are beginning to bridge the gap between ap­
plication requirements and actual performance. The Pixel Array Detector (PAD) 
and the CMOS Active Pixel Sensor (APS) both have the potential to challenge the 
supremacy of the CCD in the near future.
The pixel array detector (PAD) is a pixellated semiconductor layer that directly 
converts X-rays into charge carriers, coupled to a pixellated electronics layer, which 
processes the generated carriers. The charge carriers drift from the sensor to the 
electronics via bump bonds. This design provides good noise performance and time 
resolution, along with good dynamic range and on-chip frame storage (Rossi et a/., 
1999). It also offers flexibility as materials other than silicon can be exploited as the 
semiconductor layer (Sellin et al., 2001).
A number of issues still need to be resolved before the PAD can be utilized on 
a large scale. Firstly, packaging and device yield issues must be overcome for the 
device to be fabricated in large area; it is currently limited to 1.4x1.4cm2 (de Vries 
et a/., 2007) and tiling is used to reach larger areas. Secondly, careful calibration 
of the electronics is required (Ponchut and Zontone, 2003). Radiation damage has 
been showm to occur in both the short and long term in the electronics and semicon­
ductor layers respectively. Finally, and perhaps most severely limiting, is the charge 
diffusion that occurs in the sensor when small pixel sizes are fabricated (Medipix,
2006). Early PADs had very large pixel sizes, of the order of 100s/im (Boudet et al., 
2003). Only recently have they managed to obtain pixels of the order of lOs/zm 
(de Vries et al., 2007). Prototypes are now being developed that use thresholding 
and charge summing to overcome the charge diffusion issue (Ballabriga et al., 2007).
The CMOS Active Pixel Sensor (APS), is a relatively old technology compared 
with the PAD. It was originally conceived by Noble (1968), who implemented the 
first silicon array with an active buffer transistor per pixel. As its name suggests, 
the APS is a detector with ‘active’ buffering and/or amplification in each pixel. The 
first modern APS was produced by Yadid-Pecht et al. (1991).
As Active Pixel Sensors are made on standard Complementary MOS (CMOS) 
fabrication lines, analogue and digital electronics can easily be included on-chip. It
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also confers the advantages of low voltage operation, leading to low power consump­
tion, and low cost of manufacture. The per-pixel charge detection and amplification 
enable direct signal buffering and random access readout. Electronics can also be 
integrated for timing and control, or for more advanced applications such as on-pixel 
analogue-to-digital conversion (ADC). This high level of integration makes CMOS 
APS the preferred technology for ‘camera-on-a-chip’ imaging applications (Fossum, 
1997).
Including extra transistors in each pixel inevitably added noise and reduced 
quantum efficiency, limiting the early application of the APS. As CMOS technology 
has advanced, however, the performance of the APS has improved vastly and it now 
dominates unit sales in the consumer imaging market according to the 2007 In-Stat 
review of image sensors. APS designs can now reach noise levels of less than 50e_ 
r.m.s. (Pain et al., 2003), have quantum efficiency similar to the CCD, dynamic 
range of over lOOdB (Yadid-Pecht, 1999) and can be produced in areas up to CMOS 
wafer scale (currently over 12cm x 12cm) (Scheffer, 2007). Although these advances 
have yet to be combined in a single device, further design developments and the 
scaling of CMOS technology means that they are likely to be available in the very 
near future.
Commercial APS have been demonstrated in SAXS synchrotron experiments in 
the last few years. Ponchut (2001) made the first demonstration using a small area 
APS coupled to an XRII but this device suffered from high fixed pattern noise and 
dark current. Yagi et al. (2004) used large area (up to 11.2cm xll.8cm ) scintillator- 
coupled APSs from Hamamatsu and Radlcon for powder diffraction, but these lack 
flexibility for scientific imaging and have a high read noise. A better solution lies 
in exploiting on-chip and in-pixel electronics to create a high specification device to 
satisfy all of the requirements of X-ray diffraction imaging.
Sum m ary o f  available detectors and requirem ents for a clinical system
To summarise, the requirements for an X-ray diffraction detector that could be 
included in a clinical breast biopsy analysis system are:
•  Large area: at least 16cm2 with 5(tyzm pixels
•  Low readout noise: at most 50e“ r.m.s.
•  Good conversion gain: at most 50e_ per digital number output from the sensor 
ADC (i.e. 50e~/DN)
•  High dynamic range: at least 80dB to simultaneously measure primary and 
scattered photons simultaneously
•  Linearity: within 5% across dynamic range
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•  Quantum efficiency as high as possible
•  Low cost and ease of maintenance
Given the current status of the technology, the CCD and APS would provide 
similar performance for breast biopsy analysis with X-ray diffraction. However, the 
CCD is a mature technology close to its fundamental limits, while the APS is still 
developing at a rapid pace and has the potential to outperform the CCD in the near 
future. For this reason, the APS will be investigated further and a detailed review 
of the current status of the technology is presented in the next section.
1.3 CM O S A ctive P ixel Sensors for X-ray  
D iffraction
1.3.1 W h at are A ctive P ixe l Sensors?
The most simple CMOS Active Pixel Sensor (hereon referred to as Active Pixel 
Sensor, or ‘APS’) contains a photodiode, usually of n-well/p-substrate type, and 
three transistors (‘3-T’) per pixel as shown in Figure 1.3 (a). The reset transistor 
clears the pixel of integrated charge. The source follower transistor is the input 
transistor of a source follower; a simple amplifier. The sense node capacitance 
converts electrons from the photodiode into a voltage that is isolated from the large 
column bus capacitance and buffered by the source follower (El Gamal and Eltoukhy, 
2005). The row select transistor ‘activates’ the pixel for readout and presents its 
voltage to the column bus. Each pixel responds as an individual detector element, 
the operation of which can be separated into three phases: reset, integration and 
readout.
R eset
Reset refers to the operation of clearing the APS photodiode of integrated charge 
and recharging it to a fixed reference level. Two reset types are available as standard 
in an APS: soft and hard. The reset is termed ‘soft’ when the gate-to-drain voltage 
of the NMOS reset transistor is less than the threshold voltage of the transistor. 
In this mode, the reset transistor never reaches thermal equilibrium, and the reset 
level is determined by the initial voltage on the diode and the reset time. Soft 
reset is therefore susceptible to image lag, where the reset is incomplete and some 
portion of the signal charge from the previous integration period remains. The 
reset is termed ‘hard’ if the gate-to-drain voltage on the reset transistor exceeds 
its threshold voltage, yielding steady state operation. In this case, image lag is 
insignificant and greater linearity is achieved, but the noise associated with the 



















(a) APS pixel layout
Figure 1.3: Active Pixel Sensor ‘3-T’ pixel (a) illustrates the arrangement of the
reset, source follower and row select transistors in the pixel, while (b) shows a 
cross-sectional view of the CMOS process layers. Layer 1 is a passivation layer 
for insulation, usually composed of a series of silicon nitrides and dioxides. Layer 
2 is a further silicon dioxide layer containing electronics and metal interconnects. 
The epitaxial layer is the sensitive volume, while the substrate provides mechanical 
support.
Integration
In the next phase of operation, the reset switch is opened and charge is integrated 
over the photodiode capacitance until the end of a set integration period. Photons 
incident upon the sensor may interact in the thin epitaxial layer as shown in Figure 
1.3 (b), which is lightly doped compared to the substrate. The detecting element, 
the photodiode, is the p-n junction between the n-well and the p-epilayer. The 
potential difference across the epilayer acts as a shallow potential well for electrons, 
which diffuse until they experience the electric field of the n-well/p-epi photodiode 
and are collected (Turchetta et a/., 2003). As the photodiode is reverse biased by the 
reset operation, the accumulation of charge on the photodiode results in a reduction 
of the voltage across it.
The ‘quantum efficiency’ (QE) of the APS is limited by charge generation and 
collection. Charge generation refers to the ability of the image sensor to detect 
incoming photons. Photons that reach the epitaxial layer must pass through the 
‘stack’ of metal and polysilicon layers that exist above the sensor (see Figure 1.3 
(b)). Reflection losses arise at the boundaries between these layers of dielectric 
materials. In addition, metal bus lines and interconnects are optically opaque and 
reduce the sensitive area of the pixel. The resulting ‘fill factor’ of the pixel is less 
than 100%. Finally, transmission losses occur when incident photons penetrate the 
epitaxial layer without interaction.
Charge collection depends on the diffusion of electrons through the epitaxial layer
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and the maximum number of charges that can be accumulated in the n-well (the full 
well capacity). In APS arrays, it is limited by ‘crosstalk’: the thermal diffusion of 
signal electrons from the site of generation to neighbouring pixels. Standard CMOS 
technology uses low resistivity wafers, making the APS more susceptible to crosstalk 
than the CCD (Janesick and Putnam, 2003). The full well capacity depends on the 
photodiode capacitance so can be tailored; it is typically around 105e“ .
R eadout
The row select transistor activates the in-pixel amplifier to present the signal voltage 
to the column bus. As APS pixels are directly addressable, signal charge is collected 
and read from the same region so there is no charge transfer signal loss. A typical 
APS is read through a Tolling shutter’ mechanism, whereby rows are sequentially 
read, then reset. In this manner, the integration period is defined by turning the 
reset switch off for a given number of lines before the readout operation is due. 
Prom the column bus, the signal is passed through column parallel amplifiers and 
analogue-to-digital converters before the digital output is passed off chip (Fossum, 
1997). The readout path contains several active devices which may add noise to the 
final image. This will be discussed further in Chapter 2.
1.3.2 D rivers o f developm ent
The development of new APS designs has been driven largely by commercial and 
industrial demands in the last two decades. One of the current challenges for APS 
designers is to maintain performance as CMOS technology scales. CMOS processes 
downsize by 0.7 of the minimum feature size every three years (Wong, 1996), driven 
by the microelectronics industry. Fabrication of image sensors in standard CMOS 
processes will only continue to be possible provided that downsizing does not affect 
their performance.
The most common CMOS process for image sensor production is currently
0.35/im, with 0.25/im and 0.18/im increasing in frequency. While smaller pixel sizes, 
or higher fill factors, are available with smaller processes, a loss of spectral sen­
sitivity, reduced analogue voltage swing, increased leakage currents and decreased 
dynamic range are also apparent (Lule, 2000; Wong, 1996). Increased absorption 
and reflection losses also occur due to the use of silicides in processes below 0.35^zm 
and the increased number of routing levels used. As a result, it will become increas­
ingly necessary to use specialised processes below 0.25/zm to maintain performance, 
or produce new sensor architectures to overcome limitations.
As scientific applications of CMOS APS become more frequent, further demands 
will be placed on APS performance, leading to bespoke designs for different users. 
While sensor designers naturally strive for ‘smaller, faster, cheaper’, the key areas of
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development in recent years have been dynamic range extension, intelligent imaging, 
high speed readout and increased sensor area.
D ynam ic Range
Dynamic range is the ratio of the sensor full well capacity (FW) to the read noise
The dynamic range of Active Pixel Sensors is typically in the range of 65-75dB 
(Yadid-Pecht, 1999), while the dynamic range of a typical natural scene is 120dB 
(Acosta-Serafini et al., 2004). Many methods of increasing APS DR have been 
tested; the most successful use logarithmic pixels, individual pixel reset, multiple 
sampling, or ‘time-to-first-spike’ asynchronous readout.
Logarithmic pixels use the exponential sub-threshold characteristics of a MOS 
transistor connected to the photodiode (Fossum, 1997) to achieve up to 170dB of 
DR (Burghartz et al., 2006). Such sensors are popular in industrial and commercial 
applications, including factory automation and automotive cameras. Large fixed 
pattern noise and poor signai-to-noise ratio compared to linear integrating sensors 
prevents their application in scientific work.
‘Individual pixel reset’ (IPR) architectures (Yadid-Pecht et al., 1997) compare 
the voltage in each pixel to a saturation threshold at various time increments during 
the integration phase. If the saturation level is passed, the pixel is reset; the number 
of resets performed and the final signal level are stored in each pixel. DR of 13 
bits (78dB) has been achieved, compared to 11 bits (66dB) in standard operation 
(Yadid-Pecht and Belenky, 2003). Such designs can only be used in static imaging 
applications, as their automatic adjustments will fail in a changing scene.
Multiple sampling uses a combination of exposures to synthesise a wide DR 
image. Long exposures capture the darker areas of a scene, while shorter exposures 
capture brighter areas without saturating. Liu and El Gamal (2003) sample the pixel 
signal multiple times within a single exposure, using photocurrent estimation and 
saturation detection algorithms to enhance DR by 30dB at the high end and 8dB at 
the low end of the 47dB single capture DR. A sensor with 132dB DR was presented 
by Stoppa et al. (2002), where the sensor adapts its overall integration time to the 
local illumination conditions during three 8-bit linear ramps. The bandwidth needed 
to readout multiple frames per scene and the extra in-pixel electronics needed to 
implement multiple sampling circuits mean further developments in data acquisition 
and CMOS technology are needed to make multiple sampling devices viable.
‘Time-to-first-spike’ imaging sensors create one pulse event per pixel per frame
floor (<jfl) and describes the range of illumination intensities that can be represented 
in a single image. It is usually given in decibels as
(1.6)
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representing the incident illuminance when the photodiode voltage drops below a 
global threshold, rather than integrating the signal. A digital counter records the 
time when the pulse is created, and the pixel address is output. The dynamic range 
is simply given by the ratio of the longest and shortest firing times, limited only by 
dark current at the high end, and start of the reference voltage ramp at the low end. 
By varying the threshold voltage, 104dB dynamic range has been achieved (Guo 
et a l , 2007).
A multitude of wide dynamic range CMOS sensors have been produced in the 
last 5 years. The best method for achieving wide dynamic range depends on the 
demands of the application e.g. static vs video rate imaging, noise restrictions and 
bandwidth availability.
Intelligent processing
The advent of sensors with a ‘digital pixel’ architecture (DPS) in the late 1990s led 
to a flood of CMOS pixels with advanced processing and electronics in-pixel. A 
DPS performs analogue-to-digital conversion (ADC) at the pixel level, providing a 
fully digital interface. The main advantages conferred by the DPS architecture are 
low power consumption, high conversion speeds (DuBois et a l , 2008) and very high 
readout rates (Kleinfelder et a l , 2001).
A popular use of digital pixel technology is to detect temporal changes in a 
scene. A spatio-temporal image of a moving object can be acquired using a digi­
tal pixel sensor that contains in-pixel memory as it can record both position and 
‘time-to-threshold’ information. Chi et al  (2007) present a novel circuit for deriv­
ing object velocity. They compare the photocurrent integrated in two consecutive 
frames to a ‘rejection band’: a change above this flags a ‘1’ in a 1-bit pixel memory; 
a change below flags a ‘O’. This design enables both the speed and direction of 
the motion to be evaluated using the frame rate and post-processing of the binary 
image. Another method for achieving this is to implement an array of self-resetting, 
asynchronous pixels that provide adaptive timing and spatial resolution (Bermak 
and Yung, 2006). In addition to standard imaging capabilities, ‘time-to-threshold’ 
information is triggered when the photodiode voltage crosses an external threshold 
and this time stamp stored in-pixel using an 8-bit memory.
As CMOS feature sizes down scale, it may be possible to balance the increasing 
demand for in-pixel processing with the loss of fill factor from the extra in-pixel 
transistors (El Gamal and Eltoukhy, 2005). As an alternative, DuBois et al  (2008) 
show that it is possible to exploit analogue in-pixel processing elements at high frame 
rates by redesigning the standard APS layout. They centre an analogue processing 
element between a group of four adjacent octagonal pixels, which in 0.35/im tech­
nology reaches a fill factor of 25%. Each processing element can be reprogrammed 
depending on the desired task, and a 93% correspondence was demonstrated be­
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tween in-pixel and off-chip implementations of Sobel and Laplacian operators for 
edge detection.
H igh speed readout
Digital pixel sensor technology already provides access to readout rates of up to 
105fps. The main limitation to high speed readout is not the sensors themselves, 
but the data transfer and storage issues that arise from such high frame rates. For 
example, a IMpixel sensor with 12-bit quantization produces a 2Mb frame. If it 
were read at 105fps, this equates to 200Gb/s data transfer rate, far exceeding the 
maximum available using the Camera Link standard of 0.3Gb/s (CameraLink, 2004). 
Until readout options with larger bandwidth and data transfer rates are available, 
other alternatives for achieving high frames rates must be sought.
Two of the fastest megapixel sensors on the market include random-access mem­
ory on-chip to store frames and use the inherent random access readout to implement 
windowing (June 2008). Photron’s Ultima APX-RS can read 3000fps in full frame 
mode, or a 128x16 pixel region of interest (ROI) at 2.5xl05fps (Photron, 2008). 
The Phantom vl2 from Vision Research has 32Gb of on-board RAM so can run 
at over 6xl03fps in full frame mode, or up to 106fps for a 128x8 ROI (Vision Re­
search, 2008). Such commercial designs frequently suffer high read noise and lack 
customizable options making them unsuitable for scientific applications.
Adaptive multi-resolution circuits that locate and track objects using regions of 
interest ‘on-the-fly’ could become a popular high speed solution for scientific ap­
plications. A dynamically reconfigurable vision sensor (DRVS) was proposed by 
Pain et al. (2002) to image multiple regions of interest with variable resolution. Up 
to three partially overlapping regions of interest can be used for object tracking. 
Sugiyama et al. (2005) uses on-chip profile acquiring circuits combined with 3 pho­
todiodes per pixel arranged in an ‘L’ shape to detect a moving object and follow 
it using an adaptive region of interest. Further, Choi et al. (2007) uses adaptive 
imaging to suppress motion blur by reading the sensor in reduced resolution mode 
at over 960fps when motion is detected. These implementations of windowing are 
limited by a variety of factors including large window size, high read noise, low sen­
sitivity and low full frame rate. The field of high speed readout is thus still an area 
of development, awaiting vast increases in data transfer speeds.
Large area
The traditional demands on APS area are for down- rather than upscaling; mobile 
phone camera applications require small, low power, low cost devices. The advent of 
‘stitching’ technology brought the ability to seamlessly scale CMOS sensors up to full 
wafer size (12x12cm2). This generated interest from radiologists whose conventional 
large area solid state detectors have large pixels, high noise and low frame rates.
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Hamamatsu and Rad-icon Imaging Corp. were quick to acknowledge this inter­
est, working on large area Active Pixel Sensor flat panel imagers (APFPI, referring to 
scintillator coupled devices) as early as 1997. Their sensors have been successfully 
demonstrated in digital radiography and industrial nondestructive testing, where 
the relative portability of the systems was a priority (Cho et a l , 2005; Brunetti and 
Cesareo, 2007). Recent offerings from both companies strive to reduce the read­
out noise, improve conversion gain and increase area still further. The Hamamatsu 
C9732DK measures 120mm by 120mm with 50/xm pixels for high resolution imaging 
and has 75dB dynamic range despite 1250e“ read noise (Hamamatsu, 2008). The 
Radlcon RadEye 100 (Rad-icon Imaging Corp, 2008) has dimensions of 98mm by 
49mm with 96/zm pixels and has been designed to be ‘3-sides’ buttable so can reach 
much greater areas when tiled. This design has a much lower read noise of 250e~ 
but suffers poor conversion gain of 0.2/iV/e~.
Literature reports of the development and characterization of large area APSs 
are scarce, despite demand for such devices from numerous scientific applications, 
X-ray diffraction being just one. It is therefore difficult for users to judge the actual 
performance of commercial devices as manufacturer specification sheets are often the 
only available source of information. Scheffer (2007), from Cypress Semiconductor, 
present a wafer scale (8.4Mpixel) APS with standard ‘3-T’ layout, designed for X- 
ray radiology applications. They achieve a much lower read noise than current 
commercial options of just 91e-  and show that it is possible to scale standard APS 
technology without loss of performance. Other implementations of large area devices 
have been presented by Ay and Fossum (2006) (76mm x 77mm) and earlier still, 
Meynants et al. (2003) (35mm x 24mm).
1.3.3 P o ten tia l for a bespoke X -ray diffraction detector
It is clear that the development of high dynamic range, high speed CMOS Active 
Pixel Sensors has been vast in the last decade. Large area sensors, currently com­
mercially available, are just beginning to emerge with noise and dynamic range 
specifications that are suited to X-ray diffraction applications.
While quantum efficiency will suffer if devices are produced in standard processes 
with small feature sizes, many foundries now offer specialized CMOS image sensor 
processes combined with stitching technology to achieve areas up to 12cm by 12cm 
without loss of performance. Even higher areas are possible if sensors are designed 
for tiling. Read noise levels are now less than 50e_ and falling through the use of 
advanced pixel and readout circuit designs.
The real challenge is now combining 20 years of development into a single device: 
a large area, low noise, high dynamic range sensor that can meet the demands of 
readout speed and quantum efficiency set by X-ray diffraction. This vision could 
become a reality in the near future and if it does, the APS will be the ideal detec­
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tor for a breast biopsy analysis system using X-ray diffraction. It is thus necessary 
fully understand the performance of Active Pixel Sensors so that quantitative mea­
surements may be made and their potential as angle dispersive X-ray diffraction 
detectors can be evaluated.
1.4 H ypothesis o f th is work
To investigate the potential application of novel CMOS Active Pixel Sensor technol­
ogy in X-ray diffraction studies of breast biopsy samples with the aim of improving 
the speed and accuracy of breast cancer diagnosis.
1.5 Structure o f th e rest o f th is thesis
In this chapter, the motivation for this work was explored and an evaluation of the 
existing instrumentation for X-ray diffraction measurements was made. A detailed 
review of CMOS Active Pixel Sensor operation and performance followed. The 
structure of the rest of the thesis is as follows:
•  Chapter 2 describes the roadmap to an ideal X-ray diffraction detector and 
introduces the evaluation methods used to determine the performance of APSs.
•  Chapter 3 presents the performance of two Active Pixel Sensors and critically 
evaluates their potential as X-ray diffraction detectors
•  Chapter 4 describes the development of an angle dispersive ‘Active Pixel X-ray 
Diffraction’ (APXRD) system for breast biopsy analysis
•  Chapter 5 presents the results obtained with the APXRD setup including: 
measured X-ray diffraction signatures; phantom imaging for resolution verifi­
cation and contrast evaluation; and multivariate analysis for predicting sample 
composition
• Chapter 6 summarises the system development completed so far and the future 
tests required prior to clinical implementation
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[Chapter 2 
A ctive P ixel Sensors: Design  
Specifications and 
Characterization M ethods
2.1 O verview  o f chapter
This chapter introduces the specifications and pixel architectures of two Active Pixel 
Sensors whose potential as X-ray diffraction detectors is explored in this work. The 
methods available for performance evaluation of the sensors are reviewed and a 
summary of the parameters that may be derived for a sensor is given.
2.1.1 R oadm ap to  th e  ideal X -ray diffraction detector
As described in the last chapter, key properties of an X-ray diffraction detector in­
clude large area, low noise, high dynamic range, good linearity, fast readout, high 
frame rate and high quantum efficiency. The current status of APS technology shows 
promising advances in each of these areas. To reach the ultimate in X-ray diffraction 
performance requires a series of intermediate designs to test how well the above fea­
tures can be combined. Both Active Pixel Sensors investigated here were produced 
by the RC-UK M-I3 consortium, which aspires to break the constraints of current 
scientific imaging by exploiting state-of-the-art APS technology (Multidimensional 
Integrated Intelligent Imaging - M-I3, 2008). Vanilla is a versatile, low noise APS 
with high speed region-of-interest (ROI) readout and analogue or digital output op­
tions. It combines increased speed and functionality with low noise operation. The 
Large Area Sensor, or ‘LAS’ was designed specifically for X-ray diffraction measure­
ments and attem pts to combine low noise, high speed readout and wide dynamic 
range in a large area device.
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2.1.2  C hallenges o f evaluating A P S  perform ance
As Active Pixel Sensors have only recently emerged as a viable option for scientific 
imaging, their behaviour is not yet fully understood. It will be shown in Section
2.3.1 that APSs suffer an inherent nonlinearity that arises both from the source 
follower and the variation of sense node capacitance with signal charge level. These 
nonlinearities can be controlled and compensated for provided they are well char­
acterized. Early evaluation of Active Pixel Sensor performance simply used CCD 
characterization methodology as the nonlinearity of the APS had not been recog­
nised. However, the ‘gold standard’ methods for evaluating semiconductor detector 
performance assume linear sensor response in their derivation, so are not directly 
applicable for APS characterization. Recently, authors have sought to develop new 
methods that account for APS nonlinearity. The literature lacks a rigorous study 
of the four available characterization methods, so a brief derivation of these will be 
given below and a comparison of their accuracy and reliability made in Chapter 3.
2.2 D esign  specifications o f 2 A ctive P ixel Sensors 
for scientific im aging
The characteristics of both sensors to be tested are presented below: the sensors 
share an identical readout system, illustrated in Figure 2.1; pixel layouts can be seen 
in Figure 2.2. They are controlled from a PC via a National Instruments Labview
7.1 interface or compiled C executable. Sensor reset, integration and readout are 
determined by stimulus vector playback in the Xilinx FPGA Development board. 
Data may be saved on a standard MS Windows host PC or laptop via a Gbit fibre 
optic link or network cable respectively. The laptop system has the added benefit 
of portability, while the PC system can also be used to control GPIB devices.
2.2.1 V anilla
A key feature of Active Pixel Sensors is their random access readout. ‘Vanilla’ is 
a versatile APS designed to enable a large number of scientific users to test APS 
technology in their fields. Position location and tracking are a primary focus of 
this design, which provides up to six dynamically reconfigurable regions of interest 
(ROIs) down to 6x6 pixels in size. Including both analogue and digital circuits on- 
chip allows Vanilla to achieve a high full frame rate of over lOOfps, and also attain a 
high ROI frame rate of over 20,000fps. The fill factor has been maximised to ensure 
the highest possible sensitivity is achieved.
Vanilla is a 520x520 array of pixels on a 25/zm pitch operating in rolling shutter 
mode, whose pixel layout is shown in Figure 2.2 (a). In order to optimize the signal- 
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Figure 2.1: Illustration of the data acquisition system used to control and readout 
the sensors. The sensor is connected to the Xilinx FPGA development board via a 
high performance 120 way Samtec cable. For each APS, the P160 expansion card is 
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Figure 2.2: Layouts of the CMOS pixels for the M-I3 sensors evaluated in this work. 
In (b), RSTO, RST1 and RST2 refer to the three reset levels that may be applied 
to each pixel.
2003) was included to achieve low reset noise. A flush reset circuit enables a hard 
reset and a soft reset to be applied consecutively. The hard reset acts as the ‘flush’ 
as it completely erases the pixel, while the soft reset yields the reduced mean square 
noise voltage of where k# is Boltzmann’s constant, T is temperature and Cph 
is the capacitance of the photodiode (Tian et al., 2001). The circuit is included 
off-pixel to maintain a high fill factor of 75%.
Two 10-bit address decoders provide random access to the Vanilla array enabling 
two modes of operation. In full frame mode, addresses for all rows are supplied in 
sequence as a digital input to the decoders and for each row address, read and
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reset operations are performed. When a row is selected, each column read line will 
show data from the corresponding pixel. A 12-bit successive approximation ADC 
is available for every four columns so data is multiplexed. Following ADC, data is 
parallel loaded into a 12-bit wide shift register and shifted through to the output. 
Full frame digital readout can reach speeds of up to 140fps.
In ROI mode, analogue random access facilitates high speed ROI readout at 10- 
bits resolution. Although row addressing and reset operate in the same way as for 
full frame readout, the speed of operation is increased. In ROI mode, two column 
sampling capacitors are used to pipeline the readout. This means that while data 
from one row is read, data from the next row can be accessed. Data is output serially 
via two analogue multiplexors and then converted by an off-chip ADC.
The smallest ROI available is a kernel of 6x6 pixels. An ROI of any rectangular 
size up to, but not including, the full array dimensions, can be selected by the user 
before imaging begins. A single 6x6 pixel ROI can achieve a frame rate of over 
20kfps and up to six different ROIs may be specified in any imaging acquisition.
2.2.2 Large A rea Sensor: LAS
A standard CMOS reticle, the glass mask containing the design patterns, is limited 
in size to approximately 2x2cm2. All of the arrays described above are of small area 
(<1.3xl.3cm2) because the complete sensor circuitry is contained on a single reticle 
that is stepped across the silicon wafer to produce multiple sensors. To scale the 
sensor area up to full wafer size using stitching technology, special reticle designs are 
needed. The ‘Large Area Sensor’ (LAS) attem pts to scale the performance advances 
achieved with Vanilla to a large area device. It also contains a development of the 
‘individual pixel reset’ architecture described in Chapter 1 to create three different 
integration time regions across the array for dynamic range enhancement.
LAS is a 1350x1350 array of pixels on a 40//m pitch, each containing 9 transistors. 
The sensor has been designed for full wafer scale production in future, but the first 
production has an area of 5.4x5.4cm2. The reticle used to produce the stitched 
sensor is shown in Figure 2.3. The reticle is subdivided into 4 parts that are stepped 
repeatedly across the wafer. With reference to the left of Figure 2.3, each sensor 
stitch block (B) contains 270 rows and columns, so a 5 by 5 arrangement of stitch 
blocks compose the full array. Each top stitch block contains the reset circuitry, 
while each bottom stitch block contains the readout shift registers and ADCs. There 
is a dedicated differential analogue output for every section of 135 columns, which 
connects to a 14-bit pipelined ADC (Analog Devices AD9252). Side stitch blocks 
contain row logic. A sensor is created by combining a set of stitch blocks, an example 
of which is shown on the right of Figure 2.3.
The pixel layout can be seen in Figure 2.2 (b). Each pixel has a fill factor of 
64%. As for Vanilla, flush reset circuitry and address decoders for ROI readout
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Figure 2.3: Illustration of how a CMOS reticle may be subdivided into side (A), 
sensor (B), corner (C) and top or bottom (D) then tiled to create a seamlessly 
stitched array.
are included on-chip. The maximum frame rate achievable with parallel analogue 
readout is 20fps.
To achieve the wide dynamic range required for X-ray diffraction, 6 extra tran­
sistors (in addition to a ‘3-T’ layout) are included per LAS pixel to define ‘regions of 
reset’ (RORs) with different integration times. This implementation is appropriate 
for X-ray diffraction studies as the scene being imaged is generally static. By de­
fault, all pixels in a row are reset to the same level, RSTO, when the rolling shutter 
first passes. If Sel 1 or Sel 2 are enabled (see Figure 2.2 (b)) that pixel will later 
be reset to level RST1 or RST2 to reduce the integration time. The longest inte­
gration time, used to record the low intensity signals, is 2.3s. The minimum ROR 
integration time that can be used in combination with this is 37^s and this records 
the most intense regions of the image. These extrema define a minimum dynamic 
range of 96dB. For the purpose of application in X-ray diffraction, this effectively 
allows the transmitted beam and/or intense reflections to be visualised in the same 
frame as low intensity scatter peaks.
2.2.3 S u m m ary  of design specifications
Table 2.1 lists the design specifications of both sensors i.e. the performance they 
are expected to achieve based on their design. The actual performance of any 
sensor inevitably depends on the conditions under which it is operated (Hopkinson 
et al., 2004) and the data acquisition system used to retrieve data from it. A full 
characterization of each sensor is therefore required to assess their suitability for 
angle dispersive X-ray diffraction.
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Table 2.1: Specifications of MI3 sensors. LAS stands for ‘Large Area Sensor’. Frame 
rates are given in FPS (frames per second). ‘Ltd. by FW ’ means there is no firmware 
limitation on the longest integration time of the sensor and it is effectively limited 
by the full well capacity of the sensor
Specification Vanilla LAS
Pixel Size (//m) 25 40
Array Size (pixels) 520 x 520 1350 x 1350
Array Dimensions (mm) 13 x 13 54 x 54
Epi Thickness fim 14 or 20 5 or 15
Fill Factor (%) 75 64
FPS (max full frame) 140 20
FPS (ROI readout) up to 24K up to 13K
Noise Floor (e- ) 25 27
Full Well Capacity (e- ) 105 105
Min. Integration Time 0.2s 10/xs
Max. Integration Time Ltd by FW 2.3s
Int time variable on array? No Yes
Release date Sept 2006 May 2008
2.3 A ctive P ixel Sensor perform ance evaluation
2.3.1 A ctive P ixe l Sensor noise sources
Noise sources in an APS can be classified into three main types: read noise, shot 
noise and fixed pattern noise. An expression for the total noise of an APS may be 
written as
ololal = °lhot + aleai + °)pn (2-1)
Detailed analysis of APS noise has been published by, for example, Tian et al. (2001) 
and Janesick (2007). The dominant noise source in an APS depends on the phase of 
operation. Noise from the reset transistor dominates during the reset phase. Shot
noise is dominant during integration, while in the readout phase noise is limited by
transistors in the readout chain both on- and off-pixel. A brief summary of the main 
noise sources is detailed below.
Read N oise
Any noise source that is not a function of signal is classified as read noise. For Active 
Pixel Sensors, read noise encompasses a wide variety of transistor and amplifier noise 
sources and can be subdivided as
a read =  a s f  +  a reset +  &d,shot + a ld c  + a lol + a sys  ( 2 -2 )
These components are:
•  crfy-: white, flicker and RTS noise of the source follower transistor ultimately
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limits the sensor noise
•  0"reset: thermally generated noise due to the reset operation, given by
h'b T C s n / q for hard reset, where ks  is Boltzmann’s constant, T is the temper­
ature and C s n  is the sense node capacitance
•  ad,shot: sh°t noise due to thermally generated dark current, unwanted charge 
generated by the sensor in the absence of illumination
•  ° h c : ADC quantization noise given by the r.m.s. error about a perfect ramp, 
j^DN for an ideal ADC
represents the thermal and flicker noise contributed by the column am­
plifier
•  asys: represents all of the system noise sources such as preamplifier noise, 
transient noise, power supply noise and electromagnetic interference
Read noise dominates all other noise sources at low illumination levels so limits the 
low light level performance of an APS. Some read noise sources can be eliminated 
using ‘correlated double sampling’ (CDS). This requires two time-correlated non­
destructive samples of the pixel signal to be made; one just after reset, the other 
post integration. Subtracting these yields the signal voltage alone, removing reset 
noise and suppressing flicker noise. CDS requires a ‘transfer’ transistor to be in­
cluded in the APS pixel so a non-destructive sample of the reset level can be made. 
Most Active Pixel Sensors cannot be sampled non-destructively meaning CDS is 
not frequently employed. Instead, an approximate ‘digital CDS’ is performed by 
subtracting an average dark field from any data frames.
Shot N oise
The fundamental limit on image sensor performance is shot noise, which arises from 
the Poisson variation in the rate of photon arrival at the sensor. It is given by the 
standard deviation of the number of interactions per pixel, a random phenomenon 
which is distributed both spatially and temporally. Signal shot noise is dominant 
while the sensor is in its integration phase and is given by ashot = VS.
Fixed P attern N oise
The presence of transistors in each pixel makes APSs highly susceptible to fixed 
pattern noise (FPN). FPN produces the same spatial variation in each frame so 
is said to be ‘fixed’ in time. It arises from a number of sources and may be de­
composed in separate effects due to pixels and columns (El Gamal et a/., 1998). 
Pixel-to-pixel pattern noise (PP-FPN) occurs due to differences in the offset and 
gain of transistors in each pixel, as well as differences in charge collection efficiency
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(Janesick, 2007). Column-to-column pattern noise (CC-FPN) is due to differences 
in the column amplifiers and manifests as vertical streaks in an image.
Offset FPN is independent of signal and can be attributed to device mismatches 
between pixels. Dark current FPN, or dark signal nonuniformity (DSNU), is gen­
erated by artifacts resulting from CMOS fabrication that produce signal charge in 
the absence of illumination. It can be removed using correlated double sampling 
(CDS), or dark field subtraction. Gain FPN, also known as photo response non- 
uniformity (PRNU), is signal dependent and can be significant as the image sensor 
nears saturation. It occurs because different pixels in an array respond to light with 
different gains so produce different photocurrents. It is particularly significant at 
high light intensity, where the greatest difference in photocurrents is produced. A 
gain calibration and offset map for the sensor can be calculated in order to suppress 
these noise sources.
The overall FPN of an APS can be represented as (Janesick, 2007)
o~fjm = Pn S  (2.3)
where S is the signal and Pn  = cr/5 is the ‘FPN quality factor’. If the mean of 
each pixel signal over N frames is S ij, where i and j  index rows and columns, FPN 
can be further decomposed as Fij =  yj +  X i j , where Yj represents the column FPN 
component and the pixel FPN component. is calculated using the following:
Fid = S ~ (D N )  -  S (D N )  (2.4)
From this derivation of F* j , we can then calculate the column and pixel components 
and their variances according to:
_ i L   _
= (2-5)
1 = 1
M  N  M
ay2 = M  . j = 1 =  <2'6> v 7 1=1 j=1
Other noise sources
It should be noted that the sources of noise described above are by no means the 
only noise sources present in Active Pixel Sensors. For example, Fano noise is 
the variance in the number of electron-hole pairs produced in the silicon but only 
becomes appreciable in the soft X-ray regime. Further, when part of the image is 
subject to high illumination levels, signal charge generated in one pixel can diffuse 
far enough that it is collected in another (Shcherback et al., 2004). This is known as 
crosstalk and may cause reduced spatial resolution. It can be minimised by design
47
and decreases with photodiode area.
That the understanding of CMOS technology is still in its infancy presents a 
barrier to full characterization of Active Pixel Sensors. As the technology scales, 
the noise sources that dominate APS performance change and suddenly a new factor 
needs to be considered that was not a problem previously. In addition, the advanced 
pixel designs created to solve, for example, fixed pattern noise problems, will simply 
bring other noise sources to dominance. In general, it should be considered that the 
noise sources described above are present in all APSs; a search for further sources 
of noise will be needed if a device does not perform as expected during performance 
evaluation.
Nonlinearity
The inherent nonlinearity of the APS arises from two key sources (Janesick, 2007). 
Gain ‘V /V ’ nonlinearity arises from the nonlinearity of the source follower in pixel, 
as well as from any other amplifiers in the amplification chain; it can generally be 
well controlled by design. Sensitivity ‘V /e- ’ nonlinearity arises because the APS 
photodiode is an element of the sense node so the sense node capacitance C s n  varies 
with charge level according to
C s n (Vs n ) =  — " (2-7)
dVsN
where q is the unit of electronic charge, S(e~) is the signal in electrons and Vsn 
is the sense node voltage. As a result, the charge to voltage relationship is non­
linear causing a reduction in signal and noise at high signal levels as compared to 
the case of constant capacitance (Tian et a/., 2001). While this yields a slightly 
higher signal-to-noise ratio for general imaging applications, it can yield serious sys­
tematic errors in scientific imaging applications and the severity of the issue will 
worsen as CMOS technology downscales (Janesick et a/., 2006). For the purpose of 
performance evaluation, the presence of nonlinearity means we require new testing 
methodology.
2.3.2 Cam era conversion gain
To compare the performance of different sensors, their properties should be ex­
pressed in physical terms (e~), rather than the relative digital number (DN) output 
from analogue-to-digital conversion of the signal charge. Sensor conversion gain is 
defined as the number of electrons represented by each digital number, denoted by 
K (e ~ /D N )  or G(DN/e~)  =  K ~ l depending on the conversion required. This en­
compasses two fundamental gain stages in an APS; the charge-to-voltage conversion 
(V/e~) and analogue-to-digital conversion (DN/V).
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Camera characterization has traditionally been performed with ‘gold standard’ 
Mean-Variance (Holdsworth et al., 1990) and/or Photon Transfer (Janesick, 2001) 
techniques. These analyses break down when the sensor response is nonlinear. As a 
result, performance parameters may be incorrectly estimated, leading to inappropri­
ate sensor choices for scientific applications. APS nonlinearity has been overcome 
thus far by evaluating the sensor performance only in its low illumination ‘linear 
region’, where the effect of a changing sense node capacitance is assumed to be 
negligible. This prevents accurate evaluation of parameters such as full well capac­
ity and quantum efficiency. To fully understand the performance of Active Pixel 
Sensors, it is necessary to extend the scope of the characterization studies to include 
nonlinear techniques.
Recently, authors have begun to seek alternative methods of characterizing non­
linear CMOS APS. Janesick (2007) has proposed that the conversion gain be sep­
arated into signal and noise gains. This method will be referred to as ‘nonlinear 
compensation’ (NLC) for the rest of the thesis. Pain and Hancock (2003) redefine 
the conversion gain as a function of illumination rather than as a constant and 
their method is known as ‘nonlinear estimation’. These studies are timely given the 
recent increase in the number of scientific users who wish to obtain quantitative 
information from APSs employed in their imaging systems.
The following sections present brief derivations of both linear and nonlinear 
analysis methods. The APS performance evaluations made in Chapter 3 will employ 
one or more of these methods and an intercomparison of the methods will be made 
on the Vanilla sensor results. The comparison of these methods may be found in 
its complete form in Bohndiek et al. (2008a). All data analysis was completed 
independently for this work (SB); other authors designed the sensor (AC, MP, RT) 
and collaborated in experimental design and data acquisition (AB) (see Chapter 3).
2.3.3 C onversion gain derivation for linear cam era response  
M ean-Variance A nalysis
Mean-variance analysis is the ‘gold standard’ for derivation of the conversion gain 
parameter for charge-coupled devices (CCDs) (Stark et al., 1992; Beecken and Fos- 
sum, 1996). The full derivation using statistical analysis of the observed signal has 
been published by, for example, Holdsworth et al. (1990).
For a linear sensor with constant conversion gain, an input of Pi interacting 
optical photons produce a signal
S ( D N ) - < H D t y ' - ) r , - R $ m  {2.8)
For wavelengths greater than 400nm, a single photon produces one electron-hole
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pair in silicon devices. The mean output signal S  is thus
S(D N )  = G (D N/e~)N  (2.9)
where N  is the mean number of signal electrons. Using the Burgess variance theo­
rem, assuming a Poisson distribution of incident photons and negligible gain variance 
we arrive at
< j2s  = G S  + ( j2r  (2-10)
where aR is added in quadrature to represent fluctuations in the illumination inde­
pendent term (read related noise) that are present in reality. Plotting o 2s vs. S(DN) 
yields a mean-variance graph (see Figure 2.4). The slope of this graph provides 
G (D N /e~); the intercept, aR.
The data for the mean-variance graph should be determined from N frames mea­
sured at a number of illumination levels between dark and saturation, and calculated 
from (Pain and Hancock, 2003):
■q-  _  Y l k  S j j , k  m -q  _  ^'Z iJ  S j , j
iJ N  ’ L M  ' '
v  V  a2
^ 2  _  ^ i j , k  _  fQ ~ |2  . ^ 2  _  ^ * , j
-  n  - i w  ; ( 2 - 1 2 )
where S represents the signal and a  represents the root-mean-square (r.m.s.) noise. 
The dark offset level, S d , should be calculated by applying Equation 2.11 to a set 
of N frames recorded without illumination. Figure 2.5 illustrates the notation used 
in these equations. The temporal average (over N) accounts for pixel variations in 







Figure 2.4: Mean-variance graph showing the linear increase in sensor noise with 
signal up to the saturation point. The gradient of the linear region is the conversion 







Figure 2.5: Illustration of frame indexing for mean variance analysis with Equations 
2 .1 1  and 2 .1 2 , where i refers to rows, j to columns and k to frames
P ho to n  tran sfe r - Noise decom position
The photon transfer technique (Janesick, 2001) may also be used to calculate the 
conversion gain. Assuming the sensor noise sources are uncorrelated, the standard 
formula for propagation of errors may be applied to Equation 2.8 and read noise 
added in quadrature to obtain
a2s (D N )= ’ dS~
2
o ' a s '
d P i °>j + d K
C7k +  CTj (2.13)
Substituting from Equation 2.8 and again assuming a Poisson distribution of incident 
photons (crpj = Pj) and negligible gain variance, we can simplify Equation 2.13 to
K(e~/DN) = S(DN)as(DN) -  a2R(DN)
(2.14)
where aR is the illumination-independent sensor noise (read noise) and cr| is the 
illumination-dependent noise of an image at signal level S(DN). g2s — g2r is the signal 
shot noise cr2^ .  We plot logarithmically the r.m.s. noise of the sensor as against 
the average sensor signal S(DN)  to produce the ‘photon transfer curve’ (PTC).
log[ff] =  log [S(DN)\ -  log [<4(ZW) -  al(DN)}  (2.15)
Provided that the sensor parameters are set such that K(e~/ DN) < crR, ADC 
quantization noise can assumed to be negligible (Janesick, 2001).
Given the noise sources dominant in an APS (see Section 2.3.1), we expect 
the PTC to exhibit three limiting regimes. Read related noise is independent of 
illumination so will exhibit a gradient of zero. This is dominant at low signal levels 














Figure 2.6: Photon transfer curve showing all noise components, limited by read 
noise at low illumination, shot noise at mid illumination and fixed pattern noise at 
high illumination prior to saturation.
Poisson statistics, we expect a gradient of  ^ as S  = cr2shoV At high signal levels, 
fixed pattern noise from transistors and amplifiers present both in pixel, and per 
column, dominates. At this level, we observe a gradient of 1 as FPN increases with 
proportion to the signal. The ideal photon transfer curve of these noise components 
is illustrated in Figure 2.6.
To determine the conversion gain from the photon transfer curve, we need to re­
move all noise sources apart from the signal shot noise. Subtracting two consecutive 
images at a single illumination level will remove the fixed pattern noise. For any 
pair of frames (denoted by A and B), we calculate the frame mean Sk for k=A and 
k=B, the corrected mean S  with k=Dark and the temporal noise o \  using:
(2-16)
S  — - [ Sa +  5b] — So  (2-17)
= m h n  " ( s % ~  ^ )]2 (2-18)
where So  is the dark offset level. The additional factor of two in Equation 2.18
is present to account for variances adding when two images are subtracted. The
uncertainty in deriving the variance is given by y /2 /N  where N is the number of 
pixels in the region of interest used for analysis. A 100x100 ROI thus defines an 
error of 1.4%. Results can then be averaged over different areas of a single frame, 
or over many pairs of frames to improve accuracy further.
Subtracting the variance of the differenced dark field from the variance at each 
illumination level will remove the read noise from the photon transfer curve. If the 
linear fit to the shot noise region is given by y = m x  +  c then K(e~/ DN)  =  10™. 
The PTC can thus be plotted with FPN removed and the shot noise component 
isolated in a plot of ( \/c r | — a2D) vs. S(DN).
52
Lim itations o f these m ethods
Linear methods can only be applied provided the following assumptions hold:
1. The sensor output signal is linear with illumination
2 . Fluctuations in the number of incident photons are described by a Poisson 
distribution
3. Incident photons are converted to signal electrons in the pixel with quantum 
efficiency 77
4. The variance in the conversion gain Oq is small
In addition to the above, the application of the photon transfer method requires 
that noise sources in the sensor are uncorrelated.
While the above assumptions often hold in other imaging sensors, the linearity 
assumption cannot hold for the APS. The conversion gain derived by mean-variance 
or photon transfer methods can therefore be in severe error, deviating by up to 2 0 0 % 
in some cases (Janesick et a/., 2006).
2.3.4 C onversion gain derivation for nonlinear cam era re­
sponse
Nonlinear com pensation
For a nonlinear sensor, the slope of the shot noise limited region of a PTC will 
deviate from If the nonlinearity is due to V/V (gain) nonlinearity, the conver­
sion gain changes with signal level but standard photon transfer methods can be 
applied to ‘linearized’ data. This can be justified because the nonlinearity arises 
from gains in the readout chain. V/e~ (sensitivity) nonlinearity means that the 
conversion between signal electrons and pixel voltage varies due to the changing 
sense node capacitance. The use of a single, constant, conversion gain parameter 
K (e~ /D N )  is thus inappropriate. K (e~ /D N )  gives false estimates of the number 
of signal electrons in the pixel and in turn, false estimates of the sensor performance 
parameters.
Instead, Janesick (2007) decomposes K (e~ /D N )  into a signal gain, S(e~/DN),  
used to calculate the signal in e~ and full well capacity, and noise gain, N(e~/D N) ,  
used to calculate the read noise. Rearranging Equation 2.7 shows that
At low illumination levels, nonlinearity is not significant so we can assume that 
K (e ~ /D N )  =  S(e~ /DN) = N(e~ / DN)  and thus determine the signal conversion
C s N  ( )  d V s N (2.19)
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gain at low illumination. The signal level at the first illumination level can then 
be calculated in absolute units, Si(e~). Provided we have accurate knowledge of 
the illumination input at higher signal levels (e.g. light intensity or exposure time), 
Sr^e- ) can be calculated in proportion to Si(e~). Sn(e~) is an accurate estimate of 
the number of signal electrons in the pixel at illumination level ‘n \ Dividing this 
by the sensor output Sn(DN)  at that level determines the signal gain S(e~/DN)  
as a function of illumination. Non-linearity is thus accounted for using the number 
of signal electrons at low illumination levels where the response is linear and scaling 
to the illumination level for frame £n \  The noise conversion gain may be found as a 
function of illumination using N(e~/ DN) = \ /S (e ~ ) /a sflot.
NLC can be used to separate the effects of the two different sources of nonlinearity 
if both are present. The slope of the shot noise curve will always deviate from |  
if any nonlinearity exists. If the signal and noise gains are the same but both 
decreasing at low signal levels, V /V  nonlinearity exists. If the signal and noise gains 
increase and diverge at higher signal levels, V/e~ nonlinearity exists (Janesick, 2007). 
This divergence in signal and noise gains arises because the changing sense node 
capacitance has a greater effect on signal gain than noise gain at high intensities.
Non-Linear Estim ation
An alternative method for coping with the change of sense node capacitance with 
signal is to change the way that we define the conversion gain.
In the linear mean-variance method (Section 2.3.3), the transfer function f[ ] 
relating the mean number of electrons in a pixel, N, to the sensor output, S(DN) 
yields S(DN)=f[N], so the conversion gain is the slope of the Mean-Variance graph 
G (D N /e ~) =  ^  =  f 'W]-  If the sensor is nonlinear, this conversion gain will 
vary significantly with signal, leading to severe inaccuracies in the calculation of, for 
example, quantum efficiency.
To avoid this error, Pain and Hancock (2003) relate the slope of the transfer 
function between mean signal and incident photon flux to the conversion gain. This 
is similar to the signal gain of the NLC method, which is related to the low illu­
mination signal as a function of the known illumination intensity. The derivation 
of the two methods is, however, somewhat different. The NLE conversion gain is 
also a function that varies with illumination, rather than a constant. Performing a 
Taylor expansion of f(n) about N, the mean number of electrons in a pixel, we can
estimate the mean output ignoring terms of second order or higher with
dS dN dS dS  /rS  (P) = —  = --------- =  77-------«  rif'lN] (2.20)v '  dP dP dN 'd N  IJ L J K J
where S is the sensor output signal.
As the reset noise originates from inside the pixel, it is also affected by the
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vaxiation of the conversion gain. The conversion gain G{DN/e~)  falls as the charge 
in the pixel increases (i.e. with increasing signal) meaning the contribution of reset 
noise to the overall noise falls. The output-referred noise is composed of signal shot 
noise and sensor read noise
°2S = ° l  + S'lNfiol +  O  (2-21)
where a 2^  represents the downstream noise, a% is the noise of the input signal 
electrons and o2st is the reset noise. This expression can be rewritten in terms of 
measurable quantities using Poisson statistics and rearrangement of Equation 2.20 
to yield (Pain and Hancock, 2003)
+  (2.22)T)\ dP )  [r,- dP )
r, «  , l2 v (2.24)
where dS/dP  is the slope of the transfer function between the incident photon flux 
and signal output. A multivariate fit to the variables S'(P)2.P and S'(P)2 can then 
be performed,
a2s = a +  b[S'(P)]2P  +  c[S"(P)]2 (2.23)
where a =  a 2^ , |  =  r/ and b.a2 = cr^sT. S and cr| should be calculated using 
Equations 2.11 and 2.12. The quantum efficiency as a function of signal level is 
given by
P[S'(P) I2
( 4  -  <4)
The conversion gain is then estimated as the ratio of the derivative of the signal to 
the quantum efficiency as a function of illumination (Kuschak, 2007).
Given a sufficiently large data set, nonlinear estimation (NLE) can reliably esti­
mate APS quantum efficiency. As the multivariate fit is very sensitive to variations 
in the input parameters, values for downstream noise and reset noise should be cal­
culated from the conversion gain. The read noise of the sensor is given in the usual 
way from the variance of the difference of two dark frames. This method offers an 
alternative approach to that derived by Janesick (2007), enabling results obtained 
for nonlinear sensors to be cross referenced.
2.3.5 Perform ance param eters available from optical 
characterization
Each analysis method described requires a data set consisting of the sensor response 
under uniform illumination across a range of intensities. The following parameters 
may be derived from this data set once the conversion gain has been calculated. 
Quantities listed in Table 2.2 are best illustrated graphically, while those listed below
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may be tabulated to provide a complete performance specification of an image sensor. 
These parameters form a complete description of the performance of any imaging 
device and therefore allow its suitability for different applications to be evaluated. 
They also enable corrections to be made for imperfections such as nonlinearity.
1. Integral Non-Linearity is the difference between the data points and the 
linear regression fit to the linearity graph computed as
I N L  = S’™* ~  S x 100 (2 .2 5 )
ADCrange
2. Linear range should cover 80% of the sensor output range for standard mean- 
variance analysis to apply. In this case, the range is taken up to the point where 
the INL begins to deviate from its low illumination value.
3. Dark Current is the slope of the graph of output signal in e~ vs integration 
time, normally written as current per unit area
4. Read N oise is product of the r.m.s. dark noise and the conversion gain 
aR(e~) = K (e ~ /D N )a D(DN)
5. Full well capacity is the product of the signal level at which the maximum 
variance occurs and the conversion gain FW(e~) = K(e~ /D N ’)S'max. With 
linear methods the standard conversion gain, evaluated at low illumination 
(Kiow), will significantly underestimate the full well capacity. To compen­
sate for this, when using linear methods, the conversion gain should also be 
evaluated close full well (Khigh)•
6 . D ynam ic  range  DR =  201og^^^py^
7. S p ec tra l re sp o n siv ity  is calculated as the ratio of sensor response (in pho­
tocurrent per area, A m~2) to the irradiance of the field (W m T2) and is given 
in A W ~ l
8 . Q u an tu m  efficiency 77 is calculated for the illumination wavelength with 
Equation 2.24 using NLE, or from the spectral response as QE = ^ S R , or 
may be determined as the slope of the transfer function between signal output 
given in electrons and input in photons
9. F ixed  p a tte rn  noise may be separated into column and pixel components 
then represented as a % of the mean signal level at which it is measured. The 
method used for FPN calculation was detailed in Section 2.3.1.
56
Table 2.2: List of quantities to be represented graphically.
Abscissa Ordinate Performance parameters derived from graph
P (#  photons) 
tint
S(DN)
S(e~) -  SD(e~) 
SD(e~)
log(5 -  S d (DN))  log(<r% -  a l )
S(e )trtxe 
S(e~)
P (#  photons) 
P (#  photons)
S(e ) false
K, S ,N (e~ /D N ) ,  
G(DN/e~)
Illustrates sensor linearity, slope gives quan­
tum efficiency
Slope used to derive dark current
Slope used to derive conversion gain in M-V
analysis
Identify shot noise limited region for conver­
sion gain calculation in Janesick method for 
linear sensor response
Illustrates the operating region over which 
K(e~/ DN)  nonlinearity is evident 
Illustrate nonlinearity in conversion gain us­
ing Janesick method for nonlinear sensor re­
sponse
Illustrates effect of using NLE on settling QE 
Shows the variation of the conversion gain 
with illumination
2.4 Sum m ary
In this chapter, the specification and operation of two Active Pixel Sensors de­
signed for scientific imaging has been described. A complete framework for Ac­
tive Pixel Sensor performance evaluation was established in order that accurate 
characterization of each device can be performed. Results presented in the next 
chapter will enable an appropriate selection of analysis methods for future Active 
Pixel Sensors. Following characterization, the suitability of each device for applica­
tion in X-ray diffraction can be reviewed.
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Chapter 3
Empirical evaluation of A ctive  
Pixel Sensor Performance
3.1 O verview  of chapter
The measured performance of the APSs in terms of linearity, quantum efficiency, 
temporal and fixed pattern noise, and dynamic range will be presented in this chap­
ter. Demonstration of their functionality is also made. Results from both sensors 
are reviewed in terms of the current state of the art available in the literature. They 
are then compared and an assessment of their suitability for X-ray diffraction studies 
is made based on these results.
3.2 Vanilla
3.2.1 In itia l characterization
Preliminary tests with Vanilla indicated that, as expected, nonlinearity was present 
for both hard and flush reset types. Particularly severe deviations were observed for 
flush reset, with integral nonlinearity values of over 20% close to full well (Arvanitis, 
2007). In an attem pt to minimise the impact of nonlinearity, sensor parameters 
including reset times, ADC range and centre were optimized to finely quantize the 
linear range for initial noise measurements and device demonstrations. When operat­
ing in hard reset under these conditions, the ADC saturates before sensor saturation 
is observed so the full well capacity and linear range of the sensor cannot be directly 
evaluated. While these settings are adequate for use in low illumination conditions 
(below the onset of nonlinearity), the full range of the sensor must be interrogated 
for complete characterization of the device to be performed. This requires the ap­
plication of nonlinear techniques. A comparison of results using Vanilla to compare 
the available characterization methods is presented below.
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3.2.2 C om parison  of ch a rac te riza tio n  m ethods 
E xperim en tal setup
A standard measurement protocol was employed to record the data set for testing 
conversion gain derivation methods. A protocol for achieving ‘flat field illumination’ 
conditions is published in Standard 1288 of the European Machine Vision Associa­
tion (2005). The protocol for setup of the light source states that if d is the distance 
between the light source and sensor, and D is the diameter of the light disk, the f 
number /  =  -^  of the setup must equal 8 (Figure 3.1).
The light disk was provided by a narrowband LED (LumiLED) at 520nm (mea­
sured FWHM 35nm) coupled with three white diffusion sheets (Lee Filters, white 
129), each with 87% attenuation. The distance to the sensor was set accordingly. 
Light intensity was varied by changing the voltage across the terminals of the LED. 
The LED was found to be stable over hours of operation and the power output was 
repeatable if the same voltage was applied again. The illumination uniformity was 
measured using an independent calibrated photodiode (Hamamatsu S1336-5BQ) to 
be within 1% across the array. The irradiance of the field, defined as the radiant flux 
incident upon a unit area of a surface in Wm~2, was recorded for each illumination 
level to enable application of the nonlinear methods. This was again measured using 
the photodiode, placed at the position of the sensor prior to the data acquisition 
and read out via a Keithley 237 High Voltage Source-Measure Unit (SMU). This 
experimental arrangement was developed jointly with Dr C D Arvanitis (Arvanitis,
2007) and Dr A Blue (University of Glasgow). Experimental measurements were 
made at the University of Glasgow.








Figure 3.1: Experimental setup to create the uniform illumination field needed to 
perform optical characterization measurements
Vanilla was operated in analogue readout mode at 4fps under hard reset for 
characterization. Hard reset was chosen for the measurements as it demonstrates a 
greater linearity than flush reset, so gives a good compromise between performance 
of the linear analysis methods and testing of the nonlinear methods. Further, the 
‘superlinearity’ of flush reset means it is unsuitable for X-ray diffraction measure­
ments, so the sensor is unlikely to be employed using this mode of operation. In
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Table 3.1: ADC parameters used under ‘default’ conditions and for finer quantiza­
tion of the linear range. The external ADC voltage range may be as low as 500mV 
but operates reliably at 700mV. The common mode voltage can be adjusted between 
0 and 3300mV.
Parameter set ADC voltage range (mV) Common Mode Voltage (Centre) (mV)
Default 1300 1925
Fine 700 2000
the initial measurements, around 4% of the Vanilla pixels were observed to ‘spike’ 
randomly to low digital number values. The mechanism behind this phenomenon is 
assumed to be readout related (Konstantinidis, 2008). An algorithm was written to 
identify and remove any pixels that exhibit this behaviour and they were excluded 
from the analysis.
The ADC voltage range and centre position were set to the ‘default’ options so 
that the full range of the sensor from dark to saturation could be measured. Table 
3.1 compares these values to those used in initial measurements that provide a finer 
quantization of the linear range of the sensor. It should be noted that these values 
are sensor specific; the common mode voltage must be fine tuned for different sensors 
in order to completely visualise the dark field of the sensor.
For the linear mean-variance analysis (and NLE), 100 frames were recorded at 
each illumination level and 90 frames were analysed. The first 10 frames to be 
retrieved from the FPGA were discarded to ensure that no artifacts from the start 
of the readout stream or settling effects were included in calculations. According 
to the model of Beecken and Fossum (1996), analysis of 100 frames will reduce the 
deviation of the sample variance from the population variance to less than 1%. A 
central region of 400x400 pixels was analysed to avoid introducing errors due to edge 
effects. Far fewer frames are required to determine the conversion gain via the PTC 
method as &k scales with 1 /  y/NpiX. The assumption that the gain variance is small 
can therefore hold with analysis of a 100x100 region in just 2 consecutive frames. 
10 frame pairs were used to allow for averaging of results. In both linear analysis 
methods, the conversion gain was derived within the linear range of the sensor.
The graphs listed in Table 2.2 can be seen below and the resulting performance 
parameters from each method are summarised in Table 3.2.
Linear analysis results
The mean-variance and photon transfer techniques described in Chapter 2 were 
first applied to the data set in order to derive the performance parameters that are 
obtained using linear analysis methods on a nonlinear sensor. Figure 3.2 (a) shows 
the mean-variance graph for the Vanilla sensor data set and shows that the response
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of the sensor is nonlinear as the typical mean-variance pattern (see Figure 2.4) is 
not followed. The linear range of the curve was determined using the deviation of 
the mean-variance graph from the initial, low illumination gradient. This method 
was chosen due to the relative lack of sensitivity of the INL threshold to nonlinearity 
effects in the PTC noted above. Using the integral slope (the slope including all 
values up to and including the chosen value) of the linear region of the curve (30% 
dynamic range) we obtain a conversion gain of G(DN/e~)  =  0.0497 ±  0.0002, or 
equivalently K(e~/DN)  =  19.9±0.1. Using the intercept of this fit, the read noise is 
derived as 51.8±0.3e~. Figure 3.2 (b) shows the result of using this conversion gain 
to calculate the number of signal electrons as a function of the number of incident 
photons. The slope of this graph yields a quantum efficiency of 60%.
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Figure 3.2: (a) Mean-Variance result, showing a linear rise in sensor noise up to 
«  500DN. (b) The number of electrons produced in a pixel, calculated using the 
conversion gain derived from (a), for a given incident photon flux
The photon transfer curves of ‘read and shot noise’ and ‘shot noise’ are shown 
in Figure 3.3 (a). Figure 3.3 (b) zooms in on the shot noise curve below full well 
between 0 and 2300DN (65% dynamic range). A linear fit to the whole zoomed
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y = (0.604±0.002)x
portion exhibits a slope of 0.46, indicating some deviation from linearity. The low 
and high illumination regions were then examined separately to study the onset of 
nonlinearity and this is shown in the figure. It can be observed that the slope of the 
shot noise limited graph is \  at low illumination (between 0 and 480) and reduces 
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Figure 3.3: (a) Linear photon transfer curve with decomposed noise components (b) 
A selected portion of the shot noise limited photon transfer curve between 0 and 
2300DN is shown on the right. The slope of the shot noise graph deviates from \  
with increasing signal indicating that the sensor response is nonlinear
The ‘linear’ graphs show that the nonlinearity of Vanilla results in deviation 
from the expected behaviour for the mean-variance and photon-transfer results. We 
can extract sensor performance parameters only by restricting our analysis to the 
linear region of the sensor. This restriction does not account for the nonlinearity, it 
simply avoids it. It will therefore result in a less accurate estimation of the sensor
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performance parameters both due to the reduced number of points used in the linear 
fits and the inaccurate estimation of the conversion gain.
Nonlinear analysis results
First, nonlinear compensation (NLC) was applied to the linear photon transfer data. 
Figure 3.4 (a) shows that K(e~ /  DN) ,  S (e~/DN)  and N(e~/DN)  track each other 
at low signal levels (< 25,000e~) so there is no appreciable V /V (gain) nonlinearity. 
The signal and noise gains diverge above this indicating that V/e~ (sensitivity) 
nonlinearity is present (Janesick, 2007). Figure 3.4 (b) shows the result of calculating 
the number of signal electrons with the linear conversion gain K(e~/DN)  compared 
to the NLC signal gain S(e~/DN) .  This figure shows that the number of electrons 
estimated with K(e~/DN)  is in severe error at high signal levels, whereas that 
estimated with the NLC signal gain is comparatively well behaved.
The mean-variance, quantum efficiency, conversion gain and linearity results 
from nonlinear estimation (NLE) are shown in Figures 3.5, 3.6 and 3.7 (a and b) 
respectively. The mean variance graph shows three different calculations. The 
measured variance values from Figure 3.2 are shown as circles. The integral slope 
was calculated for each of the measured values and the resulting variance found by 
multiplying this with the mean signal at that point. The result of this calculation 
is plotted as diamonds. The variance estimated from the NLE method is shown as 
squares and is calculated from rearrangement of Equation 2.24.
An oscillation appears in the NLE calculated variance values in Figure 3.5 around 
the onset of nonlinearity in the sensor. This oscillation about the measured variance 
values is likely due to the fact that the increase in mean signal for each intensity 
step was of the sensor ADC range so small discontinuities are observed in
the transfer function between the mean signal and number of photons. Ideally, a 
greater number of frames should be combined with smaller intensity steps to allow 
the multivariate fit to converge satisfactorily. In the present calculations, 90 frames 
were analysed but using 1000 frames should reduce the deviation of the sample 
variance from the population variance to less than 0.3% (Beecken and Fossum, 
1996). Given the file size (0.5Mb) and acquisition time for 1000 frames (5 minutes), 
however, it would be impractical to implement this with our existing experimental 
arrangement. Full automation of the acquisition process would be needed to obtain 
such a large data set. The temperature and time stability of the sensor output would 
also need to be thoroughly evaluated. It should be noted that this oscillation does 
not impact the accuracy of the performance parameter calculations made in NLE 
as these are evaluated directly from the mean-variance data.
Oscillations about a central quantum efficiency value of 65% can be seen in Figure 
3.6 (a). Averaging this data up to 105 photons/pixel yields a value of quantum 
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Figure 3.4: (a) Comparison of the ‘linear’ conversion gain and the ‘nonlinear com­
pensation’ signal and noise gains (b) Shows how the number of signal electrons in the 
pixel is overestimated when K(e~/DN)  is used to calculate the number of electrons 
(‘false’) as compared to S(e~/DN)  (‘true’)
error 0 .0 2 ) than that obtained using the integral slope data (77= 0 .6 8 , standard error
0.07). This is because the quantum efficiency calculated from the integral slope data 
diverges from 30% to over 100% with increasing illumination. The initial estimate of 
the quantum efficiency of the sensor (Bohndiek et al., 2007) gave a value of 57 ± 6 % 
at 520nm. This measurement used a low illumination level and the linear conversion 
gain to calculate the sensor photocurrent therefore the value agrees with the above 
results within the bounds of error.
The effect of the number of frames used for analysis on the estimate of the 
quantum efficiency is shown in Figure 3.6 (b). Each point in the NLE series of 
Figure 3.6 (b) is the result of averaging the first half of the points (45) in Figure 3.6
(a), reproduced for mean-variance values calculated using between 5 and 90 frames. 
The error bars display the standard error in the average. This increases with number 
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Figure 3.5: Mean variance graph calculated using NLE compared to that calculated 
with differential or integral slope methods. The NLE result oscillates about the 
actual measured values, most likely due to the sensitivity of the multivariate fit to 
small discontinuities in the input (see Figure 3.2).
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Figure 3.6: (a) Quantum efficiency (QE) calculated using the conversion gain from 
NLE compared to the integral slope method (b) Shows the convergence of the QE 
estimate with increasing numbers of frames; each QE value is the average of the first 
45 points in (a), reproduced for variance values calculated using between 5 and 90 
frames.
standard deviation of these points increases as using more frames to calculate the 
mean and variance reveals the true structure in the input data.
For the conversion gain, the oscillation settles about a value of 0.047e~/DN.  
Using this NLE value of the conversion gain, the number of signal electrons was 
calculated and then plotted as a function of the number of photons in Figure 3.7
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Figure 3.7: (a) Conversion gain calculated using NLE compared to that given by 
conversion gain calculated with the integral slope method (b) Response linearity 
illustrating the number of electrons produced in the pixel (calculated using the 
conversion gain in (a)) for a given incident photon flux
Discussion
The performance parameters of Vanilla as calculated using each of the analysis 
methods are shown in Table 3.2. Other parameters that can be derived from the 
same data set are included so that the sensor characterization is complete. Per­
forming a Student’s t-test on the linear and nonlinear results for read noise and 
full well capacity shows that the methods to account for sensor response nonlinear­
ities give significantly different results to those that do not (p=0.016 and p=0.003 
respectively).
Compared with nonlinear analysis methods, linear methods severely underesti­
mate the full well capacity of the sensor when using the standard conversion gain 
K, and severely overestimate it using the ‘full well’ conversion gain, Khigh• The 
reason for this is clear from the NLC result. The standard conversion gain from 
the mean-variance and photon transfer methods is lower than the signal gain of 
S=24.1 ±  0.1 e~ /DN  found using NLC and so yields an underestimation of the full 
well capacity. Figure 3.4 shows that the standard ‘linear’ conversion gain K diverges 
significantly a high illumination so using the high illumination conversion gain Khigh 
to determine the full well capacity leads to an overestimation.
Linear methods give a good estimation of the read noise for this APS, but still 
slightly underestimate the result. The reason for this can again be seen from the 
NLC results where the noise gain used to determine the sensor read noise is N=19±
0.1 e~/DN,  while the linear photon transfer method estimates the conversion gain 
at K  = 18.9 ±  0.3e~/DN,  a similar value. This would not necessarily be true in 
all cases and more generally, the linear methods may seriously underestimate the 
sensor read noise.
The onset of nonlinearity at around 2xl04e-  is in agreement with the theory 
presented by Janesick et al. (2006). Using PISCES simulations of the depletion
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region of a photodiode as a function of integrated charge, they show that V/e~ 
(sensitivity) nonlinearity arises as charge collects in the photodiode. After hard 
reset, full depletion is achieved and the sensor has a minimum sense capacitance, 
high sensitivity and low noise. However, as the photodiode discharges the depletion 
region breaks down increasing the sense node capacitance and reducing sensitivity. 
This is a fundamental property of Active Pixel Sensors, the onset of which begins 
when the signal is above 104e~.
In addition to the standard photon transfer results (i.e. conversion gain, read 
noise and full well capacity), a number of other performance parameters were eval­
uated. The linear range of the sensor was found through evaluating the integral 
nonlinearity to be 30% of the dynamic range, far lower than the ideal prerequisite 
of 80% for application of linear analysis methods. Fixed pattern noise was shown 
to be less than 2% at half saturation.
The results obtained using the two nonlinear analysis methods are consistent in­
dicating that NLE could be used as a cross check of the NLC performance parameter 
calculation, or vice versa. Both analyses give useful insights into the behaviour of 
the sensor, with NLC providing a means to distinguish V/V and V/e~ nonlinearities 
as well as decomposing signal and noise gains. NLE provides the quantum efficiency 
of the sensor as an integral part of the analysis.
Given the sensitivity of NLE to small fluctuations in the transfer curve between 
mean signal and photon flux, NLC should be regarded as the more stable method 
for small (< 100 frame) data sets. It is advantageous to perform both nonlinear 
analysis methods if a large number of frames can be acquired since the measurement 
time far exceeds the data processing time. It is clear that some nonlinear analysis 
should always be performed for APSs, even when the sensor response appears linear 
from the characteristic curve, as this linearity may not extend to the mean-variance 
result. The results of this comparison of linear and nonlinear methods will enable 
an appropriate choice of analysis to be made for future Active Pixel Sensors.
Summary o f Vanilla performance
From the nonlinear characterization, Vanilla was found to have a read noise of 
55e~, twice that of the design specification and a full well capacity of 73xl03e~, 
lower than the 105 of the specification. Investigation of the dark exposure variation 
with integration time showed that the range 0.001s to Is can be used without loss 
of dynamic range due to dark current. The peak spectral output occurs between 
600nm and 800nm, a range similar to other CMOS imagers (Bohndiek et al., 2007). 
Despite the use of a standard CMOS process, a high quantum efficiency of 65 ±  2% 
is observed at 520nm due to the small number of layers in the stack resulting in a 
smaller reflection loss compared to other devices. Vanilla thus exhibits favourable 
characteristics of a high quantum efficiency, along with low noise, dark current and
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Table 3.2: Results from four analysis methods. Cg makes general reference to a 
conversion gain. K  is the conversion gain evaluated at low illumination levels where 
the shot noise limited slope is K h is the conversion gain evaluated close to full well. 
FWC refers to full well capacity, DR to dynamic range, QE to quantum efficiency 
and SR to spectral response. FPN was evaluated at half-saturation.
Parameters Mean Variance Photon Transfer NLC NLE
c 9 19.9 ± 0.1 (K) 18.9 ±  0.3 (K) 19 ± 0.1 (N) 21.3 ±0.1
(e~/DN) 33.2 ± 0.3 (Kh) 30.5 ± 0.3 (Kh) 24.1 ± 0.1 (S)
Read noise 51.8 ±0.3 52.3 ±  0.7 54.8 ± 0.3 55.4 ± 0.2
(e-)
FWC (e“ ) (56.2 ± 0.3)xl03 (56.4 ±  0.7)xl03 (95 ± 6)xl03 (72.6 ±  0.3)xl03
(using K)
FWC (e“ ) (94.1 ± 1.4)xl03 (91.2 ±  1.4)xl03 (72.0 ± 0.3)xl03 n/a
(using Kh)
DR (dB) 60.7 ± 0.8 (K) 60 ±  1 (K) 62.4 ± 0.4 62.3 ± 0.2
QE rj 0.60 ± 0.02 0.61 ±  0.02 n/a 0.65 ± 0.02
SR 255 ± 8 268 ± 8 n/a 278 ± 9
(m A W 1)
Linear range 30%




3.2 .3  D em onstration  o f functionality
In addition to its standard full frame imaging capability, Vanilla can also perform 
region of interest readout in analogue mode. To test the increase in frame rate that 
is achieved in this mode, a blade rotating at approximately 3.5Hz was placed in front 
of the sensor, illuminated by an LED. Figure 3.8 shows a series of images of the blade 
acquired using different regions of interest. For each frame size, a sequence of 200 
images was recorded. Full frame readout in analogue mode at 4fps cannot track the 
motion of the blade (Figure 3.8 a). If a smaller region is chosen, the readout rate 
increases proportionally (see Table 3.3) and the ability to resolve the edge of the 
blade improves. Visually, increased clarity of the passing edge with more frequent 
samples indicates an increasing frame rate. Using knowledge of the frame rates, the 
rotation frequency was verified by the number of frames needed to envisage a whole 
revolution. The signal profile across the blade for the different frame rates is shown 
in Figure 3.9.
A 6x6 pixel kernel can be accessed at almost 25Kfps in Vanilla using random 
pixel addressing. Vanilla can also provide access to up to 6 regions of interest concur­
rently. This compares favourably with previous implementations of ROI readout.
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(a) (d)
Figure 3.8: Demonstration of region of interest (ROI) readout in Vanilla using optical 
illumination. A blade rotating at approximately 3.5Hz was used to obscure the 
sensor from a light source. Full frame readout at 4fps shown in (a) is too slow to 
visualise the edge of the blade. Smaller regions of interest read out at higher rates 
so the clarity of the blade edge improves. A 100x100 region is shown in (b), a 50x50 
region in (c) and a 10x200 region in (d).
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Figure 3.9: Profiles across the blade edge (in pixels) illustrates the increase in the 
sampling frequency with decreasing ROI size. The width of the edge is 33 pixels in 
Figure 10 (b) and only 7 in (d).
Table 3.3: Frame rates for region of interest readout in the current data acquisition 
system; see Figure 3.8 for illustration
Region of interest size Frame rate (fps)




6x6 (minimum size) 24,395
For example, Schrey et al. (2002) could obtain 850fps for a single 128x128 ROI, 
but used skip logic so the minimum kernel was limited to 32x32 pixels. Commer­
cially, Photron’s Ultima APX-RS can read a single 128x16 pixel kernel at 250Kfps 
(Photron, 2008), reaching a higher frame rate than Vanilla but again with a larger 
minimum kernel size.
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3.3 Large Area Sensor (LAS)
3.3.1 E xperim ental setup
The Large Area Sensor was evaluated using the flat field illumination protocol de­
scribed above, but with a different experimental arrangement. LAS characterization 
was performed at Rutherford Appleton Laboratory using an array of LEDs at 546nm 
(bandwidth 30nm) coupled with a lens and neutral density filter to achieve uniform 
illumination. Given the large size of the array and the precision of the ADC, it 
was impractical in terms of data storage to acquire data in small illumination steps 
across the dynamic range, making mean-variance and NLE analysis unsuitable. As 
a result, photon transfer and NLC methods were applied to the data acquired from 
LAS.
LAS was operated in hard reset mode and 10 frames were recorded at each 
intensity level for averaging of results from multiple frame pairs. The region of 
interest used for analysis was placed within a single column ADC output of one 
sub-stitched region in the centre of the array. Results from this region are presented 
below. It was found that the variation between different column outputs and stitched 
regions, calculated from the population of conversion gain results as the ratio of the 
standard deviation to the mean of the values, was less than 4%.
3.3.2 C haracterization
The response of the Large Area Sensor to an incident photon flux and the related 
integral nonlinearity are shown in Figures 3.10 (a) and (b) respectively. It is clear 
from the calculation of INL that the onset of V /e-  nonlinearity occurs at around 
2xl04e“ as expected from the discussion in Section 3.2.2. A surprising result is 
the low quantum efficiency of just 19% estimated from the photoresponse graph. 
Discussions with the foundry indicate that LAS has a particularly complex 10 layer 
stack meaning that pronounced oscillations are observed in the quantum efficiency 
between 500 and 600nm. The quantum efficiency values vary between 30% and 70% 
assuming 100% fill factor, therefore for LAS would vary between 19% and 44%.
The standard linear photon transfer result for LAS is shown in Figure 3.11. 
The onset of nonlinearity is again marked by a change in the slope of the shot noise 
limited curve from 0.5 to 0.3, observed at around 3000DN. The signal and noise gains 
are decomposed in Figure 3.12 (a) and the behaviour of the ‘false vs true’ signal is 
shown in (b). This figure shows that some V/V (gain) nonlinearity is present in 
LAS as initially, a decrease in all gains can be observed (Janesick, 2007). The gain 
values separate dramatically after around 104e“ have been accumulated due to V/e~ 
nonlinearity. Using the signal gain, the number of electrons accumulated under dark 
conditions with increasing integration time was evaluated and the dark current of 

















Figure 3.10: Response of LAS to a given input photon flux when the number of 












Figure 3.11: Read and Shot noise photon transfer curve, together with the decom­
posed shot noise component, is shown.
An example of how the sensor can be linearized is shown in Figure 3.13. The 
noise gain is used to convert the r.m.s. noise in DN to e", while the signal gain is 
used to convert the mean. The result accounts for the nonlinearities in both signal 
and noise gains and provides a linear shot noise limited photon transfer curve. This 
illustrates how the knowledge gained during characterization can be used to correct 
the inherent nonlinearity of the device for general imaging scenarios, by deriving the 
signal and noise gains on a per pixel basis.
While it was noted above that the conversion gain differs by less than 4% between 
the different column outputs and sub-stitches of the array, it was observed that 
images obtained from the sensor exhibited fixed pattern noise due to both. Examples 
of images from the sensor can be seen in the next section. Referring to Table 3.4, an 
attempt was made to find the effect of each of these sources of fixed pattern noise 
on the overall array. Using an average of 50 frames at half-saturation, the fixed 
pattern noise of the whole array was found to be 1.5% due to column FPN and 6%
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Figure 3.12: (a) Comparison of the ‘linear’ conversion gain with the signal and noise 
gains (b) The initial decrease in conversion gains at low signal levels indicates gain 
nonlinearity is present, while the later increase in conversion gains can be attributed 
to V /e-  nonlinearity.
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Figure 3.13: The photon transfer curve may be linearized by converting the data to 
signal electrons using the signal and noise gains.
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due to pixel-to-pixel FPN. The pixel-to-pixel FPN is particularly high, but confining 
calculations to just single column output and row sub-stitch reduces this value to 
2.9%, indicating that the stitching boundaries account for around half of the pixel- 
to-pixel FPN. It is therefore necessary to consider the impact this fixed pattern 
noise could have on the imaging performance of the sensor. After subtraction of 
an average dark frame, the whole array exhibits 1.5% column FPN and 4.0% pixel 
FPN therefore dark field subtraction has no effect on the column FPN but somewhat 
reduces pixel FPN. Subtracting two consecutive frames yields 0.01% column FPN 
and 0.22% pixel FPN, indicating that a process of flat fielding may be needed to 
correct the gain related FPN. The fixed pattern noise of the stitched boundaries 
merits further attention in the future, but due to time constraints no further study 
will be presented in this work.
Table 3.4: Results from NLC analysis of LAS characterization data using hard reset.
Performance Parameter LAS performance
Noise gain N(e~/DN) 5.5 ±0.1
Read Noise (e- ) 54.4 ±1.0
Signal gain S(e~/DN) 5.2 ±0.1
Full Well Capacity (e~) (60.4 ± 1.2)xl03
Imaging dynamic range (dB) 60.9 ±1.7
ROR dynamic range (dB) 95
Quantum Efficiency 77 at 546nm 0.192 ±  0.001
Spectral Response mAW-1 at 546nm 80.3 ±  0.4
Linear Range 30%
Dark Current llpAcm-2
FPN C-C (half-saturation) %
Whole array 1.5
Single column output 0.8
Single row sub-stitch 0.6
FPN P-P (half-saturation) %
Whole array 6.0
Single column output 3.2
Single row sub-stitch 2.9
Table 3.4 summarises the performance parameters derived from the NLC 
analysis. Only limited information is available on the existing commercial large 
area Active Pixel Sensors such as the Hamamatsu and Rad-icon devices mentioned 
in Chapter 1. These devices have a high read noise and full well capacity, rather 
than the low read noise and full well capacity of LAS but both achieve similar 
dynamic range. The latter is preferable in many low light level scientific imaging 
applications where low noise is a priority. LAS also has lower dark current and 
superior conversion gain compared to these sensors. Compared to Scheffer (2007), 
the only publication containing detailed characterization of a large area device, LAS 
has around half the quantum efficiency relative to fill factor. LAS does, however,
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exhibit far lower dark current and half the read noise, but a factor of 10 less full well 
capacity leads to a dynamic range of just 61dB compared to their 76dB if operated 
without the regions of reset. With regions of reset enabled, a minimum of 95dB can 
be achieved (see Chapter 2). The Large Area Sensor can therefore compete with 
existing large area Active Pixel Sensors in terms of dark current, read noise and 
conversion gain, but the complex stack above the active layer of the pixel means it 
suffers from a relatively poor quantum efficiency This could be overcome in future 
generations of the device by choosing a different foundry, or using a modified CMOS 
process.
3.3.3 D em o n stra tio n  of func tionality
(a) Central ROR (b) Corner ROR
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Figure 3.14: Demonstration of a region of reset (ROR) with 181//S integration time 
in a surrounding area of 2.3s. (a) ROR of 100x100 pixels at (625,625) (b) ROR of 
50x82 pixels placed at (0,0) (c) Histograms of pixel values taken around the RORs 
illustrating that while the normal region is saturated, the ROR is not. The five 
evenly spaced horizontal stripes observed in the images are due to fixed pattern 
noise at the stitching boundaries; dark columns are due to the defective columns.
The flexible region of reset capability included in each LAS pixel can be used 
to enhance the dynamic range of the device under static imaging conditions. Two
74
different regions of reset (RORs) can be defined on the sensor in addition to the 
global reset, provided they are nested so that the central region has a shorter in­
tegration time than the outer region. The nesting is required because the regions 
of reset are created using a second and third rolling shutter phase. The integration 
time is defined by setting a number of rows to wait before these rolling shutters are 
performed. The integration time of a given pixel therefore depends on which rolling 
shutter was the last to be applied to it. In Figure 3.14 (a), a 100x100 ROR has been 
placed at (625,625) and the sensor illuminated uniformly. The integration time of 
the outer region is the maximum available (2.3s), while the ROR has an integration 
time of 181/is yielding a dynamic range of 86dB. An ROR of 50x82 pixels is placed 
at (0,0) in Figure 3.14 (b). Figure 3.14 (c) presents the histogram of values in a 
300x300 region centred on the 100x100 ROR and a 100x164 region centred on the 
50x82 ROR. The histogram shows that the outer array is saturated and the ROR 
is barely above the dark level. The pixels yielding zero values are the defective 
columns that occur once every 135 columns.
3.4 Comparison o f sensor suitability for applica­
tion  in X-ray diffraction
In Chapter 1, the requirements for an ideal angle dispersive detector for an X-ray 
diffraction-based breast biopsy analysis system were laid out and the Active Pixel 
Sensor was identified as a potential candidate for meeting all of the requirements in 
a single device in the near future. In this chapter, the characteristics of two Active 
Pixel Sensors designed and fabricated by the RC-UK M-I3 consortium have been 
presented. Vanilla is a low noise APS with region of interest readout and LAS is a 
large area APS with multiple resets for wide dynamic range imaging.
The measured characteristics of both sensors under hard reset are compared in 
Table 3.5. In terms of read noise, Vanilla and LAS have similar performance at 
around 55e~, slightly above the optimal for X-ray diffraction. Lower read noise 
could be achieved using soft or, where available, flush resets if the linear range could 
be sacrificed and the issues of image lag overcome with postprocessing. The linear 
range of both sensors is only around 30%, but using the signal and noise gains 
derived from the NLC characterization, the entire dynamic range can be linearized 
by converting the recorded signal and noise from digital numbers to electrons.
For the X-ray diffraction application, Vanilla has superior performance in terms 
of quantum efficiency and is let down only by its small area and relatively narrow 
dynamic range. Requirements could be relaxed if only scattered X-rays were to 
be recorded, rather than a combination of transmitted and scattered X-rays, in 
which case neither of these limitations would apply. The dynamic range required to 
measure both is at least 80dB making LAS, with its programmable regions of reset,
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Table 3.5: Comparison of M-I3 sensors to existing CCD X-ray diffraction detectors. X-ray converters are an X-ray Image Intensifier (XRII), 
fibre optic taper (FOT) with scintillator and scintillator with fibre optic plate (FOS). - indicates quantity is unknown for this device. ‘XRD 
performance’ rates the overall suitability of each device for use in an X-ray diffraction based breast biopsy analysis system out of 8 by counting 
the number of criteria between ‘Sensor area’ and ‘Readout time’ where the sensor matches the system requirements
Yagi et al. (2004) Tate et al. (2005) Ito et al. (2007) Vanilla LAS
X-ray imaging area (cm2) 14x11 4.9x4.9 24x24 1.3x1.3 5.4x5.4
Equivalent pixel size (/xm) 220 48 240 - -
Sensor area (cm2) 0.7x0.5 2.5x2.5 2.5x2.5 1.3x1.3 5.4x5.4
Sensor pixel size (/xm) 9.9 24 24 25 40
Conversion gain (e_/DN) 20 4 4 20 5
Noise (e“rms) 17 12 (—35°C) 12 (—30°C) 55e~ 54e~
Dynamic range (dB) 62 88 86dB 62dB from 95dB
QE (optical, %) up to 40 80% at 545nm up to 40% FI up to 70% 20% at 520nm
Frame rate (fps) 290 0.05 0.5 up to 24xl03 up to 13xl03
Readout time 10ms 21s 1.9s 10/xs -
X-ray converter XRII Lens coupled phosphor FOT coupled phosphor FOS FOS
XRD performance 4 5 4 4 6
the only sensor to satisfy this requirement.
In terms of the functionality demonstrated for each sensor, LAS provides tai­
lored characteristics for X-ray diffraction studies. The regions of reset yield a simple 
and effective mechanism to visualize the scattered and transmitted X-ray beams 
simultaneously using multiple exposure times on the array. This would enable cor­
rection to be made for self attenuation of X-ray photons within the sample, but also 
yields the possibility of performing both X-ray transmission and diffraction imaging 
simultaneously.
Based on the results of these characterization studies, both sensors have the 
potential to perform well in an X-ray diffraction system. In Table 3.5, the 
characterization results of Vanilla and LAS are compared to results from recent 
characterization studies three charge coupled device (CCD)-based X-ray diffraction 
systems. Each of the CCD systems has a form of demagnification via either an X-ray 
image intensifier, fibre optic taper or lens based system. These introduce artifacts 
and losses into the imaging system as described in Chapter 1 so it has been assumed 
that a wafer scale APS-based system would directly couple to a scintillator via a 
small fibre optic stud. There is, however, no reason why the current APSs could not 
be coupled with demagnifying optics to achieve competitive area if required.
Overall, it can be seen that Vanilla and LAS compare favourably with the CCD 
systems in terms of pixel size, conversion gain, dynamic range and readout time. 
Vanilla also exhibits very competitive quantum efficiency, while LAS has the high­
est dynamic range. The APSs have higher read noise than the CCDs, but the two 
CCDs with best overall performance (Tate et al., 2005; Ito et al., 2007) require 
peltier cooling to achieve their noise figure. This table illustrates that Vanilla and 
LAS are not only competitive with other CMOS Active Pixel Sensors, but also 
compare favourably with the current ‘gold standard’ X-ray diffraction detector, the 
CCD. Given the potential for future developments in APS technology, it is therefore 
prudent to implement a prototype breast biopsy analysis system that takes advan­
tage of the benefits of Vanilla and LAS to test the potential of such a system. In 
the following chapters, such a system will be designed, implemented and tested and 
conclusions drawn as to its future potential.
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Chapter 4
Development of an X-ray 
diffraction system  using Active  
Pixel Sensors
4.1 Overview
This chapter describes the development of an experimental system for angle dis­
persive X-ray diffraction studies of breast biopsy samples. The system employs a 
polychromatic X-ray beam, which is filtered to create a quasi-monochromatic ‘pink’ 
beam. An Active Pixel Sensor is employed as the angle dispersive detector. It will 
be referred to as the ‘Active Pixel X-ray Diffraction’, or APXRD, system. A se­
ries of pure, tissue-equivalent, samples are used to test the system covering a range 
of compositions relevant to breast biopsy analysis, as well as bone mineral density 
evaluation and kidney stone identification.
The design of the X-ray diffraction system was achieved using a linear systems 
model of the scintillator-coupled APS, or ‘Active Pixel Flat Panel Imager’ (APFPI). 
While both Vanilla and LAS could be used as the angle dispersive detector, LAS 
was not released until May 2008 so the system development and characterization in 
this chapter was performed with Vanilla. A feasibility study using the Large Area 
Sensor is presented in Chapter 5.
Two validations of the linear systems model were made. To verify the energy de­
pendent sections, the ‘pink’ spectrum was combined with monoenergetic diffraction 
data in a linear superposition integral. The diffractometer (monoenergetic 8keV 
copper Kq X-rays) data catalogued in the International Centre for Diffraction Data 
(ICDD) Powder Diffraction File was used. To verify the predicted output intensity, 
the conversion function of the APFPI between incident X-ray photons and signal 
electrons (e~/X-ray) was measured and compared to the final value produced by 
the model.
The implementation of the APXRD system involved optimization of both the
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physical parameters of the setup including the collimator angular acceptance, as well 
as operational parameters of Vanilla including reset, ADC range, integration time 
and conversion gain. An abbreviated presentation of the experimental design and 
implementation was made in Bohndiek et al. (2008b). All model development was 
completed independently for this work (SB); other authors (initials given) helped 
with the energy dispersive measurements (EC) and advised on APXRD experimental 
design (AO, GR, RS) or Vanilla implementation (CA, AC, MP, RT). Three plastic 
phantoms, designed to evaluate the angular acceptance and contrast potential of the 
APXRD system, are also presented.
4.2 Tissue-equivalent sam ples
A number of biological tissue equivalent materials were used to test the feasibility of 
using Active Pixel Sensors in X-ray diffraction. Samples interrogated cover the three 
main application areas of X-ray diffraction in medicine: breast biopsy analysis (the 
focus of this work), bone mineral density evaluation and kidney stone identification. 
The two other application areas were considered for two reasons. Firstly, the ICDD 
catalogue details the relative intensity of reflections as a function of d-spacing but 
this is not available for amorphous materials meaning bone mineral and kidney stone 
materials are listed, while breast tissue is not. Secondly, with the development of 
the APXRD system aimed at ease of implementation, these other application areas 
may also benefit from such a system should the scatter signatures measured provide 
sufficient sensitivity to sample composition.
Tissue equivalent substances were contained in 6mm diameter thin-walled plas­
tic cylinders. Samples containing more than one material were also prepared by 
measuring content by mass and mixing by hand. They were housed in identical 
containers to those used for pure samples. The details of all biological equivalent 
materials, along with abbreviations that will be commonly used in the rest of this 
work, can be found in Table 4.1.
A description of the composition of human breast tissue was provided in Chapter 
1. As human breast tissue was not available for these measurements, a number of 
substitute materials were sought. The scatter signature of adipose tissue is well 
matched by both lard and pork fat (Cook, 2008a). Water and chicken breast meat 
have a similar scatter signature to glandular (fibrous) tissue and cancerous tissue 
can be simulated using pork muscle (Kidane et al., 1999; Peplow and Verghese, 
1998). A selection of mixed samples were also prepared to test the capability of the 
system to identify different components in ‘biopsy equivalent’ samples. These will 
be described in Chapter 5.
As the decline of trabecular bone mineral content in diseased bone is accom­
panied by an increase in adipose tissue content, X-ray scattering measurements of
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Table 4.1: Sample materials used for X-ray diffraction studies. Breast tissue com­
position was taken from Kidane et al. (1999), kidney stone prevalence from Moe 
(2006) and bone composition from Nyman et al. (2005).
Sample material Abbrev. % of composition and/or occurrence
Breast Tissue Substitutes
Lard None Adipose tissue equivalent scatterer
Pork Fat Fat As above
Water (distilled) None Glandular tissue equivalent scatterer
Pork Muscle None Tumour equivalent scatterer
Chicken meat None Fibrous tissue
Kidney Stone Substitutes
Calcium oxalate monohydrate COM 40-60% of detected stones
Calcium phosphate CP 20-60% of detected stones
Calcium phosphate dihydrate CPD 2-4% of detected stones
Magnesium ammonium phosphate MAP 5-15% of detected stones
Uric acid UA 5-10% of detected stones
Bone Substitutes
Bone - Mineral phase HAP 43% by volume
Bone - Organic matrix Collagen 32% by volume
Water None 25% by volume
bone can be correlated with the ratio of adipose tissue to bone mineral (Newton 
et al., 1992). Pure samples composed of hydroxyapatite (HAP) and compacted 
collagen from bovine achilles tendon (both from Sigma Aldrich Co.) were used as 
‘bone equivalent’ samples. Lard was used as the adipose tissue equivalent. A mixed 
sample of HAP and lard was also prepared in proportions of 50:50 by mass.
For kidney stone investigations, chemically pure samples for each stone group 
(oxalate, phosphate and urate) were obtained from Sigma Aldrich Co. (Davidson 
et al., 2005). These were available for all samples except calcium oxalate dihydrate 
(COD). The prevalence of the different kidney stone types has been described by 
Moe (2006) and is detailed in Table 4.1. Cystine was omitted due to its particularly 
low prevalence. Kidney stones are rarely found in a pure form. The definition of a 
‘pure’ stone is one containing 70% or more of one constituent. Prevalent mixtures 
include oxalate-apatite stones (35-40% of all detected stones) and oxalate-uric acid 
stones (5% of all detected stones) (Moe, 2006). Mixed samples of calcium oxalate 
and apatite as well as calcium oxalate and uric acid were thus prepared according 
to the proportions given by Pak et al. (2003) (COM:HAP 70:30) and Parks et al. 
(1997) (COM:UA 30:70, 50:50, 70:30).
Plastics are commonly used as tissue equivalent materials for testing transmis­
sion imaging systems (Kosanetzky et al., 1987). Similarly, it is possible to select 
plastics to test X-ray diffraction systems, although different criteria are applied
i.e. diffraction peak position is considered as well as the linear mass-attenuation
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coefficient. The plastics selected as well known calibration samples are listed in 
Table 4.2. In this work, six plastics whose primary diffraction peaks lie in the 
range 0.8 < x < 1.4nra-1 were selected. They are: acrylic, polyethylene (PE), 
polypropylene (PP), polytetrafluoroethylene (PTFE), polyvinylchloride (PVC) and 
polyoxymethylene (Acetal). X-ray diffraction and linear attenuation data for these 
six materials is listed in Table 4.2, acquired from the ICDD Powder Diffraction File 
and Boone and Chavez (1996) respectively.
Table 4.2: Data used to design phantoms. Chemical formula, attenuation coefficient 
(^) at 42keV and density (p) obtained from NIST XCOM tables for all materials 
except Acetal. ‘x’ is the momentum transfer parameter; primary refers to the X-ray 
diffraction peak with dominant intensity. Diffraction data is from the International 
Centre for Diffraction Data (ICDD). N.B. MD=medium density
Plastic Formula Primary x (nm x) ^ (cm2g x) p (gem 3) p (cm *)
Acetal [OCH2]„ 1.40 0.23 1.43 0.33
Acrylic [C50 2H8]„ 0.82 0.23 1.19 0.27
PE [c 2h 4]„ 1.22 0.23 0.93 (MD) 0.21
PP [C3H6]„ 0.69 0.22 0.91 0.20
PTFE [c2f 4]„ 1.00 0.25 2.2 0.55
PVC [C2H3C1]„ 1.08 0.73 1.4 1.02
4.3 Energy and Angle D ispersive X-ray  
Diffraction System
X-ray diffraction peaks are catalogued in terms of their momentum transfer argu­
ment (Equation 1.3), which means that the combined energy and angle dispersion of 
scattered polyenergetic X-rays contains all available X-ray diffraction information. 
Knowledge of the X-ray diffraction properties of all of the samples under ‘ideal’ con­
ditions yields an opportunity to model the performance of the APXRD system. This 
will be described in Section 4.5.2. Further, as all of the materials tested are ‘equiva­
lents’ rather than actual tissue samples, their chemical properties may deviate from 
those expected in theory. A complete diffraction data set enables the scatter peaks 
of all sample materials that are accessible in the energy and angle range of interest 
to be catalogued in a measurement that is independent of the Active Pixel Sensor 
system. The X-ray scatter signatures acquired with the APXRD system can there­
fore be verified to ensure that they truly represent scatter from the material and are 
not simply experimental artifacts.
A planar High Purity Germanium (HPGe) Ortec EG&G photon detector was 
mounted on a rotating arm as shown in Figure 4.1 (Bohndiek et al., 2008b; Cook, 
2008a). The first aperture, composed of a layer of lead and a layer of aluminium, 











Figure 4.1: Instrumentation for energy and angle dispersive X-ray diffraction exper­
iments (not to scale). HPGe detector mounted on a rotating arm to enable both 
energy and angle dispersion of scattered photons from the sample to be recorded. 
Data was taken between 2.5° and 10°. 0  indicates diameter
window. The second aperture is a pinhole insert of 20mm depth and 0.5mm diam­
eter. The collimation system restricted the angular acceptance at the detector to 
less than 0.1°. The translation stage used to rotate the arm could reach 12° and 
moved in (0.1 ±  0.05)° steps. Using Equation 1.5 with an energy resolution of 1% at 
60keV, the limiting momentum transfer resolution of the system at 2.5° and 70keV 
is 0.05nm_1 (5%).
Angular positions were calibrated using a material with a single, well-defined 
diffraction peak (caffeine). An AGO Installations Philips Tungsten target indus­
trial X-ray source with 0.8mm Be inherent filtration and nominal focal spot size of 
3mmx3mm was operated at 70kVp and 15mA. For each sample, the detector was 
rotated between 2.5 and 10° and at each position, an energy spectrum was acquired 
with 600s live time. A background data acquisition was made with an empty sample 
holder in place so scatter from the experimental setup could be subtracted, leaving 
only X-ray scatter from the sample itself. The tungsten spectrum was recorded using 
a 30/im pinhole at 0° for filtration modelling (Section 4.5.3). Breast tissue equivalent 
samples were recorded at coarser angular increments due to time constraints. Data 
acquired from this system is henceforth referred to as the ‘complete data set’.
Examples of the resulting diffraction data for fat and hydroxyapatite are shown 
in Figure 4.2. Energy dispersion is displayed on the x axis, angle dispersion on the y 
axis and number of X-ray counts on the z axis (white=0 counts). The fat sample was 
used in the optimization of the APXRD experimental setup, while hydroxyapatite 
was used to validate results from the linear systems model.
4.4 T he A ctive P ixel Sensor as an  X -ray d e tec to r
To create an X-ray imaging system using an Active Pixel Sensor, incident X-rays 
must be converted into visible light. For Vanilla, the peak sensitivity range is 540-
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Figure 4.2: Energy-angle diagrams: x axis shows the photon energy in keV; y axis 
shows the angle in degrees; z axis shows number of counts recorded. Hydroxyapatite 
shows a major peak at 1.8nm-1, while fat shows a single broad peak about l.lnm -1.
620nm (Bohndiek et al., 2007). An ideal scintillator material should (Knoll, 2000):
1. Convert the energy of incident X-ray photons into visible light via prompt 
fluorescence with high efficiency and linearity
2. Be transparent to its own emission wavelength
3. Have a short decay time for light emission
4. Be scalable to a large area
Materials with potential to satisfy these requirements fall into the categories of ‘or­
ganic’ or ‘inorganic’. ‘Organic’ scintillators include plastics and glasses but with 
peak emission wavelengths less than 450nm, are not well matched with the peak re­
sponse of silicon. The scintillation mechanism for ‘inorganic’ scintillators is governed 
by the properties of dopants, or ‘activators’, so it is possible to tailor the wavelength 
of emission based on the activator used.
Table 4.3 presents the characteristics of three different scintillators, two of which 
meet the requirements for coupling to a silicon sensor. Nal(Tl) is included as a 
standard reference material as it is perhaps the best understood scintillation mate­
rial. Terbium doped gadolinium oxysulfide (Gd202S:Tb) has competitive properties 
in terms of emission wavelength and efficiency, but is not produced in a structured 
form so has a lower spatial resolution. It also has a slow decay time, meaning that 
afterglow from a previous exposure may degrade the next image. Thallium doped 
caesium iodide, CsI(Tl), is an alkali halide material with high intensity emission 
peaked around 550nm. It can be grown in a structured form with columns of 6\xm 
diameter using a patterned substrate to reduce lateral spreading of fluorescence light.
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Table 4.3: Comparison of phosphor performance characteristics. U=unstructured, 
S=structured, C=single crystal, P=powder. Niki (2006); Weber (2002)
Characteristic Nal(Tl) Gd20 2S:Tb CsI(Tl)
Photons/keV 41 60 66
Emission wavelength (nm) 410 540 550
Density (gem-3) 3.67 7.3 4.51
Decay time (/zs) 0.23 600 0.8
Hygroscopicity Yes No Slight
Spatial resolution (U /S/P) U, C U ,P S, C
For X-ray diffraction, CsI(Tl) is superior because of its short decay time and the 
availability of microstructured forms. It does, however, have a dual caesium/iodine 
K edge around 33keV (Niki, 2006), which must be considered when selecting the 
X-ray spectrum to use with the APXRD system as it will affect APFPI sensitivity. 
Structured CsI(Tl) was obtained from Hamamatsu Photonics in two different areas: 
1.8x1.8cm2 for coupling to Vanilla, and 5.4x5.4cm2 for the Large Area Sensor. Each 
scintillator is 150/zra thick and is grown on a 3mm thick etched fibre optic plate 
(FOP). The combined scintillator and fibre optic plate are referred to as a ‘fibre 
optic scintillator’ (FOS).
The FOP, in addition to improving spatial resolution, also helps to reduce the 
probability of direct X-ray detection by the sensor as only 1% of incident X-rays 
are transmitted by a 3mm plate, thus reducing potential for radiation damage. 
The properties of the FOP are determined largely by the fibre size and the core- 
to-cladding ratio (packing fraction). For the Hamamatsu scintillators, the packing 
fraction is 75% meaning that over the surface area of the sensor, 75% is coupled with 
fibre core but 25% is covered by fibre cladding. One serious problem with FOPs can 
be crosstalk between the columns. To prevent this, extramural absorber (EMA) is 
placed between the columns to absorb any light leakage from the core glass.
Finally, the FOS must be coupled to the sensor to form an APFPI. This was 
achieved using a silicone coupling gel (Gruner, 2002) to match the refractive indices 
of the FOP and the sensor passivation material preventing losses that would occur 
at an air gap. The thickness of this coupling layer is crucial: too thin and air 
bubbles will exist; too thick and optical spreading between adjacent pixels will be 
high (Arvanitis et a/., 2007). A syringe was used to apply Visilox V-711 silicone 
grease to the sensor surface in a pattern optimized to ensure even coverage.
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4.5 Linear system s m odel o f the A ctive P ixel X- 
ray Diffraction (A P X R D ) System
To design the APXRD system, a model of the APFPI was developed and the com­
plete data set passed through it to predict the scatter signature that would be 
recorded for each sample. Two features of the recorded scatter signatures were in­
vestigated: the effect of spectral shape on the scatter peaks and the intensity of 
scattered radiation. The APS can record only the angle dispersion of the X-ray 
diffraction data thus the choice of spectral shaping filter for the ‘pink’ beam is cru­
cial. Using the complete data set, it is possible to model relevant materials that 
could be used as filters, which would be prohibitively expensive to compare ex­
perimentally. With an appropriate filter chosen, the intensity of integrated counts 
(signal electrons) can be estimated by modelling the signal transfer properties of the 
scintillator-coupled Active Pixel Sensor. This is important as the intensity of co­
herently scattered radiation from biological materials could fall below the detection 
limits (i.e. noise) of the APS.
Two independent steps were taken to validate the model. First, calculations 
using ICDD data were used to check the energy dependent signal transfer, i.e. the 
spectral shaping. Next, the measured conversion function of the APFPI was used to 
check the predicted intensity of the scatter signatures, i.e. the modelled detection 
capability of the APS. In this section, the theoretical background of the model will 
be briefly introduced and the model stages identified. The methods of validation 
will then be detailed and the selection of spectral shaping filters and calculation of 
the expected scatter intensity will be made.
4.5.1 T heoretical background to  linear system s m odelling
Linear systems theory decomposes an imaging system into a series of amplification 
and scattering stages. A digital X-ray imaging system is regarded as ‘linear’ for all 
object inputs f i ( x ,y)  and f 2(x,y) and all constants a and b if
S[afi(x, y) +  bf2{x, y)} = aS[f i{x , y)] +  bS[f2{x, y)) (4.1)
For APXRD, the operating range of the APS can be confined to the linear, shot 
noise-limited region as the intensity of scattered radiation is relatively small, mean­
ing ‘small-signal linearity’ may be assumed (Cunningham and Shaw, 1999).
Between the input and output of an amplification stage, there is a change in 
the mean number of quanta that compose the image. The transfer properties of an 
amplification stage are characterized by a mean gain ~gl and variance in that gain 
a*.. The gain tells us the number of quanta that exit the stage for a given number 
of input quanta. A scattering, or ‘spreading’, stage does not change the number of
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quanta but instead changes their spatial distribution.
The output of a given stage in a linear systems model depends on both the 
input, and the signal and noise transfer characteristics of the stage. The transfer 
relationships for amplification and spreading processes were derived by Rabbani 
et al (1987) and summarized by Siewerdsen et al. (1997). The purpose of this 
model was to test the variables in the experimental setup of the APXRD system, 
rather than to provide rigorous characterization of the detector. Further, at low 
illumination levels, readout noise dominates in an APS. For these reasons, signal 
transfer alone was included in the model.
An amplification stage changes the number of quanta in an input distribution 
q(x, y) according to
qi = (4.2)
This equation can be easily cascaded when a stage represents a binomial selection 
process. In such a stage, a photon may or may not be transferred, according to 
binomial selection. The overall gain of consecutive binomial selection stages is simply 
the product of their individual gains =  II(<7l, <72, . . . ,  <7i“ T, pi) while the variance is 
given by binomial statistics as cr*. =  pi(l — pi). These two relationships allow for 
great simplification in linear systems models, which provide a simple approach to 
describing the signal transfer in an imaging system.
4.5.2 M odel of th e  A P X R D  system
In order to form a linear systems model, the APXRD system must be broken down 
into its constituent signal transfer stages. The experimental apparatus for the mod­
elled APXRD system is shown in Figure 4.3. The X-ray source is the same as that 
used for the energy and angle dispersive system (see Section 4.3). It was assumed 
that the Vanilla APS would be scanned along a horizontal line perpendicular to the 
X-ray beam to achieve up to 15° angular dispersion.
The system was then broken down into ‘energy dependent’ and ‘energy inde­










Figure 4.3: Instrumentation for angle dispersive X-ray diffraction (not to scale). 
The Vanilla APS was translated across the scatter signature to record data between 









Figure 4.4: Cross section of the Active Pixel Flat Panel Imager
shaping filter and the detection of X-ray photons in the scintillator. The spectral 
shaping filter is applied to the complete data set prior to its propagation through 
the model. The quantum detection efficiency of the scintillator is applied when the 
X-rays arrive at the APFPI. Prior to this, adjustments were made to the complete 
data set to account for differences in the exposure time of the two systems (600s 
for the HPGe system, up to 12s for the APXRD system) and collimation. The in­
tegration time taken for the APS was 6.1s as an intermediate value in the available 
range. Further, correction for the differences in the solid angle subtended by the 
detectors at the sample were made:
pinhole _ q    ApjxejCOS 6  . .
Mpinhole — ,2  ’ pixel — ,2  V
d  HPG e pixel
where d2HPGe is the distance between the HPGe detector aperture and the sample 
and d^xei is the equivalent for the APS pixel. The model is therefore considered to 
begin when these photons arrive at the scintillator surface.
The ‘energy independent’ part of the model is the transfer of the generated 
optical photons through the scintillator, FOP and APS passivation layers to the 
photodiode in the APS pixel. The cross section of the layers in the APFPI can be 
seen in Figure 4.4. Regions in dark grey are part of the sensor, while light grey 
represents the FOS. These layers form the gain stages of the ‘energy independent’ 
part of the model.
Figure 4.5 illustrates the gain stages, each of which can be identified as a binomial 
selection process so Equation 4.2 applies in each case. All of the parameters used 
are summarised in Table 4.4 and the stages are detailed below. Data output from 
these stages will be referred to as ‘HPGe model results’.
Stage 0: applies a spectral shaping filter to each recorded scatter signature to 
mimic the ‘pink’ input spectrum that would be present in the APXRD system. The 
attenuation coefficients of the filter materials were obtained from Boone and Chavez 
(1996).




1 Quantum detection efficiency of Csl:TI
2 Generation/emission of optical quanta
3 Optical losses in FOP
4 APS quantum efficiency
5 APS conversion gain (DN/e )________
Figure 4.5: Stochastic amplification stages obeying binomial statistics used to eval­
uate the expected APS scatter signature.
turn detection efficiency (QDE) of the scintillator is
gx(E) = 1 -  (4.4)
where E ) is the energy-dependent mass attenuation coefficient of caesium iodide
in cm2g-1. This was obtained from Boone and Chavez (1996) assuming negligi­
ble contribution from thallium doping. ps is the surface density of the scintillator 
given by the product of the density of caesium iodide (4.51gcm-3), adjusted for the 
scintillator packing density p f (Hamamatsu, 2007) and the nominal thickness of the 
scintillator (150/xm).
When evaluating the system conversion function, the mean gain gi of stage 1 
is needed. This is found by integrating the product of the QDE, gi(E ), and the 
normalized incident ‘pink beam’ spectrum qrei(E) over all input energies.
T i=  f  qrei(E)9 l(E)dE  (4.5)
JE
The complete data set for hydroxyapatite after stage 1 is shown in Figure 4.6 (b).
Stage 2: The gain of stage 2 is the scintillation light yield. It depends on 
both the energy of the incident X-ray photons and the depth at which they are 
absorbed by the scintillator. Generation and emission of optical quanta is dependent 
on absorption of the X-ray photon and the probability that the resulting optical 
photons can pass through the remaining caesium iodide layer. The depth dependent 
absorption process was implemented using the work of Vedantham et al. (2004a) and 
is illustrated in Figure 4.7.
When an incident X-ray is absorbed by the scintillator, a K fluorescent X-ray 
may be produced if the incident energy is greater than the K edge of the scintillator. 
Three paths to optical emission thus exist: local emission without K fluorescence,
local emission with K fluorescence or remote emission due to absorption of K fluo­
rescence. A parallel cascade would thus be needed in the linear systems model to 
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Figure 4.6: (a) shows the complete data set input for HAP, as seen in Figure 4.2. (b) 
shows the effect of a spectral shaping filter (Gadolinium) and the quantum detection 









Figure 4.7: Diagram of propagation for depth dependent absorption. Includes atten­
uation of X-rays through distance t-z, absorption of X-rays in layer of thickness At 
then escape of optical photons through thickness z governed by the escape efficiency 
tjesc(z)
deposition in 200/xm of Csl indicate that only around 15% of the total energy de­
position at 35keV is reabsorbed K fluorescence (Boone, 2000). This falls off further 
to 10% at 50keV and 5% at 60keV. In a structured scintillator, reabsorption should 
occur within the primary column or adjacent columns. The contribution of K flu­
orescence to the total energy deposition is thus small, so the effect was neglected 
and a simple serial cascade added to the linear systems model. This simplification 
has been made by other authors (Siewerdsen et al., 2004) in linear systems models 
where rigorous characterization of the detector is not required, as is the case here.
Neglecting K fluorescence, the number of photons escaping the scintillator is
g2(E, z) = WCsi(4.6)
Single Filter + QDE
40 50 60 70
Energy (keV)
changes due to filter and QDE, z axis shows counts
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where Wcsi is the caesium iodide scintillation light yield per input keV, rjesc is 
the escape efficiency and E  is the energy in keV. A value of Wcs/=58photons/keV 
was taken from Vedantham et al. (2004b), where an average of available literature 
measurements was used. The escape efficiency was calculated by fitting a 3rd-order 
polynomial to the data of Hillen et al. (1991). The scintillator was then divided into 
1/zm layers using the method of Suryanarayanan et al. (2006) and for each layer, the 
attenuation before, probability of absorption in, and probability of escape from the 
layer was calculated. The integral over all possible cases gives a stage 2 gain that 
depends solely on energy. The product of the gains for stage 1 and stage 2 is
r°
g i(E)g2{E) = /  e~l^ p"]c‘,'T,lt~z'>[ l - e ~ [^ E)p' ]c‘,lT,M]g2(E ,z)dz  (4.7)
Jz= t
where t is the thickness of the scintillator, At is the layer thickness and z indexes 
the layer depth as shown in Figure 4.7. The mean gain for stage 2 may then be 
calculated for conversion function evaluation as
_  I E 1rei(.E)g1(E)g2(E)dE
92 — ----------------- = -----------------  (4-oJ
91
It was noted when comparing results of the model to the measured APS conversion 
gain that including the depth dependence of X-ray absorption had little influence 
on the outcome of the model. For this reason, when predicting APXRD scatter 
signatures, interactions were assumed to occur half way through the scintillator 
removing the z dependence of Equation 4.6 and thus the need to perform the integral 
in Equation 4.7. rjesc was instead estimated using data from Lubinsky et al. (2006).
Stage 3: accounts for the loss of optical photons through the fibre optic plate and 
coupling fluid that attach the scintillator to the APS. The efficiency of transmission 
of the fibre optic plate is given by (Hejazi and Trauernicht, 1997)
rjpo = N A 2Tf (1 -  L r )Fc (4.9)
where N A 2 is the square of the numerical aperture of the plate, TF — e~^1 is the 
transmission of the fibre core, (1 — Lr ) accounts for the losses due to Fresnel reflec­
tions and Fq is the core fill factor. TF and Fc were obtained from the manufacturer 
(Hamamatsu, 2007). The mean gain of stage 4 is therefore
94 rECoatingT\F0
where Testing is included to account for any losses due to coatings on the scintillator.
Stage 4'■ is included to account for losses in the passivation and metal layers 
above the active layer in the APS. Passivation layers are required to insulate the 
active layer and protect it from damage. Metal layers provide the interconnects
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Caesium Iodide packing density pf 74%
Caesium Iodide scintillation light yield 58photons/keV
Escape efficiency r)esc 0.5
Peak light output 550nm
Fibre optic plate (FOP) thickness and fibre pitch 3mm, 6/im pitch
Fibre optic plate transmission at 520nm 63%
All FOP effects (including transmission), g$ 38%
CMOS APS Pixel Pitch 25/xm
CMOS APS Fill Factor 75%
Sensor quantum efficiency, g4 65%
CMOS APS Camera gain constant, l/g*, 10e"/DN
Exposure time 6.1s
Sample-detector distance 10cm
between the pixel and the control electronics. It also accounts for the sensor fill 
factor and photodiode quantum efficiency. The value for g4 is the sensor quantum 
efficiency at 520nm, found to be 65% in Section 3.1.
Stage 5: is the gain of the off chip analogue-to-digital converter (ADC) in DN/e- . 
For Vanilla, this can be tailored by adjusting the ADC range. The full ADC range 
was used for characterization yielded 21e“ /DN (0.05DN/e~). For X-ray diffraction, 
a smaller conversion gain would be preferable. The ADC range can be reduced at 
the upper end to finely quantize the linear sensor region with a gain of 10e“ /DN 
(0.1DN/e_). Stage 5 therefore allows us to predict the X-ray scatter signatures in 
terms of the ADC output from the APS.
4.5.3 M odelling filtration options
Validating the scatter signature shape with the ‘pink beam ’ spectrum  
and ICDD data
Verification of the scatter signatures predicted using the linear systems model was 
made with data from the ICDD using the method of Westmore et al. (1996) to derive 
the polychromatic X-ray scatter signature as a linear superposition integral of the 
monochromatic signature with a spectral shape kernel:
Sl(e')S2(e,e')de (4 .n )
where dap/dO is the scatter intensity per unit angle for a polychromatic beam. 6 
refers to the scattering angle for the polychromatic case, while O' is the scattering
91
angle for the monochromatic case. si(0) is the probability of coherent scatter given 
by the Thomson cross section combined with the relevant form factor F { x ,Z ) and is 
weighted by a trigonometric factor. This is the raw data from the ICDD, listed as a 
function of angle through 9 — 2sin~1(hc/2dE) where d is the atomic spacing and E  is 
the mean energy of the spectrum. S2{0 , 9') is the normalized incident polychromatic 
spectrum inversely weighted by the above trigonometric factor. Results from this 
analysis will be referred to as ‘ICDD model’ results.
An example of the ICDD data is shown for hydroxyapatite in Figure 4.8. Figure 
4.8 (a) shows the spectrum kernel as a function of wavelength formed by applying a 
gadolinium filter to the raw tungsten spectrum and accounting for scintillator QDE. 
The linear superposition integral of this with the raw ICDD data for hydroxyapatite 
is shown in Figure 4.8 (b). The result from the HPGe model is also shown, normal­
ized to 100 in order to compare the spectral shapes. The bars represent the peak 
positions taken from the ICDD.
Figure 4.8 (b) illustrates that the two results agree in terms of their peak position 
(5.4±0.1° for HPGe, compared to 5.5° for ICDD) and overall shape (1.87 ±  0.14° 
full width at half maximum, FWHM, for HPGe and 1.98° for ICDD) but differ in 
magnitude by up to 20% between 5° and 7°. The equivalent result using balanced 
filters shows a difference of up to 10% in the same region, but again agrees in 
terms of peak position (6.2±0.1° for HPGe, compared to 6.3° for ICDD) and shape 
(3.05 ±0.14° FWHM for HPGe and 2.94° for ICDD). Given the number of different 
preparations of hydroxyapatite that are available, one reason for the disparity could 
be that a slight structural difference has lead to a reflection in the ICDD data not 
being present, or sufficiently intense, in this hydroxyapatite sample.
This calculation was repeated for all kidney stone equivalent materials. The 
scatter signatures produced by the HPGe and ICDD models are in agreement over­
all in terms of both peak position and full width at half maximum. Disparities in 
magnitude are observed for some materials at certain angles, providing further vin­
dication of the use of the HPGe model to specifically characterize the samples for 
this experiment, rather than refer to the properties of their general preparations. 
Given the X-ray diffraction and spectral data used as the input to each model is in­
dependent, and the peak position and FWHM were in agreement within the bounds 
of error for all materials, the HPGe model was taken to yield a valid representation 
of the expected scatter signature from the APXRD system.
Optimal X-ray spectrum  characteristics
Following validation of the spectral shape, the APXRD linear systems model was 
used to identify an appropriate filter for spectral shaping. The X-ray spectrum 
incident upon the sample directly influences the position (angular dependence on 
mean energy), height (scattered intensity) and width (spectral shape) of peaks in
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Figure 4.8: (a) shows the spectrum kernel obtained by filtering the incident X-ray 
spectrum with gadolinium and accounting for the quantum detection efficiency of 
the scintillator, (b) shows the scatter signatures predicted using the HPGe and 
ICDD models showing independent verification of the HPGe model
the scatter signature.
A number of beam filters were tested by attenuating the raw tungsten X-ray 
spectrum by a given thickness of the material. Various properties of the spectrum 
were calculated. Further, the scatter signature for lard was predicted for each filter 
tested. This sample was selected because of its single, relatively narrow peak and the 
fact that it produces a scatter intensity representative of what would be encountered 
in a breast biopsy system. The utility of each filter was evaluated in terms of:
• Relative r.m.s. spectral width A A =   ^ (Westmore et al., 1996), cal­
culated from the attenuated raw X-ray spectrum
• The fraction of incident intensity transmitted through the filter Al
• Mean energy of the spectrum E
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• The full width at half maximum (FWHM) of the peak of the predicted lard 
scatter signature
• The angular difference A6 between the peak positions of breast fat and carci­
noma given x = l.ln m _1 and 1.6nm-1 respectively
The two principle factors to be considered when choosing the mean energy and 
spectral width of the ‘pink’ beam are:
1. The incident X-ray beam energy and intensity
2. The peak positions and coherent scatter cross sections of the materials under 
test
Item (1) is important because filtering the incident beam inevitably results in a 
drastic reduction in recorded counts. Further, the kilovoltage used to produce the 
incident beam will result in a given set of spectral characteristics thus the opti­
mization of filter type will only be valid for that kilovoltage. In the ideal situation, 
spectral width should be minimised while utilizing the maximum possible trans­
mitted intensity. In line with measurements made in the energy dispersive system, 
X-ray tube kilovoltage was held at 70kVp.
Item (2) helps us to decide what mean energy should be selected based on the 
properties of the materials we want to distinguish. Figure 4.9 illustrates the region 
of scattering angle and mean beam energy that can be used to distinguish adipose 
tissue (x= l.lnm _1) and breast carcinoma (x=1.6nm_1). The contours on this figure 
represent constant momentum transfer values between 0.5 and 3nm-1. The figure 
indicates that the largest distinction between the two peaks is available using low 
mean energies (<50keV).
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Figure 4.9: Contours of constant momentum transfer with energy and angle illus­
trate that the largest available distinction between adipose tissue (x = l.lnm _1) and 
breast carcinoma (x=1.6nm-1) is available at energies below 50keV.
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Combining these two arguments, the energy for interrogating breast tissue sam­
ples should be <50keV. The optimum filter choice will be a compromise between 
high transmitted intensity, narrow spectral width and wide angular distinction of 
the adipose and carcinoma peaks in breast tissue.
F iltra tio n  m ethods
Two different methods of beam filtration can be used for spectral shaping. Most 
simply, single filtration can be applied. This uses the position of the K absorption 
edge of a material to define a ‘passband’ of wavelengths. An appropriate thickness 
of the material has to be chosen so that the incident X-ray beam is sufficiently 
attenuated.
‘Balanced’ filtration (Kirkpatrick, 1939) may also be used. Balanced filtration 
involves two exposures, one with a filter with a high energy K absorption edge, 
the other with a low K edge filter. By selecting appropriate thicknesses of each 
filter material in the balance, a subtraction of the two exposures leaves a narrow 
spectral width. Such balanced filtration techniques have the disadvantage that two 
different exposures are required, however, they often provide higher count rates and 
narrower spectral widths than are available with single filtration. In particular, 
‘K line’ filtration uses the characteristic emission lines of the X-ray tube target, 
selectively attenuating the Bremsstrahlung background on either side of these using 
materials with K edges slightly above and slightly below the characteristic emission 
energies. Balanced filtration has been used previously in a variety of applications 
including baggage scanning (Beevor et al., 1995) and X-ray computed tomography 
(Saito, 2004).
Difficulties in selecting appropriate filter materials arise from a number of 
sources. Firstly, and perhaps most significantly, choice is limited by safety (in­
cluding toxicity and flammability). Next, the materials need to be available in thin 
foil preparations in order to be easily included into a general X-ray diffraction sys­
tem. Finally, they must be widely available at reasonable cost. Considering safety, 
availability and cost, a number of materials between Z=41 and Z=73 were selected 
as potential filters. Substances with K absorption edges below Silver were neglected 
as these do not provide sufficient shaping of the X-ray beam, while those above 
Tantalum were neglected as defining too high a mean energy for these studies.
K  edge filtra tion  Table 4.5 shows the results from the selection of filters. Figure 
4.10 shows the spectra obtained when the raw spectrum is theoretically attenuated 
by a given filter of the thickness listed in Table 4.5.
The best compromise between optimizing AA, Al, peak FWHM and A6 as de­
scribed above is found with the Samarium filter, with Gadolinium a close second. As 
Gadolinium has been employed by previous authors (Davidson et al., 2005; Batchelar
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and Cunningham, 2002; Westmore et a l , 1996), this was selected as the K edge fil­
ter as it provides an opportunity to cross reference data from the APXRD system 
with literature results. For the remainder of this work, ‘single filter’ refers to the 
placement of 0.28gcm-2 gadolinium (Goodfellow, Gd foil, 99.9% purity) in front of 
the X-ray source.
— —  Tantalum (67keV)
 Ytterbium (61 keV)
 ThuSum (59keV)
 Erbium (58keV)
— — Terbium (52k eV)
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Figure 4.10: Illustration of the spectra defined by a single K edge filtration with 
some of the available filter materials.
B alanced  filtra tio n  has not been tested previously for X-ray diffraction applica­
tions. Table 4.6 shows the results of applying balanced filtration to the lard data set. 
Tin provides a cost effective option for the lower energy filter. Considering again the
Table 4.5: Spectral characteristics of different K edge filters, t is the filter thickness 
in mm, A A is the spectral width, Al is the fraction of the incident intensity transmit­
ted through the filter and E  is the mean energy of the spectrum. Fat FWHM is the 
full width half maximum of the peak of the lard sample. A0 is the difference of the 
peak positions of breast fat and carcinoma (x= l.lnm -1 and 1.6nm_1 respectively).
Filter Z K edge (keV) t (mm) AA (%) A l (%) E  (keV) Fat FW HM (°) Ae
Sb 51 30.5 0.30 42 7 41 5.1 1.7
Sm 62 4 6 .8 0 .3 5 21 5 42 1.6 1 .7
G d 64 50 .2 0 .3 5 19 5 44 1 .6 1 .6
Tb 65 52.0 0.30 19 7 44 1.8 1.6
Er 68 57.5 0.25 19 9 47 2.1 1.5
Tm 69 59.4 0.25 19 8 48 2.1 1.5
Yb 70 61.3 0.30 20 10 48 2.2 1.5
Ta 73 67.4 0.10 22 13 50 2.3 1.4
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trade off of parameters, it was seen that Samarium balanced with Tin gave the best 
spectral characteristics. In the remainder of the work, ‘balanced filters’ refers to a 
scatter signature measured with two exposures, one with 0.07gcm-2 of Samarium 
(Goodfellow, Sm foil, 99.9% purity), another with 0.15gcm-2 of Tin (Goodfellow, 
Sn foil, 98.8% purity).
Table 4.6: Spectral characteristics of different balanced filters using 70kVp tube 
setting. Column headings as for Table 4.5 with FI referring to filter 1 (higher 
energy K edge) and F2 referring to filter 2.
FI FI t (mm) F2 F2 t (mm) AA (%) Al (%) E Fat FWHM(°) A0
Sm 0.1 Sn 0.2 16 11 38 2.2 1.9
Sm 0.1 Cd 0.2 20 12 37 2.3 1.9
Sm 0.1 Ag 0.2 23 14 37 2.3 1.9
Gd 0.09 Sn 0.2 15 12 40 2.3 1.8
Er 0.1 Sn 0.3 17 11 42 2.3 1.7
Tm 0.05 Sn 0.15 10 13 42 2.7 1.7
Yb 0.05 Sn 0.12 24 14 40 2.6 1.8
Ta 0.05 Sn 0.35 20 12 44 2.5 1.6
Finally, ‘K line’ balanced filtration was tested. As the energy dispersive data 
set was acquired with the X-ray tube set at 70kV, the effect of selecting the tung­
sten K lines could not be directly investigated. Instead, the spectral characteristics 
were evaluated using simulated spectra (SRS78) of up to 140kV. Balanced filtration 
of Ytterbium and Erbium was applied to these simulated spectra and the results 
are show in Table 4.7. Results indicate that K line filtration gives a lower overall 
number of counts than the balanced filtration tested above, but a higher number 
of counts than the single filtration. However, the higher mean energy defined us­
ing this filtration method means the difference between the peak angles of breast 
adipose and carcinoma is smaller than in the prior two options. As a result, this 
method of filtration was not investigated further here. It could, however, be of use 
if the system were to be extended to application in the analysis of more crystalline 
materials. Materials with multiple narrow peaks in their scatter signature will be 
more affected by the polychromaticity, so they may benefit from this approach.
Table 4.7: Spectral characteristics of Ytterbium and Erbium balanced filters using 
various tube settings. Column headings as for Table 4.5
Kilovoltage AA (%) Al (%) E A 9
80kV 27 1 53 1.3
lOOkV 22 3 56 1.3
120kV 19 5 58 1.2
140kV 17 6 58 1.2
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M easured Spectra
The X-ray spectra produced using the chosen filters were measured with the HPGe 
detector in the EDXRD system mounted at 9 = 0° as described previously. The 
spectra are shown in Figure 4.11. The mean energy of the raw tungsten spectrum was 
23keV and the r.m.s. spectral width was 69%, unacceptable for the measurement of 
angle dispersive scatter signatures. The mean energy of the single filtered spectrum 
was 42keV, while that of the balanced filter spectrum was 36keV. The spectral 
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Figure 4.11: Comparison of raw and filtered X-ray spectra recorded using the HPGe 
detector. Tungsten spectrum is shown in raw form, then with balanced and single 
filtration applied in turn. Energy shown between 20 and 70keV to aid clarity and 
avoid the high intensity of L-level emission lines dominating the scale.
4.5.4  Predicted  scatter signature intensity
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Figure 4.12: (a) Input spectra for the conversion function measurement (b) Resulting 
conversion function (measured and modelled). Detector input dose range 2-22/xGy
The X-ray conversion function is used to find the number of signal electrons 
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Figure 4.13: Conversion function measured for Vanilla with all filtration options. 
Modelled results yield 180e_ /X-ray for Gd, 155e- /X-ray for Sm and 139e~/X-ray 
for Sn compared to measured values of 176±8e- /X-ray for Gd, 155±le- /X-ray for 
Sm and 122±6e“ /X-ray for Sn. Maximum detector input dose was 22/zGy for Gd, 
30/zGy for Sm and 37//Gy for Sn.
distance of 107=Llcm from the X-ray source operating at 70kV with each of the filters 
described above. The sensor output was recorded while increasing the tube current. 
The Vanilla output was converted to signal electrons using the conversion gain. The 
exposure was measured by replacing Vanilla with a calibrated ionisation chamber 
(Keithley 35050A Electrometer with 15cc ion chamber). The chamber output was 
converted from exposure to X-rays per pixel using the fluence per exposure (Boone, 
2000) and the pixel area. The raw X-ray spectrum used was that measured using 
the HPGe system, shown in Figure 4.11 (a). This spectrum was then attenuated 
by the relevant filter and passed through the linear systems model of the APFPI. 
The number of signal electrons per incident X-ray photon was thus predicted. The 
normalized spectra can be seen in Figure 4.12 (a).
The measured conversion function for the Gadolinium filter is shown in Figure 
4.12 (b). The nonlinearity at high exposure values is due to the inherent nonlinearity 
of the APS. The small signal linear fit to this data yields 176±8e“ /X-ray, compared 
to 180e_ /X-ray predicted by the model. The quoted error for this value reflects the 
standard error in the linear fit. The agreement of these two results indicates that the 
parameters selected in Table 4.4 provide a good representation of the signal transfer 
in the Vanilla APFPI.
Results for all filters are displayed in Figure 4.13. For Samarium, the mea­
sured conversion is 155±le“ /X-ray compared to 155e- /X-ray from the model. For 
Tin, 122±6e~/X-ray was measured compared to the model value of 139e_/X-ray. 
Gadolinium has the best response because the spectrum shows the best overlap with 
the quantum detection efficiency of the scintillator. Both gadolinium and samarium 












□ Water (Single) 










A n g le  (D e g r e e s )
10
Figure 4.14: Predicted scatter signatures for lard and water using each filtration 
option given in terms of the sensor output in digital numbers
yond the bounds of error indicating that fewer X-rays are detected than the model 
predicts. One reason for this may be the lower purity of the tin filters used, as com­
pared to the 100% purity assumed in calculating the attenuation coefficient of tin. 
Further, there is a 10% tolerance on the thicknesses of the filter. It is possible that 
the tin filter is up to 0.02mm thicker than expected, whereas the other materials are 
of the expected thickness. The overall agreement between these measurements and 
the model indicate that the assumptions made in the model derivation have not had 
a major impact on the output. For all filter types, greater than 150 X-rays/pixel 
sees the signal level in electrons reach the onset of nonlinearity so operating with 
intensities greater than this requires the sensor data to be linearized.
Scatter signature predictions for breast tissue equivalent materials
Following verification of the number of electrons generated per X-ray, the linear 
systems model (using the parameters described previously) was used to predict the 
intensity of the scatter signature that would be recorded by the Vanilla APFPI, in 
digital numbers. Predictions were made using both filtration options for lard and 
water and the model outputs are shown in Figure 4.14.
The scattered intensity from the breast equivalent samples is far below the onset 
of APS nonlinearity so this will not affect the measurements. For the lard sample, 
peak height is defined as the ratio of the peak intensity to the intensity between 
6.2° and 7.8°. For water, the peak height is taken as the ratio between the peak 
intensity and the intensity below 2.7° as interference effects can still be observed 
at the upper end of the angular range. From Figure 4.14, peak heights obtained 
with single filtration are 4.7 and 4.3 for lard and water respectively. For balanced
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filtration, these are 4.9 and 5.8 respectively. The full width at half maximum of the 
fat peaks are 1.6° and 2.2° for single and balanced filtration respectively. Balanced 
filtration would thus provide a larger peak height and in turn signal-to-noise ratio, 
but single filtration would give a narrower full width at half maximum and thus 
better distinction between the fat and fibrous tissue peaks. Both options should 
therefore be investigated experimentally as they confer different advantages.
4.5.5 Summary
This section has described the implementation of a linear systems model to pre­
dict scatter signatures recorded by the APXRD system shown in Figure 4.3. Two 
methods for cross-checking the model were provided. The first used the ICDD cat­
alogue of diffraction data combined with the incident spectral shape to predict the 
expected scatter signature using a linear superposition integral. The second used 
the measured conversion function for the APFPI to verify the overall system gain in 
terms of electrons per X-ray. Together, these verify the propagation of both signal 
intensity through, and the effect of spectral shape on, the APXRD system.
The model was used to evaluate the optimum choice of spectral shaping filter 
to narrow the width of the raw tungsten spectrum to a ‘pink’ beam. A single 
filter of 0.28gcm-2 gadolinium was chosen as the K edge filter, while 0.07gcm-2 
of Samarium and 0.15gcm-2 of Tin were selected as balanced filters. Predicting 
the scatter signatures that these filters should define for lard and water showed 
that while single filtration provides a smaller full width at half maximum, balanced 
filtration confers a larger peak height. Both filtration options should thus be tested 
in the experimental APXRD system.
4.6 Setup, optim ization and techniques for eval­
uation o f th e A P X R D  system
This section details the implementation of the APXRD system with Vanilla, includ­
ing optimization of various experimental parameters, scatter signature calculation 
and the phantoms used to verify the collimator angular acceptance and evaluate the 
potential contrast available.
4.6.1 Experim ental arrangem ent and param eter optim iza­
tion
The experimental setup for the APXRD system is shown in Figure 4.15. This was 
installed at different times on two separate tungsten X-ray sources: one for interro­
gating single samples and another for scanning phantoms (see below). Optimization
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was completed using the fat sample with a single filter on the first system. Both 
single and balanced filtration options were tested with lsd=10cm. Data from Vanilla 
was recorded at two horizontal positions in the plane of the scatter signature to 
visualize the scattered intensity between 2.5° and 15°. The setup of the Large Area 
Sensor will be discussed in Chapter 5. Physically, the most important parameter 
is the angular acceptance of the collimator as this determines the count rate at the 
sensor. With Vanilla, relevant setup parameters such as reset type, conversion gain 
and integration time influence both the quality and intensity of the signal.
Tungsten 
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Figure 4.15: APXRD system setup. The area enclosed by the dotted line outside of 
the Vanilla sensor is the region over which the sensor is scanned. The area marked 
by the dotted line inside of the sensor indicates the region in which the scatter 
signature was calculated.
S ca tte r s igna tu re  calculation
For each data set recorded for a given sample, a corresponding background acqui­
sition was recorded with an empty sample holder in place. This was subtracted 
from the data acquisition to ensure that no scatter from the experimental equip­
ment contaminated the recorded patterns. As described in Chapter 1, incoherent 
and multiple scattering produce a broad background without interference effects. 
Corrections for these contributions were neglected for two reasons: firstly, the small 
sample size (6mm) and the beam energy employed means their contribution will be 
negligible compared to coherent scatter (Griffiths et al., 2007); secondly, the aim was 
to keep the APXRD system as simple as possible so only necessary data corrections 
were performed.
The scatter signature measured by Vanilla was derived by averaging intensity 
over regions of interest 10 pixels wide (parallel to the scanning direction) and 100 
pixels high. The area across which this ROI was scanned is shown as a dotted line in 
the sensor in Figure 4.15. The region width used corresponds to a scattering angle 
width of 0.15°. A function relating the geometrical position of the region of interest 
to the scatter angle was calculated using measurements of the distance of the sensor
1 0 2
from the sample and the offset from the beam centre. The results from each of the 
translations of the sensor were stitched together to produce the full scatter signature.
Physical se tup
Ideally the irradiation area at the sample should be as small as possible to ensure 
uniformity of material within the scatter volume and to aid in the definition of the 
scattering angle. This need must be balanced against the need for a good peak 
height (i.e. count rate). The aperture used to define the size of the irradiation 
area at the sample is a brass block of 20mm depth that can take inserts containing 
pinholes of sizes varying from 1.0mm to 2.0mm diameter. Inserts with diameters of 
1.0, 1.5 and 2.0mm were tested. The angular acceptance of these different pinhole 
options was calculated using the distances illustrated in Figure 4.16, where 0source 
represents the angular acceptance of the collimator:
0.5 dsource +  0.5 dcoii . .
tjQXiO  s o u r c e  — ~ (4.12 J
Ixc
dSource is the diameter of the aperture present at the X-ray source. In the single 
sample APXRD system, lxc = 199m m  and dsourcc—5mm. The collimator resulted in 
angular acceptances (to within ±0.01°) of 0.86, 0.93 and 1.01°. The diameter of the 
beam falling on the sample can be calculated from
ds =  21 cstan(6source) 4“ dcoii (4.13)
which for =  60mm yields hs=2.9, 3.6 and 4.2mm for each pinhole respectively.
As the typical width of a biopsy sample is up to 3mm in diameter, the 1.5mm




Figure 4.16: Schematic for calculating angular acceptance 
shows the effect of changing the angular acceptance between 0.86°, 0.93° and 1.01°
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on the scatter signature of pork fat while keeping other setup parameters constant 
(hard reset, single filter, 12.1s integration time and gain 2). Defining the peak height 
as the ratio of the maximum value in the peak to the average of the pattern tail 
between 12° and 15°, the peak heights produced by each collimator were 4.8, 7.3 
and 15.3 respectively. The peak FWHM was found to be 2.4° for the two smaller 
collimation options, rising to 2.7° for the largest option. For integration times less 
than 6.1s, no discernable peak was visible with the 1.0mm (0.86°) aperture. It was 
therefore concluded that an angular acceptance of 0.93°, corresponding to the 1.5mm 
diameter aperture, would be used for the pure sample measurements.
APS control parameters
Two different gain settings were tested for linearity: 21e- /DN (referred to as gain 
1) and 10e_/DN (gain 2). Integration times of 1.2, 2.4, 6.1 and 12.1s were chosen 
for testing based upon the predictions of scatter signature intensity given by the 
linear systems model using 6.1s. A total exposure time of 96s was used and multiple 
frames were acquired for averaging. Both hard and flush reset types were tested.
Scatter signatures were recorded for pork fat and with single filtration using 
all available combinations of integration time (1.2, 2.4, 6.1 and 12.1s), ADC gain 
(21e~/DN and 10e~/DN) and reset type (hard and flush) and results can be seen 
in Figure 4.17 (b) - (d). Peak characteristics and response linearity were calculated 
for each parameter set.
Peak height was found to increase linearly with increasing integration time. 6.1s 
allowed sufficient frames to be acquired to reduce the standard error in the mean 
of each region of interest used for analysis to less than 1%. Equally, a higher tube 
current could have been used if this had been available. The ratio of the peak heights 
measured using gain 1 and gain 2 was found to be 2, indicating the relationship 
between these settings is linear. As a result, the higher gain (i.e. 10e_/DN) was 
selected due to the low count rate of scattered photons. Figure 4.17 (d) plots peak 
maximum as a function of integration time illustrating that some ‘superlinearity’ is 
observed with flush reset even at low signal levels (see Chapter 3) so this setting is 
unsuitable.
Summary
From these tests, the parameters chosen for the Vanilla-based APXRD system were: 
1.5mm diameter aperture (0.93°), hard reset, 6.1s integration time (16 frames ac­
quired within the total exposure time of 96s) and gain 2. These experimental con­
ditions aimed to achieve a good signal-to-noise ratio (i.e. peak height), as only a 
horizontal slice through the scatter signature was acquired with Vanilla so radial 
integration was not performed.
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Figure 4.17: Experimental and Vanilla parameters tested during system optimiza­
tion with a sample of pork fat (a) Angular acceptances of 1.01° (triangle), 0.93° 
(square) and 0.86° (+) (b) Integration times of 12.1s (diamond), 6.1s (triangle), 
2.4s (square) and 1.2s(+) (c) Gains 1 (square) and 2 (triangle) (d) Hard (solid line) 
and flush (dashed line) resets compared in terms of peak maximum measured in the 
sensor ADC output unit, digital numbers (DN)
4.6.2 Influences on angular resolution
A primary concern when evaluating scatter signatures is the angular resolution of the 
system in question. While geometrically, the accuracy in calculating the scattering 
angle of a particular peak is good, angular broadening occurs because of a number of 
different effects in the APXRD system and these must be taken into account. Each
of these effects is detailed separately below and a summary is made in Table 4.9.
To combine the different influences on the resolution, the general rule for adding 
independent errors in variable Z, a function of A, B, ..., was used (Squires, 1997)
(az) ,- ( 1 a-4) ! + ( I ab) ’ + -  <4i4>
Sam ple size and  position
Referring to Figure 4.18, the scatter angle is given by
tan# =  — (4.15)
Isd
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Figure 4.18: Schematic for calculating angular resolution
Using Equation 4.14, the relative uncertainty in the scatter angle due to the mea­
surement of lsd is
A 0, rcos2(fl)A ^
6 ta n -1 (r
At small angles, this simplifies to A0iad/6 = A lsd/hd- At most, A0isd/6 = 1.5%. 
Further, the effect of the finite diameter of the sample located at distance lsd from 
the detector is calculated using the root-mean-square (r.m.s.) uncertainty A lrms 
given by Westmore et al. (1996) as
A ^ ,rms =  V((A U p )  - <(A(sd)>2 =  (4.17)
As a result, the relative uncertainty in the scatter angle due to the sample size is
A l rm s
6 I (4.18)
which for a sample holder diameter of 6mm (assuming complete filling) yields 1.8%. 
In total, the relative uncertainty due to sample size and position is
(ir)2= ( r^i)2+( ^ ) 2=2-3% (419)
A ngular position of region of in te rest
The angle corresponding to each region of interest is calculated using the distance of 
the sensor from the sample and the distance of the region of interest from the beam 
centre. The error in measuring the distance of the sensor from the sample is 3%. The 
error in finding the beam centre from which to calculate the scatter signature arises 
from the incident X-ray beam width is given by A9r/6 = A r/r. Location of the 
beam centre for the Vanilla APXRD system was achieved by translating Vanilla by 
3mm into the primary beam. An image of the beam was taken at 1mA with a 1.0mm 
collimator in place and using a short integration time to prevent saturation. The
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centre of the beam was found by fitting a quadratic to the profile of the beam image 
and locating the maximum. An accuracy of 20 pixels (0.05mm) was available using 
this method. The error in the travel of the translation stage including backlash is a 
maximum of 16/ira according to the manufacturer (Zaber Technologies, 2008). The 
maximum error due to locating the beam centre is thus A9r = 1.8%. The overall 
error in calculating the angular position of the region of interest is =  3.4%.
Spectral width
Performing angle dispersive X-ray diffraction with a polychromatic beam leads to se­
vere broadening of the measured scatter signatures. The angular uncertainty caused
by the spectral width can be derived from the expression for momentum transfer
rearranged to Ax =  sin(0/2). Applying Equation 4.14 we find that
= _2xAA  (4.20)
0 2sin_1(Ax)cos(0/2)
where AA is the r.m.s. spectral width AArms =  y j (A2) — (A)2. At small angles, the 
r.m.s. uncertainty in the scatter angle due to the spectral width is thus
=  ^ (A 2) ~  (A)2 
6 A
As measured in Section 4.5.3, the spectral widths of single and balanced filters were 
19% and 15% respectively, giving a substantial reduction in uncertainty as compared 
to the raw spectrum (69%).
Self attenuation by the sample
X-ray attenuation prior to scattering causes beam hardening in the incident spec­
trum and may shift the scattered peak position. Attenuation of the scattered X-rays 
will also affect the intensity of the scatter signature. Attenuation corrections may 
be performed using Monte Carlo simulations (Poletti et al., 2002) or by normalizing 
the signature to the transmitted beam intensity (Batchelar and Cunningham, 2002).
The attenuation of scattered photons depends on the path length through which 
they travel after interaction. With a sample holder of diameter 6mm, there is only 
a 1.5% difference in path length for interactions that occur at the start and end of 
the sample resulting in a negligible (<0.6%) change in intensity. A greater effect is 
produced by beam hardening prior to the interaction, evaluated using the energy- 
dependent linear attenuation coefficient of each material (Boone and Chavez, 1996) 
(see Table 4.8) and the incident beam spectrum employed with single filtration. The 
angular shift caused by this change in beam energy is given by
A On = I 2sin- l
he (  i hex  —— -  2sin x —
)  V E2
(4.22)
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where E\ is the mean energy of the spectrum before encountering the sample and E 2 
is the mean energy of the spectrum after it has passed through the whole sample (as 
this is the maximum possible path length before interaction). For hydroxyapatite, 
the most attenuating sample, this angular shift A0a/ 9=3.3% for 6 = 7.5° in the 
centre of the measured range. For fat, the least attenuating material, A9a/6=0.3%. 
As these effects are small relative to the spectral width, no attenuation correction 
was performed with the Vanilla APXRD system.
Table 4.8: Attenuation coefficients of sample materials from Boone and Chavez
(1996)
Overall uncertainty
The total scatter angle uncertainty due to the above influences is therefore
Considering the magnitude of the individual terms shown in Table 4.9, the spectral 
width is clearly the limiting factor even with beam filtration in place.
Table 4.9: Uncertainty in the scattering angle resolution, i.e. the scatter peak
width, defined by the APXRD system
Source Symbol Magnitude (%)
Sample size and position A 61A 2.3%
Angular position of region of interest Aflpe 3.4%
Spectral width A0,se 19% Gd, 15% Sm-Sn

















Figure 4.19: Experimental arrangement for phantom imaging
4.6.3 P h an to m s for spa tia l reso lu tion  and  co n tra s t assess­
m ent
The experimental setup in Figure 4.15 interrogates only a single position within a 
sample, set by the incident pencil beam and the position of the sensor. Other au­
thors have investigated the application of X-ray diffraction for contrast enhancement 
in traditional mammography (Griffiths et al., 2003). The system in Figure 4.15 is 
not capable of producing X-ray diffraction ‘images’, as would be needed for this ap­
plication. It is therefore not possible to evaluate whether the APXRD system could 
in future be extended to mammography with this setup. In terms of biopsy analysis, 
this arrangement also requires any suspicious lesions in a sample to lie within the 
irradiation area so potentially leaves the system open to missing abnormalities.
To overcome these limitations, planar X-ray diffraction imaging could be em­
ployed. Planar imaging of a biopsy sample in the APXRD system would involve 
vertical translation of the entire core biopsy through the pencil X-ray beam. If a 
sensor with high dynamic range such as the Large Area Sensor were employed in the 
system, this planar imaging arrangement would also allow the transmission image 
of the biopsy to be reconstructed.
Figure 4.19 illustrates how the planar imaging capability of the system was 
tested. This system was installed on a Tungsten AGO 160 X-ray tube with 0.8mm 
Be inherent filtration and a focal spot size of 2.1x3.8mm (Cook, 2008b). The source 
was not shielded and no aperture was in place at the tube exit window. A 3mm 
layer of lead was placed around the tube and between Vanilla and the phantom 
to prevent radiation leaking from the tube and scattering into the detector. Given 
Equation 4.12 and lxc =  168mm and dsaurce=3.8mm (focal spot size maximum), the 
angular acceptance defined by a 1.0mm collimator is 0.82° and the height irradiated 
at the sample is 2mm. A translation stage capable of moving in both the horizontal 
and vertical directions was used to scan a series of phantoms through the incident 
X-ray beam. A smaller collimator was chosen as compared to the single sample 
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Figure 4.20: Three phantom s designed to  test the contrast and spatia l resolution  
of the AD XR D system . Side view s of (a) and (b) illustrate the penetration  of the  
different inserts within the phantom s.
1mm. Vanilla was fixed in position to  record scatter signatures betw een 2° and 9° 
to  increase the speed of acquisition. A t each position, a set of data  frames were 
acquired. At the end of each row, a background acquisition was made.
Three bespoke phantom designs are shown in Figure 4.20. A spatial resolution  
phantom was produced to  test the accuracy of the angular acceptance calculation, 
along with the ability of the A P X R D  system  to  distinguish different shapes. This 
phantom provides a means to  determ ine the feature sizes that can be resolved by the  
system . PE  is used as the background m aterial w ith acrylic features because acrylic 
is widely available in a variety of shapes. These materials were chosen because 
there is a significant (0 .3nm -1 ) difference between their diffraction peak positions 
(as docum ented by the IC D D ). A  depth dependence phantom  was produced to  
assess the ability of the system  to  discern a diffraction signal (from P T F E ) that had 
been attenuated by a large am ount o f tissue equivalent plastic (acrylic). A contrast 
phantom was designed w ith  inserts of all five plastics w ith acrylic as the background 
material. This was used to  analyse the contrast obtained with an X-ray diffraction 
image and in turn assess if any contrast improvement is available using the A P X R D  
system  as compared to  transm ission imaging. The m ethods for analysing data from  
the phantom  scans will be described in Chapter 5.
4.7 Sum m ary
The design, im plem entation and optim ization of an X-ray diffraction system  using 
A ctive P ixel Sensors has been described in this chapter. A description of the samples
1 1 0
and phantoms that will be used to test the system has been given. A linear systems 
model was developed to predict the performance of the system and evaluate various 
parameters including the spectral shaping filtration required and the scattered in­
tensity that will be provided. In the next chapter, this model will be used to verify 
results from the APXRD system.
Ill
Chapter 5
Testing of the A PX R D  system  and 
potential for breast biopsy analysis
5.1 Overview
A series of results from the Vanilla-based APXRD system will be presented in this 
chapter. The scatter signatures recorded for the samples described in Chapter 4 are 
compared to the output from both models, as well as data found in the literature. 
Using these results, an assessment of the system performance in X-ray diffraction 
studies of biological tissue is made. A full system characterization using the res­
olution, depth dependence and contrast phantoms is then presented, allowing the 
collimator geometry to be verified and a comparison of the contrast obtained with 
X-ray diffraction and traditional transmission images is made. The potential of the 
system to perform quantitative analysis of breast biopsy samples is simulated using 
the mixed ‘breast equivalent’ samples. Multivariate analysis is employed to build a 
regression model that enables the composition of ‘unknown’ samples to be predicted, 
hence providing the result that would be needed for a clinical implementation of the 
system. Finally, the results of a feasibility study using the Large Area Sensor in the 
APXRD system are presented.
5.2 Scatter signatures from plastic reference ma­
terials and tissue equivalent sam ples
5.2.1 D ata validation
The HPGe and ICDD models were used to verify all APXRD scatter signatures. 
Hydroxyapatite was used in Chapter 4 to compare the HPGe model results to the 
ICDD data. The predicted intensities of scatter from the linear systems ‘HPGe 
model’ is shown in Figure 5.1 for both filter types compared to the measured result. 
Given the margin of error due to counting statistics (7% for single filtration, 4%
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Figure 5.1: Verification of measured pattern using ICDD and HPGe models. Solid 
line displays profile measured with prototype Active Pixel Sensor and the dash- 
dotted line is the result of the HPGe model.
for balanced), the predicted and measured peak intensities can be seen to be in 
good agreement. The measured peak positions are 5.7±0.2° and 6.4 ±  0.2° for 
single and balanced filters, compared to predictions of 5.4±0.1° and 6.2±0.1° in the 
model. It should be noted that the measured result using a single filter is somewhat 
broader than the HPGe model as compared to balanced filters. This indicates that 
subtraction of two separate exposures removes an unwanted signal component that 
the background correction alone does not. It was found that adding an extra filter 
of 0.027gcm-2 of aluminium just after the collimator removed this, thus the added 
signal is likely to have been fluorescence production from the brass collimator.
For all materials measured, scatter signatures were compared to both the HPGe
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and ICDD models. The peak position, full width at half maximum (FWHM) and 
in the case of biological equivalent tissues, height from each material were also 
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Figure 5.2: Vanilla scatter signatures for plastics
Plastics provide excellent materials for testing the APXRD system because they 
are widely available in many preparations, have scatter peaks at similar angles to 
biological tissues and have a relatively large coherent scatter cross section. Figure 
5.2 shows the signatures recorded using both single and balanced filtration. It was 
seen that the PTFE scatter signature exhibited an unexpected second peak. The 
initial peak was verified by both the HPGe model and the ICDD result, while the 
second peak is not present in the ICDD result.
Table 5.1 documents the position and FWHM of the plastics scatter peaks from 
both the APXRD system data, the HPGe model and the ICDD model. It can be 
seen that the peak positions of all three models are largely in agreement within 
the errors. The exception to this arises in the ICDD data for PP and PVC, which 
suggests that the chemical properties of the PP and PVC samples used in this work 
deviate from the samples that were documented.
The FWHM of the data from the APXRD system is larger than that predicted by 
both models for both filtration options. This is likely to be due to radiation scattered 
from the X-ray tube casing and window, or penetrating the detector shielding. The 
extra contribution is present because the phantom imaging system was used to 
measure data for pure plastics and no source aperture was present.
Most plastic scatter signatures documented in the literature are from acrylic (also 
under the trade names of PMMA or lucite) and nylon. Nylon was not used in this 
work because it is available in many different forms that will have different scatter 
signatures so it is difficult to predict the results that will be obtained. The measured 
peak position and FWHM of acrylic agree well with measurements carried out on a
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Table 5.1: Characteristics of plastics peaks. The angular errors on the APXRD
results for peak position and FHWM are 0.2° and 0.3° respectively, while for the 
HPGe data they are 0.1° and 0.14° respectively. For the ICDD data, the error is 
negligible.
Material Single filtration Balanced filtration
APXRD HPGe ICDD APXRD HPGe ICDD
Acetal Peak 3.9 3.9 3.7 4.4 4.5 4.6
FWHM 1.8 1.4 1.3 2.2 1.7 1.6
Acrylic Peak 2.7 2.8 2.5 2.9 3.0 3.0
FWHM 1.8 1.4 1.8 2.4 1.9 2.9
PE Peak 4.0 3.9 4.1 4.5 4.4 4.3
FWHM 1.8 1.4 1.4 2.3 1.8 1.7
PP Peak 3.4 3.4 2.6 3.6 3.7 2.9
FWHM 2.2 1.8 1.6 2.5 2.2 2.3
PTFE Peak 3.2 3.3 3.1 3.6 3.6 3.8
FWHM 1.4 1.1 0.9 1.7 1.4 1.3
PVC Peak 4.2 n /a 3.2 4.9 n /a 3.7
FWHM 3.0 n /a 1.4 n /a n /a 5.1
similar system (Westmore et al., 1996). A separate measurement by Poletti et al. 
(2002) using monoenergetic Mo Ko characteristic lines at 17.44keV found the peak 
at x = 0.78nm~l with FWHM of 0.55nm_1. For the mean energy of 42keV defined 
with single filtration, their results are equivalent to a peak of 2.6° and FWHM of 
1.9°, in good agreement with those measured here. This shows that for materials 
with broad scatter peaks, the effect of spectral width on the measured profile is 
minimal. This result is promising for the chosen application of this system.
5.2.3 B reast tissue equivalent sam ples
Figure 5.3 illustrates the results obtained for the breast tissue equivalent materials 
of lard (adipose tissue), pork fat (adipose tissue), water (glandular tissue) and pork 
muscle (carcinoma). The scatter signature of chicken breast meat is not shown 
to improve the clarity of the figure as it closely overlays the water peak. These 
results show that balanced filtration gives a much larger peak intensity than single 
filtration, as expected, but the intensity of scatter using single filtration is still more 
than sufficient to visualise the different scatter peaks. As ICDD data is not available 
for the breast tissue materials, results were compared to the HPGe model and found 
to be in agreement.
A comparison of the measured signatures for the adipose and carcinoma equiv­
alent materials to the data measured by Kidane et al (1999) can be seen in Figure 
5.4. The close alignment of the expected peak positions indicates that an acceptable 
choice of equivalent material has been made in both cases. Both lard and pork fat
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Figure 5.3: Scatter signatures of breast tissue equivalent materials. SF refers to 
single filtration, BF to balanced filtration. See Table 5.2 for peak characteristics. 
Chicken breast meat overlays water closely so this was omitted from this figure for 
clarity.
have a larger full width at half maximum than adipose tissue so in future experi­
ments, other alternatives could be sought. The lard measurement is slightly closer 
to adipose tissue than pork fat indicating that this provides a better substitute 
material.
Figure 5.4: Comparison of the scatter signatures from breast equivalent materials 
measured using single filtration to real tissue signatures from Kidane et al. (1999)
Literature measurements are available for pork fat, water and pork muscle and 
are documented in terms of peak position, height and full width at half maximum
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(FWHM). Lard was compared to the literature data for adipose tissues. The peak 
characteristics for the APXRD data are compared to the literature in Table 5.2. 
Data is given in terms of angle for comparison to the APXRD system, calculated 
from the published momentum transfer values using the known mean energy of 
filtered spectra. Values of peak position and height from breast tissues in Kidane 
et al. (1999) are the mode of their tabulated data, while FWHM was evaluated 
directly from the graphs.
Overall, the APXRD system shows less than 5% deviation from the literature 
results in terms of peak position. The peak height for signatures from the APXRD 
system was calculated as the ratio of the peak intensity to the background between 12 
and 15°. The measurements of relative height for Poletti et al. (2002) are made using 
the background at 7-8n m r1 and the other measurements were calculated using the 
background at 3-3.5nm~l . As a result, it was not possible to draw direct comparisons 
between measured peak heights and literature results. Considering the FWHM 
of APXRD results for pork fat, water and pork muscle compared to Peplow and 
Verghese (1998), deviations of less than 3%, 8% and 6% are observed respectively. 
This indicates that as breast tissues have a low degree of order, the broad nature of 
the amorphous peak largely dominates the effect of spectral width. Using the raw 
tungsten spectrum at 70kVp to record the scatter signature of lard, a FWHM of 
4.8° was measured, twice that given in the literature. The filtration chosen for the 
APXRD is therefore sufficient to reduce the spectral width so its relative contribution 
to the peak width is almost negligible.
To construct a system for breast biopsy analysis, we need to identify materials 
present in an unknown sample given prior knowledge of the scatter signatures of 
possible components. In Chapter 1 it was suggested that the fat content of a breast 
biopsy sample could be used to distinguish healthy and diseased tissue, while other 
features of the samples, such as microcalcifications can identify the category of the 
disease i.e. benign disease or malignancy. Mixed samples of fibrous (chicken) and 
adipose (lard) tissue equivalents were prepared using a blender at City University 
(Farquharson, 2008). Proportions ranging from 0% fat, 100% fibrous, through to 
100% fat, 0% fibrous in 10% increments were made, along with samples of 25, 35 
and 45% fat content. Scatter signatures were recorded from each of these while the 
sample was rotated through 360° to ensure all regions of the sample were equally 
presented to the X-ray beam in case of any nonuniformity in mixing. Data from a 
selection of these samples is shown in Figure 5.5, along with a predicted signature 
calculated using a simple weighted superposition of data from the pure samples:
Prediction =  waR a +  w bR b (5-1)
where A and B refer to the fat and fibrous constituents, w represents the fraction 
of each material and R denotes the pure scatter signature of that material.
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Table 5.2: Values of parameters used to characterize scatter signatures for biolog­
ical tissues: peak position, relative peak height and full width at half maximum 
(FWHM). Readers are referred to the individual papers for errors on the data, they 
are not included here for brevity
Material Peak Position Relative Height FWHM
Lard
Single filtration 3.7 ±0.1 3.8 ± 0 .5 2.3 ± 0 .2
Balanced filtration 4.2 ±0 .1 11.8 ±0.5 2.3 ± 0 .2
Kidane et al. (1999) Adipose 3.8 (SF), 4.4 (BF) 3.2 1.5
Poletti et al. (2002) Adipose 3.8 (SF), 4.4 (BF) 15.3 1.4
Pork Fat
Single filtration 3.8 ±0 .1 3.9 ± 0 .5 2.7 ± 0 .2
Balanced filtration 4.3 ±0 .1 6.9 ±0.5 2.6 ± 0 .2
Peplow and Verghese (1998) 3.9 (SF), 4.5 (BF) 4.8 2.7
Water
Single filtration 5.6 ±0.1 4.1 ± 0 .5 5.4 ± 0 .2
Balanced filtration 6.2 4.5 ± 0 .5 5.1 ± 0 .2
Peplow and Verghese (1998) 5.5 (SF), 6.5 (BF) 3.6 5.5
Poletti et al. (2002) 5.4 (SF), 6.3 (BF) 8.4 4.0
Pork Muscle
Single filtration 5.6 ±0.1 4.1 ±0 .5 5.4 ± 0 .2
Balanced filtration 6.1 ±0 .1 2.5 ±0 .5 5.8 ± 0 .2
Peplow and Verghese (1998) 5.5 (SF), 6.5 (BF) 3.6 5.5
Kidane et al (1999) Carcinoma 5.3 (SF), 6.2 (BF) 2.0 6.4
The changing shape of the material profiles with increasing fibrous content is 
clearly visible with both filter options, although the distinction of the 20% and 40% 
fat samples is clearer using the single filter. The accuracy with which the simple 
superposition (denoted by triangles) predicts the expected profile is sensitive to 
even relatively small changes in the weighting values. The real test of the system, 
however, is to predict the content of an unknown sample using its scatter signature, 
rather than to predict the scatter signature from the sample content. The ability of 
the APXRD system to do this is tested in Section 5.4 using a multivariate analysis 
model based upon the mixed sample scatter signatures.
5.2.4 K idney stone and bone equivalent m aterials
Samples of kidney stone and bone equivalent materials were also interrogated with 
the APXRD system. Kidney stone equivalents include COM, CP, CPD, UA, MAP 
and HAP, while bone equivalents include HAP, collagen, water and lard. Collagen 
produced a broad, low intensity peak at 3.8° and the signatures of water and lard 
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Figure 5.5: Weighted linear combination of pure sample scatter signatures for fat and 
fibrous tissue equivalent mixes are shown as triangles (series labelled P). Measured 
(series labelled M) scatter signatures are shown as squares. Percentages refer to the 
amount of fat in a given sample, (a) shows the results for the single filter, (b) for 
the balanced filter.
Validation of the APXRD result was achieved for most of the kidney stone and 
bone equivalent materials. In general, the material distinction is better with single 
rather than balanced filtration. Discrepancies arose for MAP, COM and CPD. For 
MAP, the peak positions are verified but their height is not well matched. The peak 
seen at 3.5° in the single filtration result should be much more intense, indicating 
that there was an under-representation of this crystallite orientation in the sample. 
For COM, a particularly low scatter intensity was recorded by the HPGe detector in
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the com plete data set m eaning there were insufficient counts to  visualize a pattern  
once th is was passed through the linear system s m odel. For C P D  and COM , th e  
ICD D d ata  was a poor m atch, m ost likely due to  differences in th e  precise chem ical 
com position of the calcium com pound used, as both  C PD  and COM  can be verified  
w ith literature comparisons.
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Figure 5.6: Scatter signatures for kidney stone and bone m aterials
Signatures were compared to  results published by Batchelar et al. (2006) for 
bone and Batchelar and Cunningham  (2002) for kidney stones, as their system  is 
m ost closely aligned to  the A P X R D  arrangement. Com paring to  m onoenergetic  
results for these m aterials is inappropriate as the effect of spectral broadening is 
severe. A s an exam ple, a com parison between the present stu dy and their results
1 2 0
for hydroxyapatite and calcium phosphate using the single beam filter is made in 
Table 5.3. The peak position and height agree well for the first peak in the scatter 
signature. However, both materials exhibit a second peak, which can be discerned 
using the APXRD system but is not sufficiently intense to allow a separate full 
width at half maximum to be calculated. As a result, there is a disparity between 
the FWHM results, which for the APXRD system encompasses both peaks but 
includes only the first peak in the literature results. This disparity in the signatures 
is likely due to the difference in X-ray source used our source had a spectral width 
of 19% compared to 14% for the source used by Batchelar and Cunningham (2002).
Table 5.3: Single filter peak characteristics of hydroxyapatite and calcium phos­
phate. APXRD FWHM measurements include the width of two peaks as they are 
not sufficiently distinct to select one
Material Peak Position Relative Height FWHM
Hydroxyapatite
Present Study (Peak 1) 5.7 ±0 .2 2.2 ± 0 .4 2.5 ± 0 .3
Batchelar et al 2006 5.6 2.5 2.0
Present Study (Peak 2) 8.4 ± 0 .3 1.5 ± 0 .3 n /a
Batchelar et al 2006 8.3 1.5 n /a
Calcium Phosphate
Present Study (Peak 1) 5.7 ±0 .2 2.6 ±0.3 6.0 ± 0 .4
Batchelar et al 2002 5.5 3.1 2.2
Present Study (Peak 2) 8.5 ±0.3 1.8 ± 0 .3 n /a
Batchelar et al 2002 8.4 1.8 n /a
As kidney stones are rarely composed of a single material, four mixtures of pow­
dered materials were prepared and a prediction of the expected scatter signatures 
made using the method described above. Figure 5.7 shows the result for both filtra­
tion methods for a common mixture of COM and HAP (70:30), that accounts for 
up to 40% of stones. The predicted and measured signatures are in good agreement 
at wide angles for this mixture, but deviate at low angles.
A less common mixture accounting for around 5% of kidney stones is COM and 
Uric Acid and the results from different proportions of these materials (30:70, 50:50 
and 70:30) are shown for the single filter option in Figure 5.8. The predicted and 
measured signatures are generally in good agreement, apart from a discrepancy at 
low angles in the 30:70 result. For balanced filtration there was a marked discrepancy 
for the 70:30 sample but the other results agreed well.
Discrepancies could arise from a number of sources. Incomplete sample mixing 
would lead to higher concentrations of one or other of the materials in certain regions. 
Removing and replacing the sample would then result in different regions and hence 
compositions being interrogated. Further, the preparation of samples by mass is
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Figure 5.7: Predicted (P) and measured (M) scatter signatures for a mixture of 
calcium oxalate monohydrate (COM) and hydroxyapatite (HAP), representing the 
prevalent mixture of calcium oxalate and apatite in kidney stones (70:30)
30 • —COMiUric 30:70 M 
A—COMiUric 50:50 M 
x  COM:Uric 70:30 M
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Figure 5.8: Predicted (P) and measured (M) scatter signatures for three mixed 
samples of calcium oxalate monohydrate (COM) and uric acid (UA) are shown.
only valid if the material densities are equal and this may not be the case for the 
powdered substances. The fact that 2 of 3 measurements agree for both filtrations 
indicate that the latter reason is unlikely in this case and the former would provide 
a better explanation for the discrepancies.
Finally, a 50:50 mixed sample of hydroxyapatite and lard was interrogated to test 
the ability of the APXRD system to distinguish these components using their scatter 
signatures (Newton et al., 1992). Figure 5.9 shows that incomplete mixing had an 
impact on the measurement as a 50:50 superposition of the pure scatter signatures 
predicts the result for the single filtration measurement, but using balanced filtration 
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Figure 5.9: Predicted (P) and measured (M) results for a 50:50 mixture of hydroxya- 
patite and lard are shown. Overlaid is the prediction for a sample with a composition 
ratio of 62:38 HAP:lard.
5.2.5 C onclusions
Scatter signatures recorded with the APXRD system for phantom plastics, as well as 
breast, bone and kidney stone tissue equivalent materials have been presented in this 
section. Validation of the majority of materials was obtained using the HPGe and 
ICDD models as well as literature results and reasons for the identified discrepancies 
have been proposed. The filtration options chosen have been seen to reduce the effect 
of the spectral width of the X-ray beam to a level where it is dominated by the broad 
nature of the scatter peaks for amorphous materials. This is a promising result for 
the intended application. It has a more severe effect on the kidney stone and bone 
equivalent materials, which normally exhibit more crystalline diffraction peaks.
A number of refinements can be made to the experimental procedure based on 
the experience gained in these measurements. All samples should be rotated through 
360° during data acquisition (only mixed samples were rotated) to ensure all crys­
tallite orientations are presented to the incident beam and that any inhomogeneities 
or air bubbles within amorphous samples are averaged out. Further, the slightly 
broader peaks measured with the single filtration option can be prevented if an ex­
tra filter of 0.027gcm-2 of aluminium is added after the brass collimator to remove 
fluorescence production from the brass collimator. The output from Vanilla was also 
observed to drift as a function of room temperature. Data and background measure­
ments therefore either need to be acquired in immediate succession, or normalized 
to a given value, for example, a dark field measurement or the scatter signature 
value at wide angles.
For future measurements with the APXRD system, it would be sufficient to 
employ just one of the filtration options; both yield satisfactory results. Given the 
convenience of making only one exposure, single filtration might be preferred in 
general. However, if a smaller collimator were to be used and in turn the count rate 
reduced, the higher intensity of balanced filtration may be preferable.
Data collected with Vanilla has thus shown that the APS is a suitable device
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for performing angle dispersive X-ray diffraction with a polychromatic beam. The 
system provides data that can distinguish scatter peaks of biological tissues and true 
identification of the materials has been confirmed by the linear systems model. The 
agreement between measured, modelled, and previously published data for breast 
tissue equivalent materials indicates that an APXRD system should be suitable for 
breast biopsy analysis.
5.3 Phantom  imaging: system  characterization
and contrast potential
Following the conclusion that the APXRD system offers a valid option for breast 
biopsy analysis, a full evaluation of the system performance was needed. To achieve 
this, a 2D scan of each of the three test phantoms described in Chapter 4 was 
completed. At each (x,y) location in the scan, a scatter signature was recorded so a 
3D array resulted, with the x and y dimensions being the dimensions of the phantom, 
and the z dimension being a function of angle. For system characterization with the 
spatial resolution and depth dependence phantoms, 2D scans were used only for 
feature localization and ID line scans were used in calculations. In the contrast 
phantom, over six materials are present so a single material specific image is derived 
from the scatter signatures to discern each material. The contrast of the resulting 
image can then be directly compared to a transmission image.
5.3.1 System  characterization  
Verifying angular acceptance
As described in Section 4.6.1, the angular acceptance of the experimental phantom 
scanning system was chosen based on simple geometrical arguments. Using Vanilla 
to measure the beam dimensions found that the beam height and width in the 
detector plane were 6.3mm and 4.3mm respectively. The full width at half maximum 
of these near-Gaussian profiles was 2.9mm and 1.9mm respectively. Using geometry 
to calculate the beam size in the sample plane yielded 2.6mm height and 1.8mm 
width with FWHM of 1.2mm and 0.8mm respectively. The beam width for the 
selected collimator with angular acceptance of 0.83° was expected to be 2mm given 
the calculation made in Chapter 4. Thus a phantom scan completed with 1mm 
steps should isolate the scatter signatures from different materials and corresponds 
to the maximum available resolution. A ‘coarser’ scan of 2mm steps will subsample 
the image.
The resolution phantom containing inserts of between 3 and 10mm diameter in 
both circles and squares was scanned to test this. A 2mm scan was made initially 
to localise the inserts (see Figure 5.10). A 1mm line scan was then made across
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Figure 5.10: Image of resolution phantom acquired in coarse steps of 2mm to localise 
insert positions. Angle of interest is 3°, the angle of maximum contrast between 
acrylic and polyethylene. Inserts of circles, squares and a single semicircle can be 
seen.
the centre of the two lines of inserts. Considering the signatures shown in Figure 
5.2, 3° was selected as a suitable angle to highlight the acrylic inserts relative to 
the background. The two sets of line scan values at 3° are illustrated in Figure 
5.11. Thresholding at 6DN (just above the noise level) enables the inserts to be 
distinguished and Table 5.4 shows the insert sizes evaluated using both the original 
coarse scan data and the fine line scan data. This table shows that the coarse scan 
is subsampling the data as expected because it is unable to distinguish the odd sized 
inserts. All inserts can clearly be delineated by the 1mm scan, indicating that the 
beam size is as predicted.
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Figure 5.11: Profiles across the 1mm line scan of circular and square inserts. Clear 
delineation of the inserts from the background is possible, and the insert sizes pre­
dicted from thresholding at 6DN (just above the noise level) are listed in Table 
5.4.
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Table 5.4: Size of inserts in resolution phantom as predicted by coarse and fine 
scans, compared to the known insert dimension.
Feature type Dimension (mm) Coarse scan size (mm) Fine scan size (mm)




Square 7 8 7
5 4 5
3 4 3
Effect of sample size
Considering the depth dependence of the X-ray diffraction signal in the APXRD 
system has two benefits. Firstly, it enables the influence of contaminating signal on 
the scatter signature, such as the paraffin wax that would contain a breast biopsy 
sample, to be assessed. Secondly, it allows us to establish if the APXRD system 
could be applied in a ‘diffraction enhanced breast imaging’ scenario (Griffiths et al., 
2003).
The depth dependence phantom described in Chapter 4 contains PTFE inserts 
with 10mm and 4mm diameter of various thicknesses contained within layers of 
acrylic. A line scan of 1mm steps was made along the centre of each line of inserts. 
Figure 5.12 shows the scatter signatures from points within the 10mm diameter 
insert line corresponding, to 0, 3, 6, 9 and 15mm of PTFE. Any remaining thickness 
up to the total of 15mm was composed of acrylic. The intensity of signal from 
the PTFE inserts is reduced with decreasing thickness. This can be explained by 
both the reduction of PTFE present in the scattering volume and the increased 
attenuation of the scattered signal by the volume of acrylic.
Figure 5.12 illustrates that it is still possible to view signal from the 3mm PTFE 
insert using the minimum at 4.6° when it is surrounded by 12mm of acrylic. It 
was found that adding an extra 3mm of acrylic on either side of the phantom made 
the PTFE data indistinguishable. This result indicates that the APXRD system 
would not be suitable for extension into mammography. The average thickness of 
the compressed breast is around 4cm and the scattered intensity from breast tissue 
is much lower than that of plastics so it is likely that the signal would be completely 
attenuated.
Figure 5.13 plots the line scan profiles highlighting both acrylic (a) and PTFE 
(b) angles of interest. It is clear from the profiles at the PTFE angles of interest 
that it is not possible to discern the 3mm insert. However, as Table 5.5 shows, the 
3mm thick PTFE insert can be identified correctly with 4.5° as the angle of interest. 
Results from these investigations indicate that over 4 times as much contaminating
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 9mm PTFE (A-P-P-P-A)
 6mm PTFE (A-P-P-A-A)
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Figure 5.12: Scatter signatures recorded for layers of PTFE, surrounded by increas­
ing thicknesses of Acrylic. The thin solid line illustrates the profile recorded from 
a 15mm thickness of PTFE centred on scattering volume. Dashed lines show the 
effect of reducing the thickness of PTFE present (down to 3mm) and replacing it 
with layers of acrylic. The sequences of letters show the order of materials present, 
with each representing a 3mm layer. Vertical lines at 3.2, 4.5 and 6.8° highlight 
relevant angles of interest for discerning acrylic and PTFE data.
Table 5.5: Size of PTFE thicknesses surrounded by acrylic layers. Thresholds were 
applied to the profiles illustrated in Figure 5.13 of >35, <14 and >12DN for 3.2, 
4.5 and 6.8° respectively and the number of horizontal positions above or below the 
threshold was used to estimate the diameter of the PTFE insert.
Layers
10mm diameter 4mm diameter
3.2° 4.5° 6.8° 3.2° 4.5° 6.8°
A-P-A-A-A 2 10 0 0 4 0
A-P-P-A-A 10 10 10 4 4 4
A-P-P-P-A 10 10 10 4 4 4
P_P_P_P_P 10 12 10 4 4 4
material as sample is needed to obscure the interesting signal and careful selection 
of angles of interest can be used to ‘find’ signal among this contamination.
5.3.2 C o n trast p o ten tia l
Angles of m axim um  con trast and signal-to-noise ratio
When imaging the phantom designed to assess the contrast potential of the system, 
the most relevant angles to examine are those that correspond to the maximum 
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Figure 5.13: The PTFE inserts were centred on horizontal positions of 12, 30, 52 and 
70mm. Selecting 3.2°, 4.5° and 6.8° as the angles of interest from Figure 5.12, the 
profiles above were formed for PTFE diameters of 4 and 10mm, and the predicted 
dimension of the inserts evaluated.
relative to the acrylic background was calculated using
C = (5.2)
AH +  AH
where the associated error on the contrast oc  is calculated through (Griffiths et al., 
2008)
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Figure 5.14: Contrast between each insert material and the background of acrylic 
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Figure 5.15: Signal-to-noise ratio of each insert as a function of angle
In the case where multiple inserts of the same material are present, data from 
all inserts were averaged. In addition, the signal-to-noise ratio of each insert is 
calculated as S N R  = n/cr, where // is the mean of the insert region and a is the 
standard deviation. The contrast and signal-to-noise ratio as a function of angle 
are shown in Figures 5.14 and 5.15 respectively. For most materials, angles that 
correspond to a high contrast and also provide a good signal-to-noise ratio.
Table 5.6 lists the angles at which the highest contrast can be obtained between 
a given insert and the acrylic background, along with the signal-to-noise ratio of the
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Table 5.6: Angles at which maximum contrast is available between the different 
insert materials and the background of acrylic. The error on the contrast is less 
than 0.5% for all inserts. Angles with low signal-to-noise ratio (SNR) indicate that 
acrylic has higher scatter intensity and the insert is closer to 0.
Material Angle Contrast SNR
PE 2.6 0.99 0.2
4.1 0.47 7.8
PP 2.3 0.81 0.2
3.7 0.24 9.7
Acetal 2.5 0.99 0.1
4.4 0.51 5.2
PTFE 3.2 0.52 6.1
4.8 0.39 1.9
8.4 0.70 3.3
PVC 2.4 0.94 0.3
4.3 0.18 3.4
Table 5.7: Angle at which the maximum signal-to-noise ratio is available for each 








insert at that point. The high contrast at low angles comes from the fact that the 
scatter signature of acrylic peaks at 2.7°, significantly lower than the other materials, 
so acrylic is highlighted by selecting any angle less than this. Figure 5.16 shows the 
2D images at angles which highlight the relevant insert material, rather than the 
background. Images were obtained by averaging data from ±0.2° on either side of the 
identified angle of interest. While PTFE and Acetal can be easily distinguished in 
this way, the angles of ‘maximum contrast’ of the other materials do not sufficiently 
highlight the relevant insert.
Supplementary to the investigation of maximal contrast is that of maximum 
signal-to-noise ratio. Table 5.7 lists the angles where maximum SNR can be ob­
tained. For PE, PP, Acetal and PVC, (4.3 dt 0.1)° provides the best SNR whereas 
for PTFE, this is found at 6.3°. Images at these angles are shown in Figure 5.17.
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(c) PE (bottom centre) and Acetal 
(rest)
(d) PP (bottom left)
Figure 5.16: Contrast phantom images created by selecting different angles to high­
light the maximum contrast of different inserts relative to the acrylic background 
(see Table 5.6)








Figure 5.17: Contrast phantom  images created by selecting different angles to high­
light the maximum signal-to-noise ratio of different inserts (see Table 5.7)
Producing a m aterial specific image
W hile the images produced from a single angle individually highlight different ma­
terials, a more valuable result for comparing diffraction and transm ission data is 
to  combine the diffraction data into a single image that allows all m aterials to be 
distinguished. The angles and types of combination to test will depend on the mate-
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Figure 5.18: Contrast phantom images created by summing intensity data between 
2 and 5° to enable each material to be identified by a different grey level. Figure 
(a) shows the complete image, while (b)-(e) select different regions of the grey level 
to highlight different materials making different inserts visible. The summation of 
counts was shown to have an accuracy of at least 70% in identifying each material, 
while maintaining a low error rate of less than 6% of the array.
rials that should be distinguished. Looking at the scatter signatures of the plastics, 
it is clear that most of the diffraction information exists between 2 and 6°, with 
higher angles than this relating to the background signal (except for PTFE). This 
is therefore the most relevant angular range to consider when combining scattered 
intensity for these materials.
To compare different combination images, a testing methodology was developed. 
For each plastic insert that could be distinguished in a given combination image,
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the range of grey levels it displayed was found and all points that had values in this 
range were counted as belonging to that material. The resulting ‘mask’ showing 
which points in the image corresponded to that material was compared to the known 
insert positions. The percentages of correctly identified points within the insert(s), 
missed points in the insert (s) and erroneous points relative to the whole array were 
calculated. The range of relevant combinations for angular data were narrowed down 
to linear (addition of 2 or 3 weighted values from different angles), logarithmic, ratio 
and summation (over a range of angles).
It was clear from testing relevant combinations that the scatter signatures of PE 
and Acetal were too similar to separate so the PE and Acetal inserts were considered 
together, leaving five materials to distinguish. Linear combinations were commonly 
able to distinguish at most three of the plastics. Using logarithmic combinations, 
it was difficult to distinguish acetal and PE from the acrylic background. Ratios 
weighted by the relevant angle suffered the same problem. The most promising com­
bination was the sum of intensity between 2 and 5° which enabled all five materials 
to be distinguished with a minimum of 70% detection of counts within the insert and 
less than a 6% error rate. The overall combination image is shown in Figure 5.18 
(a). Thresholding the relevant grey scale for each material shows that it is possible 
to distinguish all materials. Some of the images show contamination in horizontal 
lines 1 and 11 from half way across. These measurement had to be delayed half 
way through so some temperature drift is present. Data in both lines should belong 
to the acrylic background so any signal detected when looking at the inserts was 
ignored and did not contribute to the error count.
Comparison of diffraction and transmission information
To compare the utility of the material-specific diffraction image with a standard 
transmission image, the contrast available in each should be compared. A second 
scan of the contrast phantom was made with Vanilla aligned with the primary 
beam to record the transmission data in the same steps as the diffraction data. 
A transmission image acquired in standard imaging geometry would have a much 
higher spatial resolution than the coarse stepped diffraction scan, so a comparison 
between the two would not have been appropriate. Further, this arrangement mimics 
the data that would have been available from the Large Area Sensor had this been 
used in the phantom scanning system.
Figure 5.19 illustrates the contrast and contrast-to-noise ratio (CNR) available 
for the different materials in the transmission and diffraction images. The ‘Cor­
rected’ data refers to dividing the diffraction and transmission images, a common 
procedure to account for sample self attenuation in X-ray diffraction data. The 
contrast available from material-specific diffraction image is clearly far higher than 
that possible using transmission data. The exception is the case of PVC, which from
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Table 4.2 has a significantly higher attenuation  coefficient than the other p lastics so 
has reasonable contrast in the transm ission image. A pplying the ‘attenuation  cor­
rection’ to  the diffraction im age only significantly improves the contrast of P T F E , 
while reducing the PVC contrast to  below the transm ission level and m aking a  m od­
erate difference to  the rest. T his is to  be expected  as P T F E  and PV C  have the m ost  
significantly different attenuation coefficients compared to  the rest of th e  m aterials  
(see Chapter 4).
T he contrast-to-noise ratio is another relevant m easure as it allows us to  account 
for the difference in counting sta tistics  of transm ission and diffraction im ages. It is 
given by
CNR  = iMi — M2 I
o-i
(5.4)
The C N R  is superior in the transm ission im age for 4 out of the 5 m aterials for th is  
reason. Perform ing the attenuation  corrections adds the noise of the two im ages in  
quadrature so the change in C N R  after correction is less significant than the change  
in contrast. For exam ple P T F E  contrast increased by 21% w ith correction whereas 
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Figure 5.19: Comparison of th e  contrast available from the transm ission im age, 
com pared to  that of the m aterial-specific X-ray diffraction image. A lso included are 
the results from the ‘transm ission corrected’ m aterial-specific image.
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5.3.3 Sum mary of phantom  results
2D phantom imaging was completed to characterize the angular acceptance and 
data depth dependence of the APXRD system. The maximum resolution available 
with the current system arrangement was found to be 1mm. Better resolution could 
be obtained by reducing the collimator size, trading scattered intensity for required 
resolution. By carefully selecting the angle at which to analyse data from the depth 
dependence phantom scan, it was possible to retrieve signals from PTFE that had 
been obscured within 12mm of acrylic. However, this signal was entirely lost with 
the addition of 18mm of acrylic indicating that the APXRD system would not be 
suitable for application in conventional mammography. Data from the contrast 
phantom was used to produce a single material-specific diffraction image based on 
a summation of counts between 2 and 5°. If a planar imaging arrangement were to 
be employed in a biopsy analysis system to avoid missing lesions in different parts 
of a sample, a different combination image may be required as different angles of 
interest exist in this case. Comparing results from the material-specific image to 
equivalent transmission data, it is clear that superior image contrast is available 
using the material-specific X-ray diffraction image.
5.4 A m ultivariate m odel for breast biopsy  
analysis
5.4.1 M odelling th e com position of breast tissue equivalent 
m ixtures
The goals of multivariate analysis are to describe and correlate structures in data 
containing many observations of different variables, for multiple samples of interest. 
In this work, these relationships enable us to build a model that can predict the 
composition of a biopsy sample based on its scatter signature. Full multivariate 
analysis theory can be found in, for example, Afifi (2003). A detailed description 
of the application of this theory to spectroscopic data is given in The Unscrambler 
‘Methods’ documentation from CAMO Software AS (2006). Version 9.6 of The Un­
scrambler software (CAMO Software AS, 2008) was used to complete the following 
analysis.
Two multivariate tools are employed here to demonstrate the potential of us­
ing the APXRD system for breast biopsy analysis. Principal Components Analysis 
(PCA) is used to search for structure in the data, find out how different samples 
are related to each other and determine how each angle in the scatter signature 
contributes to this relationship. ‘Principal components’ (PCs) are orthogonal direc­
tions in variable space that sequentially minimise the variance in the data set. The
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‘residual variance’ after each PC has been found is the amount of variation in the 
data that remains to be explained. This will be minimal when the optimum number 
of PCs has been found.
Partial Least Squares (PLS) regression looks for relationships between the many 
variables and samples and produces a predictive model of these relationships with 
no prior knowledge of the statistics of the data set. PLS is an iterative process of 
calibration using ‘known’ samples and validation using ‘unknown’ samples. The first 
step of validation is to identify and omit outliers. The second step is to test the 
performance of the model when new data is introduced. This is frequently achieved 
using ‘full cross validation’, where a model is built iteratively by leaving out one 
calibration sample each time and calculating a sub-model of the remaining samples 
to predict its value. Finally, the composition of new samples can be predicted. The 
‘root mean square error’ (RMSE) of the model tells us the accuracy with which 
predictions can be made.
Scatter signatures from four measurements of all fat/fibrous mix samples de­
scribed in Section 5.2.3 were imported into The Unscrambler (CAMO Software AS, 
2008). The average profiles from these measurements are shown in Figure 5.20. 
Samples with 0%, 20%, 40%, 50%, 60%, 80% and 100% fat were used for calibra­
tion, while 25%, 35% and 45% fat samples were used for the final validation stage 
i.e. prediction. The known fat and fibrous contents of each sample were input as 
variables for the calibration samples. The sampled angular range of 3-10° associated 
with the spectra was input and a separate model was built for each filter option.
5.4.2 Im plem enting and testing  the m odel 
Preprocessing
Data preprocessing may be necessary if the input scatter signatures are of poor 
statistical quality, or suffer from additive or multiplicative offsets due to data ac­
quisition parameters. Without preprocessing, attempts to form a model of these 
data sets may only produce a model of the noise and will have reduced predictive 
capability. The need for preprocessing can be assessed through the RMSE of models 
produced with different processing applied. A ‘predicted vs. measured’ graph plots 
the composition values predicted by the model against those input by the user and 
should ideally exhibit a slope of 1 and root mean square error in prediction (RM- 
SEP) of 0. Preprocessing should be used only if it yields results that are closer to 
the ideal than obtained with the raw data.
The Unscrambler software (CAMO Software AS, 2008) includes a number of 
preprocessing functions relevant to spectral analysis. Mean and/or area normal­
ization rescale the data so that the area under the spectrum is the same for all 
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Figure 5.20: Profiles acquired for fat/fibrous mixtures, labelled by percentage fat 
content. Savitzky-Golay smoothed data is shown as a line plot with the raw data 
as points to illustrate the progression between 100% and 0% fat (or 0% to 100% 
fibrous)
in diffraction spectra due to noise. Centering is the process of subtracting the aver­
age from each variable and ensures all results are interpreted in terms of variation 
around the mean. Centering is enabled as the ‘default’ for PLS models and should 
always be performed on spectroscopic data (CAMO Software AS, 2006). Multiplica­
tive scatter correction (MSC) can be used to remove multiplicative (amplification) 
and additive (offset) effects from a spectrum. The decision to apply MSC can be 
taken by looking at a ‘percentile plot’, which shows the variation in data values 
for each wavelength. The percentile plot highlights the wavelengths that have the 
largest variation; these are probably the most informative wavelengths. When a 
baseline shift has occurred, the percentile plot will show a similar spread for all 
wavelengths, even those whose values are close to zero. In this case, MSC is needed.
Table 5.8: Predicted vs Measured slope and root mean square error for calibration 
and validation using different types of preprocessing to assess the optimum type to 
apply. Full Cross Validation was applied in all cases. The optimum results are a 
slope of 1 and RMSE of 0 so MSC was selected as the best processing option. 40% 
(4) refers to the 4th repeat measurement of the 40% fat sample being an outlier
Processing Outliers Cal. Slope Cal. RMSE Val. Slope Val. RMSE
None 40% (4) 0.99 0.04 0.98 0.05
Mean Norm. None 0.95 0.07 0.93 0.09
MSC 40% (4) 1.00 0.02 1.00 0.02
Smoothing 40% (4) 0.99 0.04 0.98 0.05
For both single and balanced filter data sets, a preliminary model was formed 
using the minimum in the residual variance to select the optimum number of PCs. 
This was repeated for the three most relevant preprocessing options and Table 5.8 
shows the resulting slope and RMSE of the ‘predicted vs. measured graph’ for the 
single filtration data. Multiplicative scatter correction was thus chosen as prepro­
cessing for the single filter data. Analysis of the percentile plot confirmed that MSC 
should be applied. For balanced filtration, no preprocessing was applied as the pre­
liminary model with full cross validation had a calibration slope of 1.00, RMSE of 
calibration (RMSEC) of 0.02, validation slope of 1.00 and RMSEP of 0.02.
M odelling and refinement
Once preprocessing has been selected, refinement of the model and interpretation of 
the results can begin. The first stage of refinement is outlier detection; three outliers 
were identified overall. For the single filter data, the 25% data set was of very poor 
statistical quality, possibly due to the presence of an air bubble in the sample holder 
although care had been taken to prevent these. The 4th repeat measurement of 
the 40% sample was also an outlier. For the balanced filters, the 3rd repeat for 
the 45% sample was an outlier. Where necessary, outliers were omitted from model 
calibration. The optimum number of principal components for single and balanced 
filters are 3 and 2 (99.9% explained variance) respectively. The number needed for 
predictions are 2 and 1 respectively.
Interpretation
With preprocessing applied, the optimum number of PCs chosen and outliers re­
moved, the data is ready for interpretation. First, a principal components analysis 
is run using the optimum number of components to look at the structure of the 
data. Then, the PLS model is calibrated and tested with the validation samples.
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Figure 5.21: Loadings plots along PC2 and PCI showing which angles contribute 
similarly to the PC A model.
P C  A: Loadings Loadings describe the data structure in terms of variable corre­
lations; variables are positively correlated if they have similar values along a given 
PC. The plots in Figure 5.21 show the loadings of each angle along each PC. The 
angles in the range over which the fibrous peak dominates scattered intensity (see 
Figure 5.20) are shown as black circles, while the angles where the fat peak dom­
inates are illustrated by white circles. For both filter options, the loadings show 
a positive correlation between the angles within the fat and fibrous peaks and a 
negative correlation between these groups.
The distinction between the two groups of angles is clear for the balanced filter 
data, but as noted previously, a third PC is needed to fully describe the variation in 
the single filter data. This was further confirmed using a correlation loadings plot to 
test the data against the limits of 100% and 50% explained variance. For balanced 
filters, just a single angle (3°) was poorly described as two PCs should fully describe 
the data. For single filter, 10 angles are poorly described by PCs 1 and 2; a third
o
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principal com ponent is needed to  explain the variation in these angles.
PC  A: Influence An influence plot is used to  look for any sam ples th a t are badly  
described by PC  A and are having a significant effect on the results. It shows the  
residual variance of a sam ple p lotted  as a function of leverage, the distance from the  
projected sam ple (i.e. the approxim ation of the sam ple m ade by the P C A  m odel) 
to the centre of the m odel (m ean point).
Figure 5.22 shows that for balanced filters, all sam ples axe well described and  
none have an unusually high influence on the m odel. For the single filter, repeat 1 
and 3 of the 0% fat sam ple are shown to  have a relatively high leverage and residual 
variance. Looking closely at the spectra for these repeats, there are a few points at 
which they deviate significantly from the average profile. Such deviations are not 
physically significant so are probably noise arising from either low counting sta tistics  
of the single filtration for th is sam ple, or uncorrected noise introduced by the sensor.
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Figure 5.22: Residual variance vs influence, sam ples w ith  high influence and residual 
variance are not well explained by the m odel and m ay have a significant im pact on  
its accuracy - two of these are circled in (a)
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T he m odel describes well the actual structure in the data but cannot explain these  
noisy deviations leaving these two m easurem ents w ith  a high residual variance.
P C  A: Scores Scores describe the data structure in term s of patterns betw een  
sam ples. Sam ples w ith close scores along the sam e PC  are similar and vice versa. 
T he sam ple scores on PC2 and P C I are shown in Figure 5.23. P lotting  a hotelling  
T 2 ellipse on these plots showed that all sam ples were contained w ithin the outlier  
boundary, although the two m easurem ents identified above as having a high influence 
on the single filter m odel were closer to  the boundary than the other m easurem ents 
for that sample. The ‘K m eans’ clustering algorithm  was used to  identify 7 groups 
in the data. The clusters identified using the Euclidean (direct) distance betw een  
sam ples in the scores p lot are shown as different series in Figure 5.23. Com paring  
the position of the sam ples on the scores plot to  the positions of the angles on the  
loadings plot, we can see that P C I clearly describes the fat content of the sample; 
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Figure 5.23: Scores plot result from PC  A  showing the separation of th e  sam ples 
along P C I and PC2.
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high loadings on PCI are those found in the fat peak.
The stability of a scores plot can be examined through the Martens Uncertainty 
Test (see Figure 5.24). This looks at the variation of B-coefficients, scores and 
loadings over all sub-models in full cross validation relative to the final values in the 
total model. The two samples identified previously with high influence can be seen 
to have some instability in their scores in some of the cross validation sub-models 
but this is relatively small and no other significant deviations are observed, so we 
can conclude that the models are robust.
PC2
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Figure 5.24: Uncertainty limits from the Martens uncertainty test show the deviation 
of the position of each sample from its final position during full cross validation
PLS: B-coefficients After interpreting the PCA results, the PLSl model was 
finalised, ‘b-coefficients’ are the coefficients of the multivariate regression so they 
can be used to examine which angles have the largest influence on the model. Those 
with small values or large uncertainty limits, specifically that cross the axis, are 
classed as insignificant. The b-coefficients for both models are shown in Figure 5.25 
with error bars illustrating the uncertainty limits.
142





3.03 3.84 4.65 5.45 6.25 7.05 7.85 8.64 9.44
(a) Single filter
Regression coefficients (B)
0.0020 Peak at 3.8°, 
largest fatifibrous 
contrast





3.04 3.58 4.11 5.19 5.72 6.26 6.79 7.32 7.86 8.39 8.91 8.91 9.44 
(b) Balanced filter
Figure 5.25: Regression coefficients establish which variables (angles) are the most 
important in forming the model.
In building the balanced filter model, the majority of angles are significant. The 
model depends on both the fat and fibrous content of the sample for its predictions. 
For the single filter model, multiplicative scatter correction has been applied and 
this highlighted significant angles that lie largely within the fat peak. Repeating 
the modelling process with only 5 angles between 3 and 3.5° achieved a model with 
calibration slope 0.97, validation slope 0.98, and RMSEC and RMSEP 0.04. This 
shows that the single filter model is almost entirely based around the changing shape 
and decreasing intensity of the fat peak as fat content decreases.
PLS: P red icted  vs M easured The root mean square error (RMSE) is the aver­
age difference between the predicted and measured values of the calibration samples 
and should be minimised to achieve the smallest possible error on predictions. The it­
erative process of calibration and validation to create a model ends when the optimal 
RMSE has been reached. Figure 5.26 shows the predicted vs measured graphs for 
the optimum PC in each model. Table 5.9 summarises the calibration and validation
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slopes and RMSEs for both filter models. For the single filter model, RMSEP=0.029 
at PC2. For the balanced filter model, it is slightly lower at RMSEP=0.018.
R-Squarei « Slope Offset RMSE
Cal 0.002 0.022 0.9950.995
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Slope RMSE R-SquareOffset
Cal 0.997 0.001 0.017 0.997
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Figure 5.26: Predicted vs measured for the optimum prediction PC in each model 
(PC2 and PCI for single and balanced filters respectively). ‘Cal’ refers to the cal­
ibration results, while ‘Val’ refers to the results predicted by the model for the 
calibration samples.
5.4.3 P red ic tin g  th e  com position  of unknow n sam ples
With the model refined and analysed, the next step is to test its ability to predict 
the content of new samples. Diffraction spectra for the 3 validation samples with 
compositions of 25, 35 and 45% fat were used. The resulting predictions can be 
seen in Figure 5.27. No predictions for the 25% set are available for the single filter 
model as this sample was omitted at the outlier detection stage. The error bars on 
the predictions illustrate the root mean square error of prediction. This was 0.029
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Table 5.9: Calibration and validation slope values on each PC for single and bal­
anced filters
Filter PC Calibration Slope RMSEC Validation Slope RMSEP
SF 1 0.9592 0.0639 0.9527 0.0692
2 0.9952 0.0219 1.0026 0.0291
3 0.9978 0.0153 1.0020 -0.0021
BF 1 0.9971 0.0169 0.9885 0.0184
2 0.9973 0.0163 0.9987 0.0183
for the single filter model and 0.018 for the balanced filter model. Using 1, 2 or 
3 measurements per sample to build the model rather than all 4 repeats resulted 
in an increased RMSEP, indicating that including more calibration measurements 
could further improve the accuracy of the models. The deviation of a prediction is 
calculated as a function of the global model error, leverage and residual variance 
CAMO Software AS (2008). This can be used to identify outliers if the deviation 
level is much larger than the RMSEP. In general, the single filter model gave a higher 
deviation as compared to the balanced filter model, but neither showed significant 
outliers.
It can be seen from Figure 5.27 that the single filter model correctly predicts 
the sample content within the bounds of error in 8 out of 10 cases. The balanced 
filter model consistently overestimates the value of the fat content, but is correct 
to within the bounds of the prediction error for all measurements of the 25% and 
35% samples. The predicted content using the balanced filter model is consistently 
higher for the 45% sample at close to 48%. The single filter model also gives an

























Figure 5.27: Comparison of predictions made by the PLS models of single and 
balanced filter data.
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overestimate for this sample indicating that the ‘known’ fat content, as determined 
by the sample preparation, is probably slightly higher than expected.
One further analysis option available in The Unscrambler is a preprocessing 
transform that adds noise. This can be used to test the ability of the model to 
predict sample contents when it is presented with noisy spectra, as opposed to 
the optimal spectra acquired for training. Two options are available: proportional 
noise, which adds noise whose size depends on the level of the original data values, 
and additive noise, whose size is independent of the original data and the standard 
deviation of the added noise is the same for all data points. The models were tested 
with: 5, 10 and 25% proportional noise; 1, 2.5, 5 and 10<r additive noise; and 10% 
proportional plus 2.5cr added noise. The predictions resulting from these ‘noisy’ 
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Figure 5.29: Change in RMSEP with added noise
Proportional noise has a minor effect on the prediction and RMSEP for both 
filters. The single filter model can still predict the sample contents correctly within 
the bounds of error with up to 25% added proportional noise, while the balanced 
filter model can cope with up to 10%. Additive noise makes a more significant 
difference to the RMSEP at the 2.5cr level for the single filter model and at the 
5<t level for the balanced filters model. This may be due to the application of 
multiplicative scatter correction (MSC) to single filter data which accounts for offsets 
in the original data. If a different offset is present, a new MSC will need to be 
calculated. Future investigation would be needed to assess whether recalculation 
of the MSC for noisy spectra affects the prediction capability of the model. A 
combination of 10% proportional and 2.5cr additive noise was tolerated by both 
models.
5.4.4 O verview  of m u ltivaria te  analysis resu lts
Multivariate analysis has proved to be a valuable tool for identifying the amount 
of fat in a variety of samples ranging from 0 to 100% fat content. Modelling on 
the single filter data requires preprocessing in the form of multiplicative scatter 
correction to be performed. However, with this preprocessing it can produce an 
accurate model from just 5 angular positions (those within the fat peak). Modelling 
on the balanced filter data produces a more robust model without the need for 
preprocessing. It is also less susceptible to noise, most likely because it uses all the 
angles in the spectra for the model. It produces more consistent predictions overall, 
although these may overestimate the fat content by as much as 2%.
Results from this test indicate that either filtration could be employed in future 
modelling, with balanced filtration being slightly preferable in terms of model ro­
bustness. The RMSEP for both models is at most 0.03 so a prediction of 25% is 
realistically 25 ±3%. The fat content in any sample can thus be estimated to within
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this margin of error.
For final conclusions to be drawn, the model would need to be trained with a 
bank of measurements from real breast biopsy samples covering varying degrees of 
disease, both malignant and benign. An initial test could be performed using breast 
tissue samples identified by a histopathologist as containing varying degrees of fat. 
Unfortunately, difficulty in gaining access to such tissue specimens has prevented a 
full systematic study from being performed in this work. Given the values presented 
Chapter 1, the small margin of error achieved with this model is more than sufficient 
to distinguish healthy (> 70% fat) from diseased (< 30% fat) tissues. It also has the 
potential to accurately distinguish between breast diseases with varying degrees of 
fat content, for example, fibrocystic change (30% fat), carcinoma (15-20% fat) and 
fibroadenoma (almost 0 % fat).
5.5 Feasibility study of A PX R D  w ith the Large 
Area Sensor
In the previous sections, the implementation and testing of the Vanilla-based 
APXRD system was presented. Next, results from a feasibility study using the 
Large Area Sensor in the APXRD system will be presented. The aim of the study 
was to establish the advantages that large area and wide dynamic range could bring 
to the system and assess the future developments that would be needed to use LAS 
as the APXRD detector. Details of the experimental APXRD system with LAS 
are given below. Scatter signatures from the six plastics included in the contrast 
phantom were used to compare the two systems.
5.5.1 Experim ental setup
The experimental setup used for phantom imaging was employed for testing the LAS 
system and different plastics were selected by appropriate positioning of the relevant 
contrast phantom inserts in the X-ray beam. The LAS ADC range, reset type and 
conversion gain are fixed so no optimization of sensor parameters was possible. 
The maximum available exposure time of 2.3s (RST0) was selected to record the 
scattered intensity, combined with a region of reset of 250x250 pixels in the corner of 
the sensor with an exposure time of 0.1ms (RST1 ) to record the transmitted beam. 
LAS was placed in the top right quadrant of the scatter signature at a distance of 
lsd=22.0± 0.5cm from the phantom with the transmitted X-ray beam centred in the 
region of reset (RST1 ). Scatter up to 12° could be recorded in RST0.
The expected count rate was estimated using the difference in optical 
characterization results between the two sensors. Given that the conversion gain 
of LAS in DN/ e~ is twice that of Vanilla, the integration time is around one third
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that of Vanilla, as is the quantum efficiency, it could be anticipated that the intensity 
of the scatter signatures recorded with LAS would be around 20% of the intensity 
of those recorded under the same conditions with Vanilla. The optimization of the 
Vanilla APXRD system showed that increasing from a 1.0mm to 1.5mm collimator 
affects only the peak height of the scatter signature so an aperture in collimator size 
could be used to partially compensate for the difference in intensity. Increasing the 
aperture diameter up to 1.5mm caused too great a beam divergence and the region 
of reset began to obscure the scatter signature so a 1 .2 mm pinhole was selected, 
yielding 0.85° angular acceptance.
For each plastic, a set of 30 data, background and dark frames were acquired for 
averaging. It was observed that a large, nonuniform background signal was present in 
the frames that did not originate from coherently scattered radiation. When Vanilla 
was employed in the phantom imaging setup, lead shielding was placed between the 
detector and the phantom to shield the detector from this background radiation. 
LAS has too large an area to shield effectively so instead, a second background 
acquisition was taken with a beam stop in front of the collimator to quantify the 
‘additional’ radiation contributing to the images and thus correct for it.
5.5.2 Scatter signature calculation
Radial averaging was employed in the analysis of LAS data. The beam centre was 
determined using horizontal and vertical profiles through the region of reset to find 
the peak of the transmitted beam intensity. From this centre, data was integrated 
into bins of 1 2  pixels width and normalized to the number of pixels contributing to 
the bin. The corresponding scattering angle was evaluated using the distance from 
the sensor to the sample (lsd=22.0± 0.3cm) and the distance between the radial bin 
and beam centres. Evaluating the scattering angle in this manner yielded an error 
of A6p/6 = 1.5%, dominated by the measurement of the distance of the sensor from 
the sample.
The data frame was corrected by subtracting both backgrounds from the RST0 
(scatter) region. Comparing the scatter signatures from LAS to Vanilla showed a 
further trend was present in the data, adding a broad, shallow background peak. 
This was removed by calculating the average difference between the LAS and Vanilla 
data and subtracting this from each of the LAS profiles.
5.5.3 Comparison to  Vanilla
Figure 5.30 shows the scatter signatures for the six plastics recorded with LAS as 
compared to Vanilla. The intensities are normalized to 100 so that peak position, 
shape and full width at half maximum can be compared. Representative error bars 
for the LAS data based on counting statistics are shown on a few data points, those
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for the Vanilla data are contained within the data points. It was found that the 
peak intensity recorded by LAS for acetal was just 23% of that of Vanilla despite 
the increase in collimator diameter. Apart from the profile for acrylic, for which a 
different shape was observed compared with Vanilla, the signatures recorded with 
LAS generally agree with the Vanilla APXRD data within the bounds of error. This 
is a promising result indicating that despite the reduced sensitivity caused by the 
lower quantum efficiency and shorter integration time, it is still possible to correctly 
deduce the scatter signatures from well characterized materials.
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Figure 5.30: Comparison between scatter signatures recorded for the Large Area 
Sensor and Vanilla APXRD systems.
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5.5.4 Transmission data
The benefit of the wide dynamic range available with LAS is the ability to simultane­
ously record both transmitted and scattered X-rays. For example, the beam centre 
was located directly within the same image frame as the scatter signature thus re­
moving errors due to beam centre location. Knowledge of the relative transmission 
of different materials also provides a simple means to perform a basic attenuation 
correction by normalizing the scatter signatures. Figure 5.31 illustrates the dynamic 
range for the measurement of acetal. It shows a profile taken vertically outwards 
from the beam centre, the intensity of which is shown on a logarithmic scale. RSTO 
is operating with an integration time of 2.3s, while RST1 has an integration time 
of 0.1ms yielding a minimum of 87dB dynamic range. The transmitted beam is 
visible up to around 1.9° and the intensity falls to zero beyond this until the scatter 
peak begins to emerge at 2.6°. Normalizing the signal of the scatter peak and the 
transmitted beam to the integration time of the given ROR, the ‘count rates’ are 
2x 107D N /s and 4DN/s for the transmitted and scattered X-rays respectively. The 
transmitted beam is thus around 1 0 7 times more intense than the scatter peak, il­
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Figure 5.31: Demonstration of orders of magnitude visualized using region of reset 
at the beam centre for Acetal. Each point represents the radial average of a bin of 
1 2  pixels width
The information present in the transmitted beam region can be used to per­
form an attenuation correction. In the RST1 (i.e. transmitted beam) region, both 
the data and background frames were corrected with dark field subtraction and an 
average of the values in a 100x100 region in the centre was calculated. A ‘relative at­
tenuation’ parameter was evaluated using the ratio of the net data and background 
intensities —Ln(Data — D ark/Bkgd  — Dark), where Ln is the natural logarithm.
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The values of this parameter for all six plastics are shown in Figure 5.32, which 
indicates that the most attenuating material in the phantom is PVC, followed by 
PE and Acetal, then PP, PTFE and Acrylic. An independent measurement of the 
energy dependent linear attenuation coefficient for each sample would be needed to 
verify this result.
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Figure 5.32: Comparison of the attenuation properties of the six plastics
5.5.5 F u tu re  te s ts  requ ired  w ith  th e  Large A rea Sensor
While this preliminary study shows promising results from the Large Area Sensor 
APXRD system, a number of refinements can be identified.
Primarily, the origin of the trend observed when comparing the LAS and Vanilla 
scatter signatures needs to be found. The broad peaked shape may yield a clue as to 
its origin. This shape is similar to the dark response of Active Pixel Sensors, which 
is usually lower at the edges and higher in the centre, suggesting that an incomplete 
removal of the dark offset could responsible for the trend. In the Vanilla system, 
performing a dark field correction on the data and background acquisitions had no 
effect on the final result and it was assumed that this would also be the case for 
LAS. It is possible, however, that some electromagnetic interference or other time 
dependent effect is causing an unexpected variation in the dark level of LAS. As 
the sensor has not been subject to widespread use in different environments, its 
stability with time and temperature have yet to be fully evaluated. They could 
be tested by monitoring the sensor output as a function of time, both frame-to- 
frame, and throughout the course of a day of measurements. Further, the scatter 
signature measurements made with the LAS APXRD experimental setup could be 
taken using a different X-ray source to isolate this trend from the effect due to 
incomplete shielding.
The LAS APXRD system would also benefit from an increase in the number of
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recorded counts. The peak intensity recorded by LAS for acetal was found to be 23% 
of that recorded with Vanilla, despite the increase in collimator size. The possible 
routes to increase the recorded intensity lie in firmware, hardware and experimental 
arrangement. The maximum integration time of the sensor is currently limited to 
2.3s but 5s (double the count rate) would be possible with developments in the 
control software and firmware.
The low quantum efficiency is another factor limiting the sensitivity when com­
pared to Vanilla. As will be discussed in Chapter 6, improving the QE would require 
the sensor to be refabricated using a CIS process with a less complex stack above 
the active layer of the sensor. Finally, the sample to detector distance could be re­
duced and the region of reset set at the centre of the detector. This would yield two 
main benefits: the reduced distance would mean a larger collimator diameter could 
be used without beam divergence obscuring the scatter signature and more counts 
would be present in each radial averaging bin as the same region of angles would 
effectively be ‘compressed’ into a small area. One or more of the above solutions 
should be implemented before breast tissue equivalent samples are interrogated with 
the LAS APXRD system.
A brief presentation of the transmission data recorded by LAS was made above. 
A detailed study of the best use of this data is needed to quantify what results can 
be obtained from this. The best method of normalizing X-ray diffraction data to 
the transmitted intensity should be evaluated as results from Section 5.3.2 suggested 
that a simple ratio of the two data sets is not appropriate. Further, the potential for 
producing a transmission image with this data should be studied. If a breast biopsy 
sample were scanned through the X-ray beam to record scatter signatures from 
multiple slices of the sample, a transmission radiograph of high spatial resolution 
could in theory be produced by ‘stitching’ results from the full region of reset area in 
each step and correcting for the nonuniformity of the beam profile. This image could 
potentially be combined with a material-specific X-ray diffraction image to produce 
an ideal ‘high resolution, high contrast’ image. A study of the image quality available 
with the X-ray spectra used in this work would be needed, as mammography is 
usually carried out using lower X-ray energies. Further, the direct imaging capability 
of LAS would need to be assessed, including evaluation of both the spatial resolution, 
for example through the modulation transfer function, and the detective quantum 
efficiency of the APFPI.
Despite the reduction in counting statistics imposed by switching from Vanilla to 
LAS, the shape and position of most scatter peaks remain comparable. If the Large 
Area Sensor can achieve longer integration times with a greater quantum efficiency 
in future, it will present the ideal sensor solution for the APXRD system.
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5.6 Summary
Results obtained with the APXRD system show that a relatively simple experi­
mental arrangement can accurately record scatter signatures from a wide variety 
of samples. Planar imaging of a plastic contrast test phantom illustrated that X- 
ray diffraction information can provide far higher contrast than is available in a 
standard transmission image. For amorphous materials, the effect of the spectral 
width of the X-ray source is sufficiently reduced by filtration so as to be almost 
negligible compared to the width of the scatter peaks. Scatter signatures of breast 
tissue equivalent materials recorded with the system are therefore highly sensitive 
to composition. Characteristic signatures have been used to develop a multivariate 
model that can predict the fat content of ‘unknown’ samples to within 3%, a suit­
able precision for categorizing different types of disease. Finally, the wide dynamic 
range of the Large Area Sensor has been utilized to demonstrate simultaneous X-ray 
transmission and diffraction measurements.
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Chapter 6
Concluding remarks and future 
APXRD system  potential
This work has presented the development and evaluation of an X-ray diffraction- 
based breast biopsy analysis system. The quantitative data available from such 
a system could reduce the number of unnecessary biopsies performed and provide 
specific information to aid histopathologists in their choice of tissue sections. In 
turn, the number of errors in both lesion and biopsy sampling could be reduced and 
ultimately, a much quicker patient diagnosis could be possible.
6.1 A ctive P ixel Sensors for X-ray Diffraction
As breast tissue structure and composition are altered by both benign and malig­
nant disease, X-ray diffraction was identified as a quantitative technique that could 
potentially diagnose both the presence and type of abnormality in a breast biopsy. 
When the source of X-rays for diffraction has a polychromatic spectrum, energy 
dispersive data is usually recorded. The liquid nitrogen cooling required by high 
purity germanium photon counting detectors often uses a bulky cryostat, making 
this type of system both expensive, and challenging to install and maintain in a 
clinic. Instead, filtration can be employed to narrow the width of the polychromatic 
spectrum, allowing angle dispersive X-ray diffraction to be performed.
No area detector currently fulfils all of the requirements of an ideal X-ray 
diffraction detector. The specifications needed include large area, low noise, good 
conversion gain, high dynamic range, good linearity and high quantum efficiency. 
Further, for clinical application the detector needs to be portable and of low cost. 
A potential solution is found in the Active Pixel Sensor, which is fabricated using 
standard CMOS technology yielding low cost and power consumption, as well as 
the ability to customize on-chip functionality and performance. To satisfy the re­
quirements of X-ray diffraction, the multitude of recent advances in Active Pixel 
Sensor designs need to be combined into a single device. The performance of two
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Active Pixel Sensors designed for scientific imaging was assessed in this work; each 
development from the standard ‘3-T’ design takes a step along the path to the ideal 
X-ray diffraction detector.
Characterization of the APSs found that both were indeed suitable for testing 
in an APXRD system. Vanilla had a high peak quantum efficiency of 70% but was 
of small area (1.7cm2) and had only a moderate dynamic range of 62dB. The Large 
Area Sensor, or ‘LAS’, attempted to combine low noise, high speed readout and wide 
dynamic range into a single large area device. The LAS prototype characterized in 
this work had an area of over 29cm2 as well as three different exposure times across 
the array yielding a dynamic range of over 95dB. However, evaluation revealed a 
low quantum efficiency of just 19% at 546nm due to the complex stack above the 
active layer of the pixel.
Characterization of these Active Pixel Sensors showed that the ‘gold standard’ 
methods for assessing detector performance were inappropriate because the APS suf­
fers inherent nonlinearity from both the source follower and the variation of sense 
node capacitance with signal charge level. Standard detector characterization meth­
ods assume a linear camera response so an accurate evaluation of these devices de­
mands the development of new ‘nonlinear’ methods. While two such methods exist, 
there had previously been no systematic study of their accuracy when compared to 
both each other and standard linear methods. A data set from Vanilla was used to 
make a detailed comparison of both linear and nonlinear methods. Parameters de­
rived using two independent nonlinear methods were found to be in good agreement 
with each other, while linear methods were found to overestimate full well capacity 
and underestimate read noise by comparison. The onset of nonlinearity has been 
shown by other authors to be a fundamental property of the APS, beginning at 
signal levels of above 104e_ and for the APSs investigated in this work was found to 
affect about 70% of the dynamic range. Characterization is thus needed to identify 
and provide a means to correct for nonlinearity.
Both Vanilla and LAS were found to be competitive with similar Active Pixel 
Sensors, as well as with the ‘gold standard’ X-ray diffraction detector, the CCD. 
That Vanilla is of small area means that while it can be employed for demonstration 
purposes, it would not be of use in a clinical system unless multiple sensors were tiled. 
LAS provides solutions to the size and dynamic range drawbacks of Vanilla, but has 
a lower quantum efficiency. Improving the QE to a level similar to that of Vanilla 
would satisfy all X-ray diffraction detector requirements. Future generations of the 
LAS design could be fabricated at a different foundry, or with a different CMOS 
process to achieve this.
Both Active Pixel Sensors presented in this work use a standard silicon pho­
todiode as the detection element fabricated in a standard CMOS process. One 
method to improve quantum efficiency is to use customized CMOS processes, such
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as the pinned photodiode (PPD) detection element or a CMOS Image Sensor (CIS) 
process. In the PPD, a fully depleted region of the pixel is ‘pinned’ below the 
surface using a p+ implant above the n-well. Readout is completed via a transfer 
gate meaning charge is transferred from a large area, high capacitance region to the 
small capacitance of the floating diffusion node (Lule, 2000). While this architecture 
yields low dark current and increases quantum efficiency towards the shorter optical 
wavelengths, it can suffer from the undesirable effects of image lag (El Gamal and 
Eltoukhy, 2005). The CIS process, however, is tailored to exhibit lower dark current 
and has fewer passivation layers to reduce reflection losses in the stack. It is likely 
that a foundry that provides stitching technology to create large area arrays will 
also offer a CIS process as the two will frequently be demanded in combination so 
in future, LAS could be fabricated with a CIS process.
Meanwhile, developments of more advanced pixel designs have been presented in 
the literature. Tedde et al. (2007) have developed a hybrid organic Active Pixel Sen­
sor that uses an organic photodetector layer integrated on top of amorphous silicon 
thin film transistor (TFT) circuitry. Organic photodiode arrays can be fabricated 
in large area at low cost using the printing technologies developed for production 
of commercial organic displays. As the electronics are embedded below the pho­
todetector rather than included in-pixel, a near 100% fill factor and up to 60% 
quantum efficiency is available. Although this is the first reported active pixel style 
device, other organic photodetectors have already been developed for X-ray imag­
ing (Blakesley and Speller, 2008). Further, Faramarzpour et al. (2008) presented a 
single photon avalanche photodiode system operating in Geiger mode for low light 
level imaging in CMOS technology. Avalanche photodiodes are the semiconductor 
equivalent of photomultiplier tubes and provide high quantum efficiency to visible 
light with gains of up to 100. An array of such devices would provide an excellent 
solution for detecting scatter signatures, although the performance of current CMOS 
APDs needs considerable development.
Future on-chip and in-pixel functionality could enable ‘on-the-fly’ scatter signa­
ture analysis and material identification without sacrificing sensitivity provided the 
challenge of maintaining performance with CMOS scaling can be met (Wong, 1996). 
Given the performance of the Active Pixel Sensors evaluated in this work and the 
developments in CMOS technology that are now available to overcome their current 
limitations, it is clear that Active Pixel Sensors provide a competitive option for 
X-ray diffraction applications. Vanilla and LAS both meet and exceed many of the 
demands of the ideal X-ray diffraction detector for a breast biopsy analysis system 
and advances on their designs have the potential to achieve complete coverage of 
the requirements in the near future.
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6.2 Prospects for the A PX R D  system: current 
lim itations and future developm ents
The requirements identified for the breast biopsy analysis system were that it should: 
be cost effective; be easy to install, calibrate and maintain; have high throughput; 
and provide accurate, reproducible estimates of sample content. In establishing 
that angle dispersive X-ray diffraction using Active Pixel Sensors provided an ap­
propriate solution for analysing breast biopsy samples, the focus of this work was 
primarily the latter criterion, i.e., evaluating the ability of the system to accurately 
extract material specific information from a given sample. A summary of the results 
obtained and the limitations of the current system will be made in the following 
sections, before suggestions for how to address the remaining criteria and develop 
the system towards clinical implementation are made.
6.2.1 Progress achieved in the present study
A prototype ‘Active Pixel X-ray diffraction’ (APXRD) system was designed, imple­
mented and tested using Vanilla as the angle dispersive detector. While the dynamic 
range and area of Vanilla were unsuitable for visualizing both the transmitted X-ray 
beam and the entire scatter signature from a sample, the other properties of the de­
vice made for an excellent X-ray diffraction detector. As it was available before the 
Large Area Sensor, Vanilla was implemented in the APXRD system and translated 
across the scatter signature between 2° and 15°.
The design process used a linear systems model of the Vanilla APFPI 
(scintillator-coupled APS) to quantify the optimum choice of spectral shaping filter 
to produce a ‘pink’ X-ray beam and model the expected scatter intensity in the 
final system. A data set of both energy and angle dispersion measured with an in­
dependent X-ray diffraction system was used as the input to the model, which was 
validated with the ICDD data bank of monoenergetic X-ray diffraction results and 
the measured conversion function of the APFPI. In future, this model could be used 
to investigate the system potential in other applications, for example, homeland 
security.
Based on the modelling results, a compromise between spectral width, trans­
mitted intensity and mean energy was found. 0.28gcm~2 Gadolinium was selected 
as the single filtration option, while 0.07gcm-2 of Samarium and 0.15gcm~2 of Tin 
were selected as balanced filters. These produced spectral widths of 19% and 15% 
respectively. Both arrangements were tested experimentally. While single filtration 
offered a slightly narrower full width at half maximum, balanced filtration yielded a 
greater peak height so each conferred different advantages. The choice of filtration 
in a future system will therefore depend upon the needs of the application and be 
one more of convenience and cost than performance.
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The APXRD system was then implemented and optimization of both the ex­
perimental setup and Vanilla operational parameters was performed. Tests were 
made to characterize the accuracy of the system compared to previous studies and 
results revealed that scatter signatures of breast equivalent materials recorded with 
the APXRD system were in good agreement with previously published data. The 
system performance was seen to degrade when increasingly crystalline materials, 
such as kidney stone equivalent materials, were interrogated. This is because for 
amorphous materials, the effect of spectral width is small compared with the broad 
nature of their scatter peak. Crystalline materials have much sharper peaks in their 
scatter signatures which are broadened by the polychromatic spectrum, to the ex­
tent that the distinction of individual peaks was often lost. For this reason, the 
APXRD system is generally better suited to examination of amorphous materials, 
although if it were possible to demonstrate that sufficient information was still avail­
able in the broadened data from crystalline materials, these applications could also 
be considered.
The next step was to evaluate the system resolution and contrast potential. 
Scatter signatures recorded from the test phantoms using an angular acceptance 
of 0.83° (total exposure time of 61s per position at 70kV and 15mA tube current 
with single filtration) were shown to provide a maximum spatial resolution of 1mm. 
Characterization of the system resolution proved the validity of the simple geo­
metrical calculations used to evaluate the angular acceptance of the collimator. The 
system resolution could be improved by reducing the collimator diameter by a known 
amount and compensating with increased integration time or tube current.
Investigating the depth dependence of the X-ray scatter signature showed that by 
carefully selecting the angle of interest with which to analyse data, it was possible to 
‘retrieve’ signals from PTFE that had been obscured by 12mm of acrylic. However, 
this signal was entirely lost with the addition of 18mm of acrylic indicating that the 
APXRD system would not be suitable for interrogating objects of such thickness. 
Reduction of the 3-D data from the contrast phantom to a single 2-D material- 
specific image was achieved using a summation of counts between 2 and 5°. It 
was possible to identify 5 out of the 6 materials in the phantom individually in 
this image by thresholding different grayscales. The contrast of different features 
compared to the background with the material-specific image was an average of 7 
times greater than that present in a transmission image recorded with equivalent 
spatial resolution.
Scatter signatures from a series of breast-equivalent mixtures of fat (lard) and fi­
brous (chicken meat) tissues were then studied using multivariate analysis. Principal 
components analysis (PCA) was able to correctly identify multiple measurements 
of the same sample composition, as well as distinguishing scatter signatures with 
different compositions. A partial least squares (PLS) regression model was trained
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using a series of calibration measurements and was able to predict the percentage fat 
content of an unknown sample to within 3%. With such a small margin of error, the 
model was clearly be able to identify ‘diseased’ validation samples with 25, 35 and 
45% fat content respectively. This is a promising outcome illustrating the poten­
tial of the APXRD system to satisfy the requirement of accurate and reproducible 
estimation of sample composition.
Finally, a feasibility study was made using the Large Area Sensor as the APXRD 
system detector. The six plastic phantom materials were interrogated and the 
recorded scatter signatures compared to those measured using Vanilla. It was found 
that despite the lower quantum efficiency of the Large Area Sensor and the reduced 
integration time available, it was still possible to visualize scatter signatures from 
these materials. It was also demonstrated that a dynamic range of 140dB could be 
established in a single image frame using a region of reset to set an exposure time of 
just 0.1ms, compared to 2.3s in the global reset region. These results are promising 
for future implementations of the APXRD system.
6.2.2 Lim itations of the current A P X R D  system
While the APXRD arrangement has promise as a breast biopsy analysis system, a 
number of limitations exist that currently prevent clinical transfer of the technique. 
These fall into two categories: trials and instrumentation.
Trials
Testing limitations arise from the lack of a system trials using real breast tissues. 
The acquisition and storage of tissue samples is challenging and it was not possible 
to test the system on real breast tissues in our department. Scatter signatures 
obtained from breast equivalent materials with the APXRD system compare well 
with literature examples from real breast tissues, although the adipose equivalents 
exhibit a greater full width at half maximum. X-ray diffraction studies of real 
breast tissue in the literature indicate that low fat content could be a useful marker 
of breast disease. Only measurements made with real breast tissue can ultimately 
confirm whether the APXRD system can discern healthy and diseased tissue using 
fat content as a marker of disease and whether it is suitable for clinical application. 
Suggestions for future measurements will be made at the end of Section 6.2.3.
Studies need to be undertaken with real breast tissues to test if different types 
of disease can be recognised by the system. One possibility could make use of the 
different types of calcium microcalcification that are frequently present with malig­
nant (calcium apatite) and benign (calcium oxalate) lesions. Figure 6.1 compares 
the scatter signatures recorded for the apatite and oxalate kidney stone substitute 
materials to the signatures from breast equivalent materials. A qualitative compar­
ison suggests that tests should be performed to determine the common density of
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microcalcification in biopsy samples and whether this is sufficiently high that the 
APXRD system would be sensitive to their presence.
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Figure 6.1: Comparison of the scatter signatures measured for calcium oxalate mono­
hydrate and hydroxyapatite with the APXRD system to those of breast tissue equiv­
alent materials. Angles at which the main contrast between oxalate and apatite 
calcium types are highlighted.
In strum en ta tion
The instrumentation limitations of the Vanilla APXRD system are the small area 
and dynamic range of the sensor, which axe acceptable for a demonstration system 
but would complicate a clinical system. Further, the benefits of measuring the 
transmitted beam simultaneously are lost. The larger area and wider dynamic range 
of LAS provided an opportunity to overcome the limits of Vanilla but a number of 
issues were identified with the Large Area Sensor APXRD system. These include 
a low count rate that could inhibit its use for breast biopsy measurements and an 
additional background trend in the data, the cause of which needs to be established. 
Further, the performance of the multiple regions of reset need to be independently 
assessed to establish the limits of application in terms of limiting high and low X- 
ray exposures. If a longer exposure time can be implemented in the global reset 
region and the quantum efficiency of the array improved in the future generations, 
the Large Area Sensor could provide an ideal option for the APXRD system.
6.2.3 F u tu re  system  developm ents tow ards clinical im ple­
m en ta tion
The system development in this work has focused on producing an X-ray diffraction 
system that can accurately predict the fat content of a breast biopsy and in turn, 
categorise it as either healthy or diseased. For the system to be widely used in a
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clinical scenario, a number of other factors need to be considered including sample 
preparation, throughput, cost effectiveness, ease of use and packaging. It will be as­
sumed in the following that any detector limitations can be overcome and discussion 
will focus largely on tests and developments that need to be made in other aspects 
of the system.
Sample preparation
Following excision, core biopsies are fixed in formalin to preserve them prior to 
histopathological analysis. Previous studies using SAXS have shown that the effect 
of formalin fixation on the recorded scatter signatures from breast tissues is signifi­
cant only at values of momentum transfer less than 0.7nm_1 (Changizi et al., 2006). 
This suggests that fixation should not impact the accuracy of the system but this 
should be cross checked with samples in the APXRD system.
Another aspect to consider is sample packaging. Biopsy measurements should 
be performed with the samples in their standard containers. Subtraction of back­
ground scatter from the sample holder performed with the Vanilla APXRD system 
was reliable, indicating that a separate measurement of the ‘background’ scatter sig­
nature from current biopsy containers should be sufficient to remove their influence. 
Also, the effect of variations in biopsy core sizes on the scatter signatures should be 
assessed by making measurements of biopsy samples from all standard needle sizes 
and comparing the scatter signatures.
Throughput
Throughput relates to both the number of biopsies that can be analysed with the 
system and the speed with which each can be assessed. The small size of biopsy 
samples means that many cores can currently be examined in a single radiograph 
to check accurate lesion sampling. These measurements are often made on a dedi­
cated X-ray source (Ingram and Wyld, 2007) so it can be envisaged that if this were 
the case for the APXRD system, an automated sample loading and/or position­
ing system could be designed to achieve high throughput without requiring extra 
manpower.
The count rate recorded by the APXRD system is a trade off between the X-ray 
tube current, spectral filtration, collimation and the APS exposure time. Improving 
the count rate incident at the sample would reduce the exposure time needed to 
interrogate each core and in turn increase throughput. While balanced filtration 
recorded a higher scattered intensity than single filtration, making two exposures 
of each sample is not ideal. That the current spectral width barely influenced the 
amorphous scatter peaks indicates that it may be possible to employ a lower level 
of single filtration to increase the incident intensity without affecting information 
content. This idea could be tested using the linear systems model developed in
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this work if complete data sets were acquired using the energy and angle dispersive 
system at a variety of X-ray tube kilovoltages for all of the calibration samples that 
were used to build the multivariate regression model. An iterative study of model 
predictions for a variety of filter materials and thicknesses would then be needed to 
determine the minimum filtration that could be used in the system.
Cost effectiveness
The cost effectiveness of running an APXRD system should relate the installation 
and maintenance costs to improvements in both speed and accuracy of diagnosis so 
can only be fully assessed once the system has been implemented in a full clinical 
trial. The main costs of implementing the system can be briefly addressed here. 
Active Pixel Sensors are among the cheapest area detectors available and their price 
is reducing further as markets expand. The APXRD system has also been tested 
on a tungsten target X-ray tube operating at 70kV; these are commonly available 
as standard hospital equipment. Provided the collimator diameter remains below 
1.5mm, changing the size influences only the recorded count rate rather than scatter 
peak characteristics. The collimator does not, therefore, need to be machined to high 
precision.
The use of a collimator does, however, imply the use of a dedicated X-ray source, 
which impacts upon the cost effectiveness of the system. A collimator bracket that 
allowed different pinhole sizes to be inserted was used in this work and large scale 
version of this idea could potentially be used in the clinic, allowing a pinhole to be 
inserted when X-ray diffraction measurements are required, or removed otherwise. 
Another option would be to employ an automated translation stage to move a fixed 
collimator in to and out of the X-ray beam. Both of these are likely to be unrealistic 
in practice.
Alternatively, the APXRD system could be implemented as an extension to ex­
isting dedicated specimen radiography systems. These are often microfocal X-ray 
sources with sub-milliampere tube current so may not provide a sufficient count 
rate for the APXRD system. However, the latest core biopsy units are just be­
ginning to employ large area (5cm by 5cm) Active Pixel Sensors as their imaging 
receptors (Faxitron X-ray Corporation, 2008) so a straightforward implementation 
of the APXRD idea can be foreseen in this way. Evaluation of the scatter signatures 
available with different collimation and filtration options is needed to assess the po­
tential of using a microfocal X-ray source in the existing APXRD arrangement. For 
example, a tungsten tube operating at 60kV with 2mm of added Aluminium filtra­
tion yields a mean beam energy of 33keV, similar to that obtained with balanced 
filtration, with a spectral width of 29%.
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Ease of use and information output from the system
A protocol for calibration of the APXRD system would need to be established so 
that regular quality assurance exercises could be performed. Angular calibration 
could be performed by any operator as an automated algorithm could be developed 
to calculate the beam centre. A record of the calibration used for each data ac­
quisition would need to be stored with the data file. Corrections for the sample 
holder background scatter and APS temperature drift would need to be made. The 
former can be addressed by measuring the scatter signature of the sample holder 
and storing this locally to subtract from each data acquisition. The latter could be 
corrected either by monitoring the temperature of the device and normalizing results 
to a given temperature, or by stabilizing the temperature of the detector using a 
peltier. Corrected data could then be fed into an online multivariate analysis model 
to make predictions of biopsy composition.
Finally, a survey of histopathologists should be performed to determine the most 
useful way to provide them with sample data. A fiducial marker or orientation label 
would be needed on the sample if the X-ray diffraction analysis were to aid in the 
selection of tissue sections. It may be that a prediction of the sample fat content is 
a useful output for each sample voxel interrogated, or it may be preferred that the 
system be trained to provide sample classifications, for example healthy or diseased, 
depending on the level of detail available in the final system. A protocol would also 
be needed to deal with ‘unidentified’ samples for which predictions cannot be made.
Summary
Without a large scale trial to prove the correlation between biopsy fat content as 
determined by the APXRD scatter signature and biopsy histopathology, it is not 
possible to draw a final conclusion on the utility of the APXRD system for breast 
cancer diagnosis. Such a trial would require the cooperation of both histopatholo­
gists and clinical radiologists, so a convincing small scale study would first be needed. 
This could be completed on a limited set of biopsy samples, perhaps as few as four 
within each category of disease (as used in multivariate model building).
Given the large variability in age and breast composition among women recalled 
after mammography, scatter signatures from a large number of biopsies covering 
varying degrees of disease would be needed in order to train and validate a final 
multivariate model. Measurements should also be repeated in multiple hospitals 
with different X-ray sources to ensure compatibility between different systems. Using 
a large number of measurements to train a model negates the effects of the system 
employed and the individual characteristics of the patient. A double blind trial with 
histopathological assessment and model results for a new set of biopsies could then 
be used as final confirmation of the system capability.
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