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Abstract 
Let Y denote a D-class symmetric association scheme with D > 3, and suppose Y is bipartite 
P- and Q-polynomial. Let T denote the Terwilliger algebra with respect to any vertex X. 
We prove that any irreducible T-module W is both thin and dual-thin in the sense of 
Terwilliger. We produce two bases for W and describe the action of 7’ on these bases. We 
prove that the isomorphism class of W as a T-module is determined by two parameters, the 
endpoint and diameter of W. We find a recurrence which gives the multiplicities with which the 
irreducible T-modules occur in the standard module. Using this recurrence, we produce formulas 
for the multiplicities of the irreducible T-modules with endpoint at most four. @ 1999 Elsevier 
Science B.V. All rights reserved 
AMS classification: primary 05E30 
Keywords: Association scheme; Terwilliger algebra 
1. Introduction 
The Terwilliger algebra of a commutative association scheme was introduced in [19]. 
This algebra is a finite-dimensional, semisimple @-algebra, and is non-commutative 
in general. The Terwilliger algebra has been used to study P- and Q-polynomial 
schemes [19], group schemes [1,3], strongly regular graphs [22], Doob schemes [ 161, 
and schemes over the Galois rings of characteristic four [15]. Other work involving 
this algebra can be found in [7-9,11,12,14,20,21,23]. 
The Terwilliger algebra is particularly well-suited for studying P- and Q-polynomial 
schemes; nevertheless, it was shown in [19] that the intersection numbers of these 
schemes do not completely determine the structure of the algebra. In this article, we 
consider the Terwilliger algebra of a bipartite P- and Q-polynomial scheme. We show 
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that with the added bipartite assumption, the intersection numbers of the scheme com- 
pletely determine the structure of the algebra. 
To describe our results, let Y = (X,{Ri}04ig~) denote a symmetric association 
scheme with 083. Suppose Y is bipartite P- and Q-polynomial. Fix any x EX, and 
let T = T(x) denote the Terwilliger algebra of Y with respect to x. T acts faithfully on 
the vector space CX by matrix multiplication; we refer to CX as the standard module. 
Since T is semi-simple, CX decomposes into a direct sum of irreducible T-modules. 
Let W denote an irreducible T-module contained in Cx. We show that W is thin 
and dual thin in the sense of Terwilliger (Lemma 9.2). We produce two bases for W 
with respect to which the action of T is particularly simple (Theorem 9.3). To describe 
this action, we use two sets of scalars, the intersection numbers of W and the dual 
intersection numbers of W. We compute these scalars in terms of the eigenvalues of 
Y, the dual eigenvalues of Y, and two additional parameters, called the endpoint and 
diameter of W (Lemma 9.7 and Theorems 10.3, 11.4). We show that the endpoint and 
diameter of W determine its isomorphism class as a T-module (Theorem 13.1). 
Combining our above results, we find a recurrence which gives the multiplicities with 
which the irreducible T-modules occur in CX (Theorem 14.7). Using the recurrence, 
we obtain formulas for the multiplicities of the irreducible T-modules with endpoint at 
most 4 (Theorem 15.6). 
In a future paper, we intend to use these results to study the subconstituents of 
bipartite P- and Q-polynomial schemes. We hope this will produce a classification 
of these schemes. Our work is closely related to that of B. Curtin concerning 2-thin 
distance regular graphs [9]. 
2. Association schemes 
Definition 2.1. By a symmetric association scheme (or scheme for short) we mean 
a pair Y=(X,{R,} ) h l O<,Q , w ere X is a non-empty finite set, D is a non-negative 
integer, and RO, . . . , Ro are non-empty subsets of X x X such that 
(i) {Ri}O<i<D is a partition of X XX; 
(ii) R~={_xx~x~X}; 
(iii) Ri=Ri for O<i<D, where RI={yXIxyERi}; 
(iv) For all h,i, j (OG h,i, j<D), and for all x, y EX such that xy E Rh, the scalar 
p;=l{zEXIxzERi, andzyERj}l 
is independent of x, y. 
The constants pt. are called the intersection numbers of Y. 
For the rest of this section, let Y = (X, {Ri}o<i<o) denote a scheme. We begin with 
a few comments about the intersection numbers of Y. For all integers i (0 < i <D), set 
ki := p$ and note that ki # 0, since Ri is non-empty. We refer to ki as the ith valency 
of Y. Observe that pt = bijki (0 <i, j < D). 
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We now recall the Bose-Mesner algebra of Y. Let Matx(@) denote the @-algebra 
of matrices with entries in C, where the rows and columns are indexed by X. For each 
integer i (0 6 i <II), let Ai denote the matrix in Matx(C) with xy entry 
(-4 h, = 1 ifxyERi, (X,YEX), 0 ifxy$Ri (1) 
We refer to Ai as the ith associate matrix of Y. By Definiton 2.1, the associate matrices 
satisfy: (i) A0 =I, where I is the identity matrix in Mat,(@); (ii) the conjugate- 
transpose 1: = Ai (0 < i <D); (iii) A0 + A I + . . + AD = J, where J is the all l’s matrix 
in Matx(@); (iv) AiAj = Cf=, P~jAh (O;ii,j<D). 
It follows from (i)-(iv) that AD, . . . , AD form a basis for a subalgebra A4 of Ma&(C). 
A4 is known as the Bose-Mesner aZgebra of Y. Observe that M is commutative, since 
the associate matrices are symmetric. 
By [5, p. 451, the algebra M has a second basis Eo, . . ,ED satisfying: (i) EO = IXI-‘J; 
(ii) Ei=Ei (O<i<D); (iii) EiE;=hijEi (O<i,j<D); (iv) Eo+El +...+ED=I. We 
refer to Ei as the ith primitive idempotent of Y, for 0 <i bD. For convenience, we 
define E, :=0 for i>D and i<O. 
For all integers i (0 d i f D), set Mi := rank(Ei), and note that mi # 0. We refer to 
mi as the ith multiplicity of Y. 
Since Ao, . . . , Ao and Eo, . . . , ED are both bases for M, there exist complex scalars 
pi(j), q;(j) (O<i, j<D) which satisfy 
Ai=? pi(j)Ej (O<i<D), 
j=O 
(2) 
Ei = IXl-‘fqi(j)Ai (O<i<D). 
j=O 
(3) 
By [2, p. 591, the pi(j), qi(j) are real. We refer to pi(j) (resp. qi(j)) as the jth 
eigenvalue (resp. jth dual eigenvalue) associated with Ai (resp. Ei). By [2, p. 631, the 
eigenvalues and dual eigenvalues satisfy 
Pi(j) 4j(i) -=- 
ki mj 
(O<i,j<D). (4) 
We now recall the Krein parameters of Y. Observe that Ai 0 Aj = GijAi (0 < i, j <D), 
where o denotes the entry-wise matrix product. It follows that M is closed under o, so 
there exist complex scalars qt satisfying Ei o Ej = (XI-’ ~~=, qt.Eh (0 <i, j <D). The 
constants q; are called the Krein parameters of Y. By [2, p. 671, the Krein parameters 
are real, and q$ = bijmi (0 <i, j <D). 
We now recall the dual BoseMesner algebra of Y. For the rest of this section, fix 
any x EX. For each integer i (0 <i GD), let E,* = EzT(x) denote the diagonal matrix in 
Matx(@) with yy entry 
(Ei* )y.v = 1 if xy~ R,, 0 ifxy$Ri (Y Em. (5) 
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We refer to E,? as the ith dual idempotent of Y with respect to x. For convenience, 
set E,? := 0 if i > D or i ~0. From the definition, the dual idempotents satisfy: (i) 
p=ET (O<i<D); (ii) EfBT=6ijEF (O<i,j<D); (iii) E,“+E: +...+E;=Z. 
It follows that the matrices E* ,, , . . . , EE form a basis for a subalgebra M* = M*(x) 
of Matx(@). M* is known as the dual Bose-Mesner algebra of Y with respect to x. 
Observe that M* is commutative, since the dual idempotents are diagonal. 
For each integer i (0 Gi GD), let AT =A)(x) denote the diagonal matrix in Matx(@) 
with yy entry 
(AT),,” = IxI(Eih, (V EX). (6) 
We refer to A) as the ith dual associate matrix of Y with respect to x. Combining 
(2), (3) with (5) and (6), 
AT = 5 qi(j)E,’ (OGidD), (7) 
j=O 
E” = [Xl-‘5 pi(j)Af (O<i<D). 
j=O 
(8) 
It follows that A,*, . . . , A; form a second basis for M*. - 
From the definitions, the dual associate matrices satisfy: (i) A,* =I; (ii) AT’ =A* 
(O<i<D); (iii) ATAT= ~~=,q~.A~ (O<i,j<D); (iv) A,*+AT+...+Ai=IXIE,*. 
3. The Terwilliger algebra and its modules 
Let Y =(X, {Ri}oGiGD) denote a scheme. Fix any x EX, and write M* =M*(x). 
Let T = T(x) denote the subalgebra of Matx(C) generated by M and M*. We call T 
the Terwilliger algebra of Y with respect to x. 
In [19, p. 3791, it is shown that for all integers h, i, j (0 dh, i, j GD), 
pt. = 0 if and only if E,*AjE,* = 0, 
qt. = 0 if and only if E,A,*Et, = 0, 
where Ai* =Ax(x), Ef =El*(x) (OGidD). 
(9) 
(10) 
Let Y denote the vector space CX (column vectors), where the coordinates are in- 
dexed by X. Then Mat*(@) acts on V by left multiplication. We endow V with the 
inner product ( ,) satisfying (u, u) := ~‘5 for all U, o E V. Observe that V = CEO Ei V 
(orthogonal direct sum). Similarly, we have the decomposition V = CL, ET V (or- 
thogonal direct sum). 
By a T-module, we mean a subspace W of V such that TW & W. We refer to V 
itself as the standard module for T. Let W, W’ denote T-modules. By a T-module 
isomorphism from W to W’, we mean an isomorphism of vector spaces 4 : W -+ W’ 
such that 
(B$-+5B)W=O (VBET). (11) 
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W, W’ are said to be T-isomorphic whenever there exists a T-module isomorphism 
from W to W’. A T-module W is said to be irreducible whenever W # 0 and W 
contains no T-modules other than 0 and W. 
Because T is closed under the conjugate-transpose map, T is semisimple. It follows 
that for any T-module W, and any T-module UC W, there exists a unique T-module 
U’ C W such that 
W = U + U’ (orthogonal direct sum). 
Moreover, W is an orthogonal direct sum of irreducible T-modules. 
Now let W denote an irreducible T-module. Observe that 
(12) 
W = C E,? W (orthogonal direct sum), (13) 
where the sum is taken over all the indices i (06 i <D) such that El? W # 0. We set 
d : = 1 {i 1 EF W # 0) I- 1, and observe that the dimension of W is at least d + 1. We refer 
to d as the diameter of W. W is said to be thin whenever dim(E,* W) < 1 (0 di <D). 
Note that W is thin if and only if the diameter of W equals dim(W) - 1. 
Similarly, 
W = C E, W (orthogonal direct sum), (14) 
where the sum is taken over all the indices i (0 < i < D) such that Ei W # 0. We set 
d*:=I{iIEiW#O}( - 1, and observe that the dimension of W is at least d* + 1. 
We refer to d* as the dual diameter of W. W is said to be dual thin whenever 
dim(Ei W) < 1 (0 <i < 0). Note that W is dual thin if and only if the dual diameter of 
W equals dim(W) - 1. 
4. The P-polynomial property 
Let Y = (X, {Ri}sGiGo) denote a scheme. We say that Y is P-polynomial (with 
respect to the ordering Ro,. . . , Ro of the associate classes) whenever for all integers 
h,i,j (Odh,i,j<D), 
pt. = 0 iJ’ one of h, i, j is greater than the sum of the other two, (15) 
pi. # 0 if one of h, i, j equals the sum of the other two. (16) 
For the rest of this section, assume Y is P-polynomial. We abbreviate ci := pii_, 
(l<i<D),ai:=pii (O<idD),bi:=p;,+( (OGidD-l),anddefineca=bD=O. We 
note that a0 = 0 and ci = 1. By [2, p. 1951, 
k, = bob . bi- 1 
I c]Q”.c; 
(06ibD). (17) 
Of particular interest are the matrix A :=A, and the scalars 8, := pi(i) (Odi<D). It 
follows from (2) that 
AEi = BiE; (O<i<D). (18) 
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It is shown in [2, p. 1901 that 
ei#8j if i#j (O<i,j<D), (19) 
and also that Ai = vi(A) (0 <i<D), where Vi is a polynomial with real coefficients and 
degree exactly i. In particular, A generates the Bose-Mesner algebra M. By (2), it 
follows that 
pi(j)=Vi(@) (O<i,j<D). (20) 
We now recall the raising, lowering, and flat matrices of Y. Fix any x EX and write 
ET =ET(x) (O<i<D). Define matrices R=R(x), F=F(x), L=L(x) by 
F := 5 ETA,?,*, L:=eE,:,AE,T. 
i=O i=O i=O 
(21) 
Note that R, F, and L have real entries by (1) and (5). Also, observe that F is 
symmetric and R=L’. By (9) and (15), 
A=R+F+L. (22) 
Using (2 1 ), we find that for any i (0 <i GD), 
RE,! = EzlR, FE: = ETF, LET = Ei*_,L. (23) 
5. The T-modules of P-polynomial schemes 
In this section, we describe the irreducible T-modules of P-polynomial schemes. 
Let Y = (X, {Ri}o<i<o) denote a scheme which is P-polynomial with respect to the 
ordering Ro, . . . , RD of the associate classes. Fix any x EX and write T = T(x). Let W 
denote any irreducible T-module. We define the endpoint r of W by 
r:=min{i(O<i<D, Ei*W#O}. (24) 
We observe that 0 <r dD - d, where d denotes the diameter of W. 
In [19, p. 3831, it was shown that 
REi*W#O, LEi*+,W#O (r<i<r+d), (25) 
and also that 
E,FW#O iff r<i<r+d (O<i<D). (26) 
Lemma 5.1. Let Y =(X,{Ri}oGiGD) denote a scheme which is P-polynomial with 
respect to the ordering Ro,. . . , RD of the associate classes. Fix x EX, and write 
ET=E,*(x)(O<i<D), T=T(x). 
(i) Pick any integer h (0 <h ~0). Then for any nonzero vector v E Ei V, 
l{iIO<i<D, EiU=O}I<2h. (27) 
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(ii) Let W denote an irreducible T-module. Then the endpoint r and dual diameter 
d* satisfy 
2r + d* >D. (28) 
Proof. (i). Suppose (27) fails. Then there exists a subset s2 & (0, 1,. . . ,D} such that 
(Q] =2h + 1, and such that EiU=O for all i E s2. Since u= Ezu, we may now argue 
that for each i E s2, 
= IxI-l~~~~i(j)E~A~E~~ (by (9), (15)) 
= IXI-‘miz k,T’pj(i)E,*AjE,*r (by (4)). 
j=O 
Letting i range over 52, we obtain a system of 2h + 1 homogeneous linear equa- 
tions in the 2h + 1 variables {E~AjE~U ) 0 <j <2h}. The coefficient matrix of this 
system is IX\-‘&PA;‘, where A,,,:= diag(mi)i e o, dk := diag(ki)o<i<zh, and Pij := 
(Pj(i))iEQ,oq<2h. By (19), (20) the matrix P is essentially Vandermonde, so its de- 
terminant is nonzero. Clearly A,, Ak are non-singular, so the above system of equations 
has only the trivial solution. That is, EtAjEzU = 0 (0 <j < 2h). But this is impossible, 
since 0 # u = E~AoE~v. 
(ii). Fix any non-zero v E E,* W. On one hand, the number of indices i such that 
Eiv=O is at least D-d*. On the other hand, this number is at most 2r, by (i) above. 
The result follows. 0 
Lemma 5.2 (Terwilliger [19, p. 3831). Let Y =(X, {Ri}o<i<b) denote a scheme which 
is P-polynomial with respect to the ordering Ro, . . , , Ro of the associate classes. Fix 
any x EX, and write E,? = E,?(x) (0 <i <D), T = T(x). Let W denote a thin, irre- 
ducible T-module with endpoint r. Then 
(i) W=ME,*W. 
(ii) EiW=EiE,*W (06iGD). 
(iii) W is dual thin. 
6. The Q-polynomial property 
Let Y = (X {Ri}O<i<D ) denote a scheme. We say that Y is Q-polynomial (with 
respect to an ordering Eo, . . . , ED of the primitive idempotents) whenever for all integers 
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h,i,j (Oal,i,j<D), 
qfi = 0 if one of h, i, j is greater than the sum of the other two, (30) 
q; # 0 if one of h, i, j equals the sum of the other two. (31) 
For the rest of this section, assume Y is Q-polynomial with respect to an order- 
ing Eo,..., E. of the primitive idempotents. We abbreviate CT := qii_, (1 6i<D), 
a’ :=qii (O<i<D), bl? :=q{i+, (O<i<D - l), and define co* =bg=O. We note that 
a; =0 and c: = 1 [2, p. 671. By [2, p. 1961, 
b,*bT ‘. . bjr_, 
FPli = 
c:c; . . . c’ 
(O<i<D). (32) 
Fix any x EX and write E,? = El?(x), A) =A,*(x) (O<idD). Of particular interest are 
the matrix A* :=A;@), and the scalars @ :=q,(i) (O<i<D). By (7), 
A*E,* =e,fET (O<i<D). (33) 
It is shown in [2, p. 1931 that 
@#f?~ if i#j (O<i,j<D), (34) 
and also that Al? = $(A*) (0 <i<D), where vi* is a polynomial with real coeffi- 
cients and degree exactly i. In particular, A* generates the dual Bose-Mesner algebra 
M* =&f*(x). By (7), it follows that 
qi(j)=U,‘(k)r) (O<i,j<D). (35) 
We now recall the dual raising, lowering, and flat matrices of Y. Define the matrices 
R* = R*(x), F* =F*(x), L* =L*(x) by 
R* I= 5 Ei+lA*Ei, F* I= 5 EiA*Ei, L* I= 5 Ei_lA*Ei. (36) 
i=o i=O i=o 
Note that R*, F*, and L* have real entries by (7), and since the qi(j) are real. Also, 
observe that F* is symmetric, R* = L*t, and 
A*=R* +F* +L*. (37) 
Using (36), we find that for any i (OGiGD), 
R*Ei= Ei+lR*, F”Ei = EiF*, L”Ei = Ei_lL*. (38) 
7. The T-modules of Q-polynomial schemes 
In this section, we describe the irreducible T-modules of Q-polynomial schemes. 
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Let Y=(X{Ri}O<i~D ) denote a scheme which is Q-polynomial with respect to the 
ordering Ea, . . . , En of the primitive idempotents. Fix any n E X and write T = T(x). 
Let W denote any irreducible T-module. We define the dual endpoint t of W by 
t:=min{i]O<i<D, EiW#O}. (39) 
We observe that 06 t <D - d*, where d* denotes the dual diameter of W. 
In [19, p. 3851, it was shown that 
R*Ei W # 0, L*Ei+lW#O (t<i<t+d*), (40) 
and also that 
E,W#O iff t<i<t+d* (O<ifD). (41) 
Lemma 7.1. Let Y = (X, {Ri}O<i<o ) denote a scheme which is Q-polynomial with 
respect to the ordering Eo,. . . , En of the primitive idempotents. Fix any x EX, and 
write E,*=E,*(x) (O<i<D), T=T(x). 
(i) Pick any integer h (0 <h GO). Then for any non-zero vector v E Et, V, 
I{ijO<i<D, EI*v=O}I<2h. (42) 
(ii) Let W denote an irreducible T-module. Then the dual endpoint t and diameter 
d satisfy 
2t + d>D. (43) 
Proof. Similar to the proof of Lemma 5.1. 0 
Lemma 7.2 (Terwilliger [19, p. 3851). Let Y = (X, {Ri}o<i<n) denote a scheme which 
is Q-polynomial with respect to the ordering EO , . . . ,Eo of the primitive idempotents. 
Fix anyxEX, and write Ef=E,*(x) (O<idD), M*=M*(x), T=T(x). Let W de- 
note a dual thin, irreducible T-module with dual endpoint t. Then 
(i) W=M*ErW. 
(ii) E,FW=E,FEtW (O<idD). 
(iii) W is thin. 
8. Bipartite P- and Q-polynomial schemes 
Let ~=(X{&}OQ~GD ) denote a scheme which is P-polynomial with respect to the 
ordering Ro, . . . , Ro of the associate classes. 
Y is said to be bipartite (with respect to the P-polynomial ordering) whenever ai = 0 
for all integers i (0 <id D). It follows from (9) and (21) that Y is bipartite if and 
only if the matrix F = F(x) is zero for every x E X. 
For the entire remainder of this article, we shall be concerned with bipartite schemes 
which are P- and Q-polynomial, so we make the following definition. 
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Definition 8.1. Let Y =(X,{(Ri}o~i~o) denote a scheme with 023 which is bipartite 
P-polynomial with respect to the ordering Ro, RI,. . . , Rn of the associate classes, and 
Q-polynomial with respect to the ordering Es,. . . , En of the primitive idempotents. Fix 
any x EX, and write T = T(x) to denote the Terwilliger algebra of Y with respect to X. 
(Where the context allows, we will also suppress the reference to x for the individual 
matrices in T - e.g., E,* = E:(x), R = R(x), etc.). 
Lemma 8.2 (Caughman [6]). Let Y be as in DeJnition 8.1. Then the eigenvalues and 
multiplicities satisfy 
f$ = -en_, (O,<iQD), (44) 
mi=mb_i (O<i<D). (45) 
9. Bases for irreducible T-modules 
Let Y be as in Definition 8.1, and let W denote an irreducible T-module. In this 
section, we show that W is both thin and dual-thin. We also produce two orthogonal 
bases for W, and find the action of T on these bases. 
Lemma 9.1. With reference to Dejnition 8.1, let W denote an irreducible T-module 
with dual endpoint t, and fix any non-zero v E Er W. Then 
(0 
RE,*_,v+LEi*,,v=glE,~v (O<i<D). (46) 
(ii) Suppose v is an eigenvector for F*. Then 
ei*_,m,*_,~ + e,*,p,*,,v=(et+,ei* - ae,,, + ~e,)E,*v (OdibD), (47) 
where a is the eigenvalue of F* associated with v, and where go+,, g?,, gE+, are 
indeterminates. 
Proof. (i) Observe that Au = B,v. Now by (22), (23), and since F = 0, 
REi*_,v+LE,;,v=EjrAv 
= etE,%. 
(ii) Observe L*v= 0 by (38), and F*v= au by assumption, so R*v=(A* - al)v in 
view of (37). Since R*v E E*+I W by (38), 
A(A* - ccl)0 = &+*(A* - aZ)v. (48) 
We may now argue that 
g:$E,*_,v + g,*,,LE,*,,v = (RE:, + LEi*,, )A*v (by (33)) 
= E:AA*v (by (22),(23)) 
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= E,TA(A* - uZ)v + aE,*Av 
= O,+,E;(A* - aZ)v + &YE,% (by (48)) 
= (8,+,(@ - a) + c&)E,*v (by (33)), 
and the result follows. 0 
Lemma 9.2. With reference to Dejnition 8.1, let W denote an irreducible T-module. 
(i) W is thin and dual thin. 
(ii) The diameter of W and the dual diameter of W coincide. 
Proof. Let t denote the dual endpoint of W. Since F*EI W C EI W, the space Et W 
contains a non-zero eigenvector v for F*. By Lemma 9.1, 
EEi*_,vfLEir,,uEspan(E*u) (O<i<D), 
e,*_,REir_,u + Bir,,LE,*,,vE span(E,*v) (O<i<D), 
where @ , , e;+, denote indetenninates. By (49), (50), and (34) 
ZNTv E span(Ei*,,v) (OGiGD), 
LE,k span(E,*_,v) (O<i<D). 
We claim that 
(49) 
(50) 
(51) 
(52) 
W = span{E~u,E~v,. . . ,E$}. (53) 
To see this, let W’ denote the right side of (53). Certainly, W’ C_ W; to prove that 
W’ = W, we show that W’ is a non-zero T-module. Observe that u = CE, ETv E W’, 
so W’ # 0. Observe that M* W’ E W’ by the construction. Observe that R W’ G W’, and 
L W’ C W’ by (5 1) and (52). Recall that A = R + L generates M, so MW’ G W’. Since 
M, M* generate T, we now have that TW’ C W’, so W’ is a T-module. It follows that 
W’= W by the irreducibility of W. We now have (53), which implies that W is thin. 
By Lemma 5.2, W is dual thin. 
(ii) The diameter of W and the dual diameter of W both equal dim(W) - 1. 0 
Theorem 9.3. With reference to Definition 8.1, let W denote an irreducible T-module 
with endpoint r, dual endpoint t, and diameter d. 
(i) For all non-zero u E E1 W, the vector E,Fv is a basis for E,? W for r G i <r + d. 
In particular, E,* u, Er*, , v, . . . , ET+du is a basis for W. 
(ii) For all non-zero v E E,* W, the vector Eiu is a basis for Ei W for t <i < t + d. 
In particular, E,v, Et+, v, . . . , Er+du is a basis for W. 
Proof. (i) Fix any i (r 6iGr + d), and observe El? W # 0 by (26). Also EFu spans 
E,? W, since by Lemma 7.2 and the construction, 
E;W=E;E,W 
= span(E,*u). 
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We have now shown that ETv is a basis for EF W. Applying (13) (26), we find 
E,*v,..., E,:,v is a basis for W. 
(ii) Similar to the proof of (i). 0 
We can now say the following about the structure of the irreducible T-modules 
for Y. 
Theorem 9.4. With reference to Dejinition 8.1, let W denote an irreducible T-module 
with dual-endpoint t and diameter d. Then 
(i) EiW=O $ED_iW=O (O<i<D). 
(ii) 2t+d=D. 
(iii) D - d is even. 
Proof. (i) Suppose the result fails. Then there exists an integer i (0 <i Q D) such that 
EiW=O and Eo_iW#O. (54) 
Evaluating (54) in light of (43) we find that i<D/2. Since T is semisimple, the 
orthogonal complement W’ of W in V is a T-module, and V = W + W’ (orthogonal 
direct sum). Furthermore, there exist irreducible T-modules WI, WZ, . . . , K such that 
w’ = w, + wz + . ’ . + K (orthogonal direct sum). (55) 
Therefore, 
v=w,+ w, + w*+... + W, (orthogonal direct sum), (56) 
where W, := W. By (43), and since i <D/2, 
EiH$#OOE~_iI%j#O (l<j<~). 
We may now argue that 
(57) 
dim(EiV) = l{j 1 O<j<s, EiT #O}l (by (56)) 
< l{j I Odjds, &-iq #O)l (by (54) (57)) 
= dim(Eo_iV) (by (56)) 
contradicting (45). 
(ii) Observe that t + d* = D - t by (i) and (41) and d = d* by Lemma 9.2(ii). 
(iii) Immediate from (ii). 0 
We next consider the action of the Terwilliger algebra on the bases given in 
Theorem 9.3. To do so, it is convenient to use the decomposition of the matrices A 
and A* into R, L, and R’, F*, and L*, respectively. This leads us to introduce several 
new parameters which, as we will see, are natural generalizations of the intersection 
numbers and dual-intersection numbers of Y. 
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Definition 9.5. With reference to Definition 8.1, let W denote an irreducible T-module 
with endpoint r, diameter d, and dual endpoint t. For all i (0 <i <d), let ci( W), b;(W) 
denote the complex scalars such that 
RE,*,i_ ] lJ = Ci( W)EjT+iu, (58) 
LET+,+, v = bi( W)E,*,iv, (59) 
where v is any non-zero vector in Et W. By Lemma 9.2(i), ci( W), bi( W) are indepen- 
dent of the choice of v. We refer to the ci( W), bi( W) as the intersection numbers of 
W. By the intersection matrix of W, we mean the tridiagonal matrix 
B(W):= 
/ 0 ho(W) 
Cl(W) 0 h(W) 
c2(W 
0 ’ 
bd-1(W) 
0 cd(w) 0 \ I 
Definition 9.6. With reference to Definition 8.1, let W denote an irreducible T-module 
with endpoint r, diameter d, and dual endpoint t. For all i (O<idd), let c,?(W), 
a;(W), b)(W) denote the complex scalars such that 
R*Ef+i_ 1 V = C,‘( W)Et+iv, (60) 
F*E,+iv = a;( W)E,+iv, (61) 
L*El+i+ 1 V = bT( W)Et+iv, (62) 
where v is any non-zero vector in E,* W. By Lemma 9.2(i), c*(W), a’(W), b*(W) 
are independent of the choice of u. We refer to the c,!(W), a”(W), b,*(W) as the 
dual intersection numbers of W. By the dual intersection matrix of W, we mean the 
tridiagonal matrix 
B*(W):= 
so*(W) bo*(W> 
c:(W) a:(W) b?(W) 
c:(w) 
0 
0 
bd*-,VU 
cd*(W) ad*(W) 
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Lemma 9.7. With reference to Dejnition 8.1, let W denote an irreducible T-module 
with endpoint r, dual endpoint t, and diameter d. 
(i) B(W) is the matrix representing multiplication by A with respect to the basis 
E,*v, E,*,,v,... ,ET+dv, where v is any non-zero vector in EI W. 
(ii) The eigenvalues of B( W) are t?,, g,+, , . . . , e,,,. 
(iii) B*(W) is the matrix representing multiplication by A* with respect to the basis 
Efv,E,+lv,..., Et+@, where v is any non-zero vector in E,* W. 
(iv) The eigenvalues of B*(W) are tI~,g~+,,...,tI,*,,. 
Proof. (i) Immediate from (22), Definition 9.5, and the fact that F = 0. 
(ii) Pick any non-zero vector v E E,* W. By Theorem 9.3(ii), the vectors E,v, E,+, v, . . . , 
Et+@ form a basis for W. Let B’(W) denote the matrix representing multiplication 
by A with respect to this basis. By (18), B’(W) is diagonal, with diagonal entries 
~t~o~+l,...,~tIfd~ By (i) above, and Theorem 9.3, the matrices B(W) and B’(W) are 
similar, so they have the same eigenvalues. 
(iii) Similar to the proof of (i). 
(iv) Similar to the proof of (ii). 0 
Corollary 9.8. With reference to Dehnition 8.1, let W denote an irreducible T-module 
with endpoint r and diameter d. 
(63) 
Proof. By Lemma 9.7, both sides of (63) equal the trace of B*( W). 0 
We conclude this section by finding two expressions for the scalar a,*(W). 
Theorem 9.9. With reference to Definition 8.1, let W denote an irreducible T-module 
with endpoint r, dual endpoint t, and diameter d. Then 
(i) Suppose d2 1. Then both 
a:(W)= 
0, - e,+l ’ 
at(W)= 
e:+d_let - et+le;+d 
e, - e,+l * 
(64) 
(65) 
(ii) Suppose d = 0. Then 
a,*(W)=@. (66) 
Proof. (i). Fix any non-zero v E E1 W. By (46) (with i = r), we find that 
LE,*, , v = t&E,* v. (67) 
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By Lemma 9.2(i) and (61), u is an eigenvector for F*, with eigenvalue at(W). Ap- 
plying (47) (with i = r and 01= a,*( IV)), 
q++,@+,r=U%+,e,* - &W(&+, - e,Wr. (68) 
Eliminating LE,*, , v in (68) using (67) and since E,*v#O, we obtain 
e:*,,et - e,+,e,* =&W)(e, - e,+l), 
and (64) follows. Line (65) is obtained similarly, using (46) (47) at i = r + d. 
(ii) Set d = 0 in Corollary 9.8. ??
10. Computation Of Ci(W), bi( W) 
Let Y be as in Definition 8.1, and let W denote an irreducible T-module with 
diameter d. In this section, we compute the parameters ci( W), bi( W) (0GiG.d). 
Lemma 10.1. With reference to Dejinition 8.1, let W denote an irreducible T-module 
with diameter d and dual endpoint t. Fix any integer i (0 <i<d). Then 
Ci(W)+bi(W)=et. (69) 
Proof. Fix any non-zero u E E, W. By (46) and (58), (59) 
(ci(W) + bi(W))E,*,;a = (a,*,,_, + LET+,+, )u 
= etE,*,iv. 
The result now follows, since E,*,,o#O by Theorem 9.3(i). 0 
Lemma 10.2. With reference to Dejinition 8.1, let W denote an irreducible T-module 
with endpoint r, diameter d, and dual endpoint t. Suppose d 2 1, and jx any integer 
i (O<i<d). Then 
e,*,i_,ci(W)+ e,*,i+lbi(W)=@e,*,, + @+le,*,, - &+le,*, 
where t?,, $+, are indeterminates. 
(70) 
Proof. Fix any non-zero v E E, W. By (61), o is an eigenvector for F* with eigenvalue 
a;(w). BY (47),(58), (59), and (64), 
(e,*,i-kc/(W) + C+i+1bi(W))E,*,iV = (e,*,i-,m,*,i-, + er*+i+lLEF+i+l )v 
= (&+le,*,, - ao*(W)&+l + ao*(W)&)EF+iu 
= (ete,*,, + &+,e,*,, - &+le,*)E,*,iu. 
The result now follows, since E,*,,o#O by Theorem 9.3(i). 0 
80 J.S. Caughman IVIDiscrete Mathematics 196 (1999) 65-95 
Theorem 10.3. With reference to Definition 8.1, let W denote an irreducible T- 
module with endpoint r, diameter d, and dual endpoint t. Then 
co(W)=09 (71) 
Cj( W) = 
em!+,+, - fy+,) - @+d@+, - m 
c+;+, - v+i- I (1 <i<d - l), (72) 
dm=et, 
bo(W)=&, 
(73) 
(74) 
bj(W)= 6(e,*,, t1 died _ 1), (75) 
bd( W) = 0. 
In particular, ci( W), bi( W) are real for 0 <i <d. 
(76) 
Proof. Lines (71), (76) follow directly from (26), (58), and (59). Lines (73), (74) 
follow from (69) (71), and (76). To obtain (72) and (75), solve the linear system 
(69), (70) for the variables ci( W), hi(W). We observe that the coefficient matrix of 
this system is non-singular since 0,*, . . . ,@ are distinct. 0 
11. Computation of ci*( W), ui*( W), bi*( W) 
Let Y be as in Definition 8.1, and let W denote an irreducible T-module 
eter d. In this section, we compute the parameters CT< W), a*(W), bT( W) 
with diam- 
(O<i,<d). 
Lemma 11.1. With reference to De$nition 8.1, let W denote an irreducible T-module 
with endpoint r and diameter d. Fix any integer i (OdiQd). Then 
cl!< W) + a:(W) + bj+( W) = t!l,*. (77) 
Proof. Let t denote the dual endpoint of W. Pick any non-zero v E E,* W, and observe 
that A*u = t?,*u. We may now argue that 
(cT( W) + a:(W) + bT( W))E,+;v 
= (R*EI+i_l + F*Et+i + L*E,+;+l)v (by Definition 9.6) 
=&+iA*a (by (37), (38)) 
= tJ,*E,+iv. 
The result now follows, since EI+iu#O by Theorem 9.3(ii). 0 
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Lemma 11.2. With reference to Definition 8.1, let W denote an irreducible T-module 
with endpoint r, diameter d, and dual endpoint t. Suppose d > 1, andjx any integer i 
(OdiGd). Then 
&+i-,ci*(W) + e,+@*(w) + e,+;+,bT(W)=8,*,,8,+i, 
where 8_ 1, O,+, are indeterminates. 
(78) 
Proof. Pick any non-zero v E E,* W. By (22) and since F is zero, AU = Rv E ET+, W. It 
follows that 
A*Av = f3,*,,Av. (79) 
We may now argue that 
(&+,-lci*(W)+ &+;a,*(W) + &+j+~b,*(W))E,+iv 
=(o,+i-IR*E,+i-1 + &+;F*Et+i + 0f+i+,L*Et+i+I)o (by Definition 9.6) 
= (R*E,+i-t + F*E,+i + L*E,+;+l)Au (by (18)) 
=El+iA*AV (by (37), (38)) 
= @+,E,+iAv (by (79)) 
=C+,4+iEr+iu (by (18)). 
The result now follows, since E,+iU#O by Theorem 9.3(ii). 0 
Lemma 11.3. With reference to Dejinition 8.1, let W denote an irreducible T-module 
with endpoint r, diameter d, and dual endpoint t. Suppose d 2 2, and jix any integer 
i (O<i<d). Then 
e?+i-Icf(W) + %+,a,*(W) + #+,+,b*(W)=C+*o?+i + bo(w)cl(w)(e,*-e,*,,), 
(80) 
where 8_,, 80+1 are indeterminates. 
Proof. For notational convenience, set CI := bo( W)q (W). Pick any non-zero u E E,* W. 
We first claim that LRv = CIV. To see this, observe by Theorem 9.3(i), there exists a 
non-zero z E E, W such that v = E,*z. Applying Definition 9.5, 
LRv=LRE,~~=~,(W)LE,*,,~=~~(W)~,(W)E,!~, 
and the claim follows. 
By the above claim, line (22), and since Lv = 0, 
R2v = (R + L)Rv - LRv = (A2 - 0rI)u. (81) 
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By (Sl), and since R2ve E,*,,V by (23), 
A*(/ - aZ)v = er*,2(A2 - aZ)v. (82) 
We may now argue that 
tef+i-lc*(W) + ef+ia*(W) + @+i+,bf(W))Et+iV 
=(#+i-lR*Et+i-1 + @+iF*Et+i + #+,+1L*El+i+l)~ (by Definition 9.6) 
=(R*E,+i-1 + F*Et+i +L*Et+i+l)A*V (by (18)) 
=Et+iA*A2v (by (37), (38)) 
=Et+iA*(A2 - aZ)v + aEt+iA*v 
= @?+2(A2 - aZ)E;+iV + cxO,*E,+iv (by (82)) 
=(e,*,,(ef+, - m) + ae,*)&+io (by (18)). 
The result now follows, since Et+iv#O by Theorem 9.3(ii). ??
Theorem 11.4. With reference to De$nition 8.1, let W denote an irreducible T- 
module with endpoint r, diameter d, and dual endpoint t. Then 
co*(W)=O, (83) 
cf+(~j = Cef+i - %?Xe,*,2 - e:+l) + uwt+l - &+i@+i+l wT+, - 03 
t 
(&+i-1 - 4+i)(&+i-1 - &+i+l) 
(l<i<d - l), (84) 
(85) 
b*(w) = te:+i - e?><e?+2 - e;+l) + e4e,+l - f%+i&+i-1 w;+, - 63 
I 
(&+i+l - @+i)(@+i+l - @+i-1) 
(1 Gi<d - l), (87) 
b;(W) = 0 
am=@,* -b,*(W)-c*(W) (O<i,<d). 
In particular, c’(W), a”(W), b,*(W) are realfor O<i<d. 
(88) 
(89) 
Proof. Lines (83), (88) follow from (41), (60), and (62). Line (89) is from (77). 
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To see (85), Iirst assume d = 0. Then the left-hand side vanishes by (83), and the 
right-hand side also vanishes, since 0, = 0 by Theorem 9.4(ii) and (44). Next, assume 
d > 1. We obtain (85) by setting i =d in (77), (78), and solving for c:(W), using 
(88). We now have (85), and line (86) is obtained similarly. 
It remains to prove (84) and (87). Assume d 2 2 and fix any i (1 <i <d - 1). 
Observe (77), (78), and (80) form a system of 3 linear equations in the 3 variables 
c*(W), a*(W), and bf( W). Observe the coefficient matrix is Vandermonde, hence 
non-singular, since f3c,t9r, . . ,190 are distinct. Solving this system, we obtain (84) and 
(87). 0 
Corollary 11.5. With reference to Dejinition 8.1, let W denote an irreducible T- 
module with diameter d. Then 
cI!(W)=b:.JW) (O<i<d), 
a’(W)=a$_i(W) (O<i<d). 
(90) 
(91) 
Proof. Line (90) is immediate from Theorem 9.4(ii), Theorem 11.4, and line (44). 
Line (91) is immediate from (89) and (90). 0 
12. The square-norms of the basis vectors 
Let Y be as in Definition 8.1, and let W denote an irreducible T-module. In this 
section, we compute the square-norms of the basis elements given in Theorem 9.3. 
Lemma 12.1. With reference to Dejinition 8.1, let W denote an irreducible T-module 
with endpoint r, diameter d, and dual endpoint t. 
(i) For any non-zero v E E1 W, 
ci(W)I(ET+iVII* =bi-,(W)IIE,*,i_IVII* (1 di6d). 
(ii) For any non-zero v E E,* W, 
c,*(W)((E,+iVJI*=b,*_,(W)IIEt+i-,V1(* (l<i<d). 
Proof. (i) By (58), (59), and since R=E’, 
s(W) llE,*,i~Il* = (m,*,i-,V,E,*,iV) 
(92) 
(93) 
Recall that bi_l( W) is real by Theorem 10.3, so the result follows. 
(ii) Similar to the proof of (i). 0 
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Corollary 12.2. With reference to Dejinition 8.1, let W denote an irreducible T- 
module with diameter d. Then 
(i) bi_l(W)ci(W)>O (1 <i<d). 
(ii) b,*_,(W)cT(W)>O (1 <i<d). 
Proof. (i) The product bi_l(W)ci(W) is nonnegative by Lemma 12.1(i), and since 
ll~F+~~ll~ and II~r*+i-~412 are positive. Observe bi- L( W) # 0 by (25), (59), and similarly 
ci(W) # 0 by (25), (58). 
(ii) Similar to the proof of (i). 0 
Theorem 12.3. With reference to Definition 8.1, let W denote an irreducible T- 
module with endpoint Y, diameter d, and dual endpoint t. Then 
(i) For any non-zero v E EI W, 
llE;+pl12 = ,lE;u,12 fi bi-10 
j=, cjm 
(Odi6d). 
(ii) For any non-zero II E E,! W, 
IIEt+iul12 = l(Eg11,~ fj b:_,(w) 
j=l ‘j cw) 
(Odi<d). (95) 
Proof. Immediate from Lemma 12.1 and Corollary 12.2. 0 
13. The isomorphism classes of irreducible T-modules 
Let Y be as in Definition 8.1. In this section, we prove that the isomorphism class of 
any irreducible T-module for Y is completely determined by its endpoint and diameter. 
Theorem 13.1. With reference to Definition 8.1, let W, W’ denote irreducible 
T-modules with endpoints r,r’, dual endpoints t, t’, and diameters d,d’, respectively. 
Then the following are equivalent. 
(i) W and W’ are isomorphic as T-modules. 
(ii) r = r’ and d = d’. 
(iii) r = r’ and t = t’. 
(iv) B*(W) =B*( W’). 
(v) r=r’ andB(W)=B(W’). 
Proof. (i) + (ii): Let 4 denote a T-isomorphism from W to W’. Then for any integer 
i (O<idD), 
E,!W=O w &E;W)=O H EZ%j(W)=O + E,!W’=O. 
Now (ii) follows by (26). 
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(ii) ts (iii): Immediate by Theorem 9.4(ii). 
(ii), (iii) + (iv): By Theorem 11.4, the entries in the dual intersection matrix are 
determined by the endpoint, diameter, and dual endpoint. 
(ii), (iii)-+(v): Immediate by Theorem 10.3. 
(iv) + (ii): B*(W) is a d + 1 by d + 1 matrix, and B*(W’) is d’ + 1 by d’ + 1, 
so d = d’. By (77), the sum of the entries in each row of B*(W) equals 0,*, and the 
sum of the entries in each row of B* ( W') equals 0:. Hence (!I,* = 6,*I, so r = r’ in view 
of (34). 
(v)-t(i):B*(W)isad+lbyd+lmatrix,andB*(W’)isd’+lbyd’+l,sod=d’. 
Now t = t’ by Theorem 9.4(ii). Pick a non-zero u E E1 W and recall by Lemma 9.2(i), 
B:={E,*v,..., E,*,,v} is a basis for W. Similarly, pick a non-zero VJ’ E Et W’, and ob- 
serve B’ := {ETu’ ,...,EF+&} is a basis for W’. By linear algebra, there exists an 
isomorphism of vector spaces 4 : W -+ W’ such that 
&E,%+E,%’ (rdi<r+d). (96) 
We show Q, is an isomorphism of T-modules. Since A, E,*, EF, . . . , ET generate T, and 
since A = R + L, it suffices to show 
(R+ - c$R)W = 0, (97) 
(Lf$ - f$L)W=O, (98) 
(Ej?4 - f@)W=O (OGjdD). (99) 
Line (99) is immediate from the construction. To see (97), observe that ci( W) = ci( W’) 
(Obidd). Now by (58), RC#J - $R vanishes at each element of B. Line (98) is proved 
similarly. I? 
We conclude this section by showing that there exists a unique irreducible T-module 
with diameter D. 
Lemma 13.2. With reference to Definition 8.1, there exists a unique irreducible 
T-module WO with diameter D. Moreover, the endpoint and dual endpoint of WO 
are both zero. We refer to WO as the trivial module. 
Proof. Since E. = J has rank one, EoV # 0. It follows that there exists an irreducible 
T-module WO such that EO WO # 0. By (39), the dual endpoint of WO is zero. By Theo- 
rem 9.4(ii), the diameter of WO is D, and now the endpoint r of WO equals zero since 
r d D - d, where d denotes the diameter of WO. 
Concerning uniqueness, let W denote any irreducible T-module of diameter D. Then 
EoW#O, so EoW=EoW’ since EoV has dimension one. Now W = WO by 
Lemma 7.2(i). 0 
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Lemma 13.3 (Terwilliger [20, p. 751). With reference to Dejnition 8.1, let WO denote 
the trivial module for Y. Then 
(i) Ci(&))=Cir bi(e)=bi (O,<i<D), 
(ii) ci*( WO) = c*, a*(&)=a*, b*(Wo)=bi* (O<i<D). 
14. Multiplicities of the irreducible T-modules 
Let Y be as in Definition 8.1. In this section, we compute the multiplicities with 
which the irreducible T-modules appear in the standard module V. 
Definition 14.1. With reference to Definition 8.1, fix a decomposition of the standard 
module V into an orthogonal direct sum of irreducible T-modules. For any integers 
r,d (0 <r,d <D), we define mult(r,d) to be the number of irreducible modules in this 
decomposition which have endpoint Y and diameter d. It is well known that mult(r,d) 
is independent of the decomposition (cf. [lo]). 
Definition 14.2. With reference to Definition 8.1, define a set r by 
T:={(r,d)EH*IOGd<D, D-d even, i(D-d)<r<D-d}. (100) 
By Lemma 5.l(ii), Theorem 9.2(ii), and Theorem 9.4(iii), mult(r,d) = 0 for all integers 
r, d such that (r,d) +! T. We define a partial order $ on r by 
(r,d)$(r’,d’) if and only if r<r’ and r’+d’,<r+d. (101) 
Example 14.3. With reference to Definition 8.1, suppose D = 11. In Fig. 1, we repre- 
sent each element (Y, d) E T by a line segment beginning in the rth column and having 
length d. For any elements a ET, b E T, observe that a < b if and only if the line 
segment representing a extends the line segment representing b. 
Lemma 14.5. With reference to Dejinition 8.1, fix any (r,d) E T. Then 
(i) For any YE X, the yy entry 
(E,*LdRdE,* )yv = ,-+fi-’ bhC,+&_h 
h=r 
(102) 
if 8(x, y) = r, and (E,*LdRdE,*),, = 0 if 8(x, y) # r. 
(ii) 
trace(E,*LdRdE,*) = /~,.~+fi-’ bhG+d_h. 
h=r 
(103) 
Proof. (i) We may assume a(x, y) = r, otherwise the result is trivial. By matrix multi- 
plication (cf. [8, Lemma 1.2]), the yy-entry of E,*LdRdE,* equals the number of paths 
x0,x1 ,..., x&j such that y=xo=Xzd, and 
a(X,Xi)=a(X,XZd__i)=r+i (O<i,<d). (104) 
By a simple counting argument this number equals the right-hand side of (102). 
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Fig. 1. The set T when D= 11. 
(ii) Observe that there are exactly k, vertices y E X such that 8(x, y) = r. The result 
now follows from (i). 0 
Lemma 14.6. With reference to Dejinition 8.1, pick any elements (i, j) and (r,d) E T. 
Then for any irreducible T-module W with endpoint i and diameter j, 
trace(E,*LdRdE,*)I w = r-‘EP’ bh( W)ct,+,( W) (10% 
h=r-i 
ij” (i, j)=$r,d), and trace(E,*LdRdE,*)IW =0 if(i,j) if(r,d). 
Proof. Let t denote the dual-endpoint of W and pick any non-zero v E Et W. By The- 
orem 9.3(ii), B := {Elu 1 i<h <i + j} is a basis for W. We consider the action of 
E,*LdRdE,* on B. First assume (i, j)<(r, d). Then E,*LdRdE,* vanishes on every ele- 
ment of B except ETv, and 
r-i+d- I 
E;LdRdE,*(E,*u) = n bh( W)c/,+,( W)E,*u. 
h=r-i 
Line (105) follows. Next assume (i, j)if g(r,d). Then E,*LdRdE,* vanishes on each 
element of B, and so its trace on W is zero. 0 
To state our next theorem, we need a bit of notation. Let Y be as in Definition 8.1. 
For all (r, d) E T, we define 
ci(r,d) I= et(e,*,i+l - eT+,) - et+l(“,*,i - 63 
‘F+i+l - eF+i-! 
(1 <i<d - l), 
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#Qr,d) := er(e,*,l (1 6 i ~ d  _  1), (106) 
where t:= i(D - d). We also set c,,(r,d)=bd(r,d)=O, and cd(r,d)=bs(r,d)=&. 
Observe that if W is any irreducible T-module with endpoint r and diameter d, then 
(r,d)~r and ci(r,d)=ci(W), bi(r,d)=bi(W) (O<i<d). However, such a module 
need not exist. 
We can now state our main result, the recurrence on the multiplicities. 
Theorem 14.7. With reference to Dejinition 8.1, Jix any (r, d) E T. Then 
rid- I r-ifd- I 
kr ,‘=’ bhCr+d-h = c mult(i,j) n bh(&j)Ch+l(i,j). 
r (i,i)E r h=r-i 
G,jHr,d) 
Proof. Since T is semisimple, we may decompose the standard module V as 
v=w, + w*+... + K (orthogonal direct sum), 
where &, W,, . . , K are irreducible T-modules. It follows that 
trace(E,*LdRdE,*) = 2 trace(E,*LdRdE,*)lwa. 
i=l 
(107) 
(108) 
Evaluating (108) using (103), (105) we obtain (107). 0 
Remark 14.8. With reference to Definition 8.1, we can use Theorem 14.7 to recur- 
sively compute the multiplicities {mult(r, d) 1 (I; d) E T}. Indeed, pick any (r, d) E T. 
Then (107) gives a linear equation in the variables {mult(i,j) 1 (i,j) E T’, (i,j)$(r, d)}. 
In this equation, the coefficient of mult(r,d) is 
d-l 
n bh(rr+h+l+-,d). 
h=O 
(109) 
Suppose the coefficient (109) is non-zero. Then we can divide both sides of equation 
(107) by it, and obtain mult(r,d) in terms of {mult(i,j) 1 (i,j) 4 (r,d)}. Suppose the 
coefficient (109) equals 0. By Corollary 12.2(i), there is no module with endpoint r 
and diameter d, so mult(r, d) = 0. 
15. The parameters in terms of q and s* 
In this section, we explicitly compute the intersection matrices, dual intersection 
matrices, and multiplicities of the irreducible T-modules. For convenience, we exclude 
a small class of examples. 
Let D denote any integer at least 3. Let H(D, 2) denote the D-cube, and let I?(2D, 2) 
denote the antipodal quotient of H(2D,2). It is well known that H(D,2) and t?(2D,2) 
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are bipartite P- and Q-polynomial schemes. In [13], it was shown that H(D, 2) is 
uniquely determined by its intersection array. In [4], it was shown that Z?(2D,2) is 
uniquely determined by its intersection array if D # 3, and that there are precisely 
3 non-isomorphic schemes with the same intersection array as H(6,2). Let fi(6,2)‘, 
&(6,2)” denote the non-isomorphic schemes distinct from &(6,2) which have the same 
intersection array as A(6,2). For information on the structure of the irreducible T- 
modules for these schemes, see [21]. 
Lemma 15.1. With reference to Definition 8.1, suppose Y is not one of H(D,2), 
fi(2D,2), fi(6,2)‘, p(6,2)“. Then there exist scalars q,h,h*,s* E @, with q, h, h* non- 
zero, such that 
0; = h(q-’ - qidD) (O<i<D), (110) 
0; =e,* +A*(1 -q’)(l -s*q’+‘)q-’ (l<i<D). (111) 
Proof. By [5, pp. 237, 2411, there exist /I, y* E [w such that 
O,-I -fle;+O;+l=O (l<i&D- 1), (112) 
e,*_ , -~@+~i*,,=y* (l<i<D-1). (113) 
Suppose p=2. Then in the notation of Bannai and Ito [2], our Q-polynomial struc- 
ture must be type IIB or IIC. Using the classification results found in [13, 18, 5, 
p. 2641, we find that the intersection array for Y must be that of either H(D,2) or 
H’(2D, 2). Hence j # 2 by our assumptions. 
Suppose p= -2. Then by [17], Y must be the D-cube H(D,2). Hence b# -2 by 
our assumptions. 
Since bf2, and b# -2, there exists q E @ such that q $! { l,O, -l}, and such that 
fi = q + q-‘. Solving the recurrence in (112), we obtain 
6; = hq-’ + h’q’ (O<i<D) (114) 
for some h, h’ E @. Combining (44), (114), we see that h’ = -hqeD, and (110) follows. 
Solving ( 113 ), we obtain 
@ = h*q-’ + h*‘q’ + h*” (0 <i Q) (115) 
for some h*,h*‘,h*” E @. By (34), h*,h*’ are not both zero. Replacing q by q-’ if 
necessary, we may assume h* # 0. Now there exists s* E @ such that h*’ =s*qh*. 
Eliminating h*’ in (115) using this, we find 
6; -@=h*(l -q’)(l -s*q’+‘)q-’ (lbi<D), 
and line (111) follows. I7 
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Corollary 15.2. With reference to Definition 8.1, suppose Y is not one of H(D,2), 
I?(2D,2#(6,2)‘,&6,2)“. Let q,s* be as in Lemma 15.1. Then 
qi#l (ldi,<D), (116) 
qi#-1 (O<i<D- 1 )Y (117) 
s*q’# 1 (2<i<2D). (118) 
Proof. Evaluate (19), (34) in terms of q,s* using Lemma 15.1. 0 
Lemma 15.3. With reference to Dejnition 8.1, suppose Y is not one of H(D,2), 
fi(2D,2),I?(6,2)‘,1?(6,2)“. Let q,s*,h,h* be as in Lemma 15.1. Then 
e* = h*(qD - 1X1 - s*q*) 
0 
q(qD-1 + 1) ’ 
h= 
qb( 1 - s*q3) 
(q - l)(l - s*qo+*)’ 
h* = (qD + q2)(qD + q) 
q(q2 - l)(l - s*q*b)‘ 
(119) 
(120) 
(121) 
Proof. To see (119), recall that a: = 0, so by (64) (with r = 0, t = 0), 
e;eo=e,e,*. (122) 
Evaluating (122) using (1 lo), (1 1 1 ), and solving the result for 0:) we obtain (119). 
To obtain (120), recall cl = 1, so by (72) (with r = 0, t = 0), 
l= O 2 e (e* - ef) - e,(e; - e,*) 
e; -e; . (123) 
Evaluating (123) using (llO), (ill), we obtain (120). Line (121) is proved similarly. 
Theorem 15.4. With reference to Definition 8.1, suppose Y is not one of H(D, 2), 
an irreducible T-module with endpoint r, 
” ” 
fi(2D, 2),t?(6,2)‘,I?(6,2)“. Let W denote 
dual endpoint t, and diameter d. Then 
co(W) = 0, 
Ci( W) = 
h(q’ _ l)( 1 _ ,*q2’+d+i+‘) 
qd+f(l _ ,*q2r+*i+l) 
cd(W) = h(q-’ - q’-b), 
bO( W) = h(q-’ - q’-D), 
(124) 
(l<i<d - l), (125) 
(126) 
(127) 
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b,(W) = &Id - q')(l - s*qz’+‘+‘) 
I qd+‘( 1 _ S*q2r+2i+l ) (1 fi<d - I), 
hi(W)=& 
91 
(128) 
(129) 
where q.s*,h are as in Lemmas 15.1 and 15.3. 
Proof. Immediate from Theorem 10.3 and Lemmas 15.1 and 15.3. 0 
Theorem 15.5. With reference to Definition 8.1, suppose Y is not one of H(D, 2) 
I?(20,2),fi(6,2)‘,l?(6,2)“. Let W denote an irreducible T-module with endpoint r, 
dual endpoint t, and diameter d. Then 
c,*(W) = 0, 
ci*( w) = h*(q2’ - l)( 1 - s*q2d+2’-2i+2) 
q2i+r(qd-2i+l + l)(qd-2i + 1) 
cd*(w) = h*(qd - I)(1 - s*q2’+2) 
q’f’(qd-’ + 1) ’ 
b;(w) = h*(qd - ‘)(l - s*q2’+2) 
qr+‘(qd-’ + 1) ’ 
birt w) = hy(q2d-2’ - l)(l - s*q2’+2i+2) 
I 
4 2t+r+l($-2i-I + 1)(~d-2i + 1) 
b;(W) = 0, 
where q, s*, h are as in Lemmas 15.1 and 15.3. 
(130) 
(1 <i<d - I), (131) 
(132) 
(133) 
(16iGd - 1), (134) 
(135) 
Proof. Immediate from Theorem 11.4 and Lemmas 15.1 and 15.3. Cl 
Theorem 15.6. With reference to De$nition 8.1, suppose Y is not one of H(D,2), 
1?(20,2),fi(6,2)‘,fi(6,2)“. Let q,s* be as in Lemma 15.1. Then (i)-(ix) hold below. 
(i) mult(O,D) = 1. . , 
(ii) mult(l,D - 2)= (CP - q)U - s*q*j 
(q - l)(l - s*qb+2)’ 
(iii) mult(2,D _ 2)= (qD - l)(SD - q)(l -‘*q4)(l + ‘*qD+‘) 
q(q2 - l)( 1 - s*qb+2)( 1 - s*q2b) . 
(iv) Suppose D 2 4. Then 
mult(2, D - 4) = (qb - l)(qD - q3)( 1 - s*q2)( 1 - s*q4)( 1 - s*q2o+‘) 
q(q - l)(q2 - l)( 1 - s*qD+2)(1 - s*qb+J)( 1 - s*qzo)’ 
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(v) Suppose D 24. Then 
mult(3 D _ 4)= (8 - l)(qD - qw - q3)(l - s*q*)(l - s*cm +s*qD+‘) 
3 q3(q - l)(q2 - l)(l - ,*qD+*)(l - ,*qD+4)(1 - s*q*b-2) . 
(vi) Suppose D> 6. Then 
mult(3, D _ 6) = (qD - 1 w - CmP - q5) 
q3(9 - 1 )(q2 - 1 )(q3 - 1) 
(1 - s*q*)( 1 - s*q4)( 1 - s*qe)( 1 - s*q*n+‘) 
x (1 - ,*qD+2)( 1 - ,*qD+3)( 1 - ,*qD+4)( 1 - ,*q2D-2)’ 
(vii) Suppose D 24. Then 
mult(4,D _ 4) = (qa - ‘)(qn - q)(qb - q2)(qo - q3) 
q4(q2 - 1 )(q4 - 1) 
(1 - s*q2)( 1 - s*q*)( 1 + s*qn+’ )( 1 + s*qb+*) 
’ (1 - s*qb+3)( 1 _ s*qn+4)( 1 _ s*q2D)( 1 _ s*q2D-2)’ 
(viii) Suppose 026. Then 
mult(4,D _ 6) = (qD - ’ )(qD - d(@ - q2>(qD - q5) 
@(4 - 1 )(q2 - 1 j2 
(1 - s*q*)( 1 - s*q4)( 1 - s*q*)( 1 + s*qb+’ )( 1 - s*q*D+’ ) 
’ (1 - s*qb+*)( 1 - s*qn+4)( 1 - s*qb+s)( 1 _ s*q2D)( 1 _ s*q2D-4)’ 
(ix) Suppose D 2 8. Then 
mult(4,D _ ,)&YD - l>(qD - q)(qD - q2)(qD - q7) 
q6(q - l>(q2 - l)(q3 - l)(q4 - 1) 
(1 - s*q*)( 1 - s*q4)( 1 - s”q6)( 1 - s*q*)( 1 - s*q*b-' )( 1 - s*qzb+‘) 
’ (1 _ s*qb+2)(1 _ s*qD+3)( 1 _ s*qD+4)( 1 _ s*qD+5)( 1 _ s*q2D-2)( 1 _ s*q2D-4)’ 
Proof. Solve Theorem 14.7 recursively for the multiplicities, as outlined in 
Remark 14.8. To obtain expressions in terms of q and s*, apply Lemmas 15.1 and 
15.3. 0 
The module structure for cycles is quite simple, as the following lemma illustrates. 
Lemma 15.7. With reference to DeJinition 8.1, suppose Y is not one of H(D,2), 
I?(2D,2), I?(6,2)‘, L?(6,2)“. Let q, s* be as in Lemma 15.1. Then the following are 
equivalent. 
(i) Y is a cycle. 
(ii) qD = -1 and s* =q-‘. 
Suppose (i) and (ii) hold Then mult(r,d)= 1 for (r,d)=(O,D) and (r,d)=(l,D-2). 
Moreover, mult(r, d) = 0 for all other (r, d) E T. 
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Proof. (i)-+(ii): This can be found in [2, p.3041. 
(ii)+(i): Setting qb=- 1 ands*=q-’ in(120),wefindh=l. Settingh=l,qD=-1, 
t = 0 in (127), we find in view of Lemma 13.3(i) that bs = 2. Now Y is a cycle. 
The remaining statements concerning the multiplicities are routine, or see 
[20, Example 6.11. 0 
For any a, b E C and any nonnegative integer n, set (a; bJ, := l-I:=, (1 - ab’-’ >. We 
make the following conjecture. 
Conjecture 15.8. With reference to Definition 8.1, suppose Y is not one of H(D, 2), 
E?(2D,2), fi(6,2)‘, Z?(6,2)“, or a cycle. Let q, s* be as in Lemma 15.1. Pick any 
(r,d) E r and assume (r,d) # (0,D). 
(i) If r + d = D, then 
mult(r 
3 
d)= (-l)‘q’(‘-‘)(l - s*q2’)(qd+‘;q)l(-S*qD+‘;q),(S*q2;q2)1-1. 
(42; ql)t(s*qn+t+‘; q),(s*qb+d+$ q2)( ’ 
(ii) If Y + d # D, then 
mult(r, d) = (- ;$f-@-;;;;@;k-+ ;:;‘“,;;+;~;~i~,;‘I: ‘jr 
, t, 7 rt r t 
(s*qD+r+d+3; 
q)2t-r--1(-S*qL)+‘;q)r-t(s*q2;q2)t-, x (,*qD+d+$ q2)&s*q2’+2d+4; q2&-,(s*q2’+d+2; q)2f_-r’ 
where t = l(D - d). 
Conjecture 15.8 has the following corollary. 
Corollary 15.9. With reference to Definition 8.1, suppose Y is not one of H(D,2), 
fi(2D,2), I?(6,2)‘, fi(6,2)“, or a cycle. Assume Conjecture 15.8 holds. Let q, s* be 
as in Lemma 15.1, and set n := 1D/2]. 
(i) Suppose s* =q-2D-‘. Then for all (r,d) E T, 
mult(r,d)#O ifs r+d>D- 1. (136) 
(ii) Suppose s* = -qqD-’ for some i (1 <i <n). Then for all (r, d) E T, 
mult(r,d)#O ifs 2r+d<D+2i. (137) 
(iii) Suppose s* $! {q-2D-‘, -qPD-‘, -qMDe2,. . , -q-OF”}. Then for all (r,d) E T, 
mult(r, d) # 0. (138) 
Proof. We first observe that cases (i)-(iii) are distinct. Suppose not. Then 
s* = q-2D- I = _q-D-' 
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for some integer i (1 <i <n). Then qD+‘-’ = -1, forcing i = 1 by Corollary 15.2. Now 
qD = -1 and s* =q-I, so Y is a cycle by Lemma 15.7, contradicting our assumptions. 
It follows that cases (i)-(iii) are distinct. We now consider these cases separately. 
(i) First, assume r + d =D. Referring to the formula for mult(r,d) given in 
Conjecture 15.8(i), each factor in the numerator is non-zero by Corollary 15.2, so 
mult(r, d) # 0. 
Next, assume r + d < D. Referring to the formula for mult(r, d) given in Conjec- 
ture 15.8(ii), observe that all factors in the numerator other than 
(,*qD+r+d+3; q)2t_r_l =(I _ s*qD+‘+d+3)(] _ ,*qD+‘+d+4). . . (1 _ ,*q2D+‘) 
(139) 
are non-zero by Corollary 15.2. If r + d = D - 1, then 2t - r - 1 = 0, so (139) is just 1, 
and it follows that mult(r, d) # 0. If r + d < D - 1, then 2t - r - 1 > 0, and 1 - s*q2D+’ 
appears in (139). Observe 1 - s*q2Df’ = 0, so mult(r, d) = 0. 
(ii) Observe that -qvD-‘, -qpDe2,. . . , -qeD-” are distinct by (116), so i is unique. 
First assume r + d = D. Referring to the formula for mult(r,d) given in 
Conjecture 15.8(i), observe that all factors in the numerator other than 
(-,*qD+‘; q)t=(l +S*qD+‘)(l +S*qD+2)..(1 +.s*qD+‘) (140) 
are non-zero by Corollary 15.2. If 2r + d <D + 2i, then t < i, so (140) is non-zero, and 
it follows that mult(r, d) # 0. If 2r + d 3 D + 2i, then t >i, and 1 + s*qDf’ appears in 
(140). Observe 1 + s*qDfi = 0, so mult(r, d) = 0. 
Next, assume r + d < D. Referring to the formula for mult(r,d) given in 
Conjecture 15.8(ii), observe that all factors in the numerator other than 
(-,*qD+‘; q)r-l = (1 + s*qD+‘)( 1 f s*qDf2). . . (1 + s*qD+‘-‘) (141) 
are non-zero by Corollary 15.2. If 2r + d <D + 2i, then r - t < i, so ( 14 1) is non-zero, 
and it follows that mult(r, d) # 0. If 2r + d >D + 2i, then r - t 2 i, and 1 + s*qDfi 
appears in (141), forcing mult(r, d) = 0. 
(iii) First assume r+d =D. Referring to the formula for mult(r,d) given in Conjec- 
ture 15.8(i), each factor in the numerator is non-zero by Corollary 15.2, so 
mult(r, d) # 0. 
Next assume r + d CD. Referring to the formula for mult(r, d) given in 
Conjecture 15.8(ii), each factor in the numerator is non-zero by Corollary 15.2, so 
mult(r, d) # 0. 
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