The main idea of this work is to present a tool which may be useful to generate a mesh of points where urban actions may be taken after analysing and understanding complex urban situations. By the word complex we mean urban concentrations without precise limits and without a recognizable geometry pattern. In these situations, it is very hard for the architects to understand the system. Therefore, it is very difficult to define an action plan for this type of urban situations. What we propose is an adaptation of a neural network algorithm to work in the context of urban networks. Our objective is to develop a strategy to change this weakness of sparse urban development by activating public spaces with new meanings. A new 2D triangle mesh simplification model is introduced with the central property of preserving the shape of the original mesh. The mathematical model presented consists of a self-organizing algorithm whose objective is to generate the positions of the nodes of the simplified mesh; afterwards, a triangulation algorithm is carried out to reconstruct the triangles of the new simplified mesh. With this algorithm, it is possible to perform specific actions in an urban space, because the urban territory can be considered as a complex mesh with nodes and edges. A real example of an urban action is shown with the introduction of a wireless network in a residential area.
Introduction
Making architecture implies necessary disturbing the environment. Louis Kahn described architecture as anything that nature does not know how to do. There is an extensive bibliography about Louis Kahn and many books have been devoted to him, as, for example, [12, 15] . These environmental change processes have taken place through history according to different dynamics, which imply different speeds and deepness of transformation. As an example, the Industrial Revolution led to a tremendous process of occupation and transformation of the landscape that took place in an extremely short period of time mostly due to a very fast demographic growth in urban areas. One can refer to [2, 10] as general references for an introduction to general ideas and concepts related to urban development.
Modelling of cities as complex systems requires diverse information such as socioeconomic and explicit demographic data as well as what we can call 'real-world' spatial data [1] . In the context of spatial planning and regional development, the increasing land consumption and the increase in impervious surfaces during the last decades are research topics of utmost interest.
Recently, in Spanish, coast line has become the witness of one of these deep land transformation phenomena, in this case unprecedented extension and speed. The South-East Mediterranean coast, known as Costa Blanca (white coast), is precisely the geo-economic context in which we placed our study area.
The favourable weather conditions and other attractive elements fostered a vertiginous development of the touristic activity in the last 30 years. And this fact led to an equally rapid urban development which has been profusely studied by architects world wide.
The need to accommodate the huge number of people who came to this coast -both from the rest of Spain and other European regions -turned what used to be small fishing villages in the 50s into major tourist centres. In addition, vast portions of virgin territory were developed and occupied. Two types of solutions to these processes of urban growth were generally implemented: a model based on dispersion or spread and a model based on densification (i.e. the concentration of density).
Recently, the authors have discussed several applications of the self-organizing model which we use in this paper to some problems related to urban design [16, 17] .
In [16] , the central objective is to present a 2D triangle mesh simplification algorithm and to demonstrate its ability to perform the task of simplifying an original mesh with an irregular shape. The main idea of that paper is to show the effectiveness of the neural network model to simplify the 2D mesh. However, the main objective of this paper is quite different, as it attempts to exploit the capabilities of the neural network algorithm in urban environments. In our paper, we find fundamental ideas that are not covered in [16, 17] , such as the issue of land occupation and the strategy we can follow by using this algorithm in order to improve urban sustainability. Another fundamental original idea is the development of specific 'actions' in urban environments. This paper takes a comprehensive approach to two urban problems: the generation of new nodes of concentration to improve the density of some urban areas and the problem of performing some specific actions on various areas with particular attention to sustainable development.
The problem of land occupation and our strategy
Contrary to the model of concentration which may be represented, for example, by the city of Benidorm, the spread model was planned in such a way to provide to the not very high social classes the American dream of being the owner of a single house with a garden by the sea: a kind of Florida on the Mediterranean that -as its American counterpart -was full of retired people from all over Europe. This illusion was the aim behind hundreds of projects of housing developments which colonized this territory, like a gigantic carpet of small houses, small swimming pools and small private gardens.
The most obvious effects of this kind of urbanization are physical at a first level: a massive depredation of the territory, devastated landscapes that were turned into non-sustainable (in terms of energy, maintenance, network installations or safety, for example) anonymous places.
However, in addition to these obvious physical consequences, something perhaps more serious is occurring at a deeper level. This diffuse city encourages a way of life based on the individual, and therefore renounces an essential element of the social, as it is the public domain (following Arnold Reijndorp's definition in [6] ). There are no real public spaces in these urban developments, and nowadays we can admit without any doubt that this approach has both physical and social consequences. We can easily confirm this phenomenon by looking at the green areas planned in such urban developments: in a very short period of time, they have become degraded and useless spaces. But this is only a small example. As explained before, this failure of the concept of the public seems to be related to the lack of identity and liveliness of these places, which leads to social disaster. Our proposal aims at tackling this situation: we need a strategy to change this weakness of sparse urban development by activating public spaces with new meanings.
Our strategy is inspired by the concept of density. It is believed that one of the main factors for the success of public spaces, e.g. green spaces, is the existence of a critical mass related to them. With the expression critical mass, we mean the precise number of persons and uses for an area. In other words and using the example we had just mentioned: a minimum urban density linked to each greenery is needed. Otherwise, they do not have any real sense and they become residual and desolated spaces as they are now. Based on this idea, we propose what we call here a process of re-densification.
Nevertheless, the physical reality of these urban dispersions implies a level of geometrical complexity which makes it very difficult to know where to implement the actions. In addition, the urban tissues of this sort of housing developments have been created using different kinds of geometrical bases, with irregular patterns, diffuse limits and non-hierarchical outlines. In this situation, the right choice of where to act becomes a relevant decision, because changing the density in the wrong places could have awful consequences. In fact, giving a new order to this dispersion -as we aim to by generating new nodes of concentration which will free some ground -may have the danger of unbalancing the system, creating favoured spots versus others which may become ghettos. Therefore, the precise disposition of the new nodes of concentration of density becomes critical in this strategy. We will identify these nodes in accordance with the characteristics of the problem that we are studying. In the case of urban re-densification, each node will be associated with some type of architectural building. In the case of the wireless network, each node will represent a hub or an antenna.
The idea of using an optimization algorithm based on self-organizing maps is based on the intrinsic characteristics of these networks. It is necessary for our meshes to group nodes so that we can establish relationships between them. This type of learning where there is no external factor affecting the network that determines its performance is unsupervised learning. Because the network does not receive any information from the environment to indicate whether the generated output is correct or not, a self-organization process is necessary.
Additionally, in this type of self-organizing networks, the nodes move towards areas of greater density, which is an important advantage compared with structures based on supervised learning. This will be crucial for the type of problem we want to address.
Summarizing, self-organizing maps are different from other artificial neural networks in the sense that they use a neighbourhood function to preserve the topological properties of the input space. This makes these networks useful for visualizing low-dimensional views of high-dimensional data.
The mathematical model
To focus on the problem, what we try to do is to generate new nodes of concentration of density or new nodes to perform some actions. At this point we believe that the application of adapted neural network models may be a useful tool to change these urban concentrations. Among the extensive literature on neural networks, we can cite [5, 7] as very good introductions to the mathematical theory of artificial neural networks.
In our case, the network is a mesh (or grid or network) of elements that are laid on a topography according to a non-hierarchical geometrical system. The objective is to give a new order to this system, always maintaining its limits and finding a new critical level of density in certain places while at the same time avoiding new unbalanced situations.
We expect that the new resulting mesh may promote a proper zoning of the public spaces generated by releasing the land which was occupied before. With this action, we hope that all the values associated with the collective dimension, which are present in successful urban models yet absent at these sites, will be encouraged.
In artificial neural networks theory, a self-organizing network [8, 9, 13] consists of a set of neurons arranged in some topological structure which induces neighbourhood relations among the neurons. An n-dimensional vector is attached to every neuron, which determines the specific n-dimensional input signal to which the neuron is maximally sensitive. By assigning to every input signal, the neuron with the nearest reference vector, a mapping is defined from the space of all possible input signals onto the neural structure.
The mathematical description
The model we present in this section is able to simplify any 2D triangle mesh, with the primary characteristics summarized below.
• It allows to obtain a planar point set that will constitute the vertices of the simplified mesh. These points are obtained using a neural network algorithm; more exactly, an incremental clustering algorithm as described below. • It performs a triangulation process based on a comparison between the original triangle mesh and the reduced set of vertices. After this process, a new simplified 2D mesh is generated with a similar shape as the original one. • It allows to approximate or simplify any 2D triangle mesh, even presenting irregular shapes.
The model may be subdivided into two different phases: an optimized algorithm and a triangulation process. The optimization algorithm is based on the idea of self-organizing maps and consists of computing a set of vertices which constitutes a simplification of the original mesh, while the second phase consists of the triangulation of the vertices obtained in the previous step with the aim of generating the final simplified mesh. We give the name of the optimization algorithm in the sense that we try to find an optimal allocation of the new nodes with respect to the original mesh.
In the first phase, the objective is to find a set of vertices with the basic property that the geometric distribution of the new vertices minimizes the distance between them and the original planar points in the original triangle mesh. For this purpose, an algorithm based on the concept of self-organizing maps introduced by Kohonen [8] is used. We describe now in detail the algorithm.
Let us consider, as a starting point, a 2D triangle mesh consisting of • a set A = {n 1 , n 2 , . . . , n N } of vertices or nodes,
• a set T = {t 1 , t 2 , . . . , t L } of triangles among node triples.
We can say that the set T constitutes the set of triangles or faces that make up the original 2D mesh. Consequently, each element of the set T is given by
It is important to point out that we need to fix the number of vertices of the simplified mesh; therefore, if we set the number of vertices of the simplified mesh as M, then the objective is to find a set of vertices
where k i , i = 1, 2, . . . , M, are the new nodes in the simplified triangle mesh. Note that always M < N and M is fixed. The set K may be computed by means of the following algorithm.
Phase 1: The optimization algorithm.
Initialize a local counter to zero for every point.
(1) Generate an input signal ξ that will be a random point n i ∈ A from the original mesh.
(2) Find the nearest node s 1 to the input signal. 
(6) Move s 2 and s 3 towards ξ by fractions n ( win > n ) with respect to the total distance:
(7) Repeat steps 1-6 λ times, with λ being an integer. We check the local counter for every node.
• If the local counter for any k i , i = 1, 2, . . . , M, is zero, then remove this node and add a new node between the node with higher local counter value and any node adjacent to it. • If the local counter for every k i , i = 1, 2, . . . , M, is greater than zero, then continue and repeat steps 1-6. (8) Stop when the maximum number of iterations has been reached.
The first part of the algorithm can be seen as a training process, where a set of nodes representing the new vertices of a planar mesh are obtained. So far, nothing about the triangles or faces of the original planar mesh has been mentioned. The second part of the process of generation of the simplified mesh is ready to begin. Now, a triangulation process is developed with the aim of reconstructing the new mesh. Our proposal constitutes a post-process which uses the information provided by the self-organizing algorithm and the information about the nodes and triangles of the original mesh. This triangulation procedure can be summarized in the following algorithm. (1) Associate each node of the original mesh with a node of the set K.
For every n i , for i = 1, 2, . . . , N, find j ∈ {1, 2, . . . , M} such that
where w n i represents the position of the node n i . Save (n i , k j ). We say that k j is the node associated with n i .
(2) Change the nodes of the original triangles by their associated nodes.
(4) If some node is isolated we add a new triangle, linking this node with their adjacent nodes.
We can summarize the process of triangulation, saying that we perform a comparison between the nodes of the original 2D triangle mesh with the nodes generated by the first algorithm, in order to determine the triangles that must be graphed in the new mesh, following a learning shape process.
Some highlights of the model
The basic features of the optimization algorithm may be summarized in the following items.
• How to choose M. The number of vertices of the simplified mesh is a value chosen by the user and depends on the characteristics of the problem. For example, if we consider the problem of designing a wifi network in an urban area, we can consider M as the number of routers or antennas that we have to use to extend the signal. If we consider the problem of designing an urban transport network in a city, we set M as the number of stops of the network. Summarizing, M is chosen by the user based on the conditions or restrictions imposed by the problem. • Initially, we take M nodes at random positions as a starting point. This represents quite a different initial approach to other methods based on neural networks, like those based on the growing neural gas [4] or the growing cell structure [3] models, where the initial numbers of nodes are two. This is a critical aspect because it eliminates the entire process of adding and removing the nodes. Therefore, we focus on the process of self-learning the shape of the original mesh. • Throughout this process, we do not take into account the triangles or faces that form the initial mesh. • The parameters involved in the training process are win , n and λ. The parameter win is related to the displacement of the winner node, while n is related to the displacement of the neighbour nodes in the plane. The parameter λ is introduced in order to be sure that any node of the initial set of random points will stay isolated during the entire execution of the algorithm. • The idea of displacing the nodes s 1 and s 2 closest to the winner node (point 3 of the optimization algorithm) aims to ensure that not only the winner node approaches the original mesh, but the closest nodes to the winner also suffer a shift towards the original mesh. Thus, it results in the final mesh quickly acquiring its final configuration, reducing the number of global iterations in the training process.
Some clarification is necessary regarding the parameter λ and the point 7 of the algorithm. As we randomly chose the geometric positions of the initial M nodes (point 1 of the algorithm), it is possible that some of these initial points were generated in positions far away from the area covered by the original mesh. Accordingly, no signal will be near these points and, therefore, these nodes will never be winners in the training process. Consequently, its local counter will remain zero as the number of iterations increases. So, in this way we can detect when a node is outside the area of the initial triangle mesh. This is the reason to introduce the condition in point 7 of the self-organizing algorithm. This feature will be studied in more detail later when we present a real example of triangle mesh simplifications. Then, we will visualize how isolated vertices can arise when we try to simplify networks with very irregular shapes and the initial vertices are chosen randomly. We will see an example is Section 3.3.
In the self-organizing algorithm, the positions of the initial vertices are modified with the purpose of learning the shape of the original mesh. After this process, we have no information about the triangles that make up the simplified mesh. We only have the geometric position of the new vertices; therefore, an efficient algorithm may be implemented to reconstruct the 2D mesh preserving the original shape.
We have added a condition at the end of the triangulation algorithm. The primary objective of this condition is to avoid the existence of holes or unconnected regions in the final mesh. When the shapes of the original meshes are not too complicated, we have no problem in the final result with holes or isolated regions; however, as it has been observed in the examples performed, when the shape of the original mesh is really complex, we can have problems with the appearance of unconnected regions or isolated vertices, specially when M N. Another aspect that we want to highlight is related to the computational cost of the triangulation process. The only part that requires a cost of computational operations is point 1 of the algorithm, where we associate each node of the original mesh A with a node of the set K. We need to compute, for a fixed n i ,
which represents eight arithmetic operations each time we compute the square distance. As we repeat these computations for every k j , with j = 1, 2, . . . , M, the cost will be 8M operations. In addition, as the number of nodes of A is N, we repeat this procedure N times, which represents a total cost of O(MN), with M N. If we consider that the direct implementation of the Delaunay method leads to algorithms whose computational complexity is O(N 2 ), that is, quadratic, we can conclude that the computational cost of the triangulation proposed in this algorithm is efficient from the point of view of its computational complexity.
The optimization algorithm proposed to obtain the reduced set of nodes or vertices that better agree with the topology of the original mesh is quite different from other similar algorithms based on self-learning processes. Kohonen's Self-organizing Feature Map (SOM) [8] method considers a hyper-rectangular structure on the graph, while neural gas [11] is a pure vector quantization method which does not define any topology among the units. The growing neural gas model [4] does not impose any explicit constraints on the graph topology; the graph is generated and continuously updated by competitive Hebbian learning.
The advantage of the self-organizing map model to other types of artificial neural networks is their unsupervised aspect of not depending on knowing the input space. In spite of its high popularity, SOM encounters several drawbacks, such as being computationally expensive, requiring much learning time, being memory lavishing and searching slowly. These disadvantages have motivated the development of several improvements, each having its own advantages and disadvantages. Our approach seeks to improve two key aspects: the computational complexity and memory requirements [14] .
In our algorithm and model, we do not impose any explicit constraint on the graph; this is continuously updated by competitive Hebbian learning; however, our approach does not start from two initial neurons or nodes; moreover, k nodes are initially distributed randomly, with the advantage that this implies, since it eliminates the process of introducing new neurons or nodes. We can say that this modification represents a great advantage from the computational point of view, since the process of creating new neurons is highly expensive within the overall learning process of the network. This simplicity is the greatest advantage of the proposed algorithm over other methods that require much longer and complex training process.
Some numerical aspects
To assess the performance of the algorithm proposed in Section 3, several experiments were conducted using some original 2D triangle meshes. Both the optimization algorithm and the triangulation process were implemented in Matlab. The numerical examples performed with 2D triangle meshes of different sizes and topologies show, as a general characteristic, that our model can produce high-fidelity approximations of any original triangle mesh, no matter how complex the shape of the mesh.
To carry out the experiments, it is necessary to specify a set of parameters to run the optimization algorithm. The parameters that must be specified are the following:
• win is related to the displacement of the winner node.
• n is related to the displacement of the neighbour nodes.
• λ was introduced in order to be sure that any node of the initial set of random points will stay isolated during the entire execution of the algorithm.
There is no theoretical result that provides us a parameter set that can always produce the best results for the simplified mesh. Consequently, the determination of the set of parameters to run the algorithm is obtained experimentally.
The values of these parameters used in our examples have been win = 0.8, while n = 0.1. The parameter λ is not fixed, as it depends on the number of nodes N; in many examples we used λ = 10 · N.
We do not consider in the design of the algorithm to introduce a reduction factor for the parameter win . We have performed tests for several examples with different values of win , but there were no noteworthy differences in the outcome of the simplified meshes.
In the collection of examples studied, it has been observed that when the topology of the mesh is very irregular and the initial nodes are generated completely at random, it may be the case that when performing a low number of iterations, the geometric positions of the nodes are not optimal for the reconstruction of the final simplified mesh. In other words, when the above conditions are given, we suspect that some gaps or isolated nodes may appear in the simplification mesh. This behaviour can be visualized in Figures 1 and 2 .
The behaviour of the algorithm shown in the mesh of Figure 1 is not unusual and has a clear explanation. In Figure 1 , if we pay attention to the situation of the initial vertices, then it is noted that some of these points are far from the original 2D mesh. We can affirm that, for example, nodes 1, 11 and 21 are located outside the triangle structure of the mesh. As a consequence of this fact, when performing successive iterations, none of these nodes will be the winner in the training process (remember that the input signal is always a node of the original mesh). Therefore, they will never move towards the structure and, as a result of this, some nodes will become isolated and will remain static throughout the process, regardless of the number of iterations (see the gaps that appear in the resulting mesh shown in Figure 2 ).
The occurrence of these isolated vertices leads us to introduce the concept of local counter in the algorithm. It is easy to understand that the local counter of an isolated vertex remains zero. When the local counter is checked, really what we are doing is detecting the isolated vertices. This is the reason for introducing point 7 in the algorithm. An example is shown in order to visualize this behaviour. 
An example of urban actions
To assess the performance of the model proposed in this paper, several experiments were conducted using some original 2D triangle meshes. We show one of them. In this section, we want to analyse in detail an urban action over a residential area of houses, with geographical coordinates (38.25, − 0.7) (latitude and longitude). The residential area to study is shown in Figure 3 .
Actually, most of the larger municipalities have installed or are planning to install wireless networks for creating city-wide wireless coverage. In some cases, the coverage area is over a hundred square miles. These deployments have had ups and downs in terms of signal coverage and performance and they are very costly. As an alternative to covering large expansive areas, some municipalities and private entities are building smaller-scale wireless networks (hot zones) offering wireless Internet connectivity to smaller groups of people. This appears to be a more feasible approach.
Suppose that the municipality that owns this residential area wants to establish a wifi network that reaches all corners of the inhabited areas. As it is shown clearly in Figure 3 , we observe two inhabited zones in the whole area, the upper left zone and the lower right zone. Remark that the topology of the urban area studied is not regular, but rather the opposite. Its form is quite complex, making it difficult to generate a simplification that covers the entire area.
In this process, one of the most important items to be considered is the problem of node locations. Here is where we apply our algorithm, since we are going to establish for each area separately 2D simplified meshes covering all inhabited areas.
We must decide where to place the nodes of the wireless network, so we must establish a more streamlined network than the original where each point represents a possible location of the node. Moreover, the simplified network must take into account areas with higher density of houses; in such areas, nodes must be closer to each other so that network traffic is not affected. In other words, the simplified network must learn the shape of the original network.
We work with each of the inhabited areas independently. Figure 3 . Inhabited areas.
First area
In the residential area shown in Figure 3 , we identify each of the houses or buildings with a node in the mesh and perform a triangulation process with these nodes, obtaining a 2D grid made up of planar triangles, as we can see in Figure 4 (a). This initial mesh has 273 vertices or nodes (houses) and 352 triangles. Note that our goal is to achieve, while maintaining the same topology of the mesh, an optimal distribution of the new nodes (houses) with the aim to create more space between them to establish new services or enhance green spaces. So, we consider, as an initial parameter, that the final mesh will be composed of 125 nodes (half of the initial nodes); that is, we have that N = 273 and M = 125. Therefore, the new simplified mesh of the residential area will have 125 nodes, with the same shape as the original one.
To reach this objective, we apply our optimization algorithm to the original mesh. The starting point of the self-organizing algorithm is to place K points, k 1 , k 2 , . . . , k K , at random positions in the graphic. We take, for this example, K = 125 nodes, but this is a parameter of the algorithm and must be chosen by the user. After generating, at random, the initial positions of the 125 nodes of the simplified mesh (Figure 4(b) ), we continue running the training process in the self-organizing algorithm. In this case, after λ = 5000 iterations, we check the local counters of the n 1 , . . . , n 293 nodes of the original network; then, we proceed to remove the vertices that have not been winners in any iteration. After this step, we follow with the iterations until the stopping criterion is reached, that is, when the number of iterations is reached.
After performing 750,000 iterations, we stop the process, obtaining the final positions of the vertices for the simplified network. The experimental result obtained is shown in Figure 5 (a). At this moment, it is possible to carry out the triangulation process from the information provided by the self-organizing algorithm. The basis of the triangulation process is the comparison between the original nodes of the network and the new nodes. The reconstruction of the simplified mesh is shown in Figure 5 
As shown in Figure 5 (b), we have obtained a simplified 2D grid that shows where we can place the network nodes. Then, a network covering all houses that we want to reach is drawn. Furthermore, because of the properties of the self-organizing algorithm proposed, this network has the property that takes into account the higher density of nodes in the original mesh.
Second area
Now, we carry out a process similar to that developed for the case of the red colour area.
In the residential area shown in Figure 6 (a), we identify, as we did in the other area, each of the houses or buildings with a node in the mesh and perform a triangulation process with these nodes, obtaining a 2D grid made up of planar triangles, as we can see in Figure 6 (b). This initial mesh has 156 vertices or nodes (houses) and 221 triangles.
To apply the optimization algorithm, we consider, as an initial parameter, that the final mesh will be composed of 30 nodes; that is, we have that N = 156 and M = 30. Therefore, the new simplified mesh covering the residential area will have 30 nodes, with the same shape as the original one. Note that in this case, the number of vertices we take to generate the simplified mesh is much less than the number of nodes used in the previous case (area red). In the previous case, we construct a mesh composed of half of the vertices of the original one while in this case we generate a mesh composed of only one-fifth of the nodes in the original node.
After generating, at random, the initial positions of the 30 nodes of the simplified mesh (Figure 7(a) ), we proceed running the training process in the self-organizing algorithm. In this case, after 4000 iterations, we check the local counters of the n 1 , . . . , n 293 nodes of the original network; then, we proceed to remove the vertices that have not been winners in any iteration. After this step, we follow with the iterations until the stopping criterion is reached.
After performing 500,000 iterations, we stop the process, obtaining the final positions of the vertices for the simplified network. Then, the triangulation process is performed using, as a starting point, the information provided by the self-organizing algorithm. The reconstruction of the simplified mesh is shown in Figure 7(b) .
In other words, what is observed in Figure 7 (b) is that we have obtained a simplified 2D grid that shows us some locations where we can place the network nodes. It is noteworthy that a network covering all houses that we want to reach has been drawn. As it happened in the other areas studied, because of the properties of the self-organizing algorithm proposed, this network has the property that takes into account the higher density of nodes in the original mesh.
This example shows the efficiency of the model, especially the part related to the self-organizing process; if we look at the figures with the initial nodes and the figures obtained after running the algorithm, and compare them, it is clearly observed how the initial points (randomly generated) move towards the original nodes and remain in the area covered by the original network. This may be interpreted as a self-organized process in which the shape of the original network is learned through successive iterations.
Running the algorithm several times for this example, we found that it is not necessary to run many iterations to obtain good approximations of the original mesh. In addition, we also note that the algorithm is equally efficient regardless of the proportion of nodes chosen for the simplified mesh.
An example of land occupation
As mentioned in Section 2, the indiscriminate occupation of territory in the area in which we live has produced negative consequences for the sustainable development of our territory. A proposal to control this disproportionate growth may be to pose a lower densification of houses and buildings in cities and its surroundings, as well as in the residential areas (very common in our environment).
In this section, we consider a real example to reduce a density housing in a densely populated urban area. Let us take the example of a residential area located in the province of Alicante (Spain) with geographical coordinates (37.59, 0.40) NW (latitude North and longitude West).
In Figure 8 , we have a small piece of this area. Notice that we have a big carpet of small houses, small swimming pools and small private gardens.
From the image in Figure 8 , we design a 2D mesh where the nodes represent small private houses with private gardens. The 2D mesh is shown in Figure 9 and consists of 306 nodes.
It is well known by specialists in urban planning that this model of urbanism does not encourage contact among the people. Rather the opposite, it encourages a way of life based on the individual, renouncing to an essential element of the social: the public spaces. But the only way to create common and public spaces is by means of a re-densification of the territory. And that is our main purpose in this example.
We propose in this example a re-densification of the area to create a greater number of communal spaces such as parks, gardens, sports facilities, etc. that encourages communication and relationship among the members of the community. Consequently, we perform a simplification of the original mesh to keep the same topology and optimize the location of the new nodes (housing) in order to create a space between the different nodes of the new mesh. Let us assume that we want to reduce by half the mesh density (approximately). In this example, we are going to take the number of vertices or nodes of the simplified mesh as 135. This means that we reduce, approximately, by half the buildings of the whole area represented in the image.
Then, we have that our parameters are M = 306 and N = 135. We run the algorithm performing a million iterations and taking λ = 100, 000.
The final locations of the nodes in the simplified mesh, as well as the triangulation of the points after running the simplification model proposed, is shown in Figure 10 .
Probably looking at the figure in which we have drawn the original mesh and the simplified mesh we may not immediately realize the benefits of conducting a re-densification as proposed. Figure 11 shows the mesh simplified with some polygons between nodes, representing spaces generated from the re-densification process.
Of course, these spaces do not exist in the original mesh, where urban speculation does not allow spaces or areas of expansion. Now, we have some spaces that offer us a huge potential in terms of urban planning. Therefore, in this case, by re-densification of this type we can propose the creation of green areas available to all residents, such as gardens, parks, tours for the development of physical activity, etc. We can also build sports facility areas.
With all this, we aim to promote and enhance relations and contact between members of the community. 3378 J.L. Oliver et al. Figure 11 . Spaces in the simplified mesh for communal areas.
Conclusion
A new 2D triangle mesh simplification model has been introduced with the central property of preserving the shape of the original mesh. The model presented consists of a self-organizing algorithm whose objective is to generate the positions of the nodes of the simplified mesh; afterwards, a triangulation algorithm is carried out to reconstruct the triangles of the new simplified mesh.
Among the various applications of the model, we have chosen one related to urban density. An example using a real geographical area is shown to demonstrate that the model is able to reduce urban concentration, keeping the exact topology of the terrain and creating more space between buildings.
Some experimental examples have been performed using original meshes with irregular shapes. An example which requires the introduction of a wifi network in a residential area is shown in detail.
In all the examples considered, the proposed model generates simplified meshes where the topology of the simplified grid is similar to the original, regardless of the number of vertices used for the final grid. Thus, the characteristics of this model suggest that it may be very appropriate to develop different urban actions in specific points regardless of the complexity or the topology of urban systems.
