Dendritic spaces and order relations by Fischer, Daryl Robert
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1971
Dendritic spaces and order relations
Daryl Robert Fischer
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Fischer, Daryl Robert, "Dendritic spaces and order relations " (1971). Retrospective Theses and Dissertations. 4394.
https://lib.dr.iastate.edu/rtd/4394
71-21,940 
FISCHER, Daryl Robert, 1945-
DENDRITIC SPACES AND ORDER RELATIONS. 
lowa State University, Ph.D., 19 71 
Mathematics 
University Microfilms, A XEROX Company, Ann Arbor, Michigan 
THIS DISSERTATION HAS BEEN MICROFILMED EXACTLY AS RECEIVED 
Dendritic spaces and order relations 
by 
Daryl Robert Fischer 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPIIY 
Maior Sublect: Mathematics 
Approved : 
In Charge of Major Work 
Head of Maior Department 
Wëan of G^duate Colleg
Iowa State University 
Of Science and Technology 
Ames, Iowa 
1971 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
11 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
II. TOPOLOGICAL PROPERTIES OF DENDRITIC SPACES 4 
A. Pair Separability 4 
B. The Cutpolnt Order In a Dendritic Space 22 
C. A Characterization of Local Connectedness 38 
III. ORDER CHARACTERIZATION OF DENDRITIC SPACES 41 
IV. FIXED POINT THEORY IN DENDRITIC SPACES 54 
A. A Fixed Point Theorem for Connectivity Functions 54 
B. Dendritic Completeness and the Weak Topology 57 
C. An Order-Topological Fixed Point Theorem 65 
V. BIBLIOGRAPHY 68 
VI. ACKNOWLEDGEMENT 69 
1 
I. INTRODUCTION 
A dendritic space is a connected topological space in which each pair 
of distinct points are separated by the omission of a third point, Wallace 
[7] first studied compact dendritic spaces, which he called trees, and gave 
a proof that they have the fixed point property for continuous functions. 
This is an extension of a well-known result for acyclic Peano continua, 
which are commonly called dendrites. Ward pj has shown that a compact 
dendritic space is locally connected, and in p2j he has used the so-called 
cutpoint order to study properties of locally connected dendritic spaces. 
In this dissertation, order techniques are employed to establish a theory 
for dendritic spaces without the assumption of local connectedness. Typical 
results include topological and order characterizations of properties of 
dendritic spaces and fixed point theorems for dendritic spaces which satisfy 
a certain completeness criterion known to be satisfied in the compact case. 
The notion of a topological semichain is introduced and an order character­
ization and fixed point theorem are obtained. 
Section A of Chapter II contains those results on the topological prop­
erties of dendritic spaces which can be obtained without recourse to order 
techniques. It is shown that a connected space is dendritic if and only if 
distinct points lie in distinct components of the complement of a third 
point. Using this resu.lt, it is shown that a connected Tj-space is dendrit­
ic if it has the property that the intersection of any collection of its 
connected subsets is connected. Such a space is called spiderlike, and it 
is proven that a space is spiderlike if and only if it is dendritic and 
topologically semichalned. This is related to the result of Whyburn [is] 
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that à locally connected space is spiderlike if and only if it is dendrit­
ic. Topological convexity is introduced and is shown to be equivalent to 
connectedness in spiderlike spaces. In addition, simple proofs are piiven 
that a compact spiderlike space is locally connected and that a .locally 
connected spiderlike space is topolopically chained. 
In Section B of Chapter II a condition on pair separability is proven 
which is of considerable importance to the structure of a dendritic space, 
A partial order in a topological space X is continuous if it is closed 
as a subset of X x X. Ward [12J has shown that the cutpoint order in a 
locally connected dendritic space is continuous. Using the condition men­
tioned above, continuity of the cutpoint order is verified for an arbitrary 
dendritic space. Another result of Ward [s] concerning connectedness of 
ordered spaces is used to show that a compact dendritic space is spiderlike, 
thereby obtaining a new proof of the local connectedness of a compact den­
dritic space. The fundamental result that a locally convex dendritic space 
is locally connected is proven and is used in Section C of Chapter II to 
obtain a characterization of local connectedness of a dendritic snace in 
terms of convergence. 
In Chapter III order characterizations of dendritic spaces, spiderlike 
spaces and topologically chained dendritic spaces are given which are sim­
ilar to results of Ward [9,12]. It is proven that a topological semichain 
admits a continuous simple order, and this result is utilized in Section A 
of Chapter IV to show that a topological semichain has the fixed point 
property for connectivity functions. This is an extension of the same re­
sult for an arc. 
In Section B of Chapter IV the notions of D-completeness and the weak 
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topology of a dendritic space are introduced, and it is proven that a den­
dritic space is compact if and only if it is D-complete and has the weak 
topology. This result is then used, by change of topology, to show that 
a D-complete dendritic space has the fixed point property for biconvex 
functions. Mohler [4] has proven that a topologically chained Hausdorff 
space in which the union of any nest of topological chains is contained 
in a topological chain is uniquely chained and has the fixed point prop­
erty for continuous functions. The result on biconvex functions is used 
to show that such spaces have the fixed point property for chain-preser­
ving functions. 
In Section C of Chapter IV a fixed point theorem for ordered spaces 
and connected functions is obtained which has as a consequence that a D-
complete topologically chained dendritic space has the fixed point prop­
erty for continuous functions, 
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II. TOPOLOGICAL PROPERTIES OF DENDRITIC SPACES 
A, Pair Separability 
We shal] use the followinp notation throughout. If A and B are 
sets, then A + B denotes their union and A A B their intersection, 
while A - B denotes their set-theoretica] difference. If W Is a 
collection of sets, then EW denotes their union and ITW their inter­
section, A nest is a collection of sets simply ordered by inclusion. 
Let X be a fixed topological space. The closure of a subset A 
of X is denoted A. If A, B and C are subsets of X, then we write 
A|C if AAC=0=AAC, and we say that B = A + C is a separation of 
B if a|c and A ^ 0 ^  C, A subset B of X separates the subsets K 
a n d  L  o f  X  i n  c a s e  t h e r e  i s  a  s e p a r a t i o n  X  -  B  =  A  +  C  o f  X - B  
with K in A and L in C, In particular, a point b of X separates 
t h e  p o i n t s  a  a n d  c  o f  X  i f  t h e r e  i s  a  s e p a r a t i o n  X - b = A + C  o f  
X - b with a in A and c in C. A point b of X weakly separates 
the Doints a and c of X if every connected subset of X which conr 
tains a and c also contains h, As usual, a cormonent of a subset A 
of X is a maximal connected subset of A, See IJhvburn [1a] for proofs 
of the following well-known facts concerning connected sets, 
Proposition 2.1 ; The following properties of connected sets hold in 
an arbitrary topological space X: 
(1) L is connected if K is connected and K c L c k, 
(2) ZW is connected if W is a collection of connected sets no two 
of which are disjoint, 
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(3) if M A + B is a separation of M and K is a connected 
subset of M, then K c A or K c B, 
(4) if X is connected, M is a connected subset of X and 
X-M=A+B is a separation of X - M, then A + M and 
B + M are connected. 
The next result is an immediate consequence of 2.1.3, 
Proposition 2.2; If b separates a and c in a space X, then 
it is also true that b weakly separates a and c in X. 
We may reformulate the notion of weak separability of points as 
follows. The proof is immediate. 
Proposition 2.3; A point b weakly separates the points a and c 
in a topological space X if and only if a and c lie in distinct 
components of X - b. 
We say that two points of a space X are separated if there is a 
third point of X which separates them. Likewise, two points of X are 
weakly separated if there is a third point of X which weakly separates 
them. 
Example 2.4; This is an example of a topological space X in which 
a pair of points are weakly separated but not separated. Let X consist 
of the ordered pairs (0,1) and (0,2) together with all ordered pairs 
(x,y) such that x ^  0 and y = nx for some n = 1, 2, ... , and let 
X have the subspace topology of the plane. The point (0,0) weakly 
separates the points (0,1) and (0,2) but does not separate them. 
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It is natural to ask when the notions of separability and weak 
separability of points are equivalent. 
Proposition 2.5; If b is a point of a space X and each component 
of X - b is open in X, then b separates a and c in X if and 
only if b weakly separates a and c in X. 
Proof: Let b weakly separate a and c in X. Then a and c 
lie in distinct components A and C respectively of X - b. Now A 
is open in X by assumption, as is the union C of all the remaining 
components of X - b, Then X-b = A+ C' is a separation of X - b 
with a in A and c in C ', hence b separates a and c in X, 
A major portion of this thesis will be devoted to the study of 
dendritic spaces. A dendritic space is a connected topological space 
X with the property that each pair of distinct points of X are sepa­
rated. For convenience we let a weakly dendritic space be a connected 
topological space X with the property that each pair of distinct points 
of X are weakly separated. Our first significant result will be that 
a connected topological space is dendritic if and only if it is weakly 
dendritic. A dendritic space is clearly weakly dendritic. To prove 
the converse it will suffice by 2,5 to show that components of point 
complements in a weakly dendritic space are open in the space. 
Proposition 2,6; If X is a connected space, M is a connected 
subset of X and C is a component of X - M in X, then X - C 
is connected. Consequently, if X is a connected space, b is in X 
and C is a component of X - b in X, then X - C is connected. 
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Proof ; Assuming that X - C is not connected, let X - C »» A + B 
he a separation of X - C. Then M is a connected subset of X - C, so 
by 2,1.3, either M cA or M C B. We may assume that M c A, as the 
case that M c B is analogous. Then B + C is a connected subset of 
X - M by 2,1.4, hence B «=: C since C is a component of X - M. This 
contradicts the fact that B is a nonempty subset of X - C, 
Proposition 2.7; If X is a weakly dendritic space, then components 
of point complements are open in X. 
Proof; Let b be in X, and suppose that a component C of X - b 
is not open in X. Then we may choose a point c in C A X - C. Since 
X is weakly dendritic, we may also choose a point d of X such that 
b and c lie in distinct components of X - d. Let D be that component 
of X - b which contains d. If D f C, then D misses C, hence by 
2.6, X - D is a connected subset of X - d containing both b and c. 
This contradicts the fact that b and c lie in distinct components of 
X - d. Then we must have that D = C. Now (X - C) + c is connected 
since X - C is connected by 2.6 and c is in its closure. Consequently, 
(X - C) + c is a connected subset of X containing b and c but not 
d, again a contradiction. Then C must be open in X, 
Corollary 2.8; A connected space is dendritic if and only if it is 
weakly dendritic. 
Corollary 2.9; If X is a dendritic space, then components of point 
complements are open in X. Consequently, b separates a and c in X 
if and only if b weakly separates a and c in X, 
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Recall that we assume none of the usual separation conditions in 
the definition of a dendritic space. 
Proposition 2,10; A dendritic space X is a Hausdorff space. 
Proof; If di 4 c in X, then a and c lie in distinct components 
A and C respectively of X - b for some b in X. By 2,9, A and C 
are open in X, hence are disjoint neighborhoods of a and c in X, 
We now establish that the dendritic property of a space is inherited 
by connected subspaces. 
Proposition 2,11; A connected subspace Y of a dendritic space X 
is dendritic. 
Proof; Assuming a 4 c. in Y, let b separate a and c in X, 
Since Y is connected and every connected subset of X containing a 
a n d  c  m u s t  a l s o  c o n t a i n  b ,  b  i s  i n  Y .  L e t  X - b  =  A  +  C  b e  a  
separation of X - b with a in A and c in C. Letting A' = A A Y 
and C' = C A Y, we have that Y-b=A'+C' is a separation of Y - b 
with a in A' and c in C ', hence b separates a and c in Y, 
There is another important consequence of 2.9, Namely, if b is a 
point of a dendritic space, then its sum with any component of its comple­
ment is a connected set. 
Proposition 2.12; If K is a nonempty proper connected subset of a 
connected space X, and C is a component of X - K which is open in X, 
then C + K is connected. Consequently, if b is a point of a connected 
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space X and C is a component of X - b which is open in X, then 
C + b is connected. 
Corollary 2.13; In a dendritic space X, the sum of a point of X 
with a component of its complement is a connected set. 
A spiderlike space is a connected T^-space X with the property 
that the intersection of any collection of connected subsets of X is 
connected. 
Proposition 2.14; A spiderlike space X is dendritic. 
Proof ; Let a c in X and let C denote the intersection of 
all connected subsets of X which contain both a and c. Then C is 
connected by assumption, and since X is a Tj-space, there is a point b 
of C distinct from a and c. Then every connected subset of X which 
contains a and c also contains b, hence b weakly separates a and 
c in X. Then each pair of distinct points of X are weakly separated, 
hence X is dendritic by 2.8. 
The following interesting example is due to Whyburn [15], and should 
be kept in mind when properties of dendritic spaces are considered in B, 
Example 2.15; This is an example of a dendritic space X which is 
not spiderlike. Let X consist of the closed line segment from 
(0,0) to (1,0) and the half-open line segment from (1,1) to 
(2,1), including (2,1), together with all closed line segments 
from (1 + 1/n, 0) to (1 + 1/n, 1), where n = 1, 2, .., , and let 
X have the subspace topology of the plane. It is easy to check that 
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X is a dendritic space. On the other hand, if we let A consist of Sg 
and Sy together with all Sj^ such that n is even, and let B consist 
of S g and Sy together with all such that n is odd, then A and 
B are connected subsets of X, but A A B consists only of and Sy 
and thus is not connected. 
It is an unsolved problem of this author as to whether or not a space 
is spiderlike if it is dendritic and has the property that the intersection 
of any pair of its connected subsets is connected. 
If a and b are points of a dendritic space X, then the closed 
segment S(a,b) consists of a and b together with all points which 
separate a and b in X. In view of 2,9 and 2.14, it is easy to see 
that in a spiderlike space X, S{a,b) is precisely the intersection of 
all connected subsets of X containing a and b, and thus is connected, 
A subset C of a dendritic space X is topologically convex if S(a,b) 
lies in C for each a ^ b in C, Clearly a connected subset of a den­
dritic space is topologically convex. In example 2.15, the closed segment 
from (1,0) to (2,1) is topologically convex but is not connected. In 
a spiderlike space this cannot happen. 
Proposition 2.16: A subset C of a spiderlike space X is connected 
if and only if it is topologically convex. 
Proof ; We have already noted that a connected subset of X must be 
topologically convex. On the other hand, let C be topologically convex. 
Then C contains the connected set S(a,b) about each a b in C, 
and thus is connected. 
i l  
We immediately obtain the following characterization of spiderlike 
spaces. 
Proposition 2.17; A space X is spiderlike if and only if it is 
d e n d r i t i c  a n d  S ( a , b )  i s  c o n n e c t e d  f o r  e a c h  a ^ b  i n  X .  
Proof; The "only if" part of this proposition has been established. 
Then assume that X is dendritic and that S(a,b) is connected for each 
a b in X. Then X is a connected Hausdorff space. Let W be a 
collection of connected subsets of X, and let & 4  ^ in IIW. Since 
any connected subset of X is topologically convex, S(a,b) lies in C 
for each C in W, hence S(a,b) lies in HW, Then HW contains a 
connected set about each pair of its points, and thus is connected, 
A topological semichain is a connected Tj-space X which is 
irreducibly connected between some two of its points, i,e,, there are 
points a / b in X such that no proper connected subset of X contains 
both a and b. If X is a spiderlike space and a ^  b in X, then 
S(a,b) is the intersection of all connected subsets of X containing 
a and b, and consequently is irreducibly connected between a and b. 
A cutpoint of a space X is a point of X whose complement is not 
connected. 
Proposition 2.18; A topological semichain X has precisely two 
non-cutpoints and is irreducibly connected between them. Furthermore, 
if c is a cutpoint of X, then X - c has precisely two components, 
one containing a and the other containing b, which we will denote 
by Ag and respectively. 
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Proofî Let X be irreducibly connected between the points a and 
b of X. Then necessarily* X - c is not connected for each c in 
X - a - b by the irreducibility of X, hence each c in X - a - b is 
a cutpoint of X. On the other hand, suppose that X - a is not connected. 
Let C be a component of X - a which does not contain b. Then by 2.6, 
X - C is connected J hence X - C is a proper connected subset of X 
containing both a and b, a contradiction to the irreducibility of X. 
Then X - a is connected, and likewise X - b is connected. Then a 
and b are the only non-cutpoints of X. If c is a cutpoint of X, 
then X - c must have at least two components. Assume that X - c has 
three or more components for some c In X. Then we may choose a component 
of X - c which contains neither a nor b. But then, as before, the 
complement of that component will be a proper connected subset of X which 
contains both a and b, again a contradiction. Then X - c has precisely 
two components for each c in X - a - b. By the irreducibility of X, 
one of these components must contain a and the other b. 
The two non-cutpoints of a topological semichain will be called the 
end points of the space. A topological space X is topoloRically semi-
chained if each pair of distinct points of X are the endpoints of a 
topological semichain in X. It was mentioned previously that in a spider-
like space X, S(a,b) is irreducibly connected between a and b for 
each a b in X. 
Proposition 2.19; A spiderlike space X is tooologically semichained, 
as is every connected suhspace. Furthermore, S(a,b) is the unique 
topological semichain in X with endpoints a and b. 
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Proof; If a i h in X, then S(a,b) is a topological semichain 
in X with endpoints a and b, hence X is topologically semichained. 
If C is a connected subspace of X, then C is topologically convex, 
hence S(a,b) lies in C for each a f b in C, and thus every 
connected subspace of X is topologically semichained. Assume that K 
^ S(a,b) is a topological semichain in X with endpoints a and b. 
Then K and S(a,b) are connected, hence K A S(a,b) is connected. 
But a and b lie in K A S(a,b), hence, by the irreducibility of K 
and S(a,b) between a and b, we have K = K A S(a,b) = S(a,b), a 
contradiction. Then S(a,b) is the unique topological semichain in X 
with endpoints a and b. 
IVhen convenient we will use the notation Sep(a;b,c) to indicate 
that b separates a and c in a space X. Also, '\/Sep(a,b,c) will 
indicate that Sep(a,b,c) is false in X. In the next section we will 
use order techniques to establish the following property of pair separa­
bility in a dendritic space X; if a b ^ c ^ a in X, then Sep(a,b,c) 
if and only if there is no d in X such that both Sep(b,d,a) and 
Sep(b,d,c), We will assume this result for now in order to prove that a 
topologically semichained dendritic space is spiderlike. 
Example 2.20; This is an example of a connected space X for which 
the property of pair separability mentioned above does not hold. Let X 
consist of the ordered pairs (0,-1) and (0,1) together with all ordered 
pairs (x,y) such that x > 0 and y = sin(l/x), and let X have the 
subspace topology of the plane. Then with a = (0,-1), b = (0,1) and 
c = (l/2n, 0), there is no d in X such that both Sep(b,d,a) and 
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Sep(b,d,c), but still we do not have Sep(a,b,c), The difficulty is that 
a and b are not separated in X. 
Proposition 2.21; If C is a connected subspace of a dendritic 
space X and a b f c f a in C, then Sep(a,b,c) in C if and only 
if Sep(a,b,c) in X, 
Proof ; From the proof of 2.11, we see that Sep(a,b,c) in C if 
Sep(a,b,c) in X. Then we assume that Sep(a,b,c) in C, To show that 
Sep(a,b,c) in X we need only show, by the property of pair separability 
assumed, that there is no d in X such that both Sep(b,d,a) and 
Sep(b,d,c) in X, Then suppose that there is such a d in X. Since 
a and b are in C and Sep(b,d,a) in X, necessarily d is in C, 
Then both Sep(b,d,a) and Sep(b,d,c) in C. Now C is dendritic as 
a connected subspace of a dendritic space. Then we may apply our assumed 
property of pair separability to C and conclude that Sep(a,b,c) is 
false in C, a contradiction. Then necessarily Sep(a,b,c) in X, 
The following is a standard result from general topology and its 
proof will be omitted. 
Proposition 2.22; If K is a closed subset of a space X and X - K 
has finitely many components, then each component of X - K is open in X. 
Consequently, if X is a topological semichain with endpoints a 
and b and c is in X - a - b, then the components and of 
X - c are open in X. Then X - c = is a separation of X - c 
with a in A^ and b in hence c separates a and b in X, 
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Proposition 2.23; If X is a topological semichain with endpoints 
a and b and c is in X - a - b, then c separates a and b in X. 
Proposition 2.24; A topologically semichained dendritic space X is 
spiderlike. 
Proof ; It suffices by 2.17 to show that S(a,b) is connected for each 
a ^ b in X. If a ^ b in X, then by assumption there is a topological 
semichain C in X with endpoints a and b. We will show that C = 
S(a,b). Clearly S(a,b) lies in C since C is connected and contains 
a and b^ Let c be in C - a - b. Then by 2,23, Sep(a,c,b) in C. 
Consequently, we have Sep(a,c,b) in X by 2.21, hence c is in S(a,b). 
Then C = S(a,b) as desired, hence X is spiderlike. 
Since a spiderlike space is dendritic and topologically semichained, 
we have the following. 
Proposition 2.25; A space X is spiderlike if and only if it is 
dendritic and topologically semichained. 
A topological chain is a compact topological semichain, A space 
X is topologically chained if each pair of distinct points of X are 
the endpoints of a topological chain in X. 
Proposition 2,26; If X is a locally connected spiderlike space, 
then S(a,b) is compact for each a f b in X. 
Proof; With a b in X, let W be an open cover of S(a,b) in 
X, Since X is locally connected we may assume that each member of W 
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is connected. Since S(a,b) is connected, a and b can be joined by 
a simple chain W* consisting of members of W. Then ZW* is connected 
since each member of W is connected, hence S(a,b) lies in ZW* since 
a and b are there. Consequently, W* is a finite subcover of W, 
In the next section we will use order techniques to show that this 
same result holds for locally connected dendritic spaces. 
Corollary 2.27; A locally connected spiderlike space is topologically 
chained. 
Example 2.28: This is an example of a topological semichain which 
is not compact. Let X consist of the ordered pair (0,0) together with 
all ordered pairs (x,y) such that l/27r ^  x > 0 and y = sin(l/x), and 
let X have the subspace topology of the plane. Then X is irreducibly 
connected between (0,0) and (l/2Tr, 0), hence is a topological semi-
chain, but is clearly not compact. 
We recall that if X is a topologically semichained dendritic space, 
then S(a,b) is the unique topological semichain in X with endpoints 
a and b. A continuum is a compact connected Hausdorff space. 
Proposition 2.29; A dendritic space X is topologically chained 
if and only if S(a,b) is a continuum for each a b in X, 
A dendron is a dendritic space satisfying either one of the equivalent 
conditions given in 2.29, Then clearly a dendron is a spiderlike space. 
The question arises as to whether or not a dendron need be locally connected. 
There is in fact a simple example to the contrary. 
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Example 2.30; This Is an example of a dendron X which is not 
locally connected. Let X consist of the closed line segment from 
(0,0,0) to (l/2n^,l/2n, n) and the closed line segment from 
(l/2n^,l/2n, n) to (l/n^,l/n, 0), n = 1, 2* ... , and let X have 
the subspace topology of 3-space. This space is not locally connected 
at (0,0,0). 
Proposition 2.31; A compact spiderlike space X is locally connected. 
Prooft Let Y denote the collection of all components of point 
complements in X. Let T be the given topology on X and let a be 
the topology on X generated by T. Then a is weaker than x by 2.9, 
hence a is a compact topology on X, We now show that (X,o) is a 
dendritic space. If a f b in X, then there is a separation X - c = 
A + B of X - c in (X,t) for some c in X with a in A and h in 
B. But A and B are sums of components of X - c and thus are also 
open in (X,A). Consequently, X - c = A + B is also a separation of 
X - c in (X,a) with a in A and b in B. Then (X,a) is dendritic, 
hence is Hausdorff. But then a is a compact Hausdorff topology weaker 
than the compact Hausdorff topology x, hence A = T by a well-known 
theorem on compact Hausdorff topologies. Then Y is a subbase for ?. 
Consequently, finite intersections of members of Y, necessarily connected 
by our assumption that X is spider like, form a base for x« 
The following is a corollary to the proof of the above. 
Corollary 2.32; If (X ,t) is a compact spiderlike space, then 
components of point complements form a subbase for %. 
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If a b in a dendritic space X, then let DR(a,b) - {c in X: 
Sep(a,b,c)} and R(a,b) = DR(a,b) + b. The following two results are 
then immediate from 2.3 and 2.9. 
Proposition 2.33; If a f b in a dendritic space X, then 
X - R(a,b) is that component of X - b containing a and DR(a,b) is 
the sum of all the remaining components of X - b. 
Corollary 2.34; If a 7^ b in a dendritic space X, then X - R(a,b) 
is open and connected, DR(a,b) is open and R(a,b) is closed in X. 
Proposition 2.35: If a b in a dendritic space X, then R(a,b) 
is connected. 
Proof; From 2.33, the comnonents of DR(a,b) are precisely those 
components of X - b which do not contain a. Then if C is a component 
of DR(a,b), then C + b is connected by 2,13. Consequently, R(a,b) 
is the sum of connected sets with a common point b, and thus is connected. 
In preparation for defining the cutpoint order in a connected space 
we establish the following properties of pair separability in connected 
spaces. 
Proposition 2.36; The following conditions hold in any connected 
topological space X: 
(1) Sep(a,b,c) implies a b ^ c f a, 
(2) Sep(a,b,c) implies Sep(c,b,a), 
(3) Sep(a,b,c) and d î' b implies Sep(d,b,c) or Sep(a,b,d), 
(4) Sep(a,b,c) implies 'v^Sep(a,c,b), -vSepCbjC.a), '\.Sep(b,a,c), 
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and %Sep(c,a,b), 
(5) Sep(a,b,c) and Sep(a,r.,d) implies Sep(b,c,d), 
(6) Sep(a,b,d) and Sep(b»c,d) implies Sep(a,b,c), 
(7) Sep(a,b,c) and SepCbjCjd) implies Sep(a,b,d), 
(8) Sep(a,b,c) and Sep(b,c,d) implies Sep(a,c,d), 
(9) Sep(a,b,c) and Sep(a,c,d) implies Sep(a,b,d), 
(10) Sep(a,b,d) and Sep(b,c,d) implies Sep(a,c,d), 
(11) Sep(a,B,d), Sep(a,c,d) and B c implies Sep(a,B,c) or 
Sep(a,CGB), 
(12) Sep(a,bpd), Sep(a»c,d) and b c implies Sep(b,c,d) or 
Sep(c,b,d), 
(13) Sep(a,b,d), Sep(a,c,d) and Sep(b,e,c) implies Sep(a,e,d), 
(14) Sep(a,b,c), Sep(a,b,d), Sep(c,e,d) and b 5^ e implies 
Sep(a,b,e), 
(15) 'bSep(a,b,c), %Sep(a,b,d) and Sep(c,e;d) implies '\,Sep(a,b,e), 
(16) Sep(a,b,d)j Sep(a,c,d) and b 7^ c implies Sep(a,c,b) or 
Sep(b,c,d). 
Proof; (1), (2) and (3) are obvious from the definition of pair 
separability. (4) Let X - b = A + C be a separation of X - b with 
a in A and c in C. Then by 2,1,4, A + b is a connected subset of 
X - c containing both a and b, hence c cannot separate a and b 
in X. Then Sep(a,b,c) implies '\.Sep(a,c,b), The remaining parts of 
(4) follow from (2) and this condition, (5) Now Sep(a,c,d) and b f c 
by (1), hence Sep(b;C,d) or Sep(a,c,b) by (3), But 'vSeT>(a,c,b) by 
(4) since Sep(a,b,c), Then Sep(b,c,d) as desired, (6) Now Seo(a,b,d) 
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and Sep(b,c,d) implies Sep(d,b,a) and Sep(d,c,b) by (2), hence 
Sep(c,b,a) by (5), Then Sep(a,b,c) by (2). Thus (6) is a symmetric 
form of (5), (7) Now Sep(a,b,c) and d ^ b by (1), hence Sep(d,b,c) 
or Sep(a,b,d) by (3). But aSep(d,b,c) by (4) since Sep(b,c,d), 
Then Sep(a,b,d) as desired, (8) is a symmetric form of (7). (9) Now 
Sep(a,b,c) and Sep(a,c,d) implies Sep(b,c,d) from (5). Then 
Sep(a,b,c) and Sep(b,c,d) implies Sep(a,b,d) by (7), (10) is a 
symmetric form of (9). (11) Now Sep(a,b,d) and c b by (1), hence 
Sep(c,b,d) or Sep(a,b,c) by (3). If Sep(c,b,d), then Sep(a,c,d) 
and Sep(c,b,d), hence Sep(a,c,b) by (6), Then Sep(a,b,c) or 
Sep(a,c,b) as desired. (12) is a symmetric form of (11), (13) Now 
Sep(b,e,c) implies b f c by (1). Then Sep(a,b,d), Sep(a,c,d) and 
b c implies Sep(a,b,c) or Sep(a,c,b) by (11), First assume that 
Sep(a,b,c). Then Sep(a,b,c) and Sep(b,e,c), hence Sep(a,e,c) from 
(10). Then Sep(a,e,c) and Sep(apC,d), hence Sep(a,e,d) from (9). 
The proof for the case that Sep(a,c,b) is exactly analogous, (14) Now 
Sep(a,b,c) and e ^ b by (1), hence Sep(e,b,c) or Sep(a,b,e) by (3). 
Then we may assume that Sep(e,b,c), since Sep(a,b,e) is the desired 
conclusion. Now Sep(c,e,d) and b e by (1), hence Sep(b,e,d) or 
Sep(c,e,b) by (3), Now \,Sep(c,e,b) since Sep(e,b,c) by assumption. 
Then Sep(a,b,d) and Sep(b,e,d), hence Sep(a;b,e) by (6), (15) Assume 
on the contrary that Sep(a,b,e), Then Sep(c,e,d) and b e by (1), 
hence Sep(b,e,d) or Sep(c,e,b) by (3), First assume that Sep(b,e,d), 
Then Sep(a,b,e) and Sep(b,e,d), hence Sep(a,b,d) by (7), which is 
contrary to one of the assumed conditions. Finally assume that Sep(c,e,b), 
Then Sep(a,b,e) and Sep(b,e,c), hence Sep(a,b,c) by (7), also contrary 
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to one of the assumed conditions. Then ^6ep(a,b,e) as desired, (16) 
Now Sep(a,b,d), Sep(a,c,d) and b f c implies Sep(a,b,c) or 
Sep(a,c,b) by (11), so we may assume that Sep(a,b,c). Then Sep(a,b,c) 
and Sep(a,c,d), hence Sep(b,c,d) by (5). 
The condition: if a ^ b ^ c f a in a dendritic space X, then 
Sep(a,b,c) if and only if there is no d in X such that both Sep(b,d,a) 
and Sep(b,d,c), will be used again in the proof of the next result. 
The above condition, as was mentioned previously, will be established in 
the next section. 
Proposition 2.37; If a b in a dendritic space X, then S(a,b) 
is closed in X. 
Proof; It suffices to show that X - S(a,b) is open in X, Then 
let c be in X - S(a,b). Then a b c ^ a and '\'Sep(a,c,b), hence 
by the property mentioned above, there must be a d in X such that both 
Sep(c;d;a) and Sep(c,d,b). We wish to show that U = DR(a,d) A DR(b,d) 
is a neighborhood of c in X - S(a,b), Now U is open in X by 2.34, 
hence is a neighborhood of c in X since Sep(a,d,c) and Sep(b,d,c). 
It then remains to show that U lies in X - S(a,b). Clearly U contains 
neither a nor b. Then suppose that there is an e in X such that 
Sep(a,e,b), Sep(a,d,e) and Sep(b,d,e), Now Sep(a,e,b) and Sep(e,d,b) 
implies Sep(a,e,d) by 2.36,6, which contradicts Sep(a,d,e) by 2,36.4. 
Corollary 2.38; If a b in a compact dendritic space X, then 
S(a,b) is compact. If a 9* b in a compact spiderlike space X, then 
S(a,b) is a continuum. 
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B. The Cutpoint Order in a Dendritic Space 
A partial order ^ in a set X is a reflexive, antisymmetric and 
transitive binary relation in X, As usual, we write y ^  x if (y,x) 
is in and we let y > x if y ^  x but y ^ x« We say that ^ is 
order dense if whenever z > x in (X, ^  ), there is a y in X such 
that 2 > y and y >x. We let L(x) = {y in X; x ^ y}, M(x) = 
{y in X: y _>x} and I(x,y) = M(x) A L(y), A simple order in a set 
X is a partial order > in X such that x > y or y > x for each x 3SB aea saa 
and y in X, 
Let X be a connected topological space and let a be an arbitrary 
but fixed point of X. By the cutpoint order in X we mean the binary 
relation ^ defined in X by c > b if and only if b = a, b = c or 
Sep(a,b,c) in X, 
Proposition 2.39; The cutpoint order ^ in a connected space X 
is a partial order in X with the property that L(b) is simply ordered 
by ^ for each b in X, Furthermore, c > b in (X, > ) if and only 
if b = a or Sep(a,b,c) in X. 
Proof; That ^ is reflexive is clear. The antisymmetric and 
transitive properties of > follow respectively from 2,36.4 and 2,36,9. 
That L(b) is simply ordered by > for each b in X follows directly 
from 2.36.11. 
We note that if > is the cutpoint order in a connected space X, 
then b > a for each b in X, 
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Proposition 2.40; The outpoint order > in a dendritic space X 
satisfies the following properties; 
(1) ^ is order dense, 
(2) M(b) is closed and connected for each b in X, 
(3) M(b) - b is open for each b in X, 
(4) X - M(b) is connected for each b in X, 
(5) L(b) - b # L(c) - c if b f c in X. 
Proof; (1) Suppose that c > b in X. Since X is dendritic, we 
may choose a d in X such that Sep(b,d,c). If b = a, then c > d 
and d > b by definition of If b ^ a, then we must have Sep(a,b,c) 
since c > b. But then Sep(a,b,c) and Sep(b,d,c), hence Sep(ajh,d) 
and Sep(a,d,c) by 2,36.6 and 2.36,10. Consequently, c > d and d > b 
by definition of (2) If b •= a, then M(b) => X, which is closed and 
connected. If b f a, then M(b) = R(a,b), which is closed and connected 
by 2.34 and 2.35. (3) If b = a, then M(b)-b=X-b, which is open 
since X is a T^-space. If b ^ a, then M(b) - b = DR(a,b), which is 
open by 2.34. (4) If b = a, then X - M(b) =0. If b ^ a, then 
X - M(b) = X - R(a,b), which is connected by 2.34. (5) Suppose that 
b / c in X but that L(b) - b = L(c) - c. Then clearly b > a and 
c > a since x > a for each x in X. Since X is dendritic, there is 
a d in X such that Sep(b,d,c). Suppose first that d = a. Since 
2 is order dense by (1), there is an e in X such that b > e and 
e > a. Then also c > e since L(b) - b = L(c) - c. But then, by 
(2), M(e) is a connected subset of X containing b and c but not d, 
which contradicts the fact that Sep(b,d,c). Then Sep(b,d,c) and a ^ d, 
24 
hence 2.36.3, either Sep(a*d,c) or Sep(b,d,a). Consequently, d >a 
and either c > d or b > d. But since L(b) - b = L(c) - c, we must 
have both c > d and b > d. Since > is order dense, there is an e in 
X such that b > e and e > d. But then c > e also, hence M(e) is a 
connected subset of X - d containing both b and c, which contradicts 
again the fact that Sep(b,d,c). 
Proposition 2.41; Let ^ be the cutpoint order in a dendritic space 
X. Then Sep(b,d,c) in X if c > d and b ^  d. In particular, we have 
Sep(b,d,c) if c > d and d > b. Conversely, if c > b and Sep(b,d,c), 
then c > d and d > b, 
Proof; If c > d and b £ d, then by 2.40,2 and 2.40,3, X - d = 
(X - M(d)) + (M(d) - d) is a separation of X - d with b in X - M(d) 
and c in M(d) - d, and thus Sep(b,d,c), Then assume that c > b and 
Sep(b,d,c). If b ^ a, then we have Sep(a,b,c). Consequently, Sep(a,b,c) 
and Sep(b,d,c), hence Sep(a,b,d) and Sep(a,d,c) by 2,36,6 and 2.36.10. 
Then d > b and c > d follows directly. 
We are now in position to characterize pair separability in a dendritic 
space X in terras of the cutpoint order in Xt That is, we establish an 
order condition which is necessary and sufficient for a given point of X 
to separate two other points of X. 
Proposition 2.42; If b, c, and d are distinct points of a dendritic 
space X with cutpoint order then Sep(b,d,c) in X if and only if 
L(b) A L(c) c L(d) C L(b) + L(c). 
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Proof; Suppose first that L(b) A L(c) c L(d) c L(b) + L(c) is false. 
Then either L(b) A L(c) 4^ L(d) or L(d) 4 L(b) + L(c), If the former, 
then there is an e in X such that b ^  e, c _> e and d ^  e. But 
then M(e) is a connected subset of X - d containing b and c, hence 
'vSep(b,d,c). If the latter, then there is an e in X such that d > e, 
b £ e and c ^  e. But then X - M(e) is a connected subset of X - d 
containing b and c, hence again 'V'Sep(b,d,c). Then Sep(b,d,c) implies 
L(b) A L(c) c L(d) c L(b) + L(c). 
Assume conversely that L(b) A L(c) c L(d) cz L(b) + L(c), Then either 
b>d or c>d. If b>d and c ^ d, or c > d and b £ d, then 
Sep(b,d,c) by 2.41. Then we may assume that b > d and c > d. Let B = 
£{M(e) - e: b > e and e > d) and let C = X - (B + d), Then X - d = 
B + C with B open in X, Also b is in B since _> is order dense. 
If c is not in C, then c is in B, hence c > e where b > e and 
e > d. But then e is in L(b) A L(c) and is not in L(d), which contra­
dicts our assumption. Then c is in C. It then remains to show that C 
is open in X, for then X - d = B + C will be a separation of X - d 
with b in B and c in C, and thus we will have Sep(b,d,c) as desired. 
Now C « (X - M(d)) + ((M(d) - d) - B). Since M(d) is closed in X, 
it remains to show that (M(d) - d) - B is open in X, Let f be in 
(M(d) - d) - B. Then f > d. Since ^ is order dense, there is a g in 
X such that f > g and g > d. Then M(g) - g is an open neighborhood 
of f in X, We show that M(g) - g lies in (M(d) - d) - B. If h > g, 
then h > d since g > d. Then h is in M(d) - d. Assume that h is in 
B and derive a contradiction. By definition, h > e with b > e and 
e > d. But then h > g and h > e, hence g e or e > g since L(h) 
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is simply ordered. If g e, then f > e since f > g. But then f 
is in B also, a contradiction to our choice of f. Then necessarily 
8 > g, hence g > d and b > g since b > e. But then f > g with 
b > g and g > d, hence f is in B by definition, again a contradic­
tion, Then h is not in B, hence h is in (M(d) - d) - B, and 
finally M(g) - g lies in (M(d) - d) - B. Then C contains a neighbor­
hood of each of its points and hence is open. Then Sep(b,d,c) as desired. 
Using 2,42, we can prove the condition concerning pair separability 
referred to in the last section. 
Proposition 2.43: If a, b and c are distinct points of a dendritic 
space X, then Sep(a,b,c) in X if and only if there is no d in X 
such that both Sep(b,d,a) and Sep(b,d,c), 
Proof; We let > be the cutpoint order in X with fixed element 
b. First assume that there is a d in X such that Sep(b,d,a) and 
Sep(b,d,c). Then d > b, a > d and c > d by 2,41, But then M{d) is 
a connected subset of X - b containing both a and c, hence we have 
'vSep(a,b,c). Conversely, assume that there is no d in X such that 
Sep(b,d,a) and Sep(b,d,c), Then by 2.41, there is no d in X such 
that d > b, a > d and c > d. To show that Sep(a,b,c), we need only 
show, by 2,42, that L(a) A L(c) C L(b) C L(a) + L(c). Suppose that 
a > d and c > d. If d = a, then c > a. Then, since > is order 
ma mm ' m» 
dense, there is an e in X such that a > e and e > b. But then 
c > e also since c > a. This involves a contradiction. Then d ^ a, 
and likewise d ^ c. Then a > d and c > d. Since b > d, we must 
have b = d from our assumption. Then L(a) A L(c) cL(b). Clearly 
27 
L(b) c L(a) + L(c) since d ^ b for each d in X. Then Sep(a,b,c) 
follows from 2.42, 
With the proof of 2,43, all the results to this point have been 
verified. We then digress to consider a few consequences of what we have 
established so far. 
A partial order > in a topological space X is semlcontinuous if 
L(x) and M(x) are closed in X for each x in X, A minimal (maximal) 
element of a subset K of a partially ordered set (X, > ) is an element 
m of K such that m > k (k > m) for no k in K. A first (last) 
element of K is an element m of K such that k > m (m > k) for each 
k in K. Ward [8J has established the following two results. 
Proposition 2.44; A compact space X endowed with a semlcontinuous 
partial order has a minimal and a maximal element. 
Proposition 2,45: If a compact space X is endowed with an order 
dense semlcontinuous partial order, and if the set of minimal elements 
or the set of maximal elements of X is connected, then X is connected. 
Note that a minimal (maximal) element of a subset K of a simply 
ordered set (X, ^  ) is a first (last) element of K, 
Corollary 2,46; A compact space X endowed with a semlcontinuous 
simple order has a first and a last element. 
Since the first (last) element of a subset K of a partially ordered 
set (X, > ) is necessarily the only minimal (maximal) element of K, 
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we have the following consequence of 2.45 and 2,46, For completeness, 
a direct proof of this fact is presented. 
Proposition 2.47; A compact space X endowed with an order dense 
semicontinuous simple order ^ is connected. 
Proof; If X is not connected, then X ° H + K with H and K 
disjoint, nonvoid closed (hence compact) subsets of X, By 2,46, (X, ^  ) 
has a first element a and a last element b. We may assume that a is 
in H, Choose c in K, Since ^ is semicontinuous, L(c) is closed 
in X. Then H A L(c) is nonvoid and compact, and thus has a last 
element h. Note that c > h. Also K A M(h) is nonvoid and compact, 
and thus has a first element k. Since c is in K and c > h, we have 
c ^  k. Also k > h since h is in H, Since _> is order dense, we may 
choose an 1 in X such that k > 1 and 1 > h. Then 1 is in L(c), 
and since h is the last element of HA L(c), 1 is not in H, Also 
1 is in M(h), and since k is the first element of K A M(h), 1 is 
not in K, This contradicts the fact that X = H + K, Then X is connected. 
There is a natural application of this result to dendritic spaces. 
Proposition 2.48; If a b in a dendritic space X, then S(a,b) 
is connected if it is compact. 
Proof; Let _> be the cutpoint order in X with first element a, 
Now S(a,b) = L(b) by the definition of _>, and thus is simply ordered 
by _>. Also 2 restricted to S(a,b) =• I(a,b) is order dense since > 
is. It then remains, by 2.47, to show that > restricted to S(a,b) is 
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sernicontinuous. For each x in S(a,b), let L*(x) = in S(a,b): 
X y} and M*(x) = ^  in S(a,b); y Then if x is in S(a,b), 
then M*(x) =• M(x) A S(a,b)s and hence is closed in S(a,b) since M(x) 
is closed in X. Also, S(a,b) - L*(x) = S(a,b) - (L(x) A S(a,b)) = 
S(a,b) A (M(x) - x), which is open in S(a,b) since M(x) - x is open 
in X, and hence L*(x) is also closed in S(a,b). 
Then 2.17, 2.38 and 2.48 yield the following two results. 
Corollary 2,49: If a 9^ b in a compact dendritic space X, then 
S(a,b) is a continuum. 
Corollary 2,50: A compact dendritic space X is spiderlike. 
Combining 2.31 and 2.50* we are able to establish a result of some 
importance, which was first mentioned and proven by Ward in [9], The 
two methods of proof, however, are quite dissimilar. 
Corollary 2.51; A compact dendritic space X is locally connected. 
A partial order _> in a topological space X is continuous if 
whenever x £ y in X, there are neighborhoods U and Y of x and 
y respectively such that u ^  v if u is in U and v is in V. 
The following results are well-known and easy to prove. See Ward [8] . 
Proposition 2.52; A partial order ^ in a space X is continuous 
if and only if it is closed as a subset of X x X, 
Proposition 2.53; A continuous partial order in a space X is 
sernicontinuous, A sernicontinuous simple order in X is continuous. 
Ward in [l2] has plven a proof that the cutpolnt order In a localIv 
connected dendritic space is continuous. We will show that the cutpoint 
order in an arbitrary dendritic space is continuous. 
Proposition 2.54; Let ^ be the cutpoint order in a dendritic space 
X. Then if c b in X, then there is a d in X such that b > d 
and c ^  d in X. 
Proof ; If b > c then, since ^ is order dense, there is a d in 
X such that b > d and d > c. Then b > d and c £ d as desired. 
Then we may assume that b c. Since a is the first element of X, 
we have that b > a and c > a. Suppose first that there is a d in X 
such that Sep(a,d,b) and Sep(c,d,b). Then b > d and d > a by def­
inition of >. Since > is order dense, we mav choose an e in X such 
that b > e and e > d. Then Sep(a,d,e) and Sep(d,e,b) by 2.41. It 
remains for the case at hand to show that c e. Clearly e 4 c, since 
b j" c. Then assume that c > e and derive a contradiction. Then c > e 
and e > a, hence we have Sep(a,e,c) by 2.41. Thus Sep(a,d,e) and 
Sep(a,e,c), hence Sep(d,e,c) by 2,36,5, Then Sep(c,e,d) and 
Sep(c,d,b), hence Sep(e,d,b) by 2,36,5. This contradicts the previously 
established fact that we have Sep(d,e,b). Then b > e and c ^  e as 
desired, Consequently, we may assume that there is no d in X such that 
Sep(a,d,b) and Sep(c,d,b). Since a, b and c are distinct, we have 
Sep(a,b,c) by 2,43. Therefore, by definition of >, we have that c > b. 
This is a contradiction to the assumption that c ^  b. Then there must be 
such a d in X and the proposition follows from above. 
We emphasize that 2.43 plays a vital role in our nrnof of continuity, 
which is now a simple matter. 
Proposition 2,55; The outpoint order ^ in a dendritic space X 
is continuous. 
Proof; Assume that c ^  b in X. Then by 2,54, there is a d in 
X such that b > d and c ^ d. Let U = M(d) - d and V = X - M(d), 
Then U and V are open neighborhoods of b and c respectively by 
2.40. Let u be in U and v in V. Then u > d and d. If 
V > u, then v > d since u > d, an impossibility. Then v ^  u for 
each u in U and v in V, This verifies the continuity of 
A lower (upper) bound of a subset K of a partially ordered set 
(Xj _> ) is an element m of X such that x > m (m > x) for each x 
in K, A minimal (least) un per hound of a subset K of X is a 
minimal (first) element of the set of a]1 upper bounds of K in X, The 
notions of maximal and greatest lower bound of a subset K of X are 
defined analogously. 
Proposition 2.56; If K is a subset of a dendritic space X with 
outpoint order >, then a minimal upper bound m of K in X is the 
least upper bound of K. 
Proof ; Since a is the least upper bound of 0 in X, we may 
assume that K^0. If m is not the least upper bound of K in X, 
then there is an upper bound m* of K in X such that m* ^  m. Also 
m m* by assumption on m. Then m > k and m* > k for each k in K, 
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We first show that if d is in X and m >d, then k > d for 
some k in K, Since L(m) is simply ordered, either k > d or d > k 
for each k in K. But if d k for each k in K, then d is an 
upper bound of K in X with m > d, which contradicts the fact that m 
is a minimal upper bound of K in X. Then if m > d in X, then k > d 
for some k in K. 
Consequently, since m* > k for each k in K, we have that m > d 
implies m* > d. We wish to show that there is no d in X such that both 
Sep(a,d,m) and Sep(m*,d,m). Suppose that Sep(a,d,m) and Sep(m*,d,m) 
for some d in X. Then m > d by definition of >, hence m* > d from 
above. Then Sep(a,d,m*) in X since a / d. Also, there is a k in K 
such that k > d. But then k is in L(m*) A L(in) and is not in L(d), 
Consequently, L(m*) A L(m) L(d). By 2.42, this contradicts the fact 
that Sep(m*,d,m) in X, Then there is no d in X such that Sep(a,d,m) 
and Sep(m*,d,m), hence by 2.43, we have Sep(a,m,m*). Then m* > m by 
definition of _>, a contradiction. 
A partially ordered set (X, ^  ) is complete if every subset of X 
has a least upper bound in (X, _> ) , 
Proposition 2.57; Let be the outpoint order in a dendritic space 
X. Then if c ^  b in X, then (I(b,c), ^  ) is complete. 
Proof*. Suppose that (I(b,c), ^  ) is not complete. Then there is a 
subset K of I(b,c) which has no least upper bound in (I(b,c), > ), 
Let L = I(b,c) - K, Now K # 0 since b is the least upper bound of 0 
in (I(b,c), > ). Also c is in L since c is the least upper bound 
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of I(b,c) in (I(b,c), >). Let 0- Z{X~M(k): k is in K}. Since 
I(b,c) is simply ordered as a subset of L(c) and since K has no least 
upper bound in (I(b,c), ^  , for each k in K, there is a k* in K 
with k* > k. Then 0/0, and c is not in 0 since c > k for each 
k in K, Consequently, since X is connected, we may choose q in 
0-0, Then q ^  k for each k in K, Let L* =» {d in I(b,c): d > k 
for each k in K). Then c is in L* and L* lies in L, If 1 _> q 
for each 1 in L*, then q would be the least upper bound of K in 
{I(b,c), > ), which is contrary to hypothesis. Then there is an 1* in 
L* such that 1* ^  q. Then by 2.54, there is a p in X such that 
q > p and 1* £ p. Now since K lies In L(q), which Is simply ordered, 
either p > k or k > p for each k in K, But if k > p for some k 
in K, then 1* > p since 1* > k for each k in K, Then p ^  k for 
each k in K, In particular, p is not in 0, Consequently, (M(p) - p) 
A 0 => 0 also. Then M(p) - p is an open neighborhood of q in X not 
meeting 0, a contradiction to the fact that q is in 0, Then we must 
have that (I(b,c), ^  ) is complete. 
A partially ordered set (X, ^  ) is conditionally complete if every 
nonempty subset of X which is bounded above has a least upper bound. 
Proposition 2.58; If ^ is the cutpoint order in a dendritic space 
X, then (X, _> ) is conditionally complete. 
Proof; Let K be a nonempty subset of X which is bounded above 
by an element d of X. Then K lies in L(d), Since L(d) " I(a,d) 
and since (l(a,d), > ) is complete by 2.57, K has a least unper bound 
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m in (I(a,d), > ). If m* is an upper bound of K in X and m > m*, 
then m* is in L(d) = I(a,d) since m is. This contradicts the fact 
that m is the least upper bound of K in I(a,d), Then m is a 
minimal upper bound of K in X, hence by 2,56, m is the least upper 
bound of K in X. 
A partially ordered set (X, > ) is lower complete if every non­
empty subset of X has a greatest lower bound in (X, > ). 
Proposition 2.59; If > is the cutpolnt order in a dendritic space 
X, then (X, > ) is lower complete. 
Proof; Let K be a nonempty subset of X. Let K* = {d in X: 
k > d for each k in K}. Then a is in K, hence K* is a nonempty 
subset of X which is bounded above, hence K* has a least upper bound 
m in X by 2.58, We will show that m is the greatest lower bound of 
K in (X, > ). Now each k in K is an upper bound of K* by defin­
ition, hence k m for each k in K since m is the least upper 
bound of K* in (X, ^  ). Then m is a lower bound of K in (X, > ), 
If k* is a lower bound of K in X, then k* is in K* by definition, 
hence k* must satisfy m > k*. Then m is the greatest lower bound 
of K in (X, > ). 
If b î* c in a dendritic space X with cutpolnt order >, then we 
denote the greatest lower bound of the set '{b,c} by GLB(b,c), It is 
clear from the proof of 2.59 that GLB(b,c) is the least upper bound of 
the set L(b) A L(c). It is also clear from 2.42 that if d = GLB(b,c) 
in X and b ^ d ^ c, then we have Sep(b,d,c), 
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A dendritic space X is locally convex if every neighborhood of a 
point b of X contains a topologically convex neighborhood of b. Since 
a connected subset of a dendritic space is topologically convex, it is 
clear that a locally connected dendritic space is locally convex. The 
converse is not obvious. Our technique is to show that a locally convex 
dendritic space is spiderlike, whence a subset is connected if and only if 
it is topologically convex. 
Proposition 2.60; If a 5^ b in a locally convex dendritic space 
X, then S(a,b) is compact. 
Proof ; Let W be an open cover of S(a,b), and let > be the cut-
point order in X with first element a. Since X is locally convex, 
we may assume that each member of W is topologically convex. Let K 
denote the set of all k in S(a,b) = I(a,b) such that some finite sub-
collection of W covers I(a,k), By 2,57, K has a least upper bound q 
in (I(a,b), _> ). Since L(q) is simply ordered, if q > d there is a 
k in K such that q > k and k > d, whence d is in K by its 
definition. We wish to show that q is in K. Since a is clearly in 
K, we may assume that q f a. Now q is in 0 for some 0 in W, 
Also, X - M(q) = X - R(a,q) is a component of X - q by 2.33. By 2,13, 
(X - M(q)) + q is connected, hence q lies in the closure of X - M(q), 
Then 0 contains a point r of X - M(q), Consider first the possibility 
that q > r. Then r is in K from above, and thus some finite sub-
collection Wj. of W covers I(a,r), Since q and r are in 0 and 
0 is topologically convex, l(r,q) = S(r,q) lies in 0. Then +'{0} 
is a finite subcollection of W covering I(a,q) » I(a,r) + I(r,q), hence 
q is in K, Then we may assume that q ^r. By 2.58, GLB(r,q) » s 
exists and is distinct from r and q. Then we have Sep(r,s,q) by a 
comment preceding this proposition. Since 0 is topologically convex, 
we have that s is in 0. Now s is in K since q > s, thus if 
is a finite subcollection of W covering I(a,s), then +' {0} is a 
finite subcollection of W covering I(a,q). In any case, q is in K, 
and thus there is a finite subcollection of W covering I(a,q). 
It remains to show that q = b. 
Suppose that b > q and derive a contradiction. Let C be that 
component of X - q containing b. Then C lies in M(q) - q = DR(a,q) 
by 2.33, Also q is in C since C + q is connected, hence 0 contains 
a point t of C. Then I(q,t) = S(q,t) lies in 0 since 0 is 
topologically convex, and thus + {0} is a finite subcollection of W 
covering I(a,t) = I(a,q) + I(q,t). Since q is the least upper bound 
of K in I(a,b), b ^ t is clearly impossible. Similarly, t > b is 
impossible, since then I(q,b) lies in I(q,t) and + {0} would also 
cover I(a,b), Then b t and t ^ b, hence r = GLB(b,t) is distinct 
from b and t. Consequently, we have that Sep(b,r,t) by 2,58. Now 
q = r is impossible since b and t lie in the same component C of 
X - q. Then t > r and r > q, hence I(q,r) lies in I(q,t). But 
then Wq + {0} is a finite subcollection of W covering I(a,r), This 
is impossible since r Is in I(a,b) and r > q. Then q = b as desired. 
Corollary 2.61; If a ^ b in a locally connected dendritic space 
X, then S(a,b) is compact. 
The next result follows from 2,17, 2,48 and 2,60, 
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Proposition 2.62; If a f b in a locally convex dendritic space X, 
then S(a,b) is a continuum. Consequently, a locally convex dendritic 
space is spiderlike. 
Corollary 2,63; A dendritic space is locally convex if and only if 
it is locally connected. 
Combining 2,29, 2,62 and 2,63 we have the following result, which is 
due originally to Ward [l2]. 
Corollary 2.64: A locally connected dendritic snace is tonoloRically 
chained. That is, a locally connected dendritic space is a dendron, 
Proposition 2,65: A connected subspace C of a locally connected 
dendritic space X is locally connected. 
Proof; Let U be a neighborhood of p in C. Then U = V & C, 
where V is a neighborhood of p in X, Since X is locally connected, 
V contains a connected neighborhood V* of p in X, By 2,62 and 2,63, 
X is spider like, hence V* A C is connected. But V* A C lies in 
V A C = U, and thus V* A C is a connected neighborhood of p in C 
lying in U. Consequently C is locally connected. 
We thus have established that the properties of being topologically 
semlchalned, topologically chained, locally connected and compact are 
successively stronger for a dendritic space, and that each is Inherited by 
connected subspaces except compactness. It has been mentioned by Whyburn 
in [l5j that a locally compact dendritic space is locally connected, A 
proof of this fact, however, was not given. 
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C, A Characterization of Local Connectedness 
A dendritic space X has the cutpoint convergence property if 
whenever (a^) a and separates a and for each a, then 
(bg) •+• a. It is the purpose of this section to prove that a dendritic 
space is locally connected if and only if it has the cutpoint convergence 
property. The proof depends upon our result that a locally convex dendritic 
space is locally connected. 
The proof of the following is obvious and will be omitted. 
Proposition 2,66; The intersection of any collection of topologically 
convex subsets of a dendritic space is topologically convex. 
It results that for any subset K of a dendritic space X there is 
a smallest topologically convex subset K of X containing K, which is 
called the convex hull of K, 
Proposition 2.67; If K is a subset of a dendritic space X, then 
K " Z{S(b,c); b and c are in K}. 
Proof; We first show that K* = É{S(b,c): b and c are in K} is 
topologically convex. Suppose that d and f are in K* and Sep(d,e,f). 
If d and f are in K, then e is in K* by definition. Consider 
next the possibility that d is in K and Sep(b,f,c) with b and c 
in K, Clearly we may assume that b / e. Then Sep(d,e,f) and b ^ e, 
hence Sep(b,e,f) or Sep(d,e,b), If Sep(d,e,b), then e is in K* by 
definition. If Sep(b,e,f), then Sep(b,e,c) since Sep(b,f,c), hence 
e is in K* again. The proof for the case that f is in K and 
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Sep(b,d,c) with b and c in K is exactly analogous. The only case 
that remains is that Sep(b,d,c) and Sep(b',f,c') with b, b', c and 
c' in K, Since we may assume that b / e, either Sep(b,e,f) or 
Sep(d,e,b). If Sep(d,e,b), then Sep(c,e,b) since Sep(c,d,b), and 
thus e is in K*. Then we may assume that Sep(b,e,f), Now Sep(h',f,c') 
and e # f, hence Sep(e,f,c') or Sep(b',f,e), If Sep(e,f,c'), then 
Sep(b,e,c') since Sep(b,e,f), If Sep(b',f,e), then Sep(b',e,b) since 
Sep(f,e,b). In either case, e is in K* by definition. 
Then K* is topologically convex and contains K, hence K lies 
in K*. Now let k be in K* and let C be a topologically convex 
subset of X containing K. Then k is in S(b,c) for some b and c 
in K. Since C is topologically convex, S(b,c) lies in C, hence k 
is in C. Then K* lies in C for each topologically convex subset of 
X containing K, hence K* lies in K. Then K = K* as desired. 
Proposition 2.68; If K is a subset of a dendritic space X and 
a Is a point of K, then K = Z{S(a,b): b is in K}. 
Prooij Let K* = ï{S(a,b): b is in K}. Now K* lies in K 
from 2,67. Suppose that e is in K. Then e is in S(b,c) for some 
b and c in K. We may assume that e is distinct from a, b and c. 
Then Sep(b,e,c) and a ^  e, hence Sep(a,e,c) or Sep(b,e,a), Then 
trivially e is in K*. 
Proposition 2.69; A dendritic space X is locally convex if and only 
if it has the cutpolnt convergence property. 
Proof; Assume first that X is locally convex. Let (a^) a and 
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suppose that Sep(a,bQj,a(j) for each a. Let U be a neighborhood of a 
in X. Then U contains a topologically convex neighborhood V of a. 
Since (ag) a there is an a* such that a ^  ot* Implies that a^^ is 
in V. Now V is topologically convex, hence b^ is in V also if 
a ^  a*. Then indeed (bgj a. Then X has the cutpoint intersection 
property. 
Conversely, assume that X is not locally convex. Then there is a 
neighborhood U of a point a of X which contains no topologically 
convex neighborhood of a. Let Z denote the collection of all neighbor­
hoods of a lying in U. Let a denote an arbitrary member of Z, 
If a is in Z, then a does not lie in U since & is a topologically 
convex neighborhood of a. Then for each a in Z, there is a point aç^ 
in a and a point b^ not in U such that Sep(a,bQ,aQ). If Z is 
partially ordered by containment, then (a^) a and Sep(a,bQ(ga(j) for 
each a, but (bg,) -f- a since U is a neighborhood of a containing no 
b(j. Then X does not have the cutpoint convergence property. 
From 2.63 we know that a dendritic space is locally connected if 
and only if it is locally convex. 
Corollary 2,70; A dendritic space is locally connected if and only 
if it has the cutpoint convergence property. 
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III. ORDER CHARACTERIZATION OF DENDRITIC SPACES 
Ward in [9] introduced the technique of order characterization of 
topological properties with the following result. 
Proposition 3.1; A compact Hausdorff space X is dendritic if and 
only if it admits a partial order ^ such that: 
(1) ^ is semicontinuous, 
(2) 2 is order dense, 
(3) M(b) - b is open for each b in X, 
(4) L(b) A L(c) ^  0 and is simply ordered for each h and c in X. 
A part of Ward's proof consisted of showing that the cutpoint order 
in a compact dendritic snace satisfies 3,1,1 - 3,1,4, These pronerties 
are in turn sufficient to guarantee separability of points and connected­
ness of the space. In [12] Ward extended the above result to locallv 
connected spaces. 
Proposition 3.2; A locally connected Hausdorff space X i s  dendr i t ic  
if and only if it admits a partial order 2 such that: 
(1) 2 is semicontinuous, 
(2) 2 is order dense, 
(3) M(b) - b is open for each b in X, 
(4) L(b) A L(c) ^  0 and is compact and simply ordered for each b 
and c in X, 
In this chapter we obtain an order characterization of the above type 
for arbitrary dendritic spaces, and then use it to establish order 
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characterizations of spiderlike spaces and dendrons, finally, an order 
characterization of topological semichains is obtained which will be 
instrumental in proving a fixed point theorem for connectivity functions 
in the next chapter. For purposes of comparison we first obtain a slight 
modification of 3.1, 
Lemma 3.3; If b is a point of a connected topological space X and 
2 is a partial order in X such that M(b) is closed and M(b) - b is 
open, then M{b) is connected. 
Proof! Assuming! that M(b) is not connected, there is a separation 
M(b) = A + B of M(b) with b In B, Now A and B are closed in X 
since they are closed in M(b). Also X - (M(b) - b) is closed in X bv 
assumption. But then X = A + (B + (X - (M(b) - b))) is a separation nf 
X, which contradicts the connectedness of X, 
Lemma 3.4; Let X be a topological space which admits a partial 
order _> such that M(b) is closed and connected and M(b) - b is open 
for each b in X. Then L(b) is simply ordered for each b in X, 
Proof ; Assume that L(b) is not simply ordered for some b in X, 
Then there are points c and d in L(b) such that c d and dj^c. 
But then M(c) = ((M(d) - d) A M(c)) + ((X - M(d)) A M(c)) is a separation 
of M(c) since d is not in M(c), M(d) - d and X - M(d) are open in 
X, b is in (M(d) - d) A M(c) and c is in (X - M(d)) A M(c), This 
contradicts the fact that M(c) is connected. 
The following is a characterization of dendritic spaces amonp continua. 
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Proposition 3.5; A continuum X is dendritic if and only if it 
admits a partial order > such that: 
(1) > is semicontinuous, 
(2) _> is order dense, 
(3) M(b) - b is open for each b in X, 
(4) L(b) A L(c) 'è 0 for each b, c in X. 
Proof; This follows directly from the combination of 3.1, 3,3 and 3.4. 
It may be conjectured that the compactness assumption can be eliminated 
from the above characterization. The following provides a counterexample. 
Example 3.6; This is an example of a connected Hausdorff space X 
which admits a partial order satisfying 3.5.1 - 3,5.4, but yet is not 
dendritic. Let Y consist of the closed line segment from (0,2 - 1/n) 
to (2,2 - 1/n), n = 1, 2, ... , together with the closed line segment 
from (0,2) to (2,2) and the closed line segment from (1,0) to (1,2), 
Let Y have the subspace topology of the plane. For each pair of distinct 
points b and c of Y there is a unique arc A(h,c) in Y with end-
points b and c. Let X = Y - S, where S is the open line segment 
from (0,2) to (2,2), Let a = (1,0) and define > in X by c > b 
if and only if b is in A(a,c), It is easily seen that > is a partial 
order in X satisfying 3.5.1 - 3,5.4, The points b = (0,2) and c = 
(2,2) are not separated in X, Note that L(b) - b = L(c) - c. 
The preceding example is the motivation for the characterization of 
arbitrary dendritic spaces given in 3,8. We first need a lemma, the proof 
of which is identical to that given in 2,41, 
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Lemma 3.7; Let ^ be a partial order in a topological space X 
such that M(b) is closed and M(b) - b is open for each b in X, Then 
Sep(b,d,c) in X if c > d and b d, hence Sep(b,d,c) if c > d and 
d > b. 
Proposition 3.8; A connected topological space X is dendritic if 
and only if it admits a partial order ^ such that; 
(1) 2 is order dense, 
(2) M(b) is closed and M(h) - b is open for each b in X, 
(3) L(b) - b L(c) - c if b c in X, 
Proof'. If X is dendritic, then the cutpoint order in X satisfies 
(1) - (3) by 2.40, Assume conversely that X admits a partial order > 
satisfying (1) - (3). Let b and c be distinct points of X. Now 
either c > b, b > c or b and c are not comparable. Suppose first 
that c > b. Since _> is order dense, there is a d in X such that 
c > d and d > b. Then we have Sep(b,d,c) by 3.7, The proof that b 
and c are separated if b > c is analogous. Then assume that c ^  b 
and b ^ c. Since L(b) - b f L(c) - c, there is a d in X such that 
either c > d and h } d, or b > d and c } d. In either case we have 
b d c since c ^  b and b ^  c. Then either c > d and b d, or 
b > d and c d. Then we have Sep(b,d,c) by 3,7, 
With a modification of the characterization given above, the hypoth­
esis of connectedness may be removed. 
Proposition 3,9; A topological space X is dendritic if and only if 
it admits a partial order > such that: 
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(1) ^ is order dense, 
(2) M(b) is closed and connected and M(b) - b is open for each 
b in X, 
(3) L(b) - b L(c) - c and L(b) A L(c) i' $ if b ^ c in X, 
Proof; If X is dendritic, then the cutpoint order in X satisfies 
(1) - (3). Assume conversely that > is a partial order in X satisfying 
(1) - (3). By 3.8, to show that X is dendritic, it suffices to show that 
X is connected. If b # c in X, then by (3) there is a d in the set 
L(b) A L(c). But then M(d) is a connected subset of X containing both 
b and c. Then indeed X is connected, and thus X is dendritic. 
After two preliminary results we are able to obtain directly an order 
characterization of spiderlike spaces. 
Proposition 3.10; Let (X, > ) be a partially ordered set and suppose 
that a = GLB(b,c) in (X, ^  )• Then if K(b,c) = {d in X; L(b) A L(c) 
c L(d) c L(b) + L(c)}, then K(b,c) = I(a,b) + I(a,c). 
Proof ; Suppose first that d is in K(b,c). Now b > a and c > a 
since a = GLB(b,c), hence d > a since d is in K(b,c). Since d is 
in L(d), either b ^  d or c ^  d. If b > d, then d is in I(a,b) 
and if c d, then d is in I(a,c), Then K(b,c) lies in I(a,b) + 
I(a,c). Suppose then that d is in I(a,b) + I(a,c). Then d > a and 
either b ^  d or c _> d. Let e be in L(b) A L(c). Then b > e and 
c > e, hence a ^  e since a = GLB(b,c), Then a > e and d > a, hence 
d ^  e. Then L(b) A L(c) c L(d), Suppose that e is in L(d), But if 
b > d, then e is in L(b) and if c > d, then e is in L(c). Then 
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L(d) c L(b) + L(c), hence d Is in K(b,c) as desired. 
Considering 3.4 and 3.7, the proof of the following is exactly 
analogous to the proof of 2.42. 
Proposition 3.11; Let _> be an order dense partial order in a topo­
logical space X such that M(b) is closed and connected, M(b) - b is 
open and X - M(b) is connected for each b in X. Then if b, c and d 
are distinct points of X, then Sep(b,d,c) in X if and only if we have 
L(b) A L(c) c L(d) c L(b) + L(c). 
Proposition 3.12: A topological space X is spiderlike if and only 
if it admits a partial order _> such that: 
(1) > is semicontinuous, 
(2) L(b) is connected and M(b) - b is open for each b in X, 
(3) GLB(b,c) exists for each b ^ c in X, 
Proofs Assume that X is spiderlike. Then X is dendritic by 2,14, 
so let 2 be the cutpoint order in X with first element a. Then for 
each b in X we have L(b) = I(a,b) = S(a,b), which is connected by 
2.17. The remaining properties of > follow from 2.40, 2,53, 2,55 and 
2.59, Then assume conversely that X admits a partial order ^ satisfying 
(1) - (3). We note first that X is connected, since if b c in X, 
then GLB(h,c) lies in L(b) A L(c), and thus b and c lie In the 
connected set L(b) + L(c), Then it follows directly from 3.3 and 3,4 that 
M(b) is connected and L(b) is simply ordered for each b in X. Also 
X - M(b) is connected for each b in X since X - M(b) = %{L(d): d is 
in X - M(b)} and no two sets L(d) are disjoint. Now if c > b in X 
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and I(b,c) is not connected, then there is a separation I(b,c) = A + B 
of I(b,c) with b in B, But L(c) = I(b,c) + L(b) since L(c) is 
simply ordered. Consequently L(c) = A + (B + L(b)) is a separation of 
L(c), a contradiction. Then I(b,c) is connected if c _> b. Now if 
c > b in X, then {b,c} is not connected by (1) and (2), and since 
I(b,c) is connected, there must be a d in X such that c > d and 
d > b. Then _> is order dense. Assuming that b f c in X, let a » 
GLB(b,c). Then choosinp a  d in X  such that b  >  d and d > a ,  we 
have that d is in L(b) - b but is not in L(c) - c. Then L(b) - b 
9^ L(c) - c if b / c in X, Consequently X is dendritic by 3,8, 
By 2,17, to show that X is spiderlike it remains to show that S(b,c) 
is connected for each b 5^ c in X, Then assuming that b ^ c, let 
K(b,c) = {d in X: L(b) A L(c) C L(d) c L(b) + L(c)}, By 3,11 we have 
K(b,c) = S(b,c). But since a = GLB(b,c) exists, K(b,c) = I(a,b) + 
I(a,c) by 3,10, Then S(b,c) = I(a,b) + I(a,c), which is connected 
since I(a,b) and I(a,c) are connected and a is in their intersection. 
Recall that a dendron is a dendritic space X such that S(a,b) is 
a continuum for each a f b in X. Considering 2,17, the following 
order characterization of a dendron can be proven by a slight modification 
of the argument for 3,12, 
Proposition 3,13; A topological space X is a dendron if and only 
if it admits a partial order > such that: 
(1) 2 is semicontinuous, 
(2) L(b) is a continuum and M(b) - b is open for each b in X, 
(3) GLB(b,c) exists for each b 9^ c in X. 
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A topological space X is orderable if it admits a semicontinuous 
simple order, Eilenberg in [2] has shown that a nondegenerate connected 
space X  is orderable i f  and only if the d iagonal D  separates X  x X ;  
that is, if and only if (X x X) - D is not connected. A subset C of 
a partially ordered set (X, > ) is order convex if whenever c and 
c ' are in C, c' > d and d > c, then d is in C. 
Proposition 3.14; A connected Tj-space X is orderable if and only 
if it admits a simple order > such that a subset of X is connected if 
and only if it is order convex. 
Proof ; Assume first that X is orderable. Let > be a semicontin­
uous simple order in X. We will show that a subset of X is connected 
if and only if it is order convex relative to >. Suppose that a subset 
C of X is not order convex. Then there are points c and d of C 
and b of X - C with d > b and b > c. Now L(b) - b = X - M(b) and 
M(b) - b = X - L(b) are open in X since ^ is a semicontinuous simple 
order, and they contain c and d respectively. But then C = 
(C A (L(b) - b)) + (C A (M(b) - b)) is a separation of C, and thus C 
is not connected. Suppose then that C is an order convex subset of X. 
To show that C is connected, it suffices to show that I(c,d) is 
connected if d > c in C, If I(c,d) is not connected for some d > c 
in C, then there is a separation I(c,d) =» A + B of I(c,d), Therefore 
A and B are closed in X since they are closed in I(c,d) •= L(d) A M(c), 
Suppose that c and d both lie in A, The argument for the case that 
c and d both lie in B is analogous. But then X = ((L(c) + M(d)) + A) 
+ B is a separation of X, contradicting the connectedness of X, Then 
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assume that c lies in A and that d lies in B. The argument for the 
case that d lies in A and c lies in B is analogous. But then X -
(A + L(c)) + (M(d) + B) is a separation of X, again a contradiction. 
Then if X is orderable and ^ is a semicontinuous simple order in X, 
then a subset of X is connected if and only if it is order convex. 
Assume conversely that X admits a simple order > such that a 
subset of X is connected if and only if it is order convex. We will 
show that > is semicontinuous, and thus X will be orderable. Let c 
be in X, and suppose that L(c) is not closed in X, Then there is a 
point d in L(c) - L(c), Now L(c) is connected since it is clearly 
order convex. Then L(c) + d is connected since it lies between L(c) 
and its closure. Since X is a Tj-space, the set {c,d} is not connected 
and thus is not order convex. Since d > c in X, there is a point e 
of X such that d > e and e > c. But then c and d are in L(c) + d 
and e is not, hence L(c) + d is not order convex. This contradicts the 
connectedness of L(c) + d. Then L(c) is closed in X for each c in 
X, Similarly, M(c) is closed in X for each c in X, and so ^ is 
necessarily semicontinuous. 
The following is a corollary to the proof of 3.14. 
Proposition 3,15: If > is a semicontinuous simple order in a 
connected space X, then a subset of X is connected if and only if it 
is order convey. 
Now a semicontinuous simple order in a space X is necessarily contin­
uous, and consequently an orderable space is a Hausdorff space. 
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Proposition 3.16; A connected orderable space X is spiderlike, and 
if > is a semicontinuous simple order in X, then Sep(b,d,c) in X if 
and only if c > d and d > b or b > d and d > c. 
Proof; It is trivial to verify that the intersection of any given 
collection of order convex subsets of a partially ordered set is order 
convex. Then by 3,15, the same is true for the intersection of any given 
collection of connected subsets of X. Since an orderable space is Haus-
dorff, X is necessarily spiderlike. Suppose that c > d and d > b in 
X. Then X - d = (L(d) - d) + (M(d) - d) is a separation of X - d with 
b in L(d) - d and c in M(d) - d, hence we have Sep(b,d,c) in X. 
The same type of argument holds if b > d and d > c in X. Then suppose 
that Sep(b,d,c) in X, Then b, c and d are distinct. Now L(d) - d 
and M(d) - d are connected since they are order convex. If b > d and 
c > d in X, then M(d) - d is a connected subset of X - d contain­
ing both b and c, an obvious contradiction. Similarly, d > b and 
d > c is impossible. Then necessarily c > d and d > b or b > d and 
d > c since ^ is a simple order in X, 
The following is an order characterization of topological semichains. 
Proposition 3,17: A connected space X is a topological semichain 
if and only if it admits a semicontinuous simple order > with first 
element a and last element b ^ a. 
Proof; Assume first that X admits a semicontinuous simple order 
> with first element a and last element b # a. Then if c is in 
X - a - b, then X - c is not order convex and thus is not connected. 
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Then X is in fact irreducibly connected between a and b. Since X 
is a Hausdorff space, it is a topological semichain. 
Then assume conversely that X is a topological semichain. Then 
X is a Tj-space and is irreducibly connected between points a / b. 
Now let c be in X - a - b. We will show that X - c has precisely 
two components, one containing a and the other containing b. Clearly 
X - c is not connected by the irreducible connectedness of X between 
a and b. Then X - c has at least two components. Suppose that X - c 
has three or more components. Then there is a component C of X - c 
which contains neither a nor b. But then X - C is a connected proper 
subset of X containing a and b by 2.6, a contradiction. Then X - c 
has precisely two components, neither of which contain both a and b. 
Let denote the component of X - c containing a and let denote 
the component of X - c containing b. Since and are the only 
components of X - c and since {c} is closed in X, necessarily Ag 
and Bj, are open in X. Then A^ = A^ + c and Bj, = B,, + c since X 
is connected. 
Suppose that c 9^ d in X - a - b and that A^ lies in Aj, Then 
c is in Ad since c ^ d, hence c is not in Bj, Then Bj is a 
connected subset of X - c, so Rj lies in either Ag or Bg, But b 
is in Bjj and is not in Ag, hence B^ lies in Bg. It follows simil­
arly that if cj^d in X-a-b and B^ lies in Bj, then Aj lies 
in Ag. 
Suppose that c/d in X-a-b and that Ag = Aj. Then A(, 
lies in Aj, hence Bj lies in B^ from above. Also B^ lies in 
since A<j lies in A^. Then C Bj c C Bg, a contradiction. Then 
# Âj if c / d in X - a - b. Similarly f Bj if c d in 
X — a - b. 
We wish to show that if ci^d in X - a - b, then c is in Aj 
if and only if Âg lies in Aj. If lies in A^}, then c lies in 
Aj trivially. Then suppose that c is in Aj. Then is a connected 
subset of X - c, so necessarily lies in B^ since b is in Bj 
and is not in A^. Then d is not in Ag, so A^ is a connected sub­
set of X - d. Then A^ lies in Aj since a is in Ag and is not in 
Bj, hence Âg lies in Aj as desired. It follows similarly that if 
c/d in X-a-b, then c is in if and only if B^ lies in Bj. 
Define a binary relation _> in X as follows. Let c > a and b > c 
for each c in X, If c and d are in X-a-b, then let d > c 
if and only if A^ lies in Aj. We will show that is a semicontinuous 
simple order in X with first element a and last element b. Clearly 
is reflexive. Then suppose that c d and d > c in X. If c and 
d are not both in X-a-b, then c = d clearly. Assuming that c 
and d are in X-a-b, we must have that A^ lies in Aj and Aj 
lies in A^. Then A^ = Aj, hence c = d from a previous paragraph. 
Then ^ is antisymmetric. Suppose that e > d and d > c. Again all 
cases are trivial except when c, d and e are in X-a-b. Now under 
this assumption we must have that A^ lies in Aj and Aj lies in Ag, 
Then Ag lies in Ag, hence e > c. Then ^ is transitive, and thus 
is a partial order in X, 
To show that ^ is a simple order, let c d in X. Again we may 
assume that c and d are in X-a-b, Now c is in Aj or Bj. 
If c is in Aj, then Ag lies in A^j from a previous paragraph, hence 
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d ^c. If c is in Bj, then lies in Bj, hence Ad lies in 
and c > d. By the definition of ^ a is the first and b the last 
element of (X, ^  ). 
It remains to show that ^ is semicontinuous. Now L(a) = a and 
M(b) = b, which are closed since X is a T^-space, Also M(a) = X = 
L(b). If c is in X - a - b, then L(c) = A^ since c ^  d in 
X - a - b if and only if d is in Ag. Also d is in Eg if and only 
if B(j lies in B^, which is equivalent to A^ lying in Aj. Then 
M(c) = BQ directly from the definition of 
The following is a corollary to the proof of 3,17. 
Proposition 3.18; If X is a topological semichain with endpoints 
a ^ b, then there is a semicontinuous simple order in X with first 
element a and last element b. 
The interval topology of a partially ordered set (X, ^  ) is the 
smallest topology in X such that L(x) and M(x) are closed for each x. 
Proposition 3,19; If X is a topological chain, then there is a 
semicontinuous simple order in X such that X has the interval topology 
with respect to this order. 
Proof; Let > be a semicontinuous simple order in X, Let T be 
the given topology on X and let a be the interval topology on X with 
respect to Clearly > remains a semicontinuous simple order in the 
space (X, 0 ). Then T and a are both compact Hausdorff topologies 
and thus are equal since they are comparable. 
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IV. FIXED POINT THEORY IN DENDRITIC SPACES 
A. A Fixed Point Theorem for Connectivity Functions 
In this section we prove that a topological semichaln has the fixed 
point property for continuous functions, and then establish by a different 
proof the stronger result that a topological semichaln has the fixed point 
property for connectivity functions. 
Recall that a partial order in a topological space X is continuous 
if it is closed as a subset of X x X. If (X^ >_ ) is a partially order­
ed set and f : X -v X, then L(f) = {x in X: x > f (x)} and M(f) = 
{x in X; f (x) ^  x}. 
Proposition 4.1: If > is a continuous partial order in a topolog­
ical space X and f: X -> X is continuous, then L(f) and M(f) are 
closed in X. 
Proof ; We will show that L(f) is closed and note that M(f) is 
closed by a dual argument. Suppose that (a^) ->• a with a^ in L(f) 
for each a. Now (fCa^)) ->• f(a) since f is continuous, hence 
((ag,f(aa))) -> (a,f(a)) in X x X. But a^ ^  ffag) for each ct, and 
thus a > f(a) since > is closed in X x X. Then a is in L(f). 
Proposition 4.2; A topological semichaln X has the fixed point 
property for continuous functions. 
Proof; Assume that f: X -v X is continuous. If a and b are 
the endpoints of X, then by 3.18 there is a semicontinuous simple order 
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_> in X with first element a and last element b. Clearly a is in 
M(f) and b is in L(f). Now X = L(f) + M(f) since > is a simple 
order in X, Also L(f) and M(f) are closed in X by 4,1 since a 
semicontinuous simple order is continuous. Consequently, since X Is 
connected, there is a point c of X in L(f) A M(f). Then c > f(c) 
and f(c) ^  c, hence c = f(c) and c is a fixed point of f. 
If X is a set and f: X -+ X, then the graph of f is the set 
G(f) {(x,f(x)); X is in X}, The Rraph function f*: X ->• X x X of 
f is defined by f*(x) = (x,f(x)) for each x in X. 
Proposition 4.3; If X is orderable and f ; X -> X, then G(f) is 
orderable. 
Proof{ Since X is orderable, let ^ be a semicontinuous simple 
order in X. Define 2* G(f) by (x,f(x)) >* (y,f(y)) if and only 
if X 2 y« Then _>* is a simple order in G(f) since > is a simple 
order in X, If x* = (x,f(x)) is in G(f), then it is easily seen 
that L(x*) •= G(f) A (L(x) x X) and M(x*) = G(f) A (M(x) x X), which 
are closed in G(f) since L(x) and M(x) are closed in X. 
If X is a topological space and f ; X -v X, then f is a connected 
function if f(C) is connected whenever C is connected, and f is a 
connectivity function if f*(C) is connected in G(f) whenever C is 
connected in X, It is easy to show that if f; X + X, then f is a 
connectivity function if it is continuous and f is a connected function 
if it is a connectivity function. For information on connectivity functions 
see Sanderson [5]. 
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Proposition 4.4: If X is a connected orderable space and f; X X, 
then f is a connectivity function if and only if G(f) is connected. 
Proof; If f is a connectivity function, then G(f) = f*(X), which 
is connected since X is connected. Then assume conversely that G(f) is 
connected. Since X is orderable there is a semicontinuous simple order 
> in X. Let >* be the semicontinuous simple order in G(f) defined 
in the proof of 4,3, Let C be a connected subset of X, Then C is 
order convex in (X, ^  ) by 3,15. From the definition of f*, it follows 
that f*(C) is also order convex in (G(f), _>* ), Consequently f*(C) 
is connected by 3,15, 
Corollary 4,5; If X is a topological semichain and f; X ->• X, then 
f is a connectivity function if and only if G(f) is connected. 
If ^ is a simple order in a set X, then let D = {(x,x') in 
X X X: X = x'}, Dt = {(x,x') in X X X: x' > x} and D+ = {(x,x') in 
X X X: X > x'}. Then we have X x X = D + Dt + D4. 
Proposition 4.6; If X is orderable and > is a semicontinuous 
s i m p l e  o r d e r  i n  X ,  t h e n  D f  a n d  D i  a r e  o p e n  i n  X X X ,  
Proof; We will show that D+ is open and note that D^- is open by 
a dual argument. Let (x,x') be in Dt. If there is a z in X such 
that x' > z and z > x, then (L(z) - z) x (M(z) - z) is an onen neigh­
borhood of (x,x') in D+, Otherwise, L(x) » L(x') - x' and M(x') = 
M(x) - X, hence L(x) x M(x') is an open neighborhood of (x,x') in Df, 
Then Df contains an open neighborhood of each of its points and thus is 
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open in X % X. 
Proposition 4»7; A topological semichain X has the fixed point 
property for connectivity functions. 
Proof; If a and b are the endpoints of X, then by 3.18, there 
is a semicontinuous simple order ^ in X with first element a and last 
element b. Let f; X ->• X and suppose that f has no fixed point. Then 
G(f) A D = 0, hence G(f) = (G(f) A Dt) + (R(f) A D-f). Also f(a) > a 
and b > f(b), so (a,f(a)) is in G(f) A Df and {b,f(b)) is in 
G(f) A D4-. Then G(f) = (G(f) A D+) + (G(f) A D+) is a separation of G(f) 
since Dt and Dl are open in X x X. Then f cannot be a connectivity 
function. Consequently, f has a fixed point if it is a connectivity. 
B. Dendritic Completeness and the Weak Topology 
The weak topology of a dendritic space X is the topology on X 
generated by the collection of all components of point complements from 
X. It follows from the proof of 2.31 that a dendritic space remains den­
dritic in the weak topology. In fact d separates b and c in the 
weak topology if and only if d separates b and c in the origonal 
topology. There is a good reason for this choice of terminology. 
Proposition 4.8; If X is a dendritic space, then no topology on 
X which is strictly weaker than the weak topology is a dendritic topology. 
Proof; Let X be the given topology of X and let x* be a top­
ology on X which is strictly weaker than the weak topology. There must 
then be a point b of X and a component C of X - b in (X, x ) 
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which is not in T*. Consequently there is a point c in X - C A C, 
where the closure is taken in (X, T* ). Now X - C is connected in 
(X, T* ) since it is connected in (X, T ). Therefore (X - C) + c and 
C + b are connected in (X, T* ) and ((X - C) + c) A (C + b) = {b,c}. 
Then clearly b and c cannot be separated in (X, T* ), and thus T* 
is not a dendritic topology. 
Proposition 4.9: If > is the cutpoint order in a dendritic space 
X, then the collection F of all sets of the form X - M(x) and M(x) - x 
generates the weak topology on X. 
Proof: Let o be the weak topology on X and let a* be the top­
ology on X generated by F. Now each member of F is the sum of compon­
ents of point complements by 2,33, hence a* is weaker than a. Then 
(X, a* ) is connected since (X, a ) is. It results from the order 
characterization theorem 3.8 that a* is a dendritic topology. Therefore 
a = a* from 4.8, 
Proposition 4.10; A dendritic space X is locally connected if it 
has the weak topology. 
Proof ; It suffices from 2.63 to show that X is locally convex. 
Now components of point complements from X are topologically convex. 
A base for the weak topology consists of finite intersections of these 
components, each of which is necessarily topologically convex, 
A dendritic space X is D-complete if for each a in X, the 
union of any nest A = {sfa^bg): a is in A} of closed segments is 
59 
contained in a closed segment S(a;b). It is clear that X is D-complete 
if and only if for each a in X, if _> is the cutpoint order in X 
and S is a simply ordered subset of (X, ^  ), then S has an upper 
bound in (X, ^  ). 
Proposition 4.11: A dendritic space X is compact if and only if it 
is D-complete and has the weak topology. 
Proof ; Assume first that X is compact. Then X is spiderlike by 
2.50; and thus has the weak topology by 2.32. Let a be in X and let 
^ be the cutpoint order in X with first element a. If S is à simply 
ordered subset of (X, > ), then A = {M(S); S is In S} is a nest of 
nonempty closed subsets of X by 2.40, hence IIA j- 0 since X is compact. 
Therefore, if m is in IIA, then m is an upper bound for S, Then X 
is D-complete and has the weak topology if it is compact. 
Assume conversely that X is D-complete and has the weak topology. 
We apply Alexander's Subbase Theorem. Namelyj, to show that X is compact 
it suffices to consider a cover W of X by members of F as defined in 
4.9 and show that W has a finite subcover. Since a is the first 
element of (X, 2 )# a lies in some set X - M(b*) in W. Let A be 
a maximal nest of members of W of the form X - M(x) each containing 
X - M(b*). Now X - M(x) lies in X - M(y) if and only if y ^  x, and 
thus S = {d in X: X - M(d) is in A} is simply ordered in (X, > ). 
Since X is D-complete, S has an upper bound in (X, > ) and there­
fore has a least upper bound m since (X, ^  ) is conditionally complete. 
Suppose first that m is in X - M(b) with X - M(b) in W, Now if 
b > m, then X - M(b) contains each member of A properly, a contra-
diction to the maximal!ty of A, Then b ^  m, so by 2,54, there is a 
c in X such that m > c and b Jr c. Since m = LUB(S), there is a 
d in S such that m ^  d and d > c. Then b ^ d, and d ^  b since 
m 2 d and m is in X - M(b). But then {X - M(b) ;X - M(d)} is a 
finite subcover of W since L(x) is simply ordered for each x in X. 
It remains to consider the case that m is in M(b) - b with M(b) - b 
in W, Then m > b, so since m = LUB(S), there is a d in S such 
that m 2 d and d > b. But then { X - M(d),M(b) - b} is a finite sub-
cover of W. Therefore X is compact. 
If X is a dendritic space, then a function f : X -> X is biconvex 
if f(C) and f~^(C) are topologically convex whenever C is. The 
main result in this section is that a D-complete dendritic space has the 
fixed point property for biconvex functions. The following lemma is an 
easy consequence of the transitivities in 2,36. 
Lemma 4.12; If X is a dendritic space, c is in S(a,b), d is in 
S(a,c) and e is in S(c,b), then c is in S(d,e), 
Proposition 4.13; If X is a dendritic space, then a function 
f; X -»• X is biconvex if and only if f(S(a,b)) = S(f(a),f(b)) for each 
a ^ b  i n  X .  
Proof; Suppose first that f satisfies the stated condition. Let 
C be topologically convex in X. To show that f(C) is topologically 
convex, let c d in f(C), Then c = f(a) and d = f(b) with a and 
b in C, Now S(a,b) lies in C since C is topologically convex, and 
thus f(S(a,b)) lies in f(C), But then S(c,d) = S(f(a),f(b)) = f(S(a,b)) 
lies in f(C) as desired. To show that f~^(C) is topologically convex, 
let a ^ b in f^CC). Then f(a) and f(b) are in C, and thus 
S(f(a),f(b)) lies in C since C is topologically convex. Therefore 
f(S(a,b)) = S(f(a),f(b)) lies in C, hence S(a,b) lies in f~^C) as 
desired. 
Assume conversely that f is biconvex and let a 5^ b in X, It 
follows easily from 2.36 that S(a,b) is topologically convex, hence the 
set f(S(a,b)) is also. Since f(a) and f(b) are in f(S(a,b)), we 
have that S(f(a),f(b)) lies in f(S(a,b)) trivially. Suppose that e 
is in f(S(a,b)). Clearly we may assume that f(a) i' & ^  f(b). If f(a) 
» f(b), then a and b are in the topologically convex set f"^f(a)), 
and thus c is also, where we have chosen c in S(a,b) such that e 
= f(c). Then e = f(a) is in S(f (a) , f (b) ). Then we may assume that 
e, f(a) and f(b) are distinct. Suppose that there is a d in X such 
that Sep(e,d,f(a)) and Sep(e,d,f (b)). Then d is in S(f(a),f(c)), 
which lies in f(S(a,c)), hence d = f(s) with s in S(a,c). Likewise, 
d is in S(f(b),f(c)), which lies in f(S(b,c)), hence d = f(t) with 
t in S(b,c), Then c is in S(a,b), s is in S(a,c) and t is in 
S(c,b), and thus c is in S(s,t) from the lemma. Now s and t are 
in f~^(d), which is topologically convex, so c is in f"^d) since 
c is in S(s,t), Then d = f(c) = e, a contradiction since we have that 
Sep(e,d,f(a)). Then there is no d in X such that Sep(e,d,f(a)) and 
Sep(e,d,f (b)), and thus we have that Sep(f (a) ,e,f (b)) by 2,43 and e 
is in S(f(a),f(b)) as desired. 
There is a useful consequence of convergence in a dendritic space. 
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Proposition 4.14: In a dendritic space X, if (a^) -> a, then 
#8(3,3%): all a} = Z{s(aQ,,ag): all a ^  g} + a. 
Proof ; From 2.68 the set J = l{S(a,ag); all a} is topologically 
convex. But if a / g, then a^^ and ag are in J, hence S(aa,ag) 
lies in J. Then K lies in J, where K = z{S(a^^,ag); all a ^  g} + 
a. Suppose that there is a b in J which is not in K. Then there is 
a Y such that Sep(ay,b,a). Then a^ and a lie in distinct compon­
ents C and C* respectively of X - b. Now is not in C* for 
any a since b is not in K. But then C* is an open neighborhood of 
a containing no a^, a contradiction. Then J = K as desired. 
Proposition 4.15; In a compact dendritic space X, if f : X -> X is 
biconvex, then f is continuous. 
Proof ; Suppose that (a^) ->• a but that (f (a^) ) -j- f(a). Since X 
is compact, (f(a(^)) has a subnet (f(aQ,')) converging to a point b ^ 
f(a). Choose d in X such that Sep(b,d,f (a)), Then b and f(a) 
lie in distinct components C and C* respectively of X - d. Then C 
is an open neighborhood of b, so there is an «o' such that f(ag') 
is in C if a< _> «o'» consider the net (a^': ct' ^OQ')» which 
converges to a. From 4.14, Z{S(a,aQ»): a' > «o'} = j;{ S(a^» ,ag<) : 
, 6i _> KQI} + a, hence J = Z{ S(f (a) ,f (a^» )) ; ^ tto'} = 
E{f(S(a,ap(»)): a' ^  = f(E{S(a,aQ'); a» _> ^o')) = 
f(j;{S(a^^i,agi): a<, P' _> ap'}) + f{a) = rff (S(apj> .a^ » )) : a», B' ^  «o' ) 
+ f(a) = 5]{ S(f (a^ji ) ,f (api )) ; a», g i _> + f(a) = K + f(a) since f is 
biconvex. Now J is topologically convex by 2,68, On the other hand, 
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K lies in C from the choice of a^' and the topological convexity of 
C, and thus K + f(a) is not topologically convex since f(a) lies in 
C*. This is clearly a contradiction. Then (ffag)) f(a) whenever 
(ag) + a, and thus f is continuous. 
Wallace in [?] first proved that a compact dendritic space has the 
fixed point property for continuous functions. Ward in [lO] extended 
this result to a larger class of continua using order techniques. We will 
assume this result in the proof of the next proposition, although in the 
next section we independently obtain a result which includes Wallace's 
result as a special case, namely we nrove that a D-complete dendron has 
the fixed point property for continuous functions. 
Proposition 4.16; A D-complete dendritic space X has the fixed 
point property for biconvex functions. 
Proof; Let f: X X be biconvex and let a be the weak topology 
on X. We mentioned previously that pair separability remains unchanged 
in (X, a ). Then (X, a ) is a D-complete dendritic space since D-
completeness is defined solely in terms of pair separability. Now by 
4.8 the weak topology on (X, a ) is precisely a, and thus (X, a ) 
has the weak topology. Therefore (X, a ) is compact by 4,11, On the 
other hand, f remains biconvex in (X, o ) since biconvexity is defined 
solely in terms of pair separability. Then f is continuous in (X, a ) 
by 4.15 and thus has a fixed point by Wallace's result, 
A function f: X ->• X on a topological space X is biconnected if 
f(C) and f~^(C) are connected whenever C is. 
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In a spiderlike space X, connectedness and topological convexity 
are equivalent, and thus a function f: X ->• X is biconnected if and only 
if it is biconvex. 
Corollary 4.17; A D-complete spiderlike space has the fixed point 
property for biconnected functions, 
A Hausdorff space X is acyclic chained if whenever a 4 h in X, 
there is a unique topoloRical chain C(a,b) in X with endpoints a and 
b. Ward in [l3] has defined the chain topology of a space X and has 
shown that an acyclic chained space (X, T ) becomes a locally connected 
dendritic space when given the chain topology . In fact b separates 
a and c in (X, ) if and only if b is in C(a,c) - a - c in 
(X, T ). A function f: X -> X with X acyclic chained is chain-preser­
ving if f(C(a,b)) = C(f(a),f(b)) for each a ^ b in X, By 4.13 and 
the comments above, a chain-preserving function on X becomes biconvex 
in the chain topology. Mohler in [4] has shown that if X is a topolog-
ically chained Hausdorff space in which the union of any nest of topoloR-
ical chains is contained in a topological chain, then X is acyclic 
chained and has the fixed point property for continuous functions. It is 
clear that such a space will be D-complete in the chain topology. Then 
the following result is a corollary of 4,16, 
Proposition 4.18; If X is a topologically chained Hausdorff space 
in which the union of any nest of topological chains is contained in a 
topological chain, then X has the fixed point property for chain-preser-
ving functions. 
65 
C, An Order-Topological Fixed Point Theorem 
A topological space X is strongly connected if It is a connected 
Tj-space with the property that the intersection of any pair of connected 
subsets of X is connected. 
Proposition 4.19; Let X be a strongly connected space and suppose 
that X admits a partial order ^ such that (X, ^  ) has a first element 
0 and I(b,c) is connected if c ^b. Then if f ; X X is a connected 
function, then each maximal element of the set M(f) = {x in X: f(x) 
is a fixed point of f. 
Proof; Let m be a maximal element of M(f), Then f(m) > m, so 
it suffices to show that f(m) > m is impossible. Assuming that f(m) > m, 
the set I(m,f(m)) is connected by hypothesis, But {m,f(m)} is not 
connected since m / f(m) and X is a T^-space, Then there is an m* in 
X such that f(m) > m* and m* > m. Now I(m,m*) is connected, and thus 
f(I(m,m*)) is connected since f is a connected function, A]so I(9,m*), 
1(0,f(m*)) and I(m*,f(m)) are connected. Since f(m*) is in the set 
f(I(m,m*)) A 1(9,f(m*)) and 6 is in the set 1(0,f(m*)) A 1(8,m*), the 
set f(I(m,m*)) + 1(8,f(m*)) + 1(0,m*) is connected as the sum of a simple 
chain of connected sets. If f(s) > m*, m* > s and s > m, then s is 
in M(f) and thus m = s since m is maximal in M(f), Then m = s if 
s is in I(m,m*) and f(s) is in M(m*), hence M(m*) A f(I(m,m*)) = 
( f(m)} since we have f(m) > m*. Then I(m*,f(m)) A f(I(m,m*)) = {f(m)} 
since f(m) is In I(m*,f(m)) and I(m*,f(m)) lies in M(m*), Also 
I(m*,f(m)) 1(8 ,f (m*)) = 0, for if f(m) > w, f(m*) > w and w > m*, 
66 
f(m*) _> m*, which contradicts the maximaHty of m in M(f), Clearlv 
I(in*,f(m)) A 1(6,m*) = {w*} since f(m) > m*. Then C => and 
D = f(I(m,m*)) + 1(8,f(m*)) + 1(0,m'^) are connected but C A T) = {m*,f(m)} 
and thus is not connected. This contradicts the fact that X is strongly 
connected. Then f(m) > m is impossible and thus m = f(m) as desired. 
Now a spiderlike space with the cutpoint order satisfies the condi­
tions of 4.19, and thus the following is an immediate consequence. 
Corollary 4.20; If ^ is the cutpoint order in a spiderlike space 
X and f; X ->• X is a connected function, then each maximal element of 
M(f) is a fixed point of f. 
If X is a tonological space, then a function f: X ->• X is chain 
continuous if its restriction to each topological chain in X is contin­
uous. It is clear that if X is a dendron, then a function f : X ->• X i s 
c h a i n  c o n t i n u o u s  i f  a n d  o n l y  i f  f | s ( a , b )  i s  c o n t i n u o u s  f o r  e a c h  a ^ h .  
Proposition 4.21; A D-complete dendron X has the fixed point prop­
erty for chain continuous functions. 
Proof; Let f: X X be chain continuous, choose a point e of X 
and let ^ be the cutpoint order in X with first element e. We first 
show that f is a connected function. Let C be connected in X and 
let c ^ d in f(C), Then c = f(a) and d = f(h) with a b in C. 
Now S(a,b) lies in C since C is connected, hence f(S(a,b)) lies 
in f(C), Rut f(S(a,b)) is connected since S(a,b) is connected and 
f|S(a,b) is continuous. Then f(S(a,b)) is a connected subset of f(C) 
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containing c = f(a) and d •= f(b). Therefore f(C) is connected. Now 
e is in M(f), so let M he a maximal simply ordered subset of M(f). 
Since X is D-complete, M has a least upper bound m in (X» ^  )« If 
m is in M(f), then m is a maximal element of M(f), and consequently, 
since X is spiderlike and f is a connected function, m is a fixed 
point of f by A,20, Then assume that m is not in M(f), i.e., 
f(m) ^  m. Let k = GLB(m,f(m)), noting that m > k. Choose k* such 
that m > k* and k* > k. Let B = fx in M: m > x and x > k*}. 
Clearly m = LIIB(B) also. Now B can he considered as a net (xp) in­
dexed to itself. Since I(e,m) « S(e,m) is a topoloRlca] chain and m = 
LllB(B), It follows that (xp) -> m. But X - M(k*) is an open neighbor­
hood of f(m) containinR no f(xp) since f(xp) ^  Xp and xp : k* for 
each P In B, Then (f(xp)) -f f(m), which contradicts the fact that 
f|s(e,m) is continuous. Then m is in M(f) and is a fixed nolnt of f, 
Corollary A,22; A compact dendritic space has the fixed noint prop­
erty for chain continuous functions. 
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