Intensity-modulated radiation therapy (IMRT) requires the determination of the appropriate multileaf collimator settings to deliver an intensity map. The purpose of this work was to attempt to reduce the number of segments required for IMRT delivery and the number of monitor units required to deliver an intensity map. An intensity map may be written as a matrix. Leaf sequencing was formulated as a problem of decomposing the matrix into a series of sub-matrices. Sets of random intensity matrices were created and the segmentations produced by applying different algorithms were compared. The number of segments, important if verification and record (VR) overhead is significant, and beam on times were examined. It is shown that reducing the value of the matrix entries by the maximum amount at each stage results in the smallest number of steps. Reducing the 2-norm (sum of the squares) of the matrix entries by the maximum amount at each step results in the smallest beam on time. Three new algorithms are introduced, two of which produce results that are superior to those generated by the algorithms of other researchers. The resulting methods can be expanded upon to include tongue and groove effects and leaf inter-digitization. With square random matrices of the order 15, the reduction in beam time and segmentation is up to 30-40%. Compared to previous algorithms, those presented here have demonstrated a reduction in the beam on time required to deliver an intensity map by 30-40%. Similarly, the number of segments needed to deliver an intensity map is also reduced.
Introduction
Intensity-modulated radiation therapy (IMRT) has been an active area of research in recent years (Bortfield 1994 , Siochi 1999 , Webb 2000 . The technique of IMRT allows greater conformity of the dose distribution to the target by varying the radiation intensity profiles (Keller-Reichenbecher et al 1999) . The fluence map is created by the action of a multileaf collimator (MLC) . One of the methods of IMRT is to utilize multiple static leaf positions, referred to as the 'step and shoot' or static multileaf collimation (SMLC) (Galvin 1993 , Bortfield 1994 , Xia 1998 .
A multileaf collimator consists of many rows of opposed leaf pairs, which are constructed from radiation-opaque materials such as tungsten. These leaves can be set to various positions to define an open area for radiation to be transmitted through to create a segmented field. The concatenation of several such fields creates the desired fluence map. Because the leaves are of a finite width and, in SMLC, the leaf positions are set at multiples of fixed increments, the resultant fluence map can be considered a matrix, whose entries represent the radiation intensity.
The design of the sequence of motion of the MLC leaves is referred to as the leafsequencing problem in the literature (Xing et al 1998 , Xia 1998 , Galvin 1993 . Previous authors have proposed a number of different leaf-sequencing algorithms (Xia 1998 , Dai 1999 , Siochi 1999 , Galvin 1993 , depending on the delivery and accelerator. The leaf-sequencing problem may have two different requirements. Firstly, minimization of the total number of segments required to deliver the radiation. For example, in the double-focused MLC in Siemens linear accelerators (Siemens Medical Systems Inc., Concord, CA 94520, USA), there is a period between applications of radiation, referred to as verification and record (VR), where the radiation pattern is verified and recorded for each segment. In this case, the number of segments should be kept as small as possible, since each segment will incur a VR overhead time and increase the treatment time. The second problem is the minimization of the total beam on time (or, monitor units MU) which represents how long it will take to deliver an intensity map when the VR overhead is negligible.
In this paper, new algorithms are introduced and compared with the method of Xia (1998) , since that paper introduced the current best segmentation algorithm, faster than Galvin (1993) , Bortfield (1994) and Siochi (1999) , and used, perhaps, the most thorough comparison of segmentation techniques. These are based upon the maximum reduction of the matrix at each step. Each of the algorithms presented here can produce results more optimal than the others, depending upon the intensity map and the quantity being optimized (number of segments or total beam on time). The velocity of leaf motion and leaf motion constraints such as inter-digitization were not considered. In general, reduction of the sum of the squares of the matrix by the maximal amount possible at each step of the algorithm (the 2-norm algorithm) produces a leaf sequence with the lowest beam on time. Reducing the sum of the matrix entries by the maximum amount at each step (Abs norm algorithm) tends to produce a leaf sequence with the smallest number of segments. The comparisons were based on 1000 square random matrices of the order 15. This number is chosen as it corresponds closely to that of Que (1999) and Xia (1998) , allowing a ready comparison with those works.
Methods and materials
The static leaf-sequencing problem (Siochi 1999 ) is, given a matrix H which is taken to represent the required two-dimensional intensity map, to find the set of p matrices {G i } such that H is the sum of G i . That is
The matrices G i are additionally constrained such that the nonzero elements in each row of G i form a single contiguous block, and all the nonzero elements of G i are equal and positive integers. The contiguity constraint is due to the fact that the leaves of the multileaf collimator are solid blocks of material moving in opposition across the radiation field and, therefore, the illuminated region of each leaf must be a single contiguous strip.
To make the discussion more transparent, unwind the matrix H, such that it is transformed into a single row auxiliary vector V , as given below:
If the matrix H had x rows and y columns, the total length of V is now n = xy. Now, consider the sequence of integers V , which can be written as an ordered n-tuple (vector)
The vector V can be formed by a finite number of additions of integer vectors. This can be mathematically represented as a matrix equation, as given below,
where M is a matrix of n columns and p rows whose elements are either 0 or 1, and e is a vector of p positive integers. As an example, consider the simple intensity map {1, 4, 2}. This can be written in our notation as
Each row of M now consists of y sub-rows of length x, each of which corresponds to a row of the ith matrix G I in equation (1). Now, the condition of contiguity of the non-zero elements of M is that each sub-row of M must consist of a contiguous block of non-zero and equal elements. If, for example, the original matrix H had five columns and three rows, then the vector V would have 15 components and the matrix M would have 15 columns. Each row of M would consist of three sub-rows of length 5, whose non-zero components correspond to a particular row H and must be contiguous.
The problem can now be seen in the light of a linear set of equations to be solved. However, while V is given, the vector e and the matrix M must be calculated to solve the leaf-sequencing problem. Various methods have been suggested for doing this.
The method of Bortfield (1994) produces a solution where the elements of e are all unity, i.e., e = {1, 1 . . . 1}. The method of Galvin (1993) produces a solution vector with increasing e elements such that, e i+1 = e i + 1, i.e., e = {1, 2, 3 . . . p}. The method of Xia (1998) results in a vector e consisting of (possibly repeated) powers of 2, e = {(1 . . . ), (2 . . . ), (4 . . . ), (8 . . . ) . . . }. Clearly, these methods stop at arbitrary values of e. Obviously, the optimal result is that, which results in M having the minimal number of rows and hence the minimal dimension of e. This will be specific to each vector V and hence each specific intensity map. To give a simple example, only one segment is required to deliver an open field with an intensity of 15 units. Using the algorithm of Xia (1998) , four segments would be required to deliver the same field. One may find many non-trivial examples to convince oneself that a specific optimization process is necessary to minimize the number of segments or delivery time. The values that each component of e has will be arbitrary positive integers, chosen to satisfy the above matrix equation.
Three methods were investigated during the course of this work. These will be referred to as the norm-minimization methods and the slab-dissection method.
Norm-minimization methods
Norm minimization methods are perhaps the simplest to program and explain. To solve the leaf-sequencing problem for the minimum number of additions, we can recall from linear algebra that a vector can be expanded in terms of its basis vectors
The vectors c i can be found by continuously subtracting vectors from X such that at each step the reduction in the norm of X is maximal. That is, (1) and (2) until the vector X is zero.
The vectors Y i are now a set which, when added, will create X. The set is not necessarily unique, however. For example, following this method for the test vector X = {1, 2, 3, 4}, creates two possible choices of the sets of Y vectors, namely, {{0, 0, 3, 3}, {1, 1, 0, 1}, {0, 1, 0, 0}} and {{0, 2, 2, 2}, {1, 0, 1, 1}, {0, 0, 0, 1}}.
Given that the norm is positive, subtracting a vector from it will yield a smaller norm, so the subtraction of vectors will yield a monotonically decreasing series. If we considered two such series resulting from different algorithms being applied to a vector X, the series which is decreasing faster will terminate first. Hence, the series which results from maximizing the reduction of the norm at each step would be expected to terminate first. Therefore, it might be expected to stop in a lesser (or, at worst, equivalent) number of steps than the series generated from the successive norms of any other algorithm.
Unfortunately, such an argument excludes the possibility of the trajectories of two monotonically decreasing series which start from the same point, in this case V , crossing over at some point. Examples can easily be generated for which the norm minimization algorithm does not generate the optimal solution.
Minimization of beam on time is a different problem. In this case, we wish to add the rows of M such that the corresponding vector e sums to the minimum value. The vector V exists in general in Z n , the n-dimensional space of integer numbers. Geometrically, the problem is interpreted as finding the path from the tip of the vector V in the space spanned by the row space of M, which has the smallest change in the components in each of the directions in the space. The shortest path between the tip of V and the origin is a straight line. Such a path has the smallest possible change in each of the components of V .
Since the rows of M comprise a subspace of Z n , we must approximate a straight line in Z n by a line in the row space of M. Equivalently, this is a problem of finding the geodesic for this space, with the above constraints, upon the vectors which we are free to choose. This is not a particularly useful approach, as the actual trajectory through space can be piecewise disjoint, but it can be a conceptually useful visualization of the process.
For example, it can be seen that subtracting a constant value (bias) from all the components of the intensity map H, such that its smallest value is set to zero, is equivalent to subtracting a vector whose components are all equal to V . This does not necessarily guarantee the best segmentation of V , since the most effective segmentation would be given by vectors pointing closest to the origin.
As an alternative visualization, we could think of the limit where the components of V describe a smooth curve, and the basis vectors (rows of M) form a linearly independent set of functions onto which we project, for example, as in the Fourier series, the expansion of a function. Here, the best set of bases will be the ones that are most 'orthogonal' to each other. We can see that we can choose the bases to have virtually any properties that we wish, i.e. inter-digitization and, tongue and groove effects are easily incorporated. As long as the resultant bases are linearly independent, we can expand out the vector V , and, hence, the intensity map H.
Slab-dissection algorithm
To describe this method, we will define a peak as a value or a run of consecutive equal values which are of greater magnitude than the values adjacent to it, or to either side if it, at the start or end of a row. Alternatively, the entire row is a peak if it is constant. A trough is a value or a run of consecutive equal values which are smaller in magnitude than the values adjacent to it. End runs of number are not considered to be troughs. These peaks and troughs break up the row into monotonic sections, as in the finite differences method.
Consider, for example, a row of an intensity map H {2, 5, 6, 8, 4, 3, 5, 5, 4, 2, 2, 4, 4, 4}. Here, the single 8, the two 5's and the end run of three 4's constitute the peaks. The troughs comprise the 3 and the two 2's. The sum of the troughs subtracted from the sum of the peaks, defined as the peak-trough bound, gives the total sum of the matrix coefficients (components of e) required to deliver this row.
The slab-dissection algorithm is as follows.
(1) Calculate the peak-trough bound for all rows.
(2) Choose a row for which this is highest.
(3) In this row, find the highest peak. If there are consecutive runs of values equal to the highest peak, choose the longest run. (4) For this row, the subtraction will be a value in the position of the highest peak value(s) and of a magnitude equal to the difference between this peak value and the greatest adjacent value. (5) For the other rows, the same value will be subtracted, if possible, from the highest peak positions in that row. (6) If the resulting matrix is non-zero, return to step (1) and continue.
This method is quite fast, as the computation required at each step is small. It has been shown to be unable to produce the minimal results in the same way that the finite differences algorithm does, and cannot, therefore, guarantee finding the absolute minimum number of segments.
For the first statistical comparison used in this paper, integer matrices whose elements were defined in the range [0, 100) were generated. First, a set of x integers in this range was generated with a rectangular probability distribution (RPD), and then, for each element of the intensity map, a value from this set was randomly selected, also with a RPD. Such a method of generating the random intensity maps will result in matrices with no significant degree of correlation between the elements.
Results and discussion
Leaf-sequencing algorithms can be compared statistically. Matrices can be generated randomly, the algorithms applied and the results statistically analysed and tabulated. For with the intensity vector e of {4, 2, 2, 1, 1} and a total delivered intensity dose of 10 units.
Using the norm-minimization algorithm described above, the matrix H can be generated with the sequence of matrices This has the delivery intensity vector of {4, 2, 1, 1, 1}, for a total delivered dose of nine units, as opposed to ten above. Each independent row of the matrix is created with the minimum amount of delivered dose, so that if the leaf motion can be ignored, the intensity map is created with the minimum amount of beam on time.
Applying the slab-dissection algorithm to the matrix H yields the sequence of which requires 11 units of intensity. We see that the slab dissection and the method of Xia (1998) do not produce results as optimal as the 2-norm reduction method. With such a statistical/anecdotal comparison, it is problematical to select the appropriate random intensity maps, which will not unduly bias the result. Consider a row of an intensity map with n numbers distributed in groups separated by zeros. Obviously, each group of numbers forms a distinct block and each group of numbers must be delivered independently. Alternatively if the same n numbers form a single block, the number of segments required to deliver that block will always be less than or equal to n, and can be much lesser. Intuitively then, merely stating that an intensity map has a certain number of levels is insufficient to quantify the number of segments required to produce it.
Statistical results
The matrices used were of order 15 and were generated between three and 19 different levels, with each element in the range of [0, 99] . For each number of levels, 1000 matrices were generated and examined. The results of these statistical tests are shown in figures 1-5. A comparison of the algorithm of Xia (1998) with the absolute value norm-minimization method is presented in figure 1 . It can be seen that the norm-minimization algorithm produced a lesser number of steps than the algorithm of Xia (1998) for all numbers of levels. Typically the result was a reduction in segments required by 30%. Figure 3. The number of segments resulting in applying the algorithms to matrices whose elements were defined in the range [0, N] where N varied from between 3 and 19. It can be seen that the absolute magnitude minimization algorithm produced the smallest number of segments as compared to the other algorithms. Matrices were square integer matrices of order 15, with each element randomly chosen in the specified range. algorithms discussed in this paper. This was only coded for a few examples, and performed similar to the slab-dissection algorithm. Figure 4 shows the corresponding beam on times (sum of the e vector) required for these results. Figure 5. The beam on times resulting in applying the algorithms to matrices with entries defined in the range [0, N] , where N was allowed to vary from 3 to 19. Matrices were square, integer matrices of order 15. It can be seen that the 2-norm minimization algorithm resulted in the smallest beam on time.
For the second comparison, square integer matrices of order 15 were created with each element chosen with an RPD in the range [0, N] , where N varied from 3 to 19. For each value of N, 1000 random matrices were generated and the number of segments required to produce the distribution was tabulated. This is an approach similar to that of Que (1999) . The results are shown in figure 3. It can be seen that the absolute value norm-minimization algorithm produced the smallest number of segments. Figure 5 shows the corresponding beam on times (sum of the e vector elements).
It can be seen from the examination of the figures 4 and 5 that the total amount of beam time will be reduced by the use of these algorithms. Both the norm-minimization algorithms generally performed very well, the results produced by these methods requiring 30-40% less segments/beam on time than the results produced by the algorithm of Xia (1998) . It can be seen in figure 5 that the algorithm of Xia (1998) has notable minima in the regions of 4, 8 and 16. This is almost certainly due to the factoring of the matrix elements being more efficient around these values. Similarly, in a region midway between a power of 2, the beam on time is large, probably due to these numbers being inefficiently spanned by the series of powers of 2.
We can see that, overall, the 2-norm minimization produces the minimum sum of e, or treatment beam on time. Using the previous idea of a geometric interpretation of the segmentation of the intensity map,we might ascribe this to the fact that the 2-norm is attempting to minimize the path between the tip of the vector V and the origin. Useful though this idea is, we caution its use for attempting to prove the results relating to this method. Generally, for an arbitrary intensity map H, the solution G i is degenerate, i.e. it has multiple solutions that have an equal cardinality of the set {G i } and the sum of the magnitudes of G i (the beam on time) are equal.
Specific examples
Clinical examples of IMRT maps were obtained from the CORVUS treatment planning system. Since these maps had to be manipulated by hand, only a small number are presented here. A clinical IMRT map from a previously treated head and neck cancer patient, generated using the CORVUS treatment planning system. The illustrated map required 56 segments to deliver using the IMFAST segmentation routine and 12 segments using the norm reduction methods described in this paper.
These maps were segmented using the IMFAST routine that is embedded in the CORVUS software. In figure 6 , an intensity map for the CORVUS system is presented. The map shown in figure 6 required 124 segments using the IMFAST routine from CORVUS, and 11 using the norm-minimization routines described in this paper. In figure 7 , a CORVUS intensity map, which required 156 segments to deliver, is presented. The methods used in this paper resulted in the matrix in figure 7 being reduced to 12 segments. These cases are, of course, anecdotal, but do show that a reduction in the number of segments required over IMFAST is possible. Having explained the methods, some observations can now be made. It is now possible to consider additional constraints on leaf motion such as the interdigitization of the leaves. In MLCs with this constraint, the left-most edge of a leaf must not be further right than the right-most edge of the leaf to which it is adjacent, and the right-most edge of a leaf cannot be further left than the left-most edge of an adjacent leaf.
In the norm-minimization methods, it is possible to add the inter-digitization constraint easily, as the rows of M are at all stages of the algorithm under direct control. This involves searching for a different row during the norm-minimization process. Similarly, the normminimization methods can be modified to minimize tongue and groove effects. In that case, each row of M can be created such that the position of the block of 1's in M moves less than a prescribed value, or the total motion of all blocks is less than a given amount.
In comparison, the slab-dissection algorithm does not appear so easily expanded upon. The choice of the rows of M to be added at each step of the algorithm is fixed, and, therefore, the inclusion of additional constraints would not be so natural as in the other methods. Naturally the output rows of these algorithms could be shuffled so as to produce results which minimize the tongue and groove effects, but there does not appear a natural way of incorporating the inter-digitization constraint.
Having said this, the slab-dissection algorithm appears to come close to the optimum for minimization of beam on time for some cases, and is known to be superior to the normminimization algorithm in some of the test cases studied, though, statistically, it appeared inferior.
An alternative approach to comparing the results of algorithms to each other is to generate intensity maps H by adding sets of matrices G i together. This allows, in theory, the comparison of the results of an algorithm with the exact results. This is an alternative approach to attempting to prove that the solution has a minimum number of steps. This was not attempted in this work, but future research could profit from this idea. The requirement here is to be able to generate matrices G i such that they cannot be broken down into smaller units. This may be an easier problem than proving that the matrices G i are an optimal solution for an arbitrary H.
In summary, statistics suggest that the use of these algorithms can reduce the required number of segments and the beam on time for random matrices. These algorithms have not been applied to clinical IMRT intensity maps, neither have the additional constraints of leaf inter-digitization or tongue and groove effects been considered. The norm-minimization algorithms can definitely be expanded upon in a natural way to include new constraints.
Conclusion
We have introduced three different leaf-sequencing schemes. These are the absolute norm minimization, the 2-norm minimization and the slab-dissection algorithms. A statistical comparison of different MLC leaf-sequencing algorithms was carried out. In agreement with Que (1999) it was found that no single algorithm can simultaneously minimize both beam on time and the number of segments. The study showed that both the norm-minimization algorithms are superior to the slab-dissection algorithm. One algorithm, the absolute magnitude norm-minimization algorithm, has been demonstrated to produce solutions that require fewer segments than the algorithm of Xia (1998) , while requiring a similar beam on time. It has been shown that the 2-norm minimization algorithm produces solutions that require less beam on time and a similar number of segments compared to the algorithm of Xia (1998) . The reduction in beam on time for random matrices for the 2-norm algorithm was found to be around 30-40%. Because of the reduction in the required segments and beam on time, the algorithms presented here have promise in clinical application.
In practice, the norm-minimization method performs quite well and can be easily expanded upon. Additional constraints are introduced by altering the type of vectors subtracted at each step, for example, to include tongue and groove effects and inter-digitization. The norm functions considered here are the usual geometric 2-norm (sum of the squares) and the mod or absolute value (sum of values). Using the absolute magnitude generally produced results with fewer steps (segments) than using the 2-norm. The 2-norm consistently produced solutions with a smaller total beam on time.
The slab-dissection algorithm was found to be marginally better than the normminimization algorithm for some test cases.
