In this paper, we prove that for every ρ ∈ U ∞ , the space of weighted pseudo almost automorphic functions is complete under the supremum norm. This gives an affirmative answer to a key and fundamental problem for weighted pseudo almost automorphic functions, and fills a gap in the proof of [J. Funct. Anal. 258, No. 1, 196-207 (2010)].
Introduction
The notion of weighted pseudo almost automorphic functions is initiated by Blot et al. [2] , which is an interesting generalization of the classical almost automorphic functions introduced by Bochner [4] , as well as a generalization of the notion of weighted pseudo almost periodic function introduced by Diagana [5] .
Since the work of Blot et al. [2] , there has been of great interest for many authors to investigate weighted pseudo almost automorphic functions and their applications to evolution equations (see, e.g., [1, 3, [7] [8] [9] ).
Especially, in [9] , the authors discuss the existence and uniqueness of weighted pseudo almost automorphic mild solution to a class of semilinear evolution equation x ′ (t) = A(t)x(t) + f (t, x(t))
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, the authors use the Banach contraction mapping principle, and thus, the completeness of the space of weighted pseudo almost automorphic functions is needed. In fact, to the best of our knowledge, all the results concerning the completeness of the space of weighted pseudo almost automorphic functions need some restrictive conditions on the weighted term ρ (cf. [3, 7, 8] ). There is no proof for the completeness of the space of weighted pseudo almost automorphic functions with no restrictive conditions on ρ until now.
Thus, just as indicated in Zbl 1194.47047, there is a gap in the proof of [9, Theorem 4.2] . In addition, the completeness of the space of weighted pseudo almost automorphic functions is very important for applications of such functions. However, due to the influence of weighted term, this problem becomes very tricky. We refer the reader to [3, 7, 8] for some recent results on the completeness of the space of weighted pseudo almost automorphic functions. But, as we noted in the above paragraph, all the earlier results need some restrictive conditions on the weighted term ρ.
In this paper, we aim to fill this gap in the proof of [9, Theorem 4.2] and solve this key problem completely.
Throughout the rest of this paper, we denote by N the set of positive integers, by R the set of real numbers, by X a Banach space, by BC(R, X) the Banach space of all bounded continuous functions f : R → X with supremum norm, and by U the set of functions (weights) ρ : R → [0, +∞), which is locally integrable over R. In addition, for ρ ∈ U and r > 0, we denote
and
Obviously, U B ⊂ U ∞ ⊂ U, with strict inclusions.
Next, let us recall some notions and basic results about almost automorphic type functions and almost periodic type functions (for more details, see [2, 5, 10, 11] ).
for all τ ∈ P (ε, f ). We denote the set of all such functions by AP (X).
is well defined for each t ∈ R and
for each t ∈ R. Denote by AA(X) the set of all such functions.
is called weighted pseudo almost automorphic or ρ-pseudo almost automorphic if it can be expressed as f = g + h, where g ∈ AA(X) and h ∈ M 0 (X, ρ). The set of such functions will be denoted by P AA(X, ρ). Definition 1.5. Let ρ ∈ U ∞ . A function f ∈ BC(R, X) is called weighted pseudo almost periodic or ρ-pseudo almost periodic if it can be expressed as f = g + h, where g ∈ AP (X) and h ∈ M 0 (X, ρ). The set of such functions will be denoted by P AP (X, ρ).
The following Lemma is due to [6, Lemma 3.2] (see also [8] ).
Lemma 1.7. Let f ∈ BC(R, X) and ρ ∈ U ∞ . Then f ∈ M 0 (X, ρ) if and only if for every
Theorem 2.1. For every f ∈ P AA(X, ρ), there exists a decomposition f = g 0 + h 0 , where g 0 ∈ AA(X) and h 0 ∈ M 0 (X, ρ), such that
Proof. Let f = g + h, where g ∈ AA(X) and h ∈ M 0 (X, ρ). Set
Noting that C n ⊂ {t ∈ R : h(t) ≥ 1 n }, it follows from Lemma 1.7 that every C n is a ρ-ergodic zero set. Let
, t / ∈ C n ,
, t ∈ C n .
Next, we show that g n have the following three properties:
I. For every n ∈ N, g n is continuous on R. Let t 0 ∈ C n and t k → t 0 . Then t k ∈ C n for sufficiently large k, and it is not difficult to show that g n (t k ) → g n (t 0 ). If t 0 / ∈ C n and t k → t 0 , it suffices to show that g n (t k ) − g n (t 0 ) → 0 for all t k ∈ C n . In fact, in this case, for t k ∈ C n , we have
and thus
II. For every n ∈ N, g n ∈ AA(X).
Taking an arbitrary sequence s ′ k , there exist a subsequence s k and a function g : R → X such that g(t + s k ) → g(t) and g(t − s k ) → g(t) for all t ∈ R. Next, we show that g n (t + s k ) → g n (t), where
, g(t) > f + 1 n .
If g(t) > f + 1 n , then t + s k ∈ C n for sufficiently large k, and
If g(t) < f + 1 n , then t + s k / ∈ C n for sufficiently large k, and it is easy to see that
By a similar proof, one can show that g n (t − s k ) → g n (t).
III. g n (t) is uniformly convergent on R.
For all n > m, noting C m ⊂ C n , we have
So {g n } is a Cauchy sequence in BC(R, X).
Let g 0 = lim n→∞ g n . Then it follows from I-III that g 0 ∈ AA(X) since AA(X) is a closed subspace of BC(R, X). Moreover, noting that g n ≤ f + 1 n , we have g 0 ≤ f . Let h n = f − g n and h 0 = lim n→∞ h n . Then f = g 0 + h 0 . Moreover, we have for every n ∈ N, h n ∈ M 0 (X, ρ) since h n (t) = h(t) for all t / ∈ C n . Thus, we have h 0 ∈ M 0 (X, ρ) since M 0 (X) is also a closed subspace of BC(R, X). This completes the proof.
Corollary 2.2. For every f ∈ P AP (X, ρ), there exists a decomposition f = g 0 + h 0 , where g 0 ∈ AP (X) and h 0 ∈ M 0 (X, ρ), such that g 0 ≤ f .
Proof. We only need to modify the proof of II in Theorem 2.1. In fact, it suffices to show that for every ε > 0,
Fix n ∈ N. For all t, t + τ / ∈ C n , it is easy to see that
For all t, t + τ ∈ C n , we have
For all t / ∈ C n and t + τ ∈ C n , we have
For all t ∈ C n and t + τ / ∈ C n , the proof is similar.
Theorem 2.3. For every ρ ∈ U ∞ , P AA(X, ρ) is a Banach space under the supremum norm.
Proof. Let {f n } be a Cauchy sequence in P AA(X, ρ). Then, we can choose a subsequence
Let f n 1 = g n 1 + h n 1 , where g n 1 ∈ AA(X) and h n 1 ∈ M 0 (X, ρ). By Theorem 2.1, there exists g n 2 ∈ AA(X) and h n 2 ∈ M 0 (X, ρ) such that f n 2 = g n 2 + h n 2 and
Continuing by this way, one can get two sequences {g n k } ⊂ AA(X) and {h n k } ⊂ M 0 (X, ρ)
such that for all k ∈ N, f n k = g n k + h n k and
Thus, both {g n k } and {h n k } are Cauchy sequences. Let lim k→∞ g n k = g, lim k→∞ h n k = h, and f = g + h. Then, g ∈ AA(X), h ∈ M 0 (X, ρ), f ∈ P AA(X, ρ), and f n k → f . In view of {f n } being a Cauchy sequence, we conclude lim n→∞ f n = f . This shows that P AA(X, ρ)
is a Banach space under the supremum norm.
By using Corollary 2.2, we can get a similar result for P AP (X, ρ):
Corollary 2.4. For every ρ ∈ U ∞ , P AP (X, ρ) is a Banach space under the supremum norm.
