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HOMOLOGY OF LITTLEWOOD COMPLEXES
STEVEN V SAM, ANDREW SNOWDEN, AND JERZY WEYMAN
Abstract. Let V be a symplectic vector space of dimension 2n. Given a partition λ with at most n
parts, there is an associated irreducible representation S[λ](V ) of Sp(V ). This representation admits
a resolution by a natural complex Lλ• , which we call the Littlewood complex, whose terms are
restrictions of representations of GL(V ). When λ has more than n parts, the representation S[λ](V )
is not defined, but the Littlewood complex Lλ• still makes sense. The purpose of this paper is to
compute its homology. We find that either Lλ• is acyclic or it has a unique non-zero homology group,
which forms an irreducible representation of Sp(V ). The non-zero homology group, if it exists, can
be computed by a rule reminiscent of that occurring in the Borel–Weil–Bott theorem. This result
can be interpreted as the computation of the “derived specialization” of irreducible representations
of Sp(∞), and as such categorifies earlier results of Koike–Terada on universal character rings. We
prove analogous results for orthogonal and general linear groups. Along the way, we will see two
topics from commutative algebra: the minimal free resolutions of determinantal ideals and Koszul
homology.
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1. Introduction
1.1. Statement of main theorem. Let V be a symplectic vector space over the complex num-
bers of dimension 2n. Associated to a partition λ with at most n parts there is an irreducible
representation S[λ](V ) of Sp(V ), and all irreducible representations of Sp(V ) are uniquely of this
form. The space S[λ](V ) can be defined as the quotient of the usual Schur functor Sλ(V ) by the
sum of the images of all of the “obvious” Sp(V )-linear maps Sµ(V ) → Sλ(V ), where µ can be
obtained by removing from λ a vertical strip of size two. In other words, we have a presentation⊕
λ/µ=(1,1)
Sµ(V )→ Sλ(V )→ S[λ](V )→ 0.
This presentation admits a natural continuation to a resolution Lλ• = L
λ
•(V ), which we call the Lit-
tlewood complex. It can be characterized as the minimal resolution of S[λ](V ) by representations
which extend to GL(V ).
Date: February 8, 2013.
2010 Mathematics Subject Classification. 05E10, 13D02, 15A72, 20G05.
S. Sam was supported by an NDSEG fellowship and a Miller research fellowship. A. Snowden was partially
supported by NSF fellowship DMS-0902661. J. Weyman was partially supported by NSF grant DMS-0901185.
1
2 STEVEN V SAM, ANDREW SNOWDEN, AND JERZY WEYMAN
When the number of parts of λ exceeds n, it still makes sense to speak of the complex Lλ• ,
even though there is no longer an associated irreducible S[λ](V ) (see §1.2 for a simple example).
However, Lλ• is typically no longer exact in higher degrees. A very natural problem is to compute
its homology, and this is exactly what the main theorem of this paper accomplishes:
Theorem 1.1. The homology of Lλ• is either identically zero or else there exists a unique i for
which Hi(L
λ
•) is non-zero, and it is then an irreducible representation of Sp(V ).
In fact, there is a procedure, called the modification rule (see §3.4), which allows one to com-
pute exactly which homology group is non-zero and which irreducible representation it is. This rule
can be phrased in terms of a certain Weyl group action, and, in this way, the theorem is reminiscent
of the classical Borel–Weil–Bott theorem. There is also a more combinatorial description of the
rule in terms of border strips. See Theorem 3.6 for a precise statement.
We prove analogous theorems for the orthogonal and general linear groups, but for clarity of
exposition we concentrate on the symplectic case in the introduction. An analogous result for the
symmetric group can be found in [SS1, Proposition 7.4.3]; this will be elaborated upon in [SS2].
1.2. An example. Let us now give the simplest example of the theorem, namely λ = (1, 1). If
n ≥ 2 then the irreducible representation S[1,1](V ) is the quotient of S(1,1)(V ) =
∧2V by the line
spanned by the symplectic form (where we identify V with V ∗ via the form). The complex Lλ• is
thus
· · · → 0→ C→
∧2V,
the differential being multiplication by the form. This complex clearly makes since even if n < 2.
When n = 0, the differential is surjective, and H1 = C, the trivial representation of Sp(V ).
When n = 1, the differential is an isomorphism and all homology vanishes. And when n ≥ 2, the
differential is injective and H0 = S[1,1](V ). More involved examples can be found in §3.6.
1.3. Representation theory of Sp(∞). The proper context for Theorem 1.1 lies in the repre-
sentation theory of Sp(∞). We now explain the connection, noting, however, that the somewhat
exotic objects discussed here are not used in our proof of Theorem 1.1 and do not occur in the
remainder of the paper. Let Rep(Sp(∞)) denote the category of “algebraic” representations1 of
Sp(∞). This category was first identified in [DPS], where it is denoted Tg. It is also studied from
a slightly different point of view in [SS2]. As shown in [SS2], there is a specialization functor
ΓV : Rep(Sp(∞))→ Rep(Sp(V )).
This functor is right exact, but not exact — the category Rep(Sp(∞)) is not semi-simple. The
Littlewood complex Lλ•(C
∞) makes sense, and defines a complex in Rep(Sp(∞)). It is exact in
positive degrees and its H0 is a simple object S[λ](C
∞); all simple objects are uniquely of this
form. The Schur functor Sλ(C
∞), as an object of Rep(Sp(∞)), has two important properties: it is
projective and it specializes under ΓV to Sλ(V ). We thus see that L
λ
•(C
∞) is a projective resolution
of S[λ](C
∞) and specializes under ΓV to L
λ
• (V ). We therefore have the following observation, which
explains the significance of the Littlewood complex from this point of view:
Proposition 1.2. We have Lλ•(V ) = LΓV (S[λ](C
∞)), i.e., Lλ•(V ) computes the derived specializa-
tion of the simple object S[λ](C
∞) to V .
We can thus rephrase Theorem 1.1 as follows:
Theorem 1.3. Let M be an irreducible algebraic representation of Sp(∞). Then LΓV (M) is either
acyclic or else there is a unique i for which LiΓV (M) is non-zero, and it is then an irreducible
representation of Sp(V ).
1Technically, we should use the “pro” version of the category, which is opposite to the more usual “ind” version
of the category. See [SS2] for details.
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The symplectic Schur functors S[λ] exhibit stability for large dimensional vector spaces (as ex-
plained in [KT], but see also [EW] and [HTW]), but not in general, in contrast to the usual Schur
functors. A general strategy for dealing with problems involving symplectic Schur functors is to
pass to the stable range (e.g., work with C∞), take advantage of the simpler behavior there, and
then apply the specialization functor to return to the unstable range. For this strategy to be viable,
one must understand the behavior of the specialization functor. This was one source of motivation
for this project, and is accomplished by Theorem 1.3.
1.4. Relation to results of Koike–Terada. Theorem 1.3 categorifies results of [KT], as we now
explain. In [KT], a so-called universal character ring Λ is defined, and a ring homomorphism π
(“specialization”) from Λ to the representation ring of Sp(V ) is given. A basis s[λ] of Λ is given
and it is shown that the image under π of s[λ] is either 0 or (plus or minus) the character of an
irreducible representation of Sp(V ). In fact, Λ is the Grothendieck group of Rep(Sp(∞)), π is the
map induced by the specialization functor ΓV and s[λ] is the class of the simple object S[λ](C
∞)
in the Grothendieck group. Thus the K-theoretic shadow of Theorem 1.3 is precisely the result of
[KT] on specialization. However, we note that our proof depends on [KT].
1.5. Koszul homology and classical invariant theory. Theorem 1.1 can be reinterpreted as
the calculation of the homology groups of the Koszul complex on the generators of an ideal which
arises in classical invariant theory. This will be explained in §3.2 (see also §4.2 and §5.2 for the
orthogonal and general linear groups). For now, we remark that Koszul homology seems to be
remarkably difficult to calculate, even for well-behaved classes of ideals, such as determinantal
ideals. Very few cases have been worked out explicitly; we point to [AH] for the case of codimension
2 perfect ideals, and [SW] for the case of codimension 3 Gorenstein ideals. Both of these classes
of ideals are determinantal. They are singled out because their Koszul homology modules are
Cohen–Macaulay (this property fails for all other determinantal ideals).
1.6. Resolutions of determinantal ideals. In §2.5, we will see how the interpretation of Theo-
rem 1.1 in terms of Koszul homology in §1.5 can also be interpreted in terms of the minimal free
resolutions of certain modulesMλ supported on the determinantal varieties defined by the Pfaffians
of a generic skew-symmetric matrix. The coordinate ring of the determinantal variety is the module
M∅ and so the computation of its resolution becomes a special case of Theorem 1.1, and therefore
realizes this classical resolution as the first piece of a much larger structure. The orthogonal group
and general linear group correspond to determinantal varieties in generic symmetric matrices and
generic matrices, respectively. We refer the reader to [Wey, §6] for the calculation of the minimal
free resolutions of the coordinate rings of determinantal varieties.
1.7. Overview of proof. There are three main steps to the proof:
(a) We first establish a combinatorial result, relating Bott’s algorithm for calculating cohomology
of irreducible homogeneous bundles to the modification rule appearing in the main theorem.
(b) We then introduce a certain module Mλ over the polynomial ring A = Sym(
∧2E) (where E is
an auxiliary vector space), and compute its minimal free resolution. The main tools are step
(a), the Borel–Weil–Bott theorem and the geometric method of the third author.
(c) Lastly, we identify Mλ with the S[λ](V )-isotypic piece of the ring B = Sym(V ⊗E). The results
of step (b) and the specialization homomorphism on K-theory (see [Koi], [KT], [Wen]) are used
to get enough control on Mλ to do this. Once the identification is made, the results of step (b)
give the minimal free resolution of B as an A-module.
The theorem then follows, as the Littlewood complex can be identified with a piece of the minimal
free resolution of B over A.
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1.8. Notation and conventions. We always work over the complex numbers. It is possible to
work over any field of characteristic 0, but there does not seem to be any advantage to doing so. We
write ℓ(λ) for the number of parts of a partition λ. The rank of a partition λ, denoted rank(λ), is
the number of boxes on the main diagonal. We write λ† for the transpose of the partition λ. We will
occasionally use Frobenius coordinates to describe partitions, which we now recall. Let r = rank(λ).
For 1 ≤ i ≤ r, let ai (resp. bi) denote the number of boxes to the right (resp. below) the ith diagonal
box, including the box itself. Then the Frobenius coordinates of λ are (a1, . . . , ar|b1, . . . , br). We
denote by cλµ,ν the Littlewood–Richardson coefficients, i.e., the coefficient of the Schur function sλ in
the product sµsν . For the relevant background on partitions, Schur functions, and Schur functors,
we refer to [Mac, Chapter 1] and [Wey, Chapters 1, 2].
2. Preliminaries
2.1. The geometric technique. Let X be a smooth projective variety. Let
0→ ξ → ε→ η → 0
be an exact sequence of vector bundles on X, with ε trivial, and let V be another vector bundle on
X. Put
A = H0(X,Sym(ε)), M = H0(X,Sym(η)⊗ V).
Then A is a ring — in fact, it is the symmetric algebra on H0(X, ε) — and M is an A-module. The
following proposition encapsulates what we need of the geometric technique of the third author.
For a proof, and a stronger result, see [Wey, §5.1].
Proposition 2.1. Assume Hj(X,
∧i+j(ξ) ⊗ V) = 0 for i < 0 and all j. Then we have a natural
isomorphism
TorAi (M,C) =
⊕
j≥0
Hj(X,
∧i+j(ξ)⊗ V).
2.2. The Borel–Weil–Bott theorem. Let U be the set of all integer sequences (a1, a2, . . .) which
are eventually 0. We identify partitions with non-increasing sequences in U (such sequences are
necessarily non-negative). For i ≥ 1, let si be the transposition which switches ai and ai+1, and let
S be the group of automorphisms of U generated by the si. The group S is a Coxeter group (in
fact, the infinite symmetric group), and admits a length function ℓ : S → Z≥0. By definition, the
length of w ∈ S is the minimum number ℓ(w) so that there exists an expression
w = si1 · · · siℓ(w).(2.1)
Alternatively, ℓ(w) is the number of inversions of w, interpreted as a permutation.
We define a second action of S on U , denoted •, as follows. For w ∈ S and λ ∈ U we put
w • λ = w(λ+ ρ)− ρ, where ρ = (−1,−2, . . .). In terms of the generators, this action is:
si • (. . . , ai, ai+1, . . .) = (. . . , ai+1 − 1, ai + 1, . . .).
Let λ be an element of U . Precisely one of the following two possibilities occurs:
• There exists a unique element w of S such that w • λ is a partition. In this case, we call λ
regular.
• There exists an element w 6= 1 of S such that w • λ = λ. In this case, we call λ singular.
Bott’s algorithm [Wey, §4.1] is a procedure for determining if λ is regular. It goes as follows.
Find an index i such that λi+1 > λi. If no such index exists, then λ is a partition and is regular.
If λi+1 − λi = 1 then λ is singular. Otherwise apply si to λ and repeat. Keeping track of the si
produces a minimal word for the element w in the definition (2.1). In particular, it is important
to note that we have a choice of which index i to pick in the first step. Different choices lead
to different minimal words, but the resulting partition and permutation are independent of these
choices.
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Let E be a vector space and let X be the Grassmannian of rank n quotients of E. (We assume
dimE ≥ n, obviously.) We have a tautological sequence on X
0→R→ E ⊗OX → Q→ 0,(2.2)
where Q has rank n. For a partition λ with at most n parts and a partition µ, let (λ |n µ) be the
element of U given by (λ1, . . . , λn, µ1, µ2, . . .). The Borel–Weil–Bott theorem [Wey, §4.1] is then:
Theorem 2.2 (Borel–Weil–Bott). Let λ be a partition with at most n parts, let µ be any partition
and let V be the vector bundle Sλ(Q)⊗ Sµ(R) on X.
• Suppose (λ |n µ) is regular, and write w • (λ |n µ) = α for a partition α. Then
Hi(X,V) =
{
Sα(E) if i = ℓ(w)
0 otherwise.
• Suppose (λ |n µ) is singular. Then H
i(X,V) = 0 for all i.
Remark 2.3. If ℓ(µ) > rank(R) then V = 0. Similarly, if ℓ(α) > dim(E) then Sα(E) = 0.
These problems disappear if dim(E) is sufficiently large compared to λ and µ; in fact, the situation
becomes completely uniform when dim(E) =∞. 
2.3. Resolution of the second Veronese ring. In our treatment of odd orthogonal groups, we
need to know the resolution for the second Veronese ring in a relative setting. We state the relevant
result here, so as not to interrupt the discussion later.
Let X be a variety and let R be a vector bundle on X. Let π : P(R) → X be the associated
projective space bundle of one dimensional quotients of R. Let π∗(R) → L be the universal rank
one quotient. Define ξ to be the kernel of the map Sym2(π∗R)→ Sym2(L). The result we need is
the following:
Proposition 2.4. Let a be 0 or 1. We have⊕
j∈Z
Rjπ∗(
∧i+j(ξ)⊗ La) =⊕
µ
Sµ(R),
where the sum is over those partitions µ such that µ = µ†, rank(µ) = a (mod 2) and i = 12 (|µ| −
rank(µ)).
Proof. This is a relative version of the calculation of the minimal free resolution (over Sym(U))
of the second Veronese ring M(U)0 =
⊕
d≥0 Sym
2d(U) (a = 0) and its odd Veronese module
M(U)1 =
⊕
d≥0 Sym
2d+1(U) (a = 1), where U is some vector space.
The case a = 0 is contained in [Wey, Theorem 6.3.1(c)]. Now we calculate the case a = 1. Note
that it is functorial in R, so due to the stability properties of Schur functors, if we calculate the
resolution for rankU = N , the same result also holds for rankU < N . So it is enough to handle
the case that rankU is odd, but arbitrarily large.
Consider the total space of O(−2) on P(U) with structure map π′ : O(−2)→ P(U), and define
L′ = π′∗OP(U)(1). Also consider the map p : O(−2) → Spec(Sym(U)). Then M(U)a = p∗(L
′⊗a).
Using this setup and [Wey, Theorem 5.1.4], we see that the Ext dual [Wey, Proposition 1.2.5] of
M(U)0 is M(U)1 when rankU is odd. All of the partitions µ in the free resolution of M(U)0 fit in
a square of size rankU , and on the level of the partitions that index the Schur functors appearing
in the free resolution, this duality amounts to taking complements within this square, and then
reversing the direction of the arrows, hence the result follows. 
Remark 2.5. Let ε = Sym2(π∗R) and η = Sym2(L), so that we have an exact sequence
0→ ξ → ε→ η → 0.
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The ring π∗(Sym(η)) is identified with Sym(Sym
2(R)), i.e., the projective coordinate ring of the
second Veronese of P(R). By a relative version of the geometric method, its minimal locally free
resolution is computed by Rπ∗(
∧•(ξ)), i.e., the sheaves appearing in the proposition. 
2.4. A criterion for degeneration of certain spectral sequences. Let π : X ′ → X be a map
of proper varieties and let V be a coherent sheaf on X ′. We say that (π,V) is degenerate if the
Leray spectral sequence
Ei,j2 = H
i(X,Rjπ∗(V))⇒ H
i+j(X,V)
degenerates at the second page. The following is a simple criterion for degeneracy that applies in
our one case of interest:
Lemma 2.6. Suppose that a group G acts on X and X ′ and that π and V are G-equivariant.
Suppose furthermore that the G-module
⊕
i,j H
i(X,Rjπ∗(V)) is semi-simple and multiplicity-free.
Then (π,V) is degenerate.
Proof. The differentials of the spectral sequence are G-equivariant, and thus forced to vanish. 
2.5. A lemma from commutative algebra. We now give a very simple lemma that allows us
to interpret Koszul homology groups as Tor’s. This is useful since we are ultimately interested in
certain Koszul homology groups, but the geometric technique computes Tor’s.
Let B be a graded C-algebra and let U be a homogeneous subspace of B. We can then form
the Koszul complex K• = B ⊗
∧•U . If f1, . . . , fn is a basis for U then K• is the familiar Koszul
complex on the fi. Let A = Sym(U), so that there is a natural homomorphism A → B. We then
have the following result:
Lemma 2.7. There is a natural identification TorAi (B,C) = Hi(K•).
Proof. We can resolve C as an A-module using the Koszul resolution A⊗
∧•U . Tensoring over A
with B gives K•, and is also how one computes Tor
A
• (B,C). 
3. Symplectic groups
3.1. Representations of Sp(V ). Let (V, ω) be a symplectic space of dimension 2n (here ω ∈∧2 V ∗ is the symplectic form, and gives an isomorphism V ∼= V ∗). As stated in the introduction,
the irreducible representations of Sp(V ) are indexed by partitions λ with ℓ(λ) ≤ n (see [FH,
§17.3]). We call such partitions admissible. For an admissible partition λ, we write S[λ](V ) for
the corresponding irreducible representation of Sp(V ).
3.2. The Littlewood complex. Let E be a vector space. Put U =
∧2E, A = Sym(U) and
B = Sym(E ⊗ V ). Consider the inclusion U ⊂ B given by∧2E ⊂ ∧2E ⊗∧2V ⊂ Sym2(E ⊗ V ),
where the first inclusion is multiplication by ω. This inclusion defines an algebra homomorphism
A→ B. Put C = B ⊗A C; this is the quotient of B by the ideal generated by U . We have maps
Spec(C)→ Spec(B)→ Spec(A).
We have a natural identification of Spec(B) with the space Hom(E,V ) of linear maps ϕ : E → V and
of Spec(A) with the space
∧2(E)∗ of anti-symmetric forms on E. The map Spec(B) → Spec(A)
takes a linear map ϕ to the form ϕ∗(ω). The space Spec(C), which we call the Littlewood
variety, is the scheme-theoretic fiber of this map above 0, i.e., it consists of those maps ϕ for
which ϕ∗(ω) = 0. In other words, Spec(C) consists of maps ϕ : E → V such that the image of ϕ is
an isotropic subspace of V .
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Let K•(E) = B⊗
∧•U be the Koszul complex of the Littlewood variety. We can decompose this
complex under the action of GL(E):
K•(E) =
⊕
ℓ(λ)≤dimE
Sλ(E) ⊗ L
λ
• .
The complex Lλ• is the Littlewood complex, and is independent of E (so long as dimE ≥ ℓ(λ)).
By [How, Theorem 3.8.6.2], its zeroth homology is
(3.1) H0(L
λ
•) =
{
S[λ](V ) if λ is admissible
0 otherwise.
By Lemma 2.7, we have Hi(K•) = Tor
A
i (B,C), and so we have a decomposition
(3.2) TorAi (B,C) =
⊕
ℓ(λ)≤dimE
Sλ(E)⊗Hi(L
λ
•).
Applied to i = 0, we obtain
(3.3) C =
⊕
admissible λ
Sλ(E)⊗ S[λ](V ).
Remark 3.1. It is possible to compute the terms of Lλ• explicitly. Let Q−1 be the set of partitions
λ whose Frobenius coordinates (a1, . . . , ar|b1, . . . , br) satisfy ai = bi − 1 for each i (see §3.5 for
further discussion of this set). Then
Lλi =
⊕
µ∈Q−1,
|µ|=2i
Sλ/µ(V ).
If λ is admissible then the higher homology of Lλ• vanishes (see Proposition 3.2 below), and so,
taking Euler characteristics, we get an equality in the representation ring of Sp(V ):
[S[λ](V )] =
∑
µ∈Q−1
(−1)|µ|/2[Sλ/µ(V )].
The significance of this identity is that it expresses the class of the irreducible S[λ](V ) in terms of
representations which are restricted from GL(V ). It is due to Littlewood [Lit, p.295] (see also [KT,
Prop. 1.5.3(2)]), and is why we name the complexes Lλ• after him. 
3.3. A special case of the main theorem. Our main theorem computes the homology of the
complex Lλ• . We now formulate and prove the theorem in a particularly simple case. We mention
this here only because it is worthwhile to know; the argument is not needed to prove the main
theorem.
Proposition 3.2. Suppose λ is admissible. Then
Hi(L
λ
• ) =
{
S[λ](V ) if i = 0
0 otherwise.
Proof. Choose E to be of dimension n. By Lemma 3.3 below, K•(E) has no higher homology. It
follows that Lλ• does not either. The computation of H0(L
λ
• ) is given in (3.1). 
Lemma 3.3. Suppose dimE ≤ n. Then U ⊂ B is spanned by a regular sequence.
Proof. It suffices to show that dimSpec(C) = dimSpec(B)− dimU . Put d = dimE. Observe that
the locus in Spec(C) where ϕ is injective is open. Let IGr(d, V ) be the variety of d-dimensional
isotropic subspaces of V , which comes with a rank d tautological bundle R ⊂ V ⊗OIGr(d,V ). There
is a natural birational map from the total space of Hom(E,R) to Spec(C), and thus Spec(C) has
dimension 2nd− 12d(d − 1). As dimSpec(B) = 2nd and dimU =
1
2d(d− 1), the result follows. 
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3.4. The modification rule. We now associate to a partition λ two quantities, i2n(λ) and τ2n(λ),
which will be used to describe the homology of Lλ• . (Recall that 2n = dimV .) We give two
equivalent definitions of these quantities, one via a Weyl group action and one via border strips.
We begin with the Weyl group definition, following [Wen, §1.5]. Recall that in §2.2 we defined
automorphisms si of the set U of integer sequences, for i ≥ 1. We now define an additional
automorphism: s0 negates a1. We let W be the group generated by the si, for i ≥ 0. Then W is a
Coxeter group of type BC∞, and, as such, is equipped with a length function ℓ : W → Z≥0, which
is defined just as in (2.1). Let ρ = (−(n + 1),−(n + 2), . . .). Define a new action of W on U by
w • λ = w(λ+ ρ)− ρ. On S this action agrees with the one defined in §2.2, despite the difference
in ρ. The action of s0 is given by
s0 • (a1, a2, . . .) = (2n + 2− a1, a2, . . .).
Given a partition λ ∈ U , exactly one of the following two possibilities hold:
• There exists a unique element w ∈W such that w•λ† = µ† is a partition and µ is admissible.
We then put i2n(λ) = ℓ(w) and τ2n(λ) = µ.
• There exists a non-identity element w ∈W such that w •λ† = λ†. We then put i2n(λ) =∞
and leave τ2n(λ) undefined.
Note that if λ is an admissible partition then we are in the first case with w = 1, and so i2n(λ) = 0
and τ2n(λ) = λ.
We now give the border strip definition, following [Sun, §5] (which is based on [Kin]). If ℓ(λ) ≤ n
we put i2n(λ) = 0 and τ2n(λ) = λ. Suppose ℓ(λ) > n. Recall that a border strip is a connected
skew Young diagram containing no 2 × 2 square. Let Rλ be the connected border strip of length
2(ℓ(λ) − n − 1) which starts at the first box in the final row of λ, if it exists. If Rλ exists, is non-
empty and λ\Rλ is a partition, then we put i2n(λ) = c(Rλ)+ i2n(λ\Rλ) and τ2n(λ) = τ2n(λ\Rλ),
where c(Rλ) denotes the number of columns that Rλ occupies; otherwise we put i2n(λ) = ∞ and
leave τ2n(λ) undefined.
Remark 3.4. There is an alternative way to think about removing Rλ in terms of hooks. Given
a box b in the Young diagram of λ, recall that the book of b is the set of boxes which are either
directly below b or directly to the right of b (including b itself). The border strips R of λ that
begin at the last box in the first column, and have the property that λ \ R is a Young diagram,
are naturally in bijection with the boxes in the first column: just take the box bR in the same row
where R ends. The important point is that the size of this border strip is the same as size of the
hook of bR, and removing R is the same as removing the hook of bR and shifting all boxes below
this hook one box in the northwest direction. This is illustrated in the following diagram:
The shaded boxes indicate the border strip (left diagram) and hook (right diagram). 
The agreement of the above two definitions may be known to some experts, but we are unaware
of a reference, so we provide a proof.
Proposition 3.5. The above two definitions agree.
Proof. Suppose that we are removing a border strip Rλ of size 2(ℓ(λ)−n− 1) from λ which begins
at the first box in the final row of λ. Let c = c(Rλ) be the number of columns of Rλ. The sequence
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(sc−1sc−2 · · · s1s0) • λ
† is
(λ†2 − 1, λ
†
3 − 1, . . . , λ
†
c − 1, 2n + 2− λ
†
1 + c− 1, λ
†
c+1, λ
†
c+2, . . . ),
and these are the same as the column lengths of λ \Rλ.
Conversely, if we use the Weyl group modification rule with w ∈ W , then the expression (2.1)
for w must begin with s0: if we apply any si with i > 0, then we increase the number of inversions
of the sequence, so if we write wsi = v, then ℓ(v) = ℓ(w)+1 [Hum, §5.4, Theorem], so the resulting
expression for w will not be minimal. If we choose i maximal so that w = w′si−1 · · · s1s0 with
ℓ(w) = ℓ(w′) + i, then we have replaced the first column of λ with 2n + 2 − λ†1 and then moved it
over to the right as much as possible (adding 1 to it each time we pass a column and subtracting
1 from the column we just passed) so that the resulting shape is again a Young diagram. This is
the same as removing a border strip of length 2(ℓ(λ) − n− 1) with i columns. 
Finally, there is a third modification rule, defined in [KT, §2.4]. We will not need to know the
statement of the rule, but we will cite some results from [KT], so we need to know that their rule
is equivalent to the previous two. The equivalence of the rule from [KT, §2.4] with the border strip
rule comes from the fact that both rules were derived from the same determinantal formulas (see
[KT, Theorem 1.3.3] and [Kin, Footnote 18]).
3.5. The main theorem. Our main theorem is the following:
Theorem 3.6. For a partition λ and an integer i we have
Hi(L
λ
•) =
{
S[τ2n(λ)](V ) if i = i2n(λ)
0 otherwise.
In particular, if i2n(λ) =∞ then L
λ
• is exact.
Remark 3.7. Consider the coordinate ring R of rank ≤ 2n skew-symmetric matrices; identifying
E with its dual, this is the quotient of A by the ideal generated by 2(n+1)× 2(n+1) Pfaffians. A
description of the resolution of R over A can be found in [Wey, §6.4] and [JPW, §3]. On the other
hand, R is the Sp(V )-invariant part of B, and so the above theorem, combined with (3.2), shows
that Sλ(E) appears in its resolution if and only if τ2n(λ) = ∅. Thus the modification rule gives
an alternative description of the resolution of R. It is a pleasant combinatorial exercise to show
directly that these two descriptions agree. While the description in terms of the modification rule
is more complicated, it has the advantage that it readily generalizes to our situation. 
The proof of the theorem will take the remainder of this section. We follow the three-step plan
outlined in §1.7. Throughout, the space V is fixed and n = 12 dim(V ).
Step a. Let Q−1 be the set of partitions λ whose Frobenius coordinates (a1, . . . , ar|b1, . . . , br) satisfy
ai = bi − 1 for all i. This set admits an inductive definition that will be useful for us and which
we now describe. The empty partition belongs to Q−1. A non-empty partition µ belongs to Q−1 if
and only if the number of rows in µ is one more than the number of columns, i.e., ℓ(µ) = µ1 + 1,
and the partition obtained by deleting the first row and column of µ, i.e., (µ2 − 1, . . . , µℓ(µ) − 1),
belongs to Q−1. The significance of this set is the plethysm∧•(∧2(E)) = ⊕
µ∈Q−1
Sµ(E)
(see [Mac, I.A.7, Ex. 4]).
Let λ be a partition with ℓ(λ) ≤ n. We write (λ|µ) in place of (λ |n µ) in this section. Define
S1(λ) = {µ ∈ Q−1 such that (λ|µ) is regular}
S2(λ) = {partitions α such that τ2n(α) = λ}.
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Lemma 3.8. Let µ be a non-zero partition in S1(λ) and let ν be the partition obtained by removing
the first row and column of µ. Then ν also belongs to S1(λ). Furthermore, let w (resp. w
′) be the
unique element of W such that α = w • (λ|µ) (resp. β = w′ • (λ|ν)) is a partition. Then the border
strip Rα is defined (see §3.4) and we have the following identities:
|Rα| = 2µ1, α \Rα = β, c(Rα) = µ1 + ℓ(w
′)− ℓ(w).
Proof. Suppose that in applying Bott’s algorithm to (λ|µ) the number µ1 moves r places to the
left. Thus, after the first r steps of the algorithm, we reach the sequence
(λ1, . . . , λn−r, µ1 − r, λn−r+1 + 1, . . . , λn + 1, µ2, . . . , µℓ(µ)).
Notice that the subsequence starting at λn−r+1+1 is the same as the subsequence of (λ|ν) starting
at λn−r+1, except 1 has been added to each entry of the former. It follows that Bott’s algorithm
runs in exactly the same manner on each. In particular, if (λ|ν) were not regular then (λ|µ)
would not be either; this shows that ν belongs to S1(λ). Suppose that Bott’s algorithm on (λ|ν)
terminates after N = ℓ(w′) steps. By the above discussion, Bott’s algorithm on (λ|µ) terminates
after N + r = ℓ(w) steps, and we have the following formula for α:
αi =


λi 1 ≤ i ≤ n− r
µ1 − r i = n− r + 1
βi−1 + 1 n− r + 2 ≤ i ≤ n+ µ1 + 1
Since ℓ(α) = n + µ1 + 1, the border strip Rα has 2µ1 boxes. Using Remark 3.4, we see that Rα
exists since the box in the (n− r+1)th row and the first column has a hook of size 2(ℓ(α)−n− 1).
Furthermore, α \Rα = β and c(Rα) = µ1 − r. Since r = ℓ(w) − ℓ(w
′), the result follows. 
Lemma 3.9. Let ν belong to S1(λ) and suppose that w
′ ∈ W is such that w′ • (λ|ν) = β is a
partition. Let α be a partition such that Rα is defined and α\Rα = β. Then there exists a partition
µ ∈ S1(λ) and an element w ∈ W such that w • (λ|µ) = α, and the partition obtained from µ by
removing the first row and column is ν.
Proof. Reverse the steps of Lemma 3.8. 
Proposition 3.10. There is a unique bijection S1(λ) → S2(λ) under which µ maps to α if there
exists w ∈ S such that w • (λ|µ) = α; in this case, ℓ(w) + i2n(α) =
1
2 |µ|.
Proof. Let µ be an element of S1(λ) and let w ∈ W be such that w • (λ|µ) = α is a partition. We
show by induction on |µ| that α belongs to S2(λ) and that ℓ(w) + i2n(α) =
1
2 |µ|. For |µ| = 0 this
is clear: w = 1 and α = λ. Suppose now that µ is non-empty. In what follows, we tacitly employ
Lemma 3.8. Let ν be the partition obtained by removing the first row and column of µ. Then ν
belongs to S1(λ), and so we can choose w
′ ∈W such that w′ •(λ|ν) = β is a partition. By induction
we have τ2n(β) = λ and ℓ(w
′) + i2n(β) =
1
2 |ν|. Since α \ Rα = β, we have τ2n(α) = τ2n(β) = λ.
Furthermore, i2n(α) = c(Rα) + i2n(β), and so
i2n(α) = µ1 + ℓ(w
′)− ℓ(w) + i2n(β) =
1
2 |µ| − ℓ(w).
This completes the induction.
We have thus shown that µ 7→ α defines a map of sets S1(λ) → S2(λ). We now show that
this map is injective. Suppose µ and µ′ are two elements of S1(λ) that both map to α. Then
the sequences (λ|µ) + ρ and (λ|µ′) + ρ are identical as multisets of numbers. In particular, we
can rearrange the sequence of numbers to the right of the bar of (λ|µ) + ρ to get the sequence of
numbers to the right of the bar of (λ|µ′) + ρ. But both of these sequences (to the right of the bar)
are strictly decreasing, so we see that µ = µ′.
Finally, we show that µ 7→ α is surjective. The partition α = λ has the empty partition as its
preimage. Suppose now that α 6= λ belongs to S2(λ), and let β = α \Rα. By induction on size, we
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can find ν ∈ S1(λ) mapping to β. Applying Lemma 3.9, we find a partition µ ∈ S1(λ) mapping to
α. This completes the proof. 
Step b. Let E be a vector space of dimension at least n. Let X be the Grassmannian of rank n
quotients of E. Let R and Q be the tautological bundles on X as in (2.2). Put ε =
∧2(E) ⊗OX ,
ξ =
∧2R and define η by the exact sequence
0→ ξ → ε→ η → 0.
Finally, for a partition λ with ℓ(λ) ≤ n, put Mλ = Sym(η) ⊗ Sλ(Q) and Mλ = H
0(X,Mλ). Note
that A = H0(X,Sym(ε)), and so Mλ is an A-module.
Lemma 3.11. Let λ be a partition with ℓ(λ) ≤ n and µ ∈ S1(λ) correspond to α ∈ S2(λ). Then
Hi(X,Sλ(Q)⊗ Sµ(R)) =
{
Sα(E) if i =
1
2 |µ| − i2n(α)
0 otherwise.
Proof. This follows immediately from Proposition 3.10 and the Borel–Weil–Bott theorem. 
Lemma 3.12. Let λ be a partition with ℓ(λ) ≤ n and let i be an integer. We have⊕
j∈Z
Hj(X,
∧i+j(ξ)⊗ Sλ(Q)) =⊕
α
Sα(E),
where the sum is over partitions α with τ2n(α) = λ and i2n(α) = i. In particular, when i < 0 the
left side above vanishes.
Proof. We have ∧i+j(ξ) = ∧i+j(∧2(R)) = ⊕
µ∈Q−1,
|µ|=2(i+j)
Sµ(R),
and so ⊕
j∈Z
Hj(X,
∧i+j(ξ)⊗ Sλ(Q)) = ⊕
µ∈Q−1
H|µ|/2−i(X,Sµ(R)⊗ Sλ(Q)).
The result now follows from the previous lemma. 
Proposition 3.13. We have
TorAi (Mλ,C) =
⊕
α
Sα(E),
where the sum is over partitions α with τ2n(α) = λ and i2n(α) = i.
Proof. This follows immediately from the previous lemma and Proposition 2.1. 
Step c. For a partition λ with at most n parts put Bλ = HomSp(V )(S[λ](V ), B). Note that Bλ is
an A-module and has a compatible action of GL(E). Our goal is to show that Bλ is isomorphic to
Mλ.
Lemma 3.14. The spaces Bλ and Mλ are isomorphic as representations of GL(E) and have finite
multiplicities.
Proof. Let M =
⊕
ℓ(λ)≤nMλ ⊗ S[λ](V ). It is enough to show that M and B are isomorphic as
representations of GL(E)×Sp(V ) and have finite multiplicities. In fact, it is enough to show that
the Sθ(E) multiplicity spaces of M and B are isomorphic as representations of Sp(V ) and have
finite multiplicities. This is what we do.
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The Sθ(E) multiplicity space of B is Sθ(V ). The decomposition of this in the representation ring
of Sp(V ) can be computed by applying the specialization homomorphism to [KT, Thm. 2.3.1(1)].
The result is ∑
µ,ν
(−1)i2n(ν)cθ(2µ)† ,ν [S[τ2n(ν)](V )].
Note that for a fixed θ there are only finitely many values for µ and ν which make the Littlewood–
Richardson coefficient non-zero, which establishes finiteness of the multiplicities. Now, we have an
equality
[Mλ] = [A]
∑
i≥0
(−1)i[TorAi (Mλ,C)]
in the representation ring of GL(E). Applying Proposition 3.13, we find∑
i≥0
(−1)i[TorAi (Mλ,C)] =
∑
τ2n(ν)=λ
(−1)i2n(ν)[Sν(E)].
As [A] =
∑
µ[S(2µ)†(E)] (see [Mac, I.A.7, Ex. 2]), we obtain
[Mλ] =
∑
ν,µ,θ
τ2n(ν)=λ
(−1)i2n(ν)cθ(2µ)† ,ν[Sθ(E)].
We therefore find that the Sθ(E)-component of M is given by∑
λ,µ
τ2n(ν)=λ
(−1)i2n(ν)cθ(2µ)† ,ν [S[λ](V )].
The result now follows. 
Proposition 3.15. We have an isomorphism Mλ → Bλ which is A-linear and GL(E)-equivariant.
Proof. According to Proposition 3.13, we have
TorA0 (Mλ,C) = Sλ(E),
TorA1 (Mλ,C) = S(λ,12n+2−2ℓ(λ))(E),
since the only ν for which τ2n(ν) = λ and i2n(ν) ≤ 1 must agree with λ everywhere except possibly
the first column. We therefore have a presentation
S(λ,12n+2−2ℓ(λ))(E)⊗A→ Sλ(E)⊗A→Mλ → 0.
Note that S(λ,12n+2−2ℓ(λ))(E) occurs with multiplicity one in Sλ(E)⊗A, and thus does not occur in
Mλ; it therefore does not occur in Bλ either, since Mλ and Bλ are isomorphic as representations
of GL(E) by Lemma 3.14.
Now, TorA0 (B,C) is the coordinate ring of the Littlewood variety, and its S[λ](V ) multiplicity
space is Sλ(E) by (3.3). We therefore have a surjection f : Sλ(E)⊗A→ Bλ. Since S(λ,12n+2−2ℓ(λ))(E)
does not occur in Bλ, the copy of S(λ,12n+2−2ℓ(λ))(E) in Sλ(E)⊗A lies in the kernel of f , and therefore
f induces a surjection Mλ → Bλ. Finally, since the two are isomorphic as GL(E) representations
and have finite multiplicity spaces, this surjection is an isomorphism. 
Combining this proposition with Proposition 3.13, we obtain the following corollary.
Corollary 3.16. We have
TorAi (B,C) =
⊕
i2n(λ)=i
Sλ(E) ⊗ S[τ2n(λ)](V ).
Combining this with (3.2) yields the main theorem. (We can choose E to be arbitrarily large.)
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Remark 3.17. The arguments of step c made no use of the construction of the moduleMλ, simply
that it satisfied Proposition 3.13. More precisely, say that a GL(E)-equivariant A-module M is of
“type λ” (for an admissible partition λ) if
TorAi (M,C) =
⊕
α
Sα(E),
where the sum is over all partitions α with τ2n(α) = λ and i2n(α) = i. Then the arguments of
step c establish the following statement: if a type λ module exists then it is isomorphic to Bλ, and
thus Bλ has type λ. (Actually the argument is a bit weaker, since it works with all λ at once.)
Step b can be thought of as simply providing a construction of a module of type λ. 
3.6. Examples. We now give a few examples to illustrate the theorem.
Example 3.18. Suppose λ = (1i). Then Lλ• is the complex
∧i−2V → ∧iV , where the differential
is the multiplication by the symplectic form on V ∗ treated as an element of
∧2V .
• If i ≤ n then the differential is injective, and H0(L
λ
•) = S[1i](V ) is an irreducible represen-
tation of V .
• If i = n+ 1 then the differential is an isomorphism, and all homology of Lλ• vanishes.
• If n+ 2 ≤ i ≤ 2n+ 2 then the differential is surjective and H1(L
λ
• ) = S[12n−i+2](V ).
• If i > 2n+ 2 then the complex Lλ• is identically 0. 
Example 3.19. Suppose λ = (2, 1, 1). Then Lλ• is the complex C→ S(2,1,1)/(1,1)(V )→ S(2,1,1)(V ),
where the differential is the multiplication by the symplectic form on V ∗ treated as an element of∧2V .
• If n ≥ 3 then the differential is injective, and H0(L
λ
•) = S[2,1,1](V ) is an irreducible repre-
sentation of V .
• If n = 2 then the complex is exact, and all homology of Lλ• vanishes.
• If n = 1 then H1(L
λ
•) = S[2](V ).
• Finally when n = 0 then H2(L
λ
•) = C. 
The reader will check easily that in both instances the description of the homology agrees with
the rule given by the Weyl group action.
Example 3.20. Suppose λ = (6, 5, 4, 4, 3, 3, 2) and n = 2 (so dim(V ) = 4). The modification rule,
using border strips, proceeds as follows:
We start on the left with λ0 = λ. As ℓ(λ0) = 7, we are supposed to remove the border strip R0 of
size 2(ℓ(λ0)− n− 1) = 8; this border strip is shaded. The result is the second displayed partition,
λ1 = (6, 5, 3, 2, 2, 1). As ℓ(λ1) = 6, the border strip R1 we remove from it has length 6. The result
of removing this strip is the third partition λ2 = (6, 5, 1, 1). As ℓ(λ2) = 4, the border strip R2 has
length 2. The result of removing it is the final partition λ3 = (6, 5). This satisfies ℓ(λ3) ≤ n, so the
algorithm stops. We thus see that τ4(λ) = (6, 5) and
i4(λ) = c(R0) + c(R1) + c(R2) = 4 + 3 + 1 = 8.
It follows that Hi(L
λ
• ) = 0 for i 6= 8 and H8(L
λ
• ) = S[6,5](C
4).
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Now we illustrate the modification rule using the Weyl group action. We write α
si−→ β if
β = si(α). The idea for getting the Weyl group element is to apply s0 if the first column length
is too long, then sort the result, and repeat as necessary. We start with λ† + ρ = (7, 7, 6, 4, 2, 1) +
(−3,−4,−5, . . . ):
(4, 3, 1,−2,−5,−7)
s0−→ (−4, 3, 1,−2,−5,−7)
s1−→ (3,−4, 1,−2,−5,−7)
s2−→ (3, 1,−4,−2,−5,−7)
s3−→ (3, 1,−2,−4,−5,−7)
s0−→ (−3, 1,−2,−4,−5,−7)
s1−→ (1,−3,−2,−4,−5,−7)
s2−→ (1,−2,−3,−4,−5,−7)
s0−→ (−1,−2,−3,−4,−5,−7).
Subtracting ρ from the result, we get (6, 5)†. 
4. Orthogonal groups
4.1. Representations of O(V ). Let (V, ω) be an orthogonal space of dimension m (here ω ∈
Sym2 V ∗ is the orthogonal form, and gives an isomorphism V ∼= V ∗). We write m = 2n if it is
even, or m = 2n+ 1 if it is odd. We now recall the representation theory of O(V ); see [FH, §19.5]
for details. The irreducible representations of O(V ) are indexed by partitions λ such that the first
two columns have at most m boxes in total, i.e., λ†1+λ
†
2 ≤ m. We call such partitions admissible.
For an admissible partition λ, we write S[λ](V ) for the corresponding irreducible representation of
O(V ).
Given an admissible partition λ, we let λσ be the partition obtained by changing the number
of boxes in the first column of λ to m minus its present value; that is, (λσ)†1 = m − λ
†
1. We call
λσ the conjugate of λ. Conjugation defines an involution on the set of admissible partitions. On
irreducible representations, conjugating the partition corresponds to twisting by the sign character:
S[λσ](V ) = S[λ](V ) ⊗ sgn. It follows that S[λ](V ) and S[λσ](V ) are isomorphic when restricted
to SO(V ). In fact, these restrictions remain irreducible, unless λ = λσ (which is equivalent to
ℓ(λ) = n andm = 2n), in which case S[λ](V ) decomposes as a sum of two non-isomorphic irreducible
representations.
For an admissible partition λ, exactly one element of the set {λ, λσ} has at most n boxes in its
first column. We denote this element by λ. Thus λ = λ if λ†1 ≤ n, and λ = λ
σ otherwise.
4.2. The Littlewood complex. Let E be a vector space. Put U = Sym2(E), A = Sym(U) and
B = Sym(E ⊗ V ). Consider the inclusion U ⊂ B given by
Sym2(E) ⊂ Sym2(E)⊗ Sym2(V ) ⊂ Sym2(E ⊗ V ),
where the first inclusion is multiplication with ω. This inclusion defines an algebra homomorphism
A→ B. Put C = B ⊗A C; this is the quotient of B by the ideal generated by U . We have maps
Spec(C)→ Spec(B)→ Spec(A).
We have a natural identification of Spec(B) with the space Hom(E,V ) of linear map ϕ : E → V
and of Spec(A) with the space Sym2(E)∗ of symmetric forms on E. The map Spec(B)→ Spec(A)
takes a linear map ϕ to the form ϕ∗(ω). The space Spec(C), which we call that Littlewood
variety, is the scheme-theoretic fiber of this map above 0, i.e., is consists of those maps ϕ such
that ϕ∗(ω) = 0. In other words, Spec(C) consists of maps ϕ : E → V such that the image of ϕ is
an isotropic subspace of V .
Let K• = B ⊗
∧•U be the Koszul complex of the Littlewood variety. We can decompose this
complex under the action of GL(E):
K•(E) =
⊕
ℓ(λ)≤dimE
Sλ(E) ⊗ L
λ
• .
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The complex Lλ• is the Littlewood complex, and is independent of E (so long as dimE ≥ ℓ(λ)).
By [How, Proposition 3.6.3], its zeroth homology is
(4.1) H0(L
λ
•) =
{
S[λ](V ) if λ is admissible
0 otherwise.
By Lemma 2.7, we have Hi(K•) = Tor
A
i (B,C), and so we have a decomposition
(4.2) TorAi (B,C) =
⊕
ℓ(λ)≤dimE
Sλ(E)⊗Hi(L
λ
•).
Applied to i = 0, we obtain
(4.3) C =
⊕
admissible λ
Sλ(E)⊗ S[λ](V ).
4.3. A special case of the main theorem. Our main theorem computes the homology of the
complex Lλ• . We now formulate and prove the theorem in a particularly simple case. We mention
this here only because it is worthwhile to know; the argument is not needed to prove the main
theorem.
Proposition 4.1. Suppose λ is admissible. Then
Hi(L
λ
• ) =
{
S[λ](V ) if i = 0
0 otherwise.
Proof. Choose E to be of dimension n. By Lemma 4.2 below, K•(E) has no higher homology. It
follows that Lλ• does not either. The computation of H0(L
λ
• ) is given in (4.1). 
Lemma 4.2. Suppose dimE ≤ n. Then U ⊂ B is spanned by a regular sequence.
Proof. The proof is the same as Lemma 3.3. The only difference worth pointing out (but which
does not affect the proof) is that when dimV = 2n and dimE = n, the Grassmannian of isotropic
n-dimensional subspaces of V has two connected components, and the variety cut out by U has
two irreducible components. 
4.4. The modification rule. As in the symplectic case, we now associate to a partition λ two
quantities im(λ) and τm(λ). We again give two equivalent definitions.
We begin with the Weyl group definition, following [Wen, §1.4]. Let s0 be the automorphism of
the set U which negates and swaps the first and second entries, and let W be the group generated
by the si with i ≥ 0. This is a Coxeter group of type D∞. Let ℓ : W → Z≥0 be the length function,
which is defined just as in (2.1). Note that this group W , as a subgroup of Aut(U), is equal to the
one from §3.4, but that the length function is different since we are using a different set of simple
reflections. Let ρ = (−m/2,−m/2−1, . . .). Define a new action of W on U by w •λ = w(λ+ρ)−ρ.
On S this agrees with the one defined in §2.2. The action of s0 is given by
s0 • (a1, a2, a3, . . .) = (m+ 1− a2,m+ 1− a1, a3, . . .).
The definitions of im(λ) and τm(λ) are now exactly as in the first half of §3.4.
We now give the border strip definition. This is motivated by [Sun, §5] (which is based on [Kin]),
but [Sun] only focuses on the special orthogonal group, so we have to modify the definition to get
the correct answer for the full orthogonal group. This is the same as the one given in §3.4, except
for three differences:
(D1) the border strip Rλ has length 2ℓ(λ)−m,
(D2) in the definition of im(λ), we use c(Rλ)− 1 instead of c(Rλ), and
(D3) if the total number of border strips removed is odd, then replace the end result µ with µσ.
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One can stop applying the modification rule either when λ becomes admissible or when ℓ(λ) ≤ n;
the resulting values of τ and i are the same. For instance, if λ is admissible but ℓ(λ) > n then one
can stop immediately with i = 0 and τ = λ. Instead, one could remove a border strip. This border
strip occupies only the first column and when removed yields λσ. Thus i = 0 and by (D3), since
we removed an odd number of strips, τ = (λσ)σ = λ.
Proposition 4.3. The above two definitions agree.
Proof. Suppose that we are removing a border strip R1 of size 2ℓ(λ) −m from λ which begins at
the first box in the final row of λ. Let c1 = c(R1) be the number of columns of R1. The first two
column lengths of λ \ R1 are (λ
†
2 − 1, λ
†
3 − 1). We have two cases depending on which of the two
quantities λ†2 + λ
†
3 − 2 and m is bigger.
First suppose that λ†2+λ
†
3−2 > m. Then we remove another border strip R2 of size 2(λ
†
2−1)−m
from λ\R1 which begins at the first box in the final row. Let c2 = c(R2) be the number of columns
of R2. The sequence
(sc2−1sc2−2 · · · s2s1sc1−1sc1−2 · · · s3s2s0) • λ
†
gives the column lengths of (λ \R1) \R2.
Now suppose that λ†2 + λ
†
3− 2 ≤ m. Then we have only removed 1 border strip, which is an odd
number, so we have to replace λ \ R1 with (λ \ R1)
σ according to (D3) above. In this case, the
sequence
(sc1−1sc1−2 · · · s3s2s0) • λ
†
gives the column lengths of (λ \R1)
σ .
Conversely, if we use the Weyl group modification rule with w ∈ W , then the expression (2.1)
for w must begin with s0: if we apply any si with i > 0, then we increase the number of inversions
of the sequence, so if we write wsi = v, then ℓ(v) = ℓ(w)+1 [Hum, §5.4, Theorem], so the resulting
expression for w will not be minimal. If we choose i maximal so that w = w′si−1 · · · s3s2s0 with
ℓ(w) = ℓ(w′)+ i− 1, then we have replaced the first two columns of λ with (m+1−λ†2,m+1−λ
†
1)
and then moved the column of length m+ 1 − λ†1 over to the right as much as possible (adding 1
to it each time we pass a column and subtracting 1 from the column we just passed) so that the
resulting shape (minus the first column) is again a Young diagram.
Now there are two possibilities: if the whole shape is a Young diagram, then it is the result of
first removing a border strip of length 2ℓ(λ)−m with i columns, and then replacing the resulting
µ with µc. Otherwise, the first column length of the resulting shape is less than the second column
length. If we choose j maximal so that w′ = w′′sj−1 · · · s2s1 with ℓ(w
′) = ℓ(w′′) + j − 1, then we
have moved the first column over to the right as much as possible (adding 1 to it each time we
pass a column and subtracting 1 from the column we just passed) so that the resulting shape is
again a Young diagram. In this case, then we have removed two border strips of size 2ℓ(λ)−m and
2(λ† − 1)−m with i and j columns, respectively. 
Finally, there is a third modification rule, defined in [KT, §2.4]. As in the symplectic case,
we will not need to know the statement of the rule, but we will cite some results from [KT]. The
equivalence of the rule from [KT, §2.4] with the border strip rule comes from the fact that both rules
were derived from the same determinantal formulas (see [KT, Theorem 1.3.2] and [Kin, Footnote
17]). We remark that both rules are only stated for the special orthogonal group, but this will be
enough for our purposes.
As a matter of notation, we write τm(λ) in place of τm(λ).
4.5. The main theorem. Our main theorem is exactly the same as in the symplectic case:
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Theorem 4.4. For a partition λ and an integer i we have
Hi(L
λ
•) =
{
S[τm(λ)](V ) if i = im(λ)
0 otherwise.
In particular, if im(λ) =∞ then L
λ
• is exact.
Remark 4.5. Consider the coordinate ring R of rank ≤ m symmetric matrices; identifying E with
its dual, this is the quotient of A by the ideal generated by (m+1)×(m+1) minors. The resolution
of R over A is known, see [Wey, §6.3] or [JPW, §3]. On the other hand, R is theO(V )-invariant part
of B, and so the above theorem, combined with (4.2), shows that Sλ(E) appears in its resolution if
and only if τm(λ) = ∅. Thus the modification rule gives an alternative description of the resolution
of R. It is a pleasant combinatorial exercise to show directly that these two descriptions agree. As
in the symplectic case, the description in terms of the modification rule is more complicated, but
has the advantage of generalizing to our situation. 
We separate the proof of the theorem into two cases, according to whether m is even or odd. In
each case, we follow the three-step plan from §1.7.
4.6. The even case. Throughout this section, m = 2n is the dimension of the space V .
Step a. Let Q1 be the set of partitions λ whose Frobenius coordinates (a1, . . . , ar|b1, . . . , br) satisfy
ai = bi + 1 for each i. This set admits an inductive definition, as follows. The empty partition
belongs to Q1. A non-empty partition µ belongs to Q1 if and only if the number of columns in µ is
one more than the number of rows, i.e., ℓ(µ) = µ1 − 1, and the partition obtained by deleting the
first row and column of µ, i.e., (µ2 − 1, . . . , µℓ(µ) − 1), belongs to Q1. The significance of this set is
the plethysm ∧•(Sym2(E)) = ⊕
µ∈Q1
Sµ(E)
(see [Mac, I.A.7, Ex. 5]).
Let λ be a partition with ℓ(λ) ≤ n. We write (λ|µ) in place of (λ |n µ). Define
S1(λ) = {µ ∈ Q1 such that (λ|µ) is regular}
S2(λ) = {partitions α such that τm(α) = λ}.
Lemma 4.6. Let µ be a non-zero partition in S1(λ) and let ν be the partition obtained by removing
the first row and column of µ. Then ν also belongs to S1(λ). Furthermore, let w (resp. w
′) be the
element of W such that α = w • (λ|µ) (resp. β = w′ • (λ|ν)) is a partition. Then Rα is defined and
we have the following identities:
|Rα| = 2µ1 − 2, α \Rα = β, c(Rα) = µ1 + ℓ(w
′)− ℓ(w).
Proof. Suppose that in applying Bott’s algorithm to (λ|µ) the number µ1 moves r places to the
left. Thus, after the first r steps of the algorithm, we reach the sequence
(λ1, . . . , λn−r, µ1 − r, λn−r+1, . . . , λn + 1, µ2, . . . , µℓ(µ)).
As before, Bott’s algorithm on this sequence runs just like the algorithm on (λ|ν), and so (λ|ν)
is regular and ν belongs to S1(λ). Suppose the algorithm on (λ|ν) terminates after N = ℓ(w
′)
steps. Then the algorithm on (λ|µ) terminates after N + r = ℓ(w) steps, and we have the following
formula for α:
αi =


λi 1 ≤ i ≤ n− r
µ1 − r i = n− r + 1
βi−1 + 1 n− r + 2 ≤ i ≤ n+ µ1 − 1
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Since ℓ(α) = n + µ1 − 1, the border strip Rα has 2µ1 − 2 boxes. Using Remark 3.4, we see that
Rα exists since the box in the (n− r+1)th row and the first column has a hook of size 2ℓ(α)−m.
Furthermore, α \Rα = β and c(Rα) = µ1 − r. Since r = ℓ(w) − ℓ(w
′), we are done. 
Proposition 4.7. There is a unique bijection S1(λ) → S2(λ) under which µ maps to α if there
exists w ∈ S such that w • (λ|µ) = α; in this case, ℓ(w) + im(α) =
1
2 |µ| and
τm(α) =
{
λ if rank(µ) is even
λσ if rank(µ) is odd.
Proof. Except for the computation of τm(α), the proof is exactly like that of Proposition 3.10. In
the proof of Lemma 4.6, we see that the number of border strips removed from α is rank(µ), so the
determination of τm(α) follows from (D3) in §4.4. 
Step b. Let E be a vector space of dimension at least n. Let X be the Grassmannian of rank n
quotients of E. Let R and Q be the tautological bundles on X as in (2.2). Put ε = Sym2(E)⊗OX ,
ξ = Sym2(R) and define η by the exact sequence
0→ ξ → ε→ η → 0.
Finally, for a partition λ with ℓ(λ) ≤ n, put Mλ = Sym(η) ⊗ Sλ(Q) and Mλ = H
0(X,Mλ). Note
that A = H0(X,Sym(ε)), and so Mλ is an A-module.
Proposition 4.8. We have
TorAi (Mλ,C) =
⊕
α
Sα(E),
where the sum is over partitions α with τm(α) = λ and im(α) = i.
Proof. The proof is exactly like that of Proposition 3.13. 
Step c. For an admissible partition λ put Bλ = HomO(V )(S[λ](V ), B). Note that Bλ is an A-module
and has a compatible action of GL(E). Let λ be a partition with at most n rows. If ℓ(λ) = n, put
Bλ = Bλ; otherwise, put Bλ = Bλ ⊕Bλσ . Note that the decomposition
B =
⊕
ℓ(λ)≤n
Bλ ⊗ S[λ](V )
holds SO(V )-equivariantly.
Lemma 4.9. Let λ be a partition with ℓ(λ) ≤ n. The spaces Bλ and Mλ are isomorphic as
representations of GL(E) and have finite multiplicities.
Proof. Put M =
⊕
ℓ(λ)≤n S[λ](V ) ⊗Mλ. It is enough to show that M and B are isomorphic as
representations of GL(E)×SO(V ) and have finite multiplicities. In fact, it is enough to show that
the Sθ(E) multiplicity spaces of M and B are isomorphic as representations of SO(V ) and have
finite multiplicities. This is what we do.
The Sθ(E) multiplicity space of B is Sθ(V ). The decomposition of this in the representation ring
of SO(V ) can be computed by applying the specialization homomorphism to [KT, Thm. 2.3.1(2)].
The result is ∑
µ,ν
(−1)im(ν)cθ2µ,ν [S[τm(ν)](V )].
For a fixed θ there are only finitely many values for µ and ν which make the Littlewood–Richardson
coefficient non-zero, which establishes finiteness of the multiplicities. Now, we have an equality
[Mλ] = [A]
∑
i≥0
(−1)i[TorAi (Mλ,C)]
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in the representation ring of GL(E). Applying Proposition 4.8, we find∑
i≥0
(−1)i[TorAi (Mλ,C)] =
∑
τm(ν)=λ
(−1)im(ν)[Sν(E)].
As [A] =
∑
µ[S2µ(E)] (see [Mac, I.A.7, Ex. 1]), we obtain
[Mλ] =
∑
µ,ν
τm(ν)=λ
(−1)im(ν)cθ2µ,ν [Sθ(E)].
We therefore find that the Sθ(E) multiplicity space of M is given by∑
λ,µ,ν
τm(ν)=λ
(−1)im(ν)cθ2µ,ν [S[λ](V )].
The result now follows. 
Proposition 4.10. Let λ be a partition with ℓ(λ) ≤ n. We have an isomorphism Mλ → Bλ which
is A-linear and GL(E)-equivariant.
Proof. Suppose first that ℓ(λ) = n. Let µ be the partition given by µ†1 = 2n+1−λ
†
2, µ
†
2 = λ
†
1+1 =
n+ 1 and µ†i = λ
†
i for i > 2. Proposition 4.8 provides the following presentation for Mλ:
Sµ(E)⊗A→ Sλ(E) ⊗A→Mλ → 0.
Note that Sµ(E) occurs with multiplicity one in Sλ(E) ⊗ A by the Littlewood–Richardson rule,
and thus does not occur in Mλ; it therefore does not occur in Bλ either, since Mλ and Bλ are
isomorphic as representations of GL(E).
Since TorA0 (B,C) = C, we see from (4.3) that Tor
A
0 (Bλ,C) = Sλ(E). It follows that we have
a surjection f : A ⊗ Sλ(E) → Bλ. Since Sµ(E) does not occur in Bλ, we see that f induces a
surjection Mλ → Bλ. Since the two are isomorphic as GL(E) representations and have finite
multiplicities, this surjection is an isomorphism.
Now consider the case where ℓ(λ) < n. Define µ as above. Define ν using the same recipe as for
µ but applied to λσ; thus ν†i = µ
†
i for i 6= 2 and ν
†
2 = 2n − λ
†
1 + 1. Proposition 4.8 provides the
following presentation for Mλ:
(Sµ(E) ⊗A)⊕ (Sν(E)⊗A)→ (Sλ(E)⊗A)⊕ (Sλσ(E)⊗A)→Mλ → 0.
Each of Sµ(E) and Sν(E) occur with multiplicity one in the middle module by the Littlewood–
Richardson rule, and thus neither occurs in Mλ; therefore neither occurs in Bλ either.
As Bλ = Bλ ⊕ Bλσ , we see from (4.3) that Tor
A
0 (Bλ,C) = Sλ(E) ⊕ Sλσ(E). We therefore have
a surjection
f : (A⊗ Sλ(E)) ⊕ (A⊗ Sλσ(E))→ Bλ.
Since neither Sµ(E) nor Sν(E) occurs in Bλ, we see that f induces a surjection Mλ → Bλ. Since
these spaces are isomorphic as GL(E) representations and have finite multiplicities, this surjection
is an isomorphism. 
Remark 4.11. In the second case in the above proof, Sµ(E) does not occur in Sλ(E) ⊗ A and
Sν(E) does not occur in Sλσ(E) ⊗ A. It follows that the presentation of Mλ is a direct sum, and
so we have a decomposition Mλ = Mλ ⊕Mλσ . The argument in the proof shows that Mλ = Bλ
and Mλσ = Bλσ . It would be interesting if the modules Mλ and Mλσ could be constructed more
directly. 
Combining the above proposition with Proposition 4.8, we obtain the following corollary.
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Corollary 4.12. We have
TorAi (B,C) =
⊕
im(λ)=i
Sλ(E)⊗ S[τm(λ)](V )
as GL(E)× SO(V ) representations.
Combining this with (4.2) shows that
Hi(L
λ
• ) =
{
S[τm(λ)](V ) if i = im(λ)
0 otherwise
as representations of SO(V ). We thus see that the O(V )-module Him(λ)(L
λ
• ) is isomorphic to
S[τm(λ)](V ) when restricted to SO(V ), and is therefore either isomorphic to S[τm(λ)](V ) or S[τm(λ)σ ](V ).
In fact, it is isomorphic to S[τm(λ)](V ) by [Wen, Theorem 1.9]. This finishes the proof of the main
result.
4.7. The odd case. Throughout this section, m = 2n+ 1 is the dimension of the space V .
Step a. Let Q0 be the set of partitions λ whose Frobenius coordinates (a1, . . . , ar|b1, . . . , br) satisfy
ai = bi. Equivalently, Q0 is the set of partitions λ such that λ = λ
†. This set admits an inductive
definition, as follows. The empty partition belongs to Q0. A non-empty partition λ belongs to Q0
if and only if the number of rows and columns of λ are equal, i.e., ℓ(λ) = λ1, and the partition
obtained by deleting the first row and column from λ belongs to Q0.
Let λ be a partition with ℓ(λ) ≤ n. We write (λ|µ) in place of (λ |n µ). Define
S1(λ) = {µ ∈ Q0 such that (λ|µ) is regular}
S2(λ) = {partitions α such that τm(α) = λ}.
Lemma 4.13. Let µ be a non-zero partition in S1(λ) and let ν be the partition obtained by removing
the first row and column of µ. Then ν also belongs to S1(λ). Furthermore, let w (resp. w
′) be the
element of W such that α = w • (λ|µ) (resp. β = w′ • (λ|ν)) is a partition. Then Rα is defined and
we have the following identities:
|Rα| = 2µ1 + 1, α \Rα = β, c(Rα) = µ1 + ℓ(w
′)− ℓ(w).
Proof. Suppose that in applying Bott’s algorithm to (λ|µ) the number µ1 moves r places to the
left. Thus, after the first r steps of the algorithm, we reach the sequence
(λ1, . . . , λn−r, µ1 − r, λn−r+1, . . . , λn + 1, µ2, . . . , µℓ(µ)).
As before, Bott’s algorithm on this sequence runs just like the algorithm on (λ|ν), and so (λ|ν)
is regular and ν belongs to S1(λ). Suppose the algorithm on (λ|ν) terminates after N = ℓ(w
′)
steps. Then the algorithm on (λ|µ) terminates after N + r = ℓ(w) steps, and we have the following
formula for α:
αi =


λi 1 ≤ i ≤ n− r
µ1 − r i = n− r + 1
βi−1 + 1 n− r + 2 ≤ i ≤ n+ µ1
Since ℓ(α) = n + µ1, the border strip Rα has 2µ1 + 1 boxes. Using Remark 3.4, we see that Rα
exists since the box in the (n − r + 1)th row and the first column has a hook of size 2ℓ(α) −m.
Furthermore, α \Rα = β and c(Rα) = µ1 − r. Since r = ℓ(w) − ℓ(w
′), we are done. 
Proposition 4.14. There is a unique bijection S1(λ) → S2(λ) under which µ maps to α if there
exists w ∈ S such that w • (λ|µ) = α; in this case, ℓ(w) + im(α) =
1
2(|µ| − rank(µ)) and
τm(α) =
{
λ if rank(µ) is even
λσ if rank(µ) is odd.
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Proof. The proof is exactly the same as for Proposition 4.7. 
Step b. Let E be a vector space of dimension at least n + 1. Let X ′ be the partial flag variety of
quotients of E of ranks n + 1 and n. Thus on X ′ we have vector bundles Qn+1 and Qn of ranks
n+1 and n, and surjections E ⊗OX′ → Qn+1 → Qn. Let R
n+1 be the kernel of E ⊗OX′ → Qn+1
and let Rn be the kernel of E ⊗OX′ → Qn. Put L = R
n/Rn+1. Let X be the Grassmannian of
rank n quotients of E, let π : X ′ → X be the natural map and let R and Q be the usual bundles
on X. Then Rn = π∗(R) and Qn = π∗(Q). The space X ′ is naturally identified with P(R), with
L being the universal rank one quotient of R.
Let ξ be the kernel of Sym2(Rn) → Sym2(L) = L⊗2, let ε = Sym2(E) ⊗OX′ , which contains ξ
as a subbundle, and define η by the exact sequence
0→ ξ → ε→ η → 0.
Let λ be an admissible partition and let a = a(λ) be 0 if ℓ(λ) ≤ n and 1 otherwise. Put
Mλ = Sym(η)⊗ Sλ(Qn)⊗ L
⊗a
and Mλ = H
0(X ′,Mλ). Note that H
0(X ′, ε) = A, and so Mλ is an A-module. Finally, put
W λi =
⊕
j∈Z
Hj(X ′,Sλ(Qn)⊗ L
⊗a ⊗
∧i+j(ξ)),
Wλi =
⊕
j∈Z
Rjπ∗(Sλ(Qn)⊗ L
⊗a ⊗
∧i+j(ξ)).
We wish to compute W λi .
Lemma 4.15. We have
Wλi =
⊕
µ
Sλ(Q)⊗ Sµ(R),
where the sum is over those partitions µ with µ = µ†, rank(µ) = a (mod 2) and i = 12(|µ|−rank(µ)).
Proof. Since Qn = π
∗(Q), and Schur functors commute with pullback, the projection formula gives
Wλi =
⊕
j∈Z
Sλ(Q) ⊗R
jπ∗(L
⊗a ⊗
∧i+j(ξ)).
The result now follows from Proposition 2.4. 
Lemma 4.16. Let µ ∈ S1(λ) correspond to α ∈ S2(λ). Then
Hi(X,Sλ(Q) ⊗ Sµ(R)) =
{
Sα(E) if i =
1
2(|µ| − rank(µ))− im(α)
0 otherwise.
Proof. This follows from Proposition 4.14 and the Borel–Weil–Bott theorem. 
Lemma 4.17. We have ⊕
j∈Z
Hj(X,Wλi+j) =
⊕
α
Sα(E),
where the sum is over those partitions α for which τm(α) = λ and im(α) = i.
Proof. This follows immediately from Lemmas 4.15 and 4.16, and Proposition 4.14. 
Lemma 4.18. The pair (π,Sλ(Qn)⊗ L
⊗a ⊗
∧•(ξ)) is degenerate (in the sense of §2.4).
Proof. We have⊕
i,j
Hi(X,Rjπ∗(Sλ(Qn)⊗L
⊗a ⊗
∧•(ξ))) =⊕
i,j
Hj(X,Wλi+j) =
⊕
τm(α)=λ
Sα(E).
This is multiplicity-free as a representation of GL(E), so the criterion of Lemma 2.6 applies. 
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Lemma 4.19. We have
W λi =
⊕
α
Sα(E),
where the sum is over those partitions α for which τm(α) = λ and im(α) = i. In particular, W
λ
i = 0
for i < 0.
Proof. By Lemma 4.18, we have an isomorphism of GL(E) representations
W λi =
⊕
j∈Z
Hj(X,Wλi+j).
and so the result follows from Lemma 4.17 
Proposition 4.20. We have
TorAi (Mλ,C) =
⊕
α
Sα(E),
where the sum is over those partitions α for which τm(α) = λ and im(α) = i.
Proof. This follows immediately from the previous lemma and Proposition 2.1. 
Step c. For an admissible partition λ, put Bλ = HomO(V )(S[λ](V ), B). Note that Bλ is an A-module
with a compatible action of GL(E).
Lemma 4.21. The spaces Bλ ⊕ Bλσ and Mλ ⊕Mλσ are isomorphic as representations of GL(E)
and have finite multiplicities.
Proof. Let M =
⊕
λMλ ⊗ S[λ](V ), where the sum is over admissible partitions λ. It is enough
to show that M and B are isomorphic as representations of GL(E) × SO(V ) and have finite
multiplicities. In fact, it is enough to show that the Sθ(E) multiplicity spaces of M and B are
isomorphic as representations of SO(V ) and have finite multiplicities. The proof goes exactly as
that of Lemma 4.9. 
Proposition 4.22. Let λ be an admissible partition. We have an isomorphism Mλ → Bλ which
is A-linear and GL(E)-equivariant.
Proof. Arguing exactly as in the proof of Proposition 3.15 or 4.10, we obtain a surjection f : Mλ →
Bλ. Of course, we also have a surjection f
′ : Mλσ → Bλσ . By the previous lemma, f ⊕ f
′ is an
isomorphism, and so f and f ′ are isomorphisms. 
Combining the above proposition with Proposition 4.20, we obtain the following corollary.
Corollary 4.23. We have
TorAi (B,C) =
⊕
im(λ)=i
Sλ(E)⊗ S[τm(λ)](V )
as GL(E)×O(V ) representations.
4.8. Examples. We now give a few examples to illustrate the theorem.
Example 4.24. Suppose λ = (i). Then Lλ• is the complex Sym
i−2 V → Symi V , where the
differential is multiplication by the symmetric form on V ∗ treated as an element of Sym2 V .
• If m ≥ 2, or m = 1 and i ≤ 1, or m = 0 and i = 0 then the differential is injective, and
H0(L
λ
• ) = S[i](V ) is a non-zero irreducible representation of V .
• If m = 1 and i ≥ 2, or m = 0 and i ≥ 3 or i = 1, the differential is an isomorphism and all
homology of Lλ• vanishes.
• If m = 0 and i = 2 then the differential is surjective and H1(L
λ
• ) = C is the trivial
representation of the trivial group O(0). 
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Example 4.25. Suppose λ = (3, 1). Then Lλ• is the complex C → S(3,1)/(2)V → S(3,1)V , where
the differentials are multiplication by the symmetric form on V ∗ treated as an element of Sym2 V .
• If m ≥ 3 then the differential is injective, and H0(L
λ
• ) = S[3,1](V ) is an irreducible repre-
sentation of V .
• If m = 1, 2 then the complex is exact, and all homology of Lλ• vanishes.
• Finally when m = 0 then H2(L
λ
•) = C. 
The reader will check easily that in both instances the description of the homology agrees with
the rule given by the Weyl group action.
Example 4.26. Let us consider the same situation as in Example 3.20, i.e., λ = (6, 5, 4, 4, 3, 3, 2)
and m = 4. The modification rule, using border strips, proceeds as follows:
Starting with λ = λ0 we remove the border strip R0 of size 2ℓ(λ) −m = 10. Doing so we obtain
the partition λ1 = (6, 3, 3, 2, 2, 1). We now are supposed to remove the border strip R1 of size 8.
This border strip is shaded. However, upon removing this strip we do not have a Young diagram.
It follows that all homology of Lλ• vanishes.
In the Weyl group version, this amounts to
λ† + ρ = (7, 7, 6, 4, 2, 1) + (−2,−3,−4, . . . ) = (5, 4, 2,−1,−4,−6)
having a nontrivial stabilizer: if σ is the transposition that swaps the first and fifth entries, then
the stabilizer contains s0σs0, and this is a non-identity element. 
Example 4.27. Suppose λ = (4, 4, 4, 4, 3, 3, 2) and m = 4. The border strip algorithm runs as
follows:
We have removed three border strips R0, R1, R2. Thus according to rule (D3) of §4.4, τ4(λ) is not
the final partition (2), but its conjugate, i.e., τ4(λ) = (3, 1). We have
i4(λ) = (c(R0)− 1) + (c(R1)− 1) + (c(R2)− 1) = 3 + 2 + 1 = 6.
We thus see that Hi(L
λ
•) = 0 if i 6= 6 and H6(L
λ
•) = S[3,1](V ).
Now we illustrate the modification rule using the Weyl group action. We write α
si−→ β if
β = si(α). The idea for getting the Weyl group element is to apply s0 if sum of the first two
column lengths is too big, then sort the result, and repeat as necessary. We start with λ† + ρ =
(7, 7, 6, 4) + (−2,−3,−4,−5, . . . ):
(5, 4, 2,−1)
s0−→ (−4,−5, 2,−1)
s2−→ (−4, 2,−5,−1)
s3−→ (−4, 2,−1,−5)
s1−→ (2,−4,−1,−5)
s2−→ (2,−1,−4,−5)
s0−→ (1,−2,−4,−5).
Subtracting ρ from the result, we get (3, 1) = (2, 1, 1)†. 
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5. General linear groups
5.1. Representations of GL(V ). Let V be a vector space of dimension n. The irreducible rep-
resentations of GL(V ) are indexed by pairs of partitions (λ, λ′) such that ℓ(λ) + ℓ(λ′) ≤ n (see
[Koi, §1] for more details). We call such pairs admissible. Given an admissible pair (λ, λ′), we
denote by S[λ,λ′](V ) the corresponding irreducible representation of GL(V ). Identifying weights
of GL(V ) with elements of Zn, the representation S[λ,λ′](V ) is the irreducible with highest weight
(λ1, . . . , λr, 0, . . . , 0,−λ
′
s, . . . ,−λ
′
1), where r = ℓ(λ) and s = ℓ(λ
′). The representation S[λ,0](V ) is
the usual Schur functor Sλ(V ), while the representation S[0,λ] is its dual Sλ(V )
∗.
5.2. The Littlewood complex. Let E and E′ be vector spaces. Put U = E ⊗ E′, A = Sym(U)
and B = Sym((E ⊗ V )⊕ (E′ ⊗ V ∗)). Let U ⊂ B be the inclusion given by
E ⊗ E′ ⊂ (E ⊗ V )⊗ (E′ ⊗ V ∗) ⊂ Sym2(E ⊗ V ⊕E′ ⊗ V ∗),
where the first inclusion is multiplication with the identity element of V ⊗ V ∗. This inclusion
defines an algebra homomorphism A→ B. Let C = B ⊗AC; this is the quotient of B by the ideal
generated by U . We have maps
Spec(C)→ Spec(B)→ Spec(A).
We have a natural identification of Spec(B) with the space Hom(E,V ∗) × Hom(E′, V ) of pairs of
maps (ϕ : E → V ∗, ψ : E′ → V ). The space Spec(A) is naturally identified with the space (E⊗E′)∗
of bilinear forms on E × E′. The map Spec(B) → Spec(A) takes a pair of maps (ϕ,ψ) to the
form (ϕ ⊗ ψ)∗ω, where ω : V ⊗ V ∗ → C is the trace map. The space Spec(C), which we call the
Littlewood variety, is the scheme-theoretic fiber of this map above 0, i.e., it consists of those
pairs of maps (ϕ,ψ) such that (ϕ⊗ ψ)∗ω = 0.
Remark 5.1. One can modify the definitions of the rings A, B and C by replacing E with its dual
everywhere. The space Spec(A) is then identified with Hom(E′, E), while Spec(B) is identified
with the set of pairs of maps (ϕ : V → E,ψ : E′ → V ). The map Spec(B)→ Spec(A) takes (ϕ,ψ)
to ϕψ. The space Spec(C) consists of those pairs (ϕ,ψ) such that ϕψ = 0; thus Spec(C) is the
space of complexes of the form E′ → V → E. 
Let K•(E,E
′) = B ⊗
∧•U be the Koszul complex of the Littlewood variety. We can decompose
this complex under the action of GL(E)×GL(E′):
K•(E,E
′) =
⊕
ℓ(λ)≤dimE
ℓ(λ′)≤dimE′
Sλ(E)⊗ Sλ′(E
′)⊗ Lλ,λ
′
• .
The complex Lλ,λ
′
• is the Littlewood complex, and is independent of E and E
′ (so long as
dimE ≥ ℓ(λ) and dimE′ ≥ ℓ(λ′)). By [Bry, Theorem 3.3], its zeroth homology is
(5.1) H0(L
λ,λ′
• ) =
{
S[λ,λ′](V ) if (λ, λ
′) is admissible
0 otherwise.
By Lemma 2.7, we have Hi(K•) = Tor
A
i (B,C), and so we have a decomposition
(5.2) TorAi (B,C) =
⊕
ℓ(λ)≤dimE
ℓ(λ′)≤dimE′
Sλ(E) ⊗ Sλ′(E
′)⊗Hi(L
λ,λ′
• ).
Applied to i = 0, we obtain
(5.3) C =
⊕
admissible (λ, λ′)
Sλ(E)⊗ Sλ′(E
′)⊗ S[λ,λ′](V ).
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5.3. A special case of the main theorem. Our main theorem computes the homology of the
complex Lλ• . We now formulate and prove the theorem in a particularly simple case. We mention
this here only because it is worthwhile to know; the argument is not needed to prove the main
theorem.
Proposition 5.2. Suppose (λ, λ′) is admissible. Then
Hi(L
λ,λ′
• ) =
{
S[λ,λ′](V ) if i = 0
0 otherwise.
Proof. Choose E,E′ so that dimE = ℓ(λ) and dimE′ = ℓ(λ′). By Lemma 5.3 below, K•(E,E
′) has
no higher homology. It follows that Lλ,λ
′
• does not either. The computation of H0(L
λ,λ′
• ) is given
in (5.1). 
Lemma 5.3. Suppose dimE + dimE′ ≤ n. Then U ⊂ B is spanned by a regular sequence.
Proof. It suffices to show that dimSpec(C) = dimSpec(B) − dimU . Put d = dimE and d′ =
dimE′. Observe that the locus of (ϕ,ψ) in Spec(C) where ϕ is injective and ψ is surjective is
open. Let Fl(d, d + d′, V ) be the variety of partial flags Wd ⊂ Wd+d′ ⊂ V , where the subscript
indicates the dimension of the subspace. This variety comes with a tautological partial flag Rd ⊂
Rd+d′ ⊂ V ⊗OFl(d,d+d′,V ). There is a natural birational map from the total space of Hom(E,Rd)⊕
Hom(Rd+d′/Rd, E
′) to Spec(C), and thus Spec(C) has dimension n(d+d′)−dd′. As dimSpec(B) =
n(d+ d′) and dimU = dd′, the result follows. 
5.4. The modification rule. We now associate to a pair of partitions (λ, λ′) two quantities,
in(λ, λ
′) and τn(λ, λ
′). As usual, we give two equivalent definitions.
We begin with Koike’s definition of the Weyl group definition from the discussion preceding [Koi,
Prop. 2.2]. First, consider −(λ′†)op, which is the sequence obtained by taking λ′† and reversing
and negating its entries. We add n to each entry, and call the result σ(λ′). For example, if
λ′ = (3, 2, 2, 1, 1) and n = 4, then −(λ′†)op = (−1,−3,−5) and σ(λ′) = (3, 1,−1). Note that if
µ is any weakly decreasing sequence of nonnegative integers with n ≥ µ1, then it makes sense to
reverse this procedure, and so we can define σ−1(µ). Now set α = (σ(λ′) | λ†) and ρ = (. . . , 3, 2, 1 |
0,−1,−2, . . . ). We let W ′ be the group of permutations on the index set Z of the coordinates of ρ
and α which differ from the identity permutation in only finitely many places. Given a permutation
w ∈W ′, we define w • α = w(α+ ρ)− ρ as usual. One of two possibilities occurs:
• There exists a unique element w ∈W ′ so that w •α = (β′ | β) is weakly decreasing. In this
case, we set in(λ, λ
′) = ℓ(w) and τn(λ, λ
′) = (β, σ−1(β′)).
• There exists a non-identity element w ∈ W ′ such that w • α = α. In this case, we put
in(λ, λ
′) =∞ and leave τn(λ, λ
′) undefined.
We now give a modified (but equivalent) description of this Weyl group action. The group S×S
acts on the set U × U via the • action. We define a new involution t of U × U by
t • ((a1, a2, . . .), (b1, b2, . . .)) = ((n+ 1− b1, a2, . . .), (n + 1− a1, b2, . . .))
Let W be the subgroup of Aut(U × U) generated by S × S and t. Then W is isomorphic to an
infinite symmetric group, and comes equipped with a length function ℓ : W → Z≥0 with respect
to its set of generators, as in (2.1). Given a pair of partitions (λ, λ′) ∈ U × U , exactly one of the
following two possibilities hold:
• There exists a unique element w ∈W such that w • (λ, λ′)† = (µ, µ′)† is a pair of partitions
and (µ, µ′) is admissible. We then put in(λ, λ
′) = ℓ(w) and τn(λ, λ
′) = (µ, µ′). (The
notation (λ, λ′)† simply means (λ†, (λ′)†).)
• There exists a non-identity element w ∈ W such that w • (λ, λ′)† = (λ, λ′)†. We then put
in(λ, λ
′) =∞ and leave τn(λ, λ
′) undefined.
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As always, if (λ, λ′) is already admissible then we are in the first case, and in(λ, λ
′) = 0 and
τn(λ, λ
′) = (λ, λ′).
We now give the border strip definition, which we could not find in the literature. If (λ, λ′) is
admissible then we define in(λ, λ
′) = 0 and τn(λ, λ
′) = (λ, λ′). Assume now that (λ, λ′) is not
admissible. Let Rλ (resp. Rλ′) be the border strip of length ℓ(λ)+ ℓ(λ
′)−n− 1 starting in the first
box of the final row of λ (resp. λ′), if it exists. If both Rλ and Rλ′ exist and are non-empty and
both λ \Rλ and λ
′ \Rλ′ are partitions, we put
in(λ, λ
′) = c(Rλ) + c(Rλ′)− 1 + in(λ \Rλ, λ
′ \Rλ′)
and τn(λ, λ
′) = τn(λ \Rλ, λ
′ \Rλ′). Otherwise, we put in(λ, λ
′) =∞ and leave τn(λ, λ
′) undefined.
Proposition 5.4. The above two definitions agree.
Proof. Consider the diagram
µc λ
µ
where µc is the complement of µ in a n×µ1 rectangle (we are allowing the possibility that ℓ(µ) > n,
in which case, we need to consider negative column lengths, but for the purposes of explanation,
we assume ℓ(µ) ≤ n). According to Koike’s rule, we are supposed to apply Bott’s algorithm to the
columns of the union of µc and λ.
We describe two procedures:
(1) Start with a shape that is a single column of length d (d could be negative) union a partition
λ with ℓ(λ) > d and apply Bott’s algorithm. Then we end up with a single column of length
ℓ(λ)− 1 union the shape obtained by removing a border strip of size ℓ(λ)− d− 1 if that is
possible, and 0 otherwise.
(2) Dually, start with a shape ν union a column of length e with e > ν†ν1 and apply Bott’s
algorithm. Then we get the shape η union a column of length ν†ν1 + 1 where η is obtained
from ν by adding a border strip of length e− ν†ν1 − 1 starting from the bottom box in the
last column of ν if it exists, and 0 otherwise.
Now go back to our shape, which is (µc, λ). Apply (1) with the column being the last column
of µc so that d = n − ℓ(µ). Then the last column of µc becomes ℓ(λ) − 1 and we have removed
a border strip of size ℓ(λ) + ℓ(µ) − n − 1 from λ. In the process, we used c(λ) simple reflections.
Now apply (2) with ν being µc minus its last column and e = ℓ(λ) − 1. The result is the shape
obtained by adding a border strip (starting from the right, not left) of length ℓ(λ)− ν†ν1 to ν union
a column of length ν†ν1 + 1. We can also describe this shape as follows: we added to µ
c a border
strip (starting from the right) of size ℓ(λ)+ ℓ(µ)−n− 1. In this second step, we have used c(µ)− 1
simple reflections.
Finally, note that adding a border strip, starting from the right, to µc is equivalent to removing
a border strip from µ in the usual sense. 
5.5. The main theorem. Our main theorem is the following:
Theorem 5.5. For a pair of partitions (λ, λ′) and an integer i, we have
Hi(L
λ,λ′
• ) =
{
S[τn(λ,λ′)](V ) if i = in(λ, λ
′)
0 otherwise.
HOMOLOGY OF LITTLEWOOD COMPLEXES 27
In particular, if in(λ, λ
′) =∞ then Lλ,λ
′
• is exact.
Remark 5.6. Consider the coordinate ring R of rank ≤ n matrices; identifying E with its dual,
this is the quotient of A by the ideal generated by (n+1)×(n+1) minors. The resolution of R over
A is known, see [Wey, §6.1] or [Las]. On the other hand, R is the GL(V )-invariant part of B, and
so the above theorem, combined with (5.2), shows that Sλ(E) ⊗ Sλ′(E
′) appears in its resolution
if and only if τn(λ, λ
′) = ∅. Thus the modification rule gives an alternative description of the
resolution of R. It is a pleasant combinatorial exercise to show directly that these two descriptions
are equivalent. As in previous situations, the modification rule is more complicated, but has the
advantage that it readily generalizes to our situation. 
The proof will take the rest of this section, and will follow the three-step plan given in §1.7.
Step a. Fix integers a and b with n = a+ b. Let (λ, λ′) be a pair of partitions with ℓ(λ) ≤ a and
ℓ(λ′) ≤ b. We write (λ|µ) in place of (λ |a µ) and (λ
′|µ′) in place of (λ′ |b µ
′). Define
S1(λ, λ
′) = {partitions µ such that (λ|µ) and (λ′|µ†) are regular}
S2(λ, λ
′) = {pairs of partitions (α,α′) such that τn(α,α
′) = (λ, λ′)}.
Lemma 5.7. Let µ be a non-zero partition in S1(λ, λ
′) and let ν be the partition obtained by
removing the first row and column of µ. Then ν also belongs to S1(λ, λ
′). Furthermore, let (w1, w
′
1)
(resp. (w2, w
′
2)) be elements of W such that α = w1•(λ|µ) and α
′ = w′1•(λ|µ
†) (resp. β = w2•(λ|ν)
and β′ = w′2 • (λ|ν
†)) are partitions. Then Rα and Rα′ are defined and we have the identities
|Rα| = |Rα′ | = ℓ(µ) + µ1 − 1, α \Rα = β, α
′ \Rα′ = β
′
and
c(Rα) + c(Rα′) = ℓ(µ) + µ1 + ℓ(w2) + ℓ(w
′
2)− ℓ(w1)− ℓ(w
′
1).
Proof. Reasoning as in the proof of Lemma 3.8, we see that ν belongs to S1(λ, λ
′). Suppose that
in applying Bott’s algorithm to (λ|µ) (resp. (λ′|µ†)) the number µ1 (resp. µ
†
1) moves r (resp. s)
places to the left. Let N = ℓ(w2) (resp. N
′ = ℓ(w′2)) be the number of steps in Bott’s algorithm
applied to (λ|ν) (resp. (λ|ν†)). Then, as in the proof of Lemma 3.8, we can trace Bott’s algorithm
on (λ|µ) and (λ′|µ†). We find
αi =


λi 1 ≤ i ≤ a− r
µ1 − r i = a− r + 1
βi−1 + 1 a− r + 1 ≤ i ≤ a+ ℓ(µ)
α′i =


λ′i 1 ≤ i ≤ b− s
µ†1 − s i = b− s+ 1
β′i−1 + 1 b− s+ 2 ≤ i ≤ b+ µ1.
We now examine the border strips used in the modification rule for (α,α′). Both Rα and Rα′ have
ℓ(α) + ℓ(α′) − n − 1 = ℓ(µ) + µ1 − 1 boxes. Using Remark 3.4, we see that Rα (resp. Rα′) exists
since the box in (a − r + 1)th (resp. (b − s + 1)th) row and the first column has a hook of size
ℓ(µ) + µ1 − 1. Furthermore, α \Rα = β and α
′ \Rα′ = β
′ and
c(Rα) = ℓ(µ) + µ1 − ℓ(α) + a− r,
c(Rα′) = ℓ(µ) + µ1 − ℓ(α
′) + b− s,
which completes the proof. 
Proposition 5.8. There is a unique bijection S1(λ, λ
′)→ S2(λ, λ
′) under which µ maps to (α,α′)
if there exists w and w′ in S such that w • (λ|µ) = α and w′ • (λ′|µ†) = α′; in this case, ℓ(w) +
ℓ(w′) + in(α,α
′) = |µ|.
28 STEVEN V SAM, ANDREW SNOWDEN, AND JERZY WEYMAN
Proof. The proof is essentially the same as that of Proposition 3.10. 
Step b. Let E and E′ be vector spaces of dimensions at least a and b, respectively. Let X (resp.
X ′) be the Grassmannian of rank a (resp. b) quotients of E (resp. E′). Let R and Q (resp. R′
and Q′) be the tautological bundles on X (resp. X ′) as in (2.2); we regard all four as bundles on
X ×X ′. Put ε = E ⊗ E′ ⊗OX×X′ , ξ = R⊗R
′ and define η by the exact sequence
0→ ξ → ε→ η → 0.
Finally, for a pair of partitions (λ, λ′) with ℓ(λ) ≤ a and ℓ(λ′) ≤ b, put
Mλ,λ′ = Sym(η)⊗ Sλ(Q)⊗ Sλ′(Q
′)
and Mλ,λ′ = H
0(X ×X ′,Mλ,λ′). Note that A = H
0(X,Sym(ε)), and so Mλ,λ′ is an A-module.
Lemma 5.9. Let λ and λ′ be partitions with ℓ(λ) ≤ a and ℓ(λ′) ≤ b. Let ν ∈ S1(λ, λ
′) correspond
to (α,α′) in S2(λ, λ
′). Let V be the vector bundle on X ×X ′ given by
V = Sλ(Q)⊗ Sλ′(Q
′)⊗ Sν(R)⊗ Sν†(R
′).
Then
Hi(X ×X ′,V) =
{
Sα(E)⊗ Sα′(E
′) if i = |ν| − in(α,α
′)
0 otherwise.
Proof. The Ku¨nneth formula shows that
H•(X ×X ′,V) = H•(X,Sλ(Q)⊗ Sν(R))⊗H
•(X ′,Sλ′(Q
′)⊗ Sν†(R
′)).
By definition, (λ|ν) and (λ′|ν†) are both regular, and so we can find w and w′ in S such that
α = w • (λ|ν) and α′ = w • (λ′|ν†) are partitions. By the Borel–Weil–Bott theorem, we get
Hi(X,Sλ(Q)⊗ Sν(R)) =
{
Sα(E) if i = ℓ(w)
0 otherwise
Hi(X ′,Sλ(Q
′)⊗ Sν†(R
′)) =
{
Sα′(E
′) if i = ℓ(w′)
0 otherwise.
By Proposition 5.8, we have ℓ(w) + ℓ(w′) = |ν| − in(α,α
′), which completes the proof. 
Lemma 5.10. Let λ and λ′ be partitions with ℓ(λ) ≤ a and ℓ(λ′) ≤ b and let i be an integer. We
have ⊕
j∈Z
Hj(X ×X ′,
∧i+j(ξ)⊗ Sλ(Q)⊗ Sλ′(Q′)) = ⊕
(α,α′)
Sα(E)⊗ Sα′(E
′),
where the sum is over pairs (α,α′) with in(α,α
′) = i and τn(α,α
′) = (λ, λ′). In particular, when
i < 0 the left side above vanishes.
Proof. We have ∧i+j(ξ) = ∧i+j(R⊗R′) = ⊕
|ν|=i+j
Sν(R)⊗ Sν†(R
′),
and so ⊕
j∈Z
Hj(X ×X ′,
∧i+j(ξ)⊗ Sλ(Q)⊗ Sλ′(Q′))
=
⊕
ν
H|ν|−i(X ×X ′,Sλ(Q)⊗ Sλ′(Q
′)⊗ Sν(R)⊗ Sν†(R
′)).
Of course, we only need to sum over ν ∈ S1(λ, λ
′). The result now follows from Lemma 5.9. 
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Proposition 5.11. Let λ and λ′ be partitions with ℓ(λ) ≤ a and ℓ(λ′) ≤ b. We have
TorAi (Mλ,λ′ ,C) =
⊕
(α,α′)
Sα(E)⊗ Sα′(E
′),
where the sum is over pairs (α,α′) with in(α,α
′) = i and τn(α,α
′) = (λ, λ′).
Proof. This follows immediately from the Lemma 5.10 and Proposition 2.1. 
Lemma 5.12. The module Mλ,λ′ is independent of the choice of a and b, provided that ℓ(λ) ≤ a
and ℓ(λ′) ≤ b.
Proof. Applying Proposition 5.11 with i = 0 and i = 1 shows that we have a presentation
A⊗ S(λ,1d)(E)⊗ S(λ′,1d)(E
′)→ A⊗ Sλ(E)⊗ Sλ′(E
′)→Mλ,λ′ → 0,
where d = n + 1 − ℓ(λ) − ℓ(µ). The left map is unique up to scalar multiple, since S(λ,1d)(E) ⊗
S(λ′,1d)(E
′) occurs with multiplicity one in the middle group, and so the lemma follows. 
We thus have a well-defined A-module Mλ,λ′ for any admissible pair (λ, λ
′).
Step c. For an admissible pair (λ, λ′), put
Bλ,λ′ = HomGL(V )(S[λ,λ′](V ), B).
Note that Bλ,λ′ is an A-module and has a compatible action of GL(E) ×GL(E
′). Our goal is to
show that Bλ,λ′ is isomorphic to Mλ,λ′ .
Lemma 5.13. Let (λ, λ′) be an admissible pair. Then the spaces Bλ,λ′ and Mλ,λ′ are isomorphic
as representations of GL(E)×GL(E′), and have finite multiplicities.
Proof. As we have done before, put
M =
⊕
admissible (λ, λ′)
Mλ,λ′ ⊗ S[λ,λ′](V ).
It is enough to show thatM and B are isomorphic as representations of GL(E)×GL(E′)×GL(V )
and have finite multiplicities. In fact, it is enough to show that the Sθ(E) ⊗ Sθ′(E
′) multiplicity
spaces of M and B are isomorphic as representations of GL(V ) and have finite multiplicities. This
is what we do.
The Sθ(E) ⊗ Sθ′(E) multiplicity space of B is Sθ(V ) ⊗ Sθ′(V
∗). The decomposition of this in
the representation ring of GL(V ) can be computed using [Koi, Thm. 2.4]. The result is∑
ν,ν′,µ
(−1)in(ν,ν
′)cθν,µc
θ′
ν′,µ[S[τn(ν,ν′)](V )].
(In the notation of [Koi], we are computingM
[ν,ν′]
[θ,0],[0,θ′]. These zeros lead to the massive simplification
of the general formula given there.) Note that for fixed (θ, θ′) there are only finitely many values for
(ν, ν ′, µ) which make the product of Littlewood–Richardson coefficients non-zero, which establishes
finiteness of the multiplicities. Now, we have an equality
[Mλ,λ′ ] = [A]
∑
i≥0
(−1)i[TorAi (Mλ,λ′ ,C)]
in the representation ring of GL(E). Applying Proposition 5.11, we find∑
i≥0
(−1)i[TorAi (Mλ,λ′ ,C)] =
∑
ν,ν′
τn(ν,ν′)=(λ,λ′)
(−1)in(ν,ν
′)[Sν(E)][Sν′(E
′)].
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As [A] =
∑
µ[Sµ(E)][Sµ(E
′)], we obtain
[Mλ,λ′ ] =
∑
µ,θ,θ′,ν,ν′
τn(ν,ν′)=(λ,λ′)
(−1)in(ν,ν
′)cθν,µc
θ′
ν′,µ[Sθ(E)][Sθ′(E
′)].
We therefore find that the Sθ(E)⊗ Sθ′(E
′) component of M is given by∑
λ,λ′,µ,ν,ν′
τn(ν,ν′)=(λ,λ′)
(−1)in(ν,ν
′)cθν,µc
θ′
ν′,µ[S[λ,λ′](V )].
The result now follows. 
Proposition 5.14. Let (λ, λ′) be an admissible pair. Then we have an isomorphism Bλ,λ′ →Mλ,λ′
which is A-linear and GL(E)×GL(E′) equivariant.
Proof. As in the proof of Lemma 5.12, we have a presentation
A⊗ S(λ,1d)(E)⊗ S(λ′,1d)(E
′)→ A⊗ Sλ(E)⊗ Sλ′(E
′)→Mλ,λ′ → 0,
where d = n + 1 − ℓ(λ)− ℓ(λ′). Note that S(λ,1d)(E) ⊗ S(λ′,1d) occurs with multiplicity one in the
middle module, and thus does not occur in Mλ,λ′ ; it therefore does not occur in Bλ,λ′ either, since
Mλ,λ′ and Bλ,λ′ are isomorphic as representations of GL(E)×GL(E
′).
Since TorA0 (B,C) = C, we see from (5.3) that Tor
A
0 (Bλ,λ′ ,C) = Sλ(E)⊗Sλ′(E
′). It follows that
we have a surjection f : A⊗Sλ(E)⊗Sλ′ (E
′)→ Bλ,λ′ . Since S(λ,1d)(E)⊗S(λ′,1d)(E
′) does not occur
in Bλ,λ′ , we see that f induces a surjectionMλ,λ′ → Bλ,λ′ . Since the two are isomorphic asGL(E)×
GL(E′) representations and have finite multiplicities, this surjection is an isomorphism. 
Combining the above proposition with Proposition 5.11, we obtain the following corollary. Com-
bined with (5.2), this proves the main theorem.
Corollary 5.15. We have
TorAi (B,C) =
⊕
in(λ,λ′)=i
Sλ(E)⊗ Sλ′(E
′)⊗ S[τn(λ,λ′)](V ).
5.6. Examples. We now give a few examples to illustrate the theorem.
Example 5.16. Suppose λ = (1i), λ′ = (1j) with i and j positive. Then Lλ,λ
′
• is the complex∧i−1V ⊗∧j−1V ∗ → ∧iV ⊗∧jV ∗,
where the differential is the multiplication by the identity, treated as an element of V ⊗ V ∗. Let
n = dimV .
• If i + j ≤ n then the differential is injective, and H0(L
λ,λ′
• ) = S[1i,1j ](V ) is the irreducible
representation with highest weight (1i, 0n−i−j , (−1)j).
• If i+ j = n+ 1 then the differential is an isomorphism, and all homology of Lλ,λ
′
• vanishes.
• If i+ j > n+ 1 but i ≤ n+ 1 and j ≤ n+ 1 we have H1(L
λ,λ′
• ) = S[1n+1−j ,1n+1−i](V ).
• Finally, if i > n+ 1 or j > n+ 1 then the complex Lλ,λ
′
• vanishes identically.
The reader will easily check that the description of homology given above agrees with the rule
given by the Weyl group action. 
Example 5.17. Suppose λ = λ0 = (4, 3, 2, 2) and λ
′ = λ′0 = (5, 2, 2, 1, 1) and n = 3. We are
supposed to remove border strips of size ℓ(λ0) + ℓ(λ
′
0)− n− 1 = 4+ 5− 4 = 5 from each partition.
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Let R0 and R
′
0 be these border strips. The picture is as follows:
The partition λ0 is on the left, with R0 shaded, and λ
′
0 is on the right with R
′
0 shaded. Let λ1 = λ0\
R0 and λ
′
1 = λ
′
0\R
′
0; these are the unshaded boxes in the above diagrams. As ℓ(λ1)+ℓ(λ
′
1) = 5 > n,
the pair (λ, λ′) is not admissible and the algorithm continues. The border strips R1 and R
′
1 have
size 1. The picture is thus:
Removing these border strips, we obtain the partitions λ2 = (4, 1) and λ
′
2 = (4). As ℓ(λ2)+ ℓ(λ
′
2) ≤
n, the pair (λ, λ′) is admissible and the algorithm terminates. So τ3(λ, λ
′) = ((4, 1), (4)) and
i3(λ, λ
′) = (c(R0) + c(R
′
0)− 1) + (c(R1) + c(R
′
1)− 1) = 4 + 1 = 5.
It follows that Hi(L
λ,λ′
• ) = 0 for i 6= 5, while H5(L
λ,λ′
• ) = S[(4,1),(4)](V ) is the irreducible of GL(3)
with highest weight (4, 1,−4).
Now we illustrate the modification rule using Koike’s original Weyl group action. Using the
notation of §5.4, we have σ(λ′) = (2, 2, 2, 0,−2), α = (2, 2, 2, 0,−2 | 4, 4, 2, 1), and ρ = (. . . , 2, 1 |
0,−1, . . . ). If we sort α + ρ = (7, 6, 5, 2,−1 | 4, 3, 0,−2), we get (7, 6, 5, 4, 3 | 2, 0,−1,−2). The
permutation that does this sorting has length 5 (we made 5 consecutive swaps), and subtracting
ρ, we get (2, 2, 2, 2, 2 | 2, 1, 1, 1). Then (2, 1, 1, 1)† = (4, 1) is our first partition, and our second
partition is σ−1(25) = (15)† = (5). 
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