Activity of the neurons in the lateral intraparietal cortex (LIP) displays a mixture of sensory, motor, and memory signals. Moreover, they often encode signals reflecting the accumulation of sensory evidence that certain eye movements might lead to a desirable outcome. However, when the environment changes dynamically, animals are also required to combine the information about its previously chosen actions and their outcomes appropriately to update continually the desirabilities of alternative actions. Here, we investigated whether LIP neurons encoded signals necessary to update an animal's decision-making strategies adaptively during a computer-simulated matchingpennies game. Using a reinforcement learning algorithm, we estimated the value functions that best predicted the animal's choices on a trial-by-trial basis. We found that, immediately before the animal revealed its choice, ϳ18% of LIP neurons changed their activity according to the difference in the value functions for the two targets. In addition, a somewhat higher fraction of LIP neurons displayed signals related to the sum of the value functions, which might correspond to the state value function or an average rate of reward used as a reference point. Similar to the neurons in the prefrontal cortex, many LIP neurons also encoded the signals related to the animal's previous choices. Thus, the posterior parietal cortex might be a part of the network that provides the substrate for forming appropriate associations between actions and outcomes.
Introduction
Choosing an action can be considered rational if a set of numerical quantities can be associated with alternative actions such that this quantity is maximized by the chosen action. These hypothetical quantities are referred to as utility functions (von Neumann and Morgenstern, 1944) . In reinforcement learning theory, value functions, defined as the estimate of expected rewards, play a similar role, but they are continually adjusted according to reward prediction errors, namely, the discrepancy between actual and expected rewards (Sutton and Barto, 1998) . It is also assumed that the decision maker sometimes chooses suboptimal actions for exploration. Because of these additional features, reinforcement learning theory successfully accounts for various choice behaviors in humans and animals (Samejima et al., 2005; , including strategic interactions in social settings (Camerer, 2003; Lee, 2008) . Moreover, many neuroimaging and single-neuron recording studies have investigated the neural basis of reinforcement learning (O'Doherty, 2004; Knutson and Cooper, 2005; Daw and Doya, 2006; Lee, 2006; Montague et al., 2006) . For example, midbrain dopamine neurons encode the reward prediction errors (Schultz, 1998) , which have also been identified in neuroimaging studies (McClure et al., 2003; O'Doherty et al., 2003; D'Ardenne et al., 2008) . Neurons encoding the value functions have been found in many brain areas, including the prefrontal cortex (Watanabe, 1996; Leon and Shadlen, 1999; Barraclough et al., 2004) , amygdala (Paton et al., 2006) , and basal ganglia (Samejima et al., 2005; Lau and Glimcher, 2008) .
Despite the widespread signals related to value functions, their functional roles still remain incompletely understood, in part because neurons carrying signals related to value functions tend to encode multiple variables. Therefore, understanding the relationship among the value-related signals and other variables encoded by the same neuron might provide important insights regarding their origin and functions. For example, neurons in the lateral prefrontal cortex often encode not only the value functions but also the information about the animal's previous choices and their outcomes . Similarly, many neurons in the lateral intraparietal cortex (LIP) encode the value functions for eye movements (Platt and Glimcher, 1999; Dorris and Glimcher, 2004; Sugrue et al., 2004) , typically in conjunction with the animal's chosen eye movement. Although neurons in the prefrontal cortex and LIP display similar properties (Chafee and Goldman-Rakic, 1998) , the possibility that LIP neurons might also encode the history of the animal's choices and their outcomes has not been tested. For direct comparisons with the activity in the prefrontal cortex Seo and Lee, 2008) , in the present study, we recorded the activity of LIP neurons while rhesus monkeys played an oculomotor matching-pennies task. This task is well suited for neurobiological studies of decision making, because it reduces the serial correlation among the animal's choices . We found that, similar to the neurons in the lateral prefrontal cortex, LIP neurons encoded signals related to the animal's choice and reward history in addition to the value functions for the alternative actions.
Materials and Methods
Animal preparations. Three rhesus monkeys (H and I, male; K, female; body weight, 5-11 kg) were used. The animal's head was fixed using a halo system that was attached to the skull via a set of four titanium head posts (Lee and Quessy, 2003) . Eye movements were monitored at the sampling rate of 225 Hz with a high-speed video-based eye tracker (ET49; Thomas Recording). All the procedures used in this study were approved by the University of Rochester Committee on Animal Research and conformed to the Public Health Service Policy on Humane Care and Use of Laboratory Animals and the Guide for the Care and Use of Laboratory Animals.
Behavioral tasks. The results described in this study were obtained from two different oculomotor tasks: a memory saccade task (Fig. 1 A) and a free-choice task (Fig. 1 B) . The present study focuses on the results from the free-choice task, whereas the memory saccade task was used to examine the directional tuning property of each neuron. Trials in both tasks began in the same manner with the animal fixating a small yellow square [0.9°ϫ 0.9°; CIE (Commission Internationale de l'Eclairage, or International Commission on Illumination) coordinates, x ϭ 0.432, y ϭ 0.494, Y ϭ 62.9 cd/m 2 ] in the center of a computer screen for a 0.5 s fore period. In both tasks, the animal was also required to maintain its fixation until the central square was extinguished. If the animal broke its fixation prematurely, the trial was aborted immediately without any reward. During the memory saccade task, a green disk (radius, 0.6°; CIE coordinates, x ϭ 0.286, y ϭ 0.606, Y ϭ 43.2 cd/m 2 ) was presented during a 0.5 s cue period in one of eight different locations 5 o away from the central fixation target. The target location in each trial was chosen pseudorandomly. When the central fixation target was extinguished after a 1 s memory period, the animal was required to shift its gaze into a circular region (3 o radius) around the location previously occupied by the peripheral target within 1 s to receive a drop of juice reward. For each neuron tested in this study, the animal first performed 80 trials of the memory saccade task (10 trials per target) before switching to the free-choice task.
The free-choice task was modeled after a two-player zero-sum game, known as the matching pennies, and has been described previously in detail . During this task, two identical green disks (radius, 0.6°; CIE coordinates, x ϭ 0.286, y ϭ 0.606, Y ϭ 43.2 cd/ m 2 ) were presented 5°away in diametrically opposed locations along the horizontal meridian. Targets were always presented along the horizontal meridian to make it possible to compare the results from the present study directly with the previous findings in the prefrontal cortex and dorsal anterior cingulate cortex (ACCd) . The central target was extinguished after a 0.5 s delay period, and the animal was required to shift its gaze toward one of the targets within 1 s. After the animal maintained the fixation on its chosen peripheral target for 0.5 s, a red ring (radius, 1°; CIE coordinates, x ϭ 0.632, y ϭ 0.341, Y ϭ 17.6 cd/m 2 ) appeared around the target selected by the computer. The animal was rewarded only if it chose the same target as the computer that simulated a rational decision maker during a matching-pennies game by minimizing the animal's expected payoff . Accordingly, the animal's optimal strategy during this task, also known as the Nash equilibrium in game theory, was to choose the two targets equally frequently regardless of the animal's previous choices and its outcomes. Any deviations from this optimal strategy could be potentially exploited by the computer opponent. The computer opponent was programmed to exploit statistical biases in the animal's choice behavior by applying a set of statistical tests to the animal's entire choice and reward history during a given recording session (corresponding to algorithm 2 by Lee et al., 2004) .
Neurophysiological recording. Single-unit activity was recorded from the neurons in the lateral bank of the intraparietal sulcus of three monkeys (H and I, left hemisphere; K, right hemisphere), using a five-channel multielectrode recording system (Thomas Recording). The placement of the recording chamber was guided by magnetic resonance (MR) images in all animals. For two animals (monkeys I and K), the location of the intraparietal sulcus was further confirmed by MR images obtained with a microelectrode inserted into the brain at known locations inside the recording chamber. All the neurons in area LIP were recorded at least 2.5 mm below the cortical surface down the sulcus (Barash et al., 1991) . In the present study, all the neurons localized in LIP were tested for the two tasks described above without prescreening and were included in the analysis if they remained isolated for 80 trials of the memory saccade task and at least 131 trials of the free-choice task. Analysis of behavioral data. To test whether and how the animal's choice during the free-choice task was influenced by its choices in the previous trials and their outcomes, the following logistic regression model was applied:
where c t and o t indicate the choice of the animal and the choice of the computer opponent in trial t, respectively (1 for rightward choices and Ϫ1 otherwise). The choice behavior was also analyzed with a reinforcement learning model (Sutton and Barto, 1998) . In this model, the value function for choosing target x t (R or L for rightward and leftward choices, respectively) in trial t, Q t (x t ), was updated for the target chosen by the animal according to the reward prediction error, as follows:
where r t denotes the reward received by the animal in trial t (0 and 1 for unrewarded and rewarded trials, respectively), and ␣ denotes the learning rate. The value function for the unchosen target was not updated. The reward prediction error, [r t Ϫ Q t (x t )], corresponds to the discrepancy between the actual reward and the expected reward. The probability that the animal would choose the rightward target in trial t, P t (R), was determined from these value functions according to the so-called softmax transformation as follows:
where ␤, referred to as the inverse temperature, determines the randomness of the animal's choices. Model parameters were estimated separately for each recording session as well as for the entire behavioral dataset obtained from each animal, using a maximum-likelihood procedure (Pawitan, 2001; Lee et al., 2004; . Denoting the animal's choice in trial t as c t (ϭ R or L), the likelihood for the animal's choices in a given session was given by:
where N denotes the number of trials. The maximum-likelihood procedure was implemented using the fminsearch function in Matlab 7.0 (MathWorks). As described in Results, the animals displayed a significant tendency to make their choices according to the so-called win-stay-lose-switch (WSLS) strategy . In other words, they were more likely to choose the same target rewarded in the previous trial and switched to the other target otherwise. If the animal selected its targets based on a fixed probability of adopting the win-stay-lose-switch strategy, p WSLS , the likelihood that the animal would choose the target x would be P t (x) ϭ p WSLS , when the computer opponent chose x in the previous trial, and P t (x) ϭ (1 Ϫ p WSLS ), otherwise. The maximum-likelihood estimate for p WSLS was obtained by calculating the frequency of the trials in which the animal chose the same target that was chosen by the computer in the previous trial. Whether the animal's choice behavior in a given session was better accounted for by the reinforcement learning model or by the probabilistic win-stay-lose-switch strategy was determined by the Bayesian information criterion (BIC) (Burnham and Anderson, 2002) :
where L is the likelihood, k the number of model parameters (1 for the win-stay-lose-switch strategy model and 2 for the reinforcement learning model), and N the number of trials. Analysis of neural data. Whether the activity of a given LIP neuron during the memory period of the memory saccade task changed according to the direction of the saccade target was tested by applying the following circular regression model (Georgopoulos et al., 1982) :
where y t and t denote the spike rate during the memory period and the direction of the saccade target in trial t, respectively, and b 0 through b 2 denote the regression coefficients. A neuron was considered directionally tuned when b 1 or b 2 was significantly different from 0 after correcting for the multiple comparisons (Bonferroni's correction, t test, p Ͻ 0.05). In this case, the preferred direction * was given by atan(b 1 /b 2 ).
To test whether the activity of a given LIP neuron was significantly influenced by the value functions of individual targets, we applied the following regression model to the rate of spikes during the 0.5 s delay period, y t :
where c t denotes the animal's choice in trial t, Q t (x t ) is the value function for target x t , and b 0 through b 3 denote the regression coefficients. The value functions used in this model were obtained by fitting the reinforcement learning described above (Eqs. 2, 3) to the entire behavioral data obtained from each animal. Although this model would be useful in estimating the effect of the value functions for individual targets on neural activity, it is the difference in the value functions for the two targets that ultimately determines the animal's choice in the reinforcement learning model (Eq. 3). Therefore, the regression coefficients in the above regression model provide a limited amount of information about whether the value-related signals in a given LIP neuron can be used for choosing a particular action. Therefore, another regression model was applied to the same data to test whether the activity during the same period was more closely related to the sum of the two value functions or their difference:
It should be noted that the regressors of these two models span the same linear space. Therefore, these two models accounted for the variance in the neural activity equally well.
Some previous studies in area LIP have tested whether the activity of LIP neurons was related to the value of the reward expected from a particular choice normalized by the sum of the reward values for both targets (Platt and Glimcher, 1999; Sugrue et al., 2004) . It should be noted that the difference in the value functions was highly correlated with the fraction of the value function for one of the targets divided by the sum of the value functions estimated in the present study (but see Corrado et al., 2005) . The correlation coefficient between these two quantities averaged across all the sessions was 0.917 Ϯ 0.002 in the present study. Therefore, it was difficult to test whether the LIP activity was more closely related to the difference in the value functions or the fraction of the value function for a particular target. We chose to use the difference in the value functions, because this determines the probability of choosing each of the two alternative actions in the reinforcement learning algorithm used to analyze the behavioral data and also because this quantity was mostly uncorrelated with the sum of the value functions. We also tested whether the activity of LIP neurons might be related to the value function for the target chosen by the animal, using the following regression model:
To investigate how the neural activity related to the value functions was influenced by the animal's choice, the choice of the computer opponent, and the reward received by the animal in the previous trial, we added each of these variables separately to the above regression model (Eq. 7). Another regression model in which all of these three variables were included together was also tested.
The standard method to evaluate the statistical significance of a regression coefficient is a t test. However, when the variables in a regression model are serially correlated, this violates the independence assumption regarding the errors and may bias the results of t test (Snedecor and Cochran, 1989) . Therefore, the statistical significance of each regression coefficient in the above models was evaluated using a permutation test. For this, we randomly shuffled all the trials in a given session and recalculated the value functions according to the shuffled sequences of the animal's choices and rewards. We then recalculated the regression coefficients for the same regression model. This procedure was repeated 1000 times, and the p value for each regression coefficient was given by the frequency of shuffles in which the magnitude of the original regression coefficient was exceeded by the regression coefficients obtained for the shuffled data.
We also analyzed whether the activity of a given neuron was influenced by the animal's choices, the choices of the computer opponent, and the animal's rewards in the current and previous trials, using the following multiple regression model:
where u t is a row vector consisting of three dummy variables corresponding to the animal's choice (0 and 1 for leftward and rightward choices, respectively), the choice of the computer (coded in the same way as the animal's choice), and the reward (0 and 1 for unrewarded and rewarded trials, respectively) in trial t, and B is a vector of 13 regression coefficients. This analysis was performed separately for the spike rates in a series of nonoverlapping 0.5 s bins defined relative to the time of target onset or feedback onset. Finally, to investigate how the signals related to the choices of the two players and their outcomes are related to the value functions, the sum of the value functions and their difference were added to this regression model as the following:
For the purpose of illustration, the spike density functions were calculated using a Gaussian filter ( ϭ 50 ms) separately for various subset of trials as necessary. Average values shown in Results correspond to mean Ϯ SEM.
Results

Behavior during the matching-pennies game
During the free-choice task, the animal's choice was rewarded according to the payoff matrix of the matching-pennies game, while the computer opponent analyzed and exploited systematic biases in the animal's choice sequences and their tendencies to choose the targets that were rewarded recently Lee et al., 2004) . Behavioral data obtained from a total of 39,363 trials during the free-choice task in 88 sessions (29, 32, and 27 sessions for monkeys H, I, and K, respectively) were analyzed to investigate the animal's decision-making strategies. For the free-choice task used in the present study, the optimal strategy was to choose the two targets equally frequently and independently across successive trials. Indeed, averaged across all sessions, the overall frequency of choosing the rightward target was 49.9%, and this was not significantly different from 50% (t test, p ϭ 0.768). In addition, for the majority of recording sessions (68 of 88 sessions, 77.3%), the null hypothesis that the two targets were chosen equally frequently could not be rejected (binomial test, p Ͼ 0.05) (Table 1) . However, the animals tended to choose the same target chosen by the computer in the previous trial. In other words, the animal tended to choose the same target again after a rewarded trial ("win-stay") and to choose the other target otherwise ("lose-switch"). On average, the probability that the animal would choose its target according to the win-stay-loseswitch strategy was 0.544 Ϯ 0.005, and this was significantly larger than 0.5 (t test, p Ͻ 10 Ϫ14 ). In addition, the null hypothesis that the animal chose its target according to this so-called winstay-lose-switch strategy with the probability of 0.5 was rejected in more than half of the sessions (54.6%) ( Table 1 ). The bias to use the win-stay-lose-switch strategy was also reflected in the positive regression coefficient associated with the computer's choice in the previous trial in a logistic regression analysis (Eq. 1). This analysis also revealed that the tendency to choose the same target chosen by the computer opponent was significant for the previous trials up to seven trials before the current trial (Fig. 1C) . In contrast, the animals showed relatively weak or little biases to choose the same target as in the previous trials (Fig. 1C) .
We also found that a simple reinforcement learning algorithm (Sutton and Barto, 1998) accounted for the animal's choices during the free-choice task better than the model with a fixed probability of WSLS strategy. On average, the probability that the animal's choice was correctly predicted by the value functions in the reinforcement learning model was 0.569 Ϯ 0.004 (Table 1) , and this was significantly higher than the probability that the animal's choice was predicted by the win-stay-lose-switch strategy (t test, p Ͻ 10 Ϫ7 ). In addition, the value of BIC was smaller for the reinforcement learning model than the WSLS-strategy model in 68 of 88 sessions (77.3%). The average learning rate in the reinforcement learning model was 0.468, 0.295, and 0.633 for monkeys H, I, and K, respectively, and therefore revealed some individual variability (Fig. 2 A) . Nevertheless, the fact that the reinforcement learning model performed better than the WSLSstrategy model indicates that, consistent with the results from the logistic regression model (Fig. 1C) , the animal's choices were influenced by the outcomes of the animal's choices in multiple trials. These two models are still related, however, because the reinforcement learning model with the learning rate of 1 is equivalent to the WSLS-strategy model. Indeed, across different sessions, there was a significant positive correlation between the learning rate in the reinforcement learning model and the probability that the animal's choice was determined by the WSLS strategy (Fig. 2 B) , indicating that the WSLS strategy arises as a special case from the same adaptive process described by the reinforcement learning model.
LIP signals related to values and choices
A total of 198 neurons were recorded from the lateral bank of the intraparietal sulcus in three rhesus monkeys and tested during both the memory saccade and free-choice tasks. All well isolated neurons were tested and included in the analysis. For the freechoice task, each neuron was tested for 131 to 846 trials and on average for 441.7 Ϯ 14.3 trials. The results from the circular regression analysis showed that the activity of 85 neurons (42.9%) showed significant directional tuning during the 1 s memory period of the memory saccade task (supplemental Figs. 1, 2, available at www.jneurosci.org as supplemental material). For 53 of these neurons, the preferred directions were within 45°of the horizontal meridian, and they are referred to as horizontally tuned neurons below. To test whether the activity of LIP neurons reflected the value functions of alternative choices during the free-choice task, we applied a multiple linear regression model that included the value functions estimated from the animal's choices. To distinguish between the signals related to the value functions and the animal's upcoming choice, this model also included a dummy variable corresponding to the animal's choice. The results from this analysis showed that a substantial number of neurons in area LIP significantly modulate their activity during the delay period of free-choice trials according to the value functions of one or both targets. For example, the activity of the neuron illustrated in Figure 3A increased its activity with the value function for the leftward target, whereas the effect of the value function for the rightward target was not statistically significant. In contrast, the neurons shown in Figure 3 , B and C, significantly increased their activity with the value functions of both targets.
To estimate how often the activity of LIP neurons was influenced by the value functions for at least one of the two targets, we used the Bonferroni's correction to account for the fact that the significance test was applied separately for the two targets. The overall percentage of neurons that showed significant effects of value functions was 22.7% (permutation test, p Ͻ 0.05). Among the horizontally tuned neurons, the percentage of neurons that significantly modulated their activity according to the value functions was somewhat higher (28.3%). However, this was not significantly higher compared with the proportion of such neurons in the entire population (z test, p Ͼ 0.1). Therefore, whether the targets were presented along the axis of the preferred direction of the neuron or not did not strongly influence the LIP activity related to the value functions. Next, we constructed a 2 ϫ 2 contingency table by counting the neurons that significantly modulated their activity according to the value function of each target and used a 2 test to test whether the activity of a given LIP neuron tends to be influenced by the value functions of the two targets independently or not. The percentage of neurons that modulated their activity according to the value functions of both targets was 6.6%, which was significantly higher than expected for independent effects ( 2 test, p Ͻ 0.05). Therefore, the activity of individual LIP neurons tends to be affected by the value functions for both targets.
Although the results described above indicate that the activity of LIP neurons is often modulated by the value functions of alternative actions, they do not directly address the question of whether such activity can contribute to the process of choosing one of the two targets. This is because, in the reinforcement learning model, the choice between the two alternative targets is determined by the difference in the value functions of the two targets rather than by the value function of either target alone. Therefore, the fact that the activity of a given LIP neuron reflects the value function for one of the targets does not necessarily indicate that the same neuron contributes to the process of choosing a particular target based on the difference in the value functions. For example, the activity of neurons shown in Figure 3 , B and C, was not systematically related to the difference in the value functions of the two targets, because the activity of these neurons increased similarly with the value functions of both targets. To investigate how the neural activity related to the value functions might be used for the purpose of decision making, we applied a multiple regression model that included the sum of the value functions and their difference in addition to the animal's upcoming choice. This analysis showed that 17.7% of LIP neurons significantly modulated their activity according to the difference in the value functions (Figs. 3A, 4) . In addition, 21.7% of the neurons displayed significant modulations in their activity related to the sum of the value functions (Fig. 4) . Whether the activity of a given neuron was affected by the difference of value function did not influence the likelihood that the activity of the same neuron would be affected by the sum of the value function ( 2 test, p Ͼ 0.05). In other words, the sum and difference of value function influenced the activity of each LIP neuron independently.
We also tested whether the directional tuning of LIP neurons during the memory period of the memory saccade and activity related to the value functions might be systematically related. To this end, we examined the relationship between the standardized regression coefficient related to the horizontal position of the target in the memory saccade task and the standardized regression coefficient related to the difference in the value functions during the free-choice task. We found that these two coefficients were significantly and positively correlated (r ϭ 0.189; p Ͻ 0.01) (Fig. 5) , suggesting that the LIP activity related to the value functions during the free-choice task can be read out in the same coordinate system used to decode the directionally tuned activity during the memory period of the memory saccade task. Nevertheless, this relationship was relatively weak, and some LIP neurons did not modulate their activity consistently according to the remembered position of the target during the memory period and the difference in the value functions during the free-choice task (Fig. 5) .
Not surprisingly, the neurons that displayed changes in their activity according to the value functions of individual targets were more likely to contribute signals related to the sum of the value functions or their differences compared with the neurons that did not show any significant effects of value functions for either target. We first selected all the neurons showing significant modulations in their activity related to the value functions of one or both targets without using the Bonferroni's correction, because the goal of this analysis was not to determine the percentage of LIP neurons with significant value-related signals but to characterize the general nature of value-related signals in LIP. Among such neurons (n ϭ 62), 46.8 and 58.1% of LIP neurons significantly modulated their activity according to the difference and sum of the value functions, respectively (Fig. 4) . Similar results were obtained and the percentages were even higher when the Bonferroni's correction was applied (48.9 and 66.7% among 45 neurons). In contrast to the signals related to the sum and difference of value functions, we found that the value function for the target chosen by the animal in a given trial influenced the activity of LIP neurons relatively infrequently. The percentage of neurons showing the significant effect of value function for the chosen target was relatively low during the delay period (8.6%), although this was significantly higher than the 5% significance level (binomial test, p Ͻ 0.05). The percentage of such neurons increased somewhat to 11.1% during the 0.5 s fixation period before feedback onset, but this difference was not statistically significant ( 2 test, p Ͼ 0.4).
LIP signals related to choices and outcomes
To test whether the activity of LIP neurons was influenced by the choices of the animal and the computer opponent in the preceding trials and the outcomes of the animal's previous choices, the firing rate of each neuron was analyzed with a multiple regression model including these variables in the current and three preceding trials (Eq. 9). To examine the time course of such neural signals, this analysis was performed for a series of 0.5 s windows aligned at the time of target or feedback onset. The results from this analysis showed that LIP neurons often modulated their activity according to multiple variables. However, which of these multiple variables influenced the activity of a given neuron and their time courses varied substantially across the population of LIP neurons. For example, the neuron illustrated in Figure 3A was tuned along the horizontal axis and tended to increase its activity with the value function of the leftward target. The activity of the same neuron during the delay period also increased significantly when the animal chose the leftward target in the same trial compared with when the animal chose the right- . Effect of value functions on LIP activity. Raw (left) and standardized (right) regression coefficients associated with the value functions for leftward (abscissa) and rightward (ordinate) targets. Circles correspond to the neurons in which the effect of the value function was significant for at least one target, whereas squares indicate the neurons in which the effect of value function was not significant for either target. Green and blue symbols indicate the neurons in which the activity was significantly influenced by either the sum of the value functions or their difference, respectively, whereas the red symbols indicate the neurons in which the activity was significantly influenced by both. Empty symbols indicate the neurons in which neither variable had a significant effect.
ward target (Figs. 3A; 6, top, Trial Lag ϭ 0). In addition, the same neuron significantly increased its activity during the delay period when the animal had chosen the rightward target in the previous trial (Fig. 6 , top, Trial Lag ϭ 1). Although the activity of this neuron during the delay period was not significantly affected by the choice of the computer opponent in the previous trial (Fig. 6 , middle, Trial Lag ϭ 1), its activity increased significantly when the computer opponent had chosen the leftward target two or three trials before the current trial compared with when the rightward target had been chosen by the computer opponent (Fig. 6 , middle, Trial Lag ϭ 2 and 3). Finally, immediately after the feedback period, this neuron increased its activity immediately when the animal was rewarded (Fig. 6 , bottom, Trial Lag ϭ 0) but decreased its activity when the animal had been rewarded in the previous trial (Fig. 6 , bottom, Trial Lag ϭ 1). During the delay period, the activity of the same neuron was higher if the animal was rewarded in the previous trial. In summary, the activity of this neuron during the delay period was influenced by the animal's choice and its outcome as well as the choice of the computer opponent in multiple trials.
Two other example neurons in which the activity was significantly influenced by the outcome of the animal's choice in the previous trial are illustrated in Figures 7 and 8 . One of these neurons was vertically tuned during the memory period of the memory saccade task with its preferred direction in the upward direction (Fig. 7) . The activity of this neuron was not significantly modulated by the animal's choice in the same trial during either the delay or feedback period, whereas its activity during the delay period increased slightly but significantly when the animal's choice in the previous trial was the leftward target (Fig 7, top, Trial Lag ϭ 1). The activity of the same neuron showed a robust increase during the feedback period of unrewarded trials (Fig. 7 , bottom, Trial Lag ϭ 0). Its activity, however, increased significantly during the delay and feedback periods, when the animal was rewarded in the previous trial (Fig. 7, bottom, Trial Lag ϭ 1) . Therefore, the activity of this neuron during the feedback period was influenced oppositely by the outcomes of the animal's choices in the current and previous trial. The neuron illustrated in Figure 8 did not show a significant directional tuning during the memory period of the memory saccade task. However, its activity was slightly but significantly higher during the delay period when the animal would choose the rightward target in the same trial (Fig. 8, top , Trial Lag ϭ 0). After the fixation offset, the activity of this neuron was significantly enhanced when the animal chose the leftward target. In addition, the activity of the same neuron increased significantly during the feedback period when the choice of the computer was the leftward target (Fig. 8, middle , Trial Lag ϭ 0). This neuron also displayed a higher level of activity during the feedback period of rewarded trials than in unrewarded trials (Fig. 8, bottom , Trial Lag ϭ 0), and this difference was maintained through the delay and feedback period of the next trial (Fig. 8, bottom, Trial Lag ϭ 1) . Thus, in contrast to the neuron shown in Figure 7 , the activity of this neuron was influenced consistently by the positive outcomes of the animal's choices in the current and previous trials.
To investigate the time course of signals related to these multiple variables at the population level, we calculated the percentage of neurons that showed statistically significant modulations in their activity according to each of these variables (Fig. 9A) . Overall, 12.6 and 25.8% of the neurons significantly changed their activity during the fore period and delay period, respectively, according to the animal's upcoming choice in the same trial (Fig. 9A , top, Trial Lag ϭ 0), whereas the corresponding percentage during the 0.5 s fixation period immediately before feedback onset was 82.3%. Therefore, for a large majority of LIP neurons tested in the present study, postsaccadic activity was significantly influenced by the direction of the eye movement, although they were not prescreened for any saccade-related activity. During the feedback period, many LIP neurons significantly changed their activity not only according to the animal's choice (69.7%) but also according to the choice of the computer opponent (53.5%) and the outcome of the animal's choice (84.3%).
Activity of many LIP neurons during the delay period and feedback period also reflected the choices of the animal and computer opponent in the previous trial and its outcome (Fig. 9A , Trial Lag ϭ 1). Overall, 29.3 and 29.8% of the neurons displayed significant modulations in their activity during the delay period according to the animal's choice (Fig. 9A , top, Trial Lag ϭ 1) and its outcome (Fig. 9A , bottom, Trial Lag ϭ 1) in the previous trial, whereas a smaller but still statistically significant number of neurons changed their activity according to the choice of the computer opponent in the previous trial (11.6%) (Fig. 9A , middle, Trial Lag ϭ 1). The percentages of neurons that changed their activity significantly according to the animal's choice, the choice of the computer, and choice outcome two trials before the current trial were 8.6, 9.1, and 8.6%, respectively, and all were still significantly higher than the 5% significance level (binomial test, p Ͻ 0.05). Activity during the feedback period was also significantly influenced by the animal's choice and its outcome in the previous trial for 14.1 and 23.7% of the neurons, respectively. The percentage of neurons that modulated their activity during the feedback period according to the choice of the computer in the previous trial was 7.6%. Although this was significantly lower than the percentages for the animal's choice in the previous trial ( 2 test, p Ͻ 0.05), it was still significantly higher than the 5% significance level.
In the present study, the two alternative targets were always presented along the horizontal meridian during the free-choice task, regardless of the directional tuning properties of individual neurons during the memory saccade task. Therefore, we tested Figure 5 . Relationship between the spatial tuning during the memory period of the memory saccade task and the activity related to the difference in the value functions. For each LIP neuron, standardized regression coefficient for the difference in the value functions (ordinate) is plotted against standardized regression coefficient for the horizontal target position during the memory saccade task. These coefficients were estimated from the delay period of the freechoice task and the memory period of the memory saccade task, respectively. Filled symbols indicate the neurons that are horizontally tuned, whereas green (red) symbols indicate the neurons in which the coefficient for the difference in the value functions, Q t (R) Ϫ Q t (L), was significantly positive (negative).
whether the activity of LIP neurons was affected differently by the animal's current and previous choices and their outcomes depending on whether the targets were presented along the axis of the preferred direction of the neuron or not. For this analysis, neurons were divided according to whether their activity during the memory period of the memory saccade task was significantly tuned and, if so, whether their preferred directions were closer to the horizontal or vertical meridian. We found that the horizontally tuned neurons were more likely to modulate their activity during the delay period according to the animal's upcoming choice. The percentage of such neurons was 41.5% for the horizontally tuned neurons, whereas the corresponding percentages were 20.4 and 18.8% for the untuned and vertically tuned neurons. This difference among three groups of neurons was statistically significant ( 2 test, p Ͻ 0.01). During the feedback period, directionally tuned neurons in LIP were more likely to change their activity according to the choice of the computer opponent ( 2 test, p Ͻ 0.005). The percentage of the untuned neurons with significant effects of the choice of the computer during the feedback period was 43.4%, whereas the corresponding percentages for the horizontally and vertically tuned neurons were 66.6 and 68.8%, respectively. Overall, however, the directional tuning properties had a relatively minor influence on the frequency and time course of the signals related to the previous choices of the two players and their outcomes (Fig. 9B) . For example, during the delay period, the percentages of neurons showing significant modulations in their activity related to the animal's choice in the previous trial were 41.5, 25.0, and 24.8% for the horizontally tuned, vertically tuned, and untuned neurons, respectively. This difference among the three groups of neurons was not statistically significant ( 2 test, p Ͼ 0.05). Similarly, the percentage of neurons that modulated their activity according to the choice of the computer opponent or the outcome of the animal's choice in the previous trial did not differ among these three groups of neurons (Fig. 9B) .
In summary, the neural signals related to the animal's choice built up in area LIP during the fore period and delay period and decayed gradually in the next two trials. The signals related to the choice of the computer opponent and choice outcome that emerged during the feedback period also dissipated gradually in the next two trials. Similarly, the magnitude of regression coefficients related to the same variables decayed gradually (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material). It should be noted that, during the feedback period, the outcome of the animal's choice, namely, whether the animal would be rewarded or not at the end of the feedback period, was indicated by the presence or absence of a red feedback ring presented around the peripheral target chosen by the animal. Therefore, the outcome-related activity observed during the feedback period might reflect the visual responses of LIP neurons. Regardless of its origin, however, the outcome-related activity in area LIP was sustained for multiple trials, unrelated to the animal's choice, and was primarily independent of the directional tuning properties of Figure 6 . Activity of the same neuron illustrated in Figure 3A that showed significant modulation in their activity during the delay period according to the animal's choice and reward in the previous trial. A pair of spike density functions in each panel indicates the average activity sorted by the animal's choice (top), the choice of the computer opponent (middle), or the reward received by the animal (bottom) in the current (Trial Lag ϭ 0) or previous three (Trial Lag ϭ 1 to 3) trials. The activity during the trials in which the rightward (leftward) target was chosen or in which the animal was rewarded (unrewarded) is indicated by the green (black) line. Red symbols indicate the regression coefficient associated with each variable during each 0.5 s window used in the regression analysis. Large symbols indicate that the regression coefficient was significantly different from 0 (t test, p Ͻ 0.05). Gray background corresponds to the delay period (left columns) or feedback period (right columns). LIP neurons. Therefore, it is unlikely that the outcome-related activity in area LIP was entirely visually driven or attributable to the processes related to saccade preparations. In addition, signals related to the animal's upcoming choice were more likely to emerge in the neurons tuned along the horizontal axis, whereas the signals related to the choice of the computer opponent emerged more frequently for the directionally tuned neurons regardless of their preferred directions.
Decomposition of value-related signals in LIP
During the matching-pennies game used in this study, the animal's choice was rewarded when it matched the choice of the opponent. Therefore, in the reinforcement learning model used to analyze the animal's choice behaviors, the value function for a given target would increase with the frequency in which the same target was chosen by the computer opponent. Similarly, the difference in the value functions for the two targets would correspond approximately to the relative frequency in which each of the two targets was chosen by the computer opponent. Moreover, the value function for the chosen target increases or decreases depending on whether the animal is rewarded or not, whereas the value function for the unchosen target remains unchanged. Therefore, the sum of the value functions for the two targets would be primarily determined by the frequency of rewarded trials in the recent past. This suggests that the changes in LIP activity related to the computer's choices and the outcomes of the animal's choices in the previous trials might provide a substrate for computing the value functions and their linear combinations, such as their sum and difference. To test this possibility, we added the sum and difference of the value functions to the multiple linear regression model that includes the choices of the two players and their outcomes in the previous trials (Eq. 10). Compared with the results obtained from the regression model without the value functions, the percentage of neurons that significantly changed their activity according to the animal's choices in the previous trials did not change significantly (Fig. 9A, top, gray symbols) , suggesting that activity changes in LIP resulting from the animal's previous choices were not related to the value functions. In contrast, the percentage of neurons that significantly changed their activity during the fore period according to the choice of the computer opponent in the previous trial decreased significantly when the value functions were included in the model. During the fore period, the percentage of neurons that significantly changed their activity according to the choice of the computer opponent in the previous trial was 17.7% when the model did not include the value functions, and this decreased to 8.6% when the value functions were included in the regression model ( 2 test, p Ͻ 0.005) (Fig. 9A, middle) . The percentage of such neurons also decreased from 11.6 to 9.1% during the delay period, but this difference was not significantly significant ( 2 test, p Ͼ 0.4). The percentage of neurons that significantly changed their activity during the fore period or delay period according to the reward in the previous trial did not change significantly when the value functions were included in the regression model, although the difference was significant during the 0.5 s window immediately before the fore period and before the feedback period (Fig. 9A, bottom) .
We also tested how the neural signals in LIP related to the choices of the two players in the previous trial and their outcomes might manifest as the sum and difference of value functions. When the animal's choice or the choice of the computer opponent was added individually to the regression model, the percentage of neurons that significantly changed their activity according to the sum of value functions was essentially unaffected (Fig. 10) . In contrast, when the reward in the previous trial was added to the model, the percentage of such neurons decreased significantly from 21.7 to 10.1%. The inclusion of the animal's choice and the choice of the computer opponent in addition to the reward in the previous trial did not further reduce the percentage of such neurons (Fig. 10) . Therefore, the reward in the previous trial was an important factor contributing to the signals related to the sum of value functions in LIP. When we added the animal's choice, the choice of the computer opponent, or the outcome of the previous trial individually to the regression model with the value functions, the percentage of neurons that significantly modulated their activity according to the difference of value functions did not change significantly (Fig. 10) . In contrast, when all three variables were simultaneously added to the regression model, the percentage of neurons significantly decreased from 17.7 to 9.1% ( 2 test, p Ͻ 0.005). Nevertheless, the percentage of neurons that showed significant changes related to the difference of value functions was still significantly higher than the 5% significance level, indicating that the signals related to the difference of value functions in area LIP did not entirely arise from the signals related to the choices of the two players and their outcome in the most recent trial.
Discussion
LIP encoding of value functions during a mixed-strategy game During the matching-pennies task, the animals are required to choose the two targets equally frequently and independently across successive trials . Such stochastic behaviors are advantageous for identifying different types of neural signals involved in reinforcement learning, such as the history of animal's previous choices and their outcomes Seo and Lee, 2008) , making competitive games an attractive paradigm for neurobiological studies of decision making Dorris and Glimcher, 2004; Cui and Andersen, 2007; Lee, 2007, 2009; Thevarajah et al., 2009; Vickery and Jiang, 2009 ). Moreover, in both humans and animals, reinforcement learning algorithms can account for systematic deviations in the choice behaviors during the matching-pennies game, suggesting that the feedback from the previous choices steer decision makers toward the optimal strategies during competitive interactions (Mookherjee and Sopher, 1994; Erev and Roth, 1998; Lee et al., 2004; Soltani et al., 2006; Lee, 2008) . Previous studies have suggested that the LIP plays an important role in adaptive decision making by accumulating the sensory evidence (Gold and Shadlen, 2007; Yang and Shadlen, 2007) or integrating the information about the previous reward history. For example, when the reward probability is unpredictably altered and thus needs to be estimated from the animal's experience, LIP activity tends to track the probability of reward from the movements toward their receptive fields normalized by the overall reward probability (Sugrue et al., 2004) . In the formulation of the matching law (Herrnstein, 1997) , this so-called fractional income determines the probability that a particular action would be chosen. When the reward probabilities change frequently, the fraction income can be computed locally within a limited temporal window (Sugrue et al., 2004; Kennerley et al., 2006) , and the resulting estimates of incomes would resemble the value functions of the reinforcement learning theory (Sutton and Barto, 1998) . Indeed, during the so-called inspection game, the activity of LIP neurons was closely related to the value function of the target in the receptive field that was estimated using a reinforcement learning algorithm (Dorris and Glimcher, 2004) .
Consistent with these previous findings, we found in the present study that LIP activity was modulated by the difference in the value functions for the two alternative targets. These might be used directly to allow the animal to choose an optimal action. In the present study, the difference in the value functions and the quotient of the value function for a given target divided by the sum of the value functions were highly correlated. Therefore, it is possible that the activity seemingly related to the difference in the value functions might reflect the value function for a particular target normalized by the sum of the value functions (Dorris and Glimcher, 2004; Sugrue et al., 2004) . We also found that individual LIP neurons displayed a substantial degree of heterogeneity in the extent to which their activity was influenced by the value functions of individual targets or their linear transformations. In particular, many LIP neurons modulated their activity according to the sum of the value functions rather than their difference. In reinforcement learning theory (Sutton and Barto, 1998) , the average of the action value functions weighted by the probabilities Figure 9 . Population summary of LIP activity related to choices and outcomes. A, Fraction of LIP neurons that showed significant changes in their activity according to the animal's choice (top), the choice of the computer opponent (middle), and the reward in the current (Trial Lag ϭ 0) or previous (Trial Lag ϭ 1 to 3) trials. The statistical significance was determined using a linear regression model applied to the spike rates in a series of nonoverlapping 0.5 s window aligned to target onset (left columns) or feedback onset (right columns). Gray symbols show the results obtained from the regression model that also included the value functions, and the asterisks indicate that they are significantly different from the results obtained from the regression model without the value functions (black symbols; 2 test, p Ͻ 0.05). B, Same results shown in A from the regression model without the value functions, sorted separately according to the tuning property of each neuron. Asterisks indicate that the values among the horizontally tuned (green), vertically tuned (red), and untuned (blue) neurons were significantly different ( 2 test, p Ͻ 0.05). Gray background corresponds to the delay period (left columns) or feedback period (right columns).
of corresponding actions is referred to as the state value function. Given that the two targets were chosen almost equally frequently during the matching-pennies task, the LIP activity related to the sum of the value functions might encode the state value function (Belova et al., 2008) . The state value functions would provide the information about the average rate of reward expected when the animal maintains its current decision-making strategy. This might be used as a reference point for evaluating the desirability of the outcome from a given action (Helson, 1948; Kahneman and Tversky, 1979; Frederick and Loewenstein, 1999; . We also found that LIP neurons tend to modulate their activity according to the value functions for both targets more frequently than expected when such effects were combined independently. In contrast, the sum of value functions and their difference influenced the activity of different LIP neurons independently, raising the possibility that the signals related to these two variables might be carried separately by the inputs to the LIP.
LIP signals related to choices and outcomes
Consistent with the previous studies in area LIP (Platt and Glimcher, 1999; Coe et al., 2002; Dorris and Glimcher, 2004; Sugrue et al., 2004; Cui and Andersen, 2007) , many neurons examined in the present study started to change their activity during the delay period according to the direction of the upcoming eye movement chosen by the animal. Moreover, neurons tuned horizontally during the memory saccade task were more likely to show such choice-related preparatory activity. Such choice-related activity peaked during the fixation period before the feedback onset and subsided gradually during the subsequent intertrial interval and throughout the next trial. In contrast to the preparatory signals related to the animal's upcoming choices, the frequency of signals related to the animal's previous choice was not significantly affected by the tuning properties of LIP neurons, suggesting that the signals related to the previous choice might be less sharply tuned. The signals related to the previous actions of the animal might provide the memory trace, known as the eligibility trace (Sutton and Barto, 1998) , which might be used to form appropriate associations between a particular action and reward. We also found that many LIP neurons changed their activity differently depending on the feedback signal about the outcome of the animal's choice. The possibility that at least the initial component of this activity might be a pure visual signal cannot be excluded completely. However, similar to the signals related to the animal's previous choice, this outcome-related activity also diminished gradually over the course of two or three trials, suggesting that LIP neurons might encode the information about the animal's reward history. Moreover, many LIP neurons changed their activity differently depending on the choice of the computer opponent. Not surprisingly, when the animal's reward in the previous trial and the value functions were included in the same regression model, the proportion of the LIP neurons that showed significant effects for each variable was reduced but still higher than expected by chance, suggesting that the activity of LIP neurons related to the value functions was based on the animal's reward history in multiple trials.
Relation to the signals related to values and choices in other brain areas
Many of the signals identified in the present study for the LIP have been found in other brain areas, suggesting that the computation of value functions based on the animal's previous actions and their outcomes might take place in multiple regions of the brain. In particular, during the matching-pennies task, neurons in the dorsolateral prefrontal cortex (DLPFC) carry the signals related to the value functions, the current and previous choices of the animal and its opponent, as well as the animal's rewards in previous trials Seo and Lee, 2008) . The proportion of neurons with value-related activity as well as the time course of signals related to the animal's choice and reward history was similar for DLPFC and LIP (supplemental Figs. 4, 5) . In contrast, the neurons in the ACCd primarily encoded the sum of the value functions and the animal's reward history (supplemental Figs. 4, 5 , available at www.jneurosci.org as supplemental material). Signals related to the animal's previous choice has been also found in the striatum (Kim et al., 2007; Lau and Glimcher, 2007) , suggesting that the eligibility trace for chosen actions might be widespread in the brain. Similarly, signals related to past reward might be present in many areas, including the orbitofrontal cortex (Simmons and Richmond, 2008) and posterior cingulate cortex (Hayden et al., 2008) . Neurons with signals related to value functions have been found in multiple areas in the frontal cortex, including the DLPFC (Watanabe, 1996; Leon and Shadlen, 1999; Kobayashi et al., 2002; Kim et al., 2008 ), orbitofrontal cortex (PadoaSchioppa and Assad, 2006 , and ACCd (Shidara and Richmond, 2002; Amiez et al., 2006) . Similarly, neurons in the striatum often change their activity according to the value functions for specific actions (Samejima et al., 2005) as well as the value of the action chosen by the animal during a free-choice task (Lau and Glimcher, 2008) . Signals related to the value of the chosen outcome have been also identified in the orbitofrontal cortex (PadoaSchioppa and Assad, 2006) . In the present study, we found that LIP neurons seldom encoded the value function for the chosen action. Nevertheless, the anatomical distribution of these multiple types of value functions and their time courses need to be examined more closely in the future studies. Such studies are likely to provide important insights into how the information about the previous actions and their outcomes can be used to control the animal's future actions appropriately. Figure 10 . Fraction of LIP neurons that significantly changed their activity according to the sum of the value functions (black) or their difference (gray). Base, The results from the regression model that only included the animal's choice and the value functions in the same trial; ϩM, ϩC, ϩR, the results obtained from the regression model that also include the choice of the animal (computer's choice, reward) in the previous trial; ϩAll, the results from the model including all three variables. Solid and dotted horizontal lines correspond to the 5% significance level and the minimum value significantly higher than 5%.
