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Spatial separation of component enzymes in a pathway creates microdomains and gradients 
of signaling activities. Imaging techniques and computational modeling help us to understand 
the complex relationships between signaling and spatial information. In this issue, Neves et 
al. (2008) report how the propagation of spatial information is controlled by the shape of 
hippocampal neurons and feedback and feed-forward motifs of the β-adrenergic receptor 
signaling pathway.Not long ago a cell was considered a 
“bag” of enzymes that catalyzed chem-
ical transformations in well-stirred 
compartments, and signaling pathways 
were regarded as linear chains of trans-
mitters that cascade signals to their 
targets through homogeneous space. 
However, lessons from metabolism 
have taught us that chains of enzymatic 
reactions are highly spatially organized 
in the cell, often allowing the direct 
transfer of reaction products from one 
enzyme to another without equilibrat-
ing with the bulk phase. Emerging evi-
dence shows that signaling molecules 
are nonrandomly distributed on cell 
membranes, intracellular organelles, 
and in the cytoplasm, often forming 
microdomains with specialized func-
tions. For instance, lipid rafts, which 
are specialized membrane domains 
enriched in cholesterol and sphingo-
lipids, create microenvironments that 
modulate protein interactions in sig-
naling pathways (Simons and Toomre, 
2000). Anchoring subunits can localize 
enzymes to different subcellular struc-
tures and microdomains. For example, 
the cyclic AMP-dependent protein 
kinase A (PKA) is directed to specific 
cellular microcompartments via bind-
ing to various A-kinase anchor proteins 
(AKAPs). AKAPs also bind to other 
signaling molecules, thereby assem-
bling integrated circuit boards with 
distinct biochemical functionalities. 
Ras proteins form nanoclusters in the 
plasma membrane, which are essential 
for stimulating Raf kinases. This not 566 Cell 133, May 16, 2008 ©2008 Elsevier Ionly localizes Raf activation, but each 
nanocluster generates a defined digital 
signal output to activate extracellular 
signal-regulated kinase (ERK) (Tian et 
al., 2007). As Neves et al. (2008) explic-
itly demonstrate in this issue, spatial 
microdomains can change qualitative 
and quantitative aspects of signaling.
Importantly, microdomain formation 
can be driven solely by the dynamics of 
chemical transformations coupled with 
diffusion. If a diffusible molecule is rap-
idly produced and consumed at sepa-
rate cellular locations, a concentration 
gradient can develop. For instance, for a 
protein phosphorylated by a membrane-
bound kinase and dephosphorylated by 
a cytosolic phosphatase, a gradient of 
the phosphorylated form can arise from 
the membrane toward the interior of 
the cell (Brown and Kholodenko, 1999). 
Pioneering computer simulations per-
formed in the 1980s demonstrated that 
gradients of cyclic AMP (cAMP) emerge 
in a cell where adenylyl cyclase is bound 
to the plasma membrane and phospho-
diesterase (which degrades cAMP) is 
soluble (Fell, 1980). Biosensors based 
on fluorescence resonance energy 
transfer (FRET) enabled the discovery of 
cAMP microdomains and phosphopro-
tein gradients, which organize signaling 
around subcellular structures providing 
positional cues for pivotal physiological 
processes, including cell division and 
chemotaxis (Niethammer et al., 2004).
Hence, an emerging concept is that 
cell signaling is profoundly nonhomoge-
neous in space, and that the spatiotem-nc.poral dynamics of signal molecule 
activities create a code that confers 
signaling specificity (Kholodenko, 
2006). Neves et al. (2008) now take this 
concept further—from isolated cells 
to intact tissue—by analyzing how an 
entire signaling cascade emanating 
from the β-adrenergic receptor (β-AR) 
controls the spatiotemporal code of 
ERK activity in hippocampal neurons. 
The study embraces computational and 
experimental imaging approaches to 
address three important questions. The 
first is how the size and realistic geom-
etry of a neuron control cAMP concen-
tration and cAMP-induced signaling. In 
hippocampal neurons, the cell body and 
dendrites have the same surface den-
sity of β-ARs, generating similar adeny-
lyl cyclase activities and cAMP levels 
near the surface. cAMP gradients arise 
from the spatial segregation of adenylyl 
cyclase in the membrane and phospho-
diesterase in the cytosol (Fell, 1980). 
Assuming simple spherical geometry 
and that phosphodiesterase has a high 
Michaelis constant (Km; the substrate 
concentration at which reaction veloc-
ity is half-maximal), the distance over 
which steady-state cAMP gradients 
decay (Lgrad) depends on the ratio of 
the cAMP diffusivity (D) to phospho-
diesterase activity (Vmax/Km), L
2
grad = D/
(Vmax/Km) (Brown and Kholodenko, 1999). 
This yields the gradient decay length of 
approximately 4 µm that can decrease 
to about 2.5 µm when PKA feedback 
activates phosphodiesterase. In the 
neuronal soma, with its approximately 
20–30 µm diameter, cAMP becomes 
progressively hydrolyzed as distance 
from the cell membrane increases (Fig-
ure 1). At the same time, cAMP can 
remain high in the dendrite because of 
the dendrite’s small diameter (1–4 µm). 
Notably, similar phenomena occur in 
migrating cells. The lamellipodia and 
filopodia at the leading edge are much 
thinner than the cell body and trailing 
edge. Because of the spatial separation 
of activators and deactivators between 
the membrane and cytoplasm, signaling 
molecules, such as the GTPase Cdc42 
or phosphoproteins, become prefer-
entially activated in the leading edge 
where the surface-to-volume ratio is 
increased (Meyers et al., 2006).
The other two key questions raised by 
Neves et al. (2008) concern how spatial 
heterogeneity affects the propagation of 
the input signal to downstream effectors, 
and how network design is linked to the 
spatial code implemented by signaling 
microdomains. Key design aspects are 
the network connectivities manifested 
by feed-forward and feedback motifs, 
and the particular kinetic properties 
of component reactions, such as the 
degree of saturability and rate constants. 
The cAMP/PKA-induced ERK cascade 
includes a negative feedback loop gen-
erated by PKA activation of phosphodi-
esterase. It also includes a positive feed-
forward motif in which PKA activates 
B-Raf (which subsequently activates the 
ERK kinase MEK) and also inhibits the 
ERK phosphatase PTP. Within a certain 
range of kinetic parameters, this feed-
forward motif operates as a logical AND 
gate where appreciable activation of ERK 
requires both activation of MEK and inhi-
bition of PTP. The master regulator at the 
input level is the nonuniform spatial distri-
bution of cAMP and its immediate down-
stream target PKA. The PKA-phosphodi-
esterase negative feedback loop makes 
gradients of cAMP and PKA activity more 
precipitous and locally confined. Yet, 
simulations by Neves et al. (2008) show 
that the steady-state spatial distribution 
of PKA-induced B-Raf and MEK activities 
are almost uniform (which is explained by 
robust B-Raf activation kinetic param-
eters assumed in the model), and the lack 
of spatial gradients is confirmed experi-
mentally for MEK. Remarkably, the spatial figure 1. Profiles of cAMP Concentration Change with neuronal Soma Size
The ratio of stationary cAMP concentration in the cell interior to the cell membrane is shown by color cod-
ing for planar slices through the center of cells of increasing radius. The neuronal soma is approximated 
by a sphere, and the concentration ratio was calculated using a simple analytical expression 
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given in Brown and Kholodenko (1999). The scaling and color code are presented in the bottom 
of the figure.heterogeneity of cAMP and PKA activ-
ity profiles is transmitted downstream 
of the PKA/ERK cascade owing to the 
feed-forward loop. Only in concord with 
PKA-induced inhibition of PTP, spatially 
homogeneous active MEK can switch on 
ERK activity. This restricts ERK stimula-
tion to spatial domains that have high 
PKA activity. Thus, both the proper inter-
action design and appropriate reaction 
kinetics are necessary to enable signaling 
cascades to generate precise, complex 
spatial guidance for downstream effector 
processes.
The study by Neves et al. (2008) is an 
important step toward the experimental 
analysis of the spatial code, but has its 
limitations, and further work is required 
to achieve a precise understanding of 
the spatiotemporal dynamics of cell 
signaling. For instance, refinements 
in the mathematical and experimental 
analysis will allow us to analyze the 
sensitivity of the spatial concentration 
patterns to changes in cell size and 
shape, cascade architecture, kinetic 
parameters, and diffusion (Kholodenko 
et al., 2000). The role of scaffolds and 
anchoring proteins, such as AKAPs, 
which can profoundly change reac-
tion kinetics and limit diffusion, has 
also not been addressed. Similar to 
the principles established for reaction 
networks in homogeneous medium, we 
can expect that the control over salient 
features of the spatiotemporal patterns 
is not exerted by a single negative or Celpositive regulator. Rather, the control 
is distributed between multiple pro-
cesses, including spatially segregated 
activators and deactivators, feedback 
and feed-forward loops, diffusion, 
and cell size (Peletier et al., 2003). 
Thus, introducing space opens a new 
and highly attractive dimension in our 
attempts to unravel the principles by 
which signaling networks generate bio-
chemical and biological specificity.
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