Abstract-This paper considers the coded caching problem with not less files than users in relay networks, especially in combination networks. The tradeoff between the user's memory size and the worst-case download time is studied. Two novel outer bounds under the constraint of uncoded cache placement are derived. By relying on the symmetric topology of combination networks, we provide a novel caching scheme. For a single memory size, we improve the proposed scheme by using interference alignment. Our schemes are proved to be optimal under the constraint of uncoded cache placement for one specific class of combination networks and shown by numerical evaluations to outperform the state of the art.
I. INTRODUCTION
Due to the variability of network traffic, the network serving period can be divided into peak-traffic and off-peak hours.
Caching is an effective way to smooth out network traffic by storing some popular contents in users' memories during offpeak times which will be used to reduce the required transmissions of peak-traffic times. A caching scenario includes two phases. In the placement phase, each user stores parts of content in his cache without knowledge of later demands. If each user directly stores some bits of N files, the placement is uncoded. In the delivery phase, each user requests one file. According to users' demands and caches, the server transmits packets such that each user can recover his desired file.
In [1] , Maddah-Ali and Niesen (MAN) proposed a caching scheme for a centralized caching system where K users with cache size M F bits are connected to a central server with N files of F bits through an error free link. In the placement phase, MAN uses a uncoded cache placement and in the delivery phase, the server uses linear coding to satisfy users' demands. [2] proved the optimality of MAN in terms of the number of broadcasted bits (load) for the worst-case demands under the constraint of uncoded placement and N ≥ K.
In practice, users may communicate with the central server through some relays. There are three layers in the problem, central server in layer 1, relays without cache in layer 2 and users with cache in layer 3. All the relays are connected to the server while each user is connected to some relays. Each link is error-free and interference-free from other links. The caching problem with general relay networks was considered in [3] , where a caching scheme including MAN placement phase and an interference alignment was proposed while a cut-set outer bound was derived. Whereas the gap between those bounds is still large for arbitrary topology of relay network. A symmetric (less general) relay network referred to as combination networks, was introduced in [4] to show that network coding can provide unbounded gains over routing. In that framework, there are H relays and K users where each user is connected to a different r-subset of relays. On the other hand, the caching problem in combination networks was originally studied in [5] . The objective is to minimize the max link load among all the links for the worst-case demands, which is related to the download time. In [5] , a cut-set outer bound and two caching schemes were investigated: one is based on uncoded placement and routing in the delivery phase while the other uses MAN placement and the combination network coding proposed in [6] to let each user recover all the linear combinations of MAN delivery scheme. If r divides H, a caching scheme was proposed in [7] by splitting the combination network into H shared link broadcast networks and using MAN delivery scheme in each one.
Our contribution: In this paper, we study the caching problem of combination networks with N ≥ K. By exploring a similar idea to [2] , [8] , ,for each set of relays of length from r to H, the max link load can be bounded in terms of the sub-files demanded by the users only connected to the relays. In Section III, we derive an outer bound under the constraint of uncoded placement based on a linear program as well as a cut-set outer bound under the constraint of uncoded placement. Exploiting the fact that not all the linear combinations of MAN delivery scheme are useful to each user, in Section IV we propose an improved delivery scheme compared to the second scheme in [5] . Our bounds are shown to be tight provided that r = H − 1. Finally, we improve the proposed general delivery phase in the case where M = N/K based on an interference alignment scheme that uses the symmetric topology of combination network. Section V presents numerical results showing that the proposed schemes outperform the state of the art in some cases of particular interest.
Notations: Calligraphic symbols denotes sets; | · | is used to represent the cardinality of a set; we define 
II. SYSTEM MODEL AND RELATED RESULTS
Consider combination networks illustrated in Fig. 1 where there is a central server with the access to N files, each composed of F bits, and connected to H relays through H error-free links. The relay nodes are then connected to K = H r users nodes in such a way that each user is connected to a distinct subset of r relay nodes through errorfree and interference-free links. For the sake of space, we consider only the case of N ≥ K. The set of users connected to the i-th relay is denoted by U i , e.g., U 1 = {1, 2, 3}, U 2 = {1, 4, 5}. Let H k be the set of relays connected to k-th user,
be the set of users whose connected relays are all in J , e.g.,
In the placement phase, user i ∈ [1 : K] stores information about the N files in his cache of M F bits, where M ∈ [0, N ]. This phase is done without knowledge of users' demands. We denote the content in the cache of user k by Z k ; we also let Z := (Z 1 , . . . , Z K ). The placement phase is said to be uncoded if each user directly copies some bits of files into his cache (refer to [2] for a formal definition). During the delivery phase, each user requests one file and the demand vector d : 
It is required that the k-th user recovers his desired file F d k from X d,Z,i→k where i ∈ H k and Z k with high probability for large enough file size F . We denote the max link load, which is proportional to the download time, by
Obviously, for each relay i, the load on the link from the source to i should not be less than the load on each link from relay i to user k where k ∈ H i . The objective is to minimize the worst-case max link load among all the possible demands:
In addition, the worst-case max link load under the constraint of uncoded cache placement is denoted by
In the rest of the paper, for the simplicity, we call max link load as load.
III. OUTER BOUNDS UNDER THE CONSTRAINT OF UNCODED CACHE PLACEMENT
In [2] , [8] , an outer bound of the worse-case load under the constraint of uncoded placement in shared link caching systems, was proposed. We extend this idea to the combination network with caches to derive an outer bound of the worsecase load under the constraint of uncoded placement, which consists of a linear program in which the number of variables increases exponentially with K. A cut-set outer bound under the constraint of uncoded placement is also proposed.
After the placement phase, we can divide each file into subfiles. F i,W is the set of bits of the file F i stored by the users . We also define
where N x W F will represent the total number of bits only stored by the users in W.
satisfying for each i ∈ [1 : K]:
It is worth to mention this region can be numerically computed by means of a linear program taking the variables (R u , x W : W ⊆ [1 : K]) and the constraints in (3) and (4) .
Proof: It is easy to check that the constraints in (4) are due to the file length and the user's memory size, respectively. 
Then, for each permutation u of one K J , we list all the inequalities for all the possible demands and sum them to obtain (3). When the network size is large, the computation complexity is high. Therefore, in the following we propose a cut-set outer bound under the constraint of uncoded placement.
Theorem 2 (Outer bound
is the outer bound of the worst-case load under the constraint of uncoded placement for the classical coded caching systems in [1] with N files and x r users, which was proved in [2] to be a piecewise linear curve with corner points N t/ x r ]. Proof: Consider one cut including x relays where x ∈ [r : H], and the total loads over the links from the source to these relays should not be less than R C (N, x r , M ). Remark 2. In Theorem 2, when we choose one cut of relays including x relays, we consider the system with x r users. In the contrast, in Theorem 1, when we choose a set of relays, we assume that only x r users have demands but we still consider the K-user system. Further derivation gives that the outer bound in Theorem 1 is tighter than the one in Theorem 2.
IV. NOVEL ACHIEVABLE SCHEMES
In this section, we first introduce a delivery coding scheme which uses the same placement as [1] . Then by interference alignment, we improve this coding scheme for M = N/K.
A. A Novel Delivery Scheme
The next scheme works for M = t Delivery Phase: The delivery phase includes three steps.
Step 1: For each J ⊆ [1 : K] where |J | = t + 1, let S J = ⊕ j∈J F dj ,J \{j} . Note that each coded message S J is only useful to the users in J and that if R J = ∅, i.e., meaning that there exists at least one relay connected to all the users in J , we can transmit S J only to the relays in R J . These two points motivate the next steps.
Step 2: Let
For each J ⊆ [1 : K] where |J | = t + 1 and J / ∈ V, the source node divides S J into |R J | non-overlapping pieces and then transmits one different piece to each relay in R J .
Step 3: For each J ∈ V and each relay i where U i ∩J = ∅, the source node transmits
random linear combinations of all the bits in S J to the i-th relay. It can be seen that each user in J is connected to r relays and thus can receive F/ K t random linear combinations of the bits in S J whose length is F/ K t . Hence, the user can recover S J with high probability provided by F → ∞. Similarly, each user i ∈ [1 : K] can recover all the coded messages S J where i ∈ J and then recover the desired file.
When V = ∅ and t = 1, instead of Step 3, in the following we find another way to transmit S J where J ∈ V to reduce further the load for the case t = 1.
B. An Improved Scheme for the Case t=1
We examine two examples to highlight the key idea. Example 1 (set H = 4, r = 2, K = N = 6, M = 1): Consider the network in Fig. 1 where U 1 = {1, 2, 3}, U 2 = {1, 4, 5}, U 3 = {2, 4, 6} and U 4 = {3, 5, 6}. The placement phase, Step 1 and Step 2 of the proposed scheme in Section IV-A are executed. Assume that d = (1, 2, 3, 4, 5, 6), we have V = {{1, 6}, {2, 5}, {3, 4}} and transmit S {1,2} , S {1,3} and S {2,3} to relay 1, S {1,4} , S {1,5} and S {4,5} to relay 2; S {2,4} , S {2,6} and S {4,6} to relay 3; S {3,5} , S {3,6} and S {5,6} to relay 4.
Instead of Step 3, we use interference alignment. Observe that user 1 is connected to relays 1 and 2, and that it only needs to recover S {1,6} while S {2,5} , S {3,4} are interference. The following coding is designed to remove this interference. We transmit S {1,6} + S {2,5} + S {3,4} to relay 1 and S {1,6} − S {2,5} − S {3,4} to relay 2. Then, user 1 add these two terms to recover S {1,6} . Similarly, we transmit −S {1,6} +S {2,5} −S {3,4} to relay 3 and −S {1,6} − S {2,5} + S {3,4} to relay 4. User 2 can recover S {2,5} by adding S {1,6} + S {2,5} + S {3,4} and −S {1,6} +S {2,5} −S {3,4} , user 3 can recover S {3,4} by adding S {1,6} + S {2,5} + S {3,4} and −S {1,6} − S {2,5} + S {3,4} , and so on. The load of this scheme is 2/3 which coincides with the outer bound in Theorem 1 while the loads of the proposed scheme in Section IV-A, in [5] , [7] and [3] {2, 5, 8, 9, 11, 14, 15, 17, 18, 20} , U 5 = {3, 6, 8, 10, 12, 14, 16, 17, 19, 20}, U 6 = {4, 7, 9, 10, 13, 15, 16, 18, 19, 20}. The placement phase, Step 1 and Step 2 of the delivery phase of the proposed scheme in Section IV-A are also used. We further assume that d = (1 : 20). So V = {{1, 20}, {2, 19}, {3, 18}, {4, 17}, {5, 16}, {6, 15}, {7, 14}, {8, 13}, {9, 12}, {10, 11}}. The following scheme is devoted to transmit S J where J ∈ V. The main idea for the case r = 3 is based on the coding with r = 2. Each time we select 4 relays and find the users who exactly connect to 2 of the chosen relays. Then, we use a similar coding scheme as in Example 1 and let each found user recover one of his desired message by adding the two terms from the two connected relays. More precisely, we divide each S J into r 2 2 = 9 non-overlapping and equal-length pieces and S J ,i represents the i − th piece of S J . We consider each set of relays with size 4, denoted by B.
For example, for B = {1, 2, 3, 4} (the 4 elements in B are denoted by B [1] , B [2] , B [3] and B [4] ), we search the set of users to whom only two of the relays in B connect, denoted by P B , e.g., P {1,2,3,4} = {3, 4, 6, 7, 8, 9, 12, 13, 14, 15, 17, 18}. For each B, we want to transmit one non-transmitted piece of S J where J ∈ V and J ⊆ P B . We denote the set of the chosen pieces to transmit by T B , e.g., T {1,2,3,4} = {S {3,18},1 , S {4,17},1 , S {6,15},1 , S {7,14},1 , S {8,13},1 , S {9,12},1 }. We divide P B into 3 subsets. P B,1 contains the users in P B connected simultaneously to either B [1] and B [2] or B [3] and B [4] . P B,2 contains the users in P B connected simultaneously to either B [1] and B [3] or B [2] and B [4] . P B,3 contains the users in P B connected simultaneously to either B [1] and B [4] or B [2] and B [3] . Hence, we have P B,1 = {3, 4, 17, 18}, P B,2 = {6, 7, 14, 15} and P B,3 = {8, 9, 12, 13}. Then, for i ∈ [1 : 3], define T B,i as the set of coded messages in T B demanded by some users in P B,i . Hence, In this way, each user in P {1,2,3,4} can recover his desired message in T {1,2,3,4} . Note that, we do not transmit the messages in one group T B,i together because the interference among these messages cannot be eliminated from the two received terms of one user by our scheme. Similarly, for each B ⊆ [1 : H] where |B| = 4, we use the same coding strategy to let each user in P B recover his desired messages in T B . The achieved load is 29/18 while the proposed loads in Section IV-A, in [5] , [7] and [3] are 5/3, 19/6, 29/12 and 19/7, respectively.
General scheme for t=1: We now generalize the scheme described in the above examples to the general case of t = 1. The placement phase, Step 1 and Step 2 of the delivery phase of the proposed scheme in Section IV-A are used. The following procedure is to let each user k ∈ [1 : K] recover all the coded messages S J where J ∈ V and k ∈ J .
We divide each S J where J ∈ V into r 2 2 non-overlapping and equal-length pieces. The transmitted messages for one set of relays B ⊆ [1 : H] with |B| = 4 is as follows. We search the set of users to whom only two of the relays in B connect and denote this set by P B . For each J ∈ V where J ⊆ P B , we choose one non-transmitted piece S J ,i and add S J ,i into T B which is initially ∅. We want to let each user in P B recover his desired messages in T B . We divide the users in P B into 3 nonoverlapping groups. For each B ⊆ [1 : H] where |B| = 4, we use the above delivery scheme such that each user k can recover all of his desired messages S J where J ∈ V and k ∈ J . Note that the needed field size is GF 2
. In this interference alignment scheme, each time one user decodes some of his desired messages only by using two relays.
C. Performance Analysis
Firstly, we compare the proposed scheme in Section IV-A and the outer bound in Theorem 2 to obtain the next result.
Theorem 3 (Optimal characterization). For the combination network with caches, if r = H − 1 and N ≥ K, the memoryload tradeoff achieved by the caching scheme in Section IV-A coincides with the outer bound of R u (M ) in Theorem 2.
. Since for each S J where J ∈ V, the source totally transmits 2|S J | random linear combinations to the relays. Also thanks to the symmetric, the load of Step 3 is 2|V|/[H 
V. NUMERICAL EVALUATIONS
We compare numerically the loads of our proposed caching schemes to the proposed outer bounds and the schemes in [5] , [7] and [3] . Note that the scheme in [7] can only work when r divides H. Firstly, we consider the case with K = N = H = 4 and r = 3. Fig. 2 shows that the proposed scheme in Section IV-A outperforms the schemes in [5] and [3] . As stated in Theorem 3, the proposed achievable inner bound coincides with the outer bound under the constraint of uncoded placement. Then, we consider the case of H ∈ [4 : 8], K = N , r = 2 and M = 1 to shows in Fig. 3 that our proposed coding scheme with the interference alignment in Section IV-B and the proposed scheme in Section IV-A outperform the state of the art. We do not consider the outer bound in Theorem 1 due to its complexity.
VI. CONCLUSION AND FURTHER WORK
We investigated the coded caching problem in combination networks with N ≥ K. We derived two outer bounds under the constraint of uncoded placement. We also proposed a delivery scheme with MAN placement based on the symmetric topology of combination networks which was shown to be optimal under the constraint of uncoded placement and r = H − 1. We also improved this scheme by interference alignment for 
