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Abstract
In this paper we consider the problem of quickly detecting changes in hidden Markov models
(HMMs) in a Bayesian setting, as well as several structured generalisations including changes in
statistically periodic processes, quickest detection of a Markov process across a sensor array, quickest
detection of a moving target in a sensor network and quickest change detection (QCD) in multistream
data. Our main result establishes an optimal Bayesian HMM QCD rule with a threshold structure. This
framework and proof techniques allow us to to elegantly establish optimal rules for several structured
generalisations by showing that these problems are special cases of the Bayesian HMM QCD problem.
We develop bounds to characterise the performance of our optimal rule and provide an efficient method
for computing the test statistic. Finally, we examine the performance of our rule in several simulation
examples and propose a technique for calculating the optimal threshold.
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I. INTRODUCTION
Quickest change detection (QCD) problems are concerned with the quickest (on-line) detection
of a change in the mode of a process, most commonly between a “normal” and an “anomaly”
mode. It is desirable to detect this change quickly (as soon as possible) subject to a constraint
on the occurrence of a false alarm. Information about the current mode that the process is in
(normal or anomaly) is extracted from a series of quantitative observations (i.e., measurements
corrupted by noise) [1]. When the observations suggest that the process is in the normal mode
it is desirable to let the process continue. However, if the observations suggest that the process
has changed (to the anomaly mode) then the aim is to detect this change as soon as possible. As
such, with each new observation there is the decision of whether the process should continue or
whether it should stop and a detection should be declared.
Quickest change detection problems naturally arise in a wide variety of applications including
quality control [2], anomaly detection [3] and fault detection [2]. There are various formulations
for this problem that differ by assumptions on the point of change and optimality criteria. Early
theoretical formulations for quickest change detection were done by Shiryaev who assumed that
the change point is a random variable with a known geometric distribution and the observations
are independent and identically distributed (i.i.d.) [4]. This is known as the Bayesian formulation.
For this Bayesian formulation Shiryaev established an optimal stopping rule which compares the
posterior probability of a change with a threshold.
Establishing a rule for dependent data is a much more challenging problem. One generalisation
is the case where the observations form a Markov chain with a finite state sequence. For this case
[5] was able to show that an optimal rule is thresholding the posterior probability of the change
point with a random threshold depending on the current state of the chain. Another is presented
in [6], where they solve the joint detection and identification problem of an unobservable change
in the distribution of a random sequence via a hidden Markov model (HMM) approach.
While developing strictly optimal detection rules is difficult, other asymptotic results have been
shown. For the general non-i.i.d. case [7] was able to show that Shiryaev’s rule was asymptotically
optimal where the false alarm probability approaches zero, and for QCD in HMMs under some
regularity conditions [8] was able to show Shiryaev’s rule was asymptotically optimal.
HMMs play a fundamental role in a wide variety of fields including speech recognition [9],
online handwriting recognition [10], human action recognition [11] fault detection [12], cyber-
security [13], target detection [14] and many more.
A. Main Results & Paper Organisation
In this paper we characterise the nature of the optimal rule for Bayesian HMM QCD in a very
general setting having a potentially state-dependent change event prior. This sort of prior has not
previously been considered in the literature, but potentially allows for consideration of a range
of diverse problems in an optimal manner. Given the HMM QCD problem can be specialised
in a number of ways, including the recovery of Shiryaev’s original QCD problem [4], our main
result provides a comprehensive description of QCD problems in a Bayesian setting. Outlined
below are several quickest detection problems we consider in this paper.
1) QCD in Statistically Periodic Processes: Periodic behaviour is present in a wide variety of
applications including: power grid monitoring where the usage of power varies with low useage
during the nighttime hours and high usage during the daytime hours [15], traffic monitoring
where the intensity of traffic has a periodic behaviour over days and weeks [16], neural spike
patterns in brain computer interface studies, Social networks, and many more [17]. This problem
of QCD in statistically periodic process is considered in [17] where they established an algorithm
which could asymptotically minimise the average detection delay subject to a constraint on the
probability of false alarm.
A contribution of this paper is establishing that an optimal rule for QCD of statistically
periodic processes is a simple threshold test (improving the results of [17] which only determined
asymptotic optimality).
2) Quickest Detection of a Moving Target in a Sensor Network: The problem of quickly
detecting a moving target in a sensor network is significant in various important applications
including intrusion detection in computer networks and security systems [18]. In [18] they
establish that a windowed test based on a generalised likelihood ratio approach is asymptotically
optimal for quickest detection of a moving target in a sensor network.
A contribution of this paper is establishing that the optimal rule for QCD of a moving target in
a sensor network is a simple threshold test (a non-Bayesian version of this problem is considered
in [18]).
3) Quickest Detection of a Markov Process Across a Sensor Array: The problem of quickly
detecting a Markov process across a sensor array is significant in a wide range of applica-
tions including detection of the onset of an epidemic, monitoring catastrophic faults to crit-
ical infrastructures such as water and gas pipelines, monitoring cracks and damages to vital
bridges and highway networks [19]. In [19] they establish that under certain conditions on the
Kullback-Leibler divergence between the post and pre change densities that a threshold test is
asymptotically optimal.
A contribution of this paper is establishing that the optimal rule for QCD of a Markov process
across a sensor array is a simple threshold test (improving the results of [19] which established
asymptotic optimality).
4) QCD in Multistream Data: The problem of quickly detecting a change in multistream
data has significant applications in industrial quality control [20] as well as in finance, security
and many others where technology allows for the sequential monitoring of multiple sensors.
In [21] they consider this multistream data problem with parametric uncertainty in the post
change parameters and provide sufficient conditions under which the proposed multistream
change detection procedures are first-order asymptotically optimal.
A contribution of this paper is establishing that the optimal rule for QCD in multistream
data is a simple threshold test (a variation of the problem considered in [21] which established
asymptotic optimality).
The rest of this paper is organised as follows: In Section II we formulate a Bayesian HMM
QCD problem which allows us to tackle the various quickest detection problems considered in
subsequent sections. In Section III we present an augmented HMM construction and establish
our main result - an optimal rule for Bayesian QCD of HMMs. In Section IV we establish
optimal rules for changes in statistically periodic processes, quickest detection of a Markov
process across a sensor array, quickest detection of a moving target in a sensor network and
QCD in multistream data. In Section VI we examine the performance of our optimal detection
rule in several simulation studies. Finally, we provide concluding remarks in Section VII.
II. BAYESIAN HMM QCD
In this section we present a Bayesian HMM QCD formulation with a potentially state-
dependent change event prior. This allows us to tackle the various quickest detection problems
considered in subsequent sections.
Let us first define two spaces Sα , {eα1 , . . . , eαNα} and Sβ , {eβ1 , . . . , eβNβ} where eαi ∈ RNα
and eβi ∈ RNβ are indicator vectors with 1 in the ith elements and zeros elsewhere, and Nα ≥ 1
and Nβ ≥ 1 are the dimension of the two spaces.
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Fig. 1: An example of a HMM QCD problem where Sα = {eα1 eα2} and Sβ = {eβ1 eβ2 eβ3}. The
probability of transitioning between the two HMMs is % and the probabilities of transitioning
between the states is represented in Aν
As seen in Figure 1, for k < ν, Xk ∈ Sα can be modelled a first-order time-homogeneous
Markov chain described by the transition probabilities Ai,jα , P (Xk+1 = eαi |Xk+1 ∈ Sα, Xk =
eαj ) for 1 ≤ i, j ≤ Nα. At time k = ν, Xk transitions between sets in the sense Xν−1 ∈ Sα and
Xν ∈ Sβ according to state change probabilities Ai,jν , P (Xk+1 = eβi |Xk+1 ∈ Sβ, Xk = eαj )
for 1 ≤ i ≤ Nβ and 1 ≤ j ≤ Nα. For k > ν, Xk ∈ Sβ can be modelled as a first-order
time-homogeneous Markov chain described by the transition probabilities Ai,jβ , P (Xk+1 =
eβi |Xk+1 ∈ Sβ, Xk = eβj ), for 1 ≤ i, j ≤ Nβ .
Finally, for each k > 0, Xk is observed through a stochastic process yk generated by conditional
observation densities bα(yk, eαi ) = P (yk|Xk = eαi ) for 1 ≤ i ≤ Nα and k < ν and bβ(yk, eβi ) =
P (yk|Xk = eβi ) for 1 ≤ i ≤ Nβ and k ≥ ν. Let X[1,k] , {X1, . . . , Xk} and y[1,k] , {y1, . . . , yk}
be short hand for state and measurement sequences.
Before we formally state our Bayesian HMM QCD problem, let us first introduce a probability
measure space. Let Fk = σ(X[1,k], y[1,k]) denote the filtration generated by X[1,k], y[1,k]. We will
assume the existence of a probability space (Ω,F , Pν) where Ω is a sample space of sequences
y[1,∞], σ-algebra F = ∪∞k=1Fk with the convention that F0 = {0,Ω}, and Pν is the probability
measure constructed using Kolmogorov’s extension on the joint probability density function of
the state and observations pν(X[1,k], y[1,k]). For k < ν we can model the joint probability density
function of the state and observations by
pν(X[1,k], y[1,k]) ,(
Πk`=1bα(y`, ζ(X`))A
ζ(X`),ζ(X`−1)
α
)
p(X0)
where ζ(ei) , i returns the index of the non-zero element of an indicator vector eαi or eβi . For
k ≥ ν we can model the joint probability density function of the state and observations by
pν(X[1,k], y[1,k]) , pα(X[1,ν], y[1,ν])pβ(X[ν+1,k], y[ν+1,k]|Xν)
where the joint probability of state and observations up to the change time is given by
pα(X[1,ν], y[1,ν]) , bβ(yν , ζ(Xν))Aζ(Xν),ζ(Xν−1)ν(
Πν−1`=1 bα(y`, ζ(X`))A
ζ(X`),ζ(X`−1)
α
)
p(X0)
and the joint probability of state and observations after change time is given by
pβ(X[ν+1,k], y[ν+1,k]|Xν) ,
Πk`=ν+1bβ(y`, ζ(X`))A
ζ(X`),ζ(X`−1)
β .
and we define pβ(X[ν+1,k], y[ν+1,k]) , 1 if k < ν + 1. We will let Eν denote expectation under
Pν .
Under the Bayesian QCD formulation we consider the change time ν ≥ 1 to be an unknown
random variable with prior distribution having chain state path dependence pik(X[1,k−1]) , P (ν =
k|X[1,k−1]) for k ≥ 1 (note this is more general than the usual Bayesian QCD formulation, and
previous treatments of HMM change detection, which do not have prior distribution with path
dependence). This allows us to construct a new averaged measure Ppi(G) =
∑∞
k=1 pik(G)Pk(G)
for all G ∈ F and we let Epi denote the corresponding expectation operation. In this presentation,
we consider the following path dependent geometric prior pik(X[1,k−1]) = ρ(Xk−1)Πk−1`=1 (1 −
ρ(X`−1)) for some ρ(X) ∈ (0, 1) for all X ∈ Sα (and set pi0(·) , 0). If ρ(X) = ρ ∈ (0, 1) is
constant for all X ∈ Sα, then the prior has no pre-change state dependence, then we recover the
geometric prior pik = (1− ρ)k−1ρ as introduced by Shiryaev [4].
Our goal is to quickly detect when Xk ∈ Sβ by seeking to design a stopping time τ ≥ 0 that
minimised the the following cost
J(τ) , cEpi
[
(τ − ν)+
]
+ Ppi(τ < ν), (1)
where (τ − ν)+ , max(0, τ − ν) and c is the penalty at each time step before declaring an alert
at τ .
This HMM Bayesian QCD problem (1) formulation is surprisingly general and, as we shall
show in this paper, enables the structure of solutions to numerous quickest detection problems to
be established without reliance on bespoke techniques [17]–[20]. Indeed, we highlight that our
construction can encode a variety of change transition behaviours including when the change
is persistent, transitions that are both dependent and independent of the pre-change state, and
both of the definitions of the post-change measure identified for HMM change detection in [22].
Specifically, our construction allows (but does not restrict) the first post-change state Xν to be
dependant on the previous (or last pre-change) state Xν−1.
III. GENERALISED HMM CONSTRUCTION AND MAIN RESULT
In this section we present a generalised augmented construction of a Bayesian HMM change
detection problem, which we will use to establish our main optimality result of HMM QCD.
A. An Augmented HMM Representation
We now introduce a new process Mk ∈ SM which denotes the mode that the process Xk is
in (pre change or post change) where SM , {eM1 , eM2 } where eMi ∈ R2 are indicator vectors
with 1 in the ith element and zero in the other. For k < ν (before the change occurs) we define
Mk = e
M
1 and for k ≥ ν (after the change has occurred) we define Mk = eM2 .
We also define a new augmented state process Zk ∈ S where S , {e1, . . . , eN} where ei ∈ RN
(are indicator vectors with 1 in the ith element and zero elsewhere) and N = Nα + Nβ . This
augmented state process combines the information of Xk and Mk as follows. For k < ν, Zk ∈ S
defined as
Zk ,
X ′k
0α
 ,
and for k ≥ ν as
Zk ,
0β
X ′k
 .
where 0α and 0β are the zero vectors of size Nα and Nβ , respectively.
For i ∈ {1, Nα} and j ∈ {1, Nβ} this augmented process lets us define the probability of
transition from each pre-change state to each post change state as
%i,j , Ppi
Zk+1 =
0α
eαi
∣∣∣∣∣∣Zk =
eβj
0β
 .
We introduce the following two matrices constructed from our prior distribution, % ∈ RNβ×Nα
and %¯ ∈ RNα×Nα , given by
% ,

ρ(eα1 ) ρ(e
α
2 ) . . . ρ(e
α
Nα
)
ρ(eα1 ) ρ(e
α
2 ) . . . ρ(e
α
Nα
)
...
...
...
...
ρ(eα1 ) ρ(e
α
2 ) . . . ρ(e
α
Nα
)

and
%¯ ,

1− ρ(eα1 ) 1− ρ(eα2 ) . . . 1− ρ(eαNα)
1− ρ(eα1 ) 1− ρ(eα2 ) . . . 1− ρ(eαNα)
...
...
...
...
1− ρ(eα1 ) 1− ρ(eα2 ) . . . 1− ρ(eαNα)
 .
Lemma 1. The augmented process Zk is a first-order time-homogeneous Markov chain with
transition probabilities Ai,j , Ppi(Xk+1 = ei|Xk = ej) that can be written as
A =
 %¯ ◦ Aα 0α×β
% ◦ Aν Aβ

where ◦ denotes the Hadamard product (element-wise multiplication) and 0α×β is a Nα × Nβ
matrix of all zeros.
Proof. We establish this result by considering A to be block matrix made from the 4 types of
different transitions between sets Sα and Sβ: that is, 2 two types of set self-transition, and the
two directions of transitions between these two sets. First, looking at pre-change self-transition
(type Xk ∈ Sα and Xk+1 ∈ Sα) we note from Bayes rule, for all i, j ∈ {1, Nα}, we can write
Ppi(Xk+1 = e
α
i |Xk = eαj ) =
Ppi(Xk+1 = e
α
i |Xk+1 ∈ Sα, Xk = eαj ) =
Ppi(Xk+1 ∈ Sα|Xk = eαj )
where from previous definitions we have Ppi(Xk+1 = eαi |Xk = eαj ) = (1 − ρ(eαj ))Ai,jα . Noting
the definition of Hadamard product gives the matrix block %¯ ◦ Aα.
For the change event transition (type Xk ∈ Sα and Xk+1 ∈ Sβ), we similarly note from Bayes
rule, i ∈ {1, Nβ} and j ∈ {1, Nα},we can write
Ppi(Xk+1 = e
β
i |Xk = eαj ) =
Ppi(Xk+1 = e
β
i |Xk+1 ∈ Sβ, Xk = eαj ) =
Ppi(Xk+1 ∈ Sβ|Xk = eαj )
where from previous definitions we have Ppi(Xk+1 = e
β
i |Xk = eαj ) = ρ(eαj )Ai,jν , leading to the
matrix blocks % ◦ Aν .
Finally, for the other two blocks we note Sβ is absorbing leading to matrix block Aβ and
0α×β . Combining these blocks into A shows the lemma result.
The importance of this representation is that it will lead to an efficient way to calculate
the posterior probability that a change has occurred. Let Zˆik , Ppi(Zk = ei|y[1,k]) denote the
posterior probabilities of being in each of the states of Zk and Mˆ ik , Ppi(Mk = eMi |y[1,k]) denote
the posterior probabilities of being in each of each modes. We can define M(Zˆk) ,
∑Nα
i=1 Zˆ
i
k
and importantly note that Mˆ1k = M(Zˆk) and Mˆ
2
k = 1−M(Zˆk).
Remark 1. In the special case when the prior has no pre-change state dependence in that ρ(X) =
ρ ∈ (0, 1) is constant for all X ∈ Sα, then and A becomes
A =
 (1− ρ)Aα 0α×β
ρAν Aβ

and the mode process Mk can be modelled a first-order time-homogeneous Markov chain with
transition probabilities
AM =
 1− ρ 0
ρ 1
 .
This result follows because when ρ(X) = ρ is constant, then the Hadamard products collapse
to a common factor of (1-ρ) and ρ leading to the simplified A. Similar to [14], that Mk becomes
a Markov chain follows because the probabilities of mode transitions now only depend on Mk−1
and are according to probabilities of AM .
B. Optimal Quickest Detection Rule
We now present our main result establishing that an optimal rule for Bayesian QCD of HMMs
is a simple threshold test.
Following [14] we can rewrite the cost (1) in terms of our mode process as
J(τ) = Epi
[
c
τ∑
`=0
〈M`, eM2 〉+ 〈Mτ , eM1 〉
]
,
where 〈·, ·〉 denotes the inner product. This cost criterion outlines the mode process representation
our HMM quickest change detection problem, where we aim to detect being in the post change
mode eM2 as quickly as possible while avoiding false alarms (that is, avoid incorrectly declaring
a stopping alert when still in mode eM1 ). For simplicity of presentation we assume that the costs
do not depend on the state, however modified versions of the below result can be established.
In a similar manner to as shown [14] this means we can we can re-write our cost function as
J(τ) =Epi
[
c
τ−1∑
`=0
(
1−M(Zˆ`)
)
+M(Zˆτ )
]
=Epi
[
c
τ−1∑
`=0
Mˆ2` + Mˆ
1
τ
]
.
Theorem 1. For the cost criterion (1) and a change event having state dependent prior pik(X[1,k−1]) =
ρ(Xk−1)Πk−1`=1 (1 − ρ(X`−1)) for some ρ(X) ∈ (0, 1) for all X ∈ Sα (with pi0(·) , 0), then the
optimal HMM QCD stopping time τ ∗ is given by
τ ∗ = inf{k ≥ 0 : Zˆk ∈ RS} (2)
where RS is a convex stopping set which contains eβi for all i ∈ {1, . . . , Nβ}.
Proof. In a slight abuse of notation, we let Epi
[
·
∣∣∣Zˆ] denote the expectation operation corre-
sponding to the probability measure where the initial state Z0 has distribution Zˆ. We can then
define a cost criterion for different initial distributions as
J¯(τ, Zˆ) , Epi
[
c
τ−1∑
`=0
(1−M(Zˆ`)) +M(Zˆτ )
∣∣∣∣∣ Zˆ
]
.
Noting that J(τ) = J¯(τ, Zˆ0), we can define a value function V (Zˆk) , minτ{J¯(τ, Zˆk)} for our
cost criterion (1) described by the recursion [23, pg. 156 and 258]
V (Zˆk) = min
{
c(1−M(Zˆk))
+Epi
[
V
(
Zˆ+(Zˆk, y)
) ∣∣∣∣Zˆk] ,M(Zˆk)},
where Zˆ+(Zˆ, y) = 〈1, B(y)AXˆ〉−1B(y)AXˆ , and B(y) = diag(bα(y, eα1 ), . . . , bα(y, eαNα), bβ(y, eβ1 ), . . . , bβ(y, eβNβ))
and 1 is the vector of all ones.
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Fig. 2: (Top left) An example of QCD in periodic processes case as a HMM detection problems,
where T1 = 2 and T2 = 3. (Top right) An example of quickest detection of a moving target
in a sensor network, where L = 3. (Bottom left) An example of quickest detection of a
Markov process across a sensor array, where L = 3. (Bottom right) An example of QCD of
a Markov process in multistream data with M = 3 streams. For all examples the probability
of transitioning between the two HMMs is % and the probabilities of transitioning between the
states is represented in Aν
Let RS , {Zˆk : V (Zˆk) = M(Zˆk)} denote the optimal stopping set that we are seeking. Using
a similar approach to [23, sec. 12.2.2], and noting that the cost is linear here, then according to
[23, Theorem 7.4.2], V (Zˆk) are concave in Zˆ. We can then use [23, Thm. 12.2.1] to show that
the stopping set RS is convex.
If Zˆk = e
β
i , for any i ∈ {1, . . . , Nβ}, noting M(eβi ) = 0 gives
V (Zˆk) = min
{
c+ Epi
[
V
(
Zˆ+(Zˆk, y)
) ∣∣∣∣Zˆk] , 0} .
Since V
(
Zˆ+(Zˆk, y)
)
is positive then V (Zˆk) = 0, which shows e
β
i belongs to the stopping set.
This completes the proof.
We can now establish a related result when the change event has state independent prior.
Corollary 1. For the cost criterion (1) and a change event having a state independent prior
pik = (1− ρ)k−1ρ for some ρ ∈ (0, 1), then there is an optimal HMM QCD rule with stopping
time τ ∗, and threshold point h ≥ 0 given as
τ ∗ = inf{k ≥ 0 : Mˆ2k > h} (3)
Proof. Let M1 ∈ [0, 1] be a possible value of Mˆ1k and let S(M1) = {Zˆk : M(Zˆk) = M1}
represent all the possible combinations of Zˆk which lead to Mˆ1k . As in the proof of Theorem 1, we
let J¯(τ, Zˆ) denote the cost for different initial distributions, and we note that our value function
is given by V (Zˆk) , minτ{J¯(τ, Zˆk)}. The state independent prior give that the change time
does not depend on Zk. gives that for any τ , J¯(τ, Zˆ) leads to the same cost for all Zˆ ∈ S(M1),
hence minτ{J¯(τ, Zˆk)} leads to the same cost for all Zˆ ∈ S(M1), and thus V (Zˆk) has the same
value for all Zˆk ∈ S(M1).
Application of Theorem 1 gives that there is a convex stopping set RS . It follows that V (Zˆk)
having the same value for all Zˆk ∈ S(M1) implies the convex stopping set RS is equivalent to
on convex stopping interval on M(Zˆk) of the form 0 ≤ d ≤ h ≤ 1, for some h ∈ R and d ∈ R.
When M(Zˆk) = 0 we can write our value function as
V (Zˆk) = min
{
c+ Epi
[
V
(
Zˆ+(Zˆk, y)
) ∣∣∣∣Zˆk] , 0} .
where Zˆ+(Zˆ, y) = 〈1, B(y)AXˆ〉−1B(y)AXˆ , and B(y) = diag(bα(y, eα1 ), . . . , bα(y, eαNα), bβ(y, eβ1 ), . . . , bβ(y, eβNβ))
and 1 is the vector of all ones.
Since V
(
Zˆ+(Zˆk, y)
)
is positive then V (Zˆk) = 0, which shows M(Zˆk) = 0 belongs to the
stopping set, thus d = 0 and RS is an interval of the form [0, h]. We can express the optimal
stopping time as the first time that the stopping set RS is reached, in the sense that
τ ∗ = inf{k ≥ 0 : M(Zˆk) ≤ h}.
Hence,
τ ∗ = inf{k ≥ 0 : Mˆ2k > h}
gives our Corollary result.
Theorem 1 characterises the nature of the optimal rule for HMM QCD in a very general setting
having a potentially state-dependent change event prior. This sort of prior has not previously
been considered in the literature, but potentially allows for consideration of a range of diverse
problems in an optimal manner. Given the HMM QCD problem can be specialised in a number
of ways, including the recovery of Shiryaev’s original QCD problem [4], this result provides
a comprehensive description of QCD problems in a Bayesian setting, including some not yet
posed or considered in the literature.
The related result of Corollary 1 shows the optimal rule collapses to a simple threshold test
when the change event prior is state independent (e.g. as in the Shiryaev work when it is a
geometric distribution). This is an important key step for developing optimal rules for a range
of important problems previous posed and investigated in the literature.
IV. STRUCTURED VERSIONS OF THE HMM QCD PROBLEM
In this section we use the generalised framework and results outlined in Section III to elegantly
establish optimal rules for several quickest detection problems. The proofs establishing these
optimal rules work by showing that they are structured versions of the general HMM QCD
problem.
A. QCD in Statistically Periodic Processes.
The problem of quickly detecting a change in a stochastic process that has periodically varying
statistical characteristic is considered in this section.
Here we follow [17] and set up our model of an independent and periodically identically
distributed (i.p.i.d) stochastic process. Consider a random variable yk that is independent and
has density fk for k ≥ 1, with period T1 such that fk+T1 = fk ∀k ≥ 1. Recall that we are aiming
to detect a deviation from this periodic statistical behaviour.
Let us consider another set of periodic densities gk for k ≥ 1, with period T2 such that
gk+T2 = gk ∀k ≥ 1. We assume that at an unknown changes time ν, the process yk changes from
being governed by periodic statistical properties (f1, . . . , fT1) to being governed by the new set
of densities (g1, . . . gT2), where the probability that the modified behaviour begins at a specific
location i in the cycle of the densities (g1, . . . gT2) is given by the probability mass function
pg(i) for i ∈ {1, . . . , T2}. It is assumed the prior distribution of the change event at time k is
described by a geometric prior (1 − ρ)k−1ρ, for some ρ ∈ (0, 1), as introduced by Shiryaev in
the context of the QCD problem [4].
Note that the densities (g1, . . . gT2) need not be all different from the set of pre-change densities
(f1, . . . , fT1), but we assume that there exists at least one such that gi 6= fi for some i.
Our goal is to quickly detect when yk ∼ gk by seeking to design a stopping time that satisfies
our desire to detect this change as early as possible subject to a constraint on false alarms.
We now show that the problem of quickly detecting a change in a periodic process can be
considered a structured version of our HMM QCD problem and is solved by our optimal rule.
Theorem 2. For QCD in statistically periodic processes described in Section IV-A. Then, for
the cost criterion (1), there is an optimal rule with stopping time τ ∗, and threshold point h ≥ 0
given by (3).
Proof. Let us define our set of periodic spaces Sα = {eα1 , . . . , eαNα} and Sβ = {eβ1 , . . . , eβNβ}
where Nα = T1 and Nβ = T2. For k > 0, we consider a random process Xk whose statistical
properties change at some (unknown) time ν > 1, in the sense that for 0 < k < ν, Xk ∈ Sα,
whilst for k ≥ ν, Xk ∈ Sβ . As seen in Figure 2 (top left), we model transitions of Sα as a first-
order time-homogeneous Markov chain described by the Ai,jα . Note that due to the constrained
nature of the periodic problem Ai+1,iα = 1 for 1 < i < Nα and A
1,Nα
α = 1, and all other elements
0. For Xk ∈ Sβ transitions between elements of Sβ can also be modelled as a first-order time-
homogeneous Markov chain described by the transition probability Ai,jβ , for 1 ≤ i, j ≤ Nβ . Once
again, due to the constrained nature of the periodic problem Ai+1,iβ = 1 for 1 < i < Nβ and
A
1,Nβ
β = 1.
At time k = ν, with probability ρ, the process transitions between sets according to state
change probabilities Ai,jν = pg(i) for 1 ≤ i ≤ Nβ , and 1 ≤ j ≤ Nα.
Finally, for each k > 0, Xk is indirectly observed by measurements yk generated by conditional
observation densities bα(yk, eαi ) = fi for 1 ≤ i ≤ T1 and k < ν and bβ(yk, eβi ) = gi for 1 ≤ i ≤ T2
and k ≥ ν.
Given that this periodic process QCD problem can be represented as an augmented HMM
as presented in Section III-A with constrained transitions, and has change event having a state
independent prior pik = (1− ρ)k−1ρ for some ρ ∈ (0, 1), we can apply Corollary 1 which gives
that our optimal stopping rule is (3).
B. Quickest detection of a Moving Target in a Sensor Network
The problem of quickly detecting a moving target in a sensor network is considered in this
section.
Following [18], we now formulate the moving target QCD problem. Consider a sensor network
of L nodes denoted by L = {1, . . . , L}. Let yk = [y1k, . . . , yLk ]′ denote the observation vector at
time k where y`k denotes the measurement obtained by sensor ` ∈ L at time k. For simplicity
of presentation we consider y`k as scalar but these results can be generalised for more complex
measurements. The samples obtained by sensor ` are i.i.d according to a f `α(·) for all ` ∈ L
and are independent across different sensors. Specifically, for k < ν, the joint density of y[1,k]
is given by
fα(y1, . . . , yk) =
k∏
j=1
L∏
i=1
f iα(y
i
j) (4)
At time ν a target appears and, at each time instant k ≥ ν, one of the sensors is affected by the
target which we denote by Sk ∈ L. It is assumed the prior distribution of the target’s appearance
is described by Shiryaev’s geometric prior. At the change time ν, the probability that the target
appears at a specific node i is given by the probability mass function pL(i). Conditioning on Sk
the joint distribution of yk is given by
f `(yk) ,
(∏
i 6=`
f iα(y
i
k)
)
f `β(y
`
k) (5)
where f `β(·) denotes the density of the affected sensor `. We highlight that at each time instant
there is only one target affected and the affected sensor changes with time as the target moves
around the sensor network. Such that, if an affected sensor ` becomes unaffected, then its
distribution goes back to its pre change model. We make the assumption that as the target
moves around in the network the affected sensor evolves as a Markov chain.
Our goal is to quickly detect when a sensor somewhere in the network is affected by the
target. To do this we seek to design a stopping time that satisfies our desire to detect this sensor
as early as possible subject to a constraint on false alarms.
We now show that the problem of quickly detecting a moving target in a sensor network can
be considered a structured version of our HMM QCD problem and is solved by our optimal
rule.
Theorem 3. For quickest detection of a moving target in a sensor network with pre and post
change densities described by (4) and (5) respectively. Then, for the cost criterion (1), there is
an optimal rule with stopping time τ ∗, and threshold point h ≥ 0 given by (3).
Proof. We first define our spaces. As seen in Figure 2 (top right), let us model Sα , {eα1} where
none of the sensors are affected as a single state HMM and Sβ , {eβ1 , . . . , eβNβ} where Nβ = L
to represent the L possible states that the target could be. For example let eβ1 denote when the
target is affecting sensor ` = 1. For k > 0, we consider a random process Xk whose statistical
properties change at some (unknown) time ν > 1, in the sense that for 0 < k < ν, Xk ∈ Sα,
whilst for k ≥ ν, Xk ∈ Sβ . We model transitions of Sβ as a first-order time-homogeneous
Markov chain described by the Ai,jβ , for 1 ≤ i, j ≤ Nβ .
At time k = ν, with probability ρ, the process transitions between sets according to state
change probabilities Ai,jν = pL(B(i)) for 1 ≤ i ≤ Nβ , and 1 ≤ j ≤ Nα. Finally, for each k > 0,
Xk is indirectly observed by measurements yk generated by conditional observation densities
bα(yk, e
α
1 ) = fα(yk) when k < ν and bβ(yk, e
β
i ) = f
`(yk) for 1 ≤ i ≤ Nβ and k ≥ ν.
Given that this process can be represented as an augmented HMM as presented in Section
III-A with constrained transitions, and has change event having a state independent prior pik =
(1−ρ)k−1ρ for some ρ ∈ (0, 1), we can apply Corollary 1 which gives that our optimal stopping
rule is (3).
C. Quickest detection of a Markov Process Across a Sensor Array
The subtly different problem of quickly detecting a change in a Markov process across a
sensor array is considered in this section. Similar to the problem considered in [19], we now
formulate the QCD of a Markov process across a sensor array. Once again we consider a sensor
network of L nodes denoted by L = {1, . . . , L}. Let yk = [y1k, . . . , yLk ]′ denote the observation
vector at time k where y`k denotes the measurement obtained by sensor ` ∈ L at time k. The
samples obtained by sensor ` are i.i.d distributed according to a f `α(·) for all ` ∈ L and are
independent across different sensors.
Specifically, for k < ν, the joint distribution of yk is given by
fα(yk) =
L∏
i=1
f iα(y
i
k) (6)
A disruption occurs in the sensing environment at time ν and the densities of the observations
the first sensor changes from the pre change density f 1α(·) to the post change density f 1β(·). At
later times instances, successive sensors can randomly be impacted and similarly change from
their pre change density f iα(·) to the post change density f iβ(·). At every sensor, we assume that
the observations are independent, conditioned on the change hypothesis corresponding to that
sensor, and identically distributed pre and post change respectively such that when the first M
sensors are affected the joint distribution of yk is given by
gMβ (yk) ,
M∏
i=1
f iβ(y
i
k)
L∏
j=M+1
f jα(y
j) (7)
We assume the prior distribution of first sensor change is described by Shiryaevs geometric prior
with parameter ρ and, for i ∈ {1, . . . , L−1}, the prior distribution of delay before the disruption
of the sensors {1, . . . , i} moves to also impact the i + 1th sensor is described by Shiryaev’s
geometric prior with parameter ρi.
Our goal is to quickly detect when there has been a disruption in the sensing environment
by seeking to design a stopping time that satisfies our desire to detect this change as early as
possible subject to a constraint on false alarms.
We now show that the problem of quickly detecting a Markov process across a sensor array
can be considered a structured version of our HMM QCD problem and is solved by our optimal
rule.
Theorem 4. For quickest detection of a Markov process across a sensor array with pre and post
change densities described by (6) and (7) respectively. Then, for the cost criterion (1), there is
an optimal rule with stopping time τ ∗, and threshold point h ≥ 0 given by (3).
Proof. We first define our pre and post change spaces. As seen in Figure 2 (bottom left), let
us model Sα , {eα1} where none of the sensors are affected as a single state HMM and Sβ ,
{eβ1 , . . . , eβNβ} where Nβ = L to represent the L possible status of the post change sensor array.
For example let e01 denote when the target is affecting sensor 1 and let e
β
2 denote when the target
is affecting sensors 1 and 2. For k > 0, we consider a random process Xk whose statistical
properties change at some (unknown) time ν > 1, in the sense that for 0 < k < ν, Xk ∈ Sα,
whilst for k ≥ ν, Xk ∈ Sβ . We model transitions of Sβ as a first-order time-homogeneous
Markov chain described by the Ai,jβ , for 1 ≤ i, j ≤ Nβ . where, for i ∈ {1, . . . , L−1}, Ai+1,iβ = ρi,
Ai,iβ = (1− ρi), ANβ ,Nββ = 1 and all other elements are zero.
At time k = ν, with probability ρ, the process transitions between sets according to state
change probabilities Ai,1ν where A
1,1
ν = 1 and other elements are zero. Finally, for each k > 0,
Xk is indirectly observed by measurements yk generated by conditional observation densities
bα(yk, e
α
1 ) = fα(yk) when k < ν and bβ(yk, e
β
i ) = g
i
β(yk) for 1 ≤ i ≤ Nβ and k ≥ ν.
Given that this process can be represented as an augmented HMM as presented in Section
III-A with constrained transitions, and has change event having a state independent prior pik =
(1−ρ)k−1ρ for some ρ ∈ (0, 1), we can apply Corollary 1 which gives that our optimal stopping
rule is (3).
D. QCD in Multistream Data
The problem of quickly detecting a change in multistream data is considered in this section.
Similar to the problems considered in [20], [21] (however we do not consider here the case
with post-change uncertainty rather we assume post-change model is known) we now formulate
the problem of QCD in multistream data. Consider D data streams denoted by D = {1, . . . , D}.
Let yk = [y1k, . . . , y
D
k ]
′ denote the observation vector at time k where ydk denotes the measurement
obtained by data stream d ∈ D at time k. For simplicity of presentation we consider ydk as scalar
but these results can be generalised for more complex measurements. The samples obtained
by sensor i are i.i.d distributed according to a f iα(·) for all i ∈ D and are independent across
different sensors. Specifically, for k < ν, the joint distribution of y[1,k] is given by
fα(y1, . . . , yk) =
k∏
j=1
D∏
i=1
f iα(y
i
j) (8)
At time ν a change occurs in an unknown subset of data streams B ⊂ D and the densities of
the observations this subset of sensors changes from their pre change densities fdα(·) to their post
change density fdβ (·). At the change time ν, the probability that a specific fault B occurs is given
by the probability mass function pD(B). We assume the prior distribution of the change event
is described by Shiryaev’s geometric prior. In every stream, we assume that the observations
are independent, conditioned on the change hypothesis corresponding to that data stream, and
identically distributed pre and post change respectively such that when the subset of B sensors
are affected the joint distribution of yk is given by
gBβ (yk) ,
∏
i∈D/B
f iα(y
i
k)
∏
j∈B
f jβ(y
j) (9)
Again, our goal is to quickly detect when there is a change in a subset of streams B by
designing a stopping time to detect this change as early as possible subject to a constraint on
false alarms.
We now show that the problem of QCD in multistream data can be considered a structured
version of our HMM QCD problem and is solved by our optimal rule.
Theorem 5. For QCD in multistream data with pre and post change densities described by (8)
and (9) respectively. Then, for the cost criterion (1), there is an optimal rule with stopping time
τ ∗, and threshold point h ≥ 0 given by (3).
Proof. We first define our spaces. As seen in Figure 2 (bottom right), let us model Sα , {eα1}
where none of the D data streams are affected as a single state HMM and Sβ , {eβ1 , . . . , eβNβ}
where Nβ = 2D − 1 to represent the 2D − 1 possible post change variations with D streams
of data. For example we might let eβ1 denote when the fault is only affecting the first stream
B = {1}, etc., and let eβD+1 denote when the fault is affecting the first pair of streams B = {1, 2}
and so on until all combinations of possible data stream faults are represented. Let B(eβi ) be
shorthand for a function that returns the fault set B encoded by the eβi ∈ Sβ element.
For k > 0, we consider a random process Xk whose statistical properties change at some
(unknown) time ν > 1, in the sense that for 0 < k < ν, Xk ∈ Sα, whilst for k ≥ ν, Xk ∈ Sβ .
At time k = ν, with probability ρ, the process transitions between sets according to state
change probabilities Ai,1ν = pD(B(eβi )) for 1 ≤ i ≤ Nβ . Finally, for each k > 0, Xk is indirectly
observed by measurements yk generated by conditional observation densities bα(yk, eα1 ) = fα(yk)
when k < ν and bβ(yk, e
β
i ) = g
B(eβi )
β (yk) for 1 ≤ i ≤ Nβ and k ≥ ν.
Given that this process can be represented as an augmented HMM as presented in Section
III-A with constrained transitions, and has change event having a state independent prior pik =
(1−ρ)k−1ρ for some ρ ∈ (0, 1), we can apply Corollary 1 which gives that our optimal stopping
rule is (3).
V. PERFORMANCE BOUND AND EFFICIENT COMPUTATION
In this section we provide a bound for the probability of a false alarm (PFA) for our optimal
rule (3), (which i applicable to all of the problems considered in Section IV). We then present
a efficient recursion for computing our proposed optimal rule.
A. Bound on Probability of False Alarm
For a given threshold h used in our optimal rule (3), we define the PFA as the probability
that the system is in the pre-change mode eM1 when an alert is declared, that is PFA(τ) ,
Ppi
(
Mτ = e
M
1
)
. We can then bound the PFA as follows
PFA(τ) = Ppi (Mτ = e1)
= 1− Ppi (Mτ = e2)
= 1− Epi
[
Mˆ2τ
]
≤ 1− h.
In the second line we have followed [24] and used the tower rule for conditional expectations
[25, pg. 331]. In the third line we have used the fact that Mˆ2τ = Ppi
(
Mτ = e2
∣∣y[1,τ ]). Finally we
use the definition of the QCD rule (3).
B. Calculating our Optimal Stopping Rule
We now present a method for calculating the test statistic for our proposed optimal rule Mˆ2k .
We highlight that this recursion is easily computable with a computation complexity of O(N2).
At time k > 0, we let B(y) = diag(bα(y, eα1 ), . . . , bα(y, e
α
Nα
), bβ(y, e
β
1 ), . . . , bβ(y, e
β
Nβ
)) denote
the diagonal matrix of output probability densities. We can now calculate Zˆk at time k, via the
HMM filter recursion [25]
Zˆk = NkB(yk)AZˆk−1 (10)
with initial conditions Zˆ0, and where Nk are scalar normalisation factors defined by
Nk , 〈1, B(yk)AZˆk−1〉−1, (11)
where 1 is the vector of all ones. We can compute our test statistic Mˆ2k by marginalising Zˆk
over the Sα space.
VI. EXPERIMENTAL SIMULATION
In this section we examine the performance of our optimal rule (3) in a simulated HMM change
detection problem. We first look at the performance of the rule in an illustrative example. We
then perform a Monte Carlo study and investigate the average detection delay (ADD) and PFA
for a sweep of different thresholds h.
A. Illustrative Example
We consider a HMM QCD problem which resembles our Figure 1 - a two state HMM which
changes to a three state HMM with a geometric prior ρ = 0.0005, for T = 10000 timesteps.
The pre-change HMM switched between eα1 and e
α
2 via the transition probabilities
Aα =
0.99 0.01
0.01 0.99

The observation measurements yk are i.i.d. with marginal probability densities bα(y, eα1 ) = ψ(y−
0.5) and bα(y, eα2 ) = ψ(y − 1) where ψ(·) is a zero mean Gaussian probability density function
with variance σ2 = 1. The post-change HMM switched between eβ1 , e
β
2 and e
β
3 via the transition
probabilities
Aβ =

0.9 0.0 0.1
0.1 0.9 0.9
0.0 0.1 0.0

The observation measurements yk are i.i.d. with marginal probability densities bβ(y, e
β
1 ) = ψ(y−
0.5), bβ(y, e
β
2 ) = ψ(y−1) and bβ(y, eβ3 ) = ψ(y−0.75). The transitions between the pre and post
change HMM states was given by
Aν =

0.999 0.999
0.0005 0.0005
0.0005 0.0005
 .
We seek rule for to minimise the QCD cost (1) with delay penalty at each time step before
declaring of c = 0.001.
1) Numeric calculation of optimal threshold: A simulated change process was parameterised
with a variable φ ∈ R. The decision threshold h is obtained from the parameter φ using a
reparameterisation:
h = S(φ) (12)
where S : R→ (0, 1) is a logistic sigmoid function.
Let us define Jˆ `(φ) as the numeric average cost incurred by ` simulated realisations of the
change process when the decision threshold h is computed from the optimisation parameter φ.
At each solver iteration n, the estimated unconstrained parameter φn is updated according to the
following rule:
φn+1 = φn + ηngˆ(φn) (13)
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Fig. 3: A Monte Carlo study of the sensitivity of the threshold choice.
where the gradient gˆ(φ) is approximated using a finite difference approximation:
gˆ(φ) , Jˆ
`(φ+ ∆)− Jˆ `(φ−∆)
2×∆ . (14)
Here we use ∆ = 1 the learning rate ηn decays exponentially according to:
ηn = η0e
−d n
N (15)
where η0 is the initial rate, d is a forgetting rate parameter, and N is the maximum solver
iterations.
The solver ran for training N = 200 steps using decay parameter d = 1.5, initial learning
rate η0 = 3, initial threshold h0 = 0.5, and ` = 10 samples per calculation of the expected
cost Jˆ `(φ). Given the delay penalty at each time step before declaring of c = 0.001, an optimal
threshold of h = 0.7 was computed.
We investigated the sensitivity of the cost to the threshold choice. Figure 3 shows that the
expected cost (taken over 1000 samples for each threshold), for our selected running delay penalty
c, is relatively insensitivity to threshold choice. This observation suggests the common practice
of empirically selecting threshold to trade off detection delay and false alarms is reasonable.
2) Results: We simulated the HMM QCD sequence. Figure 4 (top) gives the underlying state
process Zk, (middle) gives the observation measurements yk, and (bottom) gives the test statistic
of our optimal rule Mˆ2k found by processing the measurements sequence via (10) and then
marginalising over the post change states. The red star represents the change time ν between the
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Fig. 4: From top to bottom: the underlying state process Zk, the measurements yk and our optimal
stopping rule Mˆ2k . The red star represents the change time ν, and the green circle represents the
stopping time τ .
two HMMs at time k = 2818. We see a steady increase in the test statistic Mˆ2k after the change
has occurred.
Following our optimal rule (3), for a threshold of h = 0.7, the green circle represents our
stopping time τ where we declare a change has occurred at k = 3118, corresponding to a
detection delay of 300.
B. Detection Delay and False Alarm Performance
For the HMM QCD problem with Aα, Aβ and Aν described in the previous Section VI-A, we
compared the average detection delay (ADD) given by (τ − ν)+ and the PFA = 1 − Epi
[
Mˆ2τ
]
found via Monte Carlo methods for a range of different means and variances given in Table I.
The observation measurements yk are i.i.d. with marginal probability densities for the pre-change
HMM given by bα(y, eα1 ) = ψ(y − µ1α) and bα(y, eα2 ) = ψ(y − µ2α), and marginal probability
TABLE I: means and variances for ADD vs PFA plots
µ1α µ
2
α µ
1
β µ
2
β µ
3
β ψ(·) Plot Symbol
0.5 1 0.5 1 0.75 1 ×
0.5 1 0.5 1 0.75 0.5 •
0.5 1 1.5 0.5 1.25 1 ×
0.5 1 1.5 0.5 1.25 0.5 •
0.5 1 1.5 2 1 1 ×
0.5 1 1.5 2 1 0.5 •
1 2 3 4 5 1 ×
1 2 3 4 5 0.5 •
1 2 3 4 5 6 7 8
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Fig. 5: The detection delay and false alarm performace for a range of different means and
variances.
densities for the post-change HMM given by bβ(y, e
β
1 ) = ψ(y−µ1β), bβ(y, eβ2 ) = β(y−µ2β), and
bβ(y, e
β
3 ) = ψ(y − µ3β).
Figure 5 compares the ADD and PFA for a range of different means and variances. Unsur-
prisingly with lower variance there is a decrease in the ADD and PFA. Additionally when the
means of the post change distribution are more sparse the is a decrease in the ADD and PFA.
VII. CONCLUSION
In this paper we examined the HMM QCD problem in a Bayesian setting. We developed
an abstract augmented representation and established that an optimal rule of HMM QCD has a
threshold structure. We were also able to show that several important change detection problems
are structured generalisations of the HMM QCD problem and are solved by our optimal rule. We
presented an efficient method for calculating the test statistic in our optimal rule and provided
a bound of the probability of false alarm. Finally we examined the performance of our optimal
rule in simulation.
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