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La part de l’électronique dans les systèmes embarqués (automobile, aéronautique, spatial…) ne 
cesse de croitre. Soutenue par sa forte intégration, cette électronique apporte davantage de 
performances et permet d’offrir des solutions à l’exigence, entre autres, de sécurité et de confort. 
Mais, une telle évolution rapide nécessite une prise en compte de tout phénomène marginal 
pouvant nuire au bon fonctionnement des systèmes électroniques. Au même titre que la gestion de 
la thermique ou la gestion des contraintes mécaniques, l’interférence électromagnétique est 
devenue un phénomène à risque de très grande importance pour tout système de l'électronique de 
signal ou de puissance. On parle alors d’un souci de compatibilité électromagnétique (CEM) 
auquel les industriels se trouvent confrontés. 
La CEM telle que définie dans les normes européennes [1][2] est « l’aptitude d’un appareil ou 
d’un système à fonctionner dans son environnement électromagnétique de façon satisfaisante et 
sans produire lui-même des perturbations électromagnétiques intolérables pour les équipements 
situés dans cet environnement ». Ainsi, la CEM se doit de participer à la conception et 
l’intégration de l’électronique. Une étude CEM valable doit traiter et résoudre ces deux principaux 
aspects qui sont : 
- L’Émission : les systèmes ne doivent pas émettre des perturbations électromagnétiques gênantes 
pour leur environnement. 
- L’Immunité : les systèmes doivent être capables de fonctionner dans leur environnement EM. 
Nous notons qu’en automobile, les termes usuels pour désigner ces deux aspects de la CEM sont 
respectivement le mutisme (pour l’émission) et la susceptibilité (pour l’immunité).  
Afin de limiter le risque d’interférence EM avec d’autres appareils et en particulier avec ceux de 
contrôle, il est nécessaire de prédire, en premier, les émissions EM générées et ensuite limiter les 
perturbations nuisibles au fonctionnement et à la sureté du système global. Donc, il est nécessaire 
de prédire les émissions conduites et rayonnées des câbles qui sont, par leurs grandes tailles, un 
risque EM potentiel pour les systèmes électroniques autour.  
Dans ce contexte, plusieurs préconisations CEM peuvent être prises en compte. Une préconisation 
inévitable nécessite de séparer les câbles de puissance de ceux de commande. Même, si on peut 





surtout pour les systèmes radioélectriques demeure élevé puisque les perturbations rayonnées 
atteignent même les systèmes se trouvant à quelques dizaines de mètres avec des niveaux de 
puissance menaçants. Ces niveaux de puissance dépendant des fréquences et de la distance par 
rapport au système de câblage sont définis par les normes CEM en vigueur.  
Une autre solution, intéressante et très répandue dans l’industrie des systèmes électroniques 
embarqués, est le filtrage CEM. En effet, un filtre CEM permet d’empêcher la propagation des 
perturbations vers les câbles. Les filtres CEM sont conçus à base de composants passifs pour 
éviter toute perturbation additionnelle. Notons à-propos le coût non négligeable d’une telle 
solution et la difficulté de la conception des filtres de large bande puisque les composants 
dépendent beaucoup de la fréquence.  
Certes, les filtres CEM permettent de limiter la propagation des perturbations vers les câble s. 
Mais, cela est restreint à une bande de fréquences plus ou moins large. Tout de même, les 
perturbations risquent toujours de se propager vers les câbles. C’est pourquoi, nous aurons besoin 
d’autres solutions limitant le rayonnement EM des câbles. On parle alors de la gestion de câblage.  
Une partie de la précaution CEM se passe au niveau de la fabrication des câbles mais il reste 
encore le gros travail qui est lié à la gestion des systèmes de câblage. En effet, trouver le parcours 
de câblage le plus adéquat permet de limiter le rayonnement EM et ainsi diminuer les risques 
CEM. 
La gestion de câblage est loin de dépendre des seules caractéristiques des câbles qui sont obtenues 
dès la fabrication. Elle dépend aussi et en en majorité de l’environnement et surtout des 
puissances que ce câblage véhicule. Les sources de perturbations ne sont jamais les mêmes, leurs 
spectres de puissance ne sont pas les mêmes ainsi que leurs rayonnements. Pour cela, les solutions 
préventives à préconiser dépendent fortement du type de perturbateur EM et nous sommes 
obligés, pour toute source, de définir une solution particulière.  
D’une façon générale, les aspects de la CEM, que sont l’immunité et les émissions, doivent être 
maitrisés dès la phase de conception. Dans cette optique, le programme EPEA (EMC Platform for 
Embedded Applications) du pôle de Compétitivité AEROSPACE VALLEY a été créé [3]. Il 
répond à ces préoccupations et s’appuie sur la création d’une plate- forme de modélisation et 
simulation CEM (moyens humains, méthodes et outils) ayant pour objectif de répondre à une 





l’émergence de meilleures pratiques entre différents secteurs industriels (automobile, 
aéronautique, spatial, …) en relation avec les centres de recherches et de développer l’excellence 
des individus au travers de formations et du partage d’expérience.  
Le projet EPEA groupe des laboratoires de recherche et des industriels de l’automobile, de 
l’aéronautique et du spatial. Dans ce projet, essentiellement des sujets autour de la CEM sont 
étudiés. On distingue cinq volets qui s’intéressent à la méthode générique de modélisation de 
l’immunité électromagnétique des composants, à la modélisation des composants et cartes par la 
mesure en champ proche, aux méthodes d'évaluation et de validation des outils de simulation 
CEM pour les équipements et à la simulation de l’émission d’un équipement avec ses interfaces 
système. Le dernier volet de ce projet est l’établissement de la plateforme de se rvices qui a pour 
objectif d’organiser la synergie entre les projets.  
Cet intérêt à la CEM est dicté par son coût croissant qui est accentué par le risque de la 
cohabitation de l’électronique de contrôle et de puissance dans une même enceinte. En effet, le s 
perturbations EM générées d’une façon générale par l’électronique de puissance, et qui 
proviennent majoritairement des machines électrique (BF) et du découpage (HF), se propagent 
vers les systèmes de contrôle qui sont souvent conçus avec des composants de plus en plus 
vulnérables. Cette vulnérabilité est due principalement à la miniaturisation, à la montée de la 
fréquence de fonctionnement et à la baisse de la tension d’alimentation.  
La propagation des perturbations se fait soit en mode rayonné soit en mode conduit. Souvent, on 
fait sortir d’autres catégories de modes de propagation. Nous citons alors l’exemple du couplage 
inductif et du couplage capacitif où nous avons une interaction entre la source de perturbations et 
la victime. On parle souvent de couplage magnétique et de couplage électrique. 
Notre travail de thèse, se situant dans le contexte du dernier volet du projet EPEA qui est la 
simulation de l’émission d’un équipement avec ses interfaces, s’intéresse surtout au rayonnement 
EM. Le but final est de pouvoir prédire les émissions conduites et rayonnées d’un système 
complet qui associe à la fois l’électronique et le câblage. Les perturbations EM générées par 
l’électronique sont véhiculées via les câbles en mode conduit pour les basses fréquences. Mais, 
lorsqu’on dépasse une certaine fréquence, typiquement 30MHz, les émissions rayonnées 
deviennent prépondérantes et l’analyse CEM devient de plus en plus comp lexe puisque nous 
sommes tenus de rendre compte de tous les modes de couplage. D’une façon générale, les 





dépend énormément des dimensions des sources. Et, puisque les câbles sont les structures les plus 
longues, elles sont les meilleures antennes dans les systèmes électroniques embarqués d’autant 
plus que les dimensions des circuits électroniques sont négligeables devant celles des câbles.  
Nous sommes donc tenus de comprendre la façon dont l’énergie se propage de la source, en 
l’occurrence les câbles, vers la victime présentée par tout système de contrôle ou systèmes 
travaillant avec des télécommunications radiofréquences (RF) et à prédire les émissions rayonnées 
par ces câbles.  
Pour atteindre cet objectif, notre choix s’est orienté vers une méthode de modélisation ayant la 
facilité de traiter des surfaces planes ainsi que des câbles. Le choix de l’utilisation de la méthode 
PEEC (PARTIAL ELEMENT EQUIVALENT CIRCUIT) [4], se conformait aux grandes lignes 
tracées dans notre laboratoire l’IRSEEM. En effet, la méthode PEEC fut introduite par F.DUVAL 
par le biais de ses travaux de thèse [4]. Au début, pour des modèles BF, une modélisation sans 
l’effet de la propagation était suffisante. À cause de la forte exigence d’une montée en fréquence, 
la thèse d’I. Yahi fut lancée [5][6]. Dans ce dernier travail, l’effet capacitif représentatif de la 
propagation dans les câbles a été introduit. Il a permis une montée significative en fréquence 
(autour de 1 GHz). Avec cette montée en fréquence, il apparu logique d’intégrer le rayonnement 
électromagnétique. 
Dans le premier chapitre, nous allons brièvement faire une comparaison entre les différentes 
méthodes de modélisation EM les plus utilisées et nous allons expliquer notre choix pour la 
méthode PEEC. Ensuite, nous présenterons la formulation mathématique de la méthode telle 
qu’elle fut introduite par RUEHLI. Puis, nous présenterons l’effet capacitif proposé par I. Yahi et 
nous comparerons son temps de calcul au temps de la méthode PEEC conventionnelle.  
Cependant, nous insisterons sur les différents phénomènes observés tout en montant en fréquence. 
En effet, la méthode PEEC est représentative de ces différents phénomènes que sont la résistance 
des conducteur, les inductances, les inductances mutuelles (ou couplage inductif), l’effet de peau, 
l’effet de proximité. Enfin, la propagation des signaux dans les conducteurs est accentuée par 
l’effet capacitif. 
Bien que la méthode PEEC soit utilisée pour les perturbations électromagnétiques conduites, elle 
l’était moins pour les perturbations électromagnétiques rayonnées. L’originalité de notre travail 
est de pouvoir déterminer, à partir des paramètres de conduction, le rayonnement 





analytique présente plusieurs avantages par rapport aux méthodes numériques très gourmandes en 
temps de calcul pour une même, voire plus faible, précision souhaitée. Tout ce qui est 
rayonnement EM à partir de la méthode PEEC sera présenté dans le deuxième chapitre. Pour 
procéder au passage du mode conduit au mode rayonné, nous a llons utiliser un calcul analytique 
basé sur la série de Maclaurin. Cette approche de calcul sera validée, en premier temps, par une 
comparaison avec un calcul numérique basé sur une approximation de dipôle infiniment petit. 
Ensuite, nous validerons notre modèle, PEEC et calcul analytique, à l’aide de simulations HFSS 
basées sur la méthode des éléments finis. Une dernière validation sera faite à l’aide des mesures 
en champ proche. 
Dans un troisième chapitre, nous allons nous intéresser, dans un premier temps, à la modélisation 
du rayonnement d’un prototype de câblage reflétant les phénomènes EM entourant le câblage 
automobile. Ce modèle sera validé par des mesures en champ proche. Ensuite, et dans le cadre du 
projet EPEA, nous allons associer notre câblage à un convertisseur DC-DC. Cette configuration 
est une application de systèmes électroniques embarqués dans lequel la distribution de l’énergie à 
différents niveaux se fait à travers des DC-DC à partir d’une batterie. Le découpage dans le 
convertisseur de puissance génère des perturbations HF qui se propagent vers une charge via le 
câble. Le rôle du câble dans une telle configuration n’est pas anodin. En effet, il modifie le spectre 









Chapitre I  
Modélisation PEEC 
Sans exception, les méthodes numériques de modélisation se trouvent confrontées à des 
difficultés semblables telles que la montée en fréquence, la précision de la résolution, les 
couplages multi-physiques, la complexité et la grande taille des systèmes etc.  
Les diverses méthodes permettent, d’une façon ou d’une autre, la résolution des équations de 
Maxwell. Ce qui diffère entre elles est la manière dont on pose le problème électromagnétique.  
On peut distinguer deux principales catégories : les méthodes basées sur les équations 
différentielles et les méthodes basées sur les équations intégrales. 
Bien que les méthodes aux équations différentielles soient les plus développées, à l’image de la 
méthode des éléments Finis (MEF), et qu’elles traitent les systèmes les plus complexes, elles ne 
sont pas adaptées aux systèmes de grandes tailles tels que les systèmes de câblage. En effet, ces 
derniers systèmes nécessitent une discrétisation très fine.  
Dans le contexte du câblage, notre choix s’oriente vers une méthode aux équations intégrales qui 
est la méthode PEEC. Par sa formulation intégrale et par sa possibilité de décrire les 
phénomènes EM sous forme de circuit équivalent, la méthode PEEC semble la mieux placée 
pour l’étude de câblage dans son environnement électrique. En effet, elle a été introduite dans 
plusieurs applications d’électronique de puissance dans lesquelles on associait le modèle des 
circuits imprimés (PCB, Printed Circuit Board)[7][8], du bus bar [9][10], des plans de masse ou 
des interconnexions [11] obtenus par PEEC aux modèles des circuits électroniques actifs 
(transistors de commutation) ou passifs (RLC). Aussi, elle a été utilisée pour la modélisation des 
antennes [12]. Cependant, l’effet capacitif comme décrit dans la méthode PEEC conventionnelle 
rend la modélisation très exigeante en temps de calcul. Dans ce chapitre, nous présentons dans 
un premier temps la méthode PEEC conventionnelle [13], puis la nouvelle considération de 
l’effet capacitif introduite dans [5] et [6]. 




I.1 Hypothèses de calcul [14][15][16][17] 
Les méthodes de modélisation EM reposent sur les quatre équations de Maxwell décrites ci-
dessous. 
Formulation différentielle Formulation intégrale 



























































Dans les équations de Maxwell,  Q  est la charge électrique, B

 est l’induction magnétique, D

 
est l’induction électrique, E

 est le champ électrique, H

est le champ magnétique, J

 est la 
densité de courant, t  est le temps et ρ est la charge volumique. 
Ces équations de Maxwell ne suffisent pas à résoudre un problème électromagnétique et ne 
permettent pas de déterminer les inconnues  trE ,

  trH ,

,  trB ,

 et  trD ,

 dans la mesure 
où chacune de ces variables est un vecteur de 3 composantes. Donc, on obtient plus d’inconnues 
que d’équations. Pour surmonter cette difficulté, des hypothèses supplémentaires reliant les 
différentes inconnues sont nécessaires : celles-ci sont les relations de constitution ((I.1), (I.2) et 
(I.3)). Elles prennent en compte la permittivité, la perméabilité et la conduc tivité du milieu 
continu considéré. Dans notre travail, le milieu entre conducteurs est l’air dont la permittivité et 
la perméabilité sont données respectivement par ε0 et μ0. De plus, nous utiliserons le cuivre 




 mS .  


















I.2 Quelques Méthodes numériques de Modélisation EM 
Lorsqu’il s’agit de résoudre un problème de type EM, en premier, nous pensons aux modèles 
mathématiques analytiques. Ces méthodes sont irréprochables pour la résolution de tels 
problèmes sauf qu’elles perdent de leur valeur dès que le système étudié devient plus complexe. 
En effet, les résolutions, qui sont déjà de nature complexe, deviennent très complexes voire 
« impossibles ».  
Que ce soit pour les équations de Maxwell sous leur forme intégrale ou sous leur forme 
différentielle, lorsque les solutions analytiques sont complexes, l’utilisation d’une méthode 
numérique est inévitable d’autant plus qu’elle présente  de multiples avantages. Elles sont 
connues par leur efficacité aussi bien que leur rapidité. Leurs caractéristiques dépendent de la 
méthode adoptée ainsi que de ses conditions d’utilisation.  
Dans ce qui suit, nous allons exposer un aperçu des deux principales catégories de méthodes 
numériques : différentielles et intégrales. Nous présentons pour chacune d’elles ses avantages, 
ses inconvénients et son domaine de travail. 
Parmi les méthodes les plus répandues, nous citons celles sur lesquelles sont basés les 
principaux logiciels commerciaux de modélisation EM dans la CEM : celles basées sur les 
équations de Maxwell sous forme intégrale telle que la méthode des moments (MoM) et aussi 
celles basées sur les équations de Maxwell sous leur forme différentielle telles que la méthode 
des éléments finis (MEF, ou bien FEM, Finite Element Method).  
I.2.1 FEM [18][19][20][21] 
La méthode MEF est très générale et permet de bien modéliser les matériaux magnétiques, les 
milieux non-homogènes et les structures de forme très complexe. C’est une méthode rigoureuse, 
mais qui nécessite un temps de calcul important ainsi qu’une grande capacité de mémoire du 
calculateur. En effet, par sa nature, la méthode MEF nécessite, par exemple, la définition de 




conditions de troncature pour une simulation en espace libre. Pour cela, il faut définir une boite 
contenant toute la structure à modéliser. La surface de la boite présente des conditions 
absorbantes qui proviennent du fait qu’on a un champ EM nul à l’infini. L’intérieur doit être 
discrétisé d’une façon plus ou moins fine selon la géométrie de la structure. Deux types de 
discrétisation peuvent être utilisés : des tétraèdres dans le cas 3D ou bien des triangles (2D). 
Dans les deux cas, la discrétisation géométrique n’est pas forcément uniforme. 
En présence de conducteurs plats ou filaires ou de conducteurs en grand nombre, la méthode 
MEF devient très exigeante en temps de calcul et en capacité de mémoire surtout qu’on est 
amené à discrétiser aussi l’air.  
Contrairement aux méthodes aux équations intégrales telles que la méthode des MoM, la 
matrice résultante est creuse pour n’importe quelle structure. En effet, lors la modélisation avec 
la méthode FEM, chaque cellule de discrétisation ne tient compte que des cellules de son 
voisinage. Lorsque les cellules sont éloignés les unes des autres, l’interaction est absente ce qui 
conduit à ces matrices creuses qui sont facilement inversibles. 
L’utilisation de cette méthode est restreinte à des problèmes de petites dimensions (vis-à-vis de 
la longueur d’onde). Ceci ne répond pas à nos critères de choix de la méthode de simulation. 
Pour cela, notre choix penche du côté des méthodes aux équations intégrales.  
I.2.2 MoM [22] 
La méthode des moments (MoM : Method of Moments) est très largement utilisée depuis 
plusieurs décennies dans diverses disciplines de la modélisation EM et en particulier en CEM. 
Elle s’applique généralement à la résolution d’une formulation intégrale de surface du champ 
électrique (EFIE : Electric Field Integral Equation) ou magnétique (MFIE : Magnetic Field 
Integral Equation). C’est une méthode de résolution plutôt fréquentielle même si elle peut être 
utilisée dans le domaine temporel. Appliquée à des structures de câblage ou des circuits PCB, 
contrairement aux méthodes volumiques, la MoM ne modélise que les structures à simuler en 
l’occurrence dans notre travail les conducteurs. Autrement, elle ne fait pas partie des méthodes 
volumiques dans lesquelles on doit prendre en compte l’air. Elle est bien adaptée à la 
modélisation des régions minces et filaire, car l’utilisation des méthodes volumiques devient vite 
inadaptée. 
Malgré les avantages qu’elle présente devant la méthode MEF, la MoM conduit à un calcul 
assez lourd. Ainsi, les capacités mémoires requises et le temps de simulation requis croissent 
très rapidement avec la complexité du problème EM à résoudre. Aussi, pour des structures 




complexes contenant des matériaux diélectriques ou bien des matériaux magnétiques, la 
résolution à l’aide de la MoM reste très délicate. 
I.2.3 FEM-MoM [23][24] 
De plus en plus, dans les logiciels commerciaux de modélisation EM, nous remarquons la 
combinaison de plusieurs méthodes numériques. Généralement, la tendance est de coupler des 
méthodes aux équations intégrales avec d’autres aux équations différentielles. Dans la 
modélisation EM et en particulier dans le domaine de la CEM les méthodes les plus 
communément utilisées sont, la MoM, la MEF ou FEM et la FDTD (Finite-difference time-
domain method). À titre d’exemple (non exhaustif), nous citons les méthodes hybrides 
FDTD/MoM et FEM/MoM. Cette hybridation profite des points forts de chaque méthode. Pour 
une méthode hybride FEM/MoM, l’idée est d’utiliser d’un coté la méthode MEF pour traiter les 
parties de structure qui sont hétérogènes et de l’autre coté la méthode des moments qui évite une 
discrétisation non nécessaire d’un espace homogène de la structure et qui est bien adaptée à la 
modélisation des conducteurs de dimensions fines ou plates. De la sorte, on obtient un modèle 
général (FEM), rapide (MoM) et bien sûr fiable (FEM et MoM). 
I.3 Méthode PEEC 
La méthode a été développée par RUHELI en 1974 dans le but de calculer le couplage inductif 
dans les circuits intégrés de type VLSI [25]. Ensuite, afin d’assurer la nécessité de la montée en 
fréquence, l’effet capacitif [26] a été rajouté au calcul des inductances pour une méthode de 
modélisation à part entière [13]. 
En 1992 un modèle PEEC prenant en compte les régions diélectriques a été présenté [27]. Par la 
suite, des travaux sur la méthode PEEC ont amélioré différents aspects tels que l’effet de peau et 
de proximité [28] et la stabilité liée à la résolution des systèmes linéaires [29]. 
Jusqu’en 1999, dans tous les travaux sur la méthode PEEC, on a utilisé une discrétisation 
orthogonale. Date à laquelle, la discrétisation non orthogonale des conducteurs a été introduite 
[30]. Ce type de discrétisation a été développé et amélioré dans [31]. Dans [32], la méthode 
PEEC a été adaptée aux structures de section circulaire. 
La méthode, développée au début pour l’analyse du comportement électromagnétique des VLSI, 
est devenue une méthode incontournable dans l’étude et la modélisation des pistes de circuit 
imprimé (PCB) des systèmes électroniques embarqués (interconnexions), de l’électronique de 




puissance, des lignes de transmission, des antennes et aussi dans l’étude des systèmes de câblage 
(câbles, plan de masse, bus barre etc.) [33]. 
I.3.1 Formulation mathématique de la méthode PEEC 
La formulation mathématique de la méthode PEEC a été principalement développée dans  [25], 
[26] et [13]. Selon l’équation intégrale du champ électrique, à un instant t et à un point r

, le 
champ électrique total 
TE

 est la somme du champ incident 
iE

 et du champ auto- induit E

. 
     t,rEt,rE=t,rE iT

  (I.4)  
Lorsque le point r










 (I.5)  
où J

 est la densité du courant dans le conducteur dont la conductivité électrique est ζ . 
Dans la relation précédente, le champ incident 
iE

 ne dépend que des sources externes au 
système. Il est donc indépendant des courants et des charges présents au point r

 de la structure 














  (I.6)  
où A

est le potentiel vecteur (I.7), et φ  est le potentiel scalaire (I.8). 
Dans la relation (I.8), s  est la densité surfacique des charges électriques qui sont physiquement 
présentes sur la surface des conducteurs et dt est le temps de retard entre la source et le point 
d’observation r

. Ce temps est donné par :   c'rrttd /

  avec c  la célérité du vide. 
      '0 ,',v d dv'trJ'rrGμ=t,rA

 (I.7)  



























 (I.9)  
En utilisant les relations (I.5) et (I.6), le champ incident devient: 
 














 (I.10)  
Afin de transformer la relation (I.10) en une équation intégrale du champ électrique (EFIE), la 
définition des potentiels électromagnétiques A

 et φ  peut être utilisée. Cela permet d’avoir la 
relation suivante : 
     
 
























 (I.11)  
La présentation de l’équation (I.11) dans un repère cartésien, permet d’avoir 3 équations  
scalaires dont chacune correspond à un axe. En l’absence d’un champ électrique incident, ces 
équations se résument dans la relation (I.12) dans laquelle γ=x, y ou z. 
   
 






















 (I.12)  
Une discrétisation de la structure en N  cellules volumiques et SN  surfaces permet d’obtenir la 
densité de charge et la densité de courant sous forme d’une combina ison linéaire définissant ce 
qu’on appelle l’approche de Petrov-Galerkin. Les densités s’écrivent comme dans les deux 
relations suivantes : 








 (I.13)  











avec   1rf
m

 lorsque le point r

 appartient au volume 
m
v  et   0rf
m







 appartient à la surface 
n
S  et   0rg
n

 ailleurs. Les volumes et les cellules 
élémentaires sont assez petits. Ce qui assure que le courant et la charge y soient constants. 







  et crrtt
nnd

  représentent respectivement les temps de retard entre la 
cellule volumique 
m
v  et la surface 
n
S  par rapport au point r

. 
Au niveau de chaque cellule volumique, la densité du courant est donnée par le rapport entre le 










  (I.15)  
Aussi, la densité de charge définie au niveau de chaque surface élémentaire s’écrit en fonction 












σ  (I.16)  
L’association des équations (I.15) et (I.16) avec l’équation (I.13) et (I.14) permet d’avoir les 


































σ  (I.18)  
A partir de la discrétisation ((I.13) à (I.18)), il devient possible de présenter l’équation EFIE,  
définie par relation (I.12), sous forme d’une équation interprétable en circuit équivalent RLC. 
En effet, en substituant les relations (I.17) et (I.18) dans l’équation (I.12), nous obtenons : 
   
 















































Cette relation est valable pour tout point r






  un point appartenant au volume de discrétisation 
i
v  de la structure. La 




relation demeure valable. En intégrant chacun des membres de l’équation par l’opérateur défini 
par la relation (I.20) et en appliquant le théorème fondamental du calcul intégral (I.21) au 3ième 
terme de l’équation, nous obtenons la relation (I.22) dans laquelle iS  et 

iS  sont deux surfaces 















  (I.20)  



















   
 















































































C’est sur cette équation (I.22) que la méthode PEEC se base. Elle permet la déduction des 
différents éléments partiels. Cependant, une discrétisation adéquate est nécessaire pour arriver 







Figure I.1 – Surfaces pour le calcul de l’effet capacitif  
L’écriture de l’équation (I.22) permet la déduction d’un circuit électrique équivalent (Figure I.2) 
dont les éléments seront détaillés par la suite.  





Figure I.2 – Circuit équivalent à une cellule générique de volume 
Les tensions iV γ1 , iV γ2 , iVγ  et iVγ , décrites dans la Figure I.2, sont respectivement données par 
les relations (I.23), (I.24), (I.25) et (I.26). 
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 (I.26)  
I.3.2 Implémentation de la méthode PEEC 
I.3.2.1  Discrétisation et circuit élémentaire PEEC 
Le passage de l’équation intégrale du champ électrique (EFIE) à la méthode PEEC se fait en 
discrétisant les conducteurs en des volumes et des surfaces exploitables pour l’obtention du 
circuit équivalent RLC. Le choix des dimensions des cellules de discrétisation qu’elles soient 
volumiques ou surfaciques est directement lié à la fréquence maximale de travail, à la précision 
de calcul souhaitée et par conséquent au temps de calcul.  




D’une façon générale, en modélisation EM, le critère de discrétisation, donné par la relation 
(I.27), doit être respecté [34][35]. Il assure une discrétisation très fine comparée à la longueur 
d’onde. Dans la relation (I.27), 
th
l  représente la dimension des cellules de discrétisation, c  
représente la vitesse de la lumière et 
min
λ  est la longueur d’onde relative à la plus haute 
fréquence d’étude 
max
f . La longueur électrique κ  est définie comme étant le rapport entre la 
longueur de la cellule et la longueur d’onde. Généralement, dans les méthodes de modélisation 
EM, on fixe 10=κ . Cependant, il a été démontré dans [36]que le choix de 20=κ est plus 








lth   (I.27)  
Dans la littérature, plusieurs types de discrétisation sont utilisés dans la méthode PEEC. Dans 
notre travail, nous nous contentons de la discrétisation orthogonale et dite « de Manhattan ». 
Nous pouvons en distinguer 3 types : 1D, 2D et 3D. Il est évident, par rapport au temps de 
calcul, qu’on préfère la discrétisation 1D et 2D à celle à 3D et on n’hésite pas à le faire dès que 
la nature de la structure le permet. La plus générale (3D) considère les trois dimensions de la 
structure. Elle est utilisée pour les systèmes massifs dans lesquels la distribution du courant se 
fait dans toutes les directions x, y et z. Chacune des cellules est définie par son origine, ses 




Figure I.3 – Discrétisation 3-D  
Le deuxième type de discrétisation est adapté aux systèmes 2D (Figure I.4) tels que les plans de 
masse dans lesquels la distribution de courant se fait sur la surface. La composante normale du 
courant est négligeable vu son épaisseur par rapport à sa longueur et sa largeur.  
Pour traiter des câbles, nous utiliserons la discrétisation à une dimension (1-D). La discrétisation 
en une seule dimension des câbles est expliquée par la circulation du courant. Ce type de 
discrétisation appliqué au câble permet de prendre en compte l’effet de peau et l’effet de 
proximité. Donc, afin de mener à bien la résolution du problème EM lié au câblage à l’aide de la 




méthode PEEC, nous devons étudier l’effet de peau et l’effet de proximité, qui présentent à eux 
deux une très grande influence dès que l’on monte en fréquence.  
  
Figure I.4 – Discrétisation 2-D d’un plan de masse 
En se fiant à la relation (I.22), base de la mise en circuit équivalent, les surfaces utilisées pour le 
calcul capacitif ne sont que les surfaces extérieures des cellules volumiques de discrétisation. 
Autrement dit, à chaque nœud on associe les surfaces correspondantes (Figure I.5).  
La surface à prendre en compte est la surface extérieure de ce volume puisque les charges 
considérées dans le calcul capacitif sont les charges électriques qui sont surfaciques.  
 
Figure I.5 – Discrétisation surfacique résultante de la discrétisation volumique  





Figure I.6 – Discrétisations utilisées : a) volumique et b) surfacique  




I.3.2.2  Éléments partiels 
Le circuit équivalent à une cellule de discrétisation et qui est placé entre deux nœuds est 
constitué de trois éléments partiels. Premièrement, l’inductance partielle propre à chaque cellule 
volumique ainsi que les inductances partielles mutuelles entre-elles. Ces éléments représentent 
le couplage magnétique dans le circuit équivalent. Le deuxième élément, qui présente l’effet 
capacitif, est le coefficient de potentiel représentant le couplage électrique entre les surfaces qui 
entourent chacun des nœuds. Enfin, le troisième élément du circuit équivalent est sa résistance.  
I.3.2.2.1 Élément résistif 





















 (I.28)  
La densité de courant 
γJ  est uniforme dans une même cellule de discrétisation. Cela nous 


























  (I.29)  
Ainsi, nous déterminons le premier élément du circuit équivalent d’une cellule  qui est la 









 (I.30)  
où ia γ  représente la section du volume de cellule, γ  est la direction du courant et il γ est la 




 est la surface de la section de la 
cellule (i). 
I.3.2.2.2 Effet inductif 


















 (I.31)  




où la tension 
L
ii



















 (I.32)  













0  (I.33)  
Les détails de calcul sont décrits dans [38], [9] et [39]. Ils sont brièvement présentés en annexe 
A. 
I.3.2.2.3 Effet capacitif 
La tension au nœud () est donnée par la relation suivante : 









 (I.34)  
En dérivant la tension  tV
α




, nous obtenons la relation : 
 












 (I.35)  
avec : 

















 (I.36)  
De cette façon, le circuit équivalent à l’effet capacitif est déterminé (Figure I.7). 
Pour déterminer l’effet capacitif il suffit de déterminer le coefficient de potentiel entre deux 
nœuds () and (). Il est défini par: 
















=p   (I.37)  
Son calcul a été développé et présenté dans [26]. L’expression analytique de coefficient de 
potentiel est déterminée suivant deux cas : surfaces parallèles et surfaces perpendiculaires (Voir 
Annexe A). 
D’une façon générale, un coefficient de potentiel est associé à deux nœuds. Lorsqu’il s’agit 
d’une discrétisation à une dimension, chaque nœud est représenté par une surface. Mais, pour le 
cas 3D, comme indiqué dans la Figure I.8, un nœud est entouré de plus qu’une seule surface. 
Dans le cas d’un câble de section carrée, autour de chaque nœud on définit quatre surfaces 
extérieures.  
 
Figure I.7 – Circuit équivalent à l’effet capacitif  
Soient (α) et (β) deux nœuds auxquels nous associons les surfaces totales  αS  et βS . Chaque 
surface peut être subdivisée en 4 surfaces extérieures. αS  et βS  sont respectivement l’union des 
li
S  et 
kj
S . Il est donc possible d’écrire la relation suivante : 
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  (I.38)  



















   (I.39)  
A partir de cette équation nous déduisons la nécessité d’une pondération dans le calcul de 
coefficient de potentiel 3D. Cette pondération a été développée dans [40]. Le coefficient de 
potentiel final est obtenu à travers la relation (I.40) 




Il est nécessaire de rappeler que pour la résolution d’un système complet contenant ces 
coefficients de potentiel, nous définissons une matrice de coefficients de potentiel dont chaque 




































  (I.40)  
Cette technique est d'autant plus précise que ces deux conditions sont satisfaites: les surfaces qui 
entourent les nœuds sont équipotentielles et auss i admettent la même densité de charges. 
Lorsque la fréquence de travail augmente et il devient nécessaire de discrétiser une structure de 
câblage le plus finement possible, le nombre de cellules surfaciques devient énorme et les 
systèmes complexes à résoudre. En effet, la matrice de coefficients de potentiel est une matrice 
pleine dont sa dimension augmente très rapidement en fonction de la discrétisation. Et, 
l’inversion d’un système contenant une telle matrice demande davantage de temps de calcul et 
de mémoire. Pour cela, il était nécessaire de considérer un nouveau calcul capacitif que nous 
allons détailler dans ce qui suit.  
 
a) 3D PEEC 
 
b) 2D PEEC 
Figure I.8 – Discrétisation 1D et 3D nécessaire à la mise en œuvre de l’effet capacitif [41][42] 
a)  b)  
  
Figure I.9 – Circuit équivalent représentant l’effet capacitif par sources de: a) tension b) courant  
Concernant l’intégration de l’effet capacitif dans le circuit équivalent PEEC, après quelques 
simplifications [38], on peut utiliser deux différents modèles de type circuit : un modèle 




associant en série une pseudo-capacité et un générateur de tension piloté en tension (Figure 
I.9.a), cette source contrôlée est pilotée par toutes les tensions des autres éléments du maillage; 
un modèle comportant en parallèle une pseudo-capacité et un générateur de courant piloté en 
courant. (Figure I.9.b). Le générateur est également contrôlé par tous les éléments du maillage.  
Contrairement au calcul inductif qui ne se fait que sur une même direction du courant, le calcul 
capacitif se fait aussi bien pour des cellules parallèles que pour les cellules perpendiculaires [38] 
(Annexe A). Cela entraine forcément un nombre de calculs très important pour des structures de 
grande taille. Toutefois, le plus délicat est d’en extraire un circuit électrique équivalent. En effet, 
la notion de source contrôlée fait interagir toutes les cellules, et quand le nombre de celles-ci est 
important, il devient difficile de mettre en œuvre ce type de montage, ajouté à cela les 
éventuelles limitations liées aux logiciels de simulation électrique tel que Spice3f5 utilisé dans 
notre cas [43][44]. Le couplage capacitif dans la méthode PEEC est calculé entre chaque couple 
de cellules du système discrétisé en trois dimensions. Plus la discrétisation est fine plus le calcul 
devient lourd. 
Dans le but de modéliser une structure de câblage, après l’avoir discrétisée convenablement, 
nous en déduirons les éléments partiels relatifs à chaque cellule. Les éléments partiels relatifs à 
chaque cellule forment un circuit équivalent de base (Figure I.10). Les circuits équivalents de 
base, regroupés, permettent de décrire le comportement, à la fois, électrique et 
électromagnétique de la structure entière.  
  
Figure I.10 – Circuit équivalent d’une cellule de discrétisation  
Afin de résoudre ce problème EM, deux possibilités se présentent. La première est basée sur la 
création d’un fichier de type circuit traitable par un simulateur de type SPICE. Dans ce fichier 
circuit, nous définissons les éléments circuits qui sont les inductances, les résistances, les 
couplages inductifs, la capacité partielle propre et les sources contrôlées par courant présentant 




















résolution est mathématiquement équivalente à celle de type circuit. Son avantage est qu’elle 
n’est pas limitée au nombre d’éléments circuits comme le cas de certains outils de simulation 
circuit.  
I.3.2.3  Résolution de type circuit 
Les simulateurs SPICE, souffrent du fait qu’ils ne supportent pas un très grand nombre de 
sources contrôlées. Par exemple, dans notre travail, nous utilisons Spice3f5 dans lequel nous ne 
pouvons pas mettre plus de 64 sources. Afin de remédier à ce problème, la mise en série de 
plusieurs sources de tensions, dont chacune est commandée par moins de 64 sources, est 
possible (Figure I.11.a). Pour un même objectif, la présentation en sources de courant peut être 
modifiée en mettant, cette fois, en parallèle les différentes sources. Chacune  de ces sources ne 
doit pas être commandée (contrôlée) par plus que 64 sources (Figure I.11.a). 
a)  b)  
 
 
Figure I.11 –Circuits capacitifs aux simulateurs SPICE pour les sources de a) tension et b) 
courant 
L’effet inductif est présenté par les inductances propres et par le couplage inductif. Le couplage 







  (I.41)  
La valeur de ce coefficient de couplage varie entre -1 et 1. Elle renseigne sur l’importance d’un 
tel couplage. Lorsque deux cellules s’éloignent, ce coefficient tend vers zéro. Inversement, le 




module de ce coefficient tend vers un lorsque les cellules se rapprochent. Lorsque les cellules 
sont confondues, il vaut 1.  
La définition d’un couplage inductif à travers le coefficient de couplage inductif nous épargne 
l’utilisation de sources de tension commandée par courant. Dans ce cas, contrairement à 
l’implémentation du modèle de l’effet capacitif, nous ne sommes pas limités par rapport au 
nombre des inductances (cellules) couplées.  
I.3.2.4  Résolution Matricielle 
Le problème EM obtenu par la méthode PEEC peut être défini sous une forme matricielle. Cette 
résolution permet de prendre en compte plus facilement l’effet de peau que la résolution de type 
circuit. En utilisant la méthode MNA (MNA, Modified Nodal Analysis), le modèle circuit 
obtenu par PEEC peut être placé sous forme d’un système matriciel [45].  
 
Figure I.12 –Loi des nœuds appliquée au nœud (n) 











 (I.42)  
où ni est le courant relatif à l’effet capacitif au niveau du nœud (n), si est le courant de la source 
et 
kb
i  est le courant de branche relative à la cellule (k). Les coefficients n  et nka informent sur 
les interconnexions. Ces coefficients prennent la valeur un lorsque le courant est entrant, la 
valeur moins un lorsque le courant est sortant et la valeur nulle en absence de courant. 




D’autre part, quant au potentiel du nœud (n), il est fonction de toutes les quantités des charges 
surfaciques et pas seulement de celle du nœud en question. En effet, 









 (I.43)  
où 
T
pQ  est la quantité des charges surfaciques autour du nœud (p) et Ns est le nombre total des 
nœuds. npp  est le coefficient de potentiel entre les surfaces autour des nœuds respectifs (n) et 
(p).  
En utilisant la relation entre la quantité des charges 
T
pQ  et le courant pi , sous leurs formes 
fréquentielles, nous obtenons : 
T
pp Qji  , (I.44)  












 (I.45)  
D’autre part, la différence de potentiel à chaque branche (cellule de d iscrétisation), (i), est 








  (I.46)  
 
Figure I.13 –Loi des mailles appliquée à chaque branche 
Les relations (I.42) et (I.45), appliquées à tous les nœuds permettent la déduction de la relation 












T IVj I  A1P  (I.47)  
  VIj Bp BLR    (I.48)  

















P est la matrice de 





L  est la matrice des inductances partielles (propres 
et mutuelles) et  
ν21 Ni
R,R,,RRdiag R  est la matrice des résistances des cellules 
volumiques. Ces trois matrices sont évaluées à partir des éléments partiels.  
Le vecteur  TsNssnssS iiiiI  ,,,,, 21   représente l’excitation appliquée à la structure 
globale. Les matrices A  et B  , dont les coefficients égales à -1, 1 ou 0, informent sur les 
interconnexions. Elles sont déduites des équations (I.42) et (I.46). Elles sont spécifiques à 
chaque structure et, contrairement aux matrices d’éléments partiels, elles n’ont pas une forme 
générique. 
Une fois les différentes matrices évaluées, il ne reste qu’à appliquer le système d’équations 
donné par les relations (I.47) et (I.48). Les inconnues V et IB sont alors déterminées en utilisant 















ω  (I.50)  
Dans notre travail, nous appliquons un courant unitaire comme source d’excitation. Si la valeur 
réelle d’excitation est différente, les valeurs de courants et de tensions dans la structure sont 
directement multipliées par la valeur de ce courant réel. Pour la détermination des tensions dans 
la structure, un nœud doit être référencé par rapport à la masse.  




I.3.2.5  Effet de peau et effet de proximité par la méthode PEEC 
I.3.2.5.1 Effet de peau 
Notons que la prise en compte de l’effet de peau est une préoccupation ancienne qui revie nt au 
début du XXème siècle [46]. Mais, c’est un phénomène qui a son importance dans la 
modélisation EM à haute fréquence. En effet, en basse fréquence, le courant à travers la section 
d’un conducteur se fait d’une façon uniforme [47] [48]. Lorsque la fréquence augmente, ces 
courants ont tendance à occuper seulement sa paroi extérieure. Ce phénomène est l’effet de 
peau. On note que ce phénomène est lié à l’induction magnétique. Pour cela, il est parfaitement 
décrit en utilisant des circuits RL que nous pouvons déterminer à l’aide des éléments partiels de 





 (I.51)  
Avec  est la pulsation (en rad/s), 0  est la perméabilité magnétique de l’air (en H/m) et   est 
la conductivité électrique [en S/m]. 
Afin de mettre en évidence l’effet de peau, une portion d’un câble de section carrée est 
alimentée par une excitation électrique sous forme de tension (Figure I.14). Nous considérons 
que le courant traversant la section du câble se fait dans une même direction. Ainsi, la 






Figure I.14 –Simulation de l’effet de peau  
Tant que l’épaisseur de peau est plus grande ou comparable aux dimensions de la section, la 
portion du câble, dont la longueur ne dépasse pas λ/10, peut être présentée par une inductance en 
série avec une résistance (Figure I.15). Dans cette configuration, on est en basse fréquence. 




a) Cellule conductrice 
 
c) Circuit équivalent 
 
 
Figure I.15 – Circuit R-L équivalent sans effet de peau  
Afin de suivre l’évolution de son impédance équivalente en HF, il est impératif de discrétiser la 
section de la cellule davantage. Une méthode généralement utilisée dans la modélisation EM 
consiste à subdiviser la cellule en de petits filaments volumiques (VFI, Volume Filament Model 
[47]). Ainsi, son circuit équivalent devient un ensemble de circuits RL mis en parallèle (Figure 
I.16). Les inductances sont mutuellement couplées entre-elles. à chaque fréquence, une cellule 
peut être présentée sous forme d’une résistance en série avec une inductance. Ces derniers 
éléments dépendent de la fréquence contrairement aux éléments calculés initialement.  
a)  b)  
 
 
Figure I.16 – Mise en ouvre de l’effet de peau. 















 (I.52)  












L  est la matrice d’inductances,  NNrrrdiag ,, 2211R  est matrice des 
résistances, I est le vecteur des courants dans les segments (ou branches) et V est le vecteur des 
tensions. Is et Vs présentent respectivement le courant et la tension de la source.  
  spTs VjI ALRA -1
 
(I.53)  
L’impédance équivalente est donc donnée par la relation (I.54) 
Pour différentes dimensions de discrétisation, nous avons déduit la variation de l’impédance en 
fonction de la fréquence. Allant du cas simple d’une cellule sans subdiviser au cas avec 
discrétisation très fine, nous observons la convergence de l’impédance.  








Plus la discrétisation est fine, plus les éléments circuits équivalents sont exacts. Mais une 
condition sur la discrétisation est suffisante pour avoir le bon comportement: chaque petit 




Figure I.17 –Inductance et résistance pour différentes discrétisations.  
 
Distribution du courant sur la section d’un câble à 50Hz Distribution du courant sur la section d’un câble à 10kHz 














Figure I.18 – Effet de peau à différentes fréquences.  
A différentes fréquences, nous observons la distribution du courant sur la section du câble. 
L’importance de l’effet de peau augmente en fonction de la fréquence. La Figure I.18 présente la 
distribution du courant sur la section d’un câble pour différentes fréquences : 50Hz, 1kHz, 
1MHz et 10MHz.  
D’autres types de discrétisation s’avèrent nécessaires pour éviter la discrétisation décrite dans la 
Figure I.16. Cette dernière rend la simulation assez lourde en mémoire et en de temps. De plus, 
la discrétisation supplémentaire de la partie intérieure du câble n’est pas nécessaire. Ainsi, une 
éventuelle discrétisation qui permet de la remplacer est décrite dans la Figure I.19. 
Mais, dans la littérature [52][53], on préfère utiliser la discrétisation décrite par la Figure I.19.b 





Figure I.19 – Autres types de discrétisation [39] [54]. 




I.3.2.5.2 Effet de proximité 
L’effet de proximité est souvent associé à l’effet de peau. En effet, ces deux phénomènes 
dépendent de l’induction magnétique. Pour cette raison, l’effet de proximité est aussi 










Figure I.20 – Effet de proximité 
Nous pouvons distinguer séparément le mode commun et le mode différentiel de cet effet. 
Pour illustrer ce phénomène, nous allons considérer le montage donné par la (Figure 
I.20) : c'est-à-dire le mode commun. 
Nous présentons (Figure I.21) la distribution du courant en fonction de différentes fréquences. 
Cela permet de voir l’effet de proximité et son impact sur la distribution du courant sur la 
section de deux câbles dont la source d’excitation est en mode commun.  
Pour le mode différentiel, où les courants sont de sens opposés, nous avons observé plutôt des 
phénomènes similaires sauf que le courant est plus dense dans la région intérieure des câbles. 
Dans notre travail, nous négligeons l’effet de proximité devant l’effet de peau. En effet, sur un 
système de câblage, une première discrétisation proche de 
20
λ est opérée. Ensuite, une sur-
discrétisation de chaque cellule permet de tenir compte de l’effet de peau. Mais, de cette façon, 
le calcul déjà lourd de la méthode PEEC devient encore beaucoup plus lourd. Alors, la solution 
proposée (Figure I.22) est de déterminer la résistance et l’inductance propres au niveau de 
chaque cellule (qui elle est discrétisé de façon à tenir compte de l’effet de peau).  
 




a) 50Hz b) 100kHz 
  
c) 1MHz d) 10MHz 
  
Figure I.21 – Distribution de courant dans les 2 portions d’un câble à différentes fréquences. 
Cependant, l’effet de proximité est considéré négligeable devant l’effet de peau.  
Dans notre travail, le modèle d’une cellule de discrétisation volumique est donné par une 
résistance en série avec une inductance qui n’est autre que l’inductance propre de la cellule. Ces 
éléments prennent en compte l’effet de peau et donc dépendent de la fréquence. Pour cela, nous 
calculons pour chacune des fréquences de travail la résistance et l’inductance propre. En ce qui 
concerne le couplage inductif, nous considérons le cas du couplage entre cellules sans sur-
discrétisation. En conséquence, l’effet de proximité n’est pas pris en compte. Cela peut être 
expliqué par la petite section des câbles utilisés dans notre étude.  
  
(Rii,LPii) sont respectivement la 
résistance et l’inductance 
propre de (i) et qui tiennent 
compte de l’effet de peau Cellule de discrétisation (i) Sur-discrétisation opérée sur (i) 
Figure I.22 – Prise en compte de l’effet de peau 




I.4 Émissions conduites 
I.4.1 De la méthode PEEC conventionnelle à la méthode PEEC Hybride  
Nous appelons la méthode PEEC conventionnelle la méthode PEEC telle que décrite par 
RUHELI et communément utilisée dans la littérature. Cette appellation permet de distinguer la 
méthode PEEC d’origine des différentes utilisations. En effet, la difficulté de rendre compte des 
effets capacitifs par la méthode PEEC a poussé plusieurs chercheurs à utiliser un couplage avec 
d’autres méthodes de modélisation EM [54]. À titre d’exemple, nous notons le couplage de la 
méthode PEEC avec la méthode des moments [55][56][57], ou avec la méthode des éléments 
finis [20]. Que ce soit pour l’un ou l’autre, l’objectif est d’avoir à la fin une meilleure efficacité 
surtout avec la présence de milieu non homogène entre conducteurs. Dans ce milieu 
intermédiaire entre conducteurs, nous trouvons de l’air, du diélectrique et des matériaux 
ferromagnétiques. 
 
Figure I.23 – Circuit équivalent d’une cellule de discrétisation  
Dans d’autres cas, le couplage de la méthode PEEC avec d’autres méthodes était dans un souci 
de complexité et de temps de calcul. Dans ce contexte, on note le couplage avec la méthode de 
ligne de transmission. On parle alors de méthode hybride PEEC/MTL [58].  
Dans notre travail, nous utiliserons les travaux de I.Yahi qui se basaient sur une méthode 
PEEC/Analytique [5][6]. Cette approche se base sur le fait qu’en BF le circuit équivalent d’une 
structure quelconque peut être présenté par les seules résistances et inductances. Ainsi, le circuit 
PEEC équivalent à une cellule de discrétisation pourrait d’être présenté sous la forme d’un 
circuit RL (Figure I.23). Ensuite et afin de suivre l’évolution du comportement EM du câblage 
pour des hautes fréquences (HF), l’effet capacitif sous forme analytique est pris en compte. 
Dans ce travail, nous allons plus loin en estimant le temps de calcul nécessaire pour chaque 
approche, en l’occurrence PEEC conventionnelle et PEEC/Analytique. 
I.4.2 Description de la géométrie et de la discrétisation du système étudié 
Nous prenons un simple exemple d’application (Figure I.24) composé d’un câble au dessus d’un 
plan de masse. Ce câble de section carrée mmmm 11   et de longueur 30cm est relié à un plan de 




masse, de dimensions µmcmcm 352030  , par ses deux extrémités. À une extrémité, le câble 
et le plan de masse sont reliés à l’aide d’une charge résistive de 50Ω et de l’autre extrémité à 
l’aide d’une source électrique, source de courant dans notre cas.  
Afin d’appliquer la méthode PEEC, certaines conditions sur la discrétisation sont à prendre en 
compte. Pour le câble, la discrétisation est de 2cm sur la longueur. Sur le plan de masse, nous 
prenons une discrétisation égale à la discrétisation du câble sur la longueur et une discrétisation 
plus fine sur la largeur en l’occurrence 1cm. Pour cette discrétisation, nous pourrons aller 
jusqu’à MHz750 . 
Le modèle RL du système d’étude ne peut être valable que lorsqu’on considère l’effet de peau 
dont l’épaisseur est de l’ordre de μm.δ 42 . Ainsi, il est inévitable de discrétiser le câble 
davantage de façon à ce que la zone contenant le courant le plus dense, en l’occurrence la paroi 
extérieure, soit discrétisée. 
 
Figure I.24 – Description géométrique du système d’étude  
I.4.3 La considération de l’effet capacitif dans la méthode PEEC 
Dans le but d’adapter la modélisation PEEC au contexte des systèmes de câblage, I. Yahi a 
proposé une considération capacitive qui prend en compte de la grande taille de ces systèmes.  
On a rajouté au modèle RL défini en BF des capacités équivalentes entre conducteurs ou entre 
conducteur et plan de masse. Ces capacités équivalentes remplacent le grand nombre de 
capacités partielles. De cette façon, nous diminuons considérablement le nombre de capacités et 
réduisons la complexité de système. Cela rend la méthode PEEC mieux adaptée à l’étude des 
structures plus grandes à l’image des structures de câblage.  




Dans le travail de I.Yahi ([5] et [6]), la prise en compte de l’effet capacitif a été faite à travers 
l’incorporation de capacités représentant le couplage entre un ou plusieurs câbles et un ou 
plusieurs plans de masse, comme le montre la Figure I.25. 
 
Figure I.25 – Capacité entre câble et plan de masse  
Les valeurs de ces capacités, ainsi que celles de plusieurs autres cas de figure du même genre 
sont disponibles dans la littérature [59] avec plus ou moins de précision. L’expression utilisée 

















h : est la hauteur entre le centre du câble et le plan de masse,  
a : est le rayon du câble, 
0  et r : représentent respectivement la perméabilité de l’air et la perméabilité relative du 
milieu séparant le câble du plan de masse.  
Cette valeur est vraie lorsque la hauteur, h, et le rayon, a, sont du même ordre de grandeur et 
peut être généralisé pour le calcul des capacités linéiques d’un câble au-dessus d’un plan de 
masse qu’on utilisera dans notre étude. 
L’insertion de ces capacités de couplage se fait à l’étape qui précède la simulation, c'est-à-dire 
après la discrétisation géométrique et après la transformation PEEC en circuit équivalent. Ces 
capacités sont incorporées dans le fichier de description du circuit « *.cir » sur les bases de la 
syntaxe du logiciel SPICE : un numéro du composant, les nœuds entre lesquels il est relié et sa 
valeur. À la suite de la discrétisation du dispositif, nous relions chaque cellule du câble avec la 
cellule du plan de masse la plus proche. Nous nous arrangeons, dans nos discrétisations, à 




mailler avec la même taille de cellule unitaire de façon à faire correspondre les nœuds du câble 
avec les nœuds du plan de masse.  
 
Figure I.26 – Insertion des Capacités entre câble et plan de masse  
La Figure I.26 nous montre un cas concret, où les capacités sont mises entre un nœud du câble et 
le nœud du plan de masse le plus proche. Afin de ne pas avoir de problème au niveau de la 
représentation physique de ces capacités, nous gardons la même discrétisation du plan de masse 
et du câble. Chaque nœud du câble est relié à une capacité dont l’autre extrémité est reliée à un 
nœud du plan de masse. Dans le meilleur cas, ce deuxième nœud n’est que la projection 
orthogonale du premier (nœud du câble) sur le plan de masse. 
Lorsque les extrémités des capacités ne sont pas bien placées sur le plan de masse, les résultats 
risquent d’être erronés. Afin d’éviter tout risque, ces deux remarques peuvent être considérées : 
- Choisir une même discrétisation pour le câble et le plan de masse  
- Correspondre à chaque nœud du câble un nœud du plan de masse qu’on définit par 
projection orthogonale.  
Pour un câble au dessus d’un plan de masse, nous rajoutons au circuit RL les capacités 
équivalentes entre les deux. 
I.4.4 Temps de calcul : 
Une telle considération capacitive réduit considérablement le nombre des capacités présentes 
dans le circuit équivalent global. Ainsi, nous réduisons la complexité du système à résoudre.  
Afin de montrer l’importance de cette nouvelle approche, nous avons comparé le temps de 
calcul (CPU-central processing unit) nécessaire pour la simulation SPICE entre les deux 
approches. 
Le tableau I résume l’estimation du temps de calcul en fonction de, nombre total des cellules de 
discrétisation (NT).  




Il montre que le temps de calcul de la nouvelle approche est bien inferieur à celui de la méthode 
conventionnelle. Ces résultats montrent l’intérêt d’une telle approche dans la simulation EM des 
systèmes de câblage. Nous notons que pour cette estimation, l’outil Spice3f a été utilisé. Le 
nombre des sources de courant/tension contrôlées par courants/tensions est limité. En effet, dès 
que l’on dépasse 362 cellules (dans notre cas) la simulation de la méthode PEEC 
conventionnelle devient impossible. Un recours à mettre en parallèle des sources de courant ou 
en série des sources de tension est une solution pour dépasser ces limites de mémoire. En plus, 
une utilisation de la méthode PEEC sous sa forme matricielle reste possible pour éviter ce genre 
de problème. 
TABLEAU I 
COMPARISON ENTRE TEMPS DE CALCUL (1) METHODE PEEC AVEC LA NOUVELLE CONSIDERATION 
CAPACITIVE ET (2) METHODE PEEC CONVENTIONNELLE  
NT  58 130 186 202 250 306 362 
CPU-Time(1) (s) 2.4 9 25.5 38 79 227 361 
CPU-Time(2) (s) 4.7 28 187 328 741 1349 2248 
Dans le but d’adapter la modélisation PEEC au contexte des systèmes de câblage, une nouvelle 
considération capacitive a été prise en compte. En effet, en basse fréquence, le circuit équivalent 
d’une structure quelconque peut être présenté par les seules résistances et inductances. Ensuite, 
nous rajoutons des capacités équivalentes entre conducteurs ou entre conducteur et plan de 
masse. Ces capacités équivalentes remplacent le grand nombre de capacités partielles. De cette 
façon, nous diminuons considérablement le nombre de capacités et réduisons la complexité de 
système. Cela rend la méthode PEEC mieux adaptée à l’étude des structures plus grandes à 
l’image des structures de câblage. 
I.5 Conclusion 
Au début de ce premier chapitre, nous avons brièvement fait une comparaison entre les 
différentes méthodes de modélisation EM les plus utilisées et nous avons expliqué notre choix 
pour la méthode PEEC. Par la suite, nous avons repris la formulation mathématique de la 
méthode PEEC utilisée dans le but d’évaluer les éléments partiels formant le circuit électrique 
équivalent à une structure de câblage.  
Par sa formulation intégrale et par sa possibilité de décrire les phénomènes EM sous forme de 
circuit équivalent, la méthode PEEC permet d’étudier le comportement de câblage dans son 




environnement électrique. Elle est représentative de différents phénomènes EM à travers les 
éléments partiels qui sont la résistance des conducteur, les inductances, les inductances 
mutuelles (ou couplage inductif), l’effet de peau, l’effet de proximité. Enfin, la propagation des 
signaux dans les conducteurs est accentuée par l’effet capacitif. 
Cependant, l’effet capacitif comme décrit dans la méthode PEEC conventionnelle rend la 
modélisation très exigeante en temps de calcul. Pour cela, nous avons repris la considération 
capacitive proposée dans les travaux de I. Yahi.  
Nous avons montré à la fin de ce chapitre que cette considération permet d’obtenir un outil de 
simulation des émissions conduites efficace et rapide.  
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Chapitre II  
Émissions Électromagnétiques rayonnées  
Dans ce chapitre, nous nous intéressons à la modélisation des émissions EM rayonnées par un 
système de câblage. Dans le but de modéliser ces émissions, nous partons des courants dans la 
structure, obtenus par la méthode PEEC. Ensuite, nous calculons la contribution en émissions 
rayonnées de chaque cellule de discrétisation.  
Dans un premier temps, une cellule de discrétisation est considérée équivalente à un dipôle. Alors, 
dans ce cas, une seule dimension, qui est la longueur, est considérée. Dans la littérature, deux 
principales approches sont utilisées pour un tel calcul : l’approximation régime quasi-stationnaire 
et l’approximation de dipôle infiniment petit. Des erreurs de calcul, plus ou moins importantes, 
relatives à ces deux approximations ont été observées.  
Dans le but d’améliorer la précision de calcul des émissions rayonnées, nous proposerons un 
calcul basé sur l’expansion en série de Maclaurin. Ce calcul sera validé et son erreur sera 
comparée à celles des autres calculs. 
Pour être plus réaliste, les trois dimensions des cellules de discrétisation serons prises en compte 
dans cette approche proposée. Nous serons amenés à valider notre simulation par une simulation 
basée sur la méthode des éléments finis et ensuite par des mesures en champ proche.  
II.1 Calcul des émissions EM rayonnées 
II.1.1 Équations d’ondes en milieu homogène [60] 
Ces équations d’ondes sont obtenues à partir des équations de Maxwell décrites dans le premier 
chapitre. Pour les champs électrique et magnétique auxquels nous nous intéressons, les équations 
d’ondes, en un point r

et à l’instant t , sont données respectivement par : 













00  (II.1)   













00  (II.2)   
où E

 est le champ électrique, H

 est le champ magnétique et 0μ et 0  sont respectivement la 
perméabilité magnétique et la permittivité électrique de l’air (vide).  
En utilisant les relations de constitution (I.1), (I.2) et (I.3) qui sont décrites dans le premier 
chapitre, les équations d’onde (II.1) et (II.2) s’écrivent : 
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00  (II.4)   
On sait que les champs  trE ,

 et  trH ,

 peuvent être écrits en fonction du potentiel vecteur A

 et 
du potentiel scalaire  . La notion de potentiels a été utilisée dans le but de simplifier la résolution 
des équations de Maxwell.  
D’une manière générale, le champ magnétique (II.5) est donné en fonction du potentiel vecteur A

 
tandis que le champ électrique (II.6) dépend, en plus, du potentiel scalaire  . 
























(II.6)   
Notons que ces potentiels ne sont pas les seules solutions. En effet, nous pouvo ns déduire une 
infinité de solutions dès qu’on a des potentiels de la forme des relations (II.7) et (II.8) dans 
lesquelles Λ  représente un champ scalaire quelconque. Ces deux équations sont appelées les 
transformations de jauge [61]. 




     trtrAtrA ,,,' 

Λ  (II.7)   












(II.8)   
En introduisant les potentiels 'A

 et '  dans les relations (II.5) et (II.6), nous remarquons que les 
champs électromagnétiques restent inchangés. Ainsi, on parle de l’invariance de jauge.  
En substituant  trE ,

 et  trH ,

 décrits dans les relations (II.3) et (II.4) par les relations (II.5) et 
(II.6), les équations d’onde relatives aux champs électrique et magnétique deviennent : 
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Δ  (II.10)   
Les deux équations ci-dessus contiennent chacune les deux type de potentiels. Une résolution de 
telles équations est difficile dans le cas général. Afin de simplifier ces équations d’ondes, 
l’utilisation de jauge est la solution. Dans la littérature, deux types de jauge sont utilisés pour cette 
simplification : la Jauge de Coulomb et la Jauge de Lorentz. 
La jauge de Coulomb est donnée par la relation suivante : 
  0 trA ,. 

 (II.11)   
En appliquant la jauge de Coulomb aux relations (II.9) et (II.10) , nous obtenons respectivement 
les deux équations suivantes : 
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Δ  (II.13)   
où 001 c est la célérité du vide. 
Même avec l’utilisation de la jauge de Coulomb la détermination par exemple du potentiel vecteur 
doit passer par la détermination du potentiel scalaire. Cette jauge est généralement utilisée dans 
les problèmes statiques dont on peut ramener les équations d’onde à l’équation de poisson. La 
résolution d’une telle équation différentielle se fait en l’écrivant sous forme intégrale. Le détail de 
cette résolution est dans [63]. 
Afin d’homogénéiser ces deux équations, on préfère utiliser le deuxième type de jauge qui est la 
jauge de Lorentz. En effet, dans chaque équation, nous aurons une inconnue : un potentiel vecteur 
ou un potentiel scalaire et non les deux à la fois. Cette Jauge de Lorentz permet d’avoir une 

















 (II.14)   
De cette façon, pour chaque potentiel, nous aurons une équation qui correspond à une inconnue. 
Les équations d’ondes, en régime fréquentiel, deviennent : 












Δ  (II.15)   
      ,,, 0
2 rJrAkrA

  (II.16)   
où  2 ck
 
est le nombre d’onde.   est la longueur d’onde.  
Les deux équations (II.15) et (II.16) satisfont la forme de l’équation de Helmholtz qui s’écrit : 
      ,,, rgrfkrf  2Δ  (II.17)   
En introduisant la fonction de Green : 
















,  (II.18)   
qui est solution de l’équation :  
     ',',', rrrrGkrrG   2Δ  (II.19)   
où   est la fonction de Dirac, nous obtenons les solutions exactes des équations (II.15) et(II.16). 
Ainsi, les potentiels vecteur et scalaire dans l’air sont obtenus par les relations (II.20) et (II.21). 
     
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 (II.21)   
où s  est la densité surfacique des charges.  
Dans notre travail, pour le calcul du champ EM, nous utiliserons le cas de la Jauge de Lorentz. 
Nous serons amenés à calculer analytiquement les expressions de   ,r  et de  ,rA 

pour en 
déduire par la suite les champs électrique et magnétique. Une grande importance sera donnée au 
calcul analytique des potentiels.  
Concernant la détermination des courants et des charges utiles pour ce calcul, nous allons nous 
baser sur la méthode PEEC. Dans une cellule volumique ou surfacique, la densité de charge, s , 
ou de courant, J

, ont respectivement la même amplitude et phase. Pour cela, nous écrirons les 
potentiels sous forme :  
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 (II.23)   
avec J

 est la densité moyenne de courant dans le volume 'v  et s  est la densité surfacique de 
charge moyenne sur la surface 'S .  
Pour une cellule traversée par un courant et dont la section est très petite devant la longueur, le 
rayonnement sera considéré comme équivalent à celui généré par un dipôle électrique. Ainsi, le 


















0  (II.24)   
où I  est le courant traversant la cellule et C la longueur.  
En modélisation EM, deux types de champs EM sont classiquement distingués : on parle alors de 
champ proche et de champ lointain. Ces deux champs découlent de la même expression 
mathématique. Pour déterminer les expressions des champs EM, il est commode de séparer le 
problème EM en champ proche et en champ lointain où chacun des champ est calculé avec des 
approximations spécifiques. Sur chaque zone, nous avons un type d’onde et des caractéristiques 
particulières de champ EM.  
II.1.2 Définition des champs électromagnétiques proche et lointain  
Dans la littérature, lorsqu’il s’agit de définir les champs EM proche et lointain, on fait appel aux 
dipôles élémentaires : électrique dit de Hertz (Figure II.1.a) et magnétique sous forme de boucle 
(Figure II.1.b). Pour une fréquence donnée, suivant la distance d’observation, les champs 
électrique et magnétique que ce type de dipôle génère sont interdépendants ou pas. Ainsi, on 
définit 3 zones (Figure II.2) qui sont : la zone champ proche, zone de transition et champ lointain.  
La première région (zone 1) appelée région de champ proche réactif a pour limite une distance r 
inférieure à λ62.0
3
D  où D est la plus grande dimension de l’antenne et λ est la longueur 
d’onde. 




La seconde région (zone 2) appelée région de champ proche rayonnant est aussi nommée zone de 
Fresnel en référence à la terminologie optique car les expressions des champs dans cette région se 
réduisent aux intégrales de Fresnel. Cette région s’étend entre λ62,0
3




La troisième région (zone 3) nommée région de champ lointain ou zone de Fraunhofer correspond 
à une zone où la distribution angulaire du champ est essentiellement indépendante de la distance r 





Figure II.1 – Dipôle électrique (a) et dipôle magnétique (b) 
 
 
Figure II.2 – Régions : du champ proche au champ lointain [64] 
Les notions de champ proche et de champ lointain sont souvent mises en évidence en considérant 
l’impédance d’onde Z . Elle n’est que le rapport entre le champ électrique transverse (transverse 




par rapport au vecteur entre le point d’observation et le centre du dipôle) TE











  (II.25)   
Cette impédance dépend de la fréquence du travail, de la distance par rapport à la source et de la 
géométrie de la source. Cela est autant vrai qu’on est proche de la source. Mais, lorsque les 
conditions d’espace libre et de champ lointain sont remplies, le champ électrique et le champ 
magnétique sont couplés par le rapport invariant 0 (II.26). Dans ces conditions, le champ 











0  (II.26)   
Dans l’équation (II.26), 0  est l’impédance caractéristique du vide qui est donnée par 
 3771200  . 
La Figure II.3 montre la variation de l’impédance d’onde des dipôles électrique et magnétique en 
fonction de la distance par rapport aux dipôles.  
  
Figure II.3 – Impédance d’onde des dipôles électrique et magnétique  




Dans la Figure II.3, ZH est l’impédance d’onde du dipôle magnétique et ZE est l’impédance d’onde 
du dipôle électrique. 
Dans la zone très proche du dipôle, l’impédance d’onde relative au dipôle électrique tend vers des 
valeurs supérieures à η0 contrairement au cas magnétique où l’impédance y est inferieure. Dans le 
cas du dipôle électrique, nous parlons de champ à haute impédance. Dans le cas du dipôle 
magnétique, nous parlons d’un champ à basse impédance. Dans les deux cas, l’impédance tend 
vers η0 quand la distance d’observation est assez lointaine de la source. Cela n’est vrai que si la 
source est de faible dimension vis-à-vis de la longueur d’onde.  
Une première condition sur la définition du champ proche s’applique sur les dimensions du 
système rayonnant qui doivent être très petites devant la longueur d’onde. Cette condition ne peut 
pas être respectée pour les systèmes de câblage et surtout pour des HF.  
En effet, dans les normes CEM, le rayonnement EM est pris en compte dès la fréquence 30MHz. 
La longueur d’onde à cette fréquence est égale à 10m. Ainsi, pour pouvoir utiliser la définition des 
zones champ proche, il ne faut pas que les dimensions des systèmes étudiés dépassent 1m.  
Lorsque la source est de dimensions comparable ou bien supérieure à la longueur d’onde, le calcul 
basé sur le dipôle d’Hertz devient erroné. Il devient donc nécessaire de discrétiser la source en des 
petites cellules dont chacune représente un dipôle infiniment petit. Les courants formant ces 
dipôles sont déterminés à partir d’une méthode numérique, dans notre cas de la méthode PEEC.  
II.1.3 Calcul des champs électromagnétiques 
Nous distinguons deux types d’émissions électromagnétiques  : émissions conduites et émissions 
rayonnées. Dans notre travail, nous nous intéressons aux émissions rayonnées qui sont 
parfaitement définies par le champ magnétique (II.27) et le champ électrique (II.28). En utilisant 
la jauge de Lorentz qui est définie par la relation (II.14), nous pouvons écrire le champ électrique 
















 (II.28)   




Rappelons que la relation (II.28) est basée sur le fait qu’il n’y a pas de pertes dans l’air ( 00 J

 ). 
Le calcul du champ magnétique ou électrique se fait à travers le calcul analytique du potentiel 
vecteur. Nous considérons la cellule de discrétisation présenté par la Figure II.4. 
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définissent respectivement le point M  auquel le potentiel vecteur est à 
déterminer et le point P  appartenant au volume (Figure II.4), k  est le nombre d’onde, et γJ

est la 
densité du courant traversant V' dans la direction  . 
 
Figure II.4 – Cellule de discrétisation 
Dans notre travail, le calcul analytique du champ électromagnétique passera par le calcul 
analytique du potentiel vecteur. Le calcul direct de ce potentiel vecteur est impossible. Il faut 
toujours faire des approximations afin de contourner cette difficulté. Généralement, ces 
approximations dépendent de la structure, de ses dimensions, des fréquences de travail et surtout 
de la distance par rapport à la structure (on parle du champ proche et du champ lointain). Afin de 
calculer le potentiel vecteur, nous allons utiliser une approximation du régime quasi-stationnaire 
(ARQS) et une approximation de dipôle infiniment petit. Nous allons également proposer une 
approche basée sur le développement en série de Maclaurin.  




II.1.4 Calcul Analytique 1D 
Nous prenons l’exemple d’une cellule traversée par un courant de densité J

. Dans un premier 
temps, nous avons assimilé une cellule de discrétisation à un dipôle électrique. La seule 
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 (II.31)   
Le calcul analytique de cette dernière intégrale n’est possible qu’à travers des approximations. 
Dans ce qui suit, nous allons rappeler deux méthodes de calcul largement utilisées dans la 
modélisation EM. La première est l’approximation régime quasi-stationnaire (ARQS). Elle 
provient du fait qu’autour d’une cellule de discrétisation on considère que les champs EM sont 
statiques (ou stationnaires). La seconde approximation est celle d’un dipôle infiniment petit par 
rapport à la longueur d’onde mais aussi par rapport à la distance entre le point d’observation et le 
centre (ou l’origine) du dipôle. 
En étudiant de près les erreurs liées aux deux méthodes de calcul, nous avons jugé intéressant de 
proposer une nouvelle approche de calcul qui se base sur l’expansion en série de Maclaurin. Cette 
approche permet d’aller au plus proche de la cellule de discrétisation et d’augmenter davantage la 
fréquence maximale de travail.  
II.1.4.1 Approximation du Régime Quasi Stationnaire  
Au voisinage d’une cellule très petite devant la longueur d’onde, la propagation est quasiment 
absente. Ce comportement s’explique par le fait qu’il n’y a pas de temps de retard dt  entre un 
point 'r

 de la source et un point r

. Ainsi, on considère que 1'ω  rrktd















 est valable puisqu’on 




considère que les dimensions de la source sont très petites par rapport à la distance. De plus, cette 
relation demeure valable en champ proche car les dimensions dans ce cas sont très petites devant 
la longueur d’onde. De cette façon, la relation (II.31) du potentiel vecteur, qui est valable en 
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xx  (II.33)   
Ce calcul peut être appliqué à tout point différent de l’origine du dipôle. Mais, avec cette 
approximation, lorsqu’on se situe sur l’axe (Ox), l’expression du champ devient une forme 
indéfinie. Aux points proches de cet axe, une erreur par rapport au champ exact reste importante. 
D’autre part, l’ARQS ne prend pas en compte la région intermédiaire qui se situe entre la région 
du champ proche et la région du champ lointain. Pour cela, l’alternative de l’approximation dipôle 
infiniment petit est proposée. 
II.1.4.2 Approximation du dipôle infiniment petit : 
L’approximation du dipôle infiniment petit est largement utilisée dans la modélisation 
électromagnétique et surtout dans le domaine des antennes. Dans ce cas, la longueur du dipôle est 
infiniment petite par rapport à la longueur d’onde. Typiquement, elle est inferieure au dixième. 
Notons aussi que la distance du point d’observation par rapport à l’origine du dipôle est un 












(II.34)   
L’écriture du potentiel vecteur telle que dans l’équation (II.34) est équivalente au calcul donné par 
un dipôle Hertzien que nous avons présenté dans le paragraphe II.1.2 de ce chapitre.  




A partir d’une certaine distance (égale à deux fois la longueur du dipôle), cette approximation 
admet une erreur nettement inférieure à celle obtenu par l’ARQS.  
L’erreur du calcul en utilisant l’approximation de dipôle infiniment petit ne dépend pas 
uniquement que des dimensions par rapport à la longueur d’onde. Elle dépend d’une façon 
significative des dimensions par rapport à la distance. Contrairement à l’ARQS, plus le point 
d’observation est proche du dipôle plus l’erreur est importante.  
II.1.4.3 Approche proposée : développement en série de Maclaurin : 
Afin d’améliorer la précision de calcul, nous proposons une nouvelle approche de calcul qui 
utilise la série de Maclaurin. Cette approche se base sur le fait que la longueur du dipôle est 
infiniment petite devant la longueur d’onde. Elle ressemble à l’approximation du dipôle 
infiniment petit qui n’est qu’un cas particulier de celle-ci. Dans notre approche, nous choisissons 
un ordre supérieur au premier ordre, qui est équivalent à considérer l’approximation du dipôle 
infiniment petit et qui assure une amélioration de calcul.  
Afin de mettre en évidence la comparaison directe entre la dimension du dipôle et la longueur 
d’onde, dans la nouvelle approche, nous utilisons le changement de variable suivant 
λ
'α x . En 
intégrant ce changement de variable dans la relation (II.31) et en utilisant la relation (II.35), nous 
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  et 
λ
x
Q  . 














(II.37)   




Vu que les dimensions des cellules de discrétisation sont très petites devant la longueur d’onde, 
1α  . Le développement de la fonction sous forme d’une série de Maclaurin est possible et elle 








α)0(')0()α( fffff   (II.38)   
Dans le calcul de l’intégrale du polynôme équivalent à f entre λ2dX  et λ2dX , les termes 
d’ordre impair, en particulier ceux du premier et du troisième ordre, sont nuls. Lorsqu’on se 
contente de l’ordre zéro, nous obtenons la même expression obtenue par l’approximation de 
dipôle infiniment petit, et qui est décrite par la relation (II.34). En allant jusqu’au troisième ordre, 
nous ne gardons que l’ordre zéro et l’ordre deux. C’est ce dernier ordre qui permet d’améliorer la 






























 (II.39)   
La composante 
xA  du potentiel vecteur s’écrit, comme dans le cas du dipôle infiniment petit, en 
fonction de la longueur d’onde, de la longueur du dipôle. L’expression du potentiel vecteur est 
donnée par :  
























(II.40)   
Les lignes équipotentielles, relatives au module du potentiel vecteur et formées en considérant 
l’expression du dipôle infiniment petit, sont de forme circulaire quelque soit la position par 
rapport au dipôle. Tandis que dans notre approche, les lignes équipotentielles forment des 
contours de nature elliptique aux alentours du dipôle et circulaire un peu plus loin.  
Une amélioration nette est observée à l’aide de l’approche de la série de Maclaurin. La 
comparaison sera illustrée d’une façon détaillée dans la validation.  
II.1.4.4 Validation 
Pour la validation, nous prenons l’exemple d’un dipôle électrique de longueur cmdX 1 . En se 
plaçant à différents points autour de ce dipôle, nous faisons varier la fréquence. La validation du 
calcul du potentiel vecteur se fait en sous-discrétisant la cellule de discrétisation. En effet, elle est 




subdivisée en de très petites cellules de façon à pouvoir appliquer l’approximation dipôle 
infiniment petit. 
  
Figure II.5 – Cellule de discrétisation 
Le dipôle est subdivisé en xN  dipôles. xN  est choisi très grand de façon à assurer un calcul exact 




























 (II.41)   
où nR   22
2
zyxx n   
En des points différents, nous avons calculé la variation du potentiel vecteur en fonction de la 
fréquence. De la même façon, nous avons estimé l’erreur relative pour chaque cas. Cette erreur 
relative est donnée par l’équation : 











 (II.42)   
où  ω,rA

 représente le potentiel vecteur exact obtenu par conversion de l’intégra le en une 




 est le potentiel vecteur calculé analytiquement 
par les trois méthodes en question c’est.-à.-dire l’ARQS, l’approximation de dipôle infiniment 
petit et la nouvelle approche qui est basée sur la série de Maclaurin.  




Lorsqu’on monte en fréquence, l’erreur relative croit considérablement pour le calcul avec 
l’ARQS et avec l’approximation du dipôle infiniment petit (Figure II.7). Par ces deux dernières 
approximations, les valeurs d’erreur sont proches voire identiques.  
Les résultats montrent dans toutes les configurations que l’ARQS et l’expansion en série de 
Maclaurin sont toujours plus proches au potentiel vecteur exact (calculé par somme).  











































 Figure II.6 – Modules et erreur relative du potentiel vecteur au point  200 ,,M  









































 Figure II.7 – Modules et erreur relative du potentiel vecteur au point  205 ,,M  
Dans la Figure II.7 et la Figure II.8, les erreurs relatives partent d’une valeur faible en BF et 
atteignent des erreurs inacceptables de l’ordre de 20% en HF.  











































 Figure II.8 – Modules et erreur relative du potentiel vecteur au point  2025 ,,M  















































 Figure II.9 – Modules et erreur relative du potentiel vecteur au point  500 ,,M  











































 Figure II.10 – Modules et erreur relative du potentiel vecteur au point  505 ,,M  









































 Figure II.11 – Modules et erreur relative du potentiel vecteur au point  5025 ,,M  
L’erreur déterminée en se basant sur le calcul du potentiel vecteur est indicative pour les champs 
EM mais peut donner une différence entre les approches adoptées au niveau du calcul de potentiel 
vecteur. En effet, nous pouvons avoir un potentiel vecteur ayant une faible erreur alors que les 
champs, magnétique et électrique, peuvent avoir une erreur plus importante. Pour cela, nous 
allons nous intéresser plus aux erreurs respectives du calcul du champ magnétique et du champ 
électrique. 
II.1.4.4.1 Champ magnétique 
Dans ce paragraphe, nous considérons le même dipôle utilisé précédemment dans la validation du 
calcul du potentiel vecteur. La simulation du champ magnétique généré par ce dipôle de longueur 
1cm est faite une fréquence égale à 550MHz et respectivement à 1cm puis à 2cm au dessus.  




Rappelons les 3 approches de calcul que nous avons présentées précédemment : approximation 
dipôle infiniment petit, approximation régime quasi-stationnaire et série de Maclaurin. Dans cette 
partie, nous allons déterminer pour chaque approche le champ magnétique généré par une cellule 
de discrétisation. Pour un dipôle infiniment petit, l’expression du champ magnétique est 
semblable à celle décrit dans la partie dipôle Hertzien. 
Précédemment, nous avons montré l’intérêt d’utiliser une méthode de calcul basée sur la série de 
Maclaurin plutôt qu’utiliser l’ARQS ou l’approximation du dipôle infiniment petit. 
La validation de ces trois approches se fait en se basant sur la présentation numérique de 
l’intégrale amenant au calcul du potentiel vecteur (II.41). Ainsi, nous évaluons l’erreur de chacune 























 (II.43)   








est le point ou nous voulons déterminer le champ 
magnétique et N  est le nombre de sous cellules. Ce nombre doit être très grand afin d’assurer 
l’exactitude de ce calcul. Nous prenons 610N  pour un dipôle de longueur 1cm. Ce nombre est 
choisi très élevé de façon à assurer l’exactitude de calcul.  
 
Figure II.12 – Cartographies du champ magnétique généré à 550MHz et à 1cm au dessus du 
dipôle de courant 1A et de longueur 1cm 





Figure II.13 – cartographies du champ magnétique généré à 550MHz et à 2cm au dessus du dipôle 
de courant 1A et de longueur 2cm 
Nous rappelons que le dipôle en question est centré à l’origine du repère cartésien dans lequel 
nous présentons le champ magnétique calculé. La simulation est faite à une hauteur h de l’origine 
du dipôle et sur le rayon R autour de l’axe (Oz).  
La Figure II.15 montre clairement l’importance de l’erreur relative due à l’approximation de 
dipôle infiniment petit par rapport aux deux autres approches. Compte tenu de cette différence 
d’erreur importante, nous considérons par la suite uniquement l’ARQS et la série de Maclaurin.  
 
Figure II.14 – Simulation du diagramme de rayonnement magnétique 
Encore une fois, nous allons procéder à une comparaison de la même façon afin de voir de près 
l’erreur. Cela est présenté par la Figure II.16 dans laquelle nous remarquons qu’en basse 
fréquence, par exemple 100kHz, les erreurs respectives aux deux approches de calcul sont toutes 
les deux très proches et de faibles valeurs. Lorsque nous montons à des fréquences supérieures, 
550MHz dans notre cas, l’erreur due à l’ARQS augmente « significativement » et passe d’environ 




0.015% à 0.15%. Cependant, l’erreur due à la série Maclaurin demeure stable à environ les 




























































































































































































Figure II.16 – Comparaison entre l’ARQS et Maclaurin aux fréquences 100kHz puis 550 MHz 
En conclusion, l’approche de calcul du champ magnétique avec série de Maclaurin, que ce soit en 
fonction de la fréquence ou en fonction de l’espace (la positon), présente une solution suffisante 
pour les problèmes EM que nous rencontrons lors de la modélisation champ proche.  
Le tableau II fait une comparaison entre les trois approches de calcul et cela en fonction de la 
région où se situe le point d’observation.  













































































Figure II.17 – Erreur relative de calcul en champ lointain 
Afin de montrer la possibilité d’utiliser l’approche proposée en champ lointain, nous avons 
calculé le champ magnétique à 25m du dipôle. La Figure II.17, montre une erreur très faible, de 
l’ordre de 0.02%, et toujours inferieure aux deux autres approches dont les erreurs sont 
confondues. 
Le tableau II représente une comparaison entre les différentes approches de calcul du champ 
magnétique. Il permet de résumer les différentes comparaisons effectuées et dans lesquelles 
l’approche proposée apparait comme la mieux adaptée.  
TABLEAU II 
TABLEAU COMPARATIF DES DIFFERENTES APPROCHES DE CALCUL  
 Champ proche Champ intermédiaire Champ lointain 
ARQS ++ - + 
Dipôle infiniment petit - + ++ 
Approche série de Maclaurin + ++ ++ 
II.1.4.4.2 Champ électrique 
Validée vis-à-vis du potentiel vecteur et ensuite du champ magnétique, la méthode série de 
Maclaurin s’est avérée bien adaptée à la modélisation EM souhaitée. Pour le champ électrique, 
nous n’allons utiliser que le calcul avec la série de Maclaurin. Mais avant cela, nous allons faire 
une comparaison très rapide entre les champs électriques obtenus par 3 approches en questions. 
La Figure II.18 confirme notre choix et montre une bonne similarité entre les simulations du 
champ électrique effectuées par différentes méthodes. 
L’étude menée sur la comparaison des différentes approches de calcul du champ magnétique, les 
plus connues, nous amènent à choisir un calcul du champ EM se basant sur la série de Maclaurin. 
Cette méthode jusque là, bien adaptée au problème 1D, conduit à des erreurs de calcul très petites 




quelque soit la position ou bien la fréquence. Et, cela est validé pour le cas du champ proche et 
aussi bien pour le cas du champ lointain. 
 
Figure II.18 – Cartographies du champ électrique généré à 550MHz et à 2cm au dessus du dipôle 
de courant 1A et de longueur 1cm 
Si ce calcul 1D est assez bien adapté au calcul du rayonnement EM d’un système de câblage, il ne 
l’est pas pour des structures dont on a besoin de considérer les deux ou les trois dimensions, 
comme le cas d’un plan ou d’une structure pleine comme un bus bar. Pour cela, et afin d’être 
réaliste, le calcul champ EM doit prendre en compte les trois dimensions de chaque cellule et ne 
doit pas se contenter d’une seule (cas d’un dipôle électrique).  
II.1.5 Calcul Analytique 3D 
Dans ce qui suit, les 3 dimensions de chacune des cellules de discrétisation sont prises en compte. 
Pour cela nous avons utilisé une méthode de calcul 3D basée sur la série de MacLaurin. Nous 
considérons une cellule 3D dont les dimensions sont dZdYdX  . Le centre du dipôle est 



























 (II.44)   




En respectant le critère de discrétisation lors de l’utilisation de la méthode PEEC, les dimensions 
des cellules sont considérées très petites devant la longueur d’onde. Donc, la fonction multi-
variable f  (II.46) peut être écrite sous la forme d’une expansion en série de Maclaurin (I.45) dans 




























 (II.45)   





 (II.46)   
Dans ce travail, l’expansion en série de Maclaurin est limitée au 3 ième Ordre pour les mêmes 
raisons que nous avons évoquées dans le paragraphe II.1.4.3. En intégrant f , nous obtenons 
l’expression analytique du potentiel vecteur à partir duquel nous déduisons les champs 





























xx  (II.47)   
avec  jkrbr  1 ,  222 dYdXdZD   et 222222 dXxdZzdYyellip  .  
II.1.6 Validation du calcul 
Afin de valider ce calcul 3D, une comparaison avec une méthode numérique a été utilisée. Cette 
méthode numérique de calcul provient de la conversion d’une intégrale en une somme finie. Sur 
chaque sous-cellule nous pouvons considérer l’approximation de dipôle infiniment petit telle 
définie précédemment. Par exemple, le champ magnétique, généré par une cellule de 
discrétisation traversée par un courant 
xxx
aJ=I est donné par la relation (II.38). 










 . De plus, l’origine de 





, et lm,n,R  est la distance entre le point 






, où le champ est calculé, et l’origine de la sous-cellule. Nx  Ny  et Nz  
présentent respectivement le nombre de pas de discrétisation respectivement suivant les directions 
x, y et z. Ces valeurs sont choisies égales à 610  De cette façon, nous nous assurons que le calcul 



















































1  (II.48)   
 
  
Figure II.19 – Champ magnétique généré par une cellule de dimensions 2cmx2cmx1mm à une 
hauteur 2cm par : (à droite) Série Maclaurin, (à gauche) Méthode Numérique.  
La Figure II.19 montre une similitude entre les résultats du champ magnétique généré par une 
cellule 1cmx1µmx1µm obtenus par la méthode analytique et la méthode numérique à 550MHz. 
Les dimensions de la cellule sont: 1cmx1cmx1mm. La Figure II.18 montre la distribution du 
champ magnétique à 2cm au dessus de la cellule. La Figure II.18 montre la similarité entre champ 
magnétique obtenu par le calcul avec série de Maclaurin et celui obtenu par une discrétisation de 
la cellule en sous-cellules de telle façon à avoir des dipôles infiniment petits.  
II.2 Modélisation des émissions rayonnées 
La détermination des émissions rayonnées d’un système de câblage passe par deux principales 
étapes : par le calcul des émissions conduites et par la déduction des émissions rayonnées. La 




première consiste à déterminer pour chaque cellule de discrétisation le courant qui la traverse. 
Ensuite, connaissant, à la fois, la géométrie et la valeur de courant à chaque fréquence, nous 
utilisons l’approche de calcul analytique pour définir la contribution de chacune des cellules de 
discrétisation. Le champ EM en un quelconque point de l’espace est la contribution de chacune 
des cellules et il est obtenu en sommant les différentes composantes des champs magnétique et 
électrique. 
 
Figure II.20 – Description géométrique du système d’étude  
Nous appliquons cette procédure au système d’étude décrit dans la Figure II.20. Le système est 
excité par un courant de 1A. La méthode PEEC permet d’avoir les courants et tensions dans la 
structure pour différentes fréquences. Ainsi, nous pouvons déduire la distribution de courant dans 
la structure : câble et plan de masse. Cette distribution donne une idée sur la propagation du 
courant dans le plan de masse et aussi dans le câble.  
La Figure II.21 donne la distribution du courant dans le plan de masse aux fréquences : 30MHz et 
550MHz. Nous constatons l’effet de la propagation lorsqu’on monte en fréquence : cela se 
manifeste par des ventres et des nœuds observés au niveau de la distribution de courant. En effet, 
à certains endroits du câble, le courant devient plus important que le courant d’entrée. Ces 
résonances montrent le rôle du système de câblage dans l’amplification des courants d’entrée. 
Alors, comme le rayonnement EM est l’image des courants dans la structure, le câblage pourrait 
avoir une répercussion non négligeable sur ce rayonnement.  
Une fois la distribution de courants dans la structure connue, il suffit alors d’appliquer notre calcul 
du champ EM. Mais, avant cela, notre calcul nécessite une validation efficace avec un outil 




commercial bien connu. Pour ce fait, nous utiliserons une validation par l’outil HFSS de Ansoft 






Distribution du courant dans le plan de masse @ f=30MHz
 
 

















Distribution du courant dans le plan de masse @ f=550MHz
 
 
















Figure II.21 – Distribution de courant dans le plan de masse pour:30MHz et 300MHz 
II.2.1 Validation par la méthode des éléments finis 
En se basant sur HFSS, nous allons valider nos calculs EM. Cette première étude consiste à 
utiliser directement HFSS en décrivant la structure d’étude. Le plan de masse et le câble de 
section carrée sont tous deux en cuivre.  
 
Figure II.22 – Description du système d’étude sous HFSS  
A une extrémité, nous utilisons un « waveport » pour injecter de la puissance dans le câble. À 
l’autre extrémité, nous décrivant la charge 50Ω à l’aide d’un « lumped port ». Par la suite, nous 
définissons une boite à la quelle on attribut les conditions aux limites. Ces conditions prennent en 
compte le rayonnement en espace libre. 




A 2 cm au dessus du plan de masse, nous définissons une deuxième boite, inclue dans la première, 
dans laquelle nous imposons une discrétisation plus fine. Cette discrétisation permet d’optimiser 
le temps de calcul ainsi que la qualité (précision de calcul) de la cartographie du champ EM. Sous 
HFSS, il est possible de faire un balayage de fréquence.  
  
Figure II.23 – Cartographies du champ magnétique à 550MHz à 2cm au dessus du plan de masse  
  
  
Figure II.24 – Cartographies des composantes Ey et Ez du champ électrique à 550MHz à 2cm au 
dessus du plan de masse obtenues par : a) HFSS b) Calcul analytique 3D . 
En dessous des 500MHz, nous constatons que des problèmes sérieux apparaissent. Ces problèmes 
sont essentiellement liés au temps de calcul et au problème de mémoire. Pour cela, dans nos 
calculs sous HFSS, la fréquence minimale d’étude est 550MHz. 




Pour une comparaison chiffrée entre le modèle PEEC et HFSS, nous avons utilisé deux 
coefficients statistiques. Ces deux coefficients sont respectivement le coefficient de corrélation et 
le coefficient de concordance. Ils sont utilisés généralement comme indicateurs de ressemblance 
entre deux populations distinctes. Dans notre cas, notre comparaison sera faite sur chacune des 
composantes des champs électrique et magnétique.  
Notons que d’autres méthodes de validation, qui sont définies par des standards [65], existent. à 
titre d’exemple, nous citons les méthodes FSV (Feature Selective Validation) [66][67][68][69] et 
IELF (Integrated Error against Log Frequency) [69]. Ces deux méthodes sont particulièrement 
très répandues dans la validation des méthodes de modélisation EM. Par contre, ces méthodes 
nécessitent une étude approfondie et poussée pour les maitriser. C’est pourquoi, dans notre travail, 
nous choisissons, comme indiqué ci-avant, le calcul des coefficients de corrélation et de 
concordance. Le coefficient de corrélation est défini pour deux populations de mesures 






  (II.49)   
Dans l’équation(II.49),     YYXX iixyσ  est la covariance entre X et Y, 
  
2
σ XX ix  est l’écart-type de X et   
2
σ YYiy est l’écart-type de Y où X  et Y  
sont respectivement les valeurs moyennes de X et de Y. Une population dans notre cas est définie 
par le champ magnétique ou par champ électrique.  
Ce coefficient de corrélation informe sur la liaison entre 2 variables, en particulier entre 
cartographies du champ EM. Ce paramètre est une mesure statistique destinée à quantifier le lien 
entre les variables. Mais, ce coefficient n’est pas suffisant pour décrire une similitude. Par 
exemple, deux variables de nature physique différente peuvent avoir un coefficient égal à 1. Pour 








 (II.50)   
Par définition, ce coefficient permet de déduire la relation de concordance entre un ensemble de 
points de mesures. Il est généralement utilisé pour des variables (populations) de même nature 




physique. Lorsqu’il est égal à 1, nous pouvons dire que les cartographies ont une excellente 
concordance.  
TABLEAU III 
ESTIMATION DE COEFFICIENT DE CORRELATION ET COEFFICIENT DE CONCORDANCE,  
A 550MHz, ENTRE : HFSS-PEEC   









0.9969 0.9926 0.9850 0.9811 
Le tableau III illustre les coefficients de corrélation et de concordance entre cartographies 
déterminés pour les méthodes HFSS et PEEC. Pour la fréquence 550MHz, que ce soit pour le 
champ magnétique ou pour le champ électrique, les coefficients de corrélation et de potentiel sont 
tous deux très proches de 1. Nous pouvons ainsi valider notre approche de calcul analytique et 
aussi nous pouvons assurer la bonne concordance entre les résultats.  
II.2.2 Mesures des émissions rayonnées : banc champ proche 
Les mesures du champ EM sont faites à l’aide d’un banc de mesure champ proche développé à 
l’IRSEEM [64]. Ce banc, se déplaçant suivant ses 3 axes de déplacement et ses 2 axes de rotation, 
permet de faire la cartographie du champ EM autour d’un dispositif rayonnant. On parle d’un scan 
champ proche (NFS, Near-Field Scan) permettant d’obtenir suivant le type de sonde et sa position 
une composante de champ magnétique ou bien électrique [71]. Nous distinguons deux types de 
sonde [72] : sonde électrique et sonde magnétique.  
 
 
Figure II.25 – Banc de mesure champ proche 




La sonde magnétique est souvent constituée d’une boucle magnétique tandis que la sonde 
électrique est souvent constituée d’un ou deux brins. 
La chaîne d’acquisition est composée, outre d’une sonde, d’un analyseur de spectre, d’un 
générateur de signaux, d’un PC pour la commande du robot et aussi pour l’acquisition des 
données, d’un amplificateur et éventuellement d’un coupleur hybride lorsqu’on utilise des sondes 
différentielles. 
  
Figure II.26 – Comparaison entre simulation et mesure des composantes du champ magnétique à 
550MHz à 2cm au dessus du plan de masse 
La Figure II.26 représente une comparaison entre des émissions rayonnées magnétique simulées à 
travers la méthode PEEC et les mesures en utilisant le banc champ proche. Les coefficients de 
corrélation et de concordance entre les cartographies du champ magnétique totale sont 
respectivement égaux à 95.37% et à 95.38%. Cependant, la valeur moyenne pour chacune des 
cartographies est de l’ordre de 0.0124A/m pour les mesures et 0.011A/m pour le modèle PEEC. 
Ce qui correspond à, en dBA/m, à -38.15 pour les mesures et -39.17 pour notre modèle. Ainsi, 
nous avons pu montrer une très bonne concordance entre mesures et simulations.  
II.3 Conclusion  
Dans ce chapitre, nous avons montré qu’en utilisant les résultats d’une simulation SPICE d’un 
circuit équivalent obtenu par PEEC, nous pouvons en déduire les émissions rayonnées d’un 
système de câblage. Pour procéder au passage du mode conduit au mode rayonné, nous avons 




utilisé un calcul analytique basé sur la série de Maclaurin. Cette approche de calcul a été validée, 
en premier temps, par une comparaison avec un calcul numérique basé sur une approximation de 
dipôle infiniment petit. Ensuite, pour que notre calcul soit plus réaliste, l’approximation proposée 
a été étendue d’une façon à prendre en compte les trois dimensions des cellules de discrétisation. 
Par la suite, nous avons pu valider notre modèle, PEEC et calcul analytique, à l’aide de simulation 
HFSS basée sur la méthode MEF. La dernière validation a été également faite par des mesures 





Application au rayonnement de câblages  
La gestion de câblage embarqué au sein d’un véhicule automobile ne dépend pas que des 
caractéristiques des câbles. Les puissances véhiculées par ces câbles doivent également être prises 
en compte. L’environnement joue un rôle prépondérant. À cette problématique, on doit ajouter 
que les sources de perturbations embarquées sont souvent très différentes ainsi que le spectre des 
puissances associées. Les solutions préventives à préconiser dépendent ainsi d’une multitude de 
facteurs. La prédiction des perturbations EM est donc une étape primordiale dans l’objectif par 
exemple de respect des normes en vigueur.  
Nous étudions dans ce chapitre deux situations caractéristiques relatives aux systèmes de câblages 
embarqués. 
Le premier exemple est un système de grande taille reflétant les phénomènes rencontrés dans une 
application automobile. Il permet la validation des modèles présentées précédemment.  
Le second exemple traité dans le cadre du projet EPEA associe un système de câblage à une 
source de perturbations qui est un convertisseur DC-DC. Nous nous intéressons à la propagation 
des perturbations de la source vers le câblage en prenant en compte le filtre de convertisseur. Une 
évaluation des émissions rayonnées est effectuée en régime fréquentiel et une comparaison avec 
des mesures en champ proche est réalisée. Pour terminer, nous effectuons à l’aide du modèle 
précédent une prédiction des perturbations dans le domaine temporel en s’appuyant sur l’analyse 
fréquentielle. 
III.1 Étude d’un cas test reflétant les problèmes EM rencontrés dans 
le câblage automobile  
Le prototype de câblage mis en œuvre est donné par un câble de forme particulière au dessus d’un 
plan de masse. Il reflète en quelque sorte les principaux phénomènes et comportements EM des 
câbles utilisés dans l’automobile. Ceux-ci sont des systèmes très inductifs en BF et se couplent 
magnétiquement puis électriquement (en fonction de la fréquence) avec le plan de masse.  




III.1.1 Système étudié 
Le système d’étude [5] est composé d’un fil relié, à une extrémité, à un plan de masse par une 
résistance R=50Ω et de l’autre extrémité par une source de courant eI  (Figure III.1). Le câble est 




Figure III.1 – Description géométrique du système d’étude  
III.1.2 Étude Émission conduite  
Le système est subdivisé en de petites cellules de discrétisation. Dans notre étude, la fréquence 
maximale est MHz500 . En se basant sur le critère de discrétisation dans lequel les dimensions des 
cellules ne dépassent pas λ/20, les dimensions des cellules du plan de masse ont une dimension 
mmcmcm 5.022   et celles des câbles ont cm2  de longueur.  
  
Figure III.2 – Maillage (à gauche) suivant x et (à droite) suivant y  
Afin de prendre en considération l’effet de peau, chacune des cellules volumiques est sur-
discrétisée (Figure III.3). Pour la détermination des paramètres de conduction, notamment 
l’impédance d’entrée, nous utilisons une inversion matricielle basée sur MNA. À chaque 
fréquence, en tenant compte de l’effet de peau, nous déterminons les matrices inductances, 




résistances et capacités [6]. L’inversion et la détermination des courants et des tensions dans la 
structure se font sous Matlab.  
  
(Rii,LPii) sont respectivement la 
résistance et l’inductance propre 
de (i) et qui tiennent compte de 
l’effet de peau Cellule de discrétisation (i) Sur-discrétisation opérée sur (i) 
Figure III.3 – Prise en compte de l’effet de peau  
A l’aide d’un analyseur de réseau, les paramètres S de ce système sont mesurés. Nous nous 
intéressons, dans notre cas, au paramètre de réflexion, S11, à partir duquel nous déduisons 











  (III.1)  
La Figure III.4 montre une bonne concordance entre simulation et mesure de l’impédance d’entrée 
du système de câblage. Enfin, nous déterminons le courant et la tension en chaque point de la 
structure nécessaires pour la déduction du rayonnement EM du système. 






























Figure III.4 – Module et Phase de l’impédance d’entée du système de câblage  




III.1.3 Émissions EM rayonnées 
Le banc champ proche développé à l’IRSEEM, nous permet de mesurer les champs magnétique et 
électrique à différentes hauteurs par rapport au plan de masse. Nous appliquons, au système 
d’étude réalisé Figure III.5, une puissance mWPe 10  à l’aide d’un synthétiseur de signaux et 
nous mesurons les champs EM rayonnés par la structure à l’aide d’une sonde de mesure.  
 
Figure III.5 – Système d’étude sous test 
En simulation, la variable d’entrée est un courant unitaire. Afin, de revenir à la condition réelle, 
qui est la mesure, nous allons déterminer le courant correspondant à la puissance injectée en 
mesure. Le module de ce courant est donné par la relation (III.2). 
)Re(2 inee ZPI   (III.2)  
La valeur de l’impédance d’entrée est donnée par mesure ou bien par simulation PEEC que nous 
avons préalablement faite à courant d’entrée unitaire. Étant donné que l’on se trouve en chaque 
point de fréquence dans la configuration d’un système linéaire, nous avons fait nos simulations 
des cartographies des champs EM par rapport à ce courant unita ire. Il ne reste donc que de 
multiplier ces champs par le facteur )Re(02.0 inZ . 




La comparaison entre ces mesures et les simulations obtenues à l’aide de notre calcul utilisant la 





Figure III.6 – Cartographies du champ magnétique (dBA/m) à 30MHz et à 2cm au dessus du plan 
de masse (a) mesuré et (b) PEEC 
Pour la fréquence de 30MHz à 2cm au dessus du plan de masse, on obtient les coefficients de 
corrélation et de concordance entre mesure et simulation. Le tableau ci-dessous résume ces 
résultats : 
 |Hx|(A/m)| Hy|(A/m) |Hz|(A/m) Module(A/m) 
r 0.9799 0.9685 0.9619 0.9805 
rc 0.9565 0.9643 0.9577 0.9804 
 










Figure III.7 – Cartographies du champ magnétique (dBA/m) à 30MHz et à 10cm au dessus du 
plan de masse (a) mesuré et (b) PEEC 
Pour la fréquence 30MHz à 10cm au dessus du plan de masse, on obtient les coefficients de 
corrélation r  et de concordance cr entre mesure et simulation. Le tableau ci-dessous résume les 
résultats : 
 |Hx|(A/m) |Hy|(A/m) |Hz|(A/m) Module(A/m) 
r 0.9882 0.9621 0.983 0.9827 
rc 0.9867 0.9424 0.9692 0.9775 
Ensuite, le champ électrique est mesuré à l’aide de deux sondes différentes. La première, utilisée 
pour les composantes Ex et Ey, est une sonde différentielle. La deuxième sonde est une sonde 
monopole avec un seul brin qui permet la mesure de la composante Ez du champ électrique. Cette 
dernière sonde présente un bruit qu’on peut remarquer sur la cartographie mesurée de la 
composante Ez (Figure III.8).  





Figure III.8 – Cartographies du champ électrique (en dBV/m) à 300 MHz et à 5cm au dessus du 
plan de masse (a) mesuré et (b) PEEC 
Pour la fréquence 300MHz à 5cm au dessus du plan de masse, on obtient les coefficients de 
corrélation r  et de concordance cr entre mesure et simulation. Le tableau ci-dessous résume les 
résultats : 
 |Ex|(V/m) |Ey|(V/m) |Ez|(V/m) Module(V/m) 
r 0.9437 0.9150 0.7585 0.8765 
rc 0.9380 0.9148 0.7161 0.8561 
Les résultats du champ électrique montrent une aussi bonne similitude entre mesures et 
simulations que pour le champ magnétique. Ainsi, nous avons pu valider le modèle PEEC et le 
calcul analytique 3D que nous avons adopté pour l’étude respective des deux aspects conduit et 
rayonné. Notre modèle a ainsi été appliqué à une structure représentative d’un câblage réel. 
III.2 Association d’un système de câblage à un convertisseur DC-DC  
L’opération de découpage est la base de la majorité des systèmes de distribution d’énergie dans 
les systèmes électroniques embarqués. Allant de l’aéronautique à l’automobile, le besoin est le 




même : distribuer l’énergie nécessaire vers les appareils électroniques qui fonctionnent à 
différents niveaux de tensions. Notre choix s’est orienté vers l’étude d’un convertisseur DC-DC 
de type série (Buck). 
US
 
Figure III.9: Topologie du convertisseur étudié 
Dans cette partie, nous nous intéressons à une association entre un système de câblage et ce 
convertisseur DC-DC. Dans cette association nous projetons d’étudier les deux types d’émissions 
EM: conduites et rayonnées. La Figure III.11 montre la procédure adoptée pour aboutir à ces 
émissions EM. 
 
Figure III.10 – Association DC-DC et système de câblage 
Comme toute alimentation à découpage, les perturbations EM sont produites lors de la 
commutation dans le convertisseur de puissance. Elles traversent le filtre pour atteindre le système 
de câblage. La méthode PEEC est utilisée pour l’obtention du circuit équivalent à partir duquel 
nous déterminons l’impédance d’entrée nécessaire à la modélisation des émissions EM conduites 
mais aussi la détermination des courants dans toute la structure de câblage.  
La détermination des émissions EM à partir de ces courants est faite à l’aide du calcul analytique 
3-D basé sur la série de Maclaurin développé et validé dans le second chapitre.  
Dans ce type d’alimentation à découpage et comme toute alimentation à découpage, les transistors 
de commutation fonctionnent en mode saturé ou bloqué. Lorsque le transistor est saturé, la tension 
est presque nulle (tension due à la résistance RDSon) et le courant est non nul. Lorsqu’il est bloqué, 
la tension est non nulle et le courant (courant de fuite) est presque nul surtout qu’on est à basse 
tension. 
Sur une période T, le transistor NMOS s’ouvre pendant onT  et se ferme pendant  T1  où   
est le rapport cyclique qui est défini par (III.3). 




La topologie du hacheur série étudié est composé d’un filtre L-C qui assure évidemment le 
filtrage du signal découpé. Ce filtrage est de type passe bas qui moyenne le signal découpé de 
façon à avoir une tension continue et fixe à la sortie. Cette tension de sortie est la tension aux 




















































































Figure III.11 – Modélisation des émissions EM conduites et rayonnées du câblage associé au 
convertisseur DC/DC 
Dans la relation (III.4), E est la tension d’entrée du convertisseur. Elle est une source de tension 
fournie par une batterie 12V.  
T
Ton  (III.3)  
EU
S
α  (III.4)  
Une ondulation est observée au niveau de la tension de sortie. Cette ondulation sU  est une 
fonction de la fréquence de découpage, du rapport cyclique, de l’inductance, de la capacité et de la 
tension d’entrée. Elle s’écrit sous la forme de l’équation (III.5) . Elle permet d’estimer la valeur 




d’ondulation qu’on souhaite généralement faible. Ceci permet le dimensionnement correct du 
























Figure III.12 – Illustration des formes d’onde : (a) la tension de commande (b) la tension aux 
bornes de la diode, , (c) le courant dans la bobine, et des ondulations : (d) du courant et (e) de 




Figure III.13 – Convertisseur de puissance DC/DC (TPS5420EVM-175) 
Le convertisseur DC/DC utilisé, dans ce suit, est le TPS5420EVM-175 de Texas Instruments. Ce 
convertisseur fournit pour toute charge une tension "constante" égale à 5V pour toute tension 




d’entrée variant entre 5V et 32V. Afin d’assurer l’obtention de la tension 5V en sortie, Ce 
convertisseur utilise un régulateur (TPS5420). Ce dernier circuit permet la modulation de largeur 
d'impulsions (MLI) nécessaire pour la fixation de tension à 5V quelle que soit la tension d’entrée.  
III.2.1 Source de perturbations 
D’une manière générale, pour les mesures des perturbations conduites, on utilise un RSIL (réseau 
stabilisateur d’impédance de lignes). Dans notre travail, pour la mesure de la tension aux bornes 
de la diode de roue libre, nous utilisons un oscilloscope numérique pouvant aller jusqu’à 1GHz. 
Dans notre cas, nous ne dépassons pas la fréquence 300MHz parce que le circuit ne perturbe pas 
au-delà de cette fréquence. Le type d’oscilloscope utilisé admet deux configurations d’impédance 
propre : 50Ω et 1MΩ. Pour s’assurer que le fonctionnement du circuit n’est pas mod ifié, nous 
utilisons l’appareil de mesure en haute impédance. Nous obtenons ainsi la tension réelle aux 
bornes de la diode (Figure III.14). En observant de plus près cette forme d’onde, nous 
déterminons, à travers la Figure III.15, les temps de montée et de descente. 
 
Figure III.14 – Mesure de la tension aux bornes de la diode 
Lors d’une commutation rapide, des oscillations sont observées au niveau du transistor de 
découpage (ou de la diode). Dans notre cas, nous distinguons des oscillations qui sont loin d’être 
négligeables. Elles sont générées lors de la fermeture du MOS. Physiquement, cette ondulation est 
due aux capacités intrinsèques du MOS et surtout aux inductances en série. Pour réduire ces 
oscillations, la solution est de minimiser ces inductances.  
L’objectif de ce qui suit est de déterminer la fonction de transfert qui relie un signal de référence 
(Figure III.15) et la tension du transistor avec ondulations. Dans ce cas, nous considérons le signal 
de référence un signal trapézoïdal qui permet de prendre en compte a priori le temps de montée e t 
le temps de descente du signal à obtenir (Figure III.15). Cela facilite l’obtention de la fonction de 




transfert souhaitée puisqu’en soustrayant le signal trapézoïdal du signal global de perturbation 
nous obtenons un signal tel que décrit l’équation suivante : 




  (III.6)  
où mV est une tension caractérisant la variation exponentielle des points maximum de la tension 
d’ondulation,   est la pseudo-pulsation. L’identification des différentes constantes dans 
l’équation (III.6) se fait à partir des mesures. De cette façon, nous déterminerons (Voir Annexe D) 
















F(s)  (III.7)  
Avec fjs 2  
 
Figure III.15 – Signal trapézoïdal de référence 
trapèzeV  est la transformée de Laplace du signal trapézoïdal (Figure III.15) définie à l’aide du 
temps de montée, du temps de descente, de la tension maximale, de la période et des temps 
d’ouverture et de fermeture.  
























Figure III.16 – Comparaison entre perturbations mesurées et simulées 




Le temps de montée est assez petit afin d’assurer la génération des ondulations mesurées. Le 
temps de descente permet de générer le temps descente mesuré avec des ondulations négligeables. 
À partir d’un signal trapézoïdal périodique, il devient facile de générer les perturbations au niveau 
de la diode et cela pendant le temps nécessaire pour dépasser la période transitoire et nous situer 
en régime permanent lors de la simulation.  
La Figure III.16 montre une très bonne concordance entre notre modèle et la perturbation réelle 
définie par la tension aux bornes de la diode.  
III.2.2 Modèle HF du filtre du convertisseur DC-DC [74][75] 
Les inductances et les condensateurs changent de comportement lorsque la fréquence augmente. 
En effet, l’inductance se comporte comme étant une capacité et inversement le condensateur se 
comporte comme inductance. En pratique, l’obtention des modèles des composants passifs se fait 
à base des mesures d’impédance d’entrée. Dans notre cas, un kit spécifique de calibration 
d’analyseur de réseau a été conçu pour la mesure des paramètres S à partir desquels l’impédance 
du composant sera déduite. En utilisant (Advanced Design System), les différents éléments 
parasites sont identifiés.  
Le modèle du condensateur (Figure III.17.a) chimique utilisé est composé de sa capacité 33µF, 
d’une inductance parasite L'=2.6nH et d’une résistance parasite R'=241mΩ.  
Le modèle de l’inductance (Figure III.17.b) est composé de son inductance 68µH, d’une 
résistance parasite R" et d’une capacité parasite dont les valeurs respectives pratiques sont 
données par R"=77.8mΩ et C"=12.6pF.  
(a) (b) 
  
Figure III.17 – Modèles HF (à gauche) du condensateur et (à droite) de la bobine  
Le comportement de la bobine en fonction de la fréquence est décrit par la Figure III.19 dans 
laquelle nous présentons le module de son impédance équivalente. Nous remarquons qu’à partir 
de 3MHz, le comportement de la bobine devient capacitif. Ce changement de comportement se 
manifeste au niveau de l’atténuation du filtre passe bas. 





























Module de Z Condensateur
 


























Module de Z inductance
 
Figure III.19 – Module de l’impédance équivalente de la bobine 
En conséquence, le filtre de l’alimentation à découpage formé de l’inductance L et le 
condensateur C ne va plus assurer son rôle de filtrage en HF. En effet, à partir de quelques 
centaines de MHz, le filtre devient passant. Ce filtre devient donc transparent aux perturbations 












































Figure III.20 – Effet du comportement des composants RC sur le filtrage 
La réalisation d’un filtre CEM dans ce cas peut être envisageable pour l’atténuation des 
perturbations en HF à la sortie du convertisseur DC-DC. De la même façon, un filtre à l’entrée, c.-




à.-d coté batterie pourrait s’avérer nécessaire dès qu’un certain câblage est mis entre la batterie et 
le convertisseur.  
III.2.3 Modèle simplifié du système de câblage 
Pour l’association du modèle PEEC du système de câblage avec le modèle du convertisseur DC -
DC, nous aurons besoin d’un modèle circuit. Mais, le modèle circuit obtenu par la méthode 
PEEC, même avec la nouvelle considération capacitive, demeure pénalisant en mémoire et en 
temps de calcul. La solution en temporel demande un temps important de calcul surtout pour 
arriver au régime permanant. Alors, nous avons cherché un modèle simplifié qui reflète le 
comportement du câblage. Nous nous sommes basés sur ADS (Advanced Design System) pour 
identifier les différents éléments du circuit, décrit dans la Figure III.21.  
 
Figure III.21: Circuit équivalent simplifié 
A partir des mesures, nous avons déterminé, en utilisant ADS, le circuit équivalent à notre 
système de câblage. Nous prenons le cas du premier système d’étude décrit dans I.4.2. Pour ce 
système, la fréquence maximale de travail est définie à 750MHz. Cette fréquence est limitée par le 
choix de discrétisation. 
Le coefficient de réflexion en fonction de la fréquence du système de câblage, obtenu par la 
simulation PEEC, est enregistré dans un fichier spécifique compatible à ADS. Une fois lu par 
ADS, ce fichier représente le modèle d’impédance d’entrée du système. En parallèle, nous 
définissons les éléments "Circuit" permettant d’exprimer le comportement de notre système.  
Pour un système de câblage tel que le nôtre, en se référant à la théorie de ligne de transmission, 
nous pouvons représenter le circuit équivalent comme étant une cascade de circuit RLC. Ce 
circuit de base se termine par une résistance 50Ω qui représente la charge mise à l’autre extrémité 
du système de câblage. L’impédance d’entrée simulée, mesurée par analyseur de réseaux, et 
obtenue par circuit équivalent simplifié, est illustrée par la Figure III.22. Une bonne concordance 
entre les trois résultats est observée. 




Ce circuit simplifié équivalent reproduit convenablement le comportement du système de câblage 
étudié. De plus, il n’admet que 11 circuits élémentaires dont 3 inductances et 4 résistances et 4 
capacités. Ce nombre de circuits RLC élémentaires est négligeable devant le nombre d’éléments 
partiels obtenus par la méthode PEEC qui, pour la discrétisation correspondante à une fréquence 
maximale égale à 750MHz, admet 1315 éléments partiels dont 650 résistances, 650 inductances 
propres et 15 capacités équivalentes. Dans les 1315 éléments partiels, nous ne comptons pas le 
couplage inductif entre cellules.  






















Circuit équivalent simplifié: ADS
 
Figure III.22: Comparaison entre Impédance d’entrée du système de câblage obtenue par 
Simulation PEEC, par le circuit équivalent simplifié et par la mesure  
L’intégration de ce circuit équivalent simplifié dans la simulation LTspice (Linear Technology 
Spice) [76] permet d’obtenir une modélisation temporelle plus rapide et autant efficace que le 
circuit équivalent PEEC. Cependant, la simulation PEEC est nécessaire à la prédiction des 
émissions EM. En effet, pour cette prédiction, nous avons besoin des courants dans la structure.  
III.2.4 Émissions EM conduites et rayonnées  
Rappelons que nous nous intéressons dans un premier temps aux émissions conduites 
responsables des émissions EM rayonnées générées par le système de câblage. Ce qui nous 
intéresse le plus est alors le courant vers le système de câblage.  
III.2.4.1 Émissions conduites 
Le modèle de perturbations EM générées par le MOS et le modèle du filtre de découpage 
permettent de modéliser le convertisseur DC-DC. Sa charge Z (Figure III.23) n’est autre que le 
modèle du système de câblage associé. Le modèle complet est simulé sous LTspice. Dans cette 
simulation, la source de perturbations est présentée en domaine temporel mais il est toutefois 



















Figure III.23 – Modèle du système complet : Convertisseur DC-DC et câblage. 
Une simulation temporelle du système complet permet l’obtention de tensions et courants 
circulant dans le hacheur. Nous pouvons en déduire par exemple le courant Is de sortie vers le 
système de câblage, IL le courant dans la bobine et IC dans le condensateur. 
 
Figure III.24: Courants respectifs (rouge) vers câblage, (vert) dans la bobine et (bleu) dans le 
condensateur 
La Figure III.24 permet entre autres d’apprécier la qualité de filtrage passe bas. Nous constatons, 
dans cette figure, la différence entre les formes d’onde des courants respectifs dans la bobine et 
dans le condensateur et celles du courant IS. Le courant Is contient encore, malgré le filtrage, des 
perturbations : ce qui tout à fait normal compte tenu de la nature même du filtre passe-bas et aussi 
de son comportement en HF.  




La Figure III.25 montre la forme d’onde du courant Is. Nous pouvons clairement observer les 
perturbations provenant de la commutation du transistor. Notons que les perturbations les plus 
importantes sont observées lors de la fermeture du transistor.  
 
Figure III.25 – Forme d’onde du courant Is 
Afin de mieux examiner les perturbations qui se propagent vers la charge (système de câblage), 
nous présentons, dans la figure ci-dessous, le spectre de courant Is. Dans ce spectre, nous 
remarquons qu’un point maximum de perturbations est situé aux alentours de 100MHz. 
 
Figure III.26 – Spectre du courant Is 
III.2.4.2 Émissions rayonnées 
III.2.4.2.1  Domaine fréquentiel 
En se basant sur la méthode PEEC, nous calculons, en un point donné, les émissions rayonnées 
générées par le système de câblage lorsque l’on applique un courant unitaire en entrée. Le champ 
EM obtenu représente, en quelque sorte, une fonction de transfer t reliant le courant d’entrée et le 



























Spectre du courant sortie I S vers  le câblage 




Pour le champ magnétique ou champ électrique le maximum d’émissions se trouve au dessus du 
câble. La composante Hy du champ magnétique est la plus importante tandis que la composante 
Ez est la plus importante pour le champ électrique.  
  
Figure III.27 – Simulation du champ Hy 
Le point  cm,1.75cm)M(7,5cm,10 situé au dessus du câble est ainsi choisi. Les composantes Hy et 
Ez y sont évaluées. Elles représentent en quelque sorte la relation - la fonction de transfert- entre le 
champ EM et le courant d’excitation. Leurs variations respectives sur l’intervalle de fréquences 
[30MHz, 500MHz] sont illustrées dans la Figure III.28. 




































Figure III.28 – Émissions rayonnées par le système de câblage avec Ie=1A  
Connaissant le spectre courant IS qui excite le système de câblage, il est donc possible de déduire, 
à partir des fonctions de transfert (Figure III.28), le spectre des champs rayonnés. En effet, le 
champ EM à une fréquence est donné par le simple produit du courant et du champ obtenu par une 
excitation de 1A de courant. 


































Figure III.29 – Spectre des émissions magnétiques rayonnées par le système de câblage  
La Figure III.29 présente le spectre des émissions magnétiques rayonnées par le système de 

























Figure III.30 – Spectre des émissions électriques rayonnées par le système de câblage  
En CEM, les mesures se font en champ proche ou en champ lointain. En champ lointain, l’objectif 
est souvent l’évaluation du rayonnement d’un équipement quelconque. Pour l’obtention des 
valeurs exactes du rayonnement EM, une chambre (semi-) anéchoïque est souvent exigée par les 
normes. 
En champ proche, des sondes de mesure champ proche sont utilisées. Dans ce cas, un scan des 
champs électrique ou magnétique au dessus d’un équipement permet, entre autre, de localiser et 
d’identifier les sources de perturbations.  
Afin de mesurer les champs magnétique et électrique, 4 sondes ont été utilisées (Figure III.31) : 2 
pour le champ magnétique (16 et 17) et 2 pour le champ électrique (10 et 9). La comparaison des 




champs mesurés en un point donné et sur une plage de fréquences permet de choisir au mieux la 
sonde adéquate.  
Au point  cmcmcmM 75.1,10,5.7 , nous avons mesuré la composante Hy du champ magnétique et 
la composante Ez du champ électrique par les différentes sondes disponibles et ce pour les cas où 
le convertisseur est débranché ou en fonctionnement. Cela permet en effet de s’assurer si on 
mesure correctement les champs ou pas et si une interférence EM intervient dans notre mesure.  
 









Figure III.32 – Mesures des champs magnétique (a et b) et électrique (c et d) au point 
M(7.5cm,10cm,1.75 cm) 




Dans la Figure III.32, nous remarquons des pics dans le spectre de courant mesuré dans le cas ou 
le convertisseur est débranché (en arrêt). Ce sont des perturbations provenant de l’extérieur 
puisque le banc de mesure n’est pas isolé des perturbations extérieures. Entre autres, nous 
remarquons l’importance des perturbations situées autour des fréquences radio FM comprises 
entre 87MHz et 105MHz. 
Le rayonnement EM peut être déduit du spectre de courant I s pénétrant dans le câble. En effet, 
connaissant le module et la phase de ce courant pour chaque fréquence nf0, nous pouvons déduire 
les champs magnétique et électrique à tout point.  
III.2.4.2.2 Modèle temporel des perturbations EM 
La simulation temporelle des perturbations EM permet la détection et l’analyse des phénomènes 
transitoires. Ces phénomènes transitoires réunissent à la fois le module et la phase de la 
présentation fréquentielle du champ rayonné. Alors, ces phénomènes échappent aux normes CEM 
en vigueur puisque ces dernières s’intéressent souvent à l’amplitude des émissions.  
En plus, les résultats en régime temporel contiennent autant d’informations que ceux en régime 
fréquentiel et leurs mesures sont plus rapides.  
Mais, les mesures en régime temporel que ce soit en champ proche en utilisant des sonde champ 
proche ou en champ lointain en utilisant des antennes, sont très difficiles à obtenir. En effet, leur 
comportement non linéaire fait que une sonde ou une antenne mesure correctement le champ EM 
dans des bandes de fréquences et détecte peu ou rien pour d’autre bande de fréquences.  
Pour les antennes, plusieurs types existent. Chacun permet de faire des mesures sur une bande de 
fréquences et on parle de bande A bande B qui sont définies par les normes [78][79][80]. De cette 
façon, la présentation du spectre des émissions rayonnées se fait sur différentes bandes. Notons 
aussi que l’analyseur de spectre largement utilisé dans les mesures CEM doit fonctionner sur des 
bandes auxquelles sont appliquées des configurations adéquates.  
Pour les sondes champs proche, la nature des mesures est différente de celle en champ lointain. En 
effet, outre la non- linéarité observée, les sondes du champ EM se couplent avec l’équipement sous 
test (EST). Lorsque nous mesurons un champ magnétique, le champ électrique doit être négligé 
sauf qu’un couplage capacitif entre l’EST et sonde magnétique introduit une composante 
électrique. Ce phénomène s’accentue en HF et limite en fréquence toutes les sondes de champ 
magnétique. 




Inversement, une sonde de mesure du champ électrique peut fac ilement être affectée par le champ 
magnétique et surtout en BF. Cela peux expliquer les plusieurs tentatives non abouties de mesure 
du champ électrique en BF. 
Pour ces raisons, la méthode de mesure champ proche n’a pas pu être, jusqu’aujourd’hui, une 
mesure normative. Mais, elle demeure tout de même une méthode qualitative très efficace pour la 
détermination des sources de perturbation.  
a)  


































Figure III.33: Composantes (a) Hy du champ magnétique et (b) Ez du champ électrique  
Dans ce qui suit, nous allons déduire, à partir du spectre de courant IS simulé et de la réponse 
fréquentielle de champ EM, les formes d’onde du champ magnétique et du champ  électrique. La 
reconstruction de ces signaux temporels à partir de ces spectres du champ EM se fait en utilisant 
la transformée de Fourier inverse. Pour le champ magnétique, et de la même façon pour le champ 











 (III.8)  
Ainsi, nous obtenons la composante Hy du champ magnétique illustré dans la Figure III.33.a. La 
Figure III.33.b présente le rayonnement temporel de la composante Ez du champ électrique. 
III.3 Conclusion 
Dans ce troisième chapitre, nous nous sommes intéressés, dans un premier temps, à la 
modélisation du rayonnement d’un prototype de câblage reflétant les phénomènes EM dus au 
câblage automobile. Ce modèle a été validé par des mesures en conduit et en rayonné en champ 




proche. Ensuite, et dans le cadre du projet EPEA, nous avons pu associer notre câblage à un 
convertisseur DC-DC. Cette configuration reflète une application de systèmes électroniques 
embarqués dans laquelle la distribution de l’énergie à différents niveaux se fait à travers des DC-
DC à partir d’une batterie.  
Le découpage dans le convertisseur de puissance génère des perturbations HF qui se propagent 
vers une charge via le câble. Le rôle du câble dans une telle configuration n’est pas anodin. En 
effet, il modifie le spectre de perturbations et participe énormément au rayonnement du système 
complet. 
Une simulation des formes d’onde du champ magnétique et champ électrique s’est avérée 
possible. Ainsi, nous avons pu présenter en temporel le champ EM même si nous n’avons pas pu 
le valider par des mesures essentiellement à cause de la difficulté de la réalisation de sondes 
temporelles de mesure. 
 




Conclusion générale et perspectives 
De nos jours, la modélisation des émissions EM rayonnées des systèmes électroniques embarqués 
constitue un grand challenge d’autant plus que ces émissions représentent un risque énorme pour 
le bon fonctionnement des systèmes et aussi pour l’homologation CEM.  
La difficulté de rendre compte de ce phénomène lié à ces systèmes est une évidence et elle est 
accentuée par la forte intégration électronique. En effet, la modélisation EM, elle-même, nécessite 
une association de plusieurs méthodes numériques. Cela dépend des dimensions et surtout de la 
géométrie. Alors, le choix d’une méthode de modélisation EM adéquate pour chaque sous 
structure ou l’association de plusieurs méthodes est une solution possible mais demeure très 
délicate. De plus, pour intégrer ce phénomène EM au modèle de l’électronique embarquée, nous 
avons besoin d’un modèle électrique du comportement EM des structures qui rayonnent le plus 
telles que les bus bars, les câbles et les plans de masse. 
Dans ce travail, nous avons commencé par une comparaison entre les différentes méthodes de 
modélisation EM les plus utilisées et nous avons expliqué notre choix pour la méthode PEEC. Par 
sa formulation intégrale et par sa possibilité de décrire les phénomènes EM sous forme de circuit 
équivalent, la méthode PEEC correspond au besoin de modéliser le câblage dans son 
environnement électrique d’autant plus que la discrétisation est restreinte aux seuls conducteurs. 
Nous avons aussi repris la formulation mathématique de la méthode PEEC, basé sur l’EFIE, en 
insistant sur les différents phénomènes observés. La méthode PEEC est représentative de ces 
différents phénomènes que sont la résistance des conducteur, les inductances, les inductances 
mutuelles (ou couplage inductif), l’effet de peau, l’effet de proximité. Dans notre travail, l’effet de 
peau n’a pas été considéré à cause de la faible section des câbles étudiés.  
Cependant, l’effet capacitif comme décrit dans la méthode PEEC conventionnelle rend la 
modélisation très exigeante en temps de calcul. Dans ce contexte, dans le premier chapitre, nous 
avons brièvement décrit la considération de l’effet capacitif adoptée. Cette considération a été 
proposée dans les travaux de I .Yahi. Elle permet d’avoir un outil de simulation des émissions 
conduites efficace et rapide.  




Ensuite, nous avons montré qu’en utilisant les résultats d’une simulation SPICE ou matricielle 
d’un circuit équivalent obtenu par PEEC, nous pouvons en déduire les émissions rayonnées d’un 
système de câblage. Pour procéder au passage du mode conduit au mode rayonné, nous avons 
proposé un calcul analytique basé sur la série de Maclaurin. Cette approche a été proposée dans le 
but d’améliorer la précision de calcul des champs EM. Le calcul a été validé, dans le deuxième 
chapitre, par une comparaison avec un calcul numérique basé sur une approximation de dipôle s 
infiniment petits. Ensuite, pour que notre calcul soit plus réa liste, l’approximation proposée a été 
étendue d’une façon à prendre en compte les trois dimensions des cellules de discrétisation. Par la 
suite, nous avons pu valider notre modèle, PEEC et calcul analytique 3-D, à l’aide de simulation 
HFSS basée sur la méthode MEF. La dernière validation a été également faite par des mesures 
réalisées avec un banc champ proche développé à l’IRSEEM.  
Dans le troisième chapitre, nous nous sommes intéressés, dans un premier temps, à la 
modélisation du rayonnement d’un prototype  de câblage reflétant les phénomènes EM entourant 
le câblage automobile. Ce modèle a été validé par des mesures en conduit et en rayonné en champ 
proche. Ensuite, et dans le cadre du projet EPEA, nous avons pu associer notre câblage à un 
convertisseur DC-DC. Cette configuration reflète une application de systèmes électroniques 
embarqués dans lesquels la distribution de l'énergie à différents niveaux se fait à travers des 
convertisseurs DC-DC à partir d’une batterie.  
Le découpage dans le convertisseur de puissance génère des perturbations HF qui se propagent 
vers une charge via le câble. Le rôle du câble dans une telle configuration n’est pas anodin. En 
effet, il modifie le spectre de perturbations et participe énormément dans le rayonnement du 
système complet. 
Une simulation des formes d’onde du champ magnétique et champ électrique s’est avérée 
possible. Ainsi, nous avons pu présenter en temporel le champ EM même si nous n’avons pas pu 
les valider par des mesures à cause de la difficulté des mesures en régime temporel. La thèse de 
Liu Yang est déjà lancée au sein de l’IRSEEM dans le but d’étudier les mesures en champ proche 
dans le domaine temporel et de résoudre les difficultés autour de ce type de mesure. 
Les simulations en régime temporel dans le domaine de la CEM est une nécessité. Elles 
permettent, contrairement à des simulations fréquentielles,  de prédire les transitoires de champ 
EM. 




Les cas tests étudiés font appel à l’application automobile dans laquelle tout signal est lié à une 
référence commune de tension qui est le plan de masse. Actuellement, dans les véhicules 
électriques, les câbles de puissance ne sont plus référencés à la masse. La puissance est véhiculée 
en mode différentiel. La grande partie de ces perturbations conduites, générées en mode 
différentiel, se transforme en mode commun à travers les capacités parasites entre l’électronique 
de puissance et la masse : ce qui favorise les émissions EM rayonnées. La méthode de 
modélisation proposée permet d’étudier ce type de câblage. Les diaphonies entre câbles de 
puissance et entre câbles de puissance et ceux de commande n’ont pas été étudiées dans notre 
travail donc cette application représente une amélioration de notre modèle PEEC. Pour les 
émissions rayonnées, le calcul demeure cependant valable et cela pour toute structure dès lors que 
la méthode PEEC est correctement adaptée. 
La simulation du champ électrique à partir des courants a montré de bons résultats. Dans certains 
cas, lorsque l’effet capacitif prédomine devant l’effet inductif, la distr ibution du courant circulant 
dans le câble devient discontinue. Cette discontinuité se répercute sur le calcul du champ 
électrique. 
Aussi, le changement brusque de direction de courant dans les câb les, comme dans le cas du 
système étudié dans le troisième chapitre, altère le calcul du champ électrique. Nous proposons, 
alors, de calculer le champ électrique non pas à partir des courants mais à partir des charges 
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Annexe A :  
Modélisation PEEC : calcul des éléments circuits 
III.3.1.1.1 Calculs des inductances 
 
Figure A. 1 – Paramètres géométriques de deux cellules volumiques [39]. 
Chaque cellule est définie par son origine  ZYX ,,  et ses dimensions  dZdYdX ,,  dans un 
repère cartésien  zyx

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Dans la relation (A.2), la primitive s’écrit sous la forme de f  : 
),,(),,(),,(),,( yxzfxzyfzyxfzyxF   (A.3)  
La fonction f  est donnée analytiquement par la relation (A.4) dans laquelle 
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 (A.5)  
où   ZZDz ,   XXDx  et   YYDy . 
Ainsi, l’inductance mutuelle et propre est parfaitement définie sauf que pour des cas bien précis 
des problèmes de discontinuité peuvent surgir. Nous remarquons que lorsque x (ce raisonnement 
est valable pour y et z) est proche ou égale à zéro la partie en arc-tangente est discontinue.  
III.3.1.1.2 Calcul des coefficients de potentiel 
Dans un premier temps, déterminons le cas de surfaces parallèles. Soient les deux surfaces 










 (A.6)  
Dans ce cas, le coefficient de potentiel est donné par : 
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Figure A. 2 – Surfaces parallèles. 
Ensuite, déterminons le cas de surfaces parallèles. Soient les deux surfaces perpendiculaires Si et 

























Figure A. 3 – Surfaces perpendiculaires. 
Le coefficient de potentiel est donné par la relation : 
   
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Annexe B :  
Définition des champs électromagnétiques proche et 
lointain  
Dipôle électrique ou de Hertz 
Un dipôle électrique dit de Hertz est un conducteur de longueur très petite dl qui est traversé par 
un courant I admettant les mêmes, phase et amplitude. Le rayonnement EM d’un tel dipôle est 
généralement présenté dans un repère sphérique. Cette présentatio n est due au type d’onde 
observé à partir d’une distance du dipôle. 
 
Figure B. 1 – Dipôle électrique 
La position du point r

, où on veut avoir le champ EM, est donnée par la distance radiale r et par 
les positions angulaires  et  .   est l’angle entre le vecteur r

 et l’axe z et   est l’angle entre 
l’axe x et la projection orthogonale de r

sur le plan (xy). 
Les composantes du champ magnétique sont données par : 
0
r
H  (B.1)  
























 (B.3)  
















































s in  (B.5)  
0φE  (B.6)  
Où 000  est l’impédance intrinsèque de l’air.  
Notons que les termes exprimés en 
3
1 r  et en 
2
1 r  sont dominants à une distance assez proche 
de la source tandis que lorsqu’on s’éloigne suffisamment le terme r1 est le dominant. On parle 
alors du champ lointain. Entre ces deux cas, tous les termes interviennent et parle de la zone de 
transition.
 
Dipôle magnétique  
Un dipôle magnétique est dit ainsi lorsque son rayonnement magnétique domine son rayonnement 
électrique. Dans la littérature, un dipôle magnétique élémentaire (Figure B. 2 –) est une boucle 
dont la dimension, en particulier la circonférence b2 , est infiniment petite par rapport à la 
longueur d’onde. Dans notre cas, la boucle, dont le centre est confondu avec le centre des repères 
cartésien et sphérique, appartient au plan des axes (xy). Le champ magnétique généré par la 























































 (B.8)  
0φH  (B.9)  
Le champ électrique est : 
0
r
E  (B.10)  






















 (B.12)  
Où 
2
bSb  est la surface de la boucle. 
  









Annexe C :  
Codes de calcul des champs EM : Série Maclaurin  
Code de calcul du champ magnétique généré par un dipôle traversé par un courant de direction x : 
function [H]=troisD_Mac_Laurin_Ix(x,y,z,structure,Ix,k) 
% calcul du champ magnétique pour un courant de direction X en utilisant la 
% série de Mac Laurin 3D 
o=structure(1:3);% Origine de la cellule de discrétisation 
dX=structure(4); dY=structure(5); dZ=structure(6);% Dimensions de la cellule 
% ///translation de l'origine vers le centre de la cellule 
x=x-dX/2-o(1);y=y-dY/2-o(2);z=z-dZ/2-o(3);% 












Code de calcul du champ électrique généré par un dipôle traversé par un courant de direction x : 
function [Ex,Ey,Ez]=troisD_Mac_Laurin_Ix(x,y,z,structure,Ix,Ka) 
% calcul du champ électrique pour un courant de direction X en utilisant la 
% série de Mac Laurin 3D 
o=structure(1:3);% Origine de la cellule de discrétisation 
dX=structure(4); dY=structure(5); dZ=structure(6);% Dimensions de la cellule 
% ///déplacement de l'origine vers le centre de la cellule 
x=x-dX/2-o(1);y=y-dY/2-o(2);z=z-dZ/2-o(3);% 
r=sqrt(x^2+y^2+z^2);% distance du point M(x,y,z) par rapport au centre de la cell 
ellip1=x^2*dX^2+y^2*dY^2+z^2*dZ^2; D2=dX^2+dY^2+dZ^2; V=dX*dY*dZ; 
section=dY*dZ; Jx=Ix/section; 
% Variables de simplification 
b=j*Ka*r; 
D1=dX^2+dY^2+dZ^2; 
B1=b^2+3*b+3; B2=b^3+6*b^2+15*b+15; B3=b^4+10*b^3+45*b^2+105*b+105; 
E_K_rotx= 1/24*exp(-b)*V*(ellip1*(x^2-r^2)*B3-(D1*(x^2-r^2)-6*ellip1+4*dX^2*x^2)*B2*r^2+... 
2*(12*(x^2-r^2)-2*D1+dX^2)*B1*r^4+48*(1+b)*r^6)/r^9; 
E_K_roty = 1/24*exp(-b)*x*y*V*(24*B1*r^4+2*B2*r^2*dZ^2-3*B2*r^2*D1+ellip1*B3)/r^9; 
E_K_rotz = 1/24*exp(-b)*x*z*V*(24*B1*r^4+2*B2*r^2*dY^2-3*B2*r^2*D1+ellip1*B3)/r^9; 





mu0=4*pi*1e-7;% perméabilité de l'air (vide) 






Annexe D :  
Identification de la source perturbations  
La mesure de tension est effectuée aux bornes de la diode roue libre à l’aide d’un Oscilloscope. 
Les mesures sont effectuées jusqu’à la fréquence 300MHz. Cette fréquence est liée au 
comportement du circuit étudié en HF. Nous utilisons l’appareil de mesure en haute impédance. 
Nous obtenons ainsi la tension réelle aux bornes de la diode.  
 
Figure D. 1 – Hacheur série  
a)   b)  
  
Figure 0.1 – Mesure de la tension aux bornes de la diode 
La définition parfaite de la tension mesurée aux bornes de la diode est donnée par les quantités 
suivantes: T est la période de découpage, α est le rapport cyclique, tr est le temps de montée, tf est 
le temps de descente, VM est la tension maximale et Vm est la tension minimale. Le tableau ci-






Les différents paramètres de la tension de commutation  
T  α  rt  ft  mV  MV  
µs2  4280.  ns.64  ns30  V.820  V.911  
Lors d’une commutation rapide, des oscillations (en anglais ringing) sont observées. Dans notre 
cas, nous distinguons des oscillations qui sont loin d’être négligeables. Elles se génèrent lors de la 
fermeture du MOS. Physiquement, cette ondulation est due aux capacités intrinsèques Cds, Cgs et 
Cds du MOS (Figure D. 2 –) et surtout aux inductances en série. Pour réduire ces oscillations, la 
solution est de minimiser ces inductances. Il est possible de mettre une capacité entre le drain et la 
source.  
 
Figure D. 2 – Circuit équivalent du MOS illustrant les capacités parasites [81]  






















cas théorique sans dépassement
 
Figure D. 3 – Différence entre tension trapézoïdale et tension de perturbation réelle  
Alors, le modèle trapézoïdal des perturbations générées par le MOS n’est pas suffisant puisque 






Figure D. 4 – Identification du dépassement 
L’objectif de ce qui suit est de déterminer la fonction de transfert qui relie un signal de référence 
et la tension du transistor avec ondulations. Dans ce cas, nous considérons le signal de référence 
un signal trapézoïdal qui permet de prendre en compte a priori le temps de montée et le temps de 
descente du signal à obtenir (Figure D. 5Figure III.15). Cela facilite l’obtention de la fonction de 
transfert souhaitée puisqu’en soustrayant le signal trapézoïdal du signal global de perturbation 
nous obtenons un signal tel que décrit dans la Figure D. 4 –. Ce dernier signal commence lorsque 
la perturbation aura atteint 95% de la valeur maximale de la tension Vmax .Ces ondulations 
peuvent être écrites sous la forme : 





  (C.1)  
Où mV est une tension caractérisant la variation exponentielle des points maximum de la tension 
d’ondulation,   est la pseudo-pulsation. 
L’identification de cette fonction de transfert se fait à partir des mesures. La Figure 0.1 (mesure) 
montre le signal mesuré à partir duquel nous identifions les perturbations générées lors de la 
fermeture du transistor MOS de commutation. Compte tenu des deux points définis 
respectivement par (t1,V1) et (t2,V2), nous pouvons parfaitement identifier les paramètres  ,  et 



















 (C.2)  




























  (C.4)  
De cette façon, nous avons pu déterminer la fonction de transfert de la tension de perturbations 

















F(s)  (C.5)  
Avec fjs 2  
trapèzeV  est la transformée de Laplace du signal trapézoïdal (Figure D. 6 –) définie à l’aide du 
temps de montée, du temps de descente, de la tension maximale, de la période et des temps 
d’ouverture et de fermeture.  
 
Figure D. 6 – Signal trapézoïdal de référence 
  
Sujet : 
Caractérisation et modélisation des émissions rayonnées par le câblage des systèmes 
électroniques embarqués. 
 
Résumé :  
La cohabitaion, dans une même enceinte, des systèmes électroniques de puissance et de 
commande est un risque majeur pour le bon fonctionnement des systèmes électroniques 
embarqués (Automobile, Aéronautique et Spatial). La maitrise de la CEM de ces systèmes est 
un défit surtout avec la difficulté de rendre compte des phénomènes EM.  
Ce mémoire décrit la modélisation des émissions conduites et des émissions EM rayonnées  
par le câblage des systèmes électroniques embarqués. On explique d’abord le choix de 
l’utilisation de la méthode de modélisation PEEC puis on décrit sa formulation 
mathématique et on présente les différents phénomènes EM qu’elle prend en compte dans 
le contexte de câblage. 
Dans le deuxième chapitre, un calcul tridimensionnel des émissions EM rayonnées a été 
proposé. Il prend en compte de la géometrie des cellules de discrétisation et permet une 
meilleure considération de la montée en fréquence. Il permet ainsi de se rapprocher au plus 
près de la structure. Une validation de ce calcul a été effectuée en comparant les résultats 
de simulation à ceux obtenus par d’autres calculs analytiques, par modélisation «  éléments 
finis » et aussi par des mesures en champ proche.  
Le troisième chapitre est consacré aux applications aux systèmes électroniques embarqués. 
Dans une première partie, une étude d’un système de câblage, qui reflète les différents 
phénomènes rencontrés en automobile, a été faite. Ensuite, un câblage est associé à un 
convertisseur DC/DC. Ce convertisseur est utilisé comme un générateur de perturbations EM 
en Hautes fréquences. Dans cette partie du travail, on présente une modélisation de ces 
perturbations qui se propagent vers le câblage et qui se transforment en émissions EM 
rayonnées.  
 
Resume :  
The calculation of radiated electromagnetic (EM) fields from wiring systems such as cables in 
automotive/aeronautic applications is an important issue for the prediction and the 
prevention of EM Interference (EMI) and EM Compatibility (EMC) problems. Many numerical 
methods of electromagnetic modeling are available and can be used for EM analysis. Among 
these methods, the Partial Element Equivalent Circuit method (PEEC) is particularly well 
suited. Usually the PEEC approach is an efficient way to deal with circuit simulation of 
distributed structures. In automotive/aeronautic applications, the electronic systems 
operate at increasingly higher frequencies. So, the radiation of cables cannot be neglected. A 
3D model based on the PEEC method was proposed in order to take into account the size of 
automotive wiring systems. It includes resistive, inductive and capacitive effects. This 3D 
approach was shown to accurately predict the conducted disturbances by cables above large 
ground planes. 
 
In this work a new 3D calculation approach based on Maclaurin expansion is developed to 
evaluate the radiated fields with the PEEC method. The originality of this work is considering 
both radiated and conducted disturbances in the framework of a PEEC method for large size 
strcutures. In a first step the current carried by the conductors are determined from the 
circuit model deduced with the 3D PEEC method. Then in a second step the field radiated by 
the wiring systems is evaluated using an analytical calculation deduced from the distribution 
of currents. 
The third part of this work is to identify the disturbances generated by DC-DC power 
converter and to predict EM fields radiated by cables and converter.W< 
