Abstract: It is well known that in order to build linear scramblers and stream ciphers that are robust against correlation-based reconstruction, primitive polynomials which do not have sparse multiples of moderate degrees must be used. In this paper, the existence and density of such 'good primitive polynomials' are studied. Two theoretical lower bounds on the degree d of the primitive polynomial are derived. When d is larger than the first lower bound, there exists at least one primitive polynomial of degree d which does not have any sparse multiple of moderate degree and when d is larger than the second lower bound, it is almost guaranteed that a randomly chosen primitive polynomial of degree d does not have any sparse multiples of moderate degree. To make the lower bound tight, the distribution of the minimum degrees of sparse multiples of primitive polynomials is investigated in this paper. From comparison, it can be seen that the lower bounds obtained in this paper are much better than the previous results reported in the literature.
Introduction
Linear feedback shift registers (LFSRs) are basic components in linear scramblers and stream ciphers because of their low hardware implementation costs and well-known properties. In most communication systems, to achieve the maximum period for the sequences produced by the LFSRs, binary primitive polynomials are used as the feedback polynomials. In the case of stream ciphers, the LFSR initial states are actually the secret keys. Therefore reconstruction of a linear scrambler and stream cipher includes reconstructing the initial states and the feedback polynomials of the LFSRs.
Different non-trivial techniques have been developed in the past years for recovering the secret keys of LFSR-based stream ciphers. These include correlation attack [1 -5] , backtracking attack [6, 7] , binary decision diagram (BDD)-based attacks [8] , algebraic and combinatorics attack [9 -11] etc. Besides recovering the secret key, the problem of reconstructing the feedback polynomials and combining function of a stream cipher has also been studied [12] . Following an idea similar to that of [12] , procedures for reconstructing the feedback polynomials of the LFSRs for linear scramblers have been proposed in [13] and [14] . Different from the above mentioned techniques, an approach which reveals the cryptographic function of a stream cipher from its silicon implementation alone is proposed recently in [15] .
Both recovering the LFSR initial states by correlation attack and reconstructing the feedback polynomials of the LFSR rely on the critical assumption that the feedback polynomials have sufficiently sparse multiples. For example, in [2] , it is shown that success of fast correlation attack relies on the number of sparse multiples that are present. In [13] and [14] , it is shown that the minimum number of the sparse multiples required to reconstruct the feedback polynomial of a synchronous scrambler is 2. As the length of the bit sequence required by the attack must be longer than the degree of each sparse multiple present in the attack, the lower the degree of the multiples, the faster the feedback polynomial can be reconstructed. Hence, a general procedure in the reconstruction of the feedback polynomials is to find a sufficient number of sparse multiples of as low degree as possible.
It is apparent that to build LFSR-based linear scramblers and stream ciphers that are robust against reconstruction, it is necessary that primitive polynomials used by the LFSR do not have any sparse multiple of moderate degrees. Before describing how to find such kind of primitive polynomials, a list of symbols which will be used in the rest of the paper are defined below. In this paper, all polynomials (including primitive polynomials and their multiples) are binary polynomials, that is, polynomials with coefficients in the binary field GF(2). Some parameters relating to a primitive polynomial p(x) are also defined below: paper, the most interesting cases, that is, t ¼ 3, 4 or 5, are considered [5, 13, 17] . The second question is equivalent to 'for a randomly chosen primitive polynomial of degree d, what is the probability that the primitive polynomial is a good primitive polynomial?'. In this paper, these two questions are addressed. Note that some proposals that attempt to address these questions have been presented in [18] and [17] . It can be observed that results obtained in [17] are better than those given in [18] . In the following sections, we will compare our results obtained in this paper with results shown in [17, 18] .
The rest of the paper is organised as follows. In Section 2, the works on the existence and density of good primitive polynomials in [17] are reviewed. In Section 3, the distribution of the minimum degrees of sparse multiples is analysed and compared with results in the literature, as well as the actual distribution obtained by computer simulation. In Section 4, the existence and density of good primitive polynomials are studied, with consideration of the distribution of the minimum degrees. Results are compared with the results obtained in [18] and [17] . Conclusion is drawn in Section 5.
Existence and density of good primitive polynomials
In [17] , the existence and density of good primitive polynomials are studied. It shows that when the degree d of the primitive polynomial is larger than 'a certain value', there exists at least one good primitive polynomial of degree d and when d tends to infinity, the density of the good primitive polynomials among all primitive polynomials approaches 1. In this section, the main theorem and corollaries obtained in [17] will be reviewed for reader's convenience. The proofs of them can be found in [17] .
Theorem 1: The number of primitive polynomials of degree d, which have a t-nomial multiple of degree at most D is bounded from above by
where ⌊x⌋ is the greatest integer smaller than or equal to x. The number of primitive polynomials of degree d, which have a multiple of weight at most t and of degree at most D is bounded from above by 
and
Corollary 1: For any d satisfying
there exists at least one binary primitive polynomial of degree d which does not have any t-nomial multiple of degree ≤d e .
Corollary 2: For any d satisfying
there exists at least one binary primitive polynomial of degree d, which does not have any multiple of weight at most t and of degree ≤d e . 
Distribution of the minimum degrees of sparse multiples
For reconstruction of the feedback polynomial of the LFSR in stream ciphers [12] and linear scramblers [13] , the existing algorithms work by detecting multiples of the feedback polynomials from lower degrees to higher degrees, as detecting multiples of lower degrees require less computational complexity. In this case, the multiples of minimum degree will be firstly detected and used in the reconstruction of the feedback polynomials of the LFSRs. Motivated by this fact, in this section, the distribution of the minimum degrees of sparse multiples of primitive polynomials is investigated. Studies on the degree distribution of multiples of primitive polynomials have been conducted in [16, [19] [20] [21] [22] ; however, the degree distribution considered in these papers are distribution of the degrees for all the t-nomial multiples 1
According to the results in [19] , for a primitive polynomial p(x) of degree d, the total number N d,t of tnomial multiples of degree ,2 d 2 1 grows exponentially with d. In this paper, we focus on the distribution of the 'minimum degree' of the t-nomial multiples, that is, for each primitive polynomial of degree d, only the t-nomial multiple of minimum degree is considered among all the N d,t multiples.
In fact, if p(x) is a good primitive polynomial, it does not have any t-nomial multiple of minimum degree ≤d e . Therefore based on the knowledge of the distribution of the minimum degrees, the existence and density of good primitive polynomials can be estimated. Although these problems have been addressed in [17] , the study is based on the assumption that each of the t-nomial multiple of degree i (i ≥ d ) is a multiple of a primitive polynomial of degree d, which is a useful approximation but in general not accurate. If the knowledge of the distribution of the minimum degrees is included in the study, it is expected that the lower bounds obtained in [17] 
where
Proof: Any t-nomial 1 + x i 1 + x i 2 + · · · + x i t−2 + x i t−1 can be interpreted as a (t -1)-tuple ki 1 , i 2 , . . ., i t22 , i t21 l. Since the distribution of the t-nomial multiples of a primitive polynomial p(x) is random [19] , each (t-1)-tuple has probability a to be a t-nomial multiple of p(x). However, what we consider here is the probability that the (t-1)-tuple is a multiple of 'minimum degree'. If all the (t-1)-tuples are arranged into a sequence with their degrees varying from low to high (if two tuples have same degree, the one with smaller i t22 will be put in front and so on), then a tuple can only be a multiple of the minimum degree of p(x) if it is a multiple of p(x) and all tuples in front of it are not multiples of p(x). Hence, the probability that the first tuple in the sequence is the multiple of the minimum degree of p(x) is a, the second tuple in the sequence is the multiple of the minimum degree of p(x) is a(1 2 a) and so on. There are in total (t-1)-tuples of degree ≤D. Therefore the probability that a randomly chosen (t -1)-tuple is the multiple of the minimum degree of p(x) and From Proposition 1, it can be easily obtained that
It is interesting to note that the result we obtained in (9) is very similar to the result presented in [23] (see (4) in [23] ), although the ways we used to arrive at the results are different. Similar to [23] , we conclude that D min (d,t) has approximately a Weibull distribution [24] and the expectation of it is (2
. Next, we compare our results with the previous results reported in the literature. In [19] , an expectation of the minimum degree is provided, which is 2 (d/(t−1))+log 2 (t−1)+1 . In [23] , another expectation of the minimum degree is presented, which is [2
. In Figs. 4-6, these two expectations, together with the expectation value we obtained, are compared with the actual value of the expectation of the minimum degree, which is obtained by computer search for t ¼ 3, 4 and 5 and 5 ≤ d ≤ 17. From  Figs. 4 -6 , it can be observed that our result approaches the actual value of the expectation of the minimum degree very closely and it is better than results presented in [19, 23] .
Improved results on good primitive polynomials
In this section, we investigate the existence and density of good primitive polynomials again, taking into consideration the distribution of the minimum degrees of sparse multiples. Proof: Since D min (d, t) is the expectation of the minimum degree, there must exist at least one primitive polynomial, say f 1 (x), which has a t-nomial multiple of minimum degree
is the minimum degree of the t-nomial multiples of f 1 (x), f 1 (x) does not have any t-nomial multiple of degree ≤d e . A Based on Proposition 2 and the expectation of the minimum degree obtained in Section 3, we have the following Corollary:
, there exists at least one primitive polynomial which does not have any t-nomial multiples of degree at most d e . In the following, we compare our results with the previous results reported in the literature. Same as in Section 2, d t, e is used to denote a lower bound such that when d ≥ d t,e , there exists at least one primitive polynomial of degree d which does not have any t-nomial multiple of degree ≤d e . In Table 2 , the values of d t, e obtained by Corollaries 1 and 3 are shown for different t and e. Results obtained in [18] are also shown in Table 2 for comparison.
It is clear from Table 2 that results obtained by Corollaries 1 and 3 are better than those obtained in [18] . It means that we can find primitive polynomials robust against correlation attack at much lower degrees than the degrees obtained in [18] . Obviously, the smaller the value of d t,e , the better the result, as the implementation complexity is lower. Results obtained by Corollary 3 are better than those obtained by Corollary 1, as the distribution of the minimum degrees are considered.
To elaborate on the results shown in Table 2 , especially the results obtained by Corollary 3, here we discuss some examples. According to the last column in is, e ¼ 2, this probability is 1 − (1 − a) Next, a comparison between our results on density of good primitive polynomials with previous results is made. As stated in [17] , the results given by Remark 2 are better than those obtained in [18] . For reader's convenience, in Table 3 , the lower bounds of d given by Remark 2 and 3 are compared. Same as in Section 2, u t,e is used to denote a lower bound such that when d ≥ u t,e , more than 99.9999% of the primitive polynomials of degree d do not have any t-nomial multiple of degree ≤d e . As we expected, the lower bound given by Remark 3 is better, as it is obtained based on the knowledge of the distribution of the minimum degrees.
Conclusion
In this paper, the conditions on the existence of good primitive polynomials, that is, primitive polynomials which do not have sparse multiples of moderate degrees, as well as the density of such primitive polynomials among all primitive polynomials are investigated. To make the conditions on the existence and density of good primitive polynomials more accurate, the distribution of the minimum degrees of sparse multiples is investigated first in this paper. Based on the distribution of the minimum degrees, a lower bound of d is derived. Above that lower bound, there exists at least one good primitive polynomial of degree d. The condition on d such that the density of the good primitive polynomials among all primitive polynomials larger than 99.9999% is then obtained. Our results on the existence and density of good primitive polynomials are also compared with previous results reported in the literature. It can be seen that they are much better than the previously reported ones as they show that good primitive polynomials can be found at a much lower degree d, and the lower the degree d, the lower the implementation complexity. 
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