Transition moments and excited-state first-order properties in the coupled-cluster model CC2 using the resolution-of-the-identity approximation
I. INTRODUCTION
Quantum mechanics has proved to be an indispensable tool for the description of molecular systems and their chemical properties. Decades of theoretical research have provided chemists with a set of very powerful methods. Among them, coupled cluster theory is universally recognized as the method of choice for small to medium size molecules. However, its computational cost forces researcher to use less expensive and, as a consequence, less accurate theories for the treatment of larger systems.
Since the beginning of the new century, quantum chemistry is changing. Considerable efforts are now oriented in reducing the scaling of expensive methods like coupled cluster and a lot of progress has been made. Some groups develop local approximations, [1] [2] [3] [4] others focus on the approximation of the two-electron integrals [5] [6] [7] and totally new algorithm are developed to be well adapted to new technologies (massive parallelization, 8, 9 graphics processing units, 10, 11 etc.) . In particular, the Cholesky decomposition arises as an efficient tool for the reduction of computational efforts as well as storage requirements.
Computation of excited states and frequency-dependent properties is a very important and active field in quantum chemistry. Indeed, the comprehension of electronic structure of molecular systems is often closely related to the investigation of their spectroscopic properties. Moreover, since the interpretation of experimental data can be sometimes very a) baudin.pablo@gmail.com b) sanchez@uv.es complicated, computational chemistry and especially the calculation of frequency-dependent properties like excitation energies can be very useful. Therefore, it is very important to reduce the scaling of the most accurate methods and thus extend their applicability to large molecules. 12 The goal of this work is to apply the Cholesky decomposition (CD) of the two-electron integral matrix to the calculation of excitation energies. For this purpose, we chose a CC2 ground state wave-function together with a linear response function for the calculation of excitation energies. Some successful implementations of the Cholesky decomposition to the CC2 model have already been done and we hope to considerably extend the applicability of the method for the computation of excitation energies. 13 The CC2 model is the simplest model of the coupled cluster hierarchy that recovers some dynamical correlation. Moreover, this model was especially design for the calculation of frequency-dependent properties as single excitations are treated as zero order parameters. 14 Its computational cost is similar to that of MP2 with the additional drawback of being iterative but the CC2 model constitutes a good compromise between highly correlated coupled cluster model like CCSDT, CC3, CCSDR(3), and non-correlated model with low computational cost.
The CC2 linear response scheme provides reasonably good vertical electronic excitation energies for singleconfigurational system, such that the typical error is of the order of 0.2-0.3 eV. 15, 16 The great advantage of the Cholesky decomposition is its ability to control the introduced error via a single parameter. 6 Therefore, the conventional CC2 results should be in principle recoverable. This paper is organized as follows: In Sec. II, important theoretical concepts are exposed regarding the Cholesky decomposition and the CC2 linear response model for the calculation of excitation energies. Section III contains the most important points of our implementation for the calculation of excitation energies and the optimization process. In Sec. IV, we present calculation of vertical excitation energies on several molecular systems. The results are analyzed in order to evaluate the quality of the implementation. Some concluding remarks are given in Sec. V.
II. THEORY
In this section, we survey how the Cholesky decomposition can be efficiently applied to the two-electron integrals. Then we expose the basis of the CC2 model and present the CC2 linear response equations from which excitation energies can be extracted.
A. Cholesky decomposition of the two-electron integral
Evaluation and storage of the two-electron integrals are well known to be one of the bottlenecks of most of quantum chemical methods. It is, therefore, important to develop new algorithms that reduce both the computational cost and the storage requirements of the two-electron integrals. The Cholesky decomposition is one of the efficient tools that allow to attain this goal. 17, 18 The efficiency of the Cholesky decomposition comes from its ability to remove linear dependencies and to control the introduced error via a single parameter. CD is often compared to the resolution of the identity approximation (RI) and it has been shown that they constitute two different formulations of the same mathematical operation. Among the most important differences, we remark that CD is an iterative process controlled via a single parameter while RI is non-iterative but requires a pre-optimized auxiliary basis set and the error cannot be directly controlled. 6, 18 The Cholesky decomposition of the atomic orbital (AO) two-electron integrals is given by 18
where Greek letters are used for atomic orbitals and K is the number of Cholesky vectors L J . Reduction of computational cost arises when the number of Cholesky vectors is significantly lower than the full dimension N(N + 1)/2, where N is the number of atomic orbitals. If the decomposition is complete, K corresponds to the rank of the matrix, i.e., the full dimension minus the number of linear dependencies. The number of Cholesky vectors can be further reduced by stopping the decomposition based on a single parameter, τ . In practice, the CD threshold should be chosen between 10 −10 and 10 −5 , which allows to discard negligible integrals without significant loss of accuracy. To this end, we may express CD as an iterative process,
where M (0) = (αβ|γ δ) and the Cholesky vectors L J n are given by
Obviously, M (n) J n J n should be strictly positive and in general it is chosen to be the maximum diagonal element. 17 A simplified implementation of CD can be summarized as follows: 
B. CC2 model and excitation energies
The 
where {|HF , |μ 1 , |μ 2 } denote the Hartree-Fock ground state and the set of single and double excitation manifolds. F is the Fock operator and the is called the coupled cluster vector function.Ĥ is a similarity transformed Hamiltonian,Ĥ
where we used T i = μ i t μ i τ μ i . Keeping the Hamiltonian in the form of Eq. (6) allows to treat the singles as zero order parameters in a many body perturbation theory (MBPT) formulation of the CC2 model with a fluctuation potential defined as U = H − F. It is important to provide a good description of the single excitations as they play an important role in the description of frequency-dependent properties and in particular for the calculation of excitation energies. 19 The CC2 model was first implemented as a special case of the CCSD algorithm without taking particular advantage of the simplified form of the CC2 equations. 20 A new implementation strategy has been proposed by Hättig et al. [21] [22] [23] [24] in which the doubles-which have a simple form in the CC2 model-are computed on-the-fly and directly contracted to form three-index intermediates that are stored on disk. In order to be reliable, such an implementation requires a factorization of the two-electron integrals as provided by the RI or the CD. This doubles-direct algorithm has been described in detailed in Ref. 21 using RI both for the CC2 wave-function optimization and for calculation of excitation energies. In the following, we briefly remind how to compute excitation energies using the linear response function and a partitioning form of the CC2 equations.
In the response function scheme, a time-independent Hamiltonian is perturbed by a time-dependent potentialV . There are different possibilities to derive expression for the coupled cluster response function. One of them is based on a quasi-energy Lagrangian. 20, 25, 26 The CC2 quasi-energy Lagrangian is given by
From this Lagrangian, the CC2 linear response can be derived following Refs. 20 and 26, and the poles of the linear response arise at the eigenvalues of the CC2 Jacobian matrix,
Hence, finding excitation energies is equivalent to find the eigenvalues of the CC2 Jacobian by solving the eigenvalue problem, 14
Using the fact that the doubles-doubles block A μ 2 ν 2 is already diagonal, we can reduce the dimension of the eigenvalue problem (9) . In the doubles-doubles block, we have aibj = a − i + b − j , where p corresponds to the SCF energy of orbital p. All the information about excitation energies can now be extracted from the solutions of the pseudo-eigenvalue problem,
which has the dimension of the single excitation manifold but the effective Jacobian on the left hand side of Eq. (10) is now dependent on its eigenvalues, which implies that the solutions have to be found until self-consistency is reached. 21
III. IMPLEMENTATION
In this section, we describe our implementation of the CD-CC2 algorithm for calculation of excitation energies. In the first part, we present an adaptation of the doublesdirect algorithm to CD while the second part is dedicated to the method used to solve the pseudo-eigenvalue problem (Eq. (10)).
A. Construction of the linear transformed vector
For the implementation, we follow the strategy devised by Hättig et al., 21 which was adapted by Pedersen et al. 13 to use CD instead of RI. In this subsection, we briefly summarize their main findings and more details can be found in Refs. 21 and 13.
Computation of excitation energies requires some calculations to be done. In particular, a SCF optimization provides orbital energies p and transformation coefficients C. Moreover, we assume the two-electron integrals to be already decomposed in terms of Cholesky vectors in atomic basis and stored on disk in an efficient manner. Finally, a CC2 optimization of the wave-function should be done providing the set of single amplitudes {t μ 1 }.
The most demanding parts of the algorithm involve computation and storage of a particular class of intermediates of the general form,
whereL J jb is a transformed Cholesky vector given bŷ
and X ab ij corresponds either to the symmetrized double amplitudes,
where,
or to the four-index auxiliary vector,
with,
The perturbed transformation matrices¯ p and¯ h are defined as¯ p = −Cb T μ 1 and¯ h = Cb μ 1 .
Computation of these Y-intermediates scales as O 2 V 2 K with O the number of occupied orbitals, V the number of virtual orbitals, and K the number of Cholesky vectors. 13 The most important steps of the CD-CC2 algorithm can be summarized as follows: The explicit expressions of intermediates used in the pseudo-code above are presented in Table I .
B. Resolution of the pseudo-eigenvalue problem
As stated before, the partitioning of the eigenvalue problem implies the optimization process to be done until selfconsistency is reached. In order to do so we used a modified Davidson algorithm that allows to compute only a few eigenvalues of a large matrix. 27 The first batches of linear transformed vectors are built using a guessed eigenvalue (typically a difference of SCF orbital energies). When the Davidson process converges the new eigenvalue is compared to the guessed one and if the difference is too large, a new Davidson optimization is started using the last optimized frequency to compute the linear transformed vectors and the last Ritz vectors as subspace of trial eigenvectors. The Ritz vectors are given by 
where the trial eigenvectors form the column vectors of B and x i is the eigenvector i solution of the reduced problem. This whole process is continued until self-consistency. The modified Davidson method is now a one root optimization process as the only valuable excitation energy from the Davidson optimization is the one that corresponds to the frequency used to build the linear transformed vectors. Therefore, we will have to do a self-consistent optimization for each required root. However, the method can be adapted to those conditions. The threshold used to evaluate the quality of the residual has to be an evaluation of self-consistency, τ = |ω input − ω j |. In this way the Davidson process converges faster when we are far from self-consistency, which avoids useless calculations. Another important improvement is to start a new Davidson optimization with the last Ritz vectors even when starting a new self-consistent process. In general, they constitute a good approximation to eigenvectors and will make the Davidson process to converge much faster. 27 Further improvements can be achieved using optimized coupled cluster singles (CCS) eigenvectors as starting guess for the CC2 algorithm.
Finally, it is important to notice that in this algorithm, each optimized root is the result of the diagonalization of a different Jacobian matrix. Indeed, the input frequency is different for each root. As a consequence, the excited states implicitly involved can theoretically interact between them. However, the small differences between the excitation energies of different roots and the intrinsic error of the CC2 method make those differences not notable. As a matter of fact, the results obtained using a CD-CC2 excitation energy algorithm show no differences compared to excitation energies calculated by diagonalization of the full non-effective CC2 Jacobian matrix (Sec. IV A).
Alternatively (as done in Ref. 21) , it is also possible to use a direct inversion of the iterative subspace (DIIS) extrapolation analogous to the one normally used to solve the nonlinear equations determining the coupled cluster ground state. Comparing to the previously discussed modification of the Davidson algorithm, DIIS extrapolation has the advantages of being faster and a single-root method. On the other side, it is less robust than Davidson procedure and, in fact, DIIS extrapolation can diverge if the initial guess is not close enough to the converged solution. This drawback can be solved 21 by combining it with a preconditioning Davidson process in which the Jacobian dependence on the excitation energy is discarded. In Sec. IV C, we compare these two approaches.
IV. APPLICATIONS
In order to test our new implementation of CD-CC2 linear response theory for the calculation of excitation energies, we first apply it to the well known benzene molecule using large basis set and compare the results with different CC2 implementations. Then we propose an extrapolation to the complete basis set (CBS) of the lowest excitation energies of benzylallene which has interesting spectroscopic properties. In Sec. IV C, we study the dependence of the accuracy of the excitation energies on the decomposition thresholds and compare the two ways of solving the pseudo-eigenvalue problem. Finally, we present an investigation of the free base porphin electronic excitation spectrum which could be use to investigate much larger porphyrins with interesting optical properties.
A. Benzene
The electronic ground state of benzene is a closed shell well described by a single configuration. It is, therefore, well adapted to calculation of singlet excitation energies using a coupled cluster linear response function. Our goal is to verify the quality of the results and, therefore, the error introduced by the Cholesky decomposition as well as the computational cost of the method. All calculations were done at the same geometry from Wannere and Schleyer. 28 We have carried out a set of calculations using three different implementations of the CC2 linear response. The first one employs a standard Davidson algorithm for the diagonalization of the full CC2 Jacobian matrix (Eq. (8)) without using the Cholesky decomposition. The convergence criterion for the Davidson algorithm is fixed to 10 −3 . We will refer to this implementation as full-CC2. In the second implementation the reduced effective Jacobian CC2 matrix is diagonalized using Cholesky vectors for the decomposition of the two-electron integrals. For this implementation a standard Davidson algorithm is used until self-consistency. The criterion for the Davidson part is also fixed to 10 −3 while the self-consistency parameter is chosen to be 10 −4 . This implementation will be denoted CD-CC2std. The last method is equivalent to the second one with an optimized Davidson algorithm as described in Sec. III B with a criterion of 10 −4 for self-consistency. Because the Davidson threshold is given by τ = |ω input − ω j |, excitation energies are further converged compared to the previous algorithms.
For each of those three implementation we performed calculations using the hierarchy of correlation consistent basis sets of Dunning, 29 aug-cc-pVXZ for X := {D, T, Q, 5}. In the case of the full-CC2 algorithm, the quintuple-ζ basis set was not tractable due to the very high computational cost. For the Cholesky decomposition, we performed calculation using three different thresholds, τ 1 = 10 −8 , τ 2 = 10 −6 , and τ 3 = 10 −4 . All excitation energy calculations were done using a local version of the DALTON program in which the above algorithms have been implemented. 30 The results for the lowest singlet excited states of benzene are shown in Table II .
The results presented in Table II show no significant deviations with or without using the Cholesky decomposition. Differences appear around the third or fourth decimal and come from the fact that different optimization processes were employed. However, the CC2 excitation energies are known to show errors of the order of 0.2-0.3 eV 15, 16 and, therefore, neither the Cholesky decomposition nor the differences in the optimization process impact the quality of the excitation energies. We note that the CD-CC2-opt algorithm not only makes the calculation faster, but also helps convergence in some cases, see, for instance, the lowest state of symmetry 1 B 1u in Table II .
In order the Cholesky decomposition to be useful, the number of Cholesky vectors K must be much lower than the number of distinct elements of the product space of the onecenter basis functions, (K N(N + 1)/2). 18 In our calculations, this condition was always widely fulfilled. Obviously, the calculations are faster and less accurate when the number of Cholesky vectors decreases. In practice, a parameter of 10 −4 -10 −6 has proven to be enough. 31 In Figure 1 , we have plotted the time in hours corresponding to the coupled cluster part of the calculations against the number of basis functions for the computation of the lowest singlet excited states of benzene. For each algorithm, we performed a power fit of the form a × N b with N the number of basis functions. It shows that using the Cholesky decomposition considerably reduces the power in the scaling of the methods (parameter b) while using the optimized Davidson algorithm impacts the pre-factor a. The improvement due to CD is quite impressive and undeniably expand the applicability of the CC2 linear response scheme to calculation of excitation energies of bigger system with larger basis set.
In order to further analyze the capacities of the Cholesky decomposition in the calculation of excitation energies, we looked at the computational cost for the construction of one linear transformed vector. For the small basis set aug-cc-pVDZ, the difference between full-CC2 and CD-CC2 with a parameter of 10 −6 is negligible. The standard CC2 is even a little faster in average due to the fact that the Cholesky implementation involves more I/O operations that become valuable only for bigger basis set. Indeed, when dealing with the aug-cc-pVQZ basis set, the CD-CC2 transformation is almost 7 times faster than the non-direct full-CC2 algorithm, showing again the efficiency of the Cholesky decomposition. 
B. Benzylallene
Benzylallene is the minor product of the recombination of benzyl and propargyl radicals. Because of the flexibility in the carbon chain, there are two possible isomers, one with the chain pointed away from the benzene (anti) and the other with the side-chain over the benzene ring (gauche), see Figure 2 . Since there is a chance that this molecule acts as photochemical precursor in the formation of bicyclic rings-for instance in the atmosphere of Titan-it is important to study the spectroscopic behavior of both isomers. 32 We chose the benzylallene conformers to perform a second test of our implementation. No exploitation of symmetry point group can be done and calculation of excitation energies can rapidly become intractable. It is important to remind that in order to be reliable, the excitation energies need to be treated with relatively large basis set. A Cholesky decomposition algorithm is therefore well adapted for the treatment of this system. Moreover, as for benzene, the ground state of the systems are single-configurational closed shell.
In order to properly treat the excited states, we first performed a rough calculation of the 15 lowest singlet excited states using the poor Sadlej-pVTZ basis set. The same calculation was repeated by adding diffuse basis function at the center of mass of the system as proposed by Kaufmann et al. in Ref. 33 in order to stabilize the Rydberg states. These steps allow us to localize and remove the Rydberg states in order to focus ourselves in the description of the two lowest valence singlet states.
We decided to perform an extrapolation to the CBS 34, 35 of the two lowest singlet states of both conformers as they seem to play important spectroscopic roles. 32 For this purpose, we used the hierarchy of correlation consistent basis set of Dunning, aug-cc-pVXZ with X := {D, T, Q}. 29 Geometries of both isomers were optimized at the B3LYP/6-311G** level 36, 37 using GAUSSIAN09. 38 The extrapolation to complete basis was done by independent calculations of the non-correlated, S CCS i,CBS and the correlated, S corr i,CBS contributions, 
where i = 1, 2, corresponds to the two lowest excited states and X is the cardinal of the corresponding aug-cc-pVXZ basis.
The non-correlated excitation energies are calculated, also using Cholesky decomposed two-electron integrals, at the CCS level which is equivalent to CI Singles (CIS). In Tables III and  IV we have listed excitation energies of the two lowest singlet states for both isomers. We noticed in Tables III and IV that CCS excitation energies are almost converged to CBS using the aug-cc-pVQZ basis set whereas the CC2 results converged much slower. These results therefore justify the utilization of large basis set and CBS extrapolation for excitation energy calculations.
The previous basis set investigation on the benzylallene isomers shows that the Cholesky decomposition of the twoelectron integrals is a really powerful tool, confirming again its capacity to reduce the computational cost and memory requirements in electronic structure calculations. 
C. 7-Hydroxy-1-indanone and 2-(2 -hydroxy-phenyl)benzothiazole
7-Hydroxy-1-indanone (7HIN) and 2-(2 -hydroxyphenyl)benzothiazole (HBT) (see Fig. 3 ) are examples of molecular systems presenting excited-state intramolecular proton transfer (ESIPT), a process of great interest in photochemistry and photobiology and which has technological implications in laser-dyes or UV filters. Furthermore, both 7HIN and HBT have been used to test the reliability of ESIPT potential energy surfaces calculated with the RI-CC2 approach among other methods. 39 Here, we use the CC2 geometry for the ground state optimized by Aquino et al. 39 and calculate the excitation energies to the states 2 1 A and 1 1 A corresponding, respectively, to the π → π * and n → π * transitions.
It has been found that because of the systematic character of the error due to CD, the CD approximation leads essentially to a uniform shift of the whole spectrum of ionization potentials. 40 This suggests the possibility of reducing the computational cost of the determination of CC2 excitation energies by using dual threshold calculations. So, we have explored whether it is advantageous to use a higher threshold for CC2 than for HF. The results presented in Tables V and VI show that this is only in part the case. Indeed, a rather loose threshold of τ = 10 −4 is enough to get excitation energies with errors of no more than a couple of meV, while the error in the absolute energy of the ground state is sensibly larger. However, at the same time no significant improvement of the excitation energies is obtained by using a tighter threshold for the underlying Hartree-Fock calculation. On the other hand, an improvement of the computational cost may be obtained by explicitly decomposing the integrals (ai|bj ). This effect can be checked by comparing the number of vectors used to represent those integrals depending on whether they are or are not decomposed (see Tables V and  VI ). In the latter case, the AO {L J αβ } Cholesky basis was simply transformed to MO basis with the hole and particle matrices (so keeping the number of vectors), while in the former the MO {L J ai } basis was directly constructed by decomposing the (ai|bj ) integrals calculated on-the-fly. Moreover, we stress the fact that even using the loosest threshold the Cholesky decomposition-based algorithm provides results of at least the same accuracy than RI-based methods, with the CD inherent advantage of easy error control. To finish this subsection, in Table VII a comparison of the two different ways discussed in Sec. III B to solve the pseudoeigenvalue problem is presented. Of course, the computed excitation energies are exactly the same until the required convergence threshold. As expected and previously mentioned, DIIS extrapolation speeds up the process, as reflected by the fact that approximately one-third more of linear transformations are required by the modified Davidson algorithm. At any rate, when comparing the Davidson algorithm to standard CC2, the saving is still very large, although of course smaller than that of the DIIS implementation. Finally, it is worthy to recall that the use of Davidson algorithm as preconditioner in the DIIS extrapolation is unavoidable to prevent convergence problems.
D. Free base porphin
Because of their interesting properties and their role in biological systems, porphyrins have been extensively studied in the literature. Their optical properties have been of particular interest, for example, in the development of dye-sensitized solar cells, 41 to describe the electronic excitation spectrum of free base porphin. [42] [43] [44] In this section, we present another test of our implementation on the free base porphin (see Fig. 4 ). The symmetry of the molecule (D 2h ) allows us to perform cheap calculations using different implementation of the CC2 linear response theory. This study could thus be used as a starting point for the investigation of larger porphyrins for which a full-CC2 calculation is not affordable. We proceeded with the same strategy as for benzene in Sec. IV A. A total of 24 singlet excitation energies have been calculating using the TZVP basis set 45 and two different algorithms, full-CC2 and CD-CC2-opt. The Cholesky calculations were performed with two different thresholds, τ 1 = 10 −6 and τ 2 = 10 −4 .
The results presented in Table VIII show the same behavior as for the benzene molecules, i.e., the CD-CC2 results are basically the same as the one with the full-CC2 algorithm. The Cholesky algorithm could thus be used to treat larger and more complex porphyrins.
V. CONCLUSIONS
The goal of this work was to implement and to test a new method for the calculation of accurate vertical excitation energies applicable to larger systems and larger basis sets.
For this purpose, we chose to reduce the scaling of the CC2 linear response scheme using a Cholesky decomposition of the two-electron integral matrix. We showed in Sec. III how such a method can be efficiently implemented. In Sec. IV, we performed a set of calculations that confirm both the quality of the excitation energies and the reduction of the computational cost. The obtained results prove the ability of Cholesky decomposition based techniques to reproduce standard CC2 excitation energies at a much lower computational cost and with no relevant loss of accuracy.
