Introduction

Let A = [Uii] be a non-negative matrix. A diagonal of A is a set of positions D,,={(U(I). I). . . . . (O(H)
Since the notion of a positive diagonal depends only on the zero-nonzero character of the entries of A, we assume henceforth that all matrices uve nzatrices of O's a& 1's. Alternatively we may say that the positivity of a diagonal of A depends only on the bipartite graph 1 'G(A) associated with A. This bipartite graph is defined by choosing two disjoi rt sets of n vertices X = {x,, . . . , x,,) and Y={y,,..., y,,} and putting an edge [Xi, yi] between Xi and yi if and only if aii # 0.
The positive diagonals of A are then in one-to-one correspondence with the 1 -factors of BG(A), where a l-factor is a collection of n pairwise vertex disjoint edges.
With the II x 11 matrix A we associate a hypergraph EM(A), called the diagoflal Itypergruph of A, as follows. The ver.ices of DH( 4) are the positive positions of A and the edges of DH(A) are the positive diagonals of A. (Alternatively we associate a hypergraph with a bipartite graph G whose vertices are the edges of G and whose edges are the I-factors of G.) If some positive position of A belongs to no positive diagonal of A, then the corresponding vertex of M-I(A) belongs to no edge, and we can safely delete that vertex without changing the important structure of DH(A). This is why wt. shall generally assume that every positive position of A belongs to a positive diagonal (every edge of the bipartite graph belongs to a 1 -factor). A non-zero matrix A with the prece Jing property is said to be a matrix with total support.
Our main goal is to investigate the hypergraph DH(A) by investigating several of the welZ known numerical invariants for hypergraphs [I] . These include the stability numbers, the transversal and packing numbers, and the covering number. We shall either evaluate these numbers for a given matrix A or derive inequalities. We also consider the associated extremal problems (over the collection of all rz x n matrices). We shall find it more convenient to derive our theorems using the matrix concept, but as already indicated our results have equivalent formulations in terms of bipartite graphs. The easy transcription is left to the interested reader.
Separability and stability numbers
Let A be an H x n matrix. Then A is called partly decomposab!e if for some p ?,..., E n -1 A has a p x (n -p) submatrix all of whose entries are zero; otherwise A is called jully indecomposable. It is well known that a fully indecomposatile matrix has total support and that for every nonzero matrix A with total support there exist permutation matrices P, 0 such that where A,, . . . . A, are fully indecomposable. The matrices A ,, . . . , A, are called the fully indecomposable components of A. The A i which are 1 X 1 are called trivial, the others being non-trivial. The matrix A with total support has a non-trivial fully kdecomposable component if and only if A is not a permutation matrix. Since clearly DH(A) is isomorphic to DH(PAO) for permutation matrices P and Q we freely replace A by PAQ.
Let A =' A,(%-43A, where A,, . . . , A, are fully indecomposable (or just square) rr.aJ iCCS. Let Vi be the set of vertices and %$ the set of edges of DH(Ai) '!or i= 1,. . &. Then it follows that the set of vertices of DH(A) is V= !/,I I. '4 1 t arid the set of edges of DH(A) is 8 &U* l l UEt:EiE%i(i= l,...,t)).
We write DH(A) = DH(A,)$* l .@DH(A,) in these circumstances. The numerical invariants of DH(A) usually are readily determined from the numerical invariants of D.H(A,) (i = 1,. . . , t) and this is why we shall often assume that A is a fully indecomposable matrix (the bipartite graph BG(A) is connected).
A set S of vertices of a hypergraph H is called st&le if no edge of N with more th;jn one vertex is a subset of S; S is called strongly stable if each edge of H has at most one vertex in S. The stability number, P(H), of H is the largest number of vertices in a stable set: the strong stability number, &I), of H is the largest number of vertices in a strongly stable set. We first consider the strong stability number of the diagonal hypergraph of a matrix. Let S be a strongly stable set of H. Let us suppose as is uslral that everv vertex *of H belongs to at least one edge. Thus for each x E S there is an edge E, such rhat E, n S =(x}. We call a set S of vertices with the latter property separable. It follows that a strongly stable set is separable, but not conversely. The separability number, A(H), of H is the largest number of vertkeb in a seyar abk set. Thus cu(H) s A(H). Assume that the vertices and edges of H have been ordered, and let C= [cij] be the vertex-edge incidence VrUtrix Of H. ThM Cij = 1 if and only if the ith vertex is an element of the jth edge. Then A(H) equals the maximum integer m such that C has a m x m submatrix C' which is a permutation matrix. It follows that the separability number of H is the same as the separability number of its dual Z-I* which is obtained by interchanging vertices and edges (the vertex-edge incidence matrix cf H* is CT). The role of the following lemma is crucial. For 1 s p, 4 6 n we denote by EW the n x rz matrix whose only nonzero entry is a 1 in the (p, 4)-position. For a matrix X, o(X) is the number of entries of X equal to 1. Thus pI = q, -1 in this case. It follows in a similar way that if q1 sp,, then ql = pI -1. Hence either pI =qI -1 or q1 ==pl -1. In a similar way we also see that pZ=q,-1 or q2=p2-1 and p3=q3--1 or q3=p3-1.
It now follows ?hat n=~,+~~+~.~#q~+q~+q~=n, Hence cr(B)~2(n-1).
Suppose a(B) = 2( n -1). Then the bipartite graph associated with B has 2rt vertices and 2rz-2 edges and hence at least two connected components. Arguing as above we may assume that
where Bi is a pi x qi matrix (i=1,2) and where p,=q,-1 and q2=p2--1. Let where Aii is a pi x qi matrix (i = 1,2). It follows as above that Al2 = 0. Since I3 has a pZ x q, zero submatrix where pZ+ q, = p2+ pl + 1 = n + 1, it follows from (2. . It is trivial to check that the theorem holds when n = 1 or 2. Let n 3 3. Suppose that A( DH(A)) > n' -2n and there exists disjoint sets S and T of positive positions of A such that ISI < 2n -1, ITI 2 n*-2n, and S U(t) contains a positive diagonal to which t belongs for each f E 7'. Since ISI G 2n -1. there exists a row of A, say row 1, such that at most one position in S comes from row 1. Let us suppose the positions (1.2). . . . , ( 1, n) do not belong to S. It then follows that none of the positions (2, l), . . . , (n, 1) belong to IF. Suppose the position (1,l) did not belong to S. Then since every diagonal of A contains a position from row 1, it follows that A(DH(A))<n.
Hence n an2--2n, and thus n -3 and A(DH(A))< nz -2n + 1. Hence we may suppose that (1, 1) E S and thus (1, I)+! T. Suppose none of the positions (2, l), . . . , (n, 1) is in S. It then follows that none of the positions ( Y,2), . . . , (I, n) is in T. Hence ISI ~+(TJ-2(n-1)~12*-(n2-2+-2(n-1)=2.
It now follows that n = 2 which contradicts n 2 3. Thus at least one of the positions (2. l), . . . , (n, 1) belongs to S. By interchanging rows with columns in the above we conclude that there is a column of A containing exactly one position of S. The row and column to which this position belongs must be different from row 1 and column 1, respectively. We may assume this position is (n, n) and as above conclude that none of the positions (n, l), . . . , (II, n -1) belongs to T while none of the positions (1, n), . . . , (n -1, n) belongs to S. It now follows that
Hence (Tl<&--2tj+ 1 so that A(DH(A))s n" -2n + 1. Suppose first that ITI= n2 -2n + 1. Then T = U and it follows that n = 3 and either A = J_> or A has exactly one entry equal to zero. Now suppose tt > 3 and ITI = d-2tt. Then exactly one position in U does not belong to T, say (tt -'I. 2) does not belong to T. It then follows that ( 1,2) E T while ( 1, 2) U S contains no positive diagonal of A, which contradicts our assumption. Hence for tI > 3, ISI 3 2n. It now follows that if tz > 3 and A is an cl x II matrix such that A( DH( AR = tt' -2t1, then A = J,,. Conver7el;, let n 2 3 and let B be the matrix whose l's occupy the positions in the set
Then B is Wk indecomposable and it follows from the Frobenius-Kiinig theorem %a\ the M 'of positions of J,, not in S form a separable set and hence J (M-W,, $\ = I?-2~. This completes the proof of the theorem.
WC now apply Thcorcnl 2.2 to obtain an upper bound for the strong stability numhur of the diagonal hypcrpraph of a matrix.
follows from Theorem 2.2 that (2.5) is satisfied. Now suppose that (2.5) holds.
Then it follows from Lemma 4.3 of [4] (or it is eesily proved by induction on n)
that the number of positive diagonals of A is a(X). But since the complementary submatrix of X is an (n .-s) x (n -r) zero matrix with (n -s) + (n -r) = 2n -(r-t S) = pt . - (2.9)
We shall show that (2.9) gives the maximum strong stability number for n x II nlatrircs, obtaining this result as TV corollary to Theorem 2.7. If A is an 11 x 11 matrix and B is a p x q submatrix of A, then the complement of E) in A is the (II-p) x (n -4) submatrix B' of A whose rows and columns ;lrc complcmcntary to thoss of B. Hence (f.lt+$ holds, and the conditions for equality follow easily,
A stable set of a hypetgraph is rrtaxir~al if it is not a proper subset of any st(rrble set.
Theorem 2.14. Let A he an n x n fully indecomposable matrix. Then every rrraxima1 stable set of DH(A) has cardinality at least 2(n -1). There is a maximal sfahle set of cardinal@ 2(n -1) if and only if (2.5) holds.
Proof. Let S be a maximal stable set of DH(A), and let B be the n X. n matrix whose set of positive positions is S. Then B <A and it follows that A and B satisfy (2.1). Hence by Lemma 2.1 o(B)> 2(n -1) and thus ISI 3 2(n -. 1). Equality holds if and only if (2.5) holds with
RBS= [;I
;,I.
Since if (2.5) holds the positive positions of the matrix B defined by (2.18) form a maximal stable set of cardinality 2 ,n -1) of DH(A), the theorem now follows.
Corollary 2.15. Let A be an n x n fully indecomposable matrix. Then fWH(A)) 2 2(n -1) (2.19) with equality implying that (2.5) holds.
oaf, The inequality (2.19) follows from Theorem 2.14. If equality holds in (2.19). then DH(A) has a maximal weakly stable set of cardinality 2(n -1)
He~cc it follows from Thearem 2.14 that (2.5) holds.
Packing and transversal numbers
Let W be a hypergraph. A packing of I+ is a collection of its edges which arc pairwise disjoint. The packing numbc)r of p4, t@O, is the largest number of edges in a packing. A transversal (or representing set) of N is a set of vertices which has a nonempty intersection with each edge of H. The frunsuersal number oi H, r(H), is the smallest number of vertices in a transversal. Clearly v(H) 6 T(H) and there is much interest in the theory of hypergraphs when equality occurs.
It follows from definitions that for a hypergraph If with k vertices, T(N) = k -P(H). Thus from Theorem 2.10 (or directly from the Frobenius-Kiinig theorem) we obtain the following. 
, 0).
A theorem of Fulkerson [6] gives a formula for the maximum integer k such that the n x tt matrix A can be written as A=P,+*+Pk+X where PI,.,., P,, are frerm:,tation matrkes and (according to our convention) X is an II x 11 matrix of O's and t's, From that theorem we abtaiil the following.
Hcncc the minimum in (3. I) occurs when r'+f' .= II + 1 and the theorem follows.
For complc'teness we include the following.
vUXY(A 1) s n, T(DH(A 1) c n. (3.3)
Equality holds in one instance iM (3.3) if and only if it holds in both, and this happens if and only if A = J,,.
Proof. The inequalities in ( In a quite analogous way, one proves the following.
r~(BH(A))ar(A)==2rr+2 (324)
C!ovtwln~ number
Let # bc a hypergraph whose set of vertices is V and whose set of edges is 8. A cavcrir~g of H is a set of edges whose union is V, The couering necnlher of M, p(N), is the smallest number of edges in a covering. For A an n x f1 matrix with total support, p( N+(A)) equals the smallest number of positive diagonals whose union is the set of positive positions of A, We shall say that a covering of H is rrtirtirwd if the deletion of any edge from the covering results in a set of edges which is no longer a covering, The h,pper covering number of H, p"(H), is the largest number of edges in a minimal covering. Let 9 = (F,, . e . , Fk} be a minimal covering of H with k edges. Then Ulsick r;l, = V and for each i = 1, . . . , k there exists eiE& such that ei&F (j=l,. . ., k ; j# i). Comparing definitions we now obtain The proof now proceeds as in Corollary 2.5. Let /2 be an n x n matrix with total support and let SibA = {F,, . . . , Fk) be a ctlvering of DH(A). Let Pi be the n x n permutation matrix whose set of positive positions ;S Fi (1 *G i ok). The matrix B=P,+*** + Pk is a non-negative integral Tnatrix 211 :bf wdhose row and column sums equal k, and it follows that A s B. P c)nVr'--;: _I * .upposa: B is an 11 x n non-negative integral matrix with row and column SUM equal to h such that A s B. Then it follows from the FrobeniusKiinig Iheorem that there exist permutation matrices P,, . . . , Pk such that where the maxinmtn is taken over all e x f submatrices X of A (e + f 3 n * 1) whose complement is a zero submatrix of A.
Proof. We define a network N with 2n + 2 nodes s, t, y,, . . . , y,, q, 
lSiSn, ISjSn), ft. s).
We establish lower I(, ) and upper c( , ) bounds on arc flows by defining ('4.6) whenever X is an e xf submatrix of A whose complement in A is a zero matrix. Since A has total support it follows from the Frobenius-Kiinig theorem that if X is an e x f submatrix of A with e -t f" n whose complement is a zero matrix, then e +f = n and X is also a zero matrix. Hence (4.5) is satisfied if and only if (4.6) is satisfied whenever x is an e x f submatrix of A with e +f> n whose complement in A is a zero matrix. The theorem now follows.
It is interesting to compare the formula for the packing number given in Theorem 3.2 with the fomula for the covering number in Theorem 4.4. We now determine the largest covering an n x n matrix csn have. Equality occurs in (4.7) if and only if n is odd and A has a $(n + 1) X &I + 1) subrnatrix of all l's whose contplernent is a zero matrix, or n is even and A has a in x (in + 1) or (&t + 1) x $t submatrix of all l's whose complement is a zero matrix.
Proa& It follows from (4.4) that p(DH(A))smax
[e+~-nl*~[maxe+~-nl* wher 2 the maximum is taken over all positive integers e, f with e + f 2 11 + 1. For f fixed with 1 <f < n the function h(e) = efl(e +f -rr)
has is negative derivative for e > n -f + 1. Hence the maximum of h(e) on the
The maximum of (n-f + 1)f for f = 1,. . . , 11 is well known to be [$( n + l)]' when r~ is odd (occurring only for f = $I+ 1)) and $I($ + 1) when tt is even (occurring only for f = in or $2 + 1). It follows that (4.7) holds and that equality implies A has an e x f submatrix of all l's whose complement is a zero matrix where e = f = i( n + 1) (n odd) and {e, f} = {fn. in + 1) (n even). Now suppose A has an e x f submatrix X of l's with e + f = n + 1 whose complemer~'; is a zero matrix. It follows from the Frobenius-K&rig theorem that every pocitive diagonal of A contains exactly one positive position from X. Hence p(DH(A) 3 cf. Hence if e == f = i(n + 1) (n odd) or (e, f}=$t($t + 1) (tz even). p(ZXb(~ 0) = ef. The theorem now follows.
We ~IOW determine the largest upper covering number an n x IZ matrix can have. It follows from (4.1) and Theorem 2.4 that (4.8) holds. Suppose equality holds PI (4.8). Then it follows from (4.1) that ecuality holds in Theorem 2.4 and hence by that theorep either A = J,, or n = 3 and A has exactly one entry equal to zero. It is easily seen that a 3 x 3 matrix with exactly one entry equal to zero has upper covering number equal to 4. We complete the proof by showing that p" (DN(J,,) ) is n when n = I and 2 and n2 -2n when n 2 3. This is easily verified when n = 1 or 2. Let n 3 3. Let B be the n x n matrix whose set of positive positions is D' U D" -rhere ,2) , . . . , (n -1, n), (n, 1)). in concluding this sectior-we make the following remarks. Berge [2] has defined the index of reguhizability of a graph G, k(G), to be the smailest integer k for which a k-regular multigraph can be obtained from G by edge multiplication. The value k(G) = +a is allowed. Restrict G to be a bipartite graph. Then k(G)< + 00 implies G has a bipartition X, Y where 1X1= 1 YI = tz. Let A be the n x n matrix whose associated bipartite graph is G. Then it follows easily that k(G)< + 30 if and only if A has total support. In addition, from Kiinig's theorem we see that k (G) = p( DH(A)). Formula (4.4) for the covering number is similar to that given by Berge and Hoffman [3] and Berge [2] for k(G).
Then
Concluding remarks
In this final section we discuss other numerical invariants of hypergraphs as they pertain to the diagonal hypergraph of a matrix. Let H be a hypergraph whose set of vertices is V and whose set of edges is 8. The chromatic number of H, x(H), is the smallest number of colors needed to color the vertices so that no edge with more than one vertex has all its vertices the same color. The strong chromatic nwrnber of N. y(H), is the smallest number of' colors needed to color the vertices so that no two vertices of the same edge receive the same color. Proof. To prove (5.1) it sufficies to verify that q(DH(J,,)) < (n -l)!. Let o, 7 be two permutations of (1, . . . , II). We define G and T to be equivalent if for some integer k=O, l,..., n-1, a(ij-T(i) = k (mod n) (1 c i s H). Each equivalence class contains n permutations, and it follows easily that if c and 7 are equivalent. To verify the rightmost inequality of (5.2) we use the fact that a subset ,f an edge is a clique. with equality as specified in those theorems. Let A and B be n x n matrices with A G B. Then every positive diagonal of A is also a positive diagonal of B. Suppose now that o(B) = o(A) + 1. If A is fully indecomposable. then it follows from the Frobenius-Kiinig theorem that B has a positive diagcllal which is not a positive diagonal of A. On the other hand. if A has total sui _. )rt, but is partly decomposable, there exist B's such that A and B hr.yJe the samt' t;et of positive diagonals (from the Frobenius-Kiinig theorem again). We ( n'lr-adterize matrices which are maximal for their set of positive diagonals. I et ',..\ denote the r x s matrix each of whose entries is one. A is fully irtdecornposahle.
(S.S)
'There exist pernlutation matrices P arld Q and positive integers p. q with p + q = n + 1 such that (5.6) There exists an integer k Z= 2 and permutation matrices R and S such that
RAS -(5.7)
where Ai is an n, X ni fully indecomposable matrix (i = 1, . . . , k).
Proof. Suppose A satisfies (5.4), but A is not fully indecomposable. First suppose A does not have a positive diagonal. Hence by the Frobenius-Kiinig theorem A has a p x q zero submatrix for some positive integers p, q with p + q = n + 1. Every entry of A not from this zero matrix has in its complement an r x n -r zero submatrix for some r = 1 ,=**, n -1, Since A satisfies (5.4), it follows from the Frobenius-Kiinig theorem that A satisfies (5.6). Now suppose A has a positive diagonal. It is well-known (and follows directly) that there exists an integer k 2 2 and permutation matrices R and S such that 
RAS =
where Ai is a fully indecomposable matrix (i = 1, . . . , k). Each entry of Aij with i > j has in its complement an r x n -r zero submatrix for some r = 1, . . . , n . -1.
Hence Aii is a matrix of all l's for i > j, and A satisfies (5.7). The converse follows easily.
