Abstract. We present an efficient and reliable algorithm for discrete least squares approximation of a real-valued function given at arbitrary distinct nodes in [0, 2tt) by trigonometric polynomials. The algorithm is based on a scheme for the solution of an inverse eigenproblem for unitary Hessenberg matrices, and requires only O(mn) arithmetic operations as compared with 0(mn ) operations needed for algorithms that ignore the structure of the problem. Moreover, the proposed algorithm produces consistently accurate results that are often better than those obtained by general QR decomposition methods for the least squares problem. Our algorithm can also be used for discrete least squares approximation on the unit circle by algebraic polynomials.
Introduction
Let {0k}k=x be a set of m distinct nodes in the interval [0, 2n), let {wl)k=x be a set of positive weights, and let f(6) be a real-valued function whose values at the nodes 9k are explicitly known. In this paper we present an efficient and reliable method for the construction of the trigonometric polynomial (1-2) ll/-<llR:= [¿Z\m)-t(ek)\2w2k
We consider the computation of the desired trigonometric polynomial in terms of the following closely related approximation problem. For complexvalued functions g and h defined at the nodes zk , zk := exp(i6k), 1 < k < m, introduce the discrete inner product on the unit circle, We compute c by using the QR decomposition of DA. Since DA has full rank, there is a unique matrix Q 6 Cm' n with orthonormal columns and a unique nxn right triangular matrix R with positive diagonal elements such that DA = QR. The solution of (1.6) can be obtained from this QR decomposition by first evaluating the vector Q*Dg, and then computing c = R~x(Q*Dg).
Algorithms that compute the QR decomposition of DA without using its structure require 0(mn ) arithmetic operations [5, 9] . In this paper we present two algorithms for the solution of the least squares problem (1.6) that implicitly compute the QR decomposition of DA and require only O(mn) arithmetic operations. Moreover, numerical results presented in §5 show that one of these efficient algorithms often yields higher accuracy than methods in which a QR decomposition of the matrix DA is computed without using its structure.
Our approach is based on computational aspects associated with the family of orthogonal polynomials for the inner product (1.3). Polynomials that are orthogonal with respect to an inner product on the unit circle, such as the discrete inner product (1.3), are known as Szegö polynomials. (1.10) Qkj = (t)jizk)wk> j = 0, ... ,n-l; k = l, ... ,m.
Observe that Q has orthonormal columns; that is, Q*Q = I, where Q* denotes the transposed complex conjugate of Q. Moreover, R has positive diagonal entries, and we have (1.11) DA = QR.
Thus, Q is determined by the values of the orthonormal Szegö polynomials 4>■ > 0 < j < n , at the nodes zk , 1 < k < m , and the columns of R~ are the coefficients of these Szegö polynomials in the power basis. The orthonormal polynomials <¿ satisfy the Szegö recurrence relations (1.12) that (1.14) 4>j(z) = z1$j(l/z), j = 0,l,...,m-l.
Moreover, since the measure that defines (1.3) has m points of increase, we have |y | < 1 for 1 < j < m (and \ym\ = 1). The coefficients y¡ are known as Schur parameters, and we refer to the a as the associated complementary parameters. Although the complementary parameters ox, ox, ... , an are mathematically redundant, we retain them during calculations to avoid numerical instabilities. We take o0 to be the total weight of the measure that defines (1.3).
In §2 we describe an O(mn) method for determining Q that is based on the Szegö recursions (1.12) and (1.13), in which the coefficients v., o¡, and a. , and the values <p.(zk), 1 < k < m , are computed for increasing values of j. We refer to this procedure as the Stieltjes procedure for Szegö polynomials because it is analogous to the Stieltjes procedure that is often used to compute the recurrence coefficients and values of orthogonal polynomials that satisfy a three-term recurrence relation (see Gautschi [7, 8] and Forsythe [6] ).
The Stieltjes procedure is attractive because it is efficient and easily implemented. Numerical results show that it often provides accurate answers if n is small relative to m . However, for many distributions of nodes zk the Stieltjes procedure is very sensitive to roundoff errors for larger values of n . This sensitivity is illustrated by some computed examples in §5.
Consider for the moment the determination of polynomials that are orthogonal with respect to some discrete inner product on a finite interval, and thus satisfy a three-term recurrence relation. In matrix-theoretic terms, the construction of three-term recurrence coefficients using the classical Stieltjes procedure can be viewed as the Lanczos process for transforming a real diagonal matrix by orthogonal similarity to tridiagonal form. In fact, this is a manifestation of an inverse eigenvalue problem for tridiagonal matrices. One can therefore use other numerical methods for this inverse eigenvalue problem to generate the recurrence coefficients and, implicitly, the values of the orthogonal polynomials. In particular, an efficient method for this problem that uses elementary orthogonal similarity transformations, due to Rutishauser, is described in [11] . This method is applied to the generation of orthogonal polynomials that satisfy a three-term recurrence relation in [15] , and it is observed that this method is numerically more reliable than the classical Stieltjes procedure.
The relationship between Szegö polynomials and unitary Hessenberg matrices is analogous to that between orthogonal polynomials on a finite interval and tridiagonal matrices. In particular, the Schur parameters determine a unitary Hessenberg matrix such that the characteristic polynomial of the kxk leading principal submatrix of H is the monic Szegö polynomial. In this context, the Stieltjes procedure for Szegö polynomials can be viewed as a solution method for an inverse eigenvalue problem for unitary Hessenberg matrices.
An algorithm for constructing a unitary Hessenberg matrix from spectral data using elementary unitary similarity transformations is presented in [1] , This algorithm can be regarded as an inverse QR algorithm for unitary Hessenberg matrices, and is analogous to the algorithm of [11] for tridiagonal matrices.
In §3 we use this inverse eigenvalue algorithm to compute Q*Dg by applying a sequence of elementary unitary transformations on the vector Dg. This sequence of unitary matrices implicitly determines Q. We will see that this approach also requires only O(mn) operations. Moreover, numerical results show that the inverse unitary QR algorithm produces accurate results, which are often more accurate than general 0(mn ) algorithms for computing Q.
In §4 we show that the solution c = R~ Q*Dg of ( 1.6) can be computed from Q*Dg and the recurrence coefficients y¡, a-using 0(n ) arithmetic operations. This algorithm relies on the Szegö recursions (1.12) and is closely related to the Levinson algorithm. We also show how the optimal polynomial can be evaluated from Q*Dg and the recurrence coefficients without the explicit computation of c.
We have outlined an algorithm for the computation of the polynomial (1.4) that minimizes the error (1.5). It is easy to modify this algorithm in order to obtain a trigonometric polynomial (1.1) that minimizes the error (1.2). Complex conjugation of the linear system of equations (1.21) now shows that Jnt is also a solution of the normal equations (1.19), and therefore Jnc = c.
Formulas (1.17) now follow from (1.18). □ A scheme closely related to the Stieltjes procedure for Szegö polynomials for least squares approximation by trigonometric polynomials has been described by Newbery [14] . Without explicitly introducing Szegö polynomials, Newbery i ft i ft derives recurrence relations for Re(4>.(e )) and Im(<¿.(e )), and expresses the optimal trigonometric polynomial in terms of these basis functions. Another scheme closely related to the Stieltjes procedure has recently been presented by Demeure [4, §7] . This scheme, in contrast with Algorithm 2.1 below, explicitly uses A* A to determine the recurrence coefficients.
Finally we note that if we seek a trigonometric polynomial (1.1) that interpolates f(6) at the nodes 0k, 1 < k < m , or a polynomial (1.4) that interpolates g(z) at the nodes zk , 1 < k < m , then several numerical schemes are available. If the nodes zk are equidistant on the unit circle, then the fast Fourier transform can be applied (see, e.g., Henrici [13, Chapter 13] ). If the nodes are not equidistant, then interpolating trigonometric polynomials can be computed by the Björck-Pereyra algorithm [3] or by the use of barycentric formulas (see Berrut [2] and Henrici [13, Chapter 13] ).
The Stieltjes procedure for Szegö polynomials
In this section we consider the computation of c' := Q* Dg € C", where Q is defined by (1.10) and g is an arbitrary vector in Cm . The numerical method used is analogous to the Stieltjes procedure for the generation of polynomials orthogonal with respect to a measure on an interval, which has been studied by Gautschi [7, 8] .
In the Stieltjes procedure for Szegö polynomials, the Szegö recursions (1.12) and (1.13) are used to successively generate the m-vectors x^. and y^., 0 < k < n , that contain the values of <\>k and <pk , respectively, at the nodes. The columns of Q, which are given by Dxk (0 < k < n), can be stored if desired; however, if we only desire the vector c' = Q* Dg, the following algorithm can be performed, in which only the current xk and yk vectors are stored. In the following, e = [1, 1, ... Numerical examples in §5 illustrate that for many distributions of nodes the Stieltjes procedure is very sensitive to roundoff errors. This parallels the behavior of the Stieltjes procedure for the generation of polynomials orthogonal on a point set in a real interval [15, 11, 7] .
The classical Stieltjes procedure for generating three-term recurrence coefficients is a special case of the Lanczos process, in which a diagonal matrix is transformed to tridiagonal form by an orthogonal similarity transformation. Similarly, the Stieltjes procedure for Szegö polynomials can be regarded as an application of the Arnoldi process to transform a unitary diagonal matrix by unitary similarity to a Hessenberg matrix. More precisely, the Stieltjes procedure implicitly generates the n x n leading principal submatrix of an mxm unitary Hessenberg matrix. The following lemma is a consequence of the "Implicit Observe that the matrix DA in (1.6) is the first n columns of the Krylov matrix [q0, Aq0, ... , Am~'q0]. Consequently, the matrix Q in (1.10) is the first n columns of the unitary matrix U defined in (2.1). We therefore propose another method for computing c' = Q*Dg. This method generates the Schur parameters y¡, o}, and implicitly the Szegö polynomials <pj(z) and the matrix Q, using the algorithm for the inverse eigenvalue problem for unitary Hessenberg matrices presented in [1] .
3. An inverse eigenvalue problem
We outline an algorithm for the construction of the matrices H and U from A and q0 = Uex. This algorithm will allow us to obtain Q*Dg and R~xQ*Dg without storing Q, R, or R~x.
Any mxm unitary upper Hessenberg matrix H with positive subdiagonal elements can be uniquely expressed as a product of m elementary unitary matrices, where <f>¡(z) is defined by ( 1.12)-( 1.13) (see [1] for details). We therefore call the representation (3.1) the Schur parametric form of H. We solve the inverse eigenvalue problem (2.1) by transforming A to a unitary upper Hessenberg matrix H in Schur parametric form by applying a judiciously chosen sequence of Givens reflectors. These reflectors are chosen so that intermediate matrices generated during the algorithm also can be represented in Schur parametric form, and the algorithm actually manipulates Schur parameters and associated complementary parameters instead of matrix elements. We refer to this algorithm, which is described in [1] , as the inverse unitary QR ( IUQR ) algorithm because of its relationship with the unitary QR algorithm presented in [10] . The IUQR algorithm requires only 0(m ) arithmetic operations to solve the inverse eigenvalue problem, i.e., to compute the set of parameters {y¡, o¡}7=i that defines H in (2.1). A mathematically equivalent algorithm that manipulates matrix elements would require 0(m3) arithmetic operations. for k = 2,3, ... , j +1. We can therefore add a node-weight pair to H using only O(j) arithmetic operations. Thus, the inverse unitary QR algorithm can be used to construct the unitary mxm Hessenberg matrix H = H(yx, ... , ym_x, ym) from its eigenvalues and the first components of its normalized eigenvectors in 0(m2) arithmetic operations. If the matrix U in (2.1) is desired, it can be accumulated as the product of the elementary unitary transformation performed during the IUQR algorithm. Moreover, for any vector xeCm, the vector U*x can be obtained by performing row operations on x during the algorithm. See [1] for more details on the IUQR algorithm.
Recall that the matrix Q in (1.10) consists of the first n columns of the unitary matrix U. These columns correspond to the first n -1 Schur parameters of H = Hm. Choosing x = Dg shows that we can compute the first n -1 Schur parameters and Q* Dg without solving the inverse eigenvalue problem in its entirety. In effect, we curtail the IUQR algorithm so that only the first n -1 Schur parameters of H] are computed for each j < m . This adaptation of the IUQR scheme to the solution of the discrete least squares problem is given in the following algorithm, which requires O(mn) arithmetic operations. Hence, Algorithm 4.1 allows us to obtain the solution c of (1.6) from c' = Q*Dg, the Schur parameters y., and the associated complementary parameters fj . The vector c contains the coefficients of the optimal algebraic polynomial p in power form (1.4). By Proposition 1.1, the coefficients of the optimal trigonometric polynomial / in the form (1.1) can be recovered from c if g = A f, where f € R . These representations of p and / are convenient if we desire to integrate or differentiate these polynomials, or if we wish to evaluate them at many equidistant points on a circle with center at the origin. The latter can be carried out efficiently by the fast Fourier transform method [ When applied to the system (1.6), CQRDC produces a vector c^ such that, in exact arithmetic, |c^| = |c'|. The moduli are equal because the matrix with orthonormal columns that is implicitly generated by the subroutine CQRDC is equal to Q up to a unimodular scaling of its columns. The subroutine CQRSL then computes the (mathematically unique) least squares solution c.
In the computed examples, we input m distinct arguments 0 e [0, 27t) and corresponding positive weights as described below. We then solve the least squares problem (1.16), where the elements of the real vector f are randomly generated uniformly distributed numbers in [-5, 5] . The labels on the following graphs refer to the following three procedures, which were all performed in single-precision arithmetic.
IUQR: Algorithm 3.1 is used to compute c'. Then c is calculated using Algorithm 4.1. In our first two examples, the arguments of the nodes are equispaced in the interval [a, b) (i.e., 0. := a + (j -l)(b -a)/m, j = \, ... ,m) and the weights are all equal to one. Figures 1-2 display errors in the coefficient vectors for equispaced nodes in intervals smaller than 2n. In these examples the errors in the coefficient vectors computed by the IUQR algorithm are sometimes slightly larger than those determined by the Stieltjes procedure and the LINPACK subroutines for small values of n. However, as n increases, and the problem becomes more ill-conditioned, the Stieltjes procedure is the first to produce inaccurate results. The LINPACK routines produce inaccurate results for somewhat larger values of n than the Stieltjes procedure, while the error in the coefficient vector c' computed by the IUQR algorithm usually becomes substantial only when n is very close to m. In this sense the IUQR algorithm displays the most robust behavior among these three algorithms. The error in the coefficient vector c is generally larger than in the vector c because c = R~ c , and the matrix R can be quite ill-conditioned. We obtained results similar to those in Figures 1 and 2 with other choices for the nodes and weights. We found that the choice of weights w. and of vector g in (1.6) has little effect on the accuracy of these algorithms. Figure 3 displays the computed errors in c' when the arguments are equispaced in [0, 2n) and when the arguments are randomly generated uniformly distributed numbers in [0, 2n). All weights in both of these examples are equal to one. In the first case we are computing the discrete Fourier transform, and the matrix DA has orthonormal columns. Both the Stieltjes procedure and the LINPACK subroutines produce somewhat smaller errors than the IUQR algorithm in this example, but the rate of growth of the errors is roughly the same for all three methods compared. Note that the fast Fourier transform method (FFT) [13] is a better method for solving this example. When the arguments are randomly generated uniformly distributed points in [0,2n), the least squares problem is relatively well-conditioned, and the IUQR algorithm and the Stieltjes procedure yield roughly the same accuracy until n gets close to m. Figure 4 displays the average CPU time (in seconds) used by the three algorithms in the computation of c for 1 < n < m = 50. Thus, our experiments show that the IUQR algorithm is faster than the QR decomposition method for general matrices of LINPACK already for fairly small values of m and n .
Conclusion
A new method for least squares approximation by trigonometric polynomials is presented that is based on the solution of an inverse eigenvalue problem for a unitary Hessenberg matrix. This method (Algorithms 3.1 and 4.1) is never much less accurate but often much more accurate than competing schemes. Timings show the new method to be faster than schemes based on the QR decomposition of a general matrix already for fairly small problems. Unless m is much larger than n, or the nodes 0. are nearly uniformly distributed in the intervals [0, 2n), the new algorithm is more accurate than the Stieltjes procedure. 
