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Auf der Grundlage der Theorie dynamischer Systeme mit unvollst

andigen Kor
rekturen  werden verschiedene Methoden vom Gau	SeidelTyp zur nume
rischen L

osung nichtlinearer Gleichungen formuliert und analysiert  F

ur spe
zielle Klassen von Gleichungen ist eine Reihe dieser Methoden schon fr

uher
diskutiert worden 
z  B   
Die Ergebnisse der vorliegenden Arbeit liefern zugleich auch Aussagen

uber
die asymptotische Stabilit

at von Gleichgewichtszust

anden f

ur neue Klassen
nichtlinearer dynamischer Systeme 
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  Die Methode der sukzessiven Approximati
on
   Wir befassen uns mit der n

aherungsweisen L

osung der Gleichung
x  F 
x  x  f
 
       
N
g   IR
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Dabei sei F 
x  ff
 

x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x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f
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x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i


 
       
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   Der Raum IR
N
sei halbgeordnet 
vgl   in bezug auf
den Konus K

 fx  f
 
       
N
g  
i
   i         Ng der nichtnegativen
Vektoren das hei	t wir denieren x  y f

ur x  y   IR
N
 falls y x   K

gilt 
Sei auf IR
N
eine Norm kk gegeben  Zu x  f
 
       
N
g   IR
N
bezeichne jxj
den Vektor fj
 
j       j
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jg   IR
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  F

ur die Funktion F setzen wir voraus da	
die Bedingung
jF 
x F 
yj  Ajx yj  x  y   IR
N


gelten m

oge mit einer N N Matrix A  
a
ij
 mit nichtnegativen Eintr

agen
und einem Spektralradius
r
A  

Koordinatenweise formuliert hat 
 die Gestalt

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f

ur die skalaren Funktionen f
i
  F

ur das klassische Iterationsverfahren nach Picard
x
n
 F 
x
n  
  n          

in Koordinatenform geschrieben als

n
i
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i
 

n  
i
       
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
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mit x
n
 f
n
 
       
n
N
g   sind die folgenden Konvergenzaussagen wohlbekannt

z  B   

Theorem    
i Die Gleichung  besitzt genau eine L

osung x

  IR
N
 F

ur beliebigen
Startwert x

  IR
N
konvergiert die Folge  im IR
N
gegen x


ii Die Absch

atzung
kx
n
 x

k  C

r
A  
n
kx

 x

k  n        
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gilt f

ur beliebiges    mit einer von  und der gew

ahlten Norm kk
abh

angigen Konstanten C
 
iii Wenn es zu denjenigen Eigenwerten  der Matrix A mit jj  r
A keine
Hauptvektoren gibt so gilt die strengere Absch

atzung
kx
n
 x

k  C
r
A
n
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
 x

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mit einer Konstanten C  die nur von der Norm kk abh

angt
Die Ungleichung 
 ist z  B  dann g

ultig wenn die Vektoren Ay oder A
k
y
bei einem xiertem k f

ur jedes nichttriviale y   K

lauter positive Kompo
nenten haben  Speziell gilt 
 f

ur fokusierende oder akute Matrizen A 
 
Unter diesen Bedingungen ist r
A ein einfacher Eigenwert von A und f

ur alle
anderen Eigenwerte  von A gilt jj  r
A 
Die Berechnung des Spektralradiuses r
A ist bei gro	em N sehr aufwendig
es gibt jedoch eektive einfache Algorithmen die geeignete Absch

atzungen
f

ur r
A liefern 
z  B    Die Ungleichungen 
 und 
 f

ur die einfache
PicardIteration 
 sind scharf und k

onnen nicht verbessert werden  Deshalb
bem

uhen wir uns um schneller konvergente Iterationsverfahren 
 Hauptergebnis
  Sei M  

ij
 eine N N Matrix mit Eintr

agen   
ij
   i  j 
       N   Weiter unten werden wir Iterationsverfahren studieren bei denen die
N
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 f
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kann dabei beliebig
gew

ahlt werden  Die Gleichungen 
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
einf

uhren 
Bei numerischen Verfahren 
 erfordert der

Ubergang von x
n  
zu x
n
die
L

osung der N skalaren Gleichungen 
 bez

uglich der N unbekannten Kom
ponenten 
n
 
       
n
N
des Vektors x
n
 
Aus 
 entsteht wieder die PicardIteration 
 falls M die Nullmatrix ist 
Wir nennen eine NN Matrix G  
g
ij
 positiv 
bez

uglich des Konus
K

 und notieren dies als G   wenn alle Eintr

age g
ij
nichtnegativ sind 
Man schreibt G

 G
 
 falls G
 
G

  gilt 
Zu den Matrizen A und M konstruieren wir eine Hilfsmatrix B  
b
ij
 mittels
der Festlegung b
ij
 a
ij

ij
  Aus a
ij
  und   
ij
  folgt dann
  B  A

Bekanntlich impliziert 
 die Beziehung r
B  r
A   Damit gilt nat

urlich
r
B   und die Matrix I B ist regul

ar  Hierbei bezeichnet I die Einheits
matrix  Wir f

uhren nun noch die Matrix
A

 
I B
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A B

ein  Aus den Ungleichungen 
 und 
 folgt die Absch

atzung 
vgl  
r
A

  r
A 

die im folgenden Hauptsatz eine Rolle spielen wird 
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n
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n
 
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N
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
 f

 
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
N
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
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
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n
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
osung x

der Gleichung 

iii F

ur das Verfahren  gelten analoge Aussagen zu Theorem  ii und
iii wenn r
A durch den Spektralradius r
A

 der Matrix 
 ersetzt
wird Dabei gilt stets r
A

  r
A Wenn A zus

atzlich irreduzibel ist und
M   gilt so ist die strenge Ungleichung
r
A

  r
A

g

ultig
Die Ungleichung 
 folgt aus einem Resultat von V  J  Stetsenko 
 
Man nennt eine Matrix A irreduzibel wenn aus Ax  x      x 
f
 
       
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g   K
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  x   folgt da	 alle Eintr

age 
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des Vektors x positiv
sind 
Der Beweis zu Theorem  wird im Anhang ausgef

uhrt 
 Nach Theorem  wird die Konvergenzgeschwindigkeit des Iterations
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Theorem    Sei die Folge der N

aherungen x
n
 f
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g f

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osung
x

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 de	niert
Dann bildet der Spektralradius r
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   Q genau dann wenn r
A

 positiv
ist und es dar

uber hinaus zu keinem der Eigenwerte  der Matrix A

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aug kurz als Bedingung
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Der Beweis zu Theorem  wird im Anhang aufgef
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 keine langsamere Konvergenz als Verfahren
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

Da die Gleichung  f

ur M   in die Gleichung 

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fahren  nicht langsamer konvergent als die PicardIteration 
F

ur irreduzible Matrizen A undM   wird die strenge Ungleichung  g

ultig
und  liefert schneller konvergente Folgen als 
Der Beweis zum Theorem  bendet sich im Anhang 
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Zur Berechnung von x
n
aus x
n  
werden nun k nichtlineare Systeme aus jeweils
N
 
       N
k
skalaren Gleichungen 
mit je ebenso vielen skalaren Unbekannten
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
ost  F

ur k  N erh

alt man aus 
 wieder die klassische Variante 
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Spal
ten bestehen und alle ihre Eintr

age Einsen sind  Die Eintr

age der Matrizen 
sind Nullen  Da f

ur die in 
 und 
 festgelegten Matrizen die Ungleichung
M

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 nicht
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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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der im allgemeinen Ansatz 
 die Matrix M

 
g
ij
 entspricht mit g
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f

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  f

ur i  j  Da oensichtlich M
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 M

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gilt
konvergiert jede der Methoden 
 und 
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 nicht langsamer als 
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Anhang
Beweis von Theorem 
Wir zeigen zuerst da	 Aussage 
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
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 denierten Funktionen 	
i
der Lipschitz
Bedingung
j	
i

x
 
  y 	
i

x

  yj  a
i 

i 
j
 
 
 
j    a
iN

iN
j
N
 
N
j 
f

ur x
 
 f
 
       
N
g   x

 f
 
       
N
g   IR
N

Da   
ij
  gilt folgen auch die Ungleichungen
j	
i

x
 
  y 	
i

x

  yj  a
i 
j
 
 
 
j    a
iN
j
N
 
N
j 
i         N 
oder in kompakter Form
j
x
 
  y 
x

  yj  Ajx
 
 x

j
A 
Wegen der Positivit

at der Matrix A impliziert die Ungleichung 
A  die wei
teren Ungleichungen
A
k
j
x
 
  y 
x

  yj  A
k 
jx
 
 x

j  k         
Au	erdem folgt aus   z
 
 z

sofort kz
 
k
e
 kz

k
e
 und darum auch
kA
k
j
x
 
  y 
x

  yj k
e
 kA
k 
jx
 
 x

j k
e


Damit haben wir
k
x
 
  y 
x

  yk
m

m
P
k
q
 k
kA
k
j
x
 
  y 
x

  yj k
e

m
P
k
q
 k
kA
k 
jx
 
 x

j k
e
und deshalb
k
x
 
  y 
x

  yk
m
 qkx
 
 x

k
m
 qk jx
 
 x

j k
e
q
 m
kA
m 
jx
 
 x

j k
e

F

ur durch beliebige IR
N
Normen kk induzierte MatrixNormen kk gilt be
kanntlich
r
A  lim
n
n
q
kA
n
k
A 
mit kA
n
k  maxfkA
n
xk  kxk  g Bei hinreichend gro	em m garantiert

A  die Beziehung
kA
m 
jx
 
 x

j k
e
 kA
m 
k
e
k jx
 
 x

j k
e
 
r
A  
m 
k jx
 
 x

j k
e
 q
m 
k jx
 
 x

j k
e
 
woraus wir weiter
k
x
 
  y 
x

  yk
m
 qkx
 
 x

k
m
ableiten d  h  die Bedingungen f

ur das Prinzip der kontrahierenden Abbil
dungen sind gegeben  Die Fixpunktgleichung 
A  besitzt zu jedem y   IR
N
genau eine L

osung x
y   IR
N
  Damit ist Theorem  
i veriziert 
Kommen wir zu den Behauptungen 
ii und 
iii  Bezeichne x

 f

 
       

N
g
die gem

a	 Theorem  einzige L

osung des Systems 
 
Zieht man von 
 die Gleichung 

i
 f
i



 
       

N
 ab ergibt sich

n
i
 

i
 f
i


i 

n
 
 
 
i 

n  
 
       
iN

n
N
 
 
iN

n  
N
 f
i



 
       

N

und daraus unter Ber

ucksichtigung der LipschitzBedingung 

j
n
i
 

i
j  a
i 
j
i 

n
 
 
 
i 

n  
 
 

 
j    
a
iN
j
iN

n
N
 
 
iN

n  
N
 

N
j 
also
j
n
i
 

i
j 
N
P
j 
 
a
ij

ij
j
n
j
 

j
j a
ij

 
ij
j
n  
j
 

j
j

 
i         N

A 

In kompakter Form geschrieben hat 
A  die Gestalt
jx
n
 x

j  Bjx
n
 x

j 
A Bjx
n  
 x

j
bzw 

I  Bjx
n
 x

j  
A Bjx
n  
 x

j
A 
mit der in Punkt   eingef

uhrten Matrix B  
b
ij
  b
ij
 a
ij

ij
  Da wegen
  B  A auch r
B  r
A   gelten mu	 ist die Matrix I  B regul

ar
und ihre Inverse 
I  B
  
ist mit der Neumannschen Reihe darstellbar als

I  B
  
 I B    B
k
    
Aus B   folgt 
I  B
  
    Wird die positive Matrix 
I  B
  
auf
beide Seiten von 
A  angewandt ergibt sich jx
n
 x

j  A

jx
n  
 x

j mit
A

 
I  B
  

A B    
Damit haben wir
jx
n
 x

j  A

jx
n  
 x

j  A


jx
n 
 x

j      A
n

jx

 x

j 
und da f

ur z   IR
N
stets kzk
e
 kjzjk
e
gilt sowie kz
 
k  kz

k f

ur   z
 
 z


folgt nun unmittelbar
kx
n
 x

k
e
 kjx
n
 x

jk
e
 kA
n

jx

 x

jk
e
 kA
n

k
e
kx

 x

k
e

A 
Wegen
n
q
kA
n

k
e
 r
A

 f

ur n    gibt es zu jedem    eine Nummer
n
 
 so da	
kx
n
 x

k
e
 
r
A

  
n
kx

 x

k
e

A 
f

ur n  n
 
  n
 
     
erf

ullt ist  Dann ndet sich auch ein C
e

  mit der Eigenschaft da	
kx
n
 x

k
e
 C
e


r
A

  
n
kx

 x

k
e
f

ur n        
gilt 
Mit 
 und gen

ugend kleinen    wird r
A

    r
A      und
folglich gilt kx
n
 x

k
e
  f

ur n    Da alle IR
N
Normen untereinander

aquivalent sind konvergiert x
n
in jeder beliebigen Norm gegen x

und auch
die Absch

atzung 
 ist schon veriziert 
Als n

achstes zeigen wir da	 unter der zus

atzlichen Bedingung 
a die Absch

at
zung
kx
n
 x

k
e
 C
r
A


n
kx

 x

k  n      
A 

die st

arker als 
 ist g

ultig wird  Seien dazu 
 
       
m
diejenigen Eigen
werte der Matrix A

 f

ur die j
j
j  r
A

 zutrit w

ahrend f

ur alle anderen
Eigenwerte 
m 
       
N
die Ungleichung j
j
j  r
A

  j  m         N 
gilt  Das bedeutet u  a 

j  
 r
A

e
i
j
  
j
 r
A

e
 i
j
  j         k 

k 
     

 r
A

  
 
     
m
 r
A

  

A 
mit 
j
  	


 	 	


     
Sei Bedingung 
a gegeben d  h  zu den Eigenwerten 
A  gibt es keine
Hauptvektoren  Dann kann f

ur IR
N
eine Basis fe
 
       e
N
g konstruiert werden
in der A


uberf

uhrt wird zu
A
 
 r
A



B
B
B
B
B
B
B
B
B
B
B
B

R

 
       
 R


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     R

k
  
      I
 k
 
       I
m  

        G

C
C
C
C
C
C
C
C
C
C
C
C
A
 
d  h  A
 
 r
A

 diag fR

 
  R


       R

k
  I
 k
 I
m  
  Gg  
Dabei bezeichnet
R

j

	



cos
j
sin
j
 sin
j
cos 
j



 
und I
 k
  I
m  
sind Einheitsmatrizen der Gr

o	en  k und m   G ist eine
Matrix der OrdnungNm und besitzt das Spektrum 
m 
r
A

       
N
r
A


und den Spektralradius
r
G  maxfj
j
r
A

j  j  m         Ng   
Wegen
n
q
kG
n
k
e
 r
G   f

ur n gilt kG
n
k
e
  f

ur alle n die gr

o	er
als ein gewisses n

sind 
Aus der Eigenschaft R
n

j
 R
n
j
ergibt sich die Darstellung
A
n
 
 
r
A


n
diag fR
n
 
       R
n
k
  I
 k
  

n
I
m 
  G
n
g  
au	erdem

A
n
 

T
A
n
 
 
r
A


n
diag
n
I
m
  
G
n

T
G
n
o


Aus der wohlbekannten Beziehung kA
n
 
k
e

q
r

A
n
 

T
A
n
 
 wird klar da	
kA
n
 
k
e
 
r
A


n
f

ur alle n  n

gilt 
Bezeichnen f

 
       

N
g die Koordinaten der Vektoren x   IR
N
bez

uglich der
Basis fe
 
       e
N
g und ist die Norm kk

festgelegt als kxk


q



 
    


N

so f

allt die Norm kA
n

k

der Matrix A
n

nach Konstruktion mit kA
n
 
k
e
zusam
men 
Es gilt dann kA
n

k

 kA
n
 
k
e
 
r
A


n
f

ur n  n

 
Wegen der Norm

aquivalenz gibt es Konstanten c
 
  c

  mit kxk
e
 c
 
kxk


c

kxk
e
  x   IR
N
  und es folgt u  a  die Ungleichung kA
n

k
e
 c

kA
n

k

  F

ur
n  n

erhalten wir also kA
n

k
e
 c


r
A


n
und nach 
A  auch
kx
n
 x

k
e
 c


r
A


n
kx

 x

k
e

Falls r
A

   ist so gibt es ein c  so da	 die Ungleichung
kx
n
 x

k
e
 c
r
A


n
kx

 x

k
e
f

ur n        
f

ur beliebige Startwerte x

  IR
N
gilt  Nach der Norm

aquivalenz gilt damit
auch die Ungleichung 
A  
Verschwindet r
A

 d  h  r
A

   so sind alle Eigenwerte der Matrix A

gleich Null  Da keine Hauptvektoren existieren mu	 A

  sein folglich
kA
n

k
e
  und wegen 
A  x
n
 x

f

ur n          In diesem Falle gilt

A  trivialerweise 
Theorem  ist damit bewiesen   
Beweis von Theorem 
Zun

achst formulieren wir die Gleichung 
 kompakt als x
n
 Bx
n
 
A 
Bx
n  
 d und mit x

 
I A
  
d als x
n
 Bx
n

ABx
n  
x

Ax

 
Wir k

onnen auch
x
n
 x

 B
x
n
 x

  
AB
x
n  
 x


schreiben oder x
n
 x

 
I  B
  

A  B
x
n  
 x

  d  h  x
n
 x


A


x
n  
 x

   Folglich gilt
x
n
 x

 A
n


x

 x

  n           
A 
Wegen der Positivit

at der Matrix A

ist r
A

 ein Eigenwert A

 zu dem es
einen Eigenvektor e   K

gibt  F

ur x

 x

 e resultiert daraus x
n
 x



r
A


n

x

 x

  und folglich r
A

  infQ  wobei Q per denitionem die
Menge aller q   ist f

ur die die Absch

atzung 
 gilt  Andererseits liefert

die Ungleichung 
 die Relation r
A

  infQ d  h  es gilt r
A

  infQ  
Q besteht aus positiven Zahlen weshalb f

ur r
A

   trivialerweise r
A

   Q
gelten mu	  Ist r
A

   und ist die Bedingung 
a erf

ullt so gilt r
A

   Q
wegen Theorem  und Absch

atzung 
A   Wenden wir uns nun dem Falle
zu wenn es zu mindestens einem der Eigenwerte 
A  der Matrix A

einen
Hauptvektor h gibt  Sei 

dieser Eigenwert  Wenn 

reell ist d  h  entweder


 r
A

 oder 

 r
A

  so geh

oren zu 

Vektoren e  h   IR
N
mit
A

e  

e   A

h  

he und weiter A
n

h  
n

hn
n  

e   F

ur den Startwert
x

 x

 h erhalten wir unter Beachtung von 
A 
kx
n
 x

k  k
n

h n
n  

ek  n
r
A


n

kek
r
A



khk
n

 
folglich kx
n
x

k  n
r
A


n
kek
rA


f

ur alle hinreichend gro	en n  Darum kann
die Absch

atzung 
 nur f

ur q  r
A

 zutreen und es gilt r
A

   Q  
Wenden wir uns nun dem Falle komplexer Eigenwerte 

zu Re 

    


r
A

e
i
      	


	       Nun existieren Vektoren e
 
  e

  h
 
  h

  IR
N
mit
den Eigenschaften
A

e
 
 r
A


e
 
cos e

sin
A

h
 
 r
A


h
 
cos h

sin  e
 
 
A

e

 r
A


e
 
cos e

sin
A

h

 r
A


h
 
cos h

sin  e


aus denen wir
A
n

h
 
 
r
A


n

h
 
cos
n h

sin
n
n
r
A


n  

e
 
cos

n  e

sin

n 
errechnen  Mit x

 x

 h
 
ergibt Formel 
A  schlie	lich
kx
n
 x

k  n
r
A


n
 
 
rA


k e
 
cos

n  e

sin

n k

 
n
kh
 
cos
n h

sin
nk

 n
r
A


n
 
 
rA

 
kh
 
kkh

k
n

 
wobei wir   minfke
 
cos  e

sink      g   eingef

uhrt haben 
F

ur gro	e n ist dann kx
n
 x

k  n
r
A


n


rA


 woraus wieder r
A

   Q
folgt   

Beweis von Theorem 
Hier verwenden wir die Bezeichnungen aus Punkt    Wegen   B

 A gilt
r
B

  r
A daher auch r
B

   und 
I  B


  
    Aus M

 M

folgt   B

 B

 A und weiter
  B

 B

 A B


A 
F

ur die MatrixD  
IB


  

B

B

 gilt   D  A


 was sofort zu sehen
ist wenn man 
A  mit 
I  B


  
multipliziert  Wegen r
A


   k

onnen
wir die Matrix G  
I D
  

A


D bilden f

ur deren Spektralradius die zu

 analoge Beziehung
r
G  r
A



A 
gilt 
Andererseits berechnen wir
G  
I D
  

A


D
 
I  
I  B


  

B

 B


  


I B


  

A B

 
I  B


  

B

B


 

I  B


  

I B


  

I  B


  

A B


 
I B


  

A B

  A


 
woraus mit 
A  sofort die behauptete Ungleichung 
 folgt   
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