When the solution and problem coe cients are highly oscillatory, the computed solution may not show characteristics of the original physical problem unless the numerical mesh is su ciently ne. In the case, the coarse grid problem of a multigrid (MG) algorithm must be still huge and poorly-conditioned, and therefore, it is hard to solve by either a direct method or an iterative scheme. This article suggests a MG algorithm for such problems in which the coarse grid problem is slightly modi ed by an arti cial damping (compressibility) term. It has been numerically observed that the arti cial damping, even if slight, makes the coarse grid problem much easier to solve, without deteriorating the overall convergence rate of the MG method. For most problems, 2-6 times speed up have been observed.
Introduction
Let be a logically rectangular domain in 2D and ? = @ its boundary. Consider the following model problem ?r (aru) = f; x 2 ; a @u @ = 0; x 2 ?; (1) where is the unit outward normal from , a is the di usion coe cient bounded both above and below by positive constants, i.e., 0 < a a(x) a < 1, and f denotes sources and sinks. It has been assumed the compatibility condition: For the transport problems in porous media, for example, the unknown u of (1) becomes the uid pressure. It is well known that approximation of the pressure equation is the most costly portion in simulating uid transport 3, 9, 10, 12] . In modern reservoir simulation of secondary or tertiary oil recovery, f often represents hundreds of sources (water-gas injection) and sinks (oil production) and the di usion coe cient a is highly oscillatory; a su ciently ne numerical mesh is requisite for accuracy/stability reasons. The coarse grid problem of a multigrid (MG) method is still huge and poorly-conditioned, hence it is hard to solve.
For iterative algorithms, a coarse grid solution can be used to obtain a better initial guess or to accelerate the convergence. Such an idea has been widely used in terms of MG methods where one uses a collection of successive coarser meshes 1, 6, 11] . There are two steps in MG methods: coarse grid correction and smoothing. In the coarse grid correction the low and medium frequency components of the error (corresponding to small and medium eigenvalues) are signi cantly reduced, while the smoothing step reduces the high frequency components of the error. This, roughly speaking, is why the MG method is e cient for certain coercive elliptic problems. A necessary condition for e ciency of the MG method is that the coarse grid problem should be easy to solve and its solution has to capture characteristics of the original physical problem.
In this paper, we suggest a MG algorithm for (1) in which the coarse grid problem is slightly damped by a compressibility term (arti cial damping) and solved by iterative schemes such as domain decomposition (DD) methods and conjugate gradient methods preconditioned by an incomplete LU-factorization (PCG-ILU). It has been observed that the damped coarse grid problem, for a slight damping, is much easier to solve and does not deteriorate the convergence rate of the MG method. The damped coarse grid problem is better conditioned; one can e ciently solve it by e.g. ADI and SOR methods 8, 17, 18, 19] .
The arti cial damping technique has been applied to other poorly-conditioned problems in di erent ways; see e.g. 4, 13, 14] . De Zeeuw introduced damping of the coarse grid problem as an indispensable ingredient in the context of MG for semiconductor equations, while the author adopted it as an accelerator of DD methods for complex-valued wave equations.
In the next section, we introduce a MG algorithm having its coarse grid problem damped. The di erences between the original and damped solutions of the coarse grid problem are numerically veri ed. In Section 3, we present numerical results for MG methods incorporating damped coarse grid problems. MG iterations have converged 2-6 times faster for most problems when the damping coe cients are appropriately chosen. A way of nding an appropriate damping coe cient is suggested.
The algorithm
Let be a rectangular domain and h be the grid size of a uniform mesh, for simplicity. Discretize (1) using the 5-point nite di erence method (or the bilinear nite element method); the approximate solution u h of (1) in the nite dimensional space V h can be obtained by solving the following algebraic system:
A h u h = f h : (2) Here A h is an N N, symmetric, singular matrix, where N is the number of unknowns.
(It is possible to make the nite di erence matrix symmetric by halving its rows that correspond to grid points on each boundary edge.) The singularity arising from the no-ux boundary condition can be easily removed e.g. by correcting the solution by its mean value; alternatively, we may x the solution at a boundary grid point.
For oscillatory coe cients and solutions, the numerical mesh should be su ciently ne for accuracy/stability reasons. The coarse grid problem of a MG algorithm may still be very large and poorly-conditioned. To make the coarse grid problem more tractable, we modify the coarse grid problem as ?r (aru ) + u = f; x 2 ; a @u @ = 0;
where 0 is the arti cial damping (compressibility) coe cient.
Let h c h be the grid size of a coarser mesh and V hc be the corresponding proper subspace of V h . (We will choose h c to be an integer multiple of h.) Then, the two-grid algorithm for (2) incorporating the arti cial damping technique can be formulated as follows: Here A hc is the discretization matrix corresponding to the coarse mesh of size h c , S m is a smoothing operator, and I is the identity matrix of the dimension same as A hc . The operators I hc h and I h hc denote the projection from V h to V hc (restriction) and the interpolation from V hc to V h (prolongation), respectively. For details of these operators, see e.g. 2, 11] . The above two{grid algorithm (a V {cycle) is the simplest We then consider a PCG-ILU method; it converges in 179, 115, and 92 iterations for = 0, 10, and 20, respectively. It is less sensitive to the arti cial damping than the DD method; however, we can achieve about twice faster convergence through the damping: = 20.
Numerical experiments with MG methods
This section presents numerical results to show the e ciency of the arti cial damping applied to the coarse grid problem. To minimize other e ects of MG methods (such as the number of levels and smoothing iterations), we mainly consider the two-grid algorithm (4) . Let = (0; 1) 2 . The di usion coe cient is chosen as a(x; y) = 2 + cos(6 x) ? 3y 3 + 2y 2 :
To check the discretization error, we select the source function f such that the true solution u(x; y) = sin(17 x) cos(13 y) satis es (1); otherwise point sources are given. The error E1 for the solution is, by Table 2 : The performance of the algorithm for strip-type and box-type domain decompositions. We choose 34 point sources and 34 point sinks; set = 20, h = 1=256, and h c = 2h. 10 ?5 . The DD iteration (for the coarse grid problem) is performed up to satisfying the stopping criterion of 10 ?2 residual reduction and each subproblem is solved directly by using a Gaussian elimination. As the smoothing operator, 10 Gauss-Seidel iterations are applied after each coarse grid correction. The integer N DD denotes the total number of DD iterations for the coarse grid problem. Note that the DD iteration is the main computational cost of the algorithm. The computation is performed on a processor of a Ultra Sparc (300 MHz) machine.
In Table 1 , we present iteration counts, the discretization error, and the computation time CPU (measured in second). Hereafter M x (resp., M y ) denotes the number of subdomains in x (resp., y)-direction. We set = 20, h c = 4h, and M x M y = 8 1.
The convergence rate for the algorithm (4) seems to depend slightly on the mesh size.
When we choose = 0, the algorithm converges in 7 V -cycles for the all di erent grid sizes. However, the total numbers of DD iterations increase to 330 ? 460; we have gained 5-6 times speed up by simply adding an arti cial damping term to the coarse grid problem. Table 2 includes the results for various strip-and box-type domain decompositions. We can see from the table that the computational cost has a sublinear dependence on (M x +M y ) and the existence of the cross points on the subdomain interfaces deteriorates the convergence rate of the DD method, but not that of the MG algorithm. The computed solution is depicted in Figure 3 . The minimum number of DD iterations required to achieve a global communication is (M x + M y ). One can see from Tables 1 and 2 that the average number of DD iterations for a V -cycle is more or less (M x + M y ), which implies that the DD iteration converges as desired for the damped problems. These observations give an optimistic prospect for 3D simulation. (In 3D, the cross points are not avoidable in practice. For e ciency reasons, one may wish to decompose the domain in such a way that the subdomain interfaces are perpendicular to only two of the coordinate directions and each subdomain has a form of long rectangular pole standing toward the remained coordinate direction.)
We have observed from a various numerical experiments that MG algorithms converge best when the arti cial damping coe cient is chosen in the interval 5a; 10a], where a is the L 2 -average (or, harmonic average) of a over the domain.
Conclusions
In this paper, we have presented an arti cial damping technique, applied to the coarse grid problem of multigrid (MG) methods, for problems of highly oscillatory solutions. We have observed that a slight amount of arti cial damping makes the coarse grid solver converge faster, without deteriorating the convergence rate of the original MG method. The overall computation time is signi cantly reduced; we have gained 2-6 times speed up for most problems. The arti cial damping technique can be extended to 3D problems straightforwardly.
