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Wide-Sense·Markov Processes 
1. Preliminaries and notation. Throughout this chapter a q-dimensional 
second order stochastic process will be denoted by (.!,t) (-oo < t < ~) 
where for each t, ~tis a column vector (x1(t), ••• ,xq{t))*. Associated 
with (1£t} will be the following spaces: 
(i) The space of the process ·up to t, L2 (~; t) is the subspace r~ (xi ( T), ,- ~ t) 
of L2 (n) generated by the random variables (xi(T)} (T ~ t, 1 = 1,2, ••• ,q) 
L2 (~; -co) the intersection of L2 (~; t) for all real t and Li~) is the 
smallest subspace of L2 (n) containing all 12~;t) for each t. 
{ii) For the processes with mutually orthogonal increments or those which are 
wide-sense martingales the notation H( ; ) of Chapter I will be used. 
(iii) PtAt will denote the projection onto ,A( • 
Definitions of deterministic and purely non-deterministic processes are the 
same as in.Chapter I. The following definition of a q-dimensional wide-sense 
Markov pTocess is due to F. J. Beutler ([1]). 
Definition 1.1. A q-dimensional process (xt) (-oo < t < + ~) is wide-sense 
Markov if for each i (i = 1,2, ••• ,q) P ( ) x (t) = P ( ( ) ( ) x (t), L2 ~;s i x1 s , ••• ,x4 s} i 
{s < t). 
For our purpose we need the following definition of a q-dimensional wide-
.... , 
sense martingale. The notion of a wide-sense martingale for q = 1 is due to Doob 
( [ 3 l , P • 164) • 
Definition 1.2 • u -process is called a wide-sense martingale if for each k, 
-t . 
(k = 1,2, ••• ,q) PH~;s} uk(t} = uk{s) with probability one for s ~ t • 
The assumption {D) given below will be used throughout this chapter. 
(D.1) ~t-process is continuous in q.m.; i.e., each component process (xi(t)) is 
continuous in q.m. 
.... 
... 
-
-53-
(D.2) For all t,s real the covariance matrix function r(t,s) is non-singular. 
that 
The assumption (D.2) and the definition of wide-sense Markov process imply 
PL ( • )x. ( t) 2 ~, s l. = 
q 
~ 
~Jl J= 
nij(t,s)xJ.{s), where the matrix A{t,s) = 
-1 
( a: .. ( t, s)) 
l.J 
is given by A{t,s) = r{t,s) r {s,s) for s ~ t. It is easily verified that A(t,s) 
is non-singular for each s,t (s ~ t). The function A{t,s) is called a transition 
matrix function and is defined only for s ~ t. Beutler [l] has the following 
theorem which furnishes an operative criterion for verifying the wide-sense Markov 
property. 
Theorem B {[1] Theorem 2). The following statements are equivalent 
. (1) ~t is wide-sense Markov 
(2) 
(3) 
Fors~ t ~ u A(u,s) = A(u,t) A{t,s) 
-1 
With A(t,s) = r(t,s) r (s,s) for s ~ t ~ u A(s,u) = A{s,t)A(t,u). 
In the case of stationary processes A(t,s) = B(t-s) (s ~ t}. Hence B(·) 
can be considered as a function on non-negative real numbers. As will be shown 
in Theorem 2.2, one can easily characterize wide-sense Markov processes in terms 
of the transition matrix function B(· ). We remark that (t ~ 0) B(t) = A(t) = 
-1 
r{t,o) r (o,o). 
-· 
···-
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2. Characterizations of the wide-sense Markov processes. we· first consider the 
non-stationary processes. 
Theorem 2.1. If ~t (-~ < t <+~)is q-dimensional stochastic process 
satisfying (D) then it is wide-sense Markov if and only if x =·t(t)u with 
-t - -t 
probability one, where for every t, r,(t) is a non-singular q X q matrix and .!:!.t 
process is a q-dimensional Nide-sense martingale with H(y;t) = L2 (.~;t). 
Further for all s,t the matrix J(t,s) = tu.(t) u.(s)) is non-singular. 
1 J 
Proof. Sufficiency. Let ~t = !(t).!:!_t where £(t) and (.!:!,t) are as described 
above. Then for s ~ t if we donate by p L
2 
(.!_; s ).!.t the column vector · 
(PL ( .. ~.(t), .•• ,PL ( . ~(t))* we have by definition of a wide-sense martin-
2 .!_, s ,J 2 ~, s I'! -
gale, with probability one, 
P ( ) x · = P ( ) ;(t)u = P r.. ) J:(t)u = :i;(t)u L2 ~; s -t L2 .!_; s - -t H \.!:!_; s .!.. -t ~ -s 
Since u = ~- 1(s)x with probability one, we obtain that the transition matrix 
-s - -s 
function A(t,s) = f(t) I1(s). The proof of sufficiency is now complete by 
appealing to Theorem B, (2). 
Necessity. Let ~t-process be wide-sense Markov. Then denoting by A(t,s) the 
transition matrix function we recall that for s ~ t 
- (2 .1) with probability one and for s ~ t ~ u 
(2.2) A(u,s) = A(u,t)A(t,s). 
Following Hida, we now define for every real t the function 
i{t) = A(t,s ) 
- 0 
-1 ) c:i-.A (s ,t 
0 
where s
0 
is a fixed real number. We shall show that for all s,t .(s < t) real 
(2.3) A(t,s) = I(t)I-l(s) .• 
¥' 
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First of all if s < s ~ t then (2.3) is a restatement of (2.2) i.e., 
0 
A(t,s) = A{t,s) A(s ,s). 
0 0 
Secondly, if s ~ s < t, from (2.2) we have 
0 
A(t,s) A{s,s ) = A(t,s ) i.e. A(t,s) = A(t,s) A- 1(s,s) 
. 0 0 0 0 
giving A(t,s) = J(t)~-1(s). Finally, if s < t < s we get A(s ,s) = A{s ,t)A(t,s) 
0 0 0 
and hence A(t,s) = f(t)f- 1 (s). The fact that i(t) is non-singular follows from non-
singularity of A{t,s) and the definition of f(t). Therefore from (2.1) and (2.3), 
for s < t 
(2.4) PL2(~;s)-!-t =J(t)f-l(s)~s 
--1 
with probability one. 
If we define ~t = .! ( t )~t , then 
(2.5) L2{~;t) = H~;t) for every t. 
Thus from (2.4) and (2.5) we get 
(2.6) PH(~_; s) l!t = l!~'(w_~ th probability one). 
Since r{t,s) = ~(t)J(t,s)!*(s) and f'(t) is non-singular for every t, we have 
.., .. 
J(t,s) non-singular. 
Corollary. If the continuous parameter process xt is continuous in q.m. then 
so is £t and f(t) is a continuous function in the sense that each element of..f(t) 
is continuous. 
Proof. If rij(t,s) denote the elements- of.-~(t,s) then by the continuity in q.m. 
of the process (x. (t)) we get for every fixed.- s 
1 lim r .. (t,s) = r .. (t ,s); t~ .t l.J l.J O 
0 
i.e., lim r{t,s) = r{t ,s) • 
t~ t O 
But by Theorem 2.1, r(t,s) = i{t)J(s,s)}*(s) 
0 
(for s < t). Hence f(t) = r(t,s) [J(s,s) !*{s)J-l as a function oft is 
continuous {note thats is f.ixed). To prove continuity in q.m. of !!_t; consider 
i .. ( t , s ) • r .. I u . ( t ) - u . ( t ) I ~ = j .. ( t , t ) - J .. ( t ' t ) ( t ~ t ) • Now 
""l.l. J _. l. l. 0 l.l. l.l. 0 0 0 
.... 
I 
~ 
\, I 
·~; 
'-'··· 
I 
~ 
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J(t,t) = ~- 1(t)r(t,t)[~~(t)J-1 and hence we get lim J(t,t) = J(t ,t ). 
t-¼ t O 0 
We 
0 
· the_refore have lim C:lu. (t) - u. (t )I~= O. A similar argument gives 
't-l,·t l. ]. 0 
0 . 
lime I u. Ct) - u. (t: )I~ = o, thus completing the proof. 
ttt l. l. O 
0 
We now study stationary wide-sense Markov processes. In this case 
(l [x.(t + h)· x:1't)J) for any his a function of h. We denote it by R(h). By ]. J 
Theorem 2.1 and properties of wide-sense martingale it is easy to see that for 
every h ~ O and t real 
( 2. 7) R (h ) = i ( t + h ) J ( t , t ) _t-K· ( t ) . 
Leth= 0, we get 
. ( 2 •. 8 ) R ( 0) = i ( t ) J ( t , t ) i * ( t ) 
With t = 0 in (2.7), one has 
(2.9) R(h) = f(h) J(O,O) ~*(o). 
Relations (2.7) and (2.9) imply for h ~ 0 and t ~ 0 
(2.10) R(h) = R(t + h) [J(O,O) !*(o)]-l J(t,t) j~(t) . 
From (2.10), (2.9) and (2.8) fort, h ~ 0, 
(2.11) R(h) = R(t + h) R- 1(t) R(O) 
With R1(t) = R(t) R-
1(0) (2.11) reduces to 
We prove the following theorem. 
Theorem 2.2. If {~t} (- ~ < t < + ~) is a q-dimensional stationary process 
satisfying assumption (D) then it is wide-sense Markov if and only if the trans-
ition matrix function B(t) = etQ for every t ~ 0 where Q is a uniquely determined 
constant q X q matrix, none of whose eigenvalues has positive real parts. 
Proof Necessity. We have already shown that for R1(t) = R(t) R-
1 (o), equation (2.12) 
holds. Further from (D.1) it follows that R1(t) is a continuous function and 
f'-( 
~ 
• 
.. 
..:I 
~ 
~ 
.._; 
~ 
~ 
~ 
~ 
~ 
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~ 
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therefore R1 ( t) = e tQ ( t ~ 0) is the solution of (2.12), where Q is a q x q 
constant matrix. The assumption (D.2) in addition implies that R1(t) is non-
singular and hence Q is uniquely determined by R1(t). We recall that 
B(t) = R(t) R- 1(o) fort~ O. Hence B(t) = etQ (t ~ 0). The statement about 
the eigenvalues will now be proved. Observe that for any non-negative integer n 
B(n) = [B(l)]n. Q has an eigenvalue with positive real parts if ~nd o~ly if 
eQ (=B(I)) has an eigenvalue>-. with l>-.1> 1. Suppose that there is an eigenvalue>-. 
with 1>-.1 > 1. Then 
(2.13) lim Supf>-.(t)I = CX) where :>,...(t) is an eigenvalue of B(t) corresponding to 
t ~00 
the eigenvalue:>,... of B(l). But 
l>..(t)I ~ ·tr(B(t)B*(t)) ~ tr(R- 1(o)[R- 1(o)] tr(R(t)R*(t)) 
q 
~ tr(R- 1(o)[R-1(Q]* <L lxi(o)j 2 ) 2 • 
1 
Therefore for ~11 t f>-.(t)f is bounded contradicting (2.13). 
Sufficiency. Clearly A(t,s) = B{t -s) = e{t-s)Q(s ~ t) satisfies Theorem (B) (2). 
The proof is now complete. 
Theorem 2.2 is proved by Doob in.his important paper [2] on elementary Gaussian 
processes. One of the central problems of his paper is to characterize purely 
non-deterministic stationary Gaussian Markov processes. We shall give an alter-
native proof of this result (in our notation) based on Theorems I.5.1 and 2.1. 
First, we state Doob's theorem in its original form for the sake of comparison 
with our derivation given in Theorem 4.2. 
Theorem D {Theorem 4.3 [:2 ]). If !.tis a continuous parameter non-degenerate, 
continuous in q.m., purely non-deterministic, Gaussian Markov process then 
(2.·14) 
t 
~t = J e(t-u)Q Sd~(u) where (i) Q, a q X q matrix, having no positive 
-cx, 
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real parts is uniquely determined by R(t) (ii) (l_(u)) is a Gaussian ,-processes 
(see (2) p. 263) with covariance matrix ju-vi U where U is a diagonal matrix 
zero and . tQ· *":"' 1 over diagonal (iv) R(t) = e\ R(O) 
{v) the matrix Q furnished a solution of the prediction problem (vi) the matrix 
Sis uniquely determined and measures the dispersion of ~t-process from its 
predicted value i.e., the variance matrix of .;i+t - eu\t is equalto 
* 
·R(O) - duQR(O)euQ _ uS2 as u ~00 • 
Clearly the assertions (iv) (v) (vi) of Theorem D follow from (2.14). Hence 
it suffices to obtain the representation (2.14) by means of our method. 
In concluding this section we point out that the vector-valued stochastic 
integral j F(u)d1_(u) where ; (u) is a q-dimensional 1_-process is defined by 
Doob ((2), p. 263) for continuous matrix-valued functions F. A complete and 
rigorous definition of vector-valued stochastic integral is to be found in the 
recent paper of M. Rosenberg (7]. This definition together with an explanation 
of the notation employed is given in the next section. 
-~ 
..,, . 
-59-
3. Vector Valued Stochastic integrals. If His a Hilbert-space then H(ij). 
denotes the space of all 
• .. I • q 
q x 1 vectors h with h. € H. 
1. 
is intro-
duced norm 111~1 ( 12 = I I lhi ( 12 H and an inner produce given by the Gramian 
i=l 
matrix[~,~~) for any h, h~ e H(ij). A linear manifold in H(ij) is a non-void 
subset cAl cf H(q) such that if ~' ~' e etfl then A~ + B_!!' € ,A(, for all q x q 
matrices A,B. A subspace of H(ij) is a linear manifold closed under the top-
ology Ill Ill. For properties of the Gramian and further structural questions 
we refer the reader to N. Wiener and P. Masani (19]. 
Let P,Q. be any q x M matrix valued functions. Then we say that {P,Q) is 
integrable with re~pect to an M x M hermitian matrix valued measure C if 
the matrix function Pf 'Q* is integrable with respect to the tr 1. . We then 
_, 
define J PdfQ* = JP ['Q*dtr 
P is said to be square integrable (f] if tr (J Pdfp*) is finite. If we denote 
by ~(f) the class of all measurable P which are square integrable with re-
spect toP where functions P ,Q with (P(u) - Q(u)} f '(u) = 0 
- # 
~.e. [ trf] are 
has the·: ~orin I IP. I 1,,C . ( j = : tr: f Pd.:~.,) and gramian 
2 
1 ti ; [P •/ ]) J:
2
( ). :. f 'Pd Qi,, ior ~11} ,9 "E J:
2
( }. 
We shall call i an orthogonally scattered random vector valued measure 
of dimension Mon the real line if for each B=CB s(B) € L2(M)(n) and for A,B E(B J-
[1_ {A),i (B)] = f(A('B) where f is a hermition matrix valued measure and 
- .., 
B the cla&s of Bor:el sets on :the real line •. W-fth this set up Rosenberg de-
-'f!!!I· 
.,. 
.... 
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defines f P(u)d_t(u) for P E.£2 (E) in the same way as Doob does for M = q 
{See J. L. Doob [3] p. 596). Further if one denotes by o(2(t) the subspace of 
of L~q)(n) generated by (t(B),B e B) with q x M matrices as coefficients then 
we have the following [See (7] Theorem 4.6) 
' 
' 
Theorem R. The correspondence P -¾ f Pd 1 is an isomorphism from 
Remark In the above discussion q and Mare fixed positive integes with 
(M ~ q) and the space cl2 (f) is complete in the norm defined • .., 
' 
-... 
-ql-
4. Purely non-'deterministic wide-·sense Markov processes. We first prove a . 
representation for the non-stationary case. 
Theorem 4.1 If x is a continuous parameter purely non-deterministic 
-t 
process statisfyi~g assumption (DJ then it is wide-sense Markov. if and only if 
q M t 
xi ( t) = I I J ..'.G_k( t) hk/ u)dzi (u) where (fik( t) }( i ,k=l, ••• q) are 
k=l j=l -00 
elements of a non-singular q x q matrix ~ (t), h_ .(.) for each j belong to 
- -KJ 
to L2 (fj) with zi'f j having the same meaning as in Theorem I.2.2, M is the 
M t 
multiplicity and for ever k, L J (hk.(u} !2dP .(u) J J is finite. Also H(~; t)=H(~; t) 
j=l -oo 
.. 
fort. 
Proof, Necessity. As stated in Theorem 2.1 x = ~ (t)u with L2 (x;t) = H(u;t}. -t - -t - -
Also from Theorems 1.2.2 and 1.3~1 we have a representation for ~t-process with 
Since ~t is a wide-sense martingate and H(~;t) = H(~;t) 
M t 
we haveifk(t) = L J hkj(u)dzj(u). The result now follows, since 
q j=l -co 
x. {t) 
1 =I for all t and f(t) is a non-singular q x q matrix. 
k=l M t 
Sufficiency. Define =l f h_ .(u)dz.(u). -KJ 1 Clearly xt= ~(t}u. 
- - -J: 
1 -co 
Therefore, to complete the proof it suffices to show that ~tis a wider-sense 
martingale. We note that since f(t) is non-singular L2 f~;t) = H(~;t). As we 
sider now for s < t, 
M t 
PH(~;s} (l\(t} - uk{s)) = PH{=.;s) [ I f 1\J(u)dzi(u)J = O, .... 
1 s 
•• 
-62-
where the last inequality follows because z. 's are mutually orthogonal processes 
J 
with orthogonal increments. The proof is now complete. 
For stationary purely non-deterministic processes we recall that M, the 
multiplicity of the process does not exceed q [See Theorem 1.6 .. 2]. Also from 
Theorem 1.6.2 and the definition of vector valued stochastic integrals we have 
t 
(4.1) ~t = j F( t;-u)dl ( u) 
-00 
where F(t-u) is a q X M matrix-valued function and 1(u) is an M-dimensional 
orthogonally scattered measure. Also we have L2 (!_;t) = L2(_i;t) for each t. 
Using repre~entations of Theorem 2.1 and an argument similar to that of Theorem 
t . 
4.1 (Necessity), we obtain that .!:!.t = j ll(u)d1(u) where H(u) is a q X M matrix 
-co 
function and hence 
t ~ 
( 4. 2) ~t = f f ( t ) H ( u ) d ~ ( u) 
-co 
with 12(~; t) = H(~; t) for each t. We have the following theorem: 
Theorem 4.2. Let ~t(-co < t <+co) be a stationary q-dimensional process 
satisfying assumption (D). Then ~tis wide-sense Markov and purely non-determin-
istic if and only if 
t 
(4.3) xt = J e(t-u)QCdl(u) where 
-.; -co 
(i) Q is a q X q constant matrix with properties described in Theorem 2.2 
(ii) C is a q X M constant matrix where M equals the rank of the process 
(iii) it is an orthogonally scattered random measure such that 
[.i (B), l (B')] = µ(BAB' )I where B, B' are real Borel sets, µ Lebesgue measure 
and I is an M X M identity matrix. Further 12 (.!_;t) = L2(1;t). 
Proof. Necessity. From (4.2) and stationarity we have a q X M measurable 
'et· 
-
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matrix function G(t-u) such that for u ~ t 
G(t-u) = f(t) H(u) 
Since H(u) is given almost everywhere, if it is not defined at the origin, 
completing its definition at zero we obtain fort~ 0 
G(t) = w(t) H(0) 
However since R(t) = etQR(O) from (2.8) and (2.9) we get fort~ 0 
(4.4) G(t) = etQ w(0) H(0) i.e. G(t-u) = e(t-u)Q C(u ~ t) 
where C = 1(0) H(0). Hence from (4.2) and (4.4), 
t 
x = j e(t-u)Q Cd~(u) 
-t -
-co 
t 
Sufficiency: If we denote by ~t = J euQ dl_ (u). Then obviously ~t is a q-dimen-
-00 
sional wide-sense martingale and therefore from Theorem 2.1 it follows that .!.t 
is wide-sense Markov since etQ = R(t)R- 1 (o) is invertible. The proof is complete 
if we show that ~tis purely non-deterministic. But this is obvious from the 
fact 
=r\ H(£;t) 
t -
= (0) 
which follows because (;.(t)} (-co< t <+co) (i = 1,2, •.. ,M) 
l. 
are mutually orthogonal processes with stationary orthogonal increments. 
Since the Gaussian wide-sense Markov processes are Markov processes, Theorem 
4.2 reduces to Theorem D. The lt-process occuring in the expression (4.3) is an 
M-dimensional orthogonally scattered measure where Mis the rank of x as defined 
-t 
by E.G. Gladyshev [4]. Its covariance matrix function ~(u,v) is of the form 
Ju-vlI where I is the M X M identity matrix. Therefore Theorem 4.2 renders a 
more precise form of Theorem D (ii). 
I 
.. 
-
-
-
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N-PLE MARKOV PROCESSES 
In the study of representations of N-ple Markov processes we require 
analytic conditions for proper canonical property. 
5. An analytical characterization of!!_ proper canonical representation. 
Henceforth we shall assume M ~ q •. Further we denote by ct2(~;t) [~(·)is 
a q-dimensional orthogonally scattered vector measure] the subspace of L(q)(n) 
generated by (A(B), ~ a Borel subset of (-oo, ·t)} with coefficients q X M 
matrices. 
Lemma 5.1. 
Proof. A typical element of H(q)~;t) is a column vector (y1 , ... ,y4)* = 
* * 1'· (y1 ,o, ... ,o) + (o,y2o,o, .•• ,o) + ... + (o, ••• ,y) where yje H(~;t). . q 
It suffices therefore to prove that for each i, the vector ( 0, 0 p •• , z . ( B) , 0, •.. , 0 )* 
l. 
for each Borel set B belongs to ~(~;t). But this is obviously the case as is 
seen by taking a diagonal q X M matrix with unity in the i th place in the diagonal 
and zero everywhere else. The fact that 4(~;t)C H(q)(,!_;t) follows by observing 
that for each Borel set Bin (-oo,t] and q X M matrix A A~(B)eH(q)(~;t). 
The following is a direct extension of Theorem 1.7 of Hida (5], to q-dimensional 
processes with M ~ q. We shall denote a representation for such processes by 
(F(t,u),d,!_(u)} where F(t:u) is a q X M matrix function and !,(B) is an M-dimensional 
orthogonally scattered random vector measure with components z.(B) (i = 1,2, ••• ,M). 
l. 
The notion of a proper canonical representation of arbitrary multiplicity M 
has already been introduced in Chapter I. Under the assumption M ~ q we give 
necessary and sufficient analytical conditions for a proper canonical representation. 
Theorem 5.1. A canonical representation (F(t,u),d~(u)} is proper if and 
only if for any real t 
0 
t 
( 5. 1 ) J P( u )d ( u )F* ( t , u) = 0 
-oo 
fort~ t implies P(u} = o a.e. [fl 
0 
--
-
--
-!~ 
--
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i-s the hermitian~ X M matrix valued measure f (B) = [z(B), ~(~)] r.., . • - - .. 
· and P(u) is a squ~~~ 41~.e~r~ble :q /J M mat~~x:valued fun<::tion on. the real. line. 
Proof Sufficiency. Let (5.1) hold and let t
0 
be such that H(~;t
0
) f L2(~;t0 ) 
·and we know that L(q)(x·t )C H(q)(z·t ). 2, _, 0 __ , 0 Therefore, there is a y_ f Qin 
8' q) (~; t 
O
) such that [.Y,!.t] = 0 for t ;,; t 
O 
t Consider now 
0 
H(q)(z·t ) =£ (z·t ). 
_, 0 2 _, 0 
Then by ·Theorem R of Section 3 we have Y.. = J P(u)d (u) + 0 such that for all 
-co 
t 
t{~ t
0
), J P(u)d (u) F*{t,u) = O. By (5.1) we get P(u) = 0 a.e. [f] 
-co 
contradicting y f Q. 
Necessity. 
such that 
Suppose that H(~;t) = 12(.~_;t) for all t, and let t be a real number 0 
t 
(5.2) J P ( u )d ( u) Fi<· ( t , u ) = 0 
-00 
for every t ~ t • 
0 
Observe that since from the proper cannonical property 
t 
L(q)(x·t ) = H(q)(z·t ) 2 _, 0 _, 0 = 
J, (z; t ) 
•) - 0 the vector .Y = J 0 P(u)d~(u) belongs to L(q)(x·t '· 2 -' 0 1 But (5.2) implies \ .. 
that 
-00 
for all t ~ t . 
0 
This proves the theorem. 
Hence y = Q giving P(u) = 0 a.e. [f]. 
..., 
The above criterion will be useful in our discussion of N-ple Markov processes. 
~ 
.. 
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-
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-
~ 
-
-
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6. Finite dimensional wide-sense N-ple Markov processes. In the definition of 
vector valued wide-sense N-ple Markov processes we require the concept of the 
projection on a subspace of L2 (q)(~}. We recall here a lemma due to N. Wiener 
and P. Masani [10], which proves the existence of the projection of an element 
hand ·gives its structure. The notation used is that of Section 3. 
Lemma WM. (Lemma 5.8 [10]). (a). If mis a subspace of H(q) there exists a 
subspace Jl of H such that rf'l = Jl ( q), where JA. (q) denotes the Cartesian product 
uU@ ... @v¾ with q-factors. Jl is a set of all components of all elements in 
m . (b). If YYl is a subspace of H ( q) and h € H( q) , then·. there exists a unique 
, 
~ € Yfl such that 11!.: - ~· l lH(q) ~ I IE: - il I (q) for all~ eYfl. 
H 
I 
For this h', h. = 
- 1. 
F h.,e.A(, being as in (a). An element h' satisfies the preceding condition if 
~ 1. . -
and only if h - E:'J... rYt., where orthogonality is in the sense of the Gramian. 
( c). If YYc , yt are subspaces of H ( q) and YQ. C Yt , then there exists a unique 
subspace 'YYt C Y2: such that 1"t, = lyt$ rn:_• and trt is orthogonal to rrt_ . 
Parts (d) and (e) of Lemma 5.8 of (10] are not given here because they will not 
be referred to. Following Wien~r and Masani we give 
Definition 6.1 The unique element E:' of Lemma WM (b) is called the ortho-
gonal projection of ~ onto Y>c,and is denoted by (~I YYt,). 
Extending usual idea of linar independence, we give following definition 
of 1 inearly independent vectors ~l, ~2 ••• ~ € H (l!) • 
Definition 6.2. The vectors h. € H(q) (i=l,2 •• N) are linearly independent 
-1. 
in H(q) if for any q x q matrices A1 , ••• A._, ~ A.h. = 0 and A. h. is differ--~ L i.-1. - i -1 
ent from the zero element of H(q) for at last one i implies that A. are zero 
1 
matrices. 
Now we define a q-dimensional real continuous p3rameter widesense N~ple 
Markov process. For one-dimensional continuous parameter Gaussian processes 
..... 
--
.. 
-
\all 
.v 
.; 
_. 
--
._., 
'W 
-' 
._ 
-
--
.. 
_. 
--
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the definition is due to Hida [5] and for discrete Gaussion processes the~·defin-
ition goes back to Doob [2]. 
, ... 
Definition 6.3. We say that a q-dimensional continuous parameter process 
is wide-sense N-ple Markov if fo~ any sequence {t.) of N-real numbers l. • 
( tl < t2 <. • < tN) and for t 0~t1 , the vectors (~t.1 L~q~~; t 0 )) are linearly 
1 
independent in Liq)(~; t O), and the vectors (~t IL2 (q)(~; t O)) are lineariy i 
dependent if i=l, 2 ••• N +1 and tN+i?: tN. 
We now proceed to the extension of Theorem II.2 of Hida, to obtain a re~-
resentation for a q-dimensional {not necessarily stationary) wide sense N-ple 
Markov process using the theory of Chapter I. 
Lemma 6.1 Lett and s(s < t) be any real numbers. If r(t,s} is non-
singular, then the vector (~tlL2 (q)(~;s)) is non-degenerate, i.e., its cov-
ariance matrix is non-singular. 
Proof. From Lemma WM with ,rt= L2 (q}(~; s) we get (~tJL~q)(~;s)) is the column 
vector (PL ( • )x1(t}, ••• ,PL f • )x (t)}~. First we observe that none of the 
_ -~ .~,s 2 \-~,s q _ 
elements PL ( • )x.(t) (i=l,2, ••• ,q) can be zero; for otherwise r.j(t,s) = 
2 ~' s 1 l. 
@ (x.(t} x.{s)) = C! (x.(s:) PL ( • )x.(t)) = 0 for all j=l,2, ••• ,q contra-Co 1. · J c, 1. 2 ~, s J 
dieting the non-singularity of 
some i , PL ( . )x ~ ( t) = " a .. 2 ~,s i L l.J 
r(t,s). If the vector is degenerate then for 
PL ( • )x.{t), Also PL ( • )x.(t) l O. Hence 2 ~,s J 2 ~,s l. 
there is at least one j such that a .. l O. Now 
l.J 
A ' ~ .(Xi ( t) Xk ( S ) = ( ': (: ): ... 
L aij t ~9~J,x/t)xJ(Jfl, Thus r ( t ,s) = \ a .. ~LPL ( )x. ( t}xk(s i= ik L 1.J ~ 2 ~; s J :J 
I a1jrjk(t,s). (k=l,2, •••• q). 
itj 
r(t,s). and the lemma is proved. 
itj 
This contradicts the non-singularity of 
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From the definition of wide-sense N-ple Markov processes it follows that 
if {si) (s 1 < s2 < , ... , < sN) is a given sequence and T > sN, then for each 
sO ~ s 1 , there exist q x q matrices Aj(T; s 1 , ••• ,sN) such.that (~TIL2(q)(~; s0 )) = 
N 
I Ak(T; s 1 ,~ .• ,sN) (x IL (q)(x; s0 )). -sk 2 - Taking a sequence 
k=l 
{tj) (tN > tN-i'•••, >ti> sN) we have 
N 
{6.1) L 
k=l 
(x -IL (&)(x; s )) = 
-t. 2 - 0 
J 
b ;....( ) h N N . h . ' ( '·: ( .\ ) · · (k ·) th Denote y A!,~ t e q x q matrix avmg 4k tj; s 12_ •.• ·• ,.9 N .. as .1.ts: ,J 
(q x q) block matrix, (k,j = 1,2, .•• ,N). Then we have the following lemma. 
Lemma 6.2. If x (-oo < t < + oo) is a q-dimensional wide-sense N-ple Markov 
-t 
~ 
process satisfying assumption (D.2) then A(t,s) is non-singular. 
---
Proof. We first prove that for any sequence { t . }( tN > tu · ? . . • > t l > s O) 
l .1:,-l ,· ... 
the set 
(6.2) {P ( )x.(t.)} i=l,2, ••• ,q, J0 =1,2, ••• ,N, is linearly independent 
L2 ~; so i J 
If not, then there exist a .. not all zero such that 
l.J 
i,j 
a .. y.(t.) = 0 lJ l J 
· where we write y.(t.) = PL ( • )x.(t.), (s0 being fixed throughout the : 1 J 2 ~' so 1 J 
argument). Since from Lemma 6.1, for no pair i,j y.{t.) = 0 letting a .. ~ 0, 
1. J 1.J 
we have 
* * (6.3) yi(tj) = I bkm yk(tm) where \ L denotes the 
k,m k,m 
summation over all k,m (k=l, ••• ,q; m=l, ••• ,N) such that no pair (k,m) = {i,j);) 
though bkm depends on (i,j) we do not indicate it here in order to keep the 
notation simple. Also since y.(t.) t 0 (Lemma 6.1) there is at least one 
F 1. J 
---
.._. 
-
~ 
-
-
~ 
.... 
'-' 
-
.. 
-
_, 
--
... 
-
·--
~ 
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(k,m) =I= (i,j) such that bkm =I= O. We now consider the following two possibilities. 
Case I. Suppose bkj = 0 for all k(f i) • 
Then (~.3) has the form 
* 
(6.4) yi(tj) = ~ bkm yk(tm). Consider.now q x q matrices 
15- 'm (m.+ j) 
(j) (j) (j) 
A0 (t=l,2, ••• ,N) such that A.= (fa )), a1 .=l and a = 0 otherwise; for ~ J ~ 1 ~ 
(t} (t) (t) 
tJ_ j A 0 = (.(a )) with a 1 = -b .f, for p =1,2, ••• ,q and a = 0 otherwise. T ~ np p p np 
N 
~ A 0 yt = 0, A .yt =I= 0 and A. is not a zero L '{,-- t - J- j - J Then from ( 6 .4) we have 
t=l 
matrix; i.e., ·the vectors (~t IL/q\~;s0)) (t=l,2, ••• ,N) 
.f, 
are linearly depend-
ent. This contradicts the definition of the wide-sense N-ple Markov process. 
Case II. There is a non-void subset JC.(1,2, ••• ,q} such that bkj =I= 0 k € J (if J). 
If the element 
(6.5) y/t.) 
J L bkj yk(tj) 
k € J 
is zero then for ·.; = 1,2, ... ,q we have 
~- .... 
[yi(tj) yv(tj)] = L, ) L-1 
k € J 
... 
. · .. r_ • • • 
bk. : · (~k-. (t,.) y ( f~.)). But this- eontradicts 
J . J v_ J-
Lemma 6.1. Hence the element given by (6.5) is not zero. We now re~rite (6.3) as 
* (6.6) yi(tj} - L 
keJ 
bk. yk(tj} = 
J 
(t) 
L 
k,m 
Now introduce the matrices At= ((a· ) )where 
np 
(i) t = j, a1 = -b . (p e J), p PJ 
(j) (J) 
a1i = 1 and 
bkm yk(tm} 
(j) 
a 
np = 0 otherwise; 
{ii) 
(t) (t) 
~ f j aip = -bpt (p = 1,2, ••• ,q) 
-N 
and a = 0 otherwise. Then (6.6) beco~es 
_np 
(6.""() • I At1\. 
· t.=1 
= o. 
-) 
.. . 
, . 
> • 
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Further Aj It. t Q 
J 
sinr.e the element in 
.(6.5) has been shown to be non-zero. As in the concluding part of Case I, these 
facts imply a contradiction of the N-ple Markov property. Thus we have 
established the linear independence (in L2(~)) of the set (6.2). By a similar 
argument the set {yi(sk), i = 1,2, ••• ,q, k = 1,2, ••• ,N} is linearly inde-
pendent in L2 (~). Also we can write (6.1) as 
(yl(tl), y2(tl), ••• , yq(tl), ••• , yl(tN}, ••• , yq(tN})* 
(6.8) 
A Hence A(t,s} is non-singular. This completes the proof of Lemma 6.2. 
"""""'""" 
We now state the main result of this section. 
Theorem 6.1 Let (~t) be a real continuous parameter purely non-
deterministic q-dimensional wide-sense N-ple Markov process with multiplicity 
M ~ q and satisfying the assumption (D). Then 
N t 
(6.9) X = 
-t 
) 
~ f *·(t} G:.(u) d_z(u} -1 1 where for each i, 
i=l -00 
t. ())is a q x q matrix-valued function such that for any N points (t.} 
-1 1 
( < < < ) h N N . · h ( . . ) th b 1 k · t 1 t 2 , ••• , tN t e q x q matrix wit 1,J q x q oc matrix 
{~.(t.)} is non-singular and G.(u) is a q x M matrix valued function in 
-1. J l 
(f(B) = [!(B), !(B)] LiMI!)). 
2 
The functions (G.(u)) are linearly 
1 
independent in £ 2 ([;_(-00,t]) i.e. for each t, and for any q x q matrices 
N L Ai Gi(u) = 
i=l 
0 (G.(.) restricted to -(-oo,t]) and A. G.(u} 1 0 for at 
1 1. 1 T 
least one i implies A.= 0 for all i. 
1. 
Proof. By Theorem I.2.2 and Theorem I.3.1, ~t has a proper comonical repre-
~ -71-
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sentation of multiplicity M. Since M ~ q this representation.can be expressed 
as {F(t,u), d~} where F(t,•) is a q x M matrix-valued function in o[
2
(t). Let 
{ti} be.a sequence of distinct points with tN > tN-l >, .•. , > t 1 and T > tN. 
Then by the wide-sense N-ple ~iarkov property for all o ~ t 1 there exist q x q 
matrices {A.(T; t 1 ••• , ~-}q ._1 2 N not all zero such that 1 N J- , , ••• , • 
N 
~ ... - L Aj(..-; t 1 , ••• ,~) ~t. l L~q) (~; er) (er ;,; t 1) 
J j=l 
where orthogonality is in the Gramian sense. Hence for all o ~ t 1 , we obtain 
N a N 
9 = [~,.- L A/T;t1 ... ~)~t., ~] = f [F(..- ,u)- L A/ ..-;t, ••• ,~)F(tj ,u)] 
j=l J L ( q) (~) -03 j=l 2 ... 
df(u) F*(o,u). N Hence by Theorem 5.1, 
,;.10) . ·.:. ' .F(..- ,u) = L 
j=l 
Aj(T;t1 •.• tN) F(tj,u) [t;(-co, t 1 ]], 
the representation {F(t,u), d~(u)} is proper canonical. (_In (6.:L0) 
since 
[f;(-co,t1 ]] means almost everywhere [f] on the interval (-oo,t1].). If we have .... . . 
another sequence {sk} (t1 > sN > •.. > s 1) then from (6.10} we obtain 
N 
(6.11) F{ti,u) = L ~(tj; s 1 ... sNF(sk,u) [t;(.co,s1 ]]. 
k=l 
Now from the definition of Ak ( t j; s·1 ... sN) (k, j=l ,2, ••• ,N) and Lemma 6.2 _the 
/" -1 
matrix t(t,s) defined there is nonsingular. Let B(s,t) = A(t,s). From (6.10) 
-, -- --
and {6.11) we deduce 
(6.12) F(T;u). = L A.(T;t, ••• ,tN) A. (t.~ s 1 ••• sN) F(s ,u)=., J ·- --k J k: 
j,k 
= L Ak{..-;s 1 ... sN) F(sk,u) 
k 
[f ; ( ..oo ' 8 1 ) ] . 
Now (6.12) implies that 
. . 
-
-' 
... 
... 
~ 
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L ( L Aj ( T; t 1 ... ~) Ak( t j ;s 1 ... sN}- Ak( T;s1 .. ,sN) )F(sk, u} = O [f; (-co ,s1 ]], 
k j 
which can be re\•{ritten as (with sequence (t.) (s.) and number T fixed) 
1. 1. 
(6.13) L CkF(sk;u} = 0 [f;(..co,$1)]. 
k 
Consider (-~s l L~q)(~;s 1)). Since by the canonical property k 
PL2(~;sl}xi(sk) = 
q M 
L L 
=-=1 j=l 
s1 
J f .. (sk,u)dz .(u), we get 1.J J 
-00 
,, 
(~s I L~q)(~;sl)) = 
k 
sl f F(sk,u)d=(u). Now if in (6.13) Ck F(sk,u) = 0 [f;(-oo,s 1 ]] 
-co 
and Ck 1 0 then we get Ck(~s IL2(q)(~; s1)) = g. This contradicts Lemma 6.1. k 
Hence Ck is a zero matrix each k by the wide .sense N-ple Markov property and (6.13) 
Thus - N 
(6.14) Ak (,.; s l .. • SN) = I A j (,.; tl .. • ~) Ak ( t j; s l .. • SN) 
j=l 
If cA(,.; ,!) denotes q x qN matrix with q x q block matrices Ak( T; s 1 ••• sN), · 
Viz, eAJ.T;:.._) = ( A1(Ts 1 ••• sN), ••• , ~(T; s 1 ••• sN)) then (6.14) can be 
expressed as 
(6.15) cJt(T; ~ = Jl(T; t) A(t,s). 
-1 ~ - "' ,.,. ,,., 
Recalling that B(s,t) = A (t,s) we define 
--.. f-> --
(6.16) A /l A ~ (T) = cft(T;s) B(s,t).  ,._ ...,_,_ 
If si < s2 ' < ... < sN' - s 1 ••• < sN < t 1 < •.• < ~ < ,-1 then we get 
~ , (T) = cA (:r.;s') S(s; t)(=-~{OT;~') ~s'~s)<f(s,t) =cJl{t,s) i(s,t)since is "'""' '-"'-...... _._ ....._,.._ ;-.-.,,,.._, ,..._ ~.,,._ 
-
" /\ " A(t,s') = A(t,s) A(s,s') from (6.15). 
--,l"t," -- --
Hence (6.15) and (6.16) give 
A 
! s'(t) = 
A 
! S (T) • Let,S be the set of all sequence s = (s.}where 
- l. '-- __.,.. 
. . 
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s 1 < s2 < ... < sN ~ f, T being fixed throughout. For any two. sequences 
s, s' in S define the relation< as follows: 
- - \ 
s \ s if sN' < s 1 • it is 
easy to see that \is a direction on the set.,8 of all such sequences. Further 
"' for each T the limit of the net {* {T), s E 
-s . 
~ 
.I\ 7'.. 
above, that for s' < s < T i (T) = ~ ,(T). 
-s -s 
-., --
} exist from the fact, proved 
,.... 
Denoting this limit by~ (T) we 
/'· find from (6.16~, {6.15) and the non-singularily of A{t,s) that the q~ x qN 
-~ I 
matrix { l.{t.}) 
-1 J 
of the theorem is non-singular where ~.(T) denotes the ith 
-1 
A 
block q x q matrix of i {T). We write equation (6.10) as 
(6.17) 
I'\ 
where J(!,u) denotes the qN x M matrix (F{t1 ,u), ••• ,F(tN,u))* Let G(u,!].:) 
-1 
be the qN x M matrix 'B {~,!) O"' (_s,u}. Then (6.17) takes the form 
(6.18) " r. F{T,u) = f(T) G(u,s,t), 
- """""··j 
Let {ti 1 } {i=l,2, ••• ,N) and {sj '} (j=l,2, ••• ,N) be sequences in with 
s' < t' then 
~ -
(6.19) ~ /\ F(-c,u) = w (T) G(u;s',t') 
- - -
Now from equations (6.18) and (6.19) and the non-singularity of {~.(t.)} we obtain 
-1 J 
~{u,s,t) = C{u,s',t'). [_f;-~,t1] ,.__ - ~ 
Hence we may set 
(6.20) 'a ( u, s ' , t ' ) = G ( u) ; say, for a 11 s ' , t ' € -~ • 
- - - ,-, 
Hence from (6.18) and (6.20) td 
F (,. 'u) = L ii ( ,-) G i ( u) 
i=l 
for each t 1 < T. Also 
Therefore 
. . 
-
-' 
... 
.... 
'.-1 
-
~ 
... 
-' 
'-' 
la 
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.. 
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N 
F(T,u)=I ! /,-) Gi(u), [f;(-00,T]). 
,., 
i=l 
Thus- (with ,. replaced by t) we get 
N t 
~t = L f f i (t) G/u) d~(u). 
i=l -00 N 
To complete the proof we observe that for(u ~ t} F(t,u) = ~ ~.(t)G.(u);{F(t.,u)J. 
. L -i i J 
i=l 
are linearly independent in c£ 2< r) for t. > t 
...., J (j=l,2, ••• ,N) and that the matrix 
(~.(t.·)) invertible.·. This imples that (G.(u)} restricted to (-oo,t] are linearly 
-]. J l. 
independent in c(, 2 (f) for each t. 
Remarks.l. 
(6.21) 
If we define for each i 
t 
u(i) -
-t - f 
-00 
G.(u)dz{u) then u (i)_u (i)l L (q)(u(i);s)(s < t). 
1. - -t -s 2 -
(orthogonality again in the Gramian sense). Hence ~t(i}is for each i is a 
wide-sense q-dimensional martingale and 
( ·.•'->) _ .. !. N 
(6.22) L - . fi) X = 'V .{t) U \ -?• -t - l. -t 
i=l 
q .. (i) 
Furthermore since L2(~;t) C~{~~1H(~ ;t)} <:.L2(!;t) = L2(~;t) from (6.21), 
{6.22) and the proper canonical property, we get 
(6.23) H(x;t} = (S(~ H(u(i);t)}. 
- i=l -
If N = l-> this reduces to the representation of Theorem 2.1. However, the result 
here is obtained for purely non-deterministic processes. 
2. The assumption M ~ q is not va::yrestrictive since it is satisfied for 
stationary processes. 
• • 
-
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7. Stationary Wide-sense N-ple Markov processes. From (6.22), (6.23) and 
Theorem r.5.1 the corresponding representation for stationary purely non-
deterministic N-ple Markov processes satisfying (D) is given by 
N t 
(7.1) "x = 
-t L f t. ( t) H. ( u) ds ( u). -1. 1. -
i=l -00 
N 
Here I ~.(t) H.(u) is a function of t-u. In fact it is -1. l. 
N i=l 
L ~ .(t-u) H.(O) (u ~ t) where v. (•") is zero on the negative real line or - 1 1 -1 
i=l 
N 
L t. (-O) H. ( u- t) ( u ~ t) where H . ( •) is zero on -1 1 1 positive real line. 
i=l 
N 
The further determination of the kernel L -W .(t) H.(u) leads under certain 1 l. 
i=l 
conditions to a vector generalization of continuous parameter Ornstein-Uhlenbeck 
processes. These purely non-deterministic processes also have rational spectral 
density matrices and are of importance in multidimensional prediction problems 
(See A. M. Yaglom [9]). It is proposed to study these questions in detail at a 
later time. 
• • 
-· 
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