The inclusion of internal noise in model observers is a common method to allow for quantitative comparisons between human and model observer performance in visual detection tasks. In this article, we studied two different strategies for inserting internal noise into Hotelling model observers. In the first strategy, internal noise was added to the output of individual channels: ͑a͒ Independent nonuniform channel noise, ͑b͒ independent uniform channel noise. In the second strategy, internal noise was added to the decision variable arising from the combination of channel responses. The standard deviation of the zero mean internal noise was either constant or proportional to: ͑a͒ the decision variable's standard deviation due to the external noise, ͑b͒ the decision variable's variance caused by the external noise, ͑c͒ the decision variable magnitude on a trial to trial basis. We tested three model observers: square window Hotelling observer ͑HO͒, channelized Hotelling observer ͑CHO͒, and Laguerre-Gauss Hotelling observer ͑LGHO͒ using a four alternative forced choice ͑4AFC͒ signal known exactly but variable task with a simulated signal embedded in real x-ray coronary angiogram backgrounds. The results showed that the internal noise method that led to the best prediction of human performance differed across the studied model observers. The CHO model best predicted human observer performance with the channel internal noise. The HO and LGHO best predicted human observer performance with the decision variable internal noise. The present results might guide researchers with the choice of methods to include internal noise into Hotelling model observers when evaluating and optimizing medical image quality.
I. INTRODUCTION
Model observers consist of mathematical algorithms that process input images and reduce them to scalar responses that are used to make a decision about the presence, location, or type of the signal. Model observers have been successfully used to predict human-observer performance for a number of applications. [1] [2] [3] [4] [5] [6] [7] Linear model observers follow a common procedure to obtain performance for a signal detection task. On each trial a template corresponding to the signal presented in an image is correlated with the data at each of the possible signal locations to give rise to a decision variable. A decision is made by comparing and/or thresholding decision variables from all possible signal locations. The Hotelling observer 2, 5, 8, 9 is the optimal linear observer in the sense that it maximizes the Hotelling trace. 8 The Hotelling model observer uses information about the signal profile and the background statistics to derive the templates ͑see Fig. 2͒ . When the image statistics are Gaussian and of equal covariance under the hypotheses, the Hotelling observer serves as an ideal observer. 10 One potential problem in the evaluation of the Hotelling model is the inversion of the covariance matrix with real backgrounds where the covariance matrix is not known a priori and must be estimated from samples. If an image is large, the covariance will require a prohibitively large number of samples to be inverted. There have been two solutions in the literature. 11 The first solution is to constrain the covariance matrix to a square region around the possible signal locations. The second approach uses a set of functions to extract some main features from the images, such as Laguerre-Gauss polynomials. 12 The later approach is solely used to mitigate the computational problems of calculating the Hotelling template for a limited number of samples and not intended to reflect a feature extraction stage in the human visual system. 12 The channelized Hotelling observer, which was first introduced to medical image quality assessment by Myers and Barrett. 13 as a computationally feasible model, applies the Hotelling observer's strategy on the channel output of the image. Here, however, the purpose of the channels is to mimic the existence of spatial frequency selective channels in human visual processing supported by the psychophysics and physiology work. 14, 15 The use of channelized models to predict human observer performance has been successful for a variety of image types and tasks.
1, 2, 5, 9, 16 One difficulty in comparing model and human observer performance is that model observers often result in a higher absolute accuracy than that of humans. One method to quantitatively compare human and model observer performance is to degrade model observer performance by inclusion of internal noise. 7, [16] [17] [18] [19] Internal noise is a known component of human inefficiency in perceptual tasks 17, 18, 20 and arises from fluctuations in neural firing, intrinsic stimulus variability, receptor sampling errors, and loss of information during neural transmission. 20 Internal noise can explain the fact that human observers make different decisions on the same set of images in repeated trials and might be important in predicting signal detectability by human as a function of imaging and/or viewing conditions. 21, 22 Therefore previous studies have recommended including internal noise in visual detection models. 21 One approach to implement internal noise is to characterize human perceptual inefficiencies at an overall system level by treating perceptual processes as noise-free computations and estimating the internal noise in terms of the additional external noise to produce the degree of inefficiency exhibited by the human perceptual system. [23] [24] [25] [26] Adding internal noise at the system level does not distinguish between various sources of the internal noise; however, it does allow us to quantify the overall effect of the internal noise. [25] [26] [27] Recently there have been different approaches to include internal noise into model observers yielding different results in the ability of the models to predict human performance. 7, 20, [28] [29] [30] [31] For example, Eckstein et al. 7 found that a channelized Hotelling observer best predicted human detection performance across images that had undergone different amount of JPEG image compression. In contrast, more recently, Zhang et al. 28, 29 reported better fits of the Hotelling and Laguerre-Gauss Hotelling observers to the human observer performance across compression ratios ͑for the JPEG 2000 and SPIHT wavelet compression algorithm͒ than the fits of the channelized Hotelling observer. One difference between the Eckstein et al. study 7 and the two latter studies 28, 29 was that the former used channel internal noise while the latter used internal noise added to the decision variable after the model responses were combined across channels. Thus, the difference in results across the studies might be due to different methods used to include internal noise ͑channel versus decision variable noise͒. In addition, some studies have used an additive internal noise sampled from a distribution with a constant standard deviation while others have used an internal noise distribution with a standard deviation determined by the standard deviation induced by the external noise. 7, 17 Finally, more recently, investigators have proposed an internal noise sampled from a distribution with a standard deviation being a function of the rectified template response on a trial by trial basis. 20 There has been little or no thorough evaluation of the effect of the different noise methods on template models' ability to predict human performance.
In this article, we systematically investigated two categories of methods of implementing internal noise in a Hotelling and a channelized Hotelling model observer. The first category of internal noise methods affected only the decision variable and did not influence the model template calculation. In this method, internal noise was implemented by adding a random variable to the decision variable after the combination of responses across channels. The noise value for each location and trial was sampled independently from a normal distribution with zero mean and a standard deviation, in , determined by the following rules: ͑1͒ The standard deviation was a constant; ͑2͒ the standard deviation was proportional to the decision variable's standard deviation caused by external noise, e ; ͑3͒ the standard deviation was proportional to the decision variable's variance due to external noise, also referred to as quadratic internal noise; ͑4͒ the standard deviation was proportional to the decision variable's magnitude on a trial by trial basis. 20, 32 The second category investigated was channel internal noise where internal noise was added to the output of the individual channel. The fundamental property of the channel internal noise method ͑in contrast to the decision variable noise method͒ was that the optimal weights for the channels were derived based on channel ͑or pixel͒ covariance due to both external and internal noise. Thus, the inclusion of the internal noise changed the effective linear template ͑or channel weights͒ used by the Hotelling and channelized Hotelling model. Two different implementations of channel internal noise were investigated differing in the way internal noise was added to the covariance matrix for the template calculation: ͑1͒ Independent uniform channel noise: Addition of a diagonal matrix which elements were all the same. 33 This implementation restricted internal noise level to be the same for all channels. ͑2͒ Independent nonuniform channel noise: The addition of a diagonal matrix the elements of which were proportional to the diagonal elements of the covariance matrix due to the external background. 16 This implementation allowed for different internal noise levels for each individual channel. Table I summarizes the different internal noise methods investigated and the previous studies using such methods. The particular visual signal detection task investigated was the detection of a simulated lesion within a simulated artery embedded in real structured x-ray coronary angiographic backgrounds. The signal varied in shape and size across trials but was known to the observer, i.e., a signal known exactly but variable ͑SKEV͒ task. 7, 38 The signal appeared in one of four simulated arteries ͑four-alternativeforced-choice, 4AFC͒. In particular, we investigated the effect of image compression of the test images on signal detectability. 7, 28 We evaluated the ability of the different Hotelling model observers with different internal noise methods to predict human observer performance across compression ratios and schemes. The human psychophysical data has been published previously.
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II. IMAGE PREPARATION
We used test images with simulated filling defects ͑sig-nals͒ and arteries embedded in real x-ray coronary angiographic backgrounds. Clinic angiograms were used as backgrounds in order to achieve a realism that was hard to simulate. The signals and arteries were simulated to avoid difficulties of establishing a gold standard. The clinical coronary angiograms were acquired at 30 frames/ s with a 7 in. image intensifier field size ͑Advantx/DXC,General Electric Medical Systems, Milwaukee, WI͒. These images were digitized with a linear analog amplification and lookup table to achieve a 512ϫ 512 pixel matrix with a resolution of 0.3 mm/ pixel and 256 gray levels. A total of 541 images extracted from 50 different image sequences of 17 different patients were used as the backgrounds. The projected simulated arteries were obtained by tracing the contours of a real artery and generating three-dimensional ͑3D͒ right circular cylinders with varying diameters. The signals were projected ellipsoids with the vertical axis ranging from 3 to 25 pixels ͑ 0.128°to 1.067°of visual angle under a viewing distance of 40 cm͒ and the horizontal axis ranging from 3 to 10 pixels ͑ 0.128°to 0.422°of visual angle under a viewing distance of 40 cm͒, resulting in a total of 184 possible signals. The choice of 184 signals was made to reflect a reasonable amount of variability in size and shape within ranges of realistic filling defect sizes, and without exceeding our ability to perform computations with sufficient sample sizes. For further details about the algorithm to create the computersimulated arteries and signals, please refer to Ref. 39 .
For each real x-ray coronary angiogram background, we added a group of four simulated arteries ͑with the signal randomly inserted into one artery͒. Then we compressed/ uncompressed the 512ϫ 512 images and extracted 256 ϫ 256 images centered at each group of inserted arteries from the 512ϫ 512 images. The final test set consisted of a total of nine hundred 256ϫ 256 pixel images with different backgrounds extracted from the patient's images and each of the test images had a group of simulated arteries. The 900 test images were created by reviewing each possible region in the 512ϫ 512 original images and selecting the usable regions based on the criterion that the regions were not underexposed or overexposed, and not cluttered with real arteries.
The average signal contrast calculated from all of the test images was 0.17, where the signal contrast was defined as: ͑peak signal luminance− background luminance͒/background luminance. In order to calculate the signal contrast in luminance, we transformed the digital gray values of the input images to luminance based on the nonlinear relationship for our monitor by DOME graphics board. The relationship between gray level and luminance was set to follow the standard described by the Digital Imaging and Communications in Medicine standard ͑DICOM, http://medical.nema.org/͒.
The signal contrast calculation was performed on the signal region only. For each test image, we generated a background image without the signal. The background luminance was calculated as the mean of the signal region using the background image. The peak signal luminance was calculated as the peak luminance of the same signal region from the test image. The signal contrast for this experiment is the mean of the signal contrast calculated from all 900 test images.
III. MODEL OBSERVERS WITH INTERNAL NOISE
Three different model observers were studied: ͑1͒ Hotelling observer ͑HO͒: In the current study, the covariance matrix was constrained to be a 30ϫ 30 square region around the possible signal locations. 40 We referred to this type of Hotelling observer as square-window Hotelling observer; ͑2͒ Laguerre-Gauss Hotelling observer ͑LGHO͒: In this implementation we used up to the sixth order of the LaguerreGauss polynomials and three orientations ͑vertically oriented, horizontally oriented, and rotationally invariant͒ resulting in a total of 18 channels ͑see the top graph of Fig.  1͒ . The use of oriented channels was due to the fact that our signals were oriented. ͑3͒ Channelized Hotelling observer ͑CHO͒: Here, a channelized Hotelling with orientation and spatial frequency tuned Gabor function.
2,40 was chosen. The Gabor channel used in this paper had 80 channels with five spatial frequencies ͑central frequencies, 16, 8, 4, 2, and 1 cycle per degree͒, eight orientations ͑equally spaced͒, and two phases ͑odd, 0, and even, /2͒. The spatial frequency bandwidth of the channels was approximately 1 octave. The bottom graph of Fig. 1 shows one phase of the CHO channels.
Different Hotelling models ͑square window, LaguerreGauss, Gabor channelized͒ differ on what is considered to be a channel. For example, in the square window Hotelling model each channel is a uniform integration over individual pixels. For the Laguerre-Gauss Hotelling model, a channel has a size of 64ϫ 64 pixels. For the channelized Hotelling model observer, a channel has a size of 92ϫ 92 pixels. These model observers have a common procedure to calculate the decision variable for the SKEV task. On each trial a template corresponding to the signal present in the image is applied to each of the possible signal locations to obtain a decision variable. For an alternative forced choice task, models choose the location with the largest decision variable as the signal location. 5 The decision variable, i,j , for each possible signal location is calculated as a linear combination of the responses of each of the channels:
where R k,i = C k T g i is the dot product of the kth channel C k , with the image data g i at the ith location. The vector w j contains k optimal linear weights defined by 1,11,41
where K is an N ϫ N matrix describing the covariance of channel output to the images,
where Dev n is a matrix with each column as the channel response of each noise sample and S N is the number of samples. The vector ͗R j,s ͘ is the mean of the jth signal plus background as seen through the channels. The vector ͗R n ͘ is the mean of the background as seen through the channels. Figure 2 shows the flow chart of Hotelling model observer template calculation through samples.
In the following subsections, we will discuss the different methods used to include internal noise into these models: Decision variable internal noise versus channel internal noise. Figure 3 shows a general implementation of the decision variable internal noise. In this scheme, the optimal weights for the channels are calculated by using a covariance that is based only on the variability due to the external noise. Thus, the internal noise is disregarded in the calculation of the channel weights. Since the combination of responses across channels is linear, we can represent the linear combination of channel responses equivalently in terms of an effective linear template ͑i.e., linear combination of actual channels͒. The internal noise is then added for each location and on each trial to the scalar response that results from the correlation of the template and the data at each of the locations. The final decision is made by choosing the maximum among the four decision variables as the signal location. Mathematically, the internal noise in the SKEV task is implemented by adding a random variable to the scalar decision variables due to external noise ͓ e in Eq. ͑1͔͒: = e + .
A. Decision variable internal noise
͑4͒
To make the expression concise, we will omit the i , j subscripts from the decision variable in the following. Also, e represents the decision variable before adding internal noise and is obtained from e = ͚ k=1 N w k R k , where
w is a vector containing k channel weights ͑w k ͒ . K Ext is an N ϫ N matrix describing the covariance of the output of the channels due to the external noise. For each location and trial, the internal noise item is sampled independently from a normal distribution with zero mean and a standard deviation determined by the following schemes: ͑1͒ the standard deviation of the internal noise is a constant, i.e., is sampled from N͑0; p͒; ͑2͒ the standard deviation of the internal noise is proportional to the decision variable's standard deviation, i.e., is sampled from N͑0; p e 2 ͒; ͑3͒ the standard deviation is proportional to the decision variable's variance due to external noise, i.e., is sampled from N͑0; p e 2 ͒; ͑4͒ the standard deviation of the sampling distribution of the internal noise varies from trial to trial and is proportional to the decision variable trial magnitude, i.e., is sampled from N͑0; p ͱ e 2 ͒. The value p is the proportional constant. Figure 4 shows a schematic describing the inclusion of channel internal noise into Hotelling observer models. In this method, the internal noise is added to the response of each individual channel as an independent random variable. The model takes into consideration of the internal noise ͓the K Int term in Eq. ͑7͔͒ within the channels to derive the optimal channel weights. The decision variable on each trial is then calculated as a composite of the weighted combination of the channel responses ͑R k ͒ and their internal noise ͑E k ͒: FIG. 3 . Schematic of the model observer with decision variable internal noise. For illustration purposes, the image shows a higher contrast signal than used in the actual study.
B. Channel internal noise
FIG. 4. Schematic of channelized
Hotelling model with channel internal noise. For illustration purposes, the image shows a higher contrast signal than used in the actual study.
where K Ext is the covariance matrix caused by the external noise. K Int represents the covariance matrix component due to the internal noise. E k is sampled from N͑0; ͱ K Int,k,k ͒.
16 R s and R n are defined in Eq. ͑2͒. We implemented two different approaches to determine the internal noise covariance matrix.
͑1͒ Nonuniform internal noise covariance matrix:
The internal noise covariance matrix is proportional to the diagonal of the external noise covariance matrix. The value p in Eq. ͑8͒ is the proportional constant. ͑2͒ Uniform internal noise covariance matrix. In this method, the internal noise is determined as a covariance matrix proportional to the identity matrix. This constrains the internal noise levels to be the same for all channels. Thus the covariance due to internal noise, K Int , is given by
where p is the proportional constant, and I is the identity matrix. Figure 5 illustrates the effect of channel internal noise on the calculation of the effective template for Hotelling models. The top table shows the signal as an image ͑left͒ and a surface ͑right͒. The columns of the bottom table show the effective templates for three cases: no internal noise, channel nonuniform internal noise, and channel uniform internal noise. In general, the templates become smoother with the addition of channel internal noise ͑in particular for the Hotelling model͒.
One type of channel internal noise that we do not consider is one that preserves the variance and covariance across channels ͑K Int = pK Ext ͒. Under a Gaussian assumption, this scheme of channel internal noise is equivalent to a decision variable internal noise with an internal noise standard deviation proportional to the standard deviation due to external noise ͑decision variable internal noise method 2͒. In this case, we have K Int = p 2 K Ext . e 2 = w T K ext w, where e is the standard deviation of response due to external noise. Thus, the standard deviation of response ͑after inclusion of internal noise͒ can be expressed by 2 = w T Kw= w T ͑K int + K ext ͒w = e 2 + p 2 e 2 .
C. Model observer performance calculation
For a task with four possible signal locations ͑four alternative forced choice, 4AFC͒, model observer performance is computed by calculating the probability of correctly choosing the target location. For a given image, the model observer selects the jth template corresponding to the known signal and calculates the scalar responses for the four possible locations. A correct outcome occurs when the response of the jth template to the signal location exceeds the maximum response to the noise-only locations. An estimate of the proportion correct ͑Pc͒ is obtained from samples by applying the template to different locations in all test images and tallying the proportion of trials where the model correctly identified the signal location. The Pc can then be converted to an empirically obtained index of detectability ͑d 4afc ͒ by generating a lookup table for Pc versus the index of detectability ͑d 4afc ͒ from the following relationship: 
D. Samples and template derivation
We used a training set of 400 samples for each type of signal to estimate the mean of a given signal. These samples were created by randomly selecting without replacement 100 images from the test image set and adding signals to all four possible signal locations in each image. We had a training set of 2700 samples to estimate the mean of the noise backgrounds. We used all 900 images in the test set where each image had three noise locations. A total of 184ϫ 400 signal samples and 2700 noise samples were computed for each model observer to estimate the best linear weights. 
E. Selecting the internal noise proportional constant p
In the SKEV task different model templates were created corresponding to different signals. Making the internal noise proportionality parameter specific to each signal/template would give rise to too many free parameters. Therefore, we decided to use the same proportionality constant ͑p͒ for all templates. In the implementation, we adjusted the internal noise level by iteratively changing the constant p to minimize the root mean square error between the model observer and the average human model observer performance ͑see Section IV͒ for all of the studied compression conditions.
IV. HUMAN PSYCHOPHYSICAL STUDY
The task for human observers was the same as that for the model observer: Detecting a signal ͑filling defect͒ in one of four computer simulated arterial segments within a real x-ray coronary angiogram background. On each trial a high contrast copy of the signal was presented below the test image to inform the observer about the signal size/shape on that trial. The images were displayed on an image system M17LMAX monochrome monitor with a maximum resolution of 1664 ϫ 1280 pixels ͑Image Systems, Minnetonka, MN͒. The monitor was calibrated according to the Digital Imaging and Communications in Medicine ͑DICOM͒ standard ͑http:// medical.nema.org/͒. The total number of experimental conditions was 11 including uncompressed condition and two sets ͑JPEG 2000 default and optimal͒ of compression ratios 7:1, 10:1, 15:1, 20:1, 30:1. In each experimental trial, the human observers chose the location where they thought the signal appeared out of four possible locations. The human observers were given feedback about their decisions ͑correct/ wrong͒. The experiments were conducted in a darkened room with a viewing distance of 40 cm. On each trial an image was randomly selected from the 900 test image database and displayed. No time limitation was imposed on the observer to make a decision. Four observers with normal/ corrected vision participated in the experiment. Each observer participated in nine sessions ͑100 trials per session͒ per compression condition resulting in a total of 900 trials per experimental condition. All observers were participated a training session with 900 trials. The signal contrast in the training trials was higher than that in the normal trials. Human performance ͑Pc͒ was measured by calculating the proportion of trials in which the observer correctly localized the signal. Figure 6 shows the performances ͑d 4afc ͒ of the three studied model observers, HO, CHO, and LGHO for compression ratios 1:1, 7:1, 10:1, 15:1, 20:1, and 30:1 with the default JPEG 2000 encoder setting. The model observer performance with internal noise was obtained by averaging the model observer performance through ten repetitions for the 900 test images. The error bars for the model observer performance calculated through bootstrap resampling 43 were smaller than graph symbols and thus are not shown. The graphs in the first row of Fig. 6 compare the model observer performance without internal noise with the average human observer performance. As typically found, model observer performance is higher than human observer performance. The graphs in the second row of Fig. 6 show model observer performance with two different schemes of channel internal noise. The model observer performances with four different types of decision variable internal noise are shown in the third row of Fig. 6 . With the inclusion of internal noise, the model observer performance approaches that of human observers. However, there is not one type of internal noise method that, invariably across all model observers, best predicts human performance. Figure 7 compares model and human observer performance for both the JPEG 2000 default and the optimal encoder settings. For each model observer, we present the results of the internal noise type that best predicted human observer performance, i.e., CHO with the nonuniform channel internal noise, HO with the decision variable internal noise ͑internal noise standard deviation proportional to the variance of the external noise͒, and LGHO with the decision variable internal noise ͑internal noise standard deviation proportional to the standard deviation of the external noise͒. The rank order of the resulting performance with the images compressed with two studied JPEG 2000 encoder settings remained unchanged with the addition of internal noise to the model observer: the optimal encoder setting presents higher performance than the default one for all of the studied model observers with internal noise. model versus human observer performance for the studied internal noise schemes. There is a general good agreement between the average human performance and the model observer performance with internal noise. Some of the differences across the ability of the various models to predict human performance might depend on the particular method adopted to introduce internal noise. For all of the studied model observers, the decision variable internal noise with the constant standard deviation is the worst at predicting human performance.
V. RESULTS
The statistical significance in the differences between model and human performance was evaluated using an F statistic. The F-test uses the mean square error between the model and human observer performance and the mean variability across human observers as the error term and is given by
where d i is the model/human observer performance for each experimental condition, and Var i,human is the variance in performance measured across the human observers. df numerator ϭnumber of total experimental conditions ͑11͒ − number of fitting parameters ͑1͒ = 10, df denominator ϭnumber of human observers͑4͒ −1=3. All F values in Table III did not reach statistical significance ͑p Ͼ 0.05; F ͑df numerator , df denominator ͒ = 8.79͒ suggesting that the error in fit is small relative to the variance across observers.
VI. DISCUSSION
The results show that with the use of channel internal noise, human observer performance is best predicted by the channelized Hotelling model observer. We speculate that this is because the channelized Hotelling model observer is the only one with the human-like channels. The Gabor functions for the channelized Hotelling model observer have been used to model the spatial summation properties of simple cells in the visual cortex. 44 Two dimensional Gabor filters have been found to fit the 2D spatial and spectral response profile of simple cells in the primary visual cortex of monkeys. 45 For the model observers with nonhuman like channels, such as the Hotelling observer and Laguerre-Gauss Hotelling observer, the channel internal noise might be not representative of the human internal noise. For example, a diagonal internal noise covariance for the square window Hotelling that uses pixels as channels is equivalent to adding white noise to the image. Similarly, the internal noise for Laguerre-Gauss channels might lead to an internal noise covariance that is not representative of human internal noise. Thus, it is not surprising that for these two latter models the inclusion of decision variable internal noise ͑rather than channel internal noise͒ allows for better prediction of human performance.
The presented results are in agreement with findings previously published and explain why one previous study ͑using JPEG and wavelet with an SKE task, Eckstein et al. 7 ͒ found the CHO to be a better predictor of human performance than the square window Hotelling while two more recent studies found the square window ͑region of interest͒ HO and the LGHO to be better ͑Zhang et al., SKEV tasks 28, 29 ͒. The Eckstein et al. study used channel internal noise, which works best with the CHO model. The Zhang et al. studies used decision variable noise which works best with the square Hotelling and the Laguerre-Gauss model observer. Table IV summarizes the previous and current results comparing model and human observer performance with different compression algorithms.
Although different internal noise methods work best in predicting human observer performance for different model observers, for most of the cases and other compression algo- rithms without internal noise ͑e.g., JPEG 42,46 ͒, model observer performance with internal noise is also a continuous decreasing function of compression ratio. 7, 28 The inclusion of internal noise does not alter the rank order conclusions about which compression conditions/algorithms lead to better performance.
In this article, we considered degrading linear model observer performance by including internal noise. Our previous results 47 showed that model observers incorporating nonlinearities might also be used to degrade model observer performance to levels comparable to human observers. However, model observers with nonlinearities have many more free parameters and thus bring the difficulty of having to either fit the parameters independently to each new data set or unknowingly assume that the parameters are constant across data sets.
VII. CONCLUSIONS
We studied two distinct methods to include internal noise in Hotelling model observers: Decision variable internal noise and channel internal noise. The results showed that the internal noise method that led to the best prediction of human performance differed across the model observers. The Channelized Hotelling model best predicted human observer performance with the nonuniform channel internal noise. The Hotelling ͑square window͒ observer resulted in the best prediction with the decision variable internal noise where the noise standard deviation was proportional to the decision variable's variance due to external noise. The LaguerreGauss Hotelling model observer predicted human observer performance best with the decision variable internal noise where the noise standard deviation was proportional to the decision variable's standard deviation caused by external noise. The inclusion of the various types of internal noise did not change the rank order of model performance for two JPEG 2000 encoder settings: the optimized encoder setting always outperformed the default one. The findings explain previous published results on rank order of model observers based on their ability to predict human performance ͑see Table II͒ and can also help future researchers to choose internal noise methods when using Hotelling model observers to predict human performance.
ACKNOWLEDGMENT
This work was supported by the National Institute of Health ͑NIH͒ under Grant No. RO1-HBL 53455.
a͒ Author to whom correspondence should be addressed. Electronic mail: yanizh@yahoo.com
