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ВСТУП 
 
Інтенсивний розвиток та впровадження в усі сфери життєдіяльності 
людини інформаційних технологій сприяє прискоренню процесів обміну 
інформацією та скорішому реагуванню на зміни ситуації, оперативному 
аналізу даних та прийняттю адекватного рішення.  
Сучасні системні теорії розглядають будь-який об’єкт як цілісну 
систему, що характеризується потрійною взаємозалежністю: взаємозв’язок 
кожної з її важливіших систем, залежність кожної з її частин від системи, і, 
в той же час, залежність всієї системи від її частини. Існують об'єктивні 
закономірності функціонування складних систем, тому управляти ними 
слід у відповідності до цих системних закономірностей. 
З множини складних систем можна виділити системи, які складають 
просторово розподілені системи, для яких крім переліченої потрійної 
взаємозалежності, істотне значення має просторова компонента у 
характеристиці кожного з об’єктів системи. Це такі системи, як системи 
земельних ресурсів, екологічні системи, енергетичні системи, тощо. 
Раціональне управління земельними ресурсами є одним з 
пріоритетних напрямів діяльності будь-якої держави. Об’єктами такого 
управління є просторово розподілені земельні ділянки та території різної 
площі, та властивостей, для яких характерно територіальний та 
функціональний розподіл. 
 
Актуальність роботи. Існує множина функціонально та просторово 
розподілених структур, для яких характерна наявність просторової 
компоненти. Ці структури різняться функціональним призначенням та 
набором інших характеристик. 
Сталий економічний розвиток України невідривно пов’язаний з 
раціональним використанням природних ресурсів, серед яких можна 
виділити земельні ресурси за важливим значенням для існування та 
життєдіяльності людства. Питання оцінювання станів просторово 
розподілених об’єктів земельних ресурсів в умовах невизначеності із 
застосуванням геоінформаційних систем (ГІС) досліджені ще недостатньо. 
Важливим аспектом прийняття попередніх оперативних оцінок про 
стан просторово розподілених об’єктів землекористування є відсутність 
вихідних даних про стан об’єкта, на який впливає множина факторів, 
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оцінка та аналіз яких є складною проблемою внаслідок відсутності 
апріорних даних. До них, у першу чергу слід віднести багатоаспектність, 
різноплановість та багатоаспектність множини існуючих факторів, які 
функціонують за умов невизначеності та нечіткого простору станів. Тому 
затребуваними є розробки методів, моделей та інформаційних технологій, 
які дозволяють на основі знання орієнтованих технологій реалізувати 
процеси оцінювання станів складних просторово розподілених об’єктів. 
Аналіз останніх публікацій показав, що розглянуті питання 
недостатньо досліджено, а наукові результати не у всіх випадках доведено 
до практичної реалізації та потребують додаткового вивчення, що 
підтверджує актуальність та важливість отриманих в роботі теоретичних 
та практичних результатів.  
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1 ПРОБЛЕМИ ТА СУЧАСНІ ПІДХОДИ ДО МОДЕЛЮВАННЯ 
ЗАДАЧ ОПЕРАТИВНОГО ОЦІНЮВАННЯ СТАНІВ СКЛАДНИХ 
ОБ’ЄКТІВ 
 
1.1 Аналітичний огляд проблем та підходів до оцінювання станів 
складних просторово розподілених об'єктів 
 
Розподілені системи ЕОМ у задачах обробки та управління отримали 
широке розповсюдження у світі [1, 2]. Існує множина функціонально та 
просторово розподілених [3] структур (рис. 1.1), для яких є характерною 
наявність просторової компоненти та які різняться за функціональним 
призначенням та набором відповідних характеристик. 
 
Просторово
розподілені
об’єкти
Газотранспортні
системи
Энергетичні
транспортні системи
Логістичні системи
Системи інженерної
інфраструктури
Системи земельних 
ресурсів
Банківські системи
Системи корпорацій
Системи
муніципального 
управління
Комп’ютерні системи
 
 
Рисунок 1.1 – Види просторово розподілених структур 
 
Розподіленими об’єктами прийнято називати [3] такі системи, для 
яких предикати місцеположення елементів або груп елементів відіграють 
істотну роль з точки зору функціонування та просторової розподіленості, 
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аналізу та синтезу системи. Зазвичай, розглядають безперервні та 
дискретні системи.  
Безперервні розподілені системи характеризуються [3] множиною 
елементів, а також тим, що у будь-якому малому околі будь-якого 
елементу (у розумінні предикатів місцеположення) знаходиться, як 
мінімум, ще один елемент, ∅≠E  . 
Дискретні розподілені системи характеризуються [3] тим, що 
елементи системи чітко відділені один від одного, тобто носять 
дискретний характер.  
Стан системи визначають [4] як сукупність змінних, необхідних для 
опису системи на визначений момент часу відповідно до задач 
дослідження. Змінні станів системи в дискретній системі змінюються 
миттєво у різні періоди часу, а у безперервній – безперервно у часі [4].  
Складною системою [5] прийнято називати таку систему, при 
дослідженні якої необхідно приймати до уваги наявність в ній великої 
кількості взаємопов'язаних та взаємодіючих між собою елементів. У 
дійсності складні системи функціонують в умовах дії великої кількості 
випадкових факторів [5], нечіткості та невизначеності [6], функціональної 
та територіального розподілення. 
У визначені моменти функціонування більшості систем виникає 
необхідність їх дослідження з метою отримання уявлення про внутрішні 
відношення між їх компонентами або обчислення їх продуктивності в 
нових умовах експлуатації [4]. 
На сьогоднішній день достатньо глибоко досліджені та всебічно 
вивчені функціонально і територіально розподілені лінійні технічні 
об’єкти (рис. 1.1). Розрізняють газотранспортні, енергетичні, транспортні, 
логістичні системи та системи інженерної інфраструктури. 
Функціонально розподілені об’єкти складних технічних систем не є 
об’єктом даних досліджень та, можливо, потребують подальших 
досліджень. 
Серед просторово розподілених систем (рис. 1.1) можна виділити 
мережі міні- та мікро-ЕОМ, системи телекомунікацій, локальні та 
глобальні мережі та інше.  
Сьогодні гостро постала проблема збору та обробки інформації про 
просторово розподілені об’єкти, включаючи земельні та територіальні 
ресурси, для оперативного управління яких має сенс застосовувати 
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геоінформаційні системи і технології [7], що дозволить проаналізувати 
просторове розташування об’єктів з урахуванням впливу на стан об’єкту 
зовні та взаємодії процесів, які відбуваються у середині об’єкту. 
 
1.2 Методи та моделі аналізу станів складних просторово 
розподілених об’єктів 
 
Ідентифікація об’єкту дослідження в якості моделі отримала широке 
визнання як засіб вивчення складних явищ [8]. Особливості застосування  
моделей в різних галузях людської діяльності випливають з різниці в 
підходах до їх кінцевої мети [8]. 
У роботі [8] запропоновано таку класифікацію моделей:  
- матеріальні (часто зменшені копії досліджуваних предметів) та 
абстрактні, однією з різновидів яких є широко розповсюджена 
математична модель, яка виражається мовою математичних символів та є 
описом системи; 
- статичні (описують взаємозв’язок, що не піддається змінам у часі) 
та динамічні (враховують та відображають зміни системи у часі); 
- лінійні та нелінійні; 
- сталі (система, яка при виведенні зі свого вихідного стану, прагне 
повернутися до нього) та нестійкі динамічні моделі; 
- зі сталим або мінливим режимом; 
- відкриті або замкнуті. 
Переважна більшість створюваних моделей є математичними [4], які 
являють систему за посередністю логічних та кількісних відношень, які 
потім піддаються обробці та змінам, щоб визначити, як система реагує на 
зміни.  Переваги математичної моделі [8] полягають в тому, що з нею 
легше оперувати, її логічна структура більш визначена, на її основі легше 
простежити шлях від припущень до наслідків, які з них випливають. 
Серед статичних моделей найбільш розповсюдженими [9] є: «чорної 
скриньки», структури, структурної схеми. Серед динамічних моделей 
розрізняють [9] два типи динаміки системи: функціонування (система 
стабільно реалізує фіксовані цілі) та розвиток (при зміні цілей системи, 
змінюється її структура, а іноді й склад).  
Існують та достатньо добре досліджені такі динамічні моделі: логіко-
диференціальні, що застосовують апарат математичної логіки, теорії 
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ймовірностей та диференційних рівнянь; детерміновано-стохастичні, що 
застосовують апарат загальної алгебри і теорії ймовірностей; метод 
фазового укрупнення складних систем; інтегральні, що застосовують 
інтегральні рівняння та функціональний аналіз; L  – моделі, які засновані 
на теорії мов та інші [1].  
Для встановлення взаємозв’язку між значеннями параметрів 
динамічної системи у різні моменти часу розрізняють два основних 
підходи – класичний (застосовує формальні математичні моделі у вигляді 
рівнянь) та з позицій штучного інтелекту (застосовує бази знань, нейронні 
мережі, генетичні алгоритми), тощо. 
У методі групового обліку аргументів (МГОА) застосовують [10] дві 
основні структури генерації множини моделей, які потім оцінюють за 
критерієм селекції: комбінаторні (непорогові) алгоритмі МГОА с 
зануленням коефіцієнтів (при Nn ≤ ) та багаторядні, порогові алгоритми 
МГОА (при Nn > ).  
В роботі [10] розглянуто задачі самоорганізації математичної моделі 
оптимальної складності по невеликому числу досліджуваних даних в 
залежності від того, чи відносяться усі виміри до  однієї ж тієї точки 
простору (точкові моделі), або ж є дані про просторовий розподіл об’єктів 
моделі (просторові моделі). 
Модель, як відображення оригіналу, може бути [10] точковою або 
просторовою, одномірною, двомірною або багатомірною, алгебраїчною, 
інтегро-диференційною, гармонічною, диференціальною або різницевою. 
У зв’язку з все більш широким застосуванням паралельних та 
розподілених обчислювальних структур особу актуальність набувають [11] 
дискретні структури, які представляють паралельні процеси. Апаратом 
опису складних систем асинхронних взаємодіючих процесів та істотним 
паралелізмом є формальні системи типу мереж Петрі [11 – 13], які 
моделюють динамічні  властивості системи. 
 
Імітаційні моделі. Одним з самих розвинутих інструментів аналізу 
функціонування складних процесів та систем є імітаційне моделювання [4, 14], 
як найбільш розповсюджений   метод дослідження операцій та теорії 
управління. Імітаційні моделі значно гнучкіші від математичних в уявленні 
реальних систем, які розглядаються на елементарному рівні, однак це 
призводить до високих вимог до часових та обчислювальних ресурсів [14].  
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Імітаційні моделі [4, 14] можуть бути статичними або динамічними, 
детермінованими або стохастичними, безперервними або дискретними. 
Процес моделювання містить такі етапи [1, 14]: формалізація вихідної 
моделі, побудова математичної моделі, розв’язок моделі, доказ достатньої 
адекватності створеної моделі, реалізація рішень. 
Ефективні методи та засоби для моделювання складних систем і 
процесів при недостатніх та невизначених знаннях про систему надає 
нечітке моделювання [14, 15]. В роботі [16] виділено такі основні 
класифікаційні ознаки способів формалізації нечіткості:  
- по виду  представлення нечіткої суб’єктивної оцінки будь-якої 
величини (нечіткої множини); 
- по виду області значень функції належності; 
- по виду області визначення функції належності; 
- по виду відповідності між областю визначення та областю значень 
(однозначне, багатозначне); 
- по признаку однорідності або неоднорідності області значень 
функції належності. 
Для аналізу складних просторово розподілених об’єктів 
застосовують такі орієнтовані на знання [17, 18] методи та моделі, як 
продукційні моделі, семантичні мережі, фрейми, формальні логічні моделі.  
В даний час набувають широкого застосування мультіагентні 
технології [19], в тому числі для цілей моделювання земельних ресурсів 
[20], та їх застосування потребує більш глибоких досліджень. 
 
Геоінформаційні моделі. Вже отримали широке розповсюдження та 
продовжують розвиватися геоінформаційні системи [21] та технології для 
моделювання просторово розподілених динамічних систем. Основна 
перевага ГІС [22] полягає у їх здатності маніпулювати просторовими 
даними та виконувати їх аналіз. Основу геоінформаційної технології в 
задачах прийняття рішень [23] складають перетворення, які базуються на 
теоретико-множинних відношеннях, законах формальної логіки, 
алгоритмах обробки зображень, технологіях роботи з комп’ютерною 
графікою.  
Об’єктами геоінформаційного моделювання [23] можуть бути 
природні та суспільно-економічні геосистеми, їх геокомпонентні 
утворення, просторова (структура і організація, тополого-геометричні 
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форми просторових структур) та часова (статистика, динаміка, 
ретроспектива, сучасний стан, прогноз) визначеність. 
Об’єкти в ГІС можуть бути відображеними у дискретній та 
континуальній формах, в детермінованій, ймовірнісній та нечіткій [24] 
реалізаціях. Якісну визначеність може бути відображено у абсолютних та 
відносних показниках, в статиці та динаміці, в широкому діапазоні 
просторового та часового масштабу [23]. 
Розрізняють такі геоінформаційні моделі [22, 23]: описові 
(вербальні), математичні, знаково-графічні (карти, плани, діаграми, 
графіки), структурно-графічні моделі, електронно-графічні (цифрові та 
електронні карти, фотографічні), просторові (електронні карти, аеро- та 
космічні знімки), географічні (опис розміщення у просторі об’єктів, явищ 
та процесів), векторні (топологічні та нетопологічні), растрові. 
При векторному поданні [22] в якості елементарної моделі даних 
використовують послідовність координат, що утворюють лінію, при цьому 
точковий об’єкт можна представити як лінію нульової довжини, а 
контурний описати лінією, замкнутою саму на себе. Переваги векторної 
моделі [22]  полягають у тому, що вона організує простір в будь-якій 
послідовності та надає «довільний» доступ до даних, забезпечуючи при 
цьому більшу точність. Схематичний запис даних для лінії при векторному 
поданні [22]  має вигляд послідовності координат точок X , Y , що 
апроксимують її, при цьому опис лінійних об’єктів, тотожних межам, 
контурам і елементам лінійних мереж, не містить апарату опису 
топологічних відношень між лінійними об’єктами і є нетопологічним 
поданням, що породжує проблеми під час опису суміжних об’єктів. 
Векторну топологічну модель [22], необхідність якої у значній мірі 
визвано вимогами до опису контурних об’єктів, використовують для 
зберігання в запису взаємозв’язків об’єктів – топологічних відношень (тип 
сполучення дуг на перехрестях, суміжність між контурами), які містяться у 
базі даних сумісно з координатними даними. 
При растровому поданні в ГІС [22] весь об’єкт (територію) 
відображають як сукупність усереднених значень характеристик (колір, 
оптична щільність), отриманих для ділянок поверхні об’єктів в межах 
кожної чарунки регулярної просторової мережі. Растрова модель [22] 
забезпечує злиття позиційної та семантичної атрибутики растрового шару 
в одній прямокутній матриці, де позицію об’єкту визначено стовпцем та 
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строчкою, а семантику – значенням або кодом, що спрощує маніпуляцію 
об’єктами і аналітичні операції, проте потребує великих обсягів пам’яті та 
викликає, можливо, необхідність стиснення даних. 
Для відображення складної динамічної реальності з територіальним 
аспектом в її описі [22], застосовують топологічні просторові відношення, 
які відображають просторові відношення близькості та взаємного 
розташування у просторі об’єктів або їх частин, а також топологічні 
просторові ресурсні зв’язки, тобто такі відношення, які сумісно з 
просторовими топологічними відношеннями відображають ресурсні 
потоки, що відбуваються на території. 
Методи геоінформаційного моделювання характеризуються [23] 
сукупністю допустимих умов і правил здійснення перетворень над 
об’єктом. Геоінформаційна модель здатна відтворити задану та варіативну 
сутність об’єкта, його якісну, кількісну та структурну визначеність. 
Особливість ГІС полягає у наявності множини технологій просторового 
аналізу даних [22], наприклад, аналізу розміщення об’єктів у зв’язку з їх 
положенням відносно один одного. Геоінформаційне моделювання містить 
такі спеціальні технології просторового аналізу: геокодування, 
геогрупування, буферізація, генералізація, комбінування, узагальнення 
даних та інше [23, 25].  
В роботі [22] запропоновано таку класифікацію елементарних 
операцій геоінформаційного моделювання: 
- операції переструктуризації (з вектора у растр та навпаки, 
стиснення та розгортка растрових даних); 
- трансформування проекцій та координат; 
- обчислювальна геометрія (розрахунок площ, довжин, координат 
центроїдів полігонів, периметра та ін.); 
- оверлейні операції, які супроводжуються накладанням шарів з 
полігонами; 
- загальноаналітичні, графо-аналітичні та моделюючі функції 
(розрахунок побудови буферних зон, аналіз мереж, цифрове моделювання 
рельєфу). 
Методи геоінформаційного моделювання характеризуються 
сукупністю допустимих умов і правил здійснення перетворень над 
об’єктом геоінформаційного моделювання [21, 23, 26].  
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Важливим аспектом моделювання і аналізу складних об’єктів та 
систем є застосування апарата мереж Петрі (МП). МП [12] являють собою 
застосований до усіх систем інструмент графічного і математичного 
моделювання для опису та вивчення систем обробки інформації, водночас 
асинхронної, розподіленої, паралельної, не детермінованої та (або) 
стохастичної дії [27], і тому з успіхом застосовується при дослідженні 
складних систем у багатьох галузях. 
Важливим аспектом розвитку інформаційних технологій оцінювання 
станів складних об’єктів є впровадження геоінформаційних технологій та 
програмного середовища їх реалізації. Аналіз передових технологій ESRI 
[28] показав, що на цей час найбільш удосконаленими та 
розповсюдженими є системи ArcGIS. Геоінформаціні системи ArcGIS 
широко використовуються для моделювання та аналізу при розв’язанні 
наукових і практичних задач в різних галузях, зокрема, при створенні 
кадастрових систем та дослідженні динаміки процесу урбанізації. 
Демократизація геоданих – як їх повсюдне використання, так і їх 
повсюдне створення у глобальному масштабі – в найближчому 
майбутньому виллється у новий тип інфраструктури: геопросторову 
інфраструктуру [29]. По мірі просування людства від індустріальної 
економіки до інтелектуальної, заснованій на знанні економіки, його опора 
на фізичну інфраструктуру буде доповнено опорою на інтелектуальну 
інфраструктуру, ключовим компонентом якої стане географічне знання, 
тобто – весь накопичений масив інформації з просторовою компонентою, 
тобто з прямою або опосередкованою прив’язкою до конкретного місця 
положення та/або до території [29]. 
В перші 40 років свого розвитку ГІС спеціалізувалися на 
вимірюванні, аналізі, моделюванні та управлінні географічною 
інформацією [29], наступним  важливим кроком стане широкомасштабне 
використання цього масиву інформації, всього накопиченого та постійно 
поповнюваного геознання, як основи для прогнозування та проектування 
нашого майбутнього. Традиційно ГІС було орієнтовано на задачі аналізу та 
моделювання, нині ж відбувається переорієнтація ГІС на інтелектуальний 
підхід, заснований на глибокому розумінні ближчих та віддалених 
наслідків розробок та планів у відношенні суспільства та оточуючого 
середовища [29]. 
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В роботі [30] обґрунтовано, що при розробці нових інформаційних 
систем тільки сумісне використання  математичних моделей, алгоритмів та 
програм, дозволяє виділити головні проблеми, які необхідно розв’язати, а 
саме: створення моделей, що дозволяють застосовувати наукові методи 
перетворення інформації; розробка алгоритмів, які забезпечують 
застосування сучасних чисельних методів до розв’язання комплексу 
інформаційних задач; створення програм (для ЕОМ), які реалізують нову 
інформаційну технологію в тій чи іншій предметній галузі. 
 
Існуючі підходи та проблеми моделювання у задачах 
оперативного оцінювання станів складних об’єктів, що функціонують 
в умовах невизначеності. У цей час великого значення набуває 
використання технологій інтелектуальних систем прийняття рішень (ІСПР) 
для розв’язку об’ємних, важко формалізованих задач у різних предметних 
областях [31]. Такі задачі, як правило, характеризуються відсутністю або 
складністю формальних алгоритмів розв’язку [32], неповнотою і 
нечіткістю вихідної інформації [15, 33], нечіткістю досягнутих цілей. Дані 
особливості призводять до необхідності використання у процесі прийняття 
рішень знань, отриманих від людини-експерта в предметній області, і 
розробки ІСПР, що здійснюють збір та управління цими знаннями [34, 35], 
приймають рішення про оптимальний спосіб досягнення цілей в умовах 
неповноти та нечіткості [36, 37]. 
Суттєвий прорив у розвитку практичних додатків штучного 
інтелекту (ШІ) виник у США, коли до середини 1970-х років на заміну 
пошукам універсального алгоритму мислення прийшла ідея моделювати 
конкретні знання спеціалістів-експертів [38]. З’явилися перші комерційні 
системи, засновані на знаннях. Почав застосовуватися новий підхід до 
розв’язання задач ШІ – подання знань [17, 38]. Створені MYCIN [17] і 
DENDRAL [17], системи, що стали вже класичними діагностичними 
системами для медицини, хімії та геології. 
Нечіткі моделі [36, 39] знайшли широке практичне застосування під 
час побудови нечітких регуляторів, систем розпізнавання та обробки даних 
[40]. Моделювання реальних систем нечіткими моделями обґрунтовано 
тим, що нечіткі моделі, засновані на нечіткому логічному виведенні 
Мамдані [41, 42], є універсальними апроксиматорами функцій. 
Традиційно, під час ідентифікації систем, представлених нечіткими 
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моделями, використовується параметризація нечітких множин та 
оптимізація нечіткої моделі за цими параметрами. У роботі [15] був 
запропонований новий підхід до побудови нечітких моделей, заснований 
на параметризації нечітких операцій (кон’юнкцій), що використовуються в 
моделі, та оптимізації нечітких моделей за параметрами операцій «замість» 
або доповнення до оптимізації параметрів нечітких множин. У першому 
випадку нечіткі множини залишаються незмінними, що дає можливість 
зберегти експертні знання, представлені в нечітких множинах. У другому 
випадку помилка моделювання (апроксимації), що виникає під час 
обмежень на число нечітких множин та правил, що використовуються в 
моделі, може бути зменшена під час оптимізації параметрів операцій. 
Експериментальний аналіз по оптимізації нечітких моделей показав суттєві 
труднощі запропонованого підходу [43]. 
Завдяки зусиллям Бартоломея Коско [44], був досліджений 
взаємозв’язок нечіткої логіки та теорії нейронних мереж, доведена 
основоположна FAT-теорема [45] (Fuzzy Approximation Theorem), що 
підтвердила повноту нечіткої логіки. У роботі [46] описані положення 
теорії нечітких СКБД, здатних оперувати неточними даними, обробляти 
нечітко задані запити, а також використовувати якісні параметри поряд з 
кількісними. Розроблена нечітка алгебра дозволяє використовувати під час 
обчислення як точні, так і наближені значення змінних. 
Проблеми дослідження процесів прийняття рішень в складних 
умовах функціонування об’єкта займають особливе місце в інформаційних 
технологіях [47 – 49]. Існує сукупність методів [36, 50], які дозволяють 
ефективно приймати рішення при відомих та фіксованих параметрах. 
Основні труднощі виникають за умов невизначеності або нечітких даних 
та знань, що сильно впливає на процедури їх розв’язку. Проблема 
особливо відчутна в задачах оперативного оцінювання станів складних 
об’єктів, які знайшли своє застосування в різних галузях та 
зарекомендували себе, як ефективний апарат, для вирішення складних 
ситуацій. Прийняття рішень в умовах невизначеності та нечіткості подання 
взаємодіючих процесів потребує вирішення множини теоретичних та 
прикладних задач під час моделювання процедур нечіткого логічного 
виведення [51]. 
Важливим напрямком створення систем обчислювального інтелекту 
є нечіткі (фаззі) системи та засоби [52 – 54]. ІСПР здатні формалізовувати 
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нечітку інформацію [55 – 57] та обробляти її в рамках нечітких алгоритмів 
[41, 42]. Характерною особливістю таких систем є їх функціонування в 
умовах невизначеності нечіткого простору станів, яке визначається 
предметною областю. Такі системи зручно використовувати для 
розв’язання задач моделювання [31, 58] та ефективного застосування в 
різних предметних областях [49, 59]: біомедицинській діагностиці, 
керуванні мобільними роботами, нечітких онтологіях, унікальних 
високоавтоматизованих виробництвах, проектуванні будівельних робіт, 
системах екологічного моніторингу, надзвичайних ситуаціях техногенного 
характеру. 
Враховуючи підвищену увагу до нечітких систем, виникає 
необхідність розробки засобів їх моделювання та дослідження. В основі 
функціонування таких систем знаходяться нечіткі алгоритми [41]. Згідно 
[41], нечіткі алгоритми – це лінгвістичне формалізоване представлення 
поведінки системи. Нечіткі алгоритми реалізуються на основі нечітких 
змінних, нечітких відношень та процедур нечіткого логічного виведення. У 
ряді робіт, наприклад [60 – 62], отримані деякі важливі теоретичні та 
практичні результати щодо моделювання і дослідження нечітких 
алгоритмів. 
Важливим фактором для підвищення достовірності рішень, 
зниження моментів суб’єктивного характеру, що актуально для 
розглянутих областей, є застосування математичних методів [63], 
включаючи моделі та алгоритми м’яких обчислень [64]. 
Розвиток сучасних технічних і інструментальних засобів показав 
перевагу комп’ютерної обробки інформації [65] перед мисленням експерта. 
Використання традиційних методів [38, 66] (метод перебору, методи 
математичної статистики, булевої алгебри, прийняття рішень) на 
сьогоднішній день є недостатнім для задоволення вимог до якості 
сучасного оцінювання станів складних об’єктів. 
Існуючі підходи до моделювання нечітких процесів в умовах 
невизначеності базуються, зокрема, на основі нечітких мереж Петрі [67], 
нечітких інтервальних мереж Петрі [68, 69], нейро мереж [70], нейро-фаззі 
мереж Петрі [70]. Рішення [67, 70, 71] визначають процедури задач 
прийняття рішень без врахування невизначеності вихідних даних. 
У роботі [71] розглянуто особливості подання нечітких алгоритмів 
фрагментами класів інтегрованих нейро-фаззі мереж Петрі. Отримані 
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результати базуються переважно на застосуванні оператора Мамдані 
[41, 42] в процедурах нечіткого логічного виведення для моделювання 
нечітких відношень, що дещо звужує теоретичні та практичні можливості  
дослідження реальних об’єктів. Знаходження прийнятних рішень, як 
показав аналіз та існуючі підходи, наприклад [72], викликає значні 
труднощі, а часто і не дає задовільних результатів. Це пов’язано з тим, що 
в рішеннях [69, 72] пропонується врахування значень функцій належності, 
що обмежують нечіткий інтервал, а вигляд їх аналітичних форм не 
враховується. 
Найбільш гострим питанням є нечіткі структури, що використовують 
нечітке логічне виведення, яке базується на неадекватних вхідних даних, 
що виникають внаслідок ряду причин, серед яких [73, 74]: 
- неможливість постійного функціонування всіх підсистем, що 
містять знання; 
- недостатня кількість ресурсів часу, необхідного для виявлення всіх 
вхідних даних; 
- недостатня кількість обчислювальних ресурсів для обробки всіх 
вхідних даних; 
- неповнота та суперечливість вхідних даних в базах знань (БЗ). 
Очевидно, що всі вказані проблеми не будуть усунені найближчим 
часом. Практика розробки формальних БЗ показує, що в ряді задач 
актуальне застосування лінгвістичних змінних, а разом з ними і апарату 
нечіткої логіки [75, 76], необхідне для адекватного відображення 
предметної області. 
Складність інтелектуальних засобів та систем визначається 
особливістю об’єктів дослідження. Під час прийняття рішень у 
невизначеному середовищі виникає необхідність врахування нечітких 
властивостей об’єкта, заданих на деякому інтервалі значень лінгвістичних 
змінних [15], наприклад: «точність» задана на інтервалі «висока» – 
«середня»; «очікувані витрати» визначені на інтервалі «малі» – «середні», 
тощо. Такі постановки характерні для систем оцінювання станів складних 
об’єктів у реальному часі, прийняття рішень в умовах надзвичайних 
ситуацій, обробки та реалізації нечітких запитів в умовах невизначеності 
великих розподілених систем у середовищі Internet [17] і деяких інших 
систем.  
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Серед різноманітності предметних областей особливо актуальною є 
медицина. Існує багато публікацій, що містять опис автоматизації процесів 
збору та обробки медичної інформації, були розроблені спеціалізовані 
експертні системи типу MYCIN, ARAMIS, NEUREX, PUFF [17], але всі 
вони на сьогоднішній день базуються на застарілих підходах, а їх 
інформаційна база практично не обновлювалася. У процесі експлуатації ці 
системи показали себе не універсальними розробками, існувала проблема 
постановки діагнозу, так як пацієнт міг бути хворим декількома хворобами 
одночасно. Крім цього, до суттєвих недоліків MYCIN [17] слід віднести те, 
що описані не всі інфекційні захворювання крові, система також не 
розрахована на комерційне застосування. Це говорить про ряд суттєвих 
недоробок під час проектування, що знижує якість роботи даних систем. 
ІСПР в області медицини [77 – 80] є достатньо складними, так як 
включають в себе елементи гібридних [31], динамічних [31] і в деяких 
випадках розподілених експертних систем [34]. 
Проблеми з реалізацією таких систем пов’язані з невизначеністю, 
неточністю знань, з великою розмірністю предметної області [81]. 
Інтеграція інтелектуальних засобів з інформаційними системами, 
СКБД, системами пошуку та оптимізації процесів є основою створення 
інтелектуальних систем, які в свою чергу дозволяють розширити 
предметну область і функціональні можливості всієї системи[82]. Під час 
розробки архітектури розглянутих систем необхідно використовувати 
принципи їх побудови, це дає можливість отримати остаточний висновок з 
врахуванням всіх змін, що відбулися після початку розв’язання задачі. 
Сучасні розробки повинні також орієнтуватися на наявність ресурсів 
глобальної мережі Internet [17], за допомогою якої лікар може отримати 
необхідну інформацію та консультацію у провідних медичних центрах 
світу. Слід відмітити, що Internet є гіперболізованою складною 
інформаційною системою, риси різнорідності, розподіленості та 
неузгодженості якої зведені у ступінь. Все це дозволяє розглядати його, як 
складну інформаційну систему. Однак, виходячи із ситуації та місця, в 
якому опинився пацієнт, це, мабуть, єдиний найбільш доступний спосіб 
передачі та отримання даних. 
Існує ряд літературних джерел [83 – 85] присвячених так званим 
нечітким множинам та системам типу 1 і типу 2. Визначено, що 
використана в типі 1 функція належності нечіткої множини не містить 
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невизначеності на заданому інтервалі, тому для опису невизначеності 
заданого виду було введено тип 2, зокрема спеціальний інтервальний тип 2 
нечіткої множини. 
Нечіткі множини типу 2 [84] (рис. 1.2) представляють за допомогою 
двовимірного простору (перший порядок невизначеності нечіткого 
модельного ряду). 
 
 
Рисунок 1.2 – Нечіткі множини типу 2 
 
Як видно на рис. 1.2 [84], нижня функція належності (LMF) 
( ) Xx,xµA ∈∀′~  і верхня функція належності (UMF) ( ) Xx,xµA ∈∀′′~  є 
нечіткими множинами типу 1, причому 
 
( ) ( ) Xx,AUFOxµA ∈∀′=′ ~~ ,           (1.1) 
 
( ) ( ) Xx,AUFOxµA ∈∀′′=′′ ~~ .           (1.2) 
 
Для знаходження інтервального типу 2 області використовується 
операція об’єднання: 
 
( ) ( ) ( )[ ]xµ,xµAFOU AAXx ~~~ ′′′∪= ∈ .              (1.3) 
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Отже, можна використовувати нечітку математику типу 1 під час 
роботи з нечіткими множинами інтервального 2-го типу. 
У статті [84] для обробки функцій належності інтервального типу 2 
під час знаходження центру ваги (мас) використовують дисперсії, які 
вказують на наявність у системі ймовірнісних процесів. 
У роботі [85] показано, що нечіткі множини інтервального типу 2 
знаходять широке застосування в системі FLS (Fuzzy Logic Systems), яка 
базується на правилах нечіткої логіки та дозволяє змоделювати 
невизначеність. У FLS правила надаються експертами або взяті з даних, які 
виражаються у вигляді набору «IF – THEN» (якщо – то). Призначення 
системи FLS полягає в тому, щоб звести до мінімуму помилку функції. 
Методи, описані в [84, 85], застосовуються до нечіткої логіки типу 2, 
вони вимагають додаткових досліджень, та не відображають у повній мірі 
сутність  вирішуваної в монографії проблеми, в якій процеси представлені 
в нечіткому просторі станів з використанням нечіткої логіки типів 1 і 2. 
 
1.3 Нечітка логіка в моделях та методах оперативного 
оцінювання складних об’єктів 
 
Побудова моделей, здатних приймати правильні рішення в умовах 
неповної і нечіткої інформації, та використання їх у комп’ютерних 
системах представляють сьогодні одну із важливих проблем науки. Під час 
створення таких моделей використовують положення математичної теорії 
нечітких множин [64] та нечіткої логіки [86 – 88], які є узагальненнями 
класичної теорії множин і класичної формальної логіки. 
Першим серйозним кроком у цьому напрямку стала теорія нечітких 
множин, розроблена відомим американським професором Лотфі Заде. 
Його робота [89] заклала основи і засади моделювання інтелектуальної 
діяльності людини і стала поштовхом до розвитку нової математичної 
теорії та наукового напрямку під назвою «нечітка логіка». До досліджень в 
даній області призвела неякісна робота експертних систем. «Штучний 
інтелект», який легко справлявся з задачами керування складними 
комплексами, був безпорадним щодо висловлювання типу «Якщо X ,  
то Y ». Тому для розробки інтелектуальних систем, здатних адекватно 
взаємодіяти з людиною, виникла потреба у новому математичному апараті, 
який зміг би перевести неоднозначні життєві твердження в мову чітких та 
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формальних математичних формул. Роботи професора Лотфі Заде [15, 89] і 
його послідовників [37, 90] заклали фундамент нової теорії та створили 
передумови для впровадження методів нечіткого керування в інженерну 
практику. 
Апарат теорії нечітких множин [90], що продемонстрував ряд 
можливостей застосування в системах керування літальними апаратами, 
прогнозування підсумків виборів, виявився складним в реалізації. 
Враховуючи наявний рівень технологій, нечітка логіка зайняла своє місце 
серед таких спеціальних наукових дисциплін як експертні системи [17], 
нейроні мережі [70] і їх додатків. 
Подальший розвиток теорії нечіткої логіки спостерігався на початку 
80-х років, коли декілька груп дослідників (в основному із США та Японії)  
зайнялися створенням електронних систем різного застосування, що 
використовують нечіткі алгоритми керування. Одночасно стала 
приділятися увага питанням побудови експертних систем на нечіткій 
логіці, розробці нечітких контролерів. Нечіткі експертні системи для 
прийняття рішень знаходять широке застосування в медицині, бізнесі й 
економіці. Теоретичні основи цих досліджень були закладені в ранніх 
роботах Коско [60] та інших вчених. 
Результатом роботи Японської лабораторії LIFE (Laboratory for 
International Fuzzy Engineering) [60] була поява цілого ряду нових масових 
мікрочіпів, що базувалися на нечіткій логіці. Сьогодні їх можна знайти у 
пральних машинах та відеокамерах, цехах заводів і моторних відсіках 
автомобілів, у системах керування складськими роботами та бойовими 
вертольотами [60]. 
У США розвиток нечіткої логіки йде шляхом створення систем для 
великого бізнесу та військових. Нечітка логіка застосовується під час 
аналізу нових ринків, біржової гри, оцінки політичних рейтингів, вибору 
оптимальної цінової стратегії і т.д. 
Під час практичного застосування нечітких систем виникає цілий ряд 
проблем [91], зокрема: 
- нові архітектури комп’ютерів для нечітких обчислень; 
- елементна база нечітких комп’ютерів та контролерів; 
- інструментальні засоби розробки; 
- інженерні методи розрахунку та розробки нечітких систем 
керування. 
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Нечіткі множини. Нехай E  – універсальна множина, x  – елемент 
E , а R  – певна властивість. Звичайна (чітка) підмножина A  універсальної 
множини E , елементи якої задовольняють властивість R , визначається як 
множина впорядкованої пари [90]: 
 
}/)({ xxA Aχ= ,             (1.4) 
 
де )(xχA  – характеристична функція, що приймає значення 1, коли x  
задовольняє властивість R , і 0 – у іншому випадку. 
Нечітка підмножина відрізняється від звичайної (чіткої) тим, що для 
елементів x  із E  немає однозначної відповіді «ні» відносно властивості R . 
У зв’язку з цим, нечітка підмножина A~  універсальної множини E  
визначається як множина впорядкованої пари [9, 90]: 
 
}/)({~ ~ xxA Aµ= ,             (1.5) 
 
де )(~ xµA  – характеристична функція належності, що приймає значення в 
деякій впорядкованій множині M  (наприклад, ]1,0[=M ). 
Функція належності [90] вказує ступінь (рівень) належності 
елемента x  до підмножини A~ . Множину M  називають множиною 
належності. Якщо }1,0{=M , тоді нечітка підмножина A~  може 
розглядатися як звичайна (чітка) множина. 
Існують прямі та непрямі методи побудови функцій належності 
нечітких множин. 
Прямими методами [92] побудови функцій належності нечітких 
множин можна назвати випадки, коли експерт задає для будь-якого Ex ∈  
значення ( )xµA~  або визначає функцію належності. Як правило, прямі 
методи задавання функції належності використовуються для вимірних 
понять таких, як: швидкість, час, відстань, тиск, температура і т.д., тобто, 
коли виділяються полярні значення. 
У багатьох задачах під час характеристики об’єкта можна виділити 
набір ознак і визначити для них полярні значення, що відповідають 
значенням функції належності 0 або 1. 
 25 
Непрямі методи [92] визначення значень функції належності 
використовують у випадках, коли немає елементарних вимірних 
властивостей виявлення нечіткої множини, до них відносять методи 
попарних зрівнювань. Якби значення функцій належності були відомими, 
наприклад: 
 
iiA wxµ =)(~ , 1,2,...,ni = ,          (1.6) 
 
то попарні зрівнювання можна представити матрицею відношень 
 
}{~ ijaA = ,          (1.7) 
 
де jiij wwa =  (операція поділу). 
Під час опису об’єктів та явищ за допомогою нечітких множин 
використовується поняття нечіткої та лінгвістичної змінних. 
Нечітка змінна характеризується трійкою [64]: 
 
AXα ~,, ,         (1.8) 
 
де α  – ім’я змінної; 
X  – універсальна множина (область визначення α ); 
A~  – нечітка множина на X , що описує обмеження ( ( )xµA~ ) на значення 
нечіткої змінної α . 
Значеннями лінгвістичної змінної можуть бути нечіткі змінні, тобто 
лінгвістична змінна знаходиться на більш високому рівні, ніж нечітка 
змінна. 
Лінгвістичною змінною називається набір [64]: 
 
MGXTβ ,,,, ,               (1.9) 
 
де β  – ім’я лінгвістичної змінної; 
T  – множина її значень (терм-множина), що представляє імена нечітких 
змінних, областю визначення яких є множина X . Множина T  називається 
базовою терм-множиною лінгвістичної змінної; 
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G  – синтаксична процедура, що дозволяє оперувати елементами терм-
множини T , зокрема, генерувати нові терми (значення): 
 
( )TGT ∪ ,        (1.10) 
 
де ( )TG  – множина згенерованих термів. 
Множина (1.10) називається розширеною терм-множиною 
лінгвістичної змінної; 
M  – семантична процедура, що дозволяє перетворити нове значення 
лінгвістичної змінної, отримане процедурою G , у нечітку змінну, тобто 
сформувати відповідну нечітку множину. 
Щоб уникнути великої кількості символів, символ β  
використовують для назви змінної і всіх її значень або для позначення 
нечіткої множини і її назви. Наприклад, терм «молодий», є значенням 
лінгвістичної змінної =b «вік» та одночасно нечіткою множиною 
M~  («молодий»). 
Присвоєння декількох значень символам припускає, що контекст 
допускає невизначеності. 
Досягненням теорії нечітких множин є введення в ужиток нечітких 
чисел як нечітких підмножин спеціалізованого виду, що відповідають 
висловлюванням типу «значення змінної приблизно дорівнює a ». Такий 
опис дозволив спрогнозувати майбутні значення параметрів, які очікувано 
змінюються в установленому розрахунковому діапазоні. 
Нечітке число – це нечітка підмножина [92]  універсальної множини 
дійсних чисел, що має нормальну та випуклу функцію належності, тобто  
існує таке значення носія, в якому функція належності дорівнює одиниці, а 
також під час відступу від свого максимуму вліво або вправо функція 
належності спадає. 
 
Нечітке логічне виведення. Основою для проведення операції 
нечіткого логічного виведення [93] є база правил, що містить нечіткі 
висловлювання у формі «Якщо X , то Y » і функції належності для 
відповідних лінгвістичних термів. При цьому повинні дотримуватися такі 
умови [93]: 
а) існує хоча б одне правило для кожного лінгвістичного терму 
вихідної змінної; 
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б) для будь-якого терму вхідної змінної є хоча б одне правило, в 
якому цей терм використовується як передумова (ліва частина правила). 
В іншому випадку має місце неповна база нечітких правил [94]. 
Нехай в базі правил є m  правил виду: 
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(1.11) 
 
де kx  – вхідна змінна, 1,...,nk = ; 
y  – вихідна змінна; 
ikA
~
 – задані нечіткі множини з функціями належності, 1,...,mi = . 
Результатом нечіткого логічного виведення є чітке значення змінної 
∗y  на основі заданих чітких значень kx , 1,...,nk = . 
Нечіткими висловлюваннями [64] будемо називати висловлювання 
такого виду: 
а) висловлювання 
 
βєβ ′ ,        (1.12) 
 
де β  – ім’я лінгвістичної змінної; 
β′  – значення лінгвістичної змінної, якому відповідає нечітка множина на 
універсальній множині X . 
Наприклад, висловлювання <тиск великий> передбачає, що 
лінгвістичній змінній «тиск» надане значення «великий», для якого на 
універсальній множині X  змінної «тиск» визначена, відповідно даному 
значенню «великий», нечітка множина; 
б) висловлювання 
 
βmєβ ′ ,         (1.13) 
 
де m  – модифікатор, якому відповідають слова «дуже», «більше або 
менше», «набагато більше» та інші; 
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в) складні висловлювання, що отримані з висловлювань а) і б), а 
також союзів «і», «або», «якщо …, тоді …», «якщо …, тоді …, інакше …». 
Якщо значення фіксованої лінгвістичної змінної відповідають 
нечітким множинам однієї універсальної множини X , то можна 
ототожнювати модифікатори «дуже» або «ні» з операціями «CON» і 
«доповнення», а союзи «і», «або» з операціями «перетину» і «об’єднання» 
нечітких множин [90, 95]. 
 
Нечіткі множини в системах керування. Найбільш важливим 
застосуванням теорії нечітких множин є контролери нечіткої логіки [64]. Їх 
функціонування відрізняється від роботи звичайних контролерів, так як 
для опису системи використовуються знання експертів, які можуть бути 
подані за допомогою лінгвістичних змінних, що описані нечіткими 
множинами. 
Загальна структура мікроконтролера [45], що використовує нечітку 
логіку, містить: блок фаззіфікації, базу знань, блок рішень, блок 
дефаззіфікації. Блок фаззіфікації перетворює чіткі величини, виміряні на 
виході об’єкта керування, у нечіткі величини, які описані лінгвістичними 
змінними в базі знань. Блок рішень використовує нечіткі правила, 
закладені в базу знань, для перетворення нечітких вхідних даних у 
необхідні керовані впливи, які також носять нечіткий характер. Блок 
дефаззіфікації перетворює нечіткі дані з виходу блока рішень у чітку 
наближену величину, яка використовується для керування об’єктом. 
Як приклад відомих мікроконтролерів, що використовують нечітку 
логіку, можна назвати 68HC11, 68HC12 фірми Motorola, MCS-96 фірми 
Intel [60]. 
Всі системи з нечіткою логікою функціонують за одним принципом: 
покази вимірювальних приладів фаззіфікуються (перетворюються в 
нечіткий формат), обробляються, дефаззіфікуються і у вигляді звичайних 
сигналів подаються на виконавчі пристрої. 
Розглянемо механізм нечіткого логічного виведення, який у 
загальному випадку включає чотири етапи (рис. 1.3) [92, 93]: введення 
нечіткості (фаззіфікація), нечітке логічне виведення, композиція та 
приведення до чіткості (дефаззіфікація). 
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Рисунок 1.3 – Система нечіткого логічного виведення 
 
Алгоритми нечіткого логічного виведення розрізняють, головним 
чином, за використаними правилами, логічними операціями та 
різновидами методів дефаззіфікації. Набули широкого використання 
моделі та методи нечіткого логічного виведення Мамдані, Сугено, 
Ларсена, Цукамото [41, 42]. 
Механізм Мамдані [41, 42] є найбільш розповсюдженим способом 
логічного виведення у нечітких системах. У ньому використовується 
мінімаксна композиція нечітких множин. Даний механізм включає у себе 
таку послідовність дій: 
а) процедура фаззіфікації: визначаються ступені істинності, тобто 
значення функцій належності для лівих частин кожного правила 
(передумов). Для бази правил з m  правилами (1.11) позначимо ступені 
істинності як: 
 
( )kik xA~ ,      (1.14) 
 
де 1,...,mi = , 1,...,nk = ; 
б) нечітке логічне виведення. Спочатку визначаються рівні 
«відсікання» для лівої частини кожного із правил: 
 
( )( )kik
i
i xAminα
~
= .            (1.15) 
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Далі знаходяться «відсічені» функції належності: 
 
( ) ( )( )yB,αminyB ii
i
i
~~
=
∗ ;       (1.16) 
 
в) композиція або об’єднання отриманих «відсічених» функцій. Для 
цього використовується максимальна композиція нечітких множин: 
 
( ) ( )( )yBmaxyMF i
i
∗
=
~
,      (1.17) 
 
де ( )yMF  – функція належності підсумкової нечіткої множини. 
г) дефаззіфікація або приведення до чіткості. Існує декілька методів 
дефаззіфікації, наприклад: метод центру мас, метод екстремумів, метод 
середнього центру, центроїдний метод (1.17). Геометричний зміст такого 
значення – центр мас для кривої деякої ( )yMF . 
Метод центру мас [41]: 
 
  
∑
∑
=
=
⋅
=
n
i
i
n
i
ii
S
Sy
y
1
1
0
0 ,           (1.18) 
 
де 0y  – дефаззіфіковані значення центру мас; 
0iy  – центр ваги Ii ∈  елементарної фігури, || In = ; 
iS  – площа Ii ∈  елементарної фігури. 
 
Адаптивні нечіткі системи. Класичні нечіткі системи мають 
недолік пов’язаний з тим, що для формулювання правил та функцій 
належності необхідно залучати експертів тієї або іншої предметної області, 
що не завжди вдається забезпечити. Адаптивні нечіткі системи [64] 
вирішують цю проблему. В них підбір параметрів нечіткої системи 
проходить у процесі навчання на експериментальних даних. Алгоритми 
навчання адаптивних нечітких систем [60, 64] відносно трудомісткі та 
складні і, як правило, складаються із двох стадій: генерації лінгвістичних 
правил та корекції функцій належності. Перша задача відноситься до 
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задачі перебірного типу, друга до оптимізації у неперервних просторах. 
При цьому виникає протиріччя: для генерації нечітких правил необхідні 
функції належності, а для проведення нечіткого логічного виведення – 
правила. Крім цього, під час автоматичної генерації нечітких правил 
необхідно забезпечити їх повноту та несуперечливість. 
Значна частина методів навчання нечітких систем використовує 
генетичні алгоритми (Genetic Fuzzy Systems) [54, 96]. 
 
Переваги нечітких систем. Нечіткі системи мають такі 
переваги [34]: 
- можливість оперувати нечіткими вхідними даними. Наприклад, 
безперервно змінні у часі значення (динамічні задачі), значення, яі 
неможливо задати однозначно (результати статистичних опитувань, 
рекламні компанії і т.д.); 
- можливість нечіткої формалізації критеріїв оцінки і порівняння; 
оперування термами «більшість», «можливо», «переважно» і т.д.; 
- можливість проведення якісних оцінок як вхідних даних, так і 
вихідних результатів. Оперування не тільки значеннями даних, але і  
ступенями достовірності та їх розподілом; 
- можливість проведення швидкого моделювання складних 
динамічних систем і їх порівняльний аналіз з заданим ступенем точності. 
Оперуючи принципами поведінки системи, описаними fuzzy-методами, не 
витрачається багато часу на знаходження точних значень змінних та 
складання рівнянь. Можна також оцінити різні варіанти вихідних значень. 
Під час моделювання систем з використанням нечітко-множинних 
описів можна виділити ряд переваг [34], а саме: 
- нечіткі множини ідеально описують суб’єктивну активність особи, 
що приймає рішення (ОПР). Невпевненість експерта в оцінці може 
моделюватися функцією належності, носієм якої виступає допустима 
множина значень фактора, що аналізується. ОПР отримує можливість 
кількісної інтерпретації ознак сформульованих якісно в термінах 
природної мови; 
- нечіткі числа (різновид нечітких множин) ідеально підходять для 
планування факторів у часі, коли їх майбутня оцінка ускладнена (розмита, 
не має достатніх ймовірнісних підстав). Таким чином, усі сценарії за 
темою або іншими окремими факторами можуть бути зведені в один 
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зведений сценарій у формі трикутного числа, де виділяють: мінімально 
можливе, найбільш очікуване та максимально можливе значення фактора. 
При цьому ваги окремих сценаріїв у структурі зведеного сценарію 
формалізуються як трикутна функція належності рівня фактора нечіткій 
множині «приблизної рівності середньому». 
 
Застосування нечітких систем. Широко відомими на сьогоднішній 
день є такі системи, створені на основі нечіткої логіки [64]: 
- CubiCalc 2.0 RTC – одна із потужних комерційних експертних 
систем на основі нечіткої логіки, що дозволяє створювати власні прикладні 
експертні системи; 
- CubiQuick – дешева «університетська» версія пакета CubiCalc; 
- RuleMaker – програма автоматичного вияву нечітких правил із 
вхідних даних; 
- FuziCalc – електронна таблиця з нечіткими полями, що дозволяє 
робити швидкі оцінки при неточних даних без накопичення похибки; 
- OWL – пакет, що містить вихідні тексти всіх відомих видів 
нейронних мереж, нечіткої асоціативної пам’яті і т.д. 
Основними користувачами нечіткої логіки є банкіри та фінансисти, 
задачі яких потребують щоденного прийняття правильних рішень у 
складних умовах непередбачуваного ринка, а також спеціалісти в області 
політичного і економічного аналізу. Вони використовують CubiCalc для 
створення моделей різних економічних, політичних, біржових ситуацій. 
Пакет FuziCalc знайшов своє застосування у банкірів та спеціалістів по 
надзвичайним ситуаціям, тобто тих, для кого важлива швидкість 
проведення розрахунків в умовах неповноти і неточності вхідної 
інформації. Однак, можна з впевненістю сказати, що епоха розквіту 
прикладного використання нечіткої логіки на вітчизняному ринку ще 
попереду. 
Сьогодні елементи нечіткої логіки можна знайти в десятках 
промислових виробів – від систем керування електропоїздами та бойовими 
вертольотами до пилососів та пральних машин. Без застосування нечіткої 
логіки немислимі сучасні ситуаційні центри керівників західних країн, де 
приймаються ключові політичні рішення і моделюються різні кризові 
ситуації. Одним із вражаючих прикладів масштабного застосування 
нечіткої логіки стало комплексне моделювання системи охорони здоров’я 
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та соціального забезпечення Великобританії (National Health Service – 
NHS), яке вперше дозволило точно оцінити та оптимізувати витрати на 
соціальні потреби. 
Когнітивними нечіткими схемами зацікавилися промислові гіганти 
США. Motorola, General Electric, Otis Elevator, Pacific Gas & Electric, Ford 
та інші на початку 90-х років розпочали інвестувати розробки, що 
використовували нечітку логіку. Маючи солідну фінансову підтримку, 
фірми, що спеціалізуються на нечіткій логіці, отримали можливість 
адаптувати свої розробки для широкого кола застосувань. 
Серед лідерів нового ринка виділяється американська компанія 
HyperLogic. Спочатку компанія спеціалізувалася на нейронних мережах, 
але невдовзі цілком сконцентрувалася на нечіткій логіці. Друга версія 
пакета CubiCalc фірми HyperLogic є однією із потужних експертних систем 
на основі нечіткої логіки. Пакет містить інтерактивну оболонку для 
розробки нечітких експертних систем та систем керування, а також run-
time модуль, що дозволяє оформлювати створені користувачем системи у 
вигляді окремих програм. 
На принципах нечіткої логіки створений і один із російських 
програмних продуктів – відомий пакет «Бізнес-прогноз». Призначення 
цього пакету – оцінка ризиків та потенціальної прибутковості різних 
бізнес-планів, інвестиційних проектів і просто ідей по розвитку бізнесу. 
Програма передбачає ряд питань, що допускають як точні кількісні 
відповіді, так і наближені якісні оцінки типу: «малоймовірно», «ступінь 
ризику висока» і т.д. Узагальнивши всю отриману інформацію у вигляді 
єдиної схеми бізнес-проекту, програма не тільки виносить заключний 
вердикт про ризикованість проекту і очікувані прибутки, але і вказує 
критичні точки та слабкі місця. 
До недоліків існуючих нечітких систем слід віднести [53, 60]: 
- відсутність стандартної методики конструювання нечітких систем; 
- неможливість математичного аналізу нечітких систем відомими 
методами; 
- застосування нечіткого підходу не завжди призводить до 
підвищення точності обчислень. 
Узагальнюючи вищесказане, необхідно відмітити, що використання 
нечіткої логіки для підвищення достовірності прийнятих рішень про стани 
складних об’єктів підтверджує актуальність теми монографії. 
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1.4 Постановка задачі дослідження 
 
В результаті змістовного аналізу методів оцінювання складних 
просторово розподілених об’єктів, які характеризуються просторовим та 
функціональним розподілом, асинхронною взаємодією процесів, 
представлених на множині відношень «умова-дія» [6, 9], визначено, що 
існує множина методик оцінювання станів таких об’єктів. До них, в першу 
чергу, слід віднести детерміновані, ймовірнісні, експертні, ієрархій, а 
також ті, що ґрунтуються на методах багатокритеріальної оптимізації, 
нечітких множин, нечітких мереж Петрі, нечіткої логіки.  
Очевидно, що існуючі методи [97] об’єктно-орієнтовані та їх 
ефективність багато в чому залежить від предметної області. Оцінювання 
станів таких об’єктів є важливою та актуальною проблемою. 
Однак, вимоги до підвищення достовірності в умовах жорстких 
обмежень на обчислювальні ресурси та специфіка предметної області, 
визивають необхідність створення та дослідження таких моделей. 
Розглянемо формальні аспекти. Вихідними даними для розв’язання 
задач прийняття рішень в умовах невизначеності є: 
- нечіткий простір станів, заданий на множині відношень «умова –
 дія» та визначає вихідний стан складного об’єкта: 
 
IiQi ∈},~{ ,         (1.19) 
 
де }~{ iQ  – множина процесів вихідних станів об’єктів; 
I  – множина індексів процесів вихідних станів об’єктів; 
- досліджувані взаємодіючі процеси носять асинхронний характер та 
функціонують в розподіленому нечіткому просторі станів (1.19): 
 
Kk,Πk ∈}~{ ,          (1.20) 
 
де }~{ kП  – множина процесів; 
K  – множина індексів процесів; 
- об’єкт функціонує в умовах нечіткості даних та знань, що 
визначають вихідний стан складних об’єктів (1.19); 
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- визначена множина функцій належності процесів (1.20): 
Ii,ki ∈)}({µ ,           (1.21) 
 
де iµ  – множина функцій належності;  
k  – деяка змінна, що визначає значення функцій належності. 
Компоненти із (1.21): 
 
)}({)( kk ii µµ ∈            (1.22) 
 
визначені на деякому нечіткому інтервалі і дозволяють отримати нові 
(часто неточні або наближені) дані, які потребують подальших досліджень. 
Як коефіцієнти впевненості KU  запропонувати та обґрунтувати міру 
на основі лінійного індексу нечіткості функцій належності )(2 •d
n
 як 
об’єктивну міру впевненості у задачах нечіткого логічного виведення. 
Тоді 
 
KUd
n
→←• ≈)()(2 ,    (1.23) 
 
де →← ≈)(  – визначає у даному випадку ознаку деякого наближення, 
причому 
 
ε≤→← ≈)( ,        (1.24) 
 
де ε  – деяка міра наближення. 
Нехай існує множина взаємодіючих динамічних просторово 
розподілених об’єктів [98] 
 
})({}{ αα OAA ⊇ , Α∈α ,       (1.25) 
 
де α)(OA  – множина актуальних об’єктів; 
A  – множина індексів об’єктів. 
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Просторове положення об’єкта (1.25) представлено у вигляді 
відношень 
 
∅≠×× ZYXZYXR ),,,( ,         (1.26) 
 
де ),,( ZYXR  – множина відношень на декартових добутках, у яких 
визначено значення координат об’єктів, причому 
 
JjOAaa jj ∈∈∀ ),(, , 
 
визначено на множині простору станів BG ∈ββ },{  розподілених об’єктів, 
які функціонують у часі τ . 
При функціонуванні одного об’єкта та взаємодії об’єктів (1.25) 
виникає складна просторово розподілена асинхронна взаємодія 
динамічних процесів 
 
,},{Pr Jjj ∈      (1.27) 
 
де jPr  – динамічні процеси, що відбуваються у об’єктах )(OA  та 
призводять до зміни їх станів; 
J  – множина індексів процесів, які можуть носити детермінований 
характер D , ймовірнісний характер P , нечіткий характер F~ , при цьому 
часто є невизначеними та суперечливими. 
Процеси (1.27) відображають дані ,Dt  знання Kn  про предметну 
область, їх складну асинхронну взаємодію представлено на множині 
відношень «умова )(C » – «дія )(A »: 
 
),( ADtCDtR , ),( AKnCKnR .                 (1.28) 
 
При оцінюванні об’єктів (1.25) предметної області слід враховувати 
вплив на них множини факторів },{ kФ  Kk ∈ , які функціонують в 
нечіткому просторі станів [99]. 
Необхідно визначити стан об’єкта (1.25) з координатами ),,( ZYXR  
на множині простору станів }{ βG  з урахуванням множини факторів }{ kФ  
та множини динамічних процесів }{Pr j . 
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Виходячи з особливостей предметної області досліджень, необхідно 
побудувати знання орієнтовану модель ΣS
~
 для об’єктів (1.25) з 
урахуванням характеру процесів (1.27) взаємодії об’єктів множини (1.25). 
Зважаючи на важливість для предметної області просторових 
характеристик [100], які змінюються у часі, рішення повинні бути 
орієнтовані на сучасні геоінформаційні технології, що  дозволяють 
виконувати просторову та часову прив’язку об’єктів, розв’язувати 
розподілені задачі. З усієї множини процесів, що відбуваються у системі, 
засобами ГІС-технологій можна представити  
 
}{}{ )( jGIS rPrP ⊆ .    (1.29) 
 
Згідно (1.27), процеси в об’єктах (1.25) можуть бути представлені 
детермінованими D , ймовірнісними P  та нечіткими моделями F~  [101, 102].  
Як теоретичну базу моделювання та оперативного оцінювання станів 
складних об’єктів необхідно: 
- розробити подальше розширення нечіткої мережевої моделі на 
основі нечіткої інтервальної інтегрованої кольорової мережі Петрі 
(НІІКМП), яке дозволить створити нечітку мережеву модель, що володіє 
природною формалізацією та інтерпретацією, простотою опису і 
моделювання взаємодіючих нечітких динамічних процесів, визначених на 
множині відношень «умова – дія» з врахуванням реальних параметрів, 
характеристик, показників та обмежень предметної області; 
- розробити метод нечіткого логічного виведення та здійснити його 
моделювання на основі процесів, поданих у нечіткому просторі станів за 
допомогою нечіткої логіки; 
- розробити розширений метод налаштування параметрів функцій 
належності у системах нечіткого логічного виведення, нечітких баз знань (БЗ). 
З використанням теоретичних положень необхідно розробити і 
обґрунтувати: 
- підходи до розв’язання прикладних задач у предметних областях 
комп’ютерного оперативного оцінювання станів складних об’єктів, що 
функціонують в умовах невизначеності вихідних даних та знань; 
- інструментальні засоби інтелектуальної системи оперативного 
оцінювання станів складних об’єктів; 
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- програмну реалізацію системи оперативного оцінювання станів 
складних об’єктів. 
Серед споживачів цих досліджень можуть бути представники різних 
предметних областей, що використовують у своїй роботі нечіткі дані. 
Слід підкреслити, що ефективне впровадження розробок, заснованих 
на положеннях нечіткої логіки, є трудомістким та наукомістким процесом, 
автоматизація якого дозволить звільнити значні обчислювальні ресурси. 
 
Висновки до розділу 1 
 
1. Виконано аналітичний огляд проблем та підходів до оцінювання 
станів просторово розподілених об’єктів, який показав, що підходи до 
оцінювання станів таких об’єктів, як територіальні ресурси, досліджено та 
вивчено недостатньо. В результаті змістовного аналізу методів і моделей 
оцінювання станів складних просторово розподілених об’єктів, визначено, 
що існуючі методи об’єктно-орієнтовані та їх ефективність багато в чому 
залежить від предметної області. Підвищення достовірності оцінювання 
станів таких об’єктів в умовах жорстких обмежень на обчислювальні та 
часові ресурси є важливою та актуальною проблемою.  
Визначено, що для предметної області важливі просторові 
характеристики об’єктів, які змінюються у часі, тому рішення повинні 
бути орієнтовані на сучасні геоінформаційні технології. З огляду на те, що 
якісні характеристики об’єктів предметної області слабо формалізовані та 
взаємодія процесів у них відбувається в умовах невизначеності, доцільно 
виконувати оцінювання з застосуванням методів нечіткої логіки та знання 
орієнтованих технологій. Виконано змістовний аналіз основних положень 
комп’ютеризації оцінювання територій регіону, визначено його важливість 
та актуальність. 
2. У результаті аналітичного огляду існуючих підходів до 
моделювання нечітких процесів оперативного оцінювання станів складних 
об’єктів, що функціонують в умовах невизначеності на основі нечітких 
мереж Петрі, нечітких інтервальних мереж Петрі, нейро-фаззі мереж Петрі, 
визначено, що існуючі моделі нечітких кольорових мереж Петрі 
враховують тільки значення функцій належності, а не їх аналітичну форму, 
це дозволяє говорити про значне зниження якості прийнятих рішень. 
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Розглянуто проблеми моделювання процесів оперативного 
оцінювання станів складних об’єктів, що функціонують в умовах 
невизначеності, які, перед усім, пов’язані з невизначеністю, неточністю 
знань, з великою розмірністю предметної області. Для усунення таких 
проблем та підвищення достовірності рішень, що приймаються, виникла 
необхідність у розробці нових методів, моделі та підходів, а також у 
побудові інструментальних засобів інтелектуальної системи оперативного 
оцінювання станів складних об’єктів з використанням сучасних 
інформаційних технологій. 
3. Досліджені особливості розвитку методів, моделей та 
інструментальних засобів на основі нечіткої логіки у складних об’єктах. 
Аналіз показує, що в розглянутій області ще не запропоновано таких 
інтелектуальних рішень, які підходили б до будь-якого класу задач.  
Проаналізовано використання нечіткої логіки під час розробки 
методів та побудови моделей оперативного оцінювання станів складних 
об’єктів, виділені переваги і недоліки нечітких систем, заснованих на 
знаннях. Обґрунтована актуальність задач, що вирішуються, яка полягає у 
необхідності застосування лінгвістичних змінних, а разом з ними і апарата 
нечіткої логіки для адекватного відображення предметної області. 
4. Сформульовано постановку задач дослідження, які спрямовані на 
розв’язання багатокритеріальної задачі на множині компонент гібридної 
моделі, побудову моделі подання нечітких процесів, розробку метода 
нечіткого логічного виведення і його моделювання на основі цих процесів 
при оцінюванні просторово розподілених об’єктів. Вирішення поставлених 
задач призведе до зниження затрат на ресурси під час розробки і реалізації 
методів та нечітких мережевих моделей. 
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2 МОДЕЛІ СТАНІВ ПРОЦЕСІВ СКЛАДНИХ ОБ’ЄКТІВ 
 
2.1 Моделі процесів оцінювання станів складних просторово 
розподілених об’єктів 
 
Формальна модель прийняття рішень про стан складних 
об’єктів. Важливим аспектом створення і реалізації сучасних 
інформаційних технологій є дослідження задач управління в умовах 
невизначеності даних і знань. Такі задачі отримали значний вплив у 
зв’язку з розвитком комп’ютерних технологій, розподілених систем міні-, 
мікро-ЕОМ [2]. Складні просторово розподілені об’єкти, до яких, у першу 
чергу, слід віднести телекомунікаційні мережі, земельні угіддя, міські 
ресурси, об’єкти спеціального призначення, що характеризуються 
просторовою асинхронною взаємодією, паралельною обробкою даних і 
знань при прийнятті відповідальних рішень, функціонують в умовах 
апріорної невизначеності, з впливом суб’єктивного фактора [6].  
 
Моделі об’єкта. Розглянемо особливості подання об’єктів на моделі. 
Нехай існує множина об’єктів. Елементи множини (1.25) 
характеризуються деякими координатами ZYX ,, , і деякими, пов’язаними 
з координатами об’єкта, процесами й ознаками. 
Такі об’єкти виконують свої функції на множині взаємодіючих 
динамічних процесів, що носять детермінований ( D ), ймовірнісний або 
стохастичний ( P ), нечіткий )~(F  характери [101].  
Процеси управління і прийняття рішень D , P  достатньо досліджено 
у науковій літературі [103]. Проте, проблема зниження рівня 
невизначеності лишається актуальною і потребує додаткових досліджень. 
 
Моделі процесів. Дослідження показали [101], що класифікацію 
математичних моделей взаємодіючих процесів може бути подано у такому 
вигляді (рис. 2.1). 
Детерміновані D-моделі при розв’язанні поставлених задач за звичай 
включають предикатні МП [12] і МП з розширеннями [13]. Проте, 
детерміновані моделі носять обмежений характер у зв’язку з їх 
функціональною і структурною недосконалістю. 
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Рисунок 2.1 – Класифікація моделей 
 
Ймовірнісні Р-моделі охоплюють, за звичай, більш ширший клас 
об’єктів і процесів. Для ймовірнісних Р-моделей характерними і найбільш 
вивченими є технології Graphical Evaluation and Review Technique  
(ГЕРТ-технології). Проте вимоги обліку функції розподілу на часових 
інтервалах у таких моделях не завжди дозволяють адекватно відображати 
об’єкти і процеси [104]. 
Нечіткі F-моделі відображають широкий клас відносно слабо 
вивчених об’єктів і процесів. Характерними для таких моделей є правила 
типу «якщо, то» і нечіткі МП [6, 9], подані на множині відношень  
«умова – дія». 
Змістовний аналіз постановки задачі (підрозділ 1.4) дозволяє нам 
представити узагальнену структуру розв’язку прикладних задач (рис. 2.2). 
Розглянемо формальну модель прийняття рішень [6, 9] про стан 
складних об’єктів, що характеризуються просторовим і функціональним 
розподілом, асинхронною взаємодією процесів, поданих на множині 
відношень «умова – дія». 
Існує множина методик оцінювання станів таких об’єктів. До них, у 
першу чергу, слід віднести детерміновані, ймовірні, експертні, ієрархій, а 
також, засновані на методах багатокритеріальної оптимізації, нечітких 
множин, нечітких МП, нечіткої логіки. 
Проте, вимоги щодо підвищення вірогідності прийняття рішень в 
умовах жорстких обмежень на обчислювальні ресурси викликають 
необхідність створення і дослідження таких моделей. 
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Методи розв’язання прикладних задач
Логіка управління потоками процесів
Інформаційна технологія процесів оцінювання 
просторово розподілених ресурсів
Звітні дані
 
 
Рисунок 2.2 – Структура процесу реалізації задачі оцінювання об’єкта 
 
Стратегію розв’язку таких задач може бути подано у вигляді [105, 106]: 
 
,
)(
Np
R SSS ∪=               (2.1) 
 
де )(RS – множина усіх рішень; 
PS  – множина рішень в умовах повної визначеності; 
NS  – множина рішень в умовах невизначеності; 
символ ∪  в (2.2) несе додаткову функціональність, що не дозволяє, 
зазвичай, об’єднувати множини PS , NS . 
Існує множина визначених рішень  
 
{ } IiSS iP ∈= ,             (2.2) 
 
і множина рішень, що характеризуються невизначеністю 
 { } JjSS jN ∈= , .              (2.3) 
 43 
Тоді результат моделювання можна представити у вигляді 
сукупності  
 
{ } ,bi SS ∪            (2.4) 
 
де bS  – рішення кількісних оцінок. 
Модель (2.3) представимо у вигляді 
 
( ) { } ,/,~~ thenifSS kN =                   (2.5) 
 
де ( )kS~ – розширена нечітка мережева модель на основі модифікації 
предикатних МП; 
{ }thenif /  – модель нечітких знань Заде-Мамдані. 
Нечітку мережеву модель на основі предикатних МП визначено як:  
 
( ) ( )
,
~
,
~
,
~
,
~
,
~
,
~~
0
GIS
kn
k PPMFTPS =                     (2.6) 
 
де P~  – кінцева множина нечітких позицій; 
T~  – кінцева множина нечітких переходів; 
F~  – нечітка функція інцидентностей – ( ) ( )PTTPF ~~~~:~ ×∪× ; 
0
~M  – вектор нечіткого початкового маркування нечітких позицій P~ ; 
nP
~
 – предикати, що відносяться до логічних рішень; 
( )GIS
kP
~
 – предикати, що відносяться до просторових рішень, отриманих 
засобами ГІС-технологій. 
Комплекс моделей (2.1) – (2.6) було застосовано у задачах 
моделювання кадастрових систем. 
Промислова експлуатація і дослідження формальної моделі 
прийняття рішень про стан складних об’єктів підтвердили ефективність і 
перспективність пропонованого підходу, проте лишаються актуальними 
питання моделювання с метою зниження рівня невизначеності. 
Постановка задачі. Виходячи з постулату про моделювання, як 
процесу зменшення рівня невизначеності системи [107], розглянемо деякі 
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особливості реалізації таких моделей на основі гібридизації підходів до 
побудови ефективних методів та моделей. 
Нехай існує множина взаємодіючих динамічних об’єктів (1.25). 
Під час взаємодії об’єктів (1.25) виникає складна просторово 
розподілена асинхронна взаємодія динамічних процесів (1.27) на 
відношеннях «умова – дія» (1.28).  
Необхідно запропонувати, дослідити та обґрунтувати: 
- гібридну модель, яка описує об’єкти (1.25) та процеси (1.27); 
- інтеграцію процесів та об’єктів на множині відношень (1.28); 
- умови досяжності на множині компонент моделі. 
Запропоновані рішення повинні бути орієнтовані на сучасні 
геоінформаційні технології. 
 
Розробка моделі аналізу динамічних просторово розподілених 
об’єктів. Базою для створення моделей процесів на множині відношень 
«умова – дія» обрано розширення мережевих моделей, в основі яких є 
технології МП [108, 109]. 
МП є орієнтованим дводольним мультіграфом, простір станів якого 
повністю визначає стан об’єкту моделювання [108]. МП дозволяють 
враховувати паралелізм у процесах, складну асинхронну взаємодію 
динамічних процесів, що робить їх ефективними у задачах аналізу 
дискретних процесів різного походження .
~
,, FPD  
У роботі [110] для розв’язання поставлених задач достатньо 
ефективно було застосовано моделі на основі кольорових МП, які при 
великій розмірності вирішуваних задач дозволяють істотно знизити їх 
розмірність 
 
( ) ( ) ( ) ( ) ( ) ( ) { } >=< KVCxLfMfMfcFTPfcS uCCMM ~,~,~,,~,~,~,~,~~ 0 ,     (2.7) 
 
де P~ – множина  нечітких позицій, які можуть бути представлено у вигляді 
                ; 
T~ – множина нечітких переходів, які можуть бути представлено у вигляді                   
           ; 
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UuxL u ∈},{  – деякий предикат, віднесений на моделі до множини позицій, 
переходів, функції інцидентності у просторі станів нечітких взаємодіючих 
процесів, та визначає додаткові умови виконання переходів; 
 
)(~)(~~ ArcFfFF CCCM ∪=  –            (2.8) 
 
результуюча нечітка функція інцидентності [111] мережі )(~ fSC ;     
 
)~~()~~()(~ PTTPfFC ×∪×=            (2.9) 
 
функція інцидентності мережі без інгибіторних дуг; 
)(~ ArcFC – вхідна інцидентність для деякого переходу, що визначається 
наявністю інгибіторних дуг              та функцією кольору [112] 
 
Β⊆ΑΒ∈Α∈∈ ,,},{)( βαβα ArcsnArc ;                   (2.10) 
 
нечітка функція інцидентностей; 
C~  – функція кольору маркеру, яка у даному випадку визначає колір c  
кожного з маркерів )~(~ jpM  для позицій мережі; 
V~  – умова виконання переходів у залежності від кольору маркеру; 
K~  – місткість маркерів у позиціях з урахуванням функції C~ ;  
)(~ 0 fM C  – вектор початкового маркірування; 
)(~ fMC  – вектор поточного маркірування. 
Для відображення та формалізації процесів на моделі приймемо 
достатньо поширені у наукових публікаціях та досліджені, наприклад, у 
роботі [111], такі правила інтерпретації компонент моделі: 
- множина нечітких переходів Tit
~~
∈  моделі інтерпретує множину дій 
rrdr ∈},
~{  нечітких процесів, які моделюються; 
- множина нечітких позицій Pp j
~
~ ∈  моделі інтерпретує множину 
нечітких умов LllU ∈,
~
 виконання множини дій }~{
r
d ;  
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- функція кольору маркеру C~ , інтерпретує множину ознак маркеру, 
який відображає деяку сутність об’єкта моделювання; 
- динаміка моделювання процесів інтерпретується переміщенням 
нечітких маркерів на множині }~{ jp  через  множину нечітких переходів; 
- простір станів }{ iSt , Ii ∈  динамічних взаємодіючих нечітких 
процесів інтерпретується множиною векторів маркірування 
SsfM sC ∈},)(~{  множини позицій }~{ jp  у просторі станів нечіткої 
мережевої моделі. 
При представленні процесів та їх взаємодії граф-схемами алгоритмів 
інтерпретацію компонент моделі [112] може бути відображено такими 
фрагментами моделі (рис. 2.3). 
 
 
 
Рисунок 2.3 – Інтерпретація компонент моделі 
 
Слід відзначити, що при представленні процесів на рівні взаємодії 
бінарними функціями, інтерпретація компонент моделі буде аналогічною 
граф-схемі алгоритму з деякими модифікаціями процесів синхронізації. 
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При всій зручності та значних можливостях моделювання слід 
відзначити і недоліки моделі, які базуються на обмежених можливостях по 
моделюванню просторово розподілених об’єктів, а також деякому 
функціональному обмеженні можливостей запропонованого в роботі 
предиката UuxL u ∈},{ . Зокрема, це відноситься як до предикату, так і 
моделі (2.7) в цілому. Слід також відзначити громіздкість представлення 
моделі (2.7). 
 
Розробка та дослідження гібридної моделі. Враховуючи викладене 
вище, фундаментальне представлення кольорових моделей [113] 
представимо у вигляді 
 
}{,~,~,~),(~),(~,,,~,~,~ 01 uCCS xLKVCfMfMOmFTPS = ,          (2.11) 
 
де Sm  – ваги, що віднесені до вхідних )}({ inpi  та вихідних )}({ outpi  дуг 
деякого переходу it ; 
O  – просторово розподілена компонента множини відображень координат 
об’єктів (1.25) у ГІС. 
Просторово розподілену компоненту O  можна представити у 
вигляді 
 
ZYXO ,,= .                   (2.12) 
 
Тоді, в сучасному визначенні ГІС – це комплекс апаратного та 
програмного забезпечення для збору, інтеграції, зберігання, обробки, 
аналізу, моделювання та візуалізації географічної інформації [114].  
Сформулюємо систему тверджень. 
 
Твердження 2.1. Якщо існує ненульова матриця вагових 
коефіцієнтів ijmH , то її елементи ijmα  повністю описують вагові 
коефіцієнти дуг моделі. 
Дійсно, введемо елемент матриці ijmα  вагових коефіцієнтів 
 





∉
∈
∈−
=
)}).({&)}(({,0
)},({,
)},({,
inpoutppif
outppifm
inppifm
iij
ij
ij
ijmα    (2.13) 
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Тоді, враховуючи, що матриця інцидентності ijFα  [111] повністю 
відображає відношення інцидентності F , ми по аналогії маємо всі підстави  
стверджувати, що вираз (2.13) відображає вагові коефіцієнти моделі на 
множині дуг (відношень) матриці ijFα . 
Розглянемо демонстраційний приклад. Використовуючи програмне 
середовище FPN [19], будуємо мережеву модель (рис. 2.4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 2.4 – Мережева модель 
 
Використовуючи ijFα  [111] та елемент ijmα  (2.13) виконуємо 
відповідні побудови ненульових  величин (рис. 2.5): 
- ijFH :                                          - ijmH : 
{ }51 pp →                                    { }51 pp →  
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Рисунок 2.5 – Побудови до контрольного прикладу 
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Зауваження 2.1. Як слідує із побудови, матриці ijFH  и ijmH  
ідентичні за структурою. Матриця ijmH  може бути використана у задачі 
аналізу дозволеності переходів 41,..., tt  шляхом ранжирування відповідних 
дуг моделі, а також вибору [115] компонент моделі. 
 
Твердження 2.2. Якщо задано модель (2.11) та визначено деякі 
підмножини αim , де γ  – елемент множини існуючих альтернатив γAlt , то 
шукану альтернативу { }γγ AltAlt ∈  може бути визначено [115] як  
 
,,,,*, trueOmmFFtrueL
extrm
iiii
i
=≥≤=<=Ω
→
∗∗
Ω
∑
γ
α
ττ
  (2.14) 
 
де Ω  – деякі обмеження; 
iτ – час реалізації альтернативи; 
*τ  – допустимий час реалізації альтернатив; 
iL  – множина предикатів предметної області; 
iF  – множина обмежень предметної області; 
*F  – множина допустимих значень предметної області; 
O  – множина відображень прямокутних координат; 
∗m  – нижня межа допустимих значень вагових коефіцієнтів. 
Справедливість твердження 2.2 в сенсі (2.14) безпосередньо 
випливає з сутності множини альтернатив { }γAlt  та діючих обмежень. 
Твердження 2.3. Якщо існує деяка множина можливих альтернатив, 
причому Η∈> γγ ,1|}{| Alt , то оптимальні рішення за критерієм вагових 
коефіцієнтів дуг γim  визначаємо на множині обмежень 1Ω  як знаходження  
 
max}{|}{, 1→∈∀ Ωγγγγ iiii mmmm        (2.15) 
 
або 
 
min,}{|}{, 1→∈∀ Ωγγγγ iiii mmmm        (2.16) 
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де *1 mmi ≥=Ω γ  з подальшим ранжируванням альтернатив на множині 
Η∈γ  та виділенням деякої їх підмножини },{}{ 1 γγ ii mm ⊂Ω  для якої 
виконуємо  
 
.*|}{, 1 mmmmm iiii ≥∈∀ Ω γγγγ            (2.17) 
 
Справедливість твердження 2.3 безпосередньо випливає із сутності 
понять вагових коефіцієнтів на множині альтернатив. 
 
Зауваження 2.2. Модель (2.11) може бути представлена у нечіткому 
просторі станів, причому всі компоненти моделі, у загальному випадку 
можуть бути модифіковані у нечіткі шляхом «додавання» хвилі « S~ » та 
застосування підходів [36]. 
Враховуючи доцільність відображення деякої множини інших 
важливих складових, які характерні для заданої предметної області, 
розширимо модель (2.11) шляхом додаткового введення таких величин: 
множин нечітких позицій P~ , нечітких переходів T~ , нечіткої функції 
інцидентності F~ , нечіткої функції кольору C~ . Вектору нечіткого 
маркірування 0
~M  поставимо у відповідність функції належності ( )xµ , 
( )yµ  лінгвістичних термів.  
Покажемо, що при реалізації (2.11) застосування функції кольору C  
істотно зменшує розмірність моделі. 
Розглянемо демонстраційний приклад. Нехай у якості вхідних 
функцій моделі MS , 1S  визначено: 
- простір параметрів моделі (ППМ); 
- нормативна база (НБ); 
- результати ймовірнісного логічного виведення (ЙЛВ); 
- результати нечіткого логічного виведення (НЛВ); 
- результати виконання попереднього фрагменту. 
Побудуємо фрагмент моделі ( )MS~  (рис. 2.6) 
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Рисунок 2.6 – Фрагмент моделі ( )MS~  
 
Множина позицій { } 4,1, =ipi . ППМ визначається як 
 



=
.,0
,,1
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ППМ  
 
Як видно з рис. 2.6 5=P ; 1=T , що при зростанні розмірності ( )MS~  
це вимагає значного зростання витрат. 
Побудуємо фрагмент моделі 1S  (2.11) (рис. 2.7). 
 
 
 
Рисунок 2.7 – Фрагмент моделі 1S  
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Визначимо маркірування позицій ip  з урахуванням функції кольору 
C . Тоді, прийнявши до уваги оцінювання земельних ресурсів, можна 
виділити такі функції (рис. 2.8). 
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Рисунок 2.8 – Функції кольору 
 
На рис. 2.8 подано 
1C  – нормативна база (НБ); 
2C  – ймовірнісне логічне виведення (ЙЛВ); 
3C  – нечітке логічне виведення (НЛВ); 
4С  – результати виконання попереднього фрагменту; 
5С  – результат виконання фрагменту моделі (ФМ). 
Еквівалентом фрагментів моделі (рис. 2.6 – рис. 2.7) може бути схема 
моделі на рис. 2.9, причому },,,{: 43211 CCCCP ∪→ . 
Очевидно, що скорочення розмірності фрагмента моделі (рис. 2.6) 
пропорційно |},,,{| 4321 CCCC . 
 
 
Рисунок 2.9 – Схема моделі 
 
Як слідує з рис. 2.9 2|| =P ; 1|| =T , що дає нам потрібну економію 
ресурсів при зростанні розмірності 1
~S  та зниженні розрідженості матриці 
(2.13) на фрагменті у 2,5 рази. 
Як результат виконання фрагмента моделі MS , 1S  є формування 
простору станів. 
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В обґрунтованих випадках у якості функції належності 
застосовується інтервальна логіка )(xµ∆  та її аналітичні форми [41]. 
Нечітке логічне виведення реалізується на основі підходів Заде-
Мамдані [106] з подальшою дефаззіфікацією 
 
),(00 yxxy µ∧′∨=′ ,    (2.18) 
 
де 0y′  – результуючий вектор; 
0x′  – чіткий вхідний вектор; 
),( yxµ  – нечітке відношення Заде-Мамдані; 
∨  – оператор знаходження значення max ; 
∧  – оператор знаходження значення min . 
На деякій множині правил можна реалізувати нечітке логічне 
виведення з подальшою дефаззіфікацією отриманого нечіткого результату, 
наприклад, методом [41] центру мас (1.18). 
 
Твердження 2.4. Формування деяких знань, які є детермінованими 
D  та подані у вигляді моделі БЗ  
 
)(/2 DthenifS =             (2.19) 
дозволяє у повній мірі використовувати в задачах аналізу всю повноту 
нормативної бази.  
Твердження 2.4 дійсне, якщо прийняти як модель 2S  продукційну 
модель у детермінованому поданні D . 
 
Твердження 2.5. Формування деяких знань, які носять ймовірнісний 
характер P  у вигляді БЗ  
 
)(/3 PthenifS =             (2.20) 
 
дозволяє у повній мірі використовувати (2.17) в задачах аналізу всю 
повноту ймовірнісних характеристик БЗ.  
Твердження 2.5 дійсне, якщо прийняти у якості моделі 3S  (2.20) 
продукційну модель у ймовірнісному представленні P  в задачах 
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ймовірнісного логічного виведення, наприклад, з застосуванням теореми 
Байеса [14]: 
 
)(
)()|()|(
BP
APABPBAP = ,    (2.21) 
 
де ( )AP  – апріорна ймовірність гіпотези A ; 
)|( BAP  – ймовірність гіпотези A  при настанні події B  (апостеріорна 
ймовірність); 
)|( ABP  – ймовірність настання події B  при істинності гіпотези A ; 
)(BP  – ймовірність настання події B . 
 
Зауваження 2.3. Ймовірнісна модель 3S  є зручною при розв’язанні 
задачі вибору альтернатив шляхом визначення найбільш ймовірної подоби. 
Так, якщо існує декілька виходів системи (для однозначності – два 
виходи), які носять ймовірнісний характер: 21, PP , то припустимі такі 
ситуації: 
- 21 PP ≻ , 
тоді очевидно, що альтернатива з 1P  має перевагу, оскільки її значення 
домінує над іншими значеннями; 
- 21 PP ≥ , 
тоді очевидно, що альтернатива з 1P  має перевагу, оскільки її значення 
більше по відношенню до інших значень; 
- 21 PP ≈ , 
тоді очевидно, що альтернативи з 1P  або 2P  не мають переваг і тому 
потрібні додаткові умови та критерії ранжирування. 
Важливим випадком у прийнятті рішень для випадку, коли об’єкти 
функціонують в умовах жорстких обмежень на часові та інші ресурси, є 
нечіткі уявлення про об’єкт досліджень. 
У зв’язку з цим сформулюємо наступне твердження. 
 
Твердження 2.6. Введення деяких знань, які носять нечіткий 
характер у вигляді моделі продукційної БЗ  
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)~(/~4 FthenifS = ,             (2.22) 
 
дозволяє у повній мірі використовувати в задачах аналізу всю повноту 
нечітких характеристик БЗ.  
Твердження 2.6 дійсне, якщо прийняти у якості моделі 4
~S  
продукційну модель в нечіткому поданні F~  в задачах нечіткого логічного 
виведення Заде-Мамдані (Сугено) [41]. 
 
Зауваження 2.4. Нечітка модель 4
~S  є зручною при розв’язанні задачі 
вибору альтернатив шляхом вибору найбільш чіткої подоби. 
Так, якщо існує декілька виходів системи (для однозначності – два 
виходи), які носять нечіткий характер: )(),( 21 xx µµ , то припустимі такі 
ситуації: 
- )()( 21 xx µµ ≻ , 
тоді очевидно, що альтернатива з )(1 xµ  має переваги, оскільки її значення 
домінує над іншими значеннями; 
- )()( 21 xx µµ > , 
тоді очевидно, що альтернатива з )(1 xµ  має переваги, оскільки її значення 
більше по відношенню до інших значень; 
- )()( 21 xx µµ ≈ , 
тоді очевидно, що альтернативи з )(1 xµ  або )(2 xµ  не мають переваг і 
тому потрібні додаткові умови ранжирування альтернатив. 
Просторова компонента нечіткого логічного виведення  
Заде-Мамдані дозволяє у ряді випадків оцінити якість рішень [115]. 
Тоді гібридна модель, яка відображає специфіку взаємодії 
динамічних процесів в задачах оцінювання простору станів об’єктів, може 
бути представлена у вигляді такого твердження. 
 
Твердження 2.7. Гібридна модель ΣS  оцінювання станів складних 
просторово розподілених об’єктів 
 
KkSS k
Kk
∈=
∈
Σ },{∪ ,          (2.23) 
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де K – множина індексів, віднесених до гібридної моделі; 
Kk∈
∪ – операція об’єднання, яка у даному випадку відображає деяку 
додаткову функціональність, яка відображає типи взаємодіючих процесів; 
дозволяє варіювати розмірністю моделі та у повній мірі використовувати в 
задачах аналізу всю повноту типів характеристик баз даних та знань.  
Твердження 2.7. дійсне, якщо прийняти у якості ΣS  продукційної 
моделі гібридне подання компонент процесів. 
Безперервне розширення застосування геоінформаційних систем в 
управлінні просторово розподіленими об’єктами викликає необхідність 
уточнення поняття просторово розподілених компонент. У зв’язку з цим 
розглянемо перетворення просторових координат в моделях ГІС [22]. 
 
Перетворення просторових координат в моделях ГІС. Сучасні 
технології представлення та обробки просторових даних [116] ґрунтуються 
на застосуванні ГІС, де графічне подання місцевості відображають у 
вигляді електронної карти, складеної за результатами геодезичних 
вимірювань, а місце положення географічного об’єкта подано за 
допомогою координат.  
Ці координати мають однозначність тільки тоді, коли повністю 
визначено референцну систему координат, до якої віднесено ці 
координати. Референцна система координат [117] складається з поверхні 
віднесення (datum) та з системи координат (coordinate system). 
Більшість сучасних геоінформаційних систем, наприклад ArcGIS 
[28], забезпечують підтримку найбільш поширених проекцій [117] та 
систем координат, а також можливість переходу з однієї системи до іншої 
при відомих параметрах зв’язку між цими системами.  
Геодезичні дані визначають положення конкретної точки у просторі, 
зокрема на поверхні Землі. Геодезичні дані, що відносяться до точок у 
просторі, можуть бути подано як проекції на поверхню еліпсоїда, а потім 
на площину проекції. У практичній геодезії широко використовуються 
математичні системи просторових прямокутних координат ZYX ,, , 
геодезичних координат HLB ,,  та плоских прямокутних координат yx,  
[118, 119].  
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Перетворення координат від однієї прямокутної системи координат 
(загальноземної) до іншої (референцної) при перенесенні початку системи 
і повороті осей виконують за виразом [120] 
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де 222111 ,,,,, ZYXZYX  – координати точки у першій та другій системах 
відповідно; 
000 ,, zyx  – координати початку 2O  перетвореної системи координат у 
вихідній системі;  
2,1R  – матриця повороту від системи 1 до системи 2  
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Матриця 2,1R  є ортогональною, тому її обернена матриця співпадає з 
транспонованою, для переходу від системи 2222 ,, ZYXO  до системи 
1111 ,, ZYXO  слугує перетворення 
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де TR 2,1  – транспонована матриця. 
На рис. 2.10 [120] представлено перехід від системи 1 ( 1111 ,, ZYXO ) 
до системи 2 ( 2222 ,, ZYXO ), як паралельне перенесення початку системи на 
відстань ZYX ∆∆∆ ,,  уздовж однойменних осей, в результаті чого маємо 
систему 2, и три послідовних обертання навколо осей цієї нової системи 
''' ZYX  на кути zyx εεε ,,  відповідно.  
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Рисунок 2.10 – Перетворення просторових прямокутних систем координат 
 
В результаті цих дій отримуємо  
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У випадку, коли значення кутів повороту між осями геодезичних 
систем не перевищують 21 ′′− , матрицю перетворення зазвичай спрощують 
[120], уважаючи εε =sin , 1cos =ε , 0)(sin 2 =ε . Тоді формулу (2.27) 
можна подати у вигляді  
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де m  – масштабний параметр, що виражає відмінність масштабів двох 
систем. 
У випадку, коли значення m  є малою величиною, можна не 
враховувати добуток εm . Тоді формула (2.28) матиме вигляд 
 
).()()(
),()()(
),()()(
010101012
010101012
010101012
zZmyYxXzZZ
zZyYmxXyYY
zZyYxXmxXX
xy
xz
yz
−+−−−+−=−
−+−+−−−=−
−−−+−+−=−
εε
εε
εε
 (2.29) 
 
Зв’язок просторових прямокутних координат та просторових 
геодезичних координат описано [120] такими формулами  
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де N  – кривизна першого вертикала, 
 
Be
aN
22 sin1−
= .    (2.31) 
 
Для розв’язку різних задач на обмежених територіях часто 
застосовують місцеву систему координат, яка є похідною від державної 
системи прямокутних координат на площині [119]. 
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Перехід від прямокутної системи координат 1 до системи 2 на 
площині у проекції Гаусса-Крюгера у загальному виді можна записати так:  
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де 11,YX  – координати точки у системі 1; 
22 ,YX  – координати тієї ж точки у системі 2; 
k  – масштабний коефіцієнт; 
θ  – кут повороту осей; 
YX ∆∆ ,  – паралельне перенесення по осях X  и Y . 
 
Твердження 2.8. Якщо існує мережева модель 1S  для просторово 
розподілених об’єктів, поданих у системі плоских прямокутних координат 
1, то при перетворенні координат у систему плоских прямокутних 
координат 2, згідно (2.32), модель зберігає свої властивості в сенсі 
еквівалентності. 
Твердження 2.8 справедливо і для окремого випадку: якщо в (2.32) 
прийняти 0=θ  тоді 
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Всі перетворення координат не зменшують важливості таких 
досліджень, що підтверджено експериментально [121]. 
Розглянемо деякі важливі аспекти адекватності моделей. 
 
Аналіз досяжності та несуперечливості процесів на мережевій 
моделі. Аналіз досяжності та несуперечливості є одним з важливих 
факторів побудови коректних систем, які відображають особливості 
функціонування об’єкта дослідження [6]. 
Враховуючи особливості та багатоаспектність моделі (2.11), 
сформулюємо твердження [115], що дозволяє відобразити адекватність 
моделі. 
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Твердження 2.9. Якщо існує модель (2.11), для усіх переходів it~  якої 
справедливо с урахуванням функції кольору 
 
))()(1~(|)}(~{~ *~ trueLxxMinpp ipij j =∧≥∧≥∈∀ µµ ,         (2.34) 
 
де iL  – n-місний предикат, який у загальному випадку може приймати 
значення 
 



=
=
=
,,
,,
falseLiffalse
trueLiftrue
L
i
i
i        (2.35) 
 
*µ  – деяке порогове значення функції, 
то існує дозволеність переходу, що розглядається.  
 
Наслідок 2.1. Якщо у процесі моделювання процесів для усіх 
переходів it
~
 виконується (2.34) – (2.35), то модель (2.11) має розв’язання. 
Для випадку, коли 
 
0|~ ~ ≠=
iLii
LL µ , ],[~ falsetrueLi = ,           (2.36) 
значення iL
~
 (2.36) визначено на інтервалі ]1,0[ , причому якщо *~~ ii LL ≥ , 
*~
iL  – деякий пороговий рівень, то існує дозволеність виконання переходів. 
 
Наслідок 2.2. Аналогічно (2.34) – (2.36), ми маємо результати для 
випадку детермінованих та ймовірнісних змінних з тією відмінністю, що ці 
незалежні змінні відповідним чином модифікуються.  
 
Твердження 2.10. Якщо існує модель (2.11), для якої визначені 
умови дозволеності переходів на основі розширеного алгоритму побудови 
дерева досяжності [122], то уточнення (2.34) – (2.36) визначає достатність 
умов їх дозволеності.  
Доказ твердження ґрунтується на сутності приведених компонент і 
простору станів моделі.  
При аналізі властивостей несуперечливості моделі ми повинні 
переконатися, що в усіх прийнятих станах мережі множина вихідних 
 62 
(термінальних) фактичних значень маркірувань не суперечить множині 
очікуваних маркірувань.  
Сформулюємо твердження, яке визначає умову несуперечливості 
моделі. 
 
Твердження 2.11. Модель (2.11) несуперечлива на множині 
простору станів моделі JjM j ∈},~{ , якщо справедливо 
 
JjzzMMM jjфjочjj ∈≥∧=∀ )),(})~(({}~{|}~{ *)()( ,     (2.37) 
 
де }~{ )(очjM  – очікуване значення множини простору станів маркірування 
моделі; 
}~{ )(фjM  – фактичне значення множини простору станів маркірування 
моделі; 
jz  – значення функції належності маркірування моделі; 
*
jz  – порогове значення функції належності маркірування моделі. 
Доказ твердження ґрунтується на сутності визначення 
несуперечливості.  
Наслідок 2.3. Значення (2.37) дає хороші передумови алгоритмізації 
виявлення властивостей несуперечливості. 
Таким чином, виконано змістовний аналіз основних положень 
комп’ютеризації оцінювання територій регіону, визначено його важливість 
і актуальність. Запропоновано та обґрунтовано нову гібридну модель 
процесів прийняття рішень при орієнтації її компонент на множини 
детермінованих, ймовірнісних та нечітких процесів у ГІС. Сформульовано 
умови досяжності та несуперечливості процесів, які ґрунтуються на аналізі 
дозволеності переходів та виконання предикатів, віднесених до предметної 
області. 
Розглянемо прикладні аспекти досліджень, визначивши актуальність 
і перспективність реалізації інформаційних технологій оцінювання 
територій, що важливо у прикладних додатках. 
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2.2 Моделі оцінювання станів складних просторово розподілених 
об’єктів 
 
Необхідність оцінювання станів просторово розподілених об’єктів 
існує у багатьох галузях народного господарства, проте наявність значних 
обсягів інформації, яка характеризується невизначеністю, нечіткістю, 
викликає необхідність подальших досліджень для підвищення вірогідності 
оцінювання станів об’єктів. Це, як відомо, визиває значні труднощі у 
визначенні критеріїв та технологій.  
 
Постановка задачі дослідження. Розглянемо множину просторово 
розподілених об’єктів (1.25). 
Причому 
 
,,,,,
RInISSpA
i FOOTOO =            (2.38) 
 
де SpO  – просторово розподілені об’єкти земельних ресурсів; 
ST  – об’єкти транспортних систем; 
IO  – розподілені об’єкти промислового призначення; 
InO  – розподілені об’єкти інфраструктури; 
RF  – фактори ресурсного забезпечення. 
Характерними об’єктами можуть бути просторово розподілені 
земельні ресурси, транспортні системи, розподілені об’єкти промислового 
призначення. Оцінювання станів таких об’єктів є важливою і актуальною 
проблемою. 
Виходячи з особливостей предметної області дослідження, 
побудуємо знання-орієнтовану модель для множини просторово 
розподілених об’єктів (1.25) 
 
{ }kSS ∪=Σ~ , Kk ∈ , thenif /  – FPD ~,, ,         (2.39) 
 
яка враховує детермінізм об’єкта, ймовірнісні характеристики і показники 
нечіткості. 
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Аналіз і модифікація досяжності процесів на моделі. Викладена 
процедура у ряді випадків має властивості відсутності досяжності та 
наявності конфліктних ситуацій на етапах аналізу. Це потребувало 
змістовного аналізу й можливої модифікації моделей [13] за критеріями 
досяжності 1, 2, 3, 4, упорядкованих за ступенем складності аналізу [13] і 
критеріями пошуку конфліктних ситуацій на множині рішень [13]. 
Використовуючи наукові положення статті [115], представимо 
мережеву модель [123], яка відображає детерміновану сутність структури 
моделі у вигляді (2.11). Для узагальненої технології [123] (рис. 2.11), 
побудуємо мережеву модель (рис. 2.12) і здійснимо її змістовний аналіз у 
програмному середовищі FPN [19], призначеному для моделювання і 
аналізу процесів за допомогою МП.  
На рис. 2.11 подано:  
- П – початок виконання технології; 
- 1Α - 4Α  – оператори реалізації узагальненої технології;  
- 1Β - 2Β  – оператори побудови нормативної бази і навчання моделі 
об’єкта;  
- У  – логічний оператор виконання умов навчання моделі об’єкта;  
- Κ  – закінчення виконання технології.  
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Рисунок 2.11 – Узагальнена структура технології 
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Аналіз станів було реалізовано у середовищі FPN [19] при 
матричному нечіткому відображенні нечітких процесів аналізу [13] 
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де )(),( kykx ijij  – множини функцій належності вхідних і вихідних дуг 
моделі, Ii ∈ , Jj ∈ . 
 
Для випадку, коли 1)( =kxij , 1)( =kyij  матриця (2.40) вироджується і 
має вид [12] 
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∈∉−
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)},({)}({,1
)},({)}({,1
outppandinppif
outppandinppif
outppandinppif
ijjj
ijjj
ijjj
ijα       (2.41) 
 
Тоді, побудувавши модель (2.11) у вигляді (2.41), (рис. 2.11, 2.12), ми 
здійснимо аналіз досяжності й конфліктних ситуацій моделі засобами 
FPN [19]: 
 
0:0:0:0аналізу  Час
досяжне рішення прийняття 1 критерієм за  МПУ
1 критерієм за рішення прийняття досяжності Аналіз
   (2.42) 
 
0:0:0:0аналізу  Час
досяжне рішення прийняття 2 критерієм за  МПУ
2 критерієм за рішення прийняття досяжності Аналіз
   (2.43) 
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Рисунок 2.12 – Мережева модель 
15:0:0:0аналізу  часСумарний 
15:0:0:0аналізу  Час
T11P18T16 P15T13P14T12P13 T11
:Ланцюжки
3 критерієм за досяжність відсутня  МПУ
3 критерієм за рішенння прийняття досяжності Аналіз
    (2.44) 
 
Матрицю (2.41) для формальної моделі (рис. 2.12) подано на 
рис. 2.13. 
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Рисунок 2.13 – Матриця переходів мережевої моделі 
 
Аналіз МП (2.42 – 2.44) показав відсутність досяжності прийняття 
рішення за критерієм 3 [13], що свідчить про необхідність модифікації 
структури МП. 
Перевірка мережевої моделі (рис. 2.12) на наявність конфліктів 
показала, що конфлікти відсутні. 
Модифікуємо МП шляхом введення у структуру (рис. 2.11) блока 
1Η , який містить уточнення параметрів нормативної бази із застосуванням 
Internet ресурсів.  
Модифіковану узагальнену структуру технології приведено на 
рис. 2.14. Мережеву модифіковану модель подано на рис. 2.15.  
Здійснивши аналіз досяжності модифікованої мережевої моделі 
(рис. 2.15) засобами FPN [19], отримуємо (2.45 – 2.48). 
 
16:0:0:0аналізу  Час
досяжне рішення прийняття 1 критерієм за  МПУ
1 критерієм за рішення прийняття досяжності Аналіз
   (2.45) 
 
 68 
16:0:0:0аналізу  Час
досяжне рішення прийняття 2 критерієм за  МПУ
2 критерієм за рішень прийняття досяжності Аналіз
   (2.46) 
 
16:0:0:0аналізу  Час
досяжне рішення прийняття 3 критерієм за  МПУ
3 критерієм за рішень прийняття досяжності Аналіз
   (2.47) 
 
48:0:0:0аналізу  часСумарний 
0:0:0:0аналізу  Час
досяжне рішення прийняття 4 критерієм за  МПУ
4 критерієм за рішення прийняття досяжності Аналіз
   (2.48) 
 
Перевірка модифікованої мережевої моделі (рис. 2.15) на наявність 
конфліктів показала відсутність конфліктів. Перевірка модифікованої 
мережевої моделі (рис. 2.15) на наявність досяжності прийняття рішень за 
чотирма критеріями [13] показала наявність досяжності прийняття рішення 
за усіма критеріями (2.45 – 2.48). 
 
Особливості переходів на мережах Петрі. В мережах Петрі 
розрізняють переходи п’яти типів (рис. 2.16). Перехід Tt j ∈  у 
маркірованій МП з маркуванням iMp  може бути запущений всякий раз, 
коли його дозволено. Це відбувається, коли для усіх Ppi ∈  справедливо 
))(,(#)( jii tIppM ≥  [12]. Правила виконання переходів МП (рис. 2.16) 
викладено у табл. 2.1. 
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Рисунок 2.14 – Модифікована узагальнена структура технології 
 
 
 
Рисунок 2.15 – Мережева модифікована модель 
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Таблиця 2.1 – Правила виконання переходів у МП 
 
Перехід 
Тип Схема дій 
Пояснення 
I ( )21 , pp  ( ) ( )0110 →  Перехід 1t  дозволений, якщо маркер є у 
позиції 1p , а у позиції 2p  маркер відсутній. 
Маркер при виконанні переходу 1t  
переходить з позиції 1p  у позицію 2p . 
II 
( )321 ,, ppp  
( ) ( )011100 →  Перехід 1t  дозволений, якщо маркер є у 
позиції 1p , а у позиціях 2p  і 3p  маркери 
відсутні. Після виконання переходу 1t  
маркери є у позиціях 32 , pp , а позиція 1p  
вільна. 
III 
( )321 ,, ppp  
( ) ( )001110 →  Перехід 1t  дозволений, якщо позиції 1p  і 2p  
марковані, а в позиції 3p  маркер відсутній. 
Після виконання переходу 1t  маркер є тільки 
у позиції 3p . 
IV 
( )321 ,, ppp  
( ) ( )
( ) ( )001100
010100
→
→
 
Переходи 21 ,tt  дозволені, якщо маркер є у 
позиції 1p . 
При виконанні переходу 1t  маркер 
переходить з позиції 1p  у позицію 2p . 
При виконанні переходу 2t  маркер 
переходить з позиції 1p  у позицію 3p . 
V 
( )321 ,, ppp  
( ) ( )
( ) ( )
( ) ( )002110
001010
001100
→
→
→
 
Перехід 1t  дозволений, якщо маркер є у 
позиції 1p , а у позиції 3p  маркер відсутній. 
При виконанні переходу 1t  маркер 
переходить з позиції 1p  у позицію 2p . 
Перехід 2t  дозволений, якщо маркер є у 
позиції 2p , а у позиції 3p  маркер відсутній. 
При виконанні переходу 2t  маркер 
переходить з позиції 2p  у позицію 3p . 
При наявності маркера у позиції 1p  і позиції 
2p  переходи 21 ,tt  дозволені. Маркери при 
виконанні переходів 21 ,tt  переходять у 
позицію 3p , що приводить до конфлікту, 
тому що 13 >Mp . 
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Рисунок 2.16 – Типи переходів у МП 
 
Використовуючи правила виконання переходів (табл. 2.1) на типах 
переходів (рис. 2.16) дослідник має можливість конструювати раціональну 
структуру моделей процесів на мережах Петрі. 
 
2.3 Моделі подання нечітких процесів прийняття рішень на 
основі нечіткої логіки 
 
Особливістю існуючих структур, побудованих за допомогою 
нечітких МП [67, 69, 71], є можливість подання нечітких процесів та 
динаміки їх взаємодії. До недоліків таких систем відносять відсутність 
можливості врахування множини параметрів, показників та характеристик, 
без яких складно уявити реальні процеси практичних реалізацій. Крім 
цього, обмежена можливість задання показників нечіткості маркувань та 
компонент функції інцидентності, що суттєво обмежує можливості 
дослідника. 
Необхідно дослідити основні підходи до синтезу нечітких алгоритмів 
та моделей, побудови нечітких відношень, композиції фрагментів моделей 
і алгоритмів під час реалізації нечітких алгоритмів на основі розширених 
класів інтервальних МП – нечітких інтервальних інтегрованих кольорових 
мереж Петрі (НІІКМП). 
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Представлення МП зображено на рис. 2.17 [64], де позиція 1p  є 
вхідною умовою для переходу t , а 2p  – вихідною умовою. 
Неформально роботу мережі можна представити як сукупність 
спрацьованих переходів на множині інциденцій F . 
 
 
 
Рисунок 2.17 – Елементарна МП 
 
Для ординарної МП (тобто мережі, в якій дуги мають кратність рівну 
одиниці та відсутні предикати на виконання переходів) умова спрацювання 
переходу означає, що будь-яка вхідна позиція цього переходу має хоча б 
один маркер (рис. 2.18, а) [64], тобто має ненульове маркірування. 
Спрацювання дозволеного переходу t  призводить до зміни 
маркірування: маркер, що знаходився в позиції 1p  (рис. 2.18, а) [64] у 
результаті спрацювання переходу переміщується в позицію 2p  
(рис. 2.18, б) [64]. 
 
 
а)                                     б) 
 
Рисунок 2.18 – Спрацювання переходу в елементарній МП 
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Коли ж перехід пов’язаний зі своїми позиціями кратними дугами, 
правило спрацювання переходу звучить так: під час спрацювання переходу 
t  він прибирає із кожної своєї вхідної позиції стільки маркерів, скільки дуг 
пов’язує цей перехід із вказаною позицією, і додає у кожну свою вихідну 
позицію кількість маркерів рівну кратності дуг, що їх пов’язують 
(рис. 2.19, а і б) [64]. 
 
 
    а)    б)  
 
Рис. 2.19 – Спрацювання переходу при неординарній МП 
 
МП відображають відношення «умова – дія», які можуть носити 
нечіткий характер. Розглянемо підходи до розв’язання проблем, 
пов’язаних з виявом та усуненням нечіткості, а також невизначеності 
початкових даних. 
Під невизначеністю нечітких початкових даних будемо розуміти 
відсутність їх належності 0)(~ =xAµ  до множини значень БЗ, що 
визначають початковий стан складного об’єкта. 
Нехай є множина початкових даних: 
 
IiDIDI ii ∈∈ },~{~ .             (2.49) 
 
Якщо початкові дані характеризуються невизначеністю, то: 
 
JjIiZADI ji ∈∈∈ ,},~{~ ,                 (2.50) 
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де iDI
~
 – множина початкових даних, ni ≤≤1 ; 
jZA
~
 – множина значень антецедентів правил продукції БЗ, mi ≤≤1 , для 
яких значення функції належності 
 
*)()( 0~0~ kk ii DIDI µµ ≤ ,      (2.51) 
 
де *)( 0~ kiDIµ  – гранично допустиме значення відповідної функції для 
(2.50). 
Враховуючи складну взаємодію процесів, для розв’язку задачі 
визначення значення iDI
~
 із застосуванням (2.50) і (2.51) доцільно 
застосувати модифікацію та розвиток нечітких МП [69]. Необхідність 
модифікації існуючої версії нечіткої інтервальної МП [69] викликана тим, 
що у даній роботі використовуються в явному вигляді тільки значення 
функцій належності, а не їх аналітична форма. Це викликає відповідні 
ускладнення використання результатів роботи [69] у процедурах нечіткого 
логічного виведення. 
Так, у роботах [124, 125] визначені інтелектуальні механізми 
моделювання динаміки нечітких процесів класами інтервальних МП, що є 
основою модифікації моделей та мереж. Інтелектуальні механізми 
засновані на поданні та інтерпретації фрагментів нечітких алгоритмів 
класами інтервальних МП і моделюванні процесів у нечіткому просторі 
станів моделі, які є теоретичною базою вирішення прикладних задач. 
 
Підходи до оперативного оцінювання станів складних об’єктів в 
умовах невизначеності компонентами нечіткої логіки. Деякі основні 
підходи до використання нечіткої логіки у аналізі станів складних об’єктів 
було наведено у підрозділі 1.3. 
Під час розробки теоретичних положень даної монографії будемо 
враховувати, що функція належності елементів до заданої множини 
представляє собою не жорсткий поріг «належить, не належить», а плавну 
сигмоїду (гаусіан), що проходить всі значення від нуля до одиниці. 
Більшість понять повсякденного життя не вкладаються у рамки 
традиційної бінарної логіки. Спроба представити такі поняття за 
допомогою конкретних числових рамок або недопустимо опишуть 
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предметну область, або через міру ускладнять розв’язок задачі. Нечітка 
логіка пропонує більш елегантне вирішення для подібних ситуацій. У 
процесі роботи виникла необхідність опису якісних понять «погано», 
«добре», «сильно», «помірно» деякою функцією розподілу та 
використовувати їх як точні, не хвилюючись більше про «нечітку» 
природу [15]. Теорія нечіткої логіки дозволяє виконувати над такими 
величинами весь спектр логічних операцій [90, 95]: об’єднання, перетину, 
заперечення та інші. 
Розглянемо приклад, де множина X  всіх чисел від 0 до 10. 
Визначимо підмножину A  множини X  всіх дійсних чисел від 5 до 8: 
]8,5[=A . 
Покажемо на прикладі (рис. 2.20) функцію належності підмножини 
A , функція ставить у відповідність число 1 або 0 кожному елементу X , у 
залежності від того, належить даний елемент підмножині A  чи ні [92]. 
 
 
Рисунок 2.20 – Функція належності підмножині A  
 
Ця концепція використовується в багатьох предметних областях. Під 
час розробки теоретичної бази даної монографії виникли ситуації, в яких 
не хватало гнучкості даної концепції. 
Наприклад, є множина молодих людей: =B~ {множина молодих 
людей}. Так як вік починається з 0, то нижня границя цієї множини 
повинна бути нулем. Верхню границю визначити складніше. Визначення 
межі молодого віку є структурною проблемою. 
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Дану проблему можна вирішити за допомогою введення гнучкого 
формулювання судження: «Він дуже молода людина», «Він далеко не 
молода людина». 
Покажемо на прикладі (рис. 2.21), як за допомогою нечітких множин 
були визначені вирази типу: «Він молода людина». 
 
 
 
Рисунок 2.21 – Характеристична функція множини молодих людей 
 
Як видно з прикладу (рис. 2.21), в одиничному інтервалі ]1,0[=I  
існує нескінчене число значень між 0 та 1. Інтерпретація чисел при 
співвідношенні всіх елементів множини стає складнішою. Число 1 
відповідає елементу, що належить множині B~ , а 0 означає, що елемент 
точно не належить множині B~ . Всі інші значення визначають ступінь 
належності до множини B~ . 
Для нечітких множин можна застосувати візуальне представлення. 
Як приклад розглянемо прямокутну систему координат. На осі ординат 
розташуємо значення )(~ xAµ , а на осі абсцис знаходяться у довільному 
порядку елементи E . Якщо E  за своєю природою впорядковане, то цей 
порядок бажано зберегти у розташуванні елементів на осі абсцис. Такий 
підхід робить наглядними логічні операції над нечіткими множинами. 
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На рис. 2.22 і рис. 2.23 показаний приклад задання нечіткого 
інтервалу і нечіткого числа. Нехай A~  нечіткий інтервал між 5 та 8 
(рис. 2.22), а B~  нечітке число біля 4 (рис. 2.23) [64]. 
 
 
 
Рисунок 2.22 – Задання нечіткого інтервалу A~  
 
 
 
Рисунок 2.23 – Задання нечіткого числа B~  
 
Покажемо на прикладі деякі логічні операції над нечіткими 
множинами, які були використані в даній монографії (рис. 2.24 – рис. 2.26). 
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Приклад перетину нечітких множин A~  і B~  (рис. 2.22 і рис. 2.23) 
покажемо на рис. 2.24 [64]. 
 
 
Рисунок 2.24 – Перетин нечітких множин BA ~~ ∩  
 
Приклад об’єднання нечітких множин A~  і B~  (рис. 2.22 і рис. 2.23) 
покажемо на рис. 2.25 [64]. 
 
 
 
Рисунок 2.25 – Об’єднання нечітких множин BA ~~ ∪  
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Приклад заперечення нечіткої множини A~  (рис. 2.22) покажемо на 
рис. 2.26 [64]. 
 
 
 
Рисунок 2.26 – Заперечення нечіткої множини A~  
 
Таким чином, у роботі розглянуті особливості інтервальних уявлень, 
які базуються на основних логічних операціях над нечіткими множинами і 
можуть бути корисними у подальших дослідженнях під час аналізу 
моделей. 
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Висновки до розділу 2 
 
1. Запропоновано та обґрунтовано нову гібридну модель оцінювання 
просторово розподілених об’єктів, яка інтегрує розвинуті нечіткі кольорові 
МП, моделі детермінованих, ймовірнісних і нечітких БЗ та механізми їх 
взаємодії, що дозволило підвищити вірогідність прийняття рішень при 
одночасному зменшенні розмірності моделі за рахунок використання 
функції кольору. 
2. Сформульовано умови досяжності та несуперечливості процесів, 
які ґрунтуються на аналізі дозволеності переходів і виконання предикатів, 
віднесених до предметної області.  
3. Викладено прикладні аспекти досліджень, визначено актуальність 
та перспективність моделювання процесів предметної області. Отримані 
наукові та практичні результати представлені у вигляді моделей 
інформаційних технологій оцінювання станів просторово розподілених 
об’єктів земельних ресурсів, розмірність яких істотно знижено за рахунок 
застосування функції кольору при описі процесів, введення просторової 
компоненти для опису відношень на множині координат і взаємодії БЗ. Це 
дозволило підвищити до 10% ефективність прийняття рішень. 
4. Розроблено підходи для оперативного оцінювання станів складних 
об’єктів в умовах невизначеності компонентами моделі, побудованої на 
основі нечіткої інтервальної логіки. Всі положення представлені на 
практичних прикладах. 
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3 РОЗВИТОК МОДЕЛЕЙ НА ОСНОВІ РОЗШИРЕНЬ МЕРЕЖЕВИХ 
МОДЕЛЕЙ 
 
3.1 Дослідження підходів до моделювання процесів прийняття 
рішень в інформаційних системах 
 
Важливим напрямком створення сучасних систем керування й 
прийняття рішень, що функціонують в умовах невизначеності простору 
станів об’єкта, є розробка нових і вдосконалювання існуючих підходів до  
їхньої побудови й функціонування. Це можливо на основі розширень, 
адаптації, інваріантності функціональних можливостей систем до складних 
об'єктів, обліку множини вимог по автоматизованому керуванню, які часто 
є суперечливими, погано формалізованими, носять нечіткий, неточний 
характер. Тому розробникові варто шукати нові, можливо недостатньо 
досліджені рішення [126, 127]. 
Перспективним є застосування для цілей керування складними 
об'єктами засобів, що використовують розширення імітаційних моделей, а 
також дослідження можливостей по включенню їх у контур керування. 
Так, існує ряд підходів до імітаційних моделей й методів імітаційного 
моделювання, як інструментарію дослідження й побудови складних 
систем. Важливе значення для теорії й практики рішення прикладних задач 
має визначення імітаційного моделювання, наведене в дослідженні 
Р. Шеннона [128]. Його виклад неформально можна інтерпретувати як 
процес конструювання моделі реальної системи й постановки 
експериментів на цій моделі з метою або зрозуміти поводження системи, 
або оцінити (у рамках обмежень, що накладаються деяким критерієм або 
сукупністю критеріїв) різні стратегії, що забезпечують функціонування 
даної системи.  
Відповідно до розширеного трактування даного вище  визначення, 
термін «імітаційне моделювання» може охоплювати, виходячи із сутності 
досліджуваних процесів, детермінованих, стохастичних, нечітких моделей, 
їхніх можливих сполучень, інтеграції й розширень. Тоді входи моделі й 
(або) функціональні співвідношення між різними її компонентами можуть 
містити елементи випадковості, нечіткості, які звичайно стосуються 
понять невизначеності, принаймні, часткової.  
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Необхідність моделювання й автоматизації процесів керування з 
урахуванням оперативних і довгострокових даних про процеси предметної 
області і їхні взаємодії, слабко формалізовані дані і знання, динаміка 
розвитку й взаємодії процесів, їх оптимізації на множині критеріїв і 
обмежень приводять до доцільності вирішення ряду проблем теоретичного 
й практичного значення з використанням гібридних моделей. Гібридні 
моделі мають переваги моделей, від яких вони походять, і, як правило, 
вільні від їхніх недоліків [129].  
Структурну схему використання гібридних імітаційних моделей у 
математичному забезпеченні вирішення задач автоматизованого керування 
й прийняття рішень укрупнено можна представити відповідно до рис. 3.1, 
де 1X  – вхідний вектор станів середовища функціонування складного 
об'єкта, 2X  – вхідний вектор стану складного об’єкта, Y  – вихідний 
вектор, що визначає функції автоматизованого керування.  
Такий підхід має ті переваги, що модель може бути використана в 
контурі керування для формування процесів керування, як результатів 
моделювання, так і в автономному використанні, коли модель 
використовується переважно як інструмент моделювання.  
У зв’язку з тим, як випливає з низки досліджень [129 – 131], доцільно 
розглянути, проаналізувати й здійснити вибір перспективних напрямків 
побудови й структури гібридних моделей. 
Важливою складовою досліджень є також раціональний вибір 
складових моделі й підходів до їхньої реалізації. Моделі й алгоритми 
подання процесів в автоматизованих системах обробки інформації й 
керування характеризуються складною взаємодією в координатах 
«простір – час», що викликає необхідність дослідження коректності 
процедур їхньої розробки й реалізації. Виникає задача вибору раціональної 
структури моделей, які б найбільш адекватно відображали предмет 
досліджень. Задачі організаційно-технічного керування й обробки 
інформації зазвичай носять паралельно-послідовний і дискретний 
характер, а також є  багатокритеріальними, що вимагає врахування 
множини факторів JjL j ∈},{  і обмежень IiFi ∈},{ , що визначають 
особливості предметної області.  
Застосування аналітичних моделей і моделей на основі теоретико-
множинного подання [132] є зручним при описі задач малої розмірності й 
 83 
має значну складність і громіздкість в задачах великої розмірності. 
Застосування однодольних (ординарних) графів [133, 134] дозволяє 
вирішувати задачі на основі дискретних процесів, але в явному вигляді не 
допускає врахування додаткових параметрів, що характеризують 
предметну область.  
 
 
 
Рисунок 3.1 – Структурна схема застосування гібридної моделі в задачах 
автоматизованого керування 
 
Застосування нейро-мережевих і нейро-фаззі мережевих структур 
носить універсальний характер, у значній мірі розширює можливості 
моделювання, орієнтоване на дослідження складних процесів великої 
розмірності, але вимагає ефективних процедур навчання [54, 135]. 
Важливим напрямком створення й застосування моделей є 
імітаційно-керуючі моделі, які функціонують у реальному часі обробки 
даних і керування, що дозволяє підвищити якість систем і вірогідність 
процесів прийняття рішень. Як відзначено вище, однією з найбільш 
складних і відносно мало досліджених предметних областей є керування 
процесами обґрунтованого вибору альтернатив у задачах визначення 
матеріальних ресурсів багатономенклатурних виробництв. Процеси 
функціонують в умовах невизначеності, ризиків, пов’язаних з ринком, 
обмеженої інформації про об’єкт керування, слабкої формалізації даних і 
знань предметної області. 
У цей час існує дефіцит рішень, спрямованих на створення 
ефективних засобів і моделей для задач автоматизованого керування в 
 84 
умовах складних виробництв. Їхнє рішення сприяє зниженню 
суб'єктивного фактору, підвищенню вірогідності рішень при 
невизначеності на множині обмежень, обумовлених предметною областю. 
Як випливає з викладеного вище, перспективним напрямком може бути 
використання імітаційно-керуючих моделей за умови включення їх у 
контур автоматизованого керування для моделювання процесів у 
реальному часі й формування рішень щодо вибору альтернатив на множині 
обмежень.  
Застосування графових моделей на основі ГЕРТ-технологій 
(Graphical Evaluation and Review Technique) [104] виправдане у випадку 
вирішення задач на основі процедур, що є суттєво стохастичними 
процесами. Застосування моделей на основі Е-мереж (Extended nets) [136] 
дозволяє управляти структурою моделі й динамікою модельованих 
процесів, вирішувати значну кількість задач малої й великої розмірності, 
реалізованих на основі дискретних паралельно-послідовних процесів. 
Однак значна складність і системні обмеження не дозволяють ефективно 
використовувати їх в практичних реалізаціях. 
Використання одного або декількох з розглянутих класів моделей, 
їхнього спільного застосування в складі гібридних моделей визначається 
предметною областю й множиною розв’язуваних задач.  
Викладене вище вимагає додаткових досліджень тому, що підходи 
характеризуються різними можливостями й областями застосування при 
вирішенні прикладних задач. Очевидно також, що їхня реалізація викликає 
необхідність залучення сучасних інформаційних технологій. 
 
Розвиток моделей на основі розширень нечітких інтервальних 
інтегрованих кольорових мереж Петрі. Як показав аналітичний огляд 
існуючих підходів до моделювання нечітких процесів оперативного 
оцінювання станів складних об’єктів, що функціонують в умовах 
невизначеності, перспективним та доцільним для розв’язання поставленої 
задачі є застосування нечітких МП та їх модифікацій. 
Враховуючи суттєві обмеження і недоліки відомих моделей, що 
описані раніше, у даному підрозділі необхідно запропонувати підходи до 
побудови і реалізації моделей, які будуть адекватно відображати процеси 
та їх взаємодію (1.20) на реальних об’єктах. 
 85 
P
Розглянемо нечітку мережеву модель [6] 
>=< LfMfFTPfS ~,)(~),(~,~,~)(~ 0 ,      (3.1) 
 
де )}(:~{~ ~ kpP jpj µ=  – кінцева множина нечітких позицій jp~ ; 
)(~ kjpµ  – функція належності j -ї нечіткої позиції множині P
~ ; 
k – деяка змінна, що визначає значення функції )(~ kjpµ ; 
m|P|,P,m,j =∅≠= ~~1 ;  
)}(:~{~ ~ ktT
iti µ=  – кінцева множина нечітких переходів it
~ ;  
)(~ k
it
µ  – функція належності i -го нечіткого переходу множині T~ ;  
k  – деяка змінна, що визначає значення функції )(~ k
it
µ ; 
nT,T,n,i =∅≠= |~|~1 ; 
 
)}(),({)~~()~~(:)(~ kykxPTTPfF ijij→×∪×  –    (3.2) 
 
нечітка функція інцидентностей P~  і T~ ; )(),( kykx ijij  – функції 
належностей вхідної та вихідної інцидентностей деяких нечітких позицій 
Pp j
~
~ ∈  і нечітких переходів Tti
~~
∈ . 
Початковий простір станів моделі (3.1) визначається вектором 
нечіткого початкового маркірування нечітких позицій P~  моделі 
 
)}(:)~(~{)(~ ~0 kzpMfM jpj= ,            (3.3) 
 
де ]1,0[~~ →)p(M j  – нечітке маркірування нечіткої позиції Pp j ~~ ∈  нечіткої 
мережевої моделі; 
)(~ kz jp  – функція належності маркірування j - ї нечіткої позиції Pp j
~
~ ∈ ; 
L~  – деякий нечіткий предикат від множини змінних Uuxu ∈},{ . 
Зі збільшенням розмірності модельованої системи ефективність 
підходів побудови нечітких мережевих моделей зменшується через велику 
розмірність моделі та необхідність врахування множини додаткових 
параметрів, характеристик і умов Uuxu ∈},{ . 
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Найбільш ефективним способом для зниження розмірності 
мережевих моделей (3.1) – (3.3) є нечіткі кольорові мережі Петрі, описані 
в [6]. 
Для адекватного опису предметної області, підвищення 
достовірності отриманого результату використовують нечіткі інтервальні 
уявлення про простір станів складних об’єктів. 
Під нечітким інтервальним висловлюванням d~  ми розуміємо 
висловлювання, міра істинності якого )~(dµ  визначається парою [69] 
 
),( 21 µµ ,         (3.4) 
 
де 
 
21 )
~(0 µµµ ¬≤≤≤ d        (3.5) 
 
змістовно означає, що міра істинності висловлювання d  не менше 1µ , але 
і не більше 2µ¬ , де ¬ , згідно [69], будь-яка неперервна функція. 
Нехай 1
~d  і 2
~d  – нечіткі інтервальні висловлювання, міра істинності 
яких визначається парами 
 
)~();~( 1211 dd µµ ,              (3.6) 
 
)~();~( 2221 dd µµ      (3.7) 
 
відповідно. 
 
Тоді під мірою істинності висловлювань 
 
2121
~~
,
~~ dddd ∨∧ ;       (3.8) 
 
1
~d¬       (3.9) 
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P
розуміємо відповідно пари 
 
))~()~();~()~(()),~()~();~()~(( 2212211122122111 dTddSddSddTd µµµµµµµµ  (3.10) 
 
))~();~(( 1112 dd µµ ,             (3.11) 
 
де T  і S  – деякі неперервні функції. 
Доцільно використовувати модель прийняття рішень, засновану на 
розширених інтерпретованих нечітких МП [137, 138], нечітких кольорових 
МП [104] та деяких інших положеннях [69]. Модифіковані моделі 
віднесемо до класу нечітких інтервальних інтегрованих кольорових мереж 
Петрі (НІІКМП). 
Визначимо розширену НІІКМП згідно [137 – 140] 
 
>Λ=< LCBDfMfFTPfS ~,~,~,~,~,)(~),(~,~,~)(~ 0 ,  (3.12) 
 
де )}(:~{~ ~ kpP jpj µ=  – кінцева множина нечітких позицій jp~ ;  
)(~ kµ jp  – функція належності j -ї нечіткої позиції множині P
~
, що 
визначається згідно нечіткої логіки;  
k  – деяка змінна, що визначає значення функції 
m|P|,P,m1,j,kµ jp =∅≠=
~~)(~ ; 
)}(:~{~ ~ ktT
iti µ=  – кінцева множина нечітких переходів it
~ ; 
)(~ kµ
it
 – функція належності i -го нечіткого переходу множині T~ , що 
визначається згідно нечіткої логіки; 
k  – деяка змінна, що визначає значення функції 
nT,T,n1,i,kµ
it
=∅≠= |~|~)(~ ; 
 
}{),({)~~()~~(:)(~ kykxPTTPfF ijij→×∪× .           (3.13) 
 
Вираз (3.13) – нечітка функція інцидентностей P~  і T~ ; )(),( kykx ijij  – 
функції належностей вхідної і вихідної інцидентностей деяких нечітких 
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позицій Pp j
~
~ ∈  і нечітких переходів Tti
~~
∈ , що визначається згідно 
нечіткої логіки; k  – деяка змінна, що визначає значення відповідної 
функції. 
У ряді практичних реалізацій важливими є поняття нечітких вхідних 
і вихідних функцій інцидентностей мережі [140]: 
- нечітка функція вхідних інцидентностей 
 
)~~(:)(~ TPfI × ;          (3.14) 
 
- нечітка функція вихідних інцидентностей 
 
)~~(:)(~ PTfO × ;          (3.15) 
 
Тоді 
 
∅≠∅≠∅≠∪= )(~,)(~,)(~),(~)(~)(~ fOfIfFfOfIfF .  (3.16) 
 
Вектор нечіткого початкового маркірування нечітких позицій P~  
моделі визначимо як 
 
)}(:)~(~{)(~ ~0 kzpMfM jpj= ,          (3.17) 
 
де ]1,0[)~(~ →jpM  – нечітке маркірування нечіткої позиції Pp j ~~ ∈  нечіткої 
мережевої моделі; 
)(~ kz jp  – функція належності маркірування j - ї нечіткої позиції Pp j
~
~ ∈ . 
Тоді функція належності маркера 
 
)(:)~(~ ~ kzpM
αjpαj ==     (3.18) 
 
може бути представлена на інтервалі 
 
)()()(0 2~1 kµkzkµ αjp ≤≤≤ = ,          (3.19) 
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де )(1 kµ  і )(2 kµ  – деякі функції належності, що визначають відповідно 
нижню та верхню межі інтервалу (3.19), які у подальшому представлені як 
інтервальні функції належності; 
)(~ kz
αjp =  – функція належності (або її значення) маркера, що визначається 
на основі положень нечіткої інтервальної логіки (3.19). 
В залежності від особливостей областей визначення функцій )(1 kµ  і 
)(2 kµ  у (3.19), для обчислення )(~ kz αjp =  реалізують операції кон’юнкції та 
диз’юнкції [90]. 
У ряді обґрунтованих випадків отримати розв’язок можливо також 
на основі таких підходів [141]: 
 
).()()(0
);()()(0
);()()(0
);()()(0
2~1
2~1
2~1
2~1
kµkznotkµ
kµkzkµnot
kµnotkzkµnot
kµnotkzkµ
αj
αj
αj
αj
p
p
p
p
≤≤≤
≤≤≤
≤≤≤
≤≤≤
=
=
=
=
                (3.20) 
 
Використовуючи значення 
 
)( 0~ kz αjp = ,         (3.21) 
 
можемо також визначити оціночні значення компонент вектора 
 
wαjαj fMpM |pM )(~)~(~)~(~ 0∈∃ == ,     (3.22) 
 
як знаходження 
 




<
≥
=
=
=
=
,)()(0
;)()(1
)~(~
0~0~
0~0~
*
pp
*
pp
αj
kzkzif,
kzkzif,
 pM
jαj
jαj
                  (3.23) 
 
де *kz
αjp )( 0~ =  – деяке порогове значення функції належності. 
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Слід відмітити, що реалізація процедур (3.19) – (3.23) дозволяє 
знаходити оціночні значення компонент вектора: 
 
})(~{ 0wfM ′′ , Ww∈     (3.24) 
під час його генерації. Вибір підходу із існуючих (3.19), (3.20) та їх 
можливих похідних визначається на основі аналізу предметної області і 
аналітичних залежностей відповідних функцій належності, можливо з 
залученням експертів. 
Початкове маркірування мережі 0)(~ fM  (3.12) може бути отримане 
таким чином. Спочатку всім позиціям jp~  мережі ставиться у 
відповідність число 0, що змістовно означає, що міра істинності µ  
висловлювань d~ , які відповідають цим позиціям, не менше 0, тобто 
 
0~ 0 =M , 0)~( =jpµ .    (3.25) 
 
Якщо у БД є міра істинності висловлювань id
~
 
 
))~();~(()~( 21 iii ddµdµ µ= ,       (3.26) 
 
то вважаємо, що 
 
)~()~( 1 ij dµpµ = ;           (3.27) 
 
)~()~( 2 ij dµpµ ¬=¬ ,    (3.28) 
 
де jp~¬  – позиція, що відповідає висловлюванню id
~
¬ . 
Отриманий набір функцій виду 
 
)}~(,...),~(),~({ 21 mppp µµµ          (3.29) 
 
утворює простір початкових маркірувань 0
~M  з подальшим моделюванням 
і модифікацією на деякій множині маркірувань: 
 
JjM j ∈},~{ .           (3.30) 
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Такий підхід, на відміну від класичної МП, реалізує розповсюдження 
інтервальних маркірувань на множині }~{ jM . 
}~,...,~,~{~ 21 mdddD =  – кінцева множина висловлювань; 
DPB ~~:~ →  – відповідність між позиціями та висловлюваннями; 
]1,0[~:~ →TC  – ступені впевненості з урахуванням функції кольору; 
]1,0[~~ →T:Λ  – порогові значення інтервальних функцій з урахуванням 
функції кольору; 
L~  – деякий предикат множини змінних 
 
Uu,xu ∈}{ ,         (3.31) 
 
який, виходячи із предметної області, відображає просторову компоненту 
ZYX ,, , деякі інтервальні значення функції належності, а також деяку 
множину }{ ux , що характеризує предметну область.  
Множину }{ ux  віднесено на модель (3.12) до множини нечітких 
позицій P~ , множини нечітких переходів T~ , нечіткого маркірування 
)}~(~{ jpM , нечіткої функції інцидентностей )(~ fF  у просторі станів нечіткої 
мережевої моделі. 
Існує більше десяти типових форм кривих для задавання функцій 
належності. Виходячи із поставленої задачі, доцільно використовувати такі 
види функцій належності: трикутну, трапецієподібну та гаусову (рис. 3.2) – 
(рис. 3.4). 
Трикутна функція належності (рис. 3.2) визначається трійкою чисел 
( )cba ,,  і її значення у точці x  обчислюється згідно виразу 
 








<
≤<
−
−
≤<
−
−
≤
=
xc,
cxb,
bc
xc
bxa,
ab
ax
ax,
xµ
0
0
)( .       (3.32) 
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При )()( bcab −=−  має місце випадок симетричної трикутної 
функції належності, яка може бути однозначно задана двома параметрами 
із трійки ( )cba ,, . 
 
 
 
Рисунок 3.2 – Представлення трикутної функції належності 
 
Аналогічно, для задавання трапецієподібної функції належності 
(рис. 3.3) необхідна четвірка чисел ( )dcba ,,,  
 









<
≤<
−
−
≤<
≤<
−
−
≤
=
xd,
dxc,
cd
xd
cxb1,
bxa,
ab
ax
ax,
xµ
0
0
)( .       (3.33) 
 
При )()( cdab −=−  трапецієподібна функція належності приймає 
симетричний вигляд. 
Функція належності гаусового типу (рис. 3.4) [64] оперує двома 
параметрами і описується формулою 
 













 −
−=
2
)(
σ
cx
expxMF ,         (3.34) 
де c  – центр нечіткої множини;  
σ  – крутість функції. 
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Рисунок 3.3 – Представлення трапецієподібної функції належності 
 
Ступені впевненості C~  експертів використовуються під час 
моделювання міркірувань для отримання нових ступенів істинності на 
основі функцій належності (3.32 – 3.34). Це дає додаткову інформацію про 
міру істинності наслідків при істинності посилок рівних одиниці. 
Введення предикату UuxL u ∈},{~  у модель (3.12), введення D~ , B~ , 
C~ , Λ~ , а також використання нечіткої інтервальної логіки суттєво 
збільшує можливості моделі у порівнянні з існуючими підходами. Все це 
дозволяє нам розглядати вираз (3.12) як суттєве розширення існуючих 
нечітких моделей. 
 
 
 
Рисунок 3.4 – Представлення гаусової функції належності 
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Розглянемо демонстраційний приклад, коли процес може бути 
запущений на виконання лише при наявності факту виконання декількох 
умов. На даному прикладі ми продемонструємо додаткові можливості 
моделі з використанням мережі (3.12) у порівнянні з моделлю на основі 
мережі (3.1). 
Нехай для спрацювання переходу it
~
 необхідне виконання умов трьох 
позицій 321
~~~ p,p,p  (рис. 3.5) з використанням мережі (3.1). 
 
 
 
Рисунок 3.5 – Фрагмент моделі, побудований з використанням мережі (3.1) 
 
Для таких самих початкових умов побудуємо фрагмент моделі з 
використанням мережі (3.12) (рис. 3.6). 
 
 
 
Рисунок 3.6 – Фрагмент моделі, побудований з використанням 
мережі (3.12) 
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На рис. 3.6 позиція 3~p  маркірована маркерами трьох кольорів, що 
умовно показано як додаткове маркірування деяких умовних позицій 
21
~
,
~ pp . Фрагмент моделі, запропонований на рис. 3.6, значно простіший у 
сенсі ресурсних витрат, ніж фрагмент моделі, запропонований на рис. 3.5. 
Цей ефект очевидно буде збільшуватися з ростом розмірності моделі. 
У практичних реалізаціях такий підхід дозволяє скоротити у значній 
мірі розмірність досліджуваних процесів. 
Як показали дослідження в рамках даної монографії, для практичних 
випадків, в умовах невизначеності процесів і їх взаємодій, розв’язання 
задач моделювання та аналізу може бути подано на основі інтервальної 
логіки. Запропонований підхід дозволяє оцінювати цільове висловлювання 
з коефіцієнтом впевненості (значенням функції належності) на певному 
інтервалі значень. 
Нехай у деякому векторі (3.24) існує компонента 
 
wj fMpM 0)(~)~(~ ∈=α ,      (3.35) 
 
про яку відсутня достовірна інформація. 
Уточнимо процедури визначення аналітичних форм функцій 
належності з використанням структури НІІКМП. 
Кожному із елементів векторів початкового маркірування НІІКМП 
 
wj fMpM 0)(~)~(~ ∈              (3.36) 
поставимо у відповідність показник jD , який відображає відносну 
важливість деякої компоненти із (3.36) під час подання даних і знань, на 
основі яких формується цільовий розв’язок (розв’язки). 
Тоді для деякої підмножини компонент із 
 
})(~{)~(~ 10wj fMpM ∈      (3.37) 
 
виділимо підмножину 
 
JJJjDD jj ⊂∈⊂ 111 ,},{}{ 1 ,   (3.38) 
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елементи якої домінують над іншими: 
 
JJJjDDDD jjjj ⊂∈≠⊂ 222 ,},{}{},{}{ 122 ,      (3.39) 
 
тобто: 
 
121122
}){}{( jjjjjj DD|DD,DD ≺∈∈∃ .         (3.40) 
 
Поняття домінування припускає [142] перевагу в сенсі важливості 
відповідної компоненти над деякими іншими, що дозволяє також 
реалізувати підмножину компонент із (3.37) і прогнозувати властивості 
компонент із 
 
})(~{)~(~ 10wj fM pM ∉       (3.41) 
 
в умовах невизначеності, що формально і визначає (3.40). 
Використовуючи властивість домінування 
 
12 jj DD ≺        (3.42) 
 
у (3.40), ми отримуємо можливість генерації вектора })(~{ 0wfM . 
Розширення класу мереж НІІКМП (3.12) – (3.16), з урахуванням 
(3.19), дає додаткові можливості під час прийняття відповідальних рішень 
в умовах нечітких інтервальних даних і знань на їх основі. 
Тоді, враховуючи (3.12), (3.19) – (3.23) та приведені вище 
зауваження, можна, орієнтуючись для визначеності на клас мереж 
НІІКМП, сформулювати такі положення. 
Якщо задана мережа НІІКМП (3.12) [141], то механізми 
моделювання процедур нечіткого логічного виведення на фрагментах 
даної мережі виконуються при наявності декількох, не рівних одиниці, 
вхідних умов та однієї вихідної умови: 
 
|)1|)}(~{(|)1|)}(~{(||~~ =>∈∃ outpandinpTt iii .  (3.43) 
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Тоді процедури моделювання [124] можуть бути подані на рис. 3.7. 
 
 
 
Рисунок 3.7 – Мережа Петрі 
 
а) моделювання процедур прямого нечіткого логічного виведення. 
Нехай 
 
.
);()( 21
?y
xx
yµisythenxµisxif
−′
′=                                 (3.44) 
 
Як наслідок розв’язку (3.44) знаходимо на МП 
.outpp,inppµ
kzkz
ijijR
inpp
|inp|
1jinpp
outpp ij
i
ijij
)})(~{~)}(~{~(
))(()( )}(~{~
)}(~{
)}(~{~)}(
~{~
∈∈∧
∧∨= ∈
=
∈
∈ ∧
   (3.45) 
 
б) моделювання процедур зворотного нечіткого логічного виведення 
для кожної позиції 
 
)}(~{~ inpp ij ∈ .         (3.46) 
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Нехай 
 
.
?x
yy
yµisythenxµisxif
−′
′=
);()( 21
                                (3.47) 
 
Як наслідок розв’язку (3.47) знаходимо на МП [125]: 
 
,))()}(~({~
;)}))({~(()()}(~{~
)}(~{~
)(~
)}(~{~
kzoutpp
inppkz|inpp
outppij
ijR
outp
inppij
ij
i
ij
∈
∈
∧∈
∈=∈∀ ∨ µ
   (3.48) 
 
причому всі або, по крайній мірі, деякі із функцій належності (3.18) та їх 
значення (3.21) визначено на основі інтервальних уявлень (3.19) – (3.23). 
Справедливість положення та виразів (3.45) і (3.48) безпосередньо 
випливає із інтерпретації процесів мережевими моделями, алгоритмів 
визначення параметрів функцій належності компонент мережі НІІКМП, а 
також представлення функцій належності відношень ΣR
~
 у вигляді: 
 
)})(~{~)}(~{~( outpp,inppµ ijijR ∈∈ .      (3.49) 
 
Композицію фрагментів мережі НІІКМП здійснюємо згідно 
положень даного розділу з врахуванням інтерпретації процесів 
компонентами нечіткої мережевої моделі. 
Результати підрозділу можуть бути розповсюджені на інші, відмінні 
від (3.43), фрагменти мережі НІІКМП, моделюючої нечіткі процеси і їх 
взаємодію в умовах невизначеності під час використання результатів, 
отриманих у роботах [71, 124, 125, 141]. 
 
3.2 Розширення Е-мереж для побудови мережевих моделей  
 
Важливою складовою створення систем керування з використанням 
засобів штучного інтелекту є розширення можливостей розподілених 
інформаційно-керуючих систем і виробництв, підвищення вірогідності 
прийнятих рішень на основі імітаційно-керуючих моделей, які є складовою 
частиною систем керування, що функціонують у реальному часі в умовах 
апріорної невизначеності [143 – 145].  
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Існує кілька підходів до побудови мереж, які включають засоби 
керування їхньою структурою й динамікою моделювання. До них, в першу 
чергу, варто віднести МП із пріоритетами, предикатні, кольорові мережі 
Петрі, оціночні Е-мережі [134]. Найбільш пристосованими для створення 
моделей з керованою структурою й моделювання таких систем є Е-мережі, 
у які закладений механізм керування структурою залежно від зовнішніх 
для мережі умов. В Е-мережі принципово відсутні конфліктні ситуації, що 
забезпечується за рахунок синхронізації та керування виконанням 
переходів. Відповідно до роботи [136], формально Е-мережа може бути 
представлена як  
 
>=< 0)()()( MΨ,Q,V,Z,,TO,TI,T,RcB,P,E ,    (3.50) 
 
де P  – скінченна непуста множина позицій;  
B  – множина периферійних позицій, PB ⊂ ;  
Rc  – множина обчислювальних позицій, PRc ⊂ ;  
T  – скінченна непуста множина переходів;  
)(),( TOTI  – відповідно зв'язки на вході й виході переходів T ; 
Z  – функція часу виконання переходів;  
V  – змінні, які віднесені до позицій і змінюють свій стан при виконанні 
відповідних умов;  
Q  – скінченна множина обчислювальних процедур, що виключають 
конфлікти на переходах мережі й керують їхнім виконанням;  
Ψ  – множина процедур переходу, що управляє зміною кольору маркера;  
0M  – вектор початкового маркірування  Е-мережі.  
Переходи в Е-мережах мають ряд принципових особливостей у 
порівнянні з переходами в мережах Петрі [136]. 
Переходи E-мереж моделюють дії, що відбуваються в системі, у 
результаті яких наступають певні події. Оскільки дії реально пов'язані з 
витратами часу, то переходи E-мереж реалізуються не миттєво, а протягом 
деякого заданого інтервалу часу (можливо, випадкового, нечіткого). 
Значення часу спрацьовування переходів визначає функція +→ RAZ : . 
Кожний перехід E-мережі має три характеристики ),,( nnnn Za ψpi= , 
де Пn ∈pi  – тип переходу; ZZn ∈  – час виконання переходу; nψ  – 
процедура переходу. В E-мережах зазвичай використовують переходи 
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п’яти типів },,,,{ YXIFTП =  (рис. 3.8).  
 
Рисунок 3.8 – Основні типи переходів, що застосовуються в Е-мережах: 
а) T-Перехід; б) I-Перехід; в) F-Перехід; г) Y-Перехід; д) X-Перехід 
 
Правила виконання переходів в E-мережах: 
),( 21 ppT  – перехід спрацьовує, коли є маркер у позиції 1p , а позиція 
2p  вільна. При виконанні переходу видаляється маркер з 1p  і з’являється 
маркер у 2p ; 
),,( 321 pppF  – перехід спрацьовує, коли є маркер у 1p , а 2p  і 3p  
вільні. Після виконання переходу є маркери в 1p  і 2p , а 3p  вільна; 
),,( 321 pppI  – перехід спрацьовує, коли 1p  і 2p  мають маркери, а 3p  
вільна. Після виконання переходу маркер є тільки в позиції 3p ; 
),,,( 321 ppprY n  – якщо 1p  і 2p  мають маркери, а позиція 3p  вільна, 
то на переході виникає конфлікт, що вирішується за допомогою 
обчислювальної позиції nr . У випадку, якщо 0)( =nrM , маркер переходить 
із 2p  у 3p . Якщо ж 1)( =nrM , то перехід маркера здійснюється з 2p  у 3p . 
Конфлікт на переході не виникає, якщо маркер є тільки в якийсь одній із 
двох позицій на вході, а позиція на виході при цьому вільна. У такому 
випадку перехід виконується по T-схемі незалежно від того, яке значення 
(0 або 1) приймає )( nrM ; 
),,,( 321 ppprX n  – конфлікт на Х-переході має місце, якщо 1p  
маркірована, а 2p  і 3p  вільні. Як і у випадку F-переходу, конфлікт 
розв’язується за значенням )( nrM . 
Значення )( nrM  знаходяться за допомогою обчислювальної 
процедури Qrq n ∈)( , виконання якої полягає в почерговій перевірці 
пов’язаних з nr  предикатів 1rP  і 2rP . При виконанні якогось одного із цих 
двох предикатів 1)( =nrM , при виконанні іншого предиката – 0)( =nrM . 
p3 
p2 
p3 p3 
p3 
p2 
p2 
p2 
p2 
p1 
p1 
p1 
p1 
rn rn 
p1 
a) б) в) г) д) 
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мають помилкові значення, то )( nrM  – «Невизначеність». 
У цьому випадку вирішувальна позиція блокує перехід до результативного 
виконання процедури )( nrq  (означає, що необхідно знову визначити 
умову nr . 
Як слідує з викладеного вище, Е-мережа принципово відрізняється 
від мереж Петрі й має певні переваги за рахунок більш гнучкої структури.  
Істотним їх обмеженням є деяка громіздкість структури (3.50) і 
необхідність врахування множини умов їхнього використання [143]. Вони 
також орієнтовані на дослідження детермінованих процесів і, меншою 
мірою, на імовірнісні або нечіткі процеси, що вимагає залучення зовнішніх 
змінних [143]. Орієнтація на дослідження переважно максимум двох 
альтернатив розвитку процедур керування й моделювання [143] вимагає 
для реальних об’єктів складних громіздких процедур і конструкцій 
побудови макропереходів. В умовах невизначеності необхідно враховувати 
нечіткість в описі об’єкта й керування переходами мережі, але існуючі 
рішення на таке не здатні. Введення для кожного з можливих параметрів 
додатково зовнішніх стосовно мережі змінних викликає істотні труднощі в 
практичних застосуваннях. 
У зв’язку з викладеним вище, доцільно створення й реалізація таких 
мереж у складі розглянутих моделей, які мають переваги існуючих рішень, 
але вільні від зазначених недоліків [144]. 
Розширення Е-мережі має такий вигляд: 
 
>Θ=< 0)( ,,),(),(,, MQTOTITPE m ,      (3.51) 
 
де P  – скінченна непуста множина позицій;  
T  – скінченна непуста множина переходів;  
)(),( TOTI  – відповідно зв’язку на вході й виході переходів T ;  
Q  – скінченна множина обчислювальних процедур, які управляють 
виконанням переходів, формують колір маркерів обчислювальних позицій 
і виключають конфлікти на переходах мережі;  
Θ  – скінченна множина умов виконання компонент мережі, простору 
станів мережі й процедур переходу, що керує зміною кольору (атрибутів) 
маркера, визначає пріоритети щодо позицій на вході й виході переходу, а 
також визначає функцію часу Z  виконання переходів;   
0M  – вектор початкового маркірування  Е-мережі.  
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Введемо поняття дозволених (актуальних)  
 
)()(),()( TOTOTITI uu ⊃⊃            (3.52) 
 
і заборонених (не актуальних) 
 
)()(),()( TOTOTITI nunu ⊃⊃            (3.53) 
 
зв’язків на мережі. На основі (5.3), (5.4) реалізується можливість керування 
структурою мережі відповідно до логіки об’єкту моделювання. 
Для цілей використання Е-мережі в складі мережевих моделей з 
керованою структурою (ММКС) розглянемо правила інтерпретації. 
1. Множина переходів T  інтерпретує множину дій складного 
об’єкта. 
2. Множина позицій P  інтерпретує множину умов виконання 
переходів, причому  
RcPBP ⊃⊃ , , 
 
де B  – множина периферійних позицій, Rc  – множина обчислювальних 
позицій.  
3. Множина обчислювальних позицій Rc  маркірується, якщо для 
відповідних дій виконуються умови. 
4. Зв’язки )(),( TOTI  визначають причинно-наслідкові зв’язки між 
умовами й діями реального об’єкта. 
5. Зв’язки (3.52), (3.53) визначають відповідно дозволені й 
заборонені причинно-наслідкові зв’язки реального об’єкта. 
6. Функція часу Z  виконання переходів інтерпретує часові 
характеристики виконання дій. 
7. Скінченна множина обчислювальних процедур Q  визначає  
атрибути маркірування позицій Rc, що визначається зовнішніми стосовно 
мережі умовами   
 
FD QQQQ ∪∪= Pr , 
 
 103 
де DQ  – скінченна множина детермінованих обчислювальних процедур, 
які керують виконанням переходів і виключають конфлікти  на переходах 
мережі; 
PrQ  – скінченна множина імовірнісних обчислювальних процедур, які 
керують виконанням переходів і виключають конфлікти  на переходах 
мережі;  
FQ  – скінченна множина нечітких обчислювальних процедур, які керують 
виконанням переходів і виключають конфлікти  на переходах мережі.  
8. Скінченна множина умов Θ  виконання компонент мережі, їхнього 
пріоритету й простору станів мережі визначається простором станів 
предметної області. Для забезпечення пріоритетів виконання переходів 
запропоноване використання інгибіторних дуг у функціях )(),( TOTI  з 
урахуванням їх інтерпретації. 
9. Вектор початкового маркірування 0M  Е-мережі визначає 
початковий стан об’єкта керування.  
10. Множина векторів маркірування LM ∈l},{ l  Е-мережі визначає 
простір станів об’єкта керування.  
11. Керування структурою моделі здійснюється шляхом зміни 
складових (3.52), (3.53) і реалізації кінцевої множини обчислювальних 
процедур Q  з урахуванням їх складових.  
Для формування маркера в деякій обчислювальній позиції Rc  
доцільно застосувати такі правила: 
А) група детермінованих правил )(/ Dthenif . У позиції Rc  маркер 
існує, якщо консеквент правила – «істина»; 
Б) група імовірнісних правил )(/ Pthenif . У позиції Rc  маркер існує, 
якщо консеквент правила – «істина» зі значенням ймовірності *pp ≥ , де 
*p  – деяке граничне значення;  
В) група нечітких правил )(/ Fthenif . У позиції Rc  маркер існує, 
якщо консеквент правила – «істина» зі значенням функції належності 
)(*)( 00 xx µµ ≥ , де  )(* 0xµ  – деяке граничне значення. 
 
Зауваження 3.1. У ряді практичних випадків для реалізації правила 
В) у мережу (3.51) доцільно ввести нейроноподібні позиції, які можуть 
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бути віднесені до обчислювальних позицій з Rc  мережі (3.51). Вони є 
деякими граничними елементами пам'яті. 
Порівняльний аналіз використання мережі (3.50) [104] і 
запропонованого підходу до побудови мережі (3.51) показав, що 
розмірність мережі (3.51) менша за рахунок розширень можливостей 
компоненти Ψ  в (3.50) на можливості компонента Θ  в (3.51), а також 
уведенням більш потужних множин відповідно вхідних і вихідних позицій 
переходів типу X і Y. У практичних застосуваннях цей виграш може 
досягти істотного значення (до 10 %).  
Підхід має переваги перед існуючими рішеннями [144], що 
ґрунтуються на можливості використання знань експерта, які носять 
імовірнісний і (або) нечіткий характер, довгострокових і оперативних 
даних про потенційних постачальників, їхньому стані, можливих ризиках, 
підвищенні вірогідності процесів автоматизованого керування на основі 
використання мереж з керованою структурою. 
 
Гібридні імітаційно-керуючі моделі на основі інтеграції 
розширених Е-мереж і стохастичних мереж. Застосування гібридних 
імітаційно-керуючих моделей для керування процесами в інформаційно-
керуючих системах багатономенклатурних виробництв є ефективним 
засобом, що дозволяє підвищити вірогідність прийнятих рішень і, як 
наслідок, якість процесів і технологій, їхню конкурентоспроможність на 
ринку праці й виробів [146]. 
Як визначено в [144, 145], застосування гібридних моделей, 
заснованих на деякій інтеграції моделей, є перспективним напрямком, але 
одночасно викликає певні труднощі. Це, у першу чергу, пов’язано також з 
необхідністю аналізу стохастичних процесів, що мають складну структуру. 
У зв’язку із цим доцільним є розширення мережевих моделей і їхніх 
функціональних можливостей [144, 147].  
Метою цих досліджень є розширення можливостей інформаційно-
керуючих систем і виробництв, підвищення вірогідності прийнятих рішень 
на основі застосування розширень мереж з керованою структурою, які 
функціонують в умовах апріорної невизначеності й мають істотні переваги 
над існуючими рішеннями. Це визначає актуальність і перспективність 
досліджень. 
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Постановка задачі. Модель аналізу процесів автоматизованого 
керування на основі Е-мереж і їхніх розширень [143, 144, 147] реалізує 
функції моделювання з врахуванням даних і знань про об'єкт аналізу, 
включаючи нечіткі компоненти. 
Значна частина модельованих процесів є стохастичними, а це є 
причиною труднощів їхнього подання мережевою моделлю [144], 
наприклад, при їхній складній взаємодії (наявність ітераційних процедур, 
циклів і т.п.) 
Необхідно запропонувати й обґрунтувати розширення отриманих 
раніше мережевих  моделей за рахунок механізмів, спрямованих на 
моделювання й дослідження таких процесів. Модифікація повинна 
розширити можливості моделей при одночасному збереженні всіх 
отриманих раніше переваг [144] і результатів при вирішенні прикладних 
задач [146]. 
 
Підходи до розширення мережевих моделей. Як визначено в 
[143, 144], найбільш зручними для моделювання складних систем за 
необхідності врахування деяких зовнішніх факторів є Е-мережі [143], у 
яких закладені механізми керування мережею й динамікою її виконання в 
залежності від зовнішніх для мережі факторів і умов. В Е-мережах 
принципово вирішено проблему конфліктів, що є актуальним для деяких 
інших моделей, зокрема моделей з використанням мереж Петрі [148]. У 
зв’язку з цим доцільно як базову мережу прийняти модифіковану  
Е-мережу (3.51) [144]. 
 Для реалізації процедур моделювання стохастичних процесів часто 
використовуються  системи масового обслуговування, стохастичні мережі 
Петрі, мережі, що використовують ГЕРТ-технології [104]. Через те, що 
моделі на основі МП з використанням підходів мають ряд недоліків через 
їх деяку функціональну обмеженість, розглянемо можливості інтеграції  
Е-мереж і стохастичних мереж  [104].   
Формально стохастична мережа може бути представлена у вигляді 
 
>=< KNG , ,          (3.54) 
 
де N  – множина вузлів мережі; 
21 NNN ∪= , 1N  – вузли з детермінованими виходами; 
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2N  – вузли з імовірнісними виходами, причому в загальному випадку 
 
∅≠×∅≠× 1221 , NNNN ,          (3.55) 
 
де K  – множина дуг мережі. 
Вузли (3.55) мережі графічно представлені на рис 3.9: з 
детермінованими виходами – рис. 3.9, а; з імовірнісними виходами – 
рис. 3.9, б. 
 
                       
 
                                             а                          б          
 
Рисунок 3.9 – Вузли мережі 
 
Відповідно до робіт [104, 144], стохастична мережа для виконання 
деякої дії (вузла) не потребує виконання всіх його вхідних дуг і дозволяє 
існування циклів і петель. Вузли стохастичної мережі можуть бути 
інтерпретовані як стани (дії) системи, а дуги – як переходи з одного стану в 
інший. Такі переходи можна розглядати як виконання узагальнених 
операцій, що характеризуються щільністю розподілу, ймовірністю 
виконання й т.п. Кожний внутрішній вузол виконує дві функції: вхідну й 
вихідну. 
Вхідна функція визначає умову, за якої вузол може бути виконаний. 
Вихідна функція визначає сукупність умов, пов’язаних з результатом 
виконання вузла, наприклад, чи повинні виконуватися всі операції, яким 
даний вузол безпосередньо передує, або деяка їхня підмножина, або тільки 
одна з них. 
За визначенням, початковий вузол виконує тільки вихідну функцію, 
а кінцевий вузол – тільки вхідну. 
Існують, принаймні, такі типи вхідних функцій: тип 1 – вузол 
виконується, якщо виконані всі дуги, що входять у нього; тип 2 – вузол 
виконаний, якщо виконується будь-яка дуга, що входить у нього; тип 3 – 
вузол виконаний, якщо виконується будь-яка дуга, що входить у нього, за 
умови, що в заданий момент часу може виконуватися тільки одна дуга. 
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Існують принаймні такі типи вихідних функцій [104]: тип 1 – всі 
дуги, що виходять із вузла виконуються, якщо цей вузол виконаний – це 
детермінована вихідна функція; тип 2 – рівно одна дуга, що виходить із 
вузла, виконується, якщо цей вузол виконаний. Якщо описати вибір такої 
дуги за допомогою положень теорії ймовірностей, то така функція є 
імовірнісною вихідною функцією. 
Застосування ГЕРТ-технологій [104] дозволяє при рішенні 
практичних задач визначити імовірнісні характеристики виконання 
технологічних і виробничих процесів, математичне сподівання й 
дисперсію часу, необхідних для виконання цих процесів при відомих 
законах розподілу. Існують також ефективні засоби обчислення загальних 
параметрів мережі (топологічне правило Мейсона), застосування яких 
значно знижує як рутинну, так і творчу складові моделювання й аналізу 
реальних процесів.  
Взаємодіючі процеси, як відзначено вище, можуть бути представлені 
цілеспрямованою взаємодією деякої підмножини активних процесів для 
виконання поставлених задач. 
Стохастичні процеси і їхня взаємодія можуть бути представлені так 
званими потоковими графами [104]. Їхньою особливістю є подання 
елементів системи за допомогою вузлів, а взаємозв’язок між вузлами 
здійснюється напрямленими дугами. Принципова неможливість виділити 
умови й дії в мережі (3.55) суттєво обмежує їхнє застосування. Однак при 
описі складних стохастичних взаємодіючих процесів їхнє використання є 
перспективним. 
Як випливає з роботи [104], властивості потокових графів можуть 
бути використані для реалізації методів редукування графа до істотно 
простої структури, що знижує складність вирішення прикладних задач. 
Важливим результатом у цьому напрямку варто вважати топологічне 
рівняння Мейсона [104]. 
 
Визначення 3.1. Петля L  на орієнтованому графі – це зв’язна 
послідовність інцидентних вузлів і орієнтованих дуг.  
Для зручності використання топологічного рівняння Мейсона в [104] 
введені поняття петлі n -ого порядку та її пропускної здатності. 
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Визначення 3.2. Петлею n -ого порядку nL  будемо називати n  не 
зв'язаних між собою петель першого порядку. 
 
Визначення 3.3. Петля першого порядку 1L  визначена як петля, що 
не містить інших петель при досягненні кожного з вузлів з довільного 
вузла петлі. 
Уведемо формальне поняття нульового порядку 0L . 
 
Визначення 3.4. Петля нульового порядку 0L  формально визначена 
як петля, що не містить принаймні одного вузла і однієї дуги. 
Тоді еквівалентний коефіцієнт пропускання *T  n  не зв’язаних між 
собою петель першого порядку 1L  може бути представлений, як: 
       
∏
=
=
n
k
kn TLT
1
*)(* .              (3.56) 
 
Після нескладних перетворень топологічне рівняння Мейсона H  
[104] з урахуванням (3.56) може бути представлене у вигляді   
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k LT
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0)(*)1( .              (3.57) 
 
Рішення рівняння (3.57) дозволяє визначити еквівалентну передатну 
функцію стохастичної мережі. 
 
Розширення мережевої моделі. Для цілей визначення найбільш 
ефективного використання ГЕРТ-технологій пропонується гібридна 
модель  
 
GES m ∪=Σ
)(
.           (3.58) 
 
У роботі [144] обґрунтована така інтерпретація Е-мережі, що 
застосована в (3.58) [146]. Множина переходів T  інтерпретує множину дій 
системи; множина позицій P  інтерпретує множину умов виконання дій 
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(переходів) RcPBP ⊃⊃ , , B  – множина периферійних позицій, Rc  – 
множина обчислювальних позицій; множина обчислювальних позицій Rc  
одержує маркірування, якщо виконуються вхідні зовнішні умови для 
відповідних дій; зв’язки )(),( TOTI  визначають причинно-наслідкові 
зв’язки реального об'єкта. Функція часу Z  виконання переходів 
інтерпретує часові характеристики виконання дій; скінченна множина 
обчислювальних процедур Q  визначає атрибути маркерів позицій Rc на 
основі виконання зовнішніх процедур; скінченна множина умов Θ  
виконання компонент, їхнього пріоритету й простору станів мережі 
визначається на основі зовнішніх для мережі даних; вектор початкового 
маркірування 0M  Е-мережі визначає початковий стан об’єкта 
дослідження; множина векторів маркірування LM ∈l},{ l  Е-мережі 
визначає простір станів об’єкта дослідження. 
Аналіз положень, що визначають правила інтерпретації й 
формування простору станів з урахуванням визначення стохастичної 
мережі згідно (3.55), дає можливість сформулювати таке твердження [146]. 
 
Твердження 3.1. Якщо задано модель взаємодії процесів на основі 
Е-мережі, деякі з яких носять стохастичний характер, що визначає логіку 
подальшої їхньої взаємодії, то у вхідну Rc  позицію відповідного переходу 
Е-мережі досить додатково ввести стохастичну мережу, що реалізує деякі 
ГЕРТ-технології. 
Дійсно, справедливість твердження 3.1 буде очевидною, якщо 
врахувати, що виходи стохастичної мережі в складі моделі визначають 
ймовірності появи результатів досліджуваних процесів предметної області 
з метою вибору найкращих варіантів. Тоді, увівши граничне значення для 
ймовірності *p , ми маркіруємо позицію Rc  маркером певного кольору за 
виконання умови *pp ≥ , що й визначає подальші умови функціонування 
імітаційно-керуючої моделі.  
 
Наслідок 3.1. У більшості практичних випадків розширення  
Е-мережі на основі стохастичної мережі й ГЕРТ-технологій шляхом 
уведення їх у деякі обчислювальні позиції з }{Rc , відповідно до 
твердження 3.1, дозволяє ефективно та коректно вирішити поставлені 
задачі. 
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Зауваження 3.2. При подальших розширеннях вимог до імітаційно-
керуючих моделей і досліджуваних процесів бажано також розглянути 
інші механізми й більш загальні підходи до модифікації моделей.  
 
Методи й алгоритми практичної реалізації. У ряді робіт, зокрема  
[104], на основі ГЕРТ-технологій визначено, що система є досить 
універсальною й обмежень на її застосування в практичних додатках не 
спостерігається. Для систем на основі ГЕРТ-технологій практично немає 
обмежень на застосування відомих законів розподілу. Це робить її досить 
універсальною. 
Таким чином, стратегія вирішення практичних задач із 
використанням технологій ГЕРТ може включати такі основні дії: 
1. Будуємо модифіковану Е-мережу. 
2. Для деяких обчислювальних позицій з }{Rc  будуємо стохастичну 
мережу. Для цього: 
а) взаємодію досліджуваних процесів представимо у вигляді 
стохастичної мережі з ГЕРТ-вузлами N  (рис. 3.8); 
б) для кожної дуги з K  стохастичної мережі визначимо умовну 
ймовірність і твірну функцію моментів; 
в) для кожної дуги обчислюємо передатну функцію W ; 
г) використовуючи правила з [149], перетворимо мережу на 
еквівалентну; 
д) використовуючи правило Мейсона (3.57), обчислюємо  функцію 
W  для всієї мережі; 
е) обчислюємо математичне сподівання й дисперсію для 
досліджуваних процесів. 
Рішення топологічного рівняння (3.57) включає такі основні кроки: 
Крок 1. Обчислити еквівалентний коефіцієнт пропускання (3.56) для 
всіх петель порядку n . 
Крок 2. Обчислити значення  
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Крок 3. Значення (3.59) прирівняти до нуля й обчислити 
еквівалентну функцію для всієї мережі (3.54). 
Розглянемо особливості застосування пропонованого методу для 
вирішення прикладних задач в системах керування з вибору альтернатив. 
Нехай заданий фрагмент задачі по прийняттю рішень вибору виробників і 
потенційних постачальників високочутливих компонентів систем 
контролю стану технологічного об’єкта. Деяка кількість m  виробів 
повинна відповідати підвищеним вимогам. Нехай існує кілька потенційних 
постачальників  
 
IiBi ∈},{ .        (3.60) 
 
У розглянутому прикладі кількість потенційних постачальників 
дорівнює двом. Існують альтернативи прийняття рішень, що відображено 
фрагментом Е-мережі (рис. 3.10). Мережа описує дії, які включають  ряд 
дій типу: виконання навантаження (П), транспортування (ТР), операції 
забезпечення збереження й контролю якості й станів  (КС) виробів і т.п.  
За умовами задачі Jj ∈  постачальники поставляють вироби, до яких 
висуваються звичайні вимоги. Для виконання спеціальних вимог 
споживача по випуску 2=m  виробів, що відповідають підвищеним 
вимогам, постачальникові необхідно здійснити випуск більшої кількості 
виробів, тому що ймовірність випуску виробу з необхідними 
властивостями становить jp . Споживач згодний оплатити всі витрати 
постачальника. Для цього йому важливо оцінити витрати по альтернативах 
і вибрати мінімальні витрати.  
 
 
 
 
 
 
 
 
 
 
Рисунок 3.10 – Фрагмент Е-мережі 
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Для рішення розглянутої задачі мережу (рис. 3.10) модифікуємо 
таким чином, що з метою формування відповідного кольору маркера в 
позицію 2R  додатково введемо стохастичну мережу (рис. 3.11).  
 
 
 
 
 
 
 
 
 
Рисунок 3.11 – Стохастична мережа 
 
На основі мережі (рис. 3.10) у задачі оцінюємо математичне 
сподівання E1µ  необхідних обсягів випуску виробів по кожному варіанті. 
Нехай час виготовлення одного виробу постійний constz = , а ймовірність 
випуску виробу зі спеціальними властивостями по першому варіанті 
становить 25.01 =p , а по другому – 30.01 =p . 
Згідно (3.59), для мережі (рис. 3.11) складемо топологічне рівняння   
 
.01 432143 =+−−− WWWWWWW A      (3.61) 
 
З огляду на те, що у (3.61)  
 
E
A W
W 1= , 
 
де EW  – еквівалентна передатна функція мережі, одержуємо 
 
4343
21
1 WWWW
WWWE
+−−
= .       (3.62) 
 
Оскільки 25.01 =p , визначимо значення передатних функцій як 
 
ss eWWeWW 25.0,75.0 2143 ==== .              (3.63) 
 
1 2 3 
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W1 
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Тоді, з урахуванням (3.62) і (3.63), можна одержати 
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= .            (3.64) 
 
Оскільки ймовірність виконання мережі 1=Ep , то )(sWE  (3.64)  
дорівнює умовній твірній функції моментів випадкової величини 
)(sM E  [104]. 
Визначимо необхідну кількість випуску виробів по першому варіанті 
як знаходження математичного сподівання випадкової величини 
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sMµ .    (3.65) 
 
Виконавши нескладні обчислення, згідно (3.65), можемо одержати 
для першого варіанта 
.81 =Eµ  
 
Аналогічно по другому варіанті, для якого 30.02 =p , можемо 
одержати 
 
ss eWWeWW 30.0,70.0 2143 ==== .  (3.66) 
 
Тоді, з урахуванням (3.62) і (3.66), можна одержати 
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З урахуванням (3.67) шукане рішення для другого варіанта буде  
 
.71 ≈Eµ  
 
Колір маркера мережі й потенційний постачальник визначається як 
результат знаходження однієї з оцінок 
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)),()(min( 1 jjjjEj КCТРПCC j +++µ         (3.68) 
 
де jC  – вартісні показники виконання відповідних дій,  
або 
 
))()((min 1 jjjjEjJj КCТРПj +++∈ τµτ ,       (3.69) 
 
де jτ  – часові показники виконання відповідних дій. 
Таким чином, оцінюючи  варіанти з врахуванням очікуваних 
вартісних витрат згідно (3.68) або очікувані часові витрати згідно (3.69), 
експерт може одержати обґрунтоване рішення про керування процесами 
вибору постачальника. 
Слід зазначити, що критерії (3.68), (3.69) можуть в обґрунтованих 
випадках використовуватися також спільно або бути розширеними. 
У практичних рішеннях застосування  в системах керування 
запропонованого підходу дає можливість істотного підвищення 
вірогідності прийнятих рішень при одночасному скороченні витрат часу на 
їхнє прийняття. 
 
3.3 Розширення гібридних імітаційно-керуючих моделей на 
основі інтеграції розширених Е-мереж, стохастичних мереж і моделей 
баз знань  
 
Моделі процесів обробки даних та керування [143] в системах 
керування в умовах виробництва є ефективним засобом, що дозволяє 
підвищити якість виробів, процесів і технологій, їхню 
конкурентоспроможність на етапах життєвого циклу. Необхідність 
розробки й застосування моделей для цілей керування обумовлена 
принаймні такими чинниками: зниження рівня кваліфікації фахівців, що 
приймають рішення; істотний вплив суб’єктивного фактору; значна 
трудомісткість, а часто й неможливість реалізації процедур керування в 
умовах невизначеності; необхідність прийняття рішень в умовах 
жорсткого обмеження на матеріальні й часові ресурси [144]. 
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Постановка задачі. Існує база даних про об’єкти дослідження, 
наприклад, про потенційних розробників, виробників і постачальників 
комплектуючих матеріалів, засоби і умови постачання. Дані про об’єкти 
визначені на множині відношень 
 
MiAAAR niiii ∈)},,...,,({ ,2,1,           (3.70) 
 
де ni,A  – деякий n  – атрибут i – об’єкта. 
Існує база знань, що містить знання про особливості кожного з 
атрибутів ni,A  у відношеннях (3.70), їхній взаємозв’язок у вигляді якісних 
або кількісних характеристик і умов застосування. 
Знання реалізуються на основі логічного виведення й можуть бути 
представлені правилами виду 
 
then/if .       (3.71) 
 
Мета виконання системою відповідних рішень, які реалізуються в 
реальному часі й визначаються предметною областю, представлена в 
загальному випадку у вигляді знаходження екстремуму деякого 
функціонала 
 
extrJ
*F
→ ,          (3.72) 
 
де *F  – множина обмежень. 
Необхідно запропонувати модель, що дозволяє, з використанням 
даних і знань, обмежень предметної області, реалізувати керування 
складними об’єктами, вибір альтернатив із множини (3.70) на 
основі (3.72) [144]. 
 
Структура імітаційно-керуючої моделі. Відповідно до постановки 
задачі досліджень, необхідно запропонувати, обґрунтувати й реалізувати 
структуру гібридної моделі, що включає складові, що є вихідними 
умовами для досягнення поставленої мети: дані про об’єкти, включаючи, 
наприклад, їхні реквізити, фінансові й господарські показники, умови й 
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відстані транспортування, можливі ризики, пріоритети й т.п. При цьому 
зазначені характеристики можуть носити як об’єктивний, так і 
суб’єктивний характер [144]. Модель повинна також дозволяти засобами 
моделювання здійснювати керування в заданій предметній області 
згідно (3.72). 
Слід зазначити, що знання (3.71) включають правила й групи правил 
виду  
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де iB  – деяка резолюція, що пов’язана з i -м об’єктом, N  – множина 
атрибутів. 
Знання (3.71) можуть включати правила й групи правил виду 
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де kB  – деяка резолюція, пов’язана з набором Kk ∈  об’єктів. 
Знання про атрибути об’єктів і резолюції в (3.73) – (3.76) можуть 
носити  детермінований ( D ), імовірнісний ( P ), нечіткий ( F ) характери. 
Дані й знання предметної області визначені в часі Z , можуть 
змінюватися, оновлюватися, ставати неактуальними. Це викликає 
необхідність представлення самих об’єктів і їхніх атрибутів з (3.70), а 
також знань з (3.73) – (3.76) у вигляді деяких динамічних об’єктів. Між 
деякими атрибутами, наприклад, об’ємами постачань, вартістю, відстанями 
й т.д., у (3.70) можуть існувати зв’язки й функціональні залежності.  У 
цьому випадку доцільне застосування методів математичного 
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програмування. Слід також зазначити, що обмеження при вирішенні задач 
математичного програмування можуть носити алгоритмічний характер, 
включаючи імовірнісні й нечіткі змінні, що істотно утруднює застосування 
класичних підходів, вимагає їхнього розширення і уточнення. 
Все це приводить до необхідності розробки й застосування нових  
підходів до вирішення поставлених задач. З урахуванням наведеного вище 
аналізу розроблена структура гібридної моделі (3.12) [144]. 
Відповідно до моделі (рис. 3.12), дані на вході включають 
інформацію про об’єкти, які носять як довгостроковий, так і оперативний 
характер. Вони формують базу даних і умови оперативного характеру про 
об’єкти, які визначають додаткові умови функціонування мережевої 
моделі з керованою структурою. База знань включає детерміновані, 
імовірнісні, нечіткі правила, які реалізують шляхом логічного висновку 
умови виконання дій мережевої моделі. 
 
{R>}, i > M ПРММПр
ВД
ОПР
if/then (D, Pr, F)
ММКС
 
 
Рисунок 3.12 – Структура гібридної моделі 
 – основні зв’язки;   – додаткові зв’язки. 
 
Позначення на моделі (рис. 3.12): ВД – дані на вході системи; 
MiRi ∈},{  – множина даних про об’єкти;  множина правил, що включає: 
)(/ Dthenif  – детерміновані правила; )(/ Pthenif  – імовірнісні правила; 
)(/ Fthenif  – нечіткі; ПРММПр – прийняття рішень методами 
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математичного програмування;  ММКС – мережева модель з керованою 
структурою;  ОПР – особа, яка  приймає рішення. 
Особливості прийняття рішень із використанням методів 
математичного програмування визначаються наявністю обмежень 
алгоритмічного характеру, включаючи імовірнісні й нечіткі змінні. Їхнє 
використання вимагає додаткових досліджень у зв’язку з тим, що класичні 
підходи не мають практичних механізмів врахування таких змінних в 
обмеженнях [150]. 
Таким чином, реалізація моделі (рис. 3.12) вимагає цілеспрямованих 
комплексних дій по її побудові й дослідженню. 
Вирішення практичних задач керування в умовах апріорної 
невизначеності здійснюється шляхом: 
- формування БД; 
- формування БЗ і процедур логічного виведення; 
- формування структури й простору станів мережі )(mE ; 
- забезпечення реалізації обчислювальних рішень засобами 
ПРММПр; 
- визначення на мережі множини дозволених зв’язків і виключення з 
розгляду множини заборонених (неактуальних) зв’язків; 
- визначення альтернатив, які задовольняють (3.72) на множині 
обмеження предметної області;  
- формування рішень згідно (3.72);  
- ОПР при прийнятті відповідальних рішень у задачах керування 
оперують додатково даними, знаннями (рис. 3.12) і  критеріями, які 
враховують деякі інші, часто погано формалізовані дані й знання. 
Запропонований підхід використаний у задачах керування й 
визначення альтернатив для забезпечення ресурсами високотехнологічних 
багатономенклатурних виробництв, що підтвердило його ефективність. 
Підхід має переваги над існуючими рішеннями [136], що 
пояснюється додатковим використанням імовірнісних і нечітких знань 
експерта, довгострокових і оперативних даних про потенційних 
постачальників ресурсів, скороченням строків прийняття рішень, 
підвищенням вірогідності за рахунок раціонального вибору шляхів і 
альтернатив рішення практичних задач на основі їхнього моделювання 
мережами з керованою структурою. 
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3.4 Оптимізація процесів керування та прийняття рішень при 
нечітких алгоритмічних обмеженнях в знання орієнтованих 
технологіях 
 
Як випливає з викладеного вище, важливою складовою реалізації 
функцій моделювання й прийняття рішень у системах керування 
складними технологічними об’єктами є застосування методів оптимізації 
[151, 152] і використання їх для прийняття рішень у гібридних мережевих 
моделях розглянутого класу.  
Особливістю розглянутих об’єктів є те, що деякі із взаємодіючих 
процесів представлено в нечіткому просторі станів, що часто робить 
неприйнятними класичні підходи.  
Нечітке математичне програмування й підходи на його основі 
[36, 153] включать додатково множину неточно  (нечітко) визначених 
критеріїв, їхніх значень і обмежень.  
Нечіткий підхід полегшує задачу особи, яка приймає рішення, 
дозволяючи їй нечітко, приблизно формулювати критерії, цілі й 
обмеження. Синтез теорії нечітких множин і класичних методів 
оптимізації є основою створення нових методів і ефективних рішень, що й 
визначає актуальність досліджень. 
Мета, якої дотримуються при виборі й ухваленні оптимального 
рішення, полягає в тому, щоб виявити найкращий (оптимальний) варіант 
дії на даний час при наявності  деяких обмежень. У роботі [144] визначено, 
що методи прийняття оптимальних рішень можуть бути ефективними в 
імітаційно-керуючих моделях, побудованих на основі спільного 
комплексного використання мереж з керованою структурою, реляційних 
БД і БЗ [154]. 
Пам’ятаючи про спільність підходів, розглянемо деяку узагальнену 
задачу, що часто зустрічається в практичних застосуваннях. 
Нехай задана задача лінійного програмування з обмеженнями, деякі з 
них можуть бути представлені у вигляді нечітких алгоритмічних обмежень 
thenif / . Необхідно запропонувати підходи до рішення задачі  у складі 
гібридних моделей. 
Існуючі рішення задачі нечіткого лінійного математичного 
програмування можуть бути сформульовані як рішення задачі максимізації 
(або мінімізації) заданої функції на заданій множині припустимих 
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альтернатив, що описується системою рівнянь або нерівностей [36]. 
Причому опис функцій, параметрів, від яких залежать ці функції, і самої 
множини X  може бути представлено нечіткими змінними в нечіткому 
просторі станів. Таким чином, класична задача лінійного математичного 
програмування перетворюється на задачу нечіткого лінійного 
математичного програмування. 
Розрізняють кілька постановок задачі нечіткого математичного 
програмування. Деякі з них розглянуто в [36]: 
- максимізація функції  
 
1: RXF → ,         (3.77) 
 
де 1R  – числова вісь на заданій нечіткій множині припустимих 
альтернатив, обумовлених функцією належності 
 
]1,0[)( →Xµ ;           (3.78) 
 
- нечіткий варіант задачі математичного програмування, заснований 
на модифікації класичної задачі математичного програмування, що досить 
докладно обґрунтована, наприклад в [151, 152]. 
Виникають важливі для практики випадки: 
а) якщо «пом’якшити» обмеження, тобто допустити можливість 
їхнього подання в нечіткому просторі станів, то одержимо задачу 
нечіткого математичного програмування;  
б) замість максимізації деякої функції можна прагнути до досягнення 
деякого прийнятного, наперед заданого значення функції на основі 
використання функцій (3.78). 
На цей час відомі рішення (3.77) для випадків (3.78) [36]. Аналіз 
показав, що зазначені рішення не охоплюють важливий випадок нечітких 
алгоритмічних обмежень. Це істотно обмежує можливості прийняття 
рішень для випадку присутності нечітких алгоритмічних обмежень. 
Особливо це характерно для практичних випадків, коли зіштовхуються із 
застосуванням точної теорії оптимізації до неточних моделей, критеріїв і 
обмежень, де немає обґрунтованих вимог точного визначення деяких 
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величин (продуктивність, прибуток, часові витрати й т.п.) і де занадто 
часто проявляються труднощі обчислювального характеру. 
Нехай задана функція мети оптимізаційної задачі лінійного 
програмування 
 
;,,1,min
1
Jjnjxc
jx
n
j
jj ∈=→
Ω∈=
∑       (3.79) 
де jс  – деякі коефіцієнти, jx  – деякі змінні. 
Для змінних функції (3.79) існують обмеження двох видів: 
- лінійні обмеження: 
 
:Ω ;BAX ≤ ||...,,,||||,...,,,||,|||| 2121 mnmnij bbbBxxxXaA === ;   (3.80) 
 
- алгоритмічні обмеження на основі нечітких правил типу (3.71). 
У цей час існує значна кількість досліджень теоретичного й 
практичного характеру, наприклад [41], що дає можливість їхнього 
використання повною мірою при вирішенні прикладних задач. У зв’язку із 
цим, рішення задачі (3.71), (3.79), (3.80) може бути представлене у вигляді 
двох складових, які взаємно доповнюють одна одну. Запропонуємо 
стратегію знаходження шуканих рішень.  
Перша складова включає рішення класичної задачі лінійного 
програмування типу (3.79), (3.80). 
Використовуючи відомі підходи, здійснюємо знаходження невідомих 
jx , які визначають чисельні характеристики деякої предметної 
області [155]. 
Однак існують також обмеження для (3.79) типу (3.71), що вимагає 
додаткових досліджень. 
Обмеження типу (3.71), у загальному випадку, можуть включати  
деяку множину правил, у яких деякі зі змінних не присутні у (3.79) або 
(3.80), наприклад 
 
""
""""""
великеisPthen
середнєisxorвеликеisxandмалеisxif mki
,        (3.81) 
 
причому змінна P  не включена у (3.79), (3.80), Jmki ⊂},,{ . 
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Друга складова рішення задачі (3.71), (3.79), (3.80) здійснює 
вирішення (3.81) при відомих з розв’язку (3.79), (3.80) значеннях jx . Для 
цієї мети доцільне використання процедур прямого нечіткого логічного 
виведення на основі підходу Заде-Мамдані типу 
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та (2.18), 
де x′  – результат рішення (3.79), (3.80) для якоїсь зі змінних;  
y′  – деякий шуканий розв’язок (3.82), (3.83) з наступною дефаззіфікацією 
[41, 156] відносно y′ , що у цьому випадку визначає змінну P .  
Для розв’язку (2.18) потрібно визначити нечітке відношення ),( yxµ  
з множини [41], що звичайно ж є окремою актуальною задачею. Якщо 
дефаззіфіковане значення P′  користувача не задовольняє, то здійснюємо 
нечітке зворотне логічне виведення Заде-Мамдані для задовольняючого 
значення P′ . Після вирішення здійснюємо дефаззіфікацію та вводимо 
необхідну корекцію невідомих в (3.79), (3.80). 
 
Висновки до розділу 3 
 
1. Розроблено підходи для оперативного оцінювання станів складних 
об’єктів в умовах невизначеності компонентами моделі, побудованої на 
основі нечіткої інтервальної логіки. Всі положення представлені на 
практичних прикладах. 
2. Набула розвитку нечітка мережева модель на основі нечіткої 
інтервальної інтегрованої кольорової мережі Петрі, яка дозволяє 
використовувати в явному вигляді не тільки значення функції належності, 
але і її аналітичну форму, що дало можливість розширити сфери 
застосування даної моделі. 
3. Запропоновано і обґрунтовано засоби оперативного оцінювання 
станів складних об’єктів з використанням нечіткої логіки, які реалізовані у 
рамках розробленої моделі подання нечітких процесів прийняття рішень. 
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Подальшим етапом дослідження у даному напрямку є удосконалення 
математичного апарату побудови моделей і адаптація отриманих 
результатів на об’єктах предметних областей. 
4. Визначено, що важливим напрямом розробки й удосконалення 
засобів автоматизованого управління складними об’єктами є адаптація та 
розширення їх функціональних можливостей на основі застосування і 
розвитку гібридних імітаційно-керуючих моделей, які використовують у 
контурі керування. 
5. Отримали подальший розвиток мережі з керованою структурою, 
що основані на модифікації Е-мереж. Для модифікованої Е-мережі введено 
додатково множину умов виконання компонент моделі, простору станів і 
нейрони Looney, які віднесено до обчислювальних позицій. Це дозволяє 
розширити функції управління зміною кольору (змістом атрибутів) 
маркеру, виключити принципові можливості виникнення конфліктів, 
визначати пріоритети відносно позицій на вході та виході переходів, більш 
повно враховувати особливості предметних областей.  
6. Визначено, що при моделюванні взаємодіючих стохастичних 
процесів моделями на основі Е-мереж не в повній мірі розв’язуються 
поставлені в роботі задачі. У зв’язку з цим доцільно їх подальше 
удосконалення. Для прийняття рішень в інформаційно-керуючих системах 
запропоновано нові гібридні мережеві моделі на основі інтеграції 
модифікованих Е-мереж і мереж із стохастичною структурою. Розглянуто 
особливості спільного застосування модифікованих Е-мереж і мереж із 
стохастичною структурою, що реалізують ГЕРТ-технології. 
Сформульовано рекомендації щодо практичного застосування таких 
моделей. 
7. Застосування підходу в практичних реалізаціях дає принципову 
можливість підвищення вірогідності автоматизованого керування при 
одночасному скороченні часових витрат.  
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4 МЕТОДИ ОЦІНЮВАННЯ СТАНІВ ПРОЦЕСІВ У ПРОСТОРОВО 
РОЗПОДІЛЕНИХ ОБ’ЄКТАХ 
 
4.1 Методи оцінювання та прийняття рішень на множині 
існуючих факторів в умовах невизначеності 
 
Важливим значенням для країн з економікою, що розвивається, до 
яких можна віднести Україну, мають критерії оцінки станів просторово 
розподілених об’єктів, розташованих на її території. 
Зважаючи на територіальну обмеженість ресурсів, прийняттю рішень 
передує комплексний аналіз з застосуванням системного підходу, при 
якому не тільки розглядають взаємодію усіх факторів та відбирають самі 
значимі варіанти, але також простежується у динаміці розвиток ситуації 
для кожного з запропонованих варіантів рішення. Форрестер [157], 
застосовуючи системну динаміку для моделювання підприємства, міста, 
світу, прийшов до висновку, що самі цікаві та перспективні результати 
показують моделі на 30 – 50 років. 
На сучасному етапі розвитку суспільства для управління просторово 
розподіленими об’єктами на усіх рівнях все ширше використовують 
геоинформаційні технології. Це викликано, з однієї сторони, 
різноманатністю та складністю подання даних в ГІС,  з іншої – 
можливістю розв’язання більшої кількості аналітичних задач з просторово 
розподіленими даними при використанні ГІС. Водночас з цим більшість 
проблем і задач в ГІС слабо структуровані та слабо формалізовані, що 
часто викликає значні труднощі. 
Тому важливою задачею є підвищення вірогідності прийняття 
рішень при  оцінюванні території в умовах невизначеності на підґрунті 
розробки моделей, методів та алгоритмів аналізу, а також розв’язання 
прикладних задач. 
 
Постановка задачі дослідження. Розглянемо просторово 
розподілений об’єкт як систему, що складається з компонентів (1.25).  
Компоненти системи (1.25) взаємодіють на основі множини процесів 
(1.29), які часто є невизначеними та суперечливими.  
Геоінформаційні технології дозволяють виконувати просторову та 
часову прив’язку об’єктів, розв’язувати розподілені задачі. З усієї 
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множини процесів, що відбуваються у системі, засобами геоінформаційних 
технологій можна представити у вигляді (1.29). 
Модель процесів (1.29), які можуть носити детермінований, 
ймовірнісний та нечіткий характер [101], має вигляд  
 
)}~({)}({)}({ )()()( FrPPrPDrPS GISGISGIS ∪∪= .   (4.1) 
 
Для множини процесів, які будуть домінувати та вважатися 
визначальними у розумінні (4.1) необхідно:  
- розробити підходи до побудови моделей прийняття рішень; 
- визначити критерії адекватності процесів прийняття рішень;  
- виділити домінуючі фактори, що визначають ступінь ранжирування 
процесів (1.29); 
- розробити методи та структуру інструментальних програмних 
засобів оцінювання станів територій.  
 
Вибір критеріїв адекватності процесів прийняття рішень. 
Сутність математичного моделювання полягає у заміні оригінала 
вихідного об’єкта його образом – математичною моделлю – та в 
подальшому вивченні моделі за допомогою реалізованих на комп’ютерах 
обчислювально-логічних алгоритмів [100]. Робота не з самим об’єктом, а з 
його моделлю дає можливість безболісно, відносно швидко та без суттєвих 
втрат досліджувати його властивості та поведінку у будь-яких ситуаціях. В 
то же час такі експерименти дозволяють докладно та глибоко вивчати 
об’єкти у достатній повноті. Тому методологія математичного 
моделювання продовжує інтенсивно розвиватися, охоплюючи все більше 
сфер – від розробки технічних систем і керування ними до аналізу 
найскладніших економічних та соціальних процесів.  
Розглянуті моделі (рис. 2.1) адекватно відображають об’єкти і 
процеси зазвичай тільки у тому випадку, якщо вони дозволяють 
виконувати змістовний цілеспрямований аналіз предметних областей на 
множині критеріїв та обмежень.  
Змістовний аналіз предметної області та постановки задачі показав, 
що значущими факторами адекватності процесів прийняття рішень є:  
повнота, несуперечливість, відсутність марних зациклень, відсутність  
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конфліктів, досяжність мети та інші, що  достатньо докладно розглянуті у 
роботах [6, 158].  
Сформулюємо твердження, яке визначає умови несуперечливості в 
задачах прийняття рішень [101, 102]. 
 
Твердження 4.1. Якщо існує множина очікуваних рішень  
 
wArP ~~ ∈         (4.2) 
 
та множина фактичних рішень 
 
fArP ~~ ∈ ,        (4.3) 
 
то процеси несуперечливі K~ , якщо справедливо 
 
ArPrPK ~~,~~ ∈∀=         (4.4) 
 
та  
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AAdiffalse
AAdiftrue
K           (4.5) 
 
де )~,~( fw AAd  – нечітка відстань Хеммінга між очікуваними та 
фактичними рішеннями; 
ε ′  – норма точності, причому  
 
),,min(
,)(
,)~,~(
εεε
ε
ε
′′′≤
′′≤
′≤
j
fw
rPf
AAd
            (4.6) 
 
де )( jrPf  – функція ранжирування, що ґрунтується на методі аналізу 
ієрархій [159]. 
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Величина ε  в (4.6) визначається предметною областю на основі 
логічного виведення «якщо, то». 
Справедливість твердження (4.5) безпосередньо випливає з 
постановки задачі.  
 
Зауваження 4.1. У випадку, якщо у (4.5) відсутня за прийнятими 
критеріями несуперечливість  рішень, що приймаються, то виконуємо 
модифікацію (4.5). 
Таким чином, розв’язання задачі несуперечливості при прийнятті 
рішень ґрунтується на оптимізації нечітких компонент моделі при 
наявності деяких обмежень contF~  
 
extrF
contF →
~
,            (4.7) 
 
де contF~  – функція обмеження. 
Таким чином, в результаті виконаних наукових досліджень 
реалізовано такі важливі задачі: 
- на основі змістовного цілеспрямованого аналізу сформульовано 
постановку задачі прийняття рішень на множині параметрів та обмежень 
предметної області; 
- отримали подальший розвиток критерії аналізу несуперечливості, 
які, на відміну від існуючих, представлені нечітким простором станів 
моделей, а також виділенням норм точності по її компонентах, що 
дозволило підвищити вірогідність рішень, які приймаються у предметних 
областях. 
Перспективами подальших досліджень є розробка та удосконалення 
методів та інформаційних технологій при розв’язанні прикладних задач. 
 
Метод оперативного оцінювання станів складних об’єктів з 
використанням нечітких інтервальних уявлень. Вибір нечітких правил, 
змінних і їх значень безпосередньо пов’язаний зі знаннями про предметну 
область, про особливості управління її процесами. Знання можуть бути 
вилучені з досвіду кваліфікованих спеціалістів, а також із аналізу 
функціонування аналогів та прототипів. У зв’язку з цим важливими 
факторами є побудова та реалізація нечітких алгоритмів, вибір функцій 
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належності і їх дискретизація, визначення методів фаззіфікації та 
дефаззіфікації [41]. 
Нехай заданий нечіткий динамічний об’єкт (НДО) [137]. Під НДО 
будемо розуміти взаємодіючі об’єкти і процеси нечітких мережевих 
моделей, які створюються у процесі моделювання, характеризуються 
структурою, мають хоча б один нечіткий атрибут, а зміст атрибутів і 
властивостей змінюється в часі згідно динаміки розвитку модельованих 
процесів. 
Виділимо етапи, що відображають суть методу (рис. 4.1). 
Етап 1. Нехай НДО описується такими елементами [137, 138, 140]: 
 
)(~ inPi
 
it
~
 )(~ outPi  µ  Ai~µ∆  Χ  Υ  Ζ  )(~ inM jp  }{
~
uxL  jpΜ ~
~
 
 
Рисунок 4.1 – Елементи, що складають НДО  
 
На рис. 4.1 )(~ inPi – ідентифікація вхідного об’єкта; 
it
~
– ідентифікація дії (переходу); 
)(~ outPi  – ідентифікація вихідного об’єкта; 
µ  – значення функції належності вхідного об’єкта; 
Ai~µ∆  – значення функції належності, представлене через аналітичну форму 
деякого інтервального значення ))(( ~ xAiµ∆ , що є принциповим; 
Χ,Υ,Ζ  – координати об’єкта в ГІС. 
ГІС – системи, призначені для збору, збереження, аналізу і графічної 
візуалізації просторових даних та пов’язаної з ними інформації про 
представлені в ГІС об’єкти. Це інструменти, що дозволяють користувачеві 
шукати, аналізувати і редагувати цифрові карти, управляти територіями, а 
також отримувати додаткову інформацію про об’єкти, наприклад, адреса 
та телефон людини з урахуванням просторових координат ΖΥ,Χ, . 
Прикладами таких ГІС є програми ArcGIS, ArcPad [22]; 
)(~ inM jp  – маркірування деякої вихідної позиції )}(
~{~ outPp ij ∈  перехода it~  
мережі; 
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}{~ uxL  – деякий предикат на моделі (3.12), який визначається як: 
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=
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u
u     (4.8) 
 
jpΜ ~
~
 – вектор поточного маркірування. 
Етап 2. Нехай є деяка функція )(~1 xAµ∆ , яка описується залежністю 
(3.32) і функція )(~2 xAµ∆ , яка описується залежністю 
 
2
2
)(1)( fxkexy −−−= .         (4.9) 
 
Результуюче значення )(~1 xBµ∆  буде знаходитись в межах «більше, 
ніж )(~1 xAµ∆  і менше, ніж )(~2 xAµ∆ », тобто  )()()( ~2~1~1 xxx ABA µµµ ∆≤∆≤∆ . 
Як показано на прикладі (рис. 4.2 а, б), перетин двох функцій 
належності (3.32) і (4.9), представлених через деякі інтервальні значення, 
утворює область перетину, площа якої описується фігурою deb . 
 
 
 
Рисунок 4.2 а – Перетин двох функцій належності, представлених через 
деякі інтервальні значення 
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Рисунок 4.2 б – Перетин двох функцій належності  
(значення )(~1 xBµ∆  визначає штрихова поверхня deb ) 
 
Етап 3. У даному випадку для визначення значень )(~1 xBµ∆  доцільно 
та зручно використовувати дефаззіфікацію на основі принципа «центра 
мас», який дозволяє отримати необхідний результат під час розв’язання 
широкого класу задач: 
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µ
µ ,        (4.10) 
 
де )(~1 xBµ∆  – значення результуючої функції належності, представлене 
через деяке інтервальне значення аналітичної форми; 
)(~1 xAµ∆  – значення функції належності, представлене через деяке 
інтервальне значення аналітичної форми; 
AiS ~  – площа області перетину. 
 131 
Етап 4. Реалізація інтелектуальних обчислювальних механізмів, 
процедур прямого modus ponens (GMP) та зворотного modus tolens (GMT) 
нечіткого логічного виведення [41] (нечітка логіка на інтервалі)  
 
)()()(0 ~2~1~1 xxx ABA µµµ ∆≤∆≤∆≤      (4.11) 
 
з урахуванням просторових координат об’єкта ΖΥ,Χ, . 
Етап 4 виконується, якщо ΖΥ,Χ,  визначено, інакше – останов, 
виведення повідомлення. 
Етап 5. Модифікація показників. Повторний прогін. 
У процедурах modus ponens (GMP) thenif /  умови з відомим 
відношенням ),(~ yxR  та нечітким значенням антецедента A′~  дозволяють 
нам визначити наслідок B′~ : 
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     (4.12) 
 
згідно 
 
),(~~~ yxR'A'B =             (4.13) 
 
з наступною дефаззіфікацією [41]. 
Якщо існує деяка множина правил: 
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то розв’язок для кожного з правил (4.14) знаходиться аналогічно (4.12) з 
тією лише відміною, що тип операції композиції ELSE  інтерпретується 
згідно прийнятого оператора побудови нечіткого відношення [41]. 
Етап 6. У процедурах modus tolens (GMТ) [41] thenif /  умови з 
відомим відношенням ),(~ yxR  і нечітким значенням наслідка B~′  дозволили 
нам визначити значення антецедента A′~ : 
 
'Aisx
'Bisy
BisythenAisxif
~
~
~~
−−−−−−−−−−−
    (4.15) 
 
згідно 
 
'Byx,R'A ~)(~~ =            (4.16) 
 
з наступною дефаззіфікацією [41]. 
Якщо існує деяка множина правил: 
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то розв’язки для кожного із правил (4.17) знаходяться аналогічно (4.15) з 
тією відміною, що тип операції композиції ELSE , по аналогії з GMP, 
інтерпретується згідно прийнятого оператора побудови нечіткого 
відношення [41]. 
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Етап 7. Реалізація нечіткого логічного виведення на нечітких 
алгоритмах та об’єднання кінцевого числа нечітких правил з 
використанням законів силогізму. 
Нехай заданий деякий фрагмент нечіткого алгоритма із таких 
правил: 
 
'Gisw
'Aisx
GiswthenDisvif
DisvthenCiszif
CiszthenBisyif
BisythenAisxif
~
~
~~
~~
~~
~~
−−−−−−−−−−−
.              (4.18) 
 
Із (4.18) ми можемо вивести через правила силогізму таку умову: 
 
GiswthenAisxif ~~ .        (4.19) 
 
При відомому відношенні ),(~ wxRΣ  і нечіткому значенні антецедента 
A′~  ми можемо визначити наслідок G~′  у (4.19) і (4.18).  
Кожну умову в (4.18) аналітично описано нечіткими відношеннями: 
 
),(~1 yxR , ),(~2 zyR , ),(~3 vzR , ),(~4 wvR .       (4.20) 
 
З відношень (4.20) ми можемо вивести нове відношення: 
 
),(~),(~),(~),(~),(~ 4321 wvRvzRzyRyxRwxR =Σ       (4.21) 
 
для умови (4.19). Тоді розв’язок (4.18) може бути реалізований як: 
 
),(~~~ wxRAG Σ′=′  .             (4.22) 
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Для випадків (4.14) і (4.17) важлива також інтерпретація зв’язки 
ELSE . В [41] досліджені деякі важливі підходи до розв’язку цього 
питання. 
Нехай заданий деякий фрагмент нечіткого алгоритма із таких 
правил: 
 
'Aisx
'Gisw
GiswthenDisvif
DisvthenCiszif
CiszthenBisyif
BisythenAisxif
~
~
~~
~~
~~
~~
−−−−−−−−−−−
,      (4.23) 
 
причому відомий наслідок.  
Необхідно знайти нечітке значення антецедента першого правила із 
(4.23). З (4.23) ми можемо вивести через силогізм іншу умову (4.19). 
При відомому відношенні ),(~ wxRΣ , яке визначене згідно (4.21), і 
нечіткому значенні наслідка G~′  ми можемо визначити значення 
антецедента A′~ . Тоді отримуємо розв’язок (4.23) як: 
 
GwxRA ′=′ Σ
~),(~~  .            (4.24) 
 
Етап 8. Процедури нечіткого логічного виведення з наступною 
дефаззіфікацією визначимо на основі операторів побудови нечітких 
відношень [125, 138]. 
Приймемо за основу формалізацію і інтерпретацію динамічних 
взаємодіючих нечітких процесів на основі апарата НІІКМП, запропоновану 
в розділі 3. Взаємодіючі процеси можуть бути представлені фрагментами 
мереж НІІКМП (рис. 4.3), для яких характерні різні поєднання 
потужностей множин вхідних |inp| i )}(~{  і вихідних |outp| i )}(~{  позицій, 
потужностей множин вхідних |int| j )}(~{  і вихідних |outt| j )}(~{  переходів 
позиції jp~ . 
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Процедури нечіткого логічного виведення на взаємодіючих процесах 
можуть бути досліджені на моделях, побудованих композицією 
фрагментів. 
 
 
 
Рисунок 4.3 – Фрагмент моделі 
 
Для фрагмента моделі (рис. 4.3): 
 
)1)}(~{()1)}(~(~~ ==∈∃ |outp|and|inp|{|Tt iii      (4.25) 
 
запишемо таку конструкцію вирішення процедури прямого нечіткого 
логічного виведення: 
 
)()}(~{~
)()}(~{~
)}(~{~)(~
~)()}(~{~
~
~
~~
~~
kzisoutpp
kzisinpp
µisoutppthenkµistif
µistthenkµisinppif
j
j
jj
ij
pij
pij
pijti
tipij
∈
−−−−−−−−−−−−−−−−−−−−−−−
∈
∈
∈
,  (4.26) 
 
де )(~ kz jp  у загальному випадку визначене згідно )(~ kµ jp , 
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або 
 
)()}(~{~
)()}(~{~
)()}(~{~)()}(~{~
~
~
~~
kzisoutpp
kzisinpp
kµisoutppthenkµisinppif
j
j
jj
pij
pij
pijpij
∈
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∈
∈∈
,    (4.27) 
 
тоді відношення може бути представлено: 
 
)}).(~{~,~(~)~),(~{~(~
)})(~{~)},(~{~(
21 outpptRtinppR
outppinppR
ijiiij
ijij
∈∈=
=∈∈

      (4.28) 
 
З урахуванням (4.27) отримаємо розв’язок у просторі функцій 
належності: 
 
)}(~{~)}(~{~()()( )}(~{~)}(~{~ outpp,inppµkzkz ijijRinppoutpp ijij ∈∈∧= ∈∈ . (4.29) 
 
Етап 9. Зупин. 
У (4.26) – (4.29) функції належності і їх значення визначені згідно 
(3.19). Аналогічно (4.26) – (4.29) можуть бути отримані розв’язки і для 
фрагментів моделі з іншими поєднаннями вхідних і вихідних вершин 
моделі. 
На основі композиції фрагментів мережі, згідно логіки взаємодії 
процесів, формуються моделі і обчислюються значення функцій 
належності очікуваних рішень та їх значень. 
Приведемо приклад моделювання процесів з використанням деякої 
модифікації запропонованого метода для фрагмента мережевої моделі 
(рис. 4.3). 
Процес моделювання представимо у вигляді початкового стану 
фрагмента моделі (рис. 4.4) і подальшого стану фрагмента моделі, після 
спрацювання дозволеного переходу 11
~t  (рис. 4.5). 
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У результаті виконання процесів формуються множини 
маркірованих позицій ( }~{ 11p , }~{ 21p , }~{ 31p , }~{ 32p ) і множина виконаних 
переходів ( }~{ 11t , }~{ 21t , }~{ 22t ).  
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Рисунок 4.4 – Початковий стан фрагмента моделі 
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Рисунок 4.5 – Наступні стани фрагмента моделі 
 
Значення функцій належності pµ~ , tµ~ , Aiµ ~∆ , координатні значення 
ZYX ,, , умова виконання предиката }{~ uxL  визначаються для позицій і 
переходів згідно приведеної вище стратегії, аналогічно (4.26) – (4.29). 
 
Нечітке логічне виведення на основі нечіткої логіки. 
Застосування моделі (3.12) дає можливість дослідити динаміку розвитку 
процесів і їх взаємодію у нечіткому просторі станів на основі положень 
нечіткої логіки, що підвищує достовірність рішень в умовах апріорної 
невизначеності. 
У зв’язку з цим, для розв’язання практичних задач згідно (4.18) – 
(4.22), з урахуванням (3.19), доцільно реалізувати таку стратегію [140]: 
1. Обчислюємо згідно (3.19) функцію належності: 
 
)(*
n
fµ ,       (4.30) 
 
задану на деякому інтервалі нечіткої логіки. 
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2. Для обчисленої функції (4.30) методами дефаззіфікації [41] 
знаходимо значення аргумента 0k  цієї функції. 
3. Для обчисленого значення аргумента 0k  знаходимо значення 
вектора: 
 
0
|)(* kknf =µ .         (4.31) 
 
4. Функція (4.30) визначає функцію антецедента першого правила у 
(4.18) для реалізації відношення (4.21). 
5. Значення вектора (4.31) визначає вхідне значення 'A~  в правилах 
(4.22). 
6. Згідно (4.22) обчислюємо вектор консеквента. 
7. Результат дефаззіфікації вектора консеквента визначає потрібний 
аргумент і значення функції належності консеквента .kw )( ′µ  
З урахуванням запропонованої стратегії, замінюючи значення 
лінгвістичних змінних у (4.18) – (4.22) функціями належності )(kµ , 
отримуємо: 
 
),()(*)(
0
wxµ|fµkµ kkn'w == .   (4.32) 
 
З метою дослідження динаміки моделюючих процесів на практиці 
важливо реалізувати процедури моделювання на нечітких мережах Петрі 
(3.16) або їх фрагментах при поданні значення вхідного вектора )(~ kµ jp  і 
значення )(~ kz jp  для всіх: 
 
)}(~{~ inpp ij ∈          (4.33) 
 
на основі нечіткої інтервальної логіки (3.19). Згідно викладеної вище 
стратегії, при нечітких вхідних векторах, представлених через деякі 
інтервальні значення, обчислимо для всіх (4.33): 
 
)(*)(~ np fµkµ j =      (4.34) 
і 
0
)(*)(~
kknp
|fµkz j == .      (4.35) 
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Тоді розв’язок виду (4.29) може бути поданий як: 
 
.outpp,inppµ
kz||fµzkz
ijijR
inppkknkpoutpp ijjij
)})(~{~)}(~{~((
))())(*(())(( )}(~{~)(~)}(~{~ 0
∈∈∧
∧== ∈=∈
    (4.36) 
 
Аналогічно (4.36) можемо отримати розв’язок для фрагментів з 
іншими поєднаннями вхідних і вихідних вершин. На основі (4.36), шляхом 
композиції деяких фрагментів мережі, здійснюємо моделювання процесів 
предметної області, що і є шуканим результатом. 
Визначимо шляхи побудови нечітких відношень типу ),(~ yxR , 
),(~ wxRΣ  і інтерпретації операції композиції ELSE  [41] у сформульованих 
нами розв’язках (4.14) і (4.17). У [19] розглянуто і узагальнено деякі із 
існуючих розв’язків. У [41, 138] приведені оператори знаходження 
функцій належності відношень ),( yxµ  і інтерпретація операції композиції 
ELSE  [19] у (4.14) і (4.17). 
Нечіткі оператори значення [41, 138] знайшли застосування у 
технічних додатках систем управління і контроля на основі нечіткого 
логічного виведення. Додатково до розглянутих у [41, 138] операторів, 
визначимо і уточнимо можливі розв’язки і знаходження відношень у 
задачах композиції фрагментів алгоритмів [41]. 
Розв’язки на основі сукупності нечітких then/if  умов у нечітких 
алгоритмах математично фактично визначаються знаходженням відношень 
),(~ yxR , ),(~ wxRΣ  і, власне, їм еквівалентні в сукупності з вектором входу. 
Перейшовши до функцій належності у поданні правил продукцій 
типу (4.12), нечітке відношення ),(~ yxR  у розв’язку (4.12) ми можемо 
представити для випадку неперервних функцій належності таким чином: 
 
∫=
)(
)()()(~
yx,
yx,/yx,µyx,R ,          (4.37) 
 
а також для випадку дискретних функцій належності: 
 
∑=
)(
)()()(~
yx,
yx,/yx,µyx,R ,           (4.38) 
де )( yx,µ  – функція належності відношення. 
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Слід відмітити, що дискретний ряд алгоритмічно більш кращий і 
знаходження (4.38) є більш прийнятним у практичних реалізаціях у 
порівнянні з (4.37). Тому, не відходячи від відомих узагальнень, у 
подальшому ми будемо орієнтуватися на розв’язок (4.38). 
 
Процедури обчислення відношень шляхом знаходження 
максимальних компонент на множині мінімальних значень функцій 
належності. Склад з максимальним мінімумом двох нечітких відношень, 
який був застосований для композиції правил у приведених вище 
процедурах, використовує оператори нечітких множин [138]: 
– оператор знаходження максимуму ∨ ; 
– оператор знаходження мінімуму ∧ . 
Нехай є два нечітких відношення: 
 
)(~)(~ zy,R,yx,R ,           (4.39) 
 
відношення визначені на декартових добутках: 
 
ZYY,X ×× .         (4.40) 
 
У випадку дискретної декартової площини: 
 
ZX ×      (4.41) 
 
знаходження оператора композиції фрагментів алгоритмів і моделей 
представимо як 
 
)()(~ )(~)(~ 21 zx,/µµR zy,Ryx,RZX y
∧∨= ∑
×
Σ .         (4.42) 
 
З рівняння (4.42) знаходимо, що ступінь належності кожної )( zx,  у 
результуючому відношенні ΣR
~
 виглядає таким чином: 
 
)()( )(~)(~~~ 2121 zy,Ryx,RyRR µµzx,µ ∧∨= ,      (4.43) 
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де зовнішній максимум прийнятий відносно елементів y  загальної 
границі. 
Очевидно, що (4.42) і (4.43) природним чином можуть бути 
розповсюджені на будь-яке кінцеве число правил продукцій. 
Склад з максимальним мінімумом використовується зазвичай у 
задачах оперативного оцінювання станів об’єктів дослідження і 
прикладних програмах управління на основі нечіткої логіки. 
Процедури обчислення відношень шляхом знаходження 
максимально –* складу на множині функцій належності [138]. Особливість 
даного підходу і відповідних розв’язків полягає у тому, що ми можемо 
використовувати множення, додавання або деяку іншу двійкову операцію 
(*) на місці мінімуму (∧) у рівняннях (4.42) і (4.43) при умові виконання 
операції максимуму відносно змінної y . 
Цей тип складу двох нечітких відношень відомий як «максимально –
*». З врахуванням викладеного вище матеріалу визначимо відповідні 
залежності. 
Максимально –* склад для дискретної декартової площини (4.41) 
може бути представлений: 
 
)()*(~ )(~)(~ 21 zx,/µµR zy,Ryx,RZX y∑×Σ
∨= .       (4.44) 
 
З рівняння (4.44) бачимо, що ступінь належності кожної )( zx,  у 
результуючому відношенні ΣR
~
 виглядає таким чином: 
 
)*()( )(~)(~~~ 2121 zy,Ryx,RyRR µµzx,µ ∨= ,     (4.45) 
 
де зовнішній максимум прийнятий відносно елементів y  загальної 
границі. 
Очевидно, що (4.44) і (4.45) природним чином можуть бути 
розповсюджені на будь-яке кінцеве число правил продукцій. Розглянемо 
деякі часткові випадки застосування максимально –* складу композиції. 
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Процедури обчислення відношень шляхом знаходження 
максимально-середнього складу на множині функцій належності. У 
процедурах з максимально-середнім складом використовуемо такі 
найбільш очевидні підходи [138]: 
1. Застосовуємо операцію знаходження арифметичного середнього 
замість операції (*) у рівняннях (4.44) і (4.45). 
У випадку дискретної декартової площини (4.41) відношення може 
бути представлено: 
 
)())(
2
1(~ )(~)(~ 21 zx,/µµR zy,Ryx,RZX y
+∨= ∑
×
Σ .           (4.46) 
 
З рівняння (4.46) бачимо, що ступінь належності кожної )( zx,  у 
результуючому відношенні ΣR
~
 виглядає таким чином: 
 
))(
2
1()( )(~)(~~~ 2121 zy,Ryx,RyRR µµzx,µ +∨= ,         (4.47) 
 
де зовнішній максимум прийнятий відносно елементів y  загальної 
границі. 
Очевидно, що (4.46) і (4.47) природним чином можуть бути 
розповсюджені на будь-яке кінцеве число правил продукцій. 
2. Застосовуємо операцію знаходження квадратичного середнього 
замість операції (*) у рівняннях (4.44) і (4.45). З врахуванням викладеного 
вище можемо визначити відповідні залежності. 
У випадку дискретної декартової площини (4.41) вираз (4.44) може 
бути представлений: 
 
)()
2
1~ 2
1
2
)(~
2
)(~ 21 zx,/µ(µR zy,Ryx,RZX y 














 +∨= ∑
×
Σ .     (4.48) 
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З рівняння (4.48) знаходимо, що ступінь належності кожної )( zx,  у 
результуючому відношенні ΣR
~
 виглядає таким чином: 
 















 +∨=
2
1
2
)(~
2
)(~~~ )2
1)(
2121 zy,Ryx,RyRR
µ(µzx,µ

,            (4.49) 
 
де зовнішній максимум прийнятий відносно елементів y  загальної 
границі. 
Очевидно, що (4.48) і (4.49) природним чином можуть бути 
розповсюджені на будь-яке кінцеве число правил продукцій. 
3. Застосовуємо операцію знаходження геометричного середнього 
замість операції (*) у рівняннях (4.44) і (4.45). 
У випадку дискретної декартової площини (4.41) вираз (4.44) може 
бути представлений: 
 
( ) )(~ 21)(~)(~ 21 zx,/µµR zy,Ryx,RZX y 




+∨= ∑
×
Σ .           (4.50) 
 
З рівнянь (4.50) знаходимо, що ступінь належності кожної )( zx,  у 
результуючому відношенні ΣR
~
 виглядає таким чином: 
 
( ) 





+∨= 2
1
)(~)(~~~ 2121 )( zy,Ryx,RyRR µµzx,µ  ,         (4.51) 
 
де зовнішній максимум прийнятий відносно елементів y  загальної 
границі. 
Очевидно, що (4.50) і (4.51) природним чином можуть бути 
розповсюджені на будь-яке кінцеве число правил продукцій. 
Запропоновані підходи знаходження результуючих відношень ΣR
~
 
можуть бути застосовані в інтелектуальних обчислювальних нечітких 
алгоритмах практичних додатків до моделювання процедур нечіткого 
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логічного виведення на їх основі. Вибір конкретного підходу із (4.42) – 
(4.51) визначається особливостями предметної області. 
 
4.2 Метод поетапного багатофакторного аналізу станів процесів 
у інформаційних технологіях оцінювання ресурсів у просторово 
розподілених об’єктах 
 
Управління просторово розподіленими ресурсами неможливо без 
інформації та технології оцінювання просторово розподілених об’єктів. 
Тому існує нагальна необхідність оперативного попереднього оцінювання 
станів таких об’єктів з метою формування рекомендацій для прийняття 
рішень про доцільність подальших дій, що і визначає актуальність і 
важливість роботи.  
 
Постановка проблеми досліджень. Розглянемо множину 
просторово розподілених об’єктів (1.25), для яких вірно (2.38). 
Характерними об’єктами у розумінні (2.38) можуть бути просторово 
розподілені земельні ресурси, транспортні системи та розподілені об’єкти 
промислового призначення. Процеси в таких об’єктах подані на множині 
відношень «умова – дія». 
Необхідно розробити та обґрунтувати ефективний метод 
моделювання (2.39) послідовно-паралельних процесів просторово 
розподілених об’єктів. 
 
Розвиток методу моделювання послідовно-паралельних процесів 
просторово розподілених об’єктів. Нехай існує множина об’єктів (1.1), 
(2.38), для яких реалізовано знання орієнтовану модель (2.39) [115]. 
У роботі [160] запропоновано метод застосування в задачах 
моделювання об’єктів та процесів нечітких динамічних об’єктів – DO , 
причому компоненти та відношення моделі у (2.39) безпосередньо 
слідкують із сутності моделі [15, 152]: 
- формат DO  для позиції Pp j ∈ : 
,;Pr;)};({)};({;;};)({
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ααα µµ (4.52)
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де компоненти DO  приймають такі значення: 
αj  – номер позиції рівня; 
})({ sjj inpp ∈  – приймає значення згідно з 
 




∉
∈
};)({,0
},)({,1
s
jj
s
jj
inppif
inppif
 
 
jpµ  – функція належності даного об’єкта; 
)( 0xpiµ  – значення функції належності даного об’єкта; 
0M  – вектор початкового маркірування; 
})({ αint j  – множина вхідних переходів позицій від деякого суміжного 
рівня ієрархії, що розглядається; 
})({ αoutt j  – множина вихідних переходів від позиції до деякого суміжного 
рівня ієрархії, що розглядається; 
})({ )( αint ingj  – множина вхідних інгібіторних дуг від переходів до позиції; 
)(ing
p jC  – функція кольору інгібіторних дуг; 
jpC  – функція кольору дуг; 
)}({ int j  – множина вхідних переходів позиції; 
)}({ outt j  – множина вихідних переходів позиції; 
ШНМ  – параметр наявності штучної нейронної мережі (ШНМ ) у 
процедурі маркірування даної позиції 
 



=
=
=
;,0
,,1
falseШНМif
trueШНМif
ШНМ  
 
)(Pr xyz  – параметр відображення деякого простору, віднесеного до даної 
позиції; 
jcpM  – параметр маркірування позиції 
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- формат DO  для переходу Tti ∈ : 
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де компоненти DO  приймають такі значення: 
αi – номер переходу i  рівня α ; 
})({ αinpi  – множина вхідних позицій переходу від деякого суміжного 
рівня ієрархії, що розглядається; 
})({ αoutpi  – множина вихідних позицій переходу до деякого суміжного 
рівня ієрархії, що розглядається; 
})({
)(
α
ing
i outp  – множина вихідних інгібіторних дуг від переходу до позиції; 
)}({ inpi  – множина вхідних позицій переходу, що розглядається; 
)}({ outpi  – множина вихідних позицій переходу, що розглядається; 
iwτ  – параметр часу, віднесеного до переходу; 
iSt  – вартісний показник, віднесений до переходу; 
iTo  – показник надійності (напрацювання на відмову) засобів, які 
реалізують відповідні процеси; 
*T  – наперед задане значення показника надійності; 
tiµ  – функція належності; 
iPr  – предикат, віднесений до умови дозволяння переходу; 
 



=
=
=
;,0
,,1
falseUrif
trueUrif
Ur  
 
)(Pr xyz  – параметр відображення деякого простору, віднесеного до даного 
переходу. 
Змістовний аналіз (3.8), (3.9) показав, що у форматах існує 
надмірність відображення координат x , y , z . 
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Твердження 4.2. Якщо задані DO  в форматах (4.52), (4.53), то 
координати x , y , z  при відображені об’єкта ),,(Pr zyx  раціонально 
представити у форматі (2.12) [115]. 
Справедливість твердження 4.2 очевидна, якщо урахувати, що при 
оцінюванні земельних ресурсів може здійснюватися модифікація 
координат [115] і, як наслідок, досягається економія обчислювальних 
витрат. 
Розглядаючи запропонований метод як розвиток методів та 
алгоритмів побудови дерева досяжності [12] слід відзначити, що у [12] 
визначальною компонентою є простір станів }{ jM  моделі.  
Тоді узагальнену структуру методу моделювання динамічних 
об’єктів може бути представлено відповідно до рис. 4.6. 
 
 
 
Рисунок 4.6 – Узагальнена структура методу моделювання DO  
 
Розглянемо демонстраційний приклад. Нехай існує фрагмент 
мережевої моделі (рис. 4.6, а).  
Як результат моделювання фрагмента отримуємо схему (рис. 4.6, б). 
Тоді формати (4.52), (4.53) для фрагмента моделі (рис. 4.7) може 
бути подано у вигляді, зображеному на рис. 4.8.  
0M  
jM  
kM  
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                                а)                                               б) 
Рисунок 4.7 – Фрагмент мережевої моделі:  
а) початковий стан, б) кінцевий стан 
 
Основні етапи запропонованого методу: 
- формування компонент, простору станів та просторової 
компоненти моделі; 
- виконання перевірки умов маркірування на дозволяння виконання 
переходів шляхом послідовного чергування звернення до форматів 
(рис. 4.8); 
- динаміка процесів маркірування відображається у DO  як зміна 
значений атрибутів моделі у форматах (4.52), (4.53); 
- якщо хоча б один перехід не дозволено за заданими критеріями, то 
модифікуються вектор початкового та поточного маркірування, значення 
параметрів функції належності та умови предикату для переходів моделі; 
- якщо відсутня досяжність та існує суперечливість, то 
модифікується структура моделі з наступним повторним моделюванням 
простору станів об’єкта. 
Верхня оцінка обчислювальної складності реалізації алгоритму 
близька до квадратичної: )( 2nO  и може бути представлена у вигляді  
 
2|})||,(max{| tipi DODOkC = ,      (4.54) 
 
де k  – коефіцієнт, що залежить від конфігурації комп’ютера та 
особливостей алгоритмізації методу. 
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Початковий стан 
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Крок моделювання – кінцевий стан 
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Рисунок 4.8 – Моделювання DO  
 
Справедливість виразу (4.54) підтверджено експериментально. 
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4.3 Методи оперативного налаштування параметрів у знання 
орієнтованих моделях оцінювання станів просторово розподілених 
об’єктів 
 
Розширений метод дихотомії для задачі налаштування 
параметрів функцій належності в знання орієнтованих технологіях. У 
нечіткій логіці значення будь-якої величини подається не числами, а 
лінгвістичними змінними, значення яких називається термами [15]. 
Лінгвістична змінна «дистанція» в термах: «далеко», «близько» і 
«середньо». Під час реалізації лінгвістичної змінної необхідно дати точний 
фізичний опис її термів. 
Слід відмітити, що визначення ступені належності можливе тільки 
під час спільної роботи з експертами. Виникає питання про необхідну 
кількість термів у змінній для достатньо точного представлення фізичної 
величини. Існує думка, що для більшості додатків достатньо 3 – 7 термів 
на кожну змінну, що, можливо, є сумнівним висновком. 
Належність кожного точного значення до одного із термів 
лінгвістичної змінної визначається за допомогою функції належності [15]. 
На рис. 4.9 [45] запропоновані стандартні функції належності, які 
застосовуються для вирішення більшості прикладних задач.  
Під час розв’язку специфічних задач можна вибрати і інші, більш 
прийнятні види функцій належності і, як показує практика, досягти кращих 
результатів роботи системи, ніж під час використання функцій 
стандартного виду. 
 
 
      Z-функція               П-функція            Л-функція          S-функція 
 
Рисунок 4.9 – Основні типи функцій належності 
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Функції належності на рис. 4.9 представлені у вигляді лінійних форм. 
У загальному випадку всі функції належності можна розділити на три 
значення: функції «великої», «малої» і «середньої» величини. 
Припустимо, що дана деяка функція належності. Експерт задає її 
вигляд ( )xµ Ai~  з деякими параметрами k . У процесі нечіткого логічного 
виведення Заде-Мамдані [41] встановлено, що початкова функція (функції) 
належності має похибку ∆ , яка перевищує деяку допустиму похибку ε . 
Враховуючи дану ситуацію, що виникає під час розв’язання широкого 
класу задач: 
- на множині функцій ( )xµ Ai~  необхідно запропонувати метод, який 
мінімізує ∆  з урахуванням допустимої похибки: 
 
∗≤ εε , 
 
де ∗ε – гранично допустиме значення похибки; 
- визначити і обгрунтувати складність розв’язання поставленої задачі 
за часовим критерієм τ . 
У процесі побудови функції належності виникає необхідність 
визначення її параметрів і приведення у відповідність з існуючими 
експертними оцінками функції. 
Було розглянуто переваги і недоліки градієнтного методу [161, 162], 
генетичних алгоритмів [54, 162], методу бінарного пошуку [162] стосовно 
даної проблеми, що показали їх деяку функціональну обмеженість. 
Одна із основних проблем [162] застосування градієнтного методу 
пошуку заключається у виборі величини кожного дискретного кроку. 
Кроки можуть бути постійними або змінними. Другий варіант у реалізації 
алгоритму більш складний, але зазвичай потребує меншої кількості 
ітерацій. 
Розглянутий алгоритм застосовують тільки для нелінійних функцій. 
Якщо функція лінійна, з наявністю локальних і глобальних екстремумів, то 
вибір оптимального значення параметрів ускладнений через можливість 
пропуску глобальних екстремумів. 
Таким чином, недоліком цих алгоритмів [162] є їх обчислювальна 
ресурсоємність і ускладненість пошуку глобального екстремуму при 
наявності функції з множиною локальних екстремумів. 
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Генетичний алгоритм [54, 162] – це евристичний алгоритм пошуку, 
що використовується для розв’язку задач оптимізації і моделювання. Він 
здійснюється шляхом послідовного підбору, комбінування і варіації 
потрібних параметрів з використанням механізмів, що нагадують 
біологічну еволюцію, і є різновидом еволюційних обчислень. Відмінною 
особливістю генетичних алгоритмів є акцент на використання оператора 
«зхрещування», який проводить операцію рекомбінації рішень-кандидатів, 
роль якої аналогічна ролі зхрещування у живій природі. 
Слід відмітити, що генетичні алгоритми дозволяють з достатньо 
високою точністю апроксимувати функцію, але вони володіють і рядом 
суттєвих недоліків [162]: 
- висока обчислювальна складність (що нераціонально при машинній 
обробці); 
- складність у реалізації самого алгоритму; 
- нестійкість рішень. 
 
Розробка розширеного удосконаленого методу дихотомії для 
задачі налаштування параметрів функцій належності. Для розв’язання 
вище поставленої задачі було запропоновано використання бінарного 
підходу, зокрема – методу дихотомії [163] для підбору параметрів нечітких 
функцій належності. 
Дихотомія (метод половинного поділу) – послідовний поділ на дві 
частини, що не пов’язані між собою. Дихотомічний поділ у математиці, 
філософії, логіці і лінгвістиці є способом створення взаємовиключних 
підрозділів одного поняття або терміна, а також необхідним для створення 
класифікації елементів [163]. 
Однією із переваг дихотомічного поділу є зручність його реалізації. 
Достатньо двох класів, які вичерпують обсяг діленого поняття. Таким 
чином, дихотомічний поділ завжди пропорційний; члени ділення 
вичерпують один одного, так як кожний об’єкт діленої множини попадає 
тільки в один із класів (a  або не a ); ділення проводиться за однією 
основою (наявність або відсутність деякої ознаки). Позначивши ділене 
поняття буквою a  і виділивши в його об’ємі деякий вид b , можна 
розділити об’єм a  на дві частини b  і не b . 
Метод дихотомії у деякій ступені схожий з методом двійкового 
пошуку, однак відрізняється від нього критерієм «відкидання кінців» [162]. 
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Покажемо поетапну роботу розширеного методу дихотомії стосовно 
до задачі налаштування параметрів функцій належності. 
Етап 1. Нехай задане початкове значення параметрів функцій 
належності: 
 
]),([)(],[:)( baCxfR,baxf ∈→ .     (4.55) 
 
Етап 2. Розіб’ємо заданий інтервал пополам і візьмемо дві 
симетричні відносно центру точки 1x  і 2x  так, що: 
 
δ
ba
x −
+
=
21
; δ
ba
x +
+
=
22
,            (4.56) 
де δ  – деяке число в інтервалі 




 −
2
0 ab, . 
Етап 3. Відкинемо той із кінців початкового інтервалу, до якого 
ближче виявилась одна із двох знову поставлених точок з максимальним 
значенням (у випадку пошуку мінімуму), якщо: 
 
)()( 21 xfxf > ,           (4.57) 
 
то береться відрізок ][ 1,bx , а відрізок ][ 1a,x  відкидається. 
Інакше береться дзеркальний відносно середини відрізок ][ 2a,x , а 
відкидається ][ 2,bx . 
Етап 4. Процедури етапу 3, обчислювальні процедури дихотомії і 
процедури нечіткого логічного виведення на деяких із функцій (4.55) 
виконуються, доки не буде досягнута задана точність ε  [162] на множині 
значень Iiki ∈},{ : 
 
εyy очф ≤− || )()( ,             (4.58) 
 
де ε  – числове значення точності апроксимації, тобто гранично допустиме 
відхилення фактичного значення від очікуваного; 
)(фу  – фактичне дефаззіфіковане значення нечіткої величини;  
)(очу
 
– експертна оцінка очікуваного дефаззіфікованого значення. 
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Етап 5. Визначення значень Iiki ∈},{ . 
Етап 6. Повторне виконання етапів 2 – 5. 
Етап 7. Останов. 
Так як на кожній ітерації потрібно обчислювати нові точки, 
необхідно запропонувати метод, який дозволить вираховувати лише одну 
нову точку на черговій ітерації, що суттєво оптимізує процедуру. Такий 
підхід досягається шляхом дзеркального поділу відрізка в перерізі, тоді в 
даному випадку запропонований метод можна розглядати як поліпшення 
існуючих підходів [162]. 
Слід відмітити також, що дихотомія має властивість збіжності для 
будь-яких неперервних функцій, у тому числі і недиференційованих. 
До підбору параметрів нечіткої функції належності метод дихотомії 
застосовують таким чином [162]: 
- під час дефаззіфікації виділяються деякі значення нечітких функцій 
належності, що входять у продукцію «Якщо X , то Y ». Аргументом 
вхідної функції належності подається деяка величина вхx , яка, у 
відповідності з одним із методів дефаззіфікації (наприклад, центроїдним), 
проектується на вихідну функцію Y , як вихід отримуємо деяке 
значення фy ; 
- суть підбору параметрів полягає у тому, щоб змінити вид вихідної 
функції належності у відповідності з отриманим від експерта очікуваним 
значенням очy . У даному випадку має місце процес апроксимації вихідної 
функції належності з виконанням умови (4.58) [162]; 
- так як функція належності будь-якого типу має деяку параметричну 
величину k , то саме вона підлягає підбору значень. 
Наприклад, для функції «великої» величини має місце вираз: 
 
2)(1 axkey −−= , 0, >≥ kax .          (4.59) 
 
Параметр k  підлягає дихотомії з використанням кроку апроксимації 
рівного 
2
ε
. Дана величина кроку обумовлена необхідністю виконання 
виразу (4.58). На виході метод надає знайдені значення параметрів функцій 
належності. 
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Дослідження складності методу показало [162], що кількість 
ітерацій методу, а відповідно і час його роботи τ , мають залежність 
близьку до комбінаторного пошуку, тобто до експоненціальної складності 
з урахуванням величини значення точності ε . 
Дійсно, пошук на одній ітерації має затрати n≈  операцій. Стратегія 
дихотомії припускає процедури поділу на два під час реалізації деякої 
ітерації. 
Ділення цілих ненульових n -розрядних (не рахуючи знакових 
розрядів) чисел A  і B , представлених в прямому (для простоти) коді, 
призводить до отримання цілої частки C  і цілого залишку 0, якому 
присвоюється знак ділимого, а знак частки обчислюється як сума по 
модулю 2 операндів A  і B . 
Ділення виконується у такій послідовності [164]: 
а) дільник B  зсувається вліво (нормалізується) так, щоб у старшому 
інформаційному розряді опинилася 1, далі підраховується кількість зсувів 
S . Частка від ділення може бути не більше 1+S  разрядів, не рівних нулю; 
б) виконується 1+S  цикл ділення модулів || A  на || B′ , де || B′  – 
нормалізоване B . У результаті даної операції знаходиться )1( +S  розряд 
частки, починаючи зі старшого із )1( +S  молодших; 
в) отриманий у останньому циклі ділення залишок 1+SR  зсувається 
вправо на S  розрядів, якщо він позитивний. У випадку отримання 
від’ємного залишку 01 <+SR  до нього для відновлення добавляється || B′ , 
тобто: 
||][ 11 BRR SvostS ′+= ++ .       (4.60) 
 
Після цього виконується зсув вправо на S  розрядів. У результаті 
виходить цілий залишок від ділення. 
Для визначення верхньої оцінки складності розширеного методу 
дихотомії при n  операціях на кожній ітерації представимо стратегію 
пошуку як: 
 
…+−−−+−−+−+ )3)(2)(1()2)(1()1( nnnnnnnnnn       (4.61) 
Беремо до уваги розкладання у ряд показників функції як 
 
…++++≈
!3!2!1
1
32
xxx
e
x
 .        (4.62) 
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Тоді в області точного налаштування параметрів функцій належності 
у задачах нечіткого логічного виведення [41] ми можемо визначити 
верхню оцінку складності, яка не перевищує такої залежності: 
 
( ) nkenO ≈ ,        (4.63) 
 
де ( )nO  – складність методу; 
n  – кількість обчислювальних ітерацій; 
k  – параметр, що визначається обчислювальними ресурсами комп’ютера, 
У даному випадку k  деяка нелінійна зростаюча функція. 
Очевидно, що залежність (4.63) багато в чому корелюється 
параметром k , що потребує, можливо, вирішення оптимізаційних задач 
щодо вибору конфігурації апаратних засобів комп’ютера. Тоді розв’язок 
задачі може бути представлений як: 
 
,εε
;VV
min;ε
∗
∗
≤
≥
→
       (4.64) 
 
де ∗V  – деяке наперед задане граничне значення швидкості. 
Розв’язок задачі (4.64) є нетривіальним, так як залежності ε  і V  – 
нелінійні. Враховуючи, що у (4.63) 
 
ε
1
n ≈ , 
 
то розв’язок (4.64) одночасно знижує складність (4.63), що важливо у 
практичних додатках. 
Для зменшення складності може бути запропоновано використання 
методу гілок та границь, який застосовують для знаходження оптимальних 
рішень різних задач оптимізації, особливо дискретної і комбінаторної 
оптимізації. По суті, метод є варіацією повного перебору з відсівом 
підмножин допустимих розв’язків, що завідомо не містять оптимальних 
рішень. Це призводить до значного зниження складності (4.63). Робота 
методу закінчується при досягненні *εε ≤ . 
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Загальні положення методу можуть бути описані на прикладі пошуку 
мінімуму або максимуму функції )(xf  на множині допустимих значень x . 
Функція f  і x  можуть бути довільної природи. Для методу гілок та 
границь необхідні дві процедури: розгалуження і знаходження оцінок 
(границь). 
Процедура розгалуження полягає у розбитті області допустимих 
рішень на підобласті менших розмірів. Процедуру можна рекурсивно 
застосовувати до підобластей. Отримані підобласті утворюють дерево, яке 
називається деревом пошуку або деревом гілок та границь. Вузлами цього 
дерева є побудовані підобласті. 
Процедура знаходження оцінок полягає у пошуку верхніх та нижніх 
границь для оптимального значення на підобласті допустимих рішень. 
В основі методу гілок та границь лежить така концепція (наприклад, 
для задачі мінімізації): якщо нижня границя для підобласті A  дерева 
пошуку більша, ніж верхня границя якої-небудь раніше розглянутої 
підобласті B , то A  може бути виключена із подальшого розгляду (правило 
відсіву). Мінімальну із отриманих верхніх оцінок запишемо у глобальну 
змінну m , а будь-який вузол дерева пошуку, нижня границя якого більша 
значення m , може бути виключеним із подальшого розгляду.Якщо нижня 
границя вузла дерева співпадає з верхньою границею, то це значення є 
мінімумом функції і досягається на відповідній підобласті. 
Для оцінки складності у даній роботі було проведене нормування 
значень точності та кількості операцій до одиничної норми [162], тобто, 
якщо позначити точність ε′ , то: εε −=′ 1 . 
Кількість операцій обчислюється множенням реального числа 
виконуваних операторів на коефіцієнт пропорційності a : 
 
N
1
a = ,     (4.65) 
 
де N  – кількість операцій при: 
 
1ε ≥′ .             (4.66) 
Був виконаний вимір часу роботи програми на апаратній платформі 
комп’ютера з процесором Intel Core2Duo, тактовою частотою 2 ГГц, 
об’ємом ОЗП 2 Гб і операційною системою Windows XP Professional. 
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При значенні точності ε  = 0.01, час обчислювальної роботи додатка 
склав: τ  = 12 мс; при значенні точності ε  = 0.001, час обчислювальної 
роботи додатка склав: τ  = 786 мс. 
Розроблений додаток [162] призначений для реалізації 
автоматичного налаштування параметрів функцій належності k  за 
деякими вхідними умовами. Користувач має можливість визначати такі 
умови: типи вхідної та вихідної фаззі-величин («мала», «середня», 
«велика»); значення аргументу для вхідної величини вхx  (точка відрахунку 
дефаззіфікації); очікуване значення аргументу вихідної величини )(очy  на 
основі деяких отриманих раніше експертних оцінок; необхідну точність 
обчислень ε . 
Суть проводених обчислень полягає у підборі значень коефіцієнта k , 
що визначає вид функції вихідної нечіткої величини заданого типу з метою 
знаходження наближеного значення )(фy  до значення )(очy  з дотриманням 
вимог точності обчислень. 
 
Програмна реалізація. Додаток реалізує метод налаштування 
параметрів під час дефаззіфікації нечітких величин [162]: 
- визначення типів вхідної та вихідної нечітких величин; 
- зазначення точки відрахунку у вигляді аргументу функції вхідної 
нечіткої величини вхx ; 
- знаходження значення функції вхідної нечіткої величини, що 
відповідає заданій точці відрахунку і співставлення значенню вихідної 
нечіткої величини; 
- формування складової підінтегральної фігури, обмеженої функцією 
вихідної нечіткої величини і лінією проектування значення функції вхідної 
нечіткої величини на графік функції вихідної нечіткої величини; 
- знаходження абсциси центра ваги отриманої фігури, яка 
визначає )(фy . 
Алгоритм підбору значення коефіцієнта k  для вихідної нечіткої 
величини зводиться до мінімізації (з раніше визначеною точністю ε ) 
абсолютної різниці очікуваного і фактичного значення аргументу [162]: 
|| )()( фоч yyx −=∆ .    (4.67) 
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Програмна реалізація даного методу виконана в об’єктно-
орієнтованому програмному середовищу С++ Builder [165] і передбачає 
наявність деяких апроксимуючих припущень, що дозволяють реалізувати 
обчислення числовими методами за допомогою розбиття аналізованої 
підінтегральної фігури на ряд простих складових (прямокутні трапеції) з 
метою знаходження центра мас (ваги). Кількість фігур, що розбиваються, 
визначається заданою точністю обчислень. До апроксимації можна 
віднести і механізм підбору коефіцієнта вихідної функції k , який 
здійснюється методом дихотомії (половинного поділу) [163]. 
Класова ієрархія програмної реалізації складається із трьох базових 
класів (рис. 4.10) [162, 165]: 
- клас головної інтерфейсної форми TMainForm; 
- клас нечіткої величини (опис функції належності) FuzzyValue; 
- клас довільного багатокутника MyPoly, що використовується під 
час знаходження центра ваги у процесі дефаззіфікації. 
Між всіма класами програми встановлене відношення агрегації. 
Основна обчислювальна складова визначається у функціях-членах класів. 
 
 
 
Рисунок 4.10 – Діаграма класів програми 
Основними функціями для реалізації запропонованого методу 
(рис. 4.10) є функція знаходження центра мас (ваги) getMidPointX() і 
функція дихотомічного підбору параметра k  selectionOfK(). 
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Інтерфейсна частина програми гранично проста і орієнтована на 
користувача. Вона надає можливість задання для вхідних параметрів: типу 
нечіткої функції, її параметра k  і вхідного значення аргументу; для 
вихідних параметрів: типу нечіткої функції, очікуваного вихідного 
значення )(очy , точності обчислень ε . Існує можливість оцінки параметрів 
складності і часу роботи системи у залежності від вибраної точності. 
Пропонується функція збереження результатів роботи програми і деяких 
інших сервісних функцій. 
 
Застосування багатозначної логіки. В процесі роботи з нечіткими 
функціями належності, які є результатом фаззіфікації лінгвістичних 
змінних та їх значень деякими правилами продукції thenif /  [15], виникає 
необхідність диференціювання функцій належності. Це, зокрема, 
відноситься до процесів оптимізаційного налаштування параметрів функції 
належності, що призводять до проблем їх диференціювання в області 
находження екстремумів [166]. 
Цю проблему дозволяє у значній мірі розв’язати використання у 
якості функцій належності у вигляді гауссіанів та підходів на основі 
нечіткої логіки. Значення деяких лінгвістичних змінних в області термів 
«мале», «велике», «середнє» може бути подано аналітичними 
формами [41, 162]: 
 
,0,)( 1
2
1 ≥= − kex xkµ        (4.68) 
 
,,0,1)( 2
2)(2 axkex axk ≥≥−= −−µ      (4.69) 
 
.,0,)( 3)(
2
3 axkex axk ≥≥= −−µ             (4.70) 
 
В якості оптимізаційних алгоритмів при розв’язанні задачі 
знаходження екстремумів функцій належності часто застосовують 
градієнтні методи [161, 167], а також еволюційні алгоритми [168]. 
Недоліком цих алгоритмів є обчислювальна ресурсомісткість, а також 
утрудненість пошуку глобального екстремуму при наявності функцій з 
множиною локальних екстремумів. 
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Розглянемо можливість пошуку екстремумів на основі багатозначної 
логіки. Під багатозначною логікою [169] будемо розуміти тип формальної 
логіки, характерний наявністю більше ніж двох можливих істиннісних 
значень (false, true). Першу систему багатозначної логіки запропонував 
польський математик Ян Лукашевич у 1920 році. На цей час існує дуже 
багато інших систем багатозначної логіки, які у свою чергу можна 
згрупувати за класами. Важливішими з таких  класів є часткові логіки та 
нечіткі логіки.  
Елементарними функціями множини kP  усіх функцій k -значної 
логіки можна вважати [170]: 
- )(mod1 kxx += , x  являє собою узагальнення заперечення у сенсі 
«циклічного» зміщення значень; 
- xkNx −−= 1 , Nx  є другим узагальненням заперечення у сенсі 
«дзеркального» відображення значень та має назву заперечення 
Лукасевича; 
- функції )(xI i  при 1−≠ ki  є узагальненням деяких властивостей 
заперечення 
 
)1...,,0(
0
,1)( −=



≠
=−
= ki
ixпри
ixприk
xI i ;        (4.71) 
 
- функція )(xji  – характеристична функція значення i  та при 
1−≠ ki  являє собою узагальнення заперечення 
 



≠
=
=
;0
,1)(
ixпри
ixпри
xji      (4.72) 
 
- узагальнення кон’юнкції ),min( 21 xx ; 
- друге узагальнення кон’юнкції )(mod21 kxx ; 
- узагальнення диз’юнкції ),max( 21 xx ; 
- )(mod21 kxx + . 
Приведемо деякі основні властивості елементарних функцій 
багатозначної логіки [170]: 
- функція )( 21 xx   має властивість асоціативності 
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))(())(( 321321 xxxxxx  = ; 
 
- функція )( 21 xx   має властивість комутативності 
 
)()( 1221 xxxx  = ; 
 
- правило спуску символу I  «вглиб» формули 
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));(...)()(())(...)()(()( 1112212121 xIxIxIxIxIxIxxI kk −− ∨∨∨∨∨= σσσσσ  (4.75) 
 
));(...)()(())(...)()(()( 1102220121 xIxIxIxIxIxIxxI σσσσσ ∨∨∨∨∨=∨  (4.76) 
 
- властивості дистрибутивності 
 
);)(()(
),()()(
3231321
3231321
xxxxxxx
xxxxxxx
∨∨=∨
∨=∨
   (4.77) 
 
- правило виключення «чистих» входжень змінної 
 
)()1(...)(2)(1 121 xIkxIxIx k−−∨∨⋅∨⋅= ;          (4.78) 
 
- правило введення змінної 
 
))(...)(( 212011 xIxIxx k−∨∨= ;            (4.79) 
- правила спрощень 
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
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);,max();,min( τστστσστ =∨=      (4.81) 
 
xxkxkxxxk =∨−=∨−=⋅=− 0;1)1(;00;)1( .      (4.82) 
 
Ці моделі, с урахуванням (4.71) – (4.82), відображають дві основні 
риси багатозначної логіки – множинність значень істинності висловлювань 
та можливість побудови нових, більш складних висловлювань із заданих за 
допомогою логічних операцій, які дозволяють також за значенням 
істинності вихідних висловлювань встановлювати значення істинності 
складного висловлювання.  
Побудова моделей на основі багатозначної логіки здійснюється за  
аналогією з побудовою двозначної логіки. Так, індивідуальні 
висловлювання логіки, розбиті на класи з одним і тим же значенням 
істинності, призводять до поняття множини E -констант моделі, які 
фактично ототожнюють усі індивідуальні висловлювання, замінюючи їх 
відповідними значеннями істинності; змінні висловлювання – до змінних 
величин 1x , 2x , ..., nx , що у якості значень приймають елементи із 
множини E ; логічної зв’язки – до множини M  елементарних функцій 
(операцій), що, як і їх аргументи, приймають значення з E . Складні 
висловлювання, побудовані з індивідуальних та змінних висловлювань, а 
також логічних зв’язоків, призводять до множини >< M  формул на M .  
 
Постановка задачі. В роботі [162] запропоновано підхід, 
орієнтований на застосуванні методу дихотомії (половинного поділу) [163] 
з метою досягнення деякої заданої точності ε  при дослідженні параметра 
k  функцій належності (4.68) – (4.70) для досягнення апріорно відомої 
експертної оцінки дефаззіфікованого значення нечіткої величини. Не 
дивлячись на те, що метод і, відповідно, алгоритм є збіжним [163], часові 
показники його швидкодії можуть бути покращені за посередністю 
введення можливості оптимізації параметру самого алгоритму шляхом 
застосування принципів нечіткої логіки та ранжирування.  
 164 
Тоді, критерієм зупинення ітеративної роботи алгоритму є 
вираз (4.58). 
В раніше запропонованому методі [162] налаштування параметра k  
виконувалось за посередністю додавання до поточного його значення  
 
( ) 22 )()( очф ууу −=∆         (4.83) 
 
з наступним обчисленням аналітичних форм (4.68) – (4.70). Таким чином, 
оцінка часу роботи алгоритму τ , що виражається у кількості операцій 
алгоритму, мала константну обернено пропорційну залежність від обраної 
точності апроксимації. 
В даній роботі необхідно: 
- запропонувати підходи до підвищення швидкості обробки даних 
шляхом модифікації існуючих методів та підходів; 
- забезпечити збіжність алгоритму за посередністю налаштування 
кроку дихотомії та забезпечити знаходження оптимальних параметрів 
кроку для кожного виду нечітких функцій шляхом ранжирування 
параметрів на множині критеріїв 
 
min→Fpτ ,          (4.84) 
 
де pτ  – час розв’язання задачі; 
F  – множина обмежень предметної області. 
 
Розробка методу. Процедура нечіткого логічного виведення в 
знання орієнтованих моделях [171] передбачає розв’язок такої задачі. 
Нехай задано деяку підмножину правил продукції виду [15] 
 
)}()({ yisythenxisxif ji µµ    (4.85) 
 
При деякому заданому значенні x′  розв’язку правила (4.85) може 
бути представлено у вигляді [41] 
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та розв’язок (4.86) може бути реалізовано у виді розв’язку на основі 
оператора Заде-Мамдані: 
 
),()()( yxxy µµµ ∧′∨=′          (4.87) 
 
з подальшою дефаззіфікацією [41], наприклад, у виді знаходження чіткого 
значення за правилом центра мас [41]. 
Згідно методу дихотомії [162],  
 
очф уу ≠        (4.88) 
 
та необхідне налаштування параметрів функції належності (4.68) – (4.70) з 
точністю ε . В якості розв’язку поставленої задачі (4.73) – (4.74) було 
запропоновано варіант використання деякого інтервалу значень для вибору 
знаменника дихотомії.  
Таким чином, введено два параметра алгоритму: 
2d  – верхня межа інтервалу вибору множника (нижня межа завжди 
дорівнює 0 та є відкритим кінцем інтервалу); 
d∆  – шаг дискретизації інтервалу. 
Тоді дискретний набір значень може бути представлено у виді:  
 
}2,...,3,2,{ ddddD ∆⋅∆⋅∆= .           (4.89) 
 
Поточне значення множника – )( Dmm ∈ . Таким чином, при підборі 
основного параметру нечіткої функції k , він буде змінюватися на значення 
my∆ . Тоді, якщо визначено функцію знаходження операційної 
потужності алгоритму [172] від заданого значення m : 
 
)(mf ,          (4.90) 
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то справедливим для (4.88) є вираз: 
 
)2(...)3()2()( dfdfdfdf ≠≠∆⋅≠∆⋅≠∆        (4.91) 
 
Дане положення (4.91) передбачає проведення для кожного з n  типів 
нечітких функцій процесу дихотомічної апроксимації параметра та вибору 
такого значення im , при якому кількість операцій є мінімальною  
 
))(min()( mfmf i = .           (4.92) 
 
Це дозволить (4.92) при однократному здійсненні процесу 
оптимізації коефіцієнту дихотомії вибрати оптимальний його варіант по 
критерію часу та надалі застосовувати саме обране значення im  в рамках 
досліджуваної задачі. 
Етапами методу розв’язання поставленої задачі можуть 
бути [173, 174]: 
- фаззіфікація правила-продукції, вибір типів функції належності; 
- застосовуючи експертні оцінки, формулювання параметрів функцій 
належності; 
- розв’язок задачі нечіткого логічного виведення Заде-Мамдані; 
- дефаззіфікація результатів нечіткого логічного виведення методом 
центра мас; 
- визначення оцінки очікуваного дефаззіфікованого значення очу ; 
- задання параметрів інтервалу значень для вибору знаменника 
дихотомії ε,,2 dd ∆ ; 
- запуск процесу ітераційної апроксимації; 
- зупинення процесу при досягненні необхідної точності ε ; 
- визначення оптимальних значень множника дихотомії m  для 
різних типів функцій належності; 
- видача рекомендацій по оптимальному значенню множника для 
конкретного типа нечіткої величини функції належності з застосуванням 
критерію ранжирування; 
- повторний прогін, уточнення параметрів дихотомії; 
- уточнення параметра k . Зупин. 
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Така модифікація не тягне за собою зміни колишніх властивостей 
алгоритму, за виключенням введення двох параметрів (верхня межа 
інтервалу дискретизації знаменника дихотомії 2d , шаг дискретизації d∆ ), 
але дозволяє прискорити збіжність при необхідності багатократного 
підбору параметра k  в рамках деякої предметної області правил. 
 
Структура програмних засобів розв’язання поставленої задачі. 
Програмною реалізацією підходу є модифікація раніше запропонованого 
методу та програмного продукту [162]. UML-діаграму класів 
запропоновано на рис. 4.11. 
В даній структурі класів програмного середовища С++ [165] було 
додатково введено зміни класу FuzzyValue: добавлено метод unsigned int 
getTime(), який реалізує визначення часу роботи алгоритму для поточного 
значення знаменника дихотомії; метод setInterval(double d2, double delta_d) 
реалізує установку відповідних полів класу, задання інтервалу дискретних 
значень масиву double[*] m; метод double getBestM() повертає таке 
значення m , при якому час виконання алгоритму мінімальний. 
 
 
 
Рисунок 4.11 – UML-діаграма класів 
 
 168 
Також добавлено відповідні поля членів класу для зберігання меж 
інтервалу, кроку дискретизації та масиву дійсних значень множника 
дихотомії m . 
 
Практична реалізація методу. В результаті проведених 
модифікацій програмний продукт дозволяє користувачеві ввести додаткові 
параметри алгоритму: 2d , d∆ , що розширює його функціональні 
можливості. Після вибору термів нечіткої величини [6], задання 
початкового значення k , а також експертної оцінки дефаззіфікованого 
значення очу , здійснюється апроксимація функції для досягнення 
необхідної точності. В результаті обчислень виводяться значення функції 
)(mf  для усіх значень m  з інтервалу ]2;0( d . Також користувачеві 
формується оперативна інформація про вибір оптимального значення m  в 
даній задачі для досягнення максимальної швидкодії роботи алгоритму та 
можливості встановлення цього значення як значення для подальшої 
роботи в розвитку методу. Застосування запропонованих підходів у 
просторово розподілених об’єктах оцінювання земельних ділянок 
підтвердили ефективність викладених рішень. 
Таким чином, в роботі удосконалено метод налаштування параметрів 
функцій належності у знання орієнтованих моделях на основі застосування 
багатозначної логіки. Запропоновано підходи до вибору багатозначної 
логіки для розглянутих функцій належності з застосуванням критеріїв 
ранжирування. 
Проте, отримані рішення мають складність, близьку до квадратичної 
)( 2nO , де n  – розмірність задачі, що у ряді випадків потребує додаткових 
рішень з мінімізації обчислювальної складності. 
Розробка та подальше удосконалення методів оперативного 
налаштування параметрів нечітких систем є перспективним напрямком у 
області фаззі-технологій та систем предметних областей. 
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4.4 Методи налаштування параметрів функцій належності на 
основі багатозначної інтервальної логіки в знання орієнтованих 
технологіях 
 
Важливим аспектом реалізації технологій прийняття рішень на 
множині альтернатив IiAlti ∈},{  мережевої моделі, яка відображає 
процеси предметної області KkПрk ∈},{  є застосування знання 
орієнтованих технологій [19], що відображують процеси моделей правил 
баз знань (4.85). 
У зв’язку з цим представляється актуальним у задачах уточнення 
вірогідності рішень, що приймаються, підвищення адекватності 
застосування функцій належності нечітких процесів [19] у задачах 
нечіткого логічного виведення на базах знань. В роботах [162, 173] було 
досліджено деякі аспекти опису та налаштування компонент 
)()( z,yx,b,a,f=xµ  функцій належності процесів предметної області. 
Розв’язання задач нечіткого логічного виведення може бути представлено 
у вигляді знаходження рішення рівняння вигляду (2.18), де )( yx,µ  – 
нечітке відношення правила (4.85). 
Існуючі рішення (4.93) ґрунтуються на модифікації та розвитку 
підходів до методів дихотомії та багатозначної логіки у задачах 
налаштування параметрів функцій належності. Критичний аналіз 
результатів показав, що отримані рішення мають складність, близьку до 
експонентної, а рішення характеризуються наявністю істотної 
нестабільності. 
У зв’язку з цим існує актуальність та перспективність досліджень, 
які відображають процедури нечіткого логічного виведення на множинах 
можливих їх розв’язань. 
 
Постановка задачі. В роботі [173] було запропоновано підхід для 
реалізації процедури налаштування функцій належності нечіткого 
логічного виведення. Половинний поділ дозволяє для множини функцій 
належності )}({ xµ  здійснювати налаштування коефіцієнта k , у  
 
)()( z,yx,b,a,k,f=xµ       (4.93) 
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в залежності від заданого значення очікуваної величини дефаззіфікованого 
значення функції належності очy . Встановлено, що така реалізація має 
обчислювальну складність, яка характеризується [173]: 
 
ε1)( enO ≈ ,         (4.94) 
 
де ε  – параметр методу налаштування параметрів, який визначає норму 
точності апроксимації. 
У зв’язку з викладеним вище, необхідно модифікувати існуючі 
рішення, що дозволить істотно знизити обчислювальну складність 
водночас з підвищенням стабільності роботи. 
 
Модифікація методу налаштування параметрів функцій 
належності. Відомо, що множина функцій належності Ii,i ∈}{µ  є 
кінцевою у рамках деякого класу вирішуваних задач: ∞<const,= ii }{}{ µµ . 
Для кожної операції ia  налаштування параметра k , функцію належності 
Ii,i ∈}{µ  чітко визначено і може бути подано у виді  
 
)(~ ba,k,x,f=µ
iA
,             (4.95) 
 
де ba,k,x,  – деякі змінні. 
У викладеному [19] методі розвиток дихотомії операція відповідає 
ітеративному процесу: 
 
2/ε±k=k 1ii − ,           (4.96) 
 
де ik  – i  крок операції, 1−ik  – 1−i  крок операції, ε  – норма похибки.  
Процес триває доки не реалізовано критерій точності 
апроксимації y∆ : 
 
εyyy очф ≤−=∆ ||     (4.97) 
 
де фy  – фактичне значення дефаззіфікованої величини. 
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В роботі [162] запропоновано використовувати поточне значення 
дільника як мінімальне та ввести ряд додаткових цілочисельних значень 
дільника [173]: 
 
}2,,...,,{ 121 −∈ ndddd ,       (4.98) 
 
де .Lldddd ln ∈> ,2,,...,, 21  
Такий варіант вибору дільника дозволить у ряді випадків здійснити 
більш швидке досягнення заданої точності апроксимації ε . 
Для кожного типу функції належності та кожного дільника id  можна 
виміряти час роботи запропонованого алгоритму iτ , де iτ  – модельний 
час. Критерієм розв’язку задачі (зупинки) буде з Ki,k ∈}{τ  як 
знаходження  
 
extrτ,τ Fkkk →∈∀
*}{τ ,        (4.99) 
 
де *F  – обмеження предметної області. На множині функцій }{ iµ  
здійснюється ранжування kτ  за критерієм мінімізації модельного часу. Для 
відповідних значень з }{
mink
τ  визначається їх дільник 
imin
d  для iµ : 
 
min1ii dε±k=k /− .          (4.100) 
 
Таким чином, можна виділити для знаходження (4.100) ряд етапів 
модифікованого методу при налаштуванні параметрів функцій належності: 
- фаззіфікація правила продукції, вибір типів функції належності; 
- задання параметрів функцій належності з використанням 
експертних оцінок; 
- розв’язок задачі нечіткого логічного виведення Заде-Мамдані; 
- дефаззіфікація результатів нечіткого логічного виведення; 
- визначення оцінки очікуваного дефаззіфікованого значення – очy ; 
- задання дільника дихотомії d  та необхідної точності обчислення ε ; 
- запуск процесу ітеративної апроксимації; 
- зупинка при досягненні необхідної точності ε ; 
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- повторний прогін викладених вище процедур, модифікація 
параметрів функції належності;  
- зупин.  
Оцінку часу проведення операції налаштування kτ  визначено у мс – 
10-3 с. Розв’язок даної задачі шляхом застосування методів багатозначної 
інтервальної логіки [173] дозволяє визначати мінімальне значення 
модельного часу τ  [162]. Проте, у ряді випадків, воно не є алгоритмічно 
оптимальним. Це пов’язано з тим, що не завжди можливо досягнути 
мінімальних значень модельного часу за причиною використання у цьому 
підході значення y∆  (4.97) як знаменника кроку апроксимації [173], що не 
завжди адекватно.  
Знаменник кроку визначається на інтервалі ]1,0[ . В запропонованому 
підході [175] у ролі дільника виступає значення апріорно заданої точності 
вирахувань ε  (4.94), що дозволяє виконати умову для модельного часу kτ : 
 
dε,Ay, τ<τ∆        (4.101) 
 
де Ay,τ∆ – модельний час при використанні чисельника кроку y∆  і 
знаменника A ; dε,τ  – ε  та d  – відповідно. 
 
Програмна реалізація запропонованого підходу. Програмна 
реалізація запропонованого вирішення є модифікацією версії додатку, який 
реалізує n -розрядне інтервальне налаштування функцій [173], і виконана у 
програмному середовищі C++ [165]. У додатку у якості множини функцій 
належності подано множину гауссіанів функцій належності: 
 
- «великого» 
2
1 )( bxkв e1=µ −−− , ax ≥ , 01 >k ; 
- «малого» 
2
2xkм e=µ − , 02 >k ; 
- «середнього» 
2
3 )( bxkсeр e=µ −− , 03 >k , 0≥x , 0≥b  
 
та їх похідні, де 321 k,k,k  – елементи налаштування, ba,  – деякі константи. 
Відповідно, підбір дільника дихотомії mind  здійснюється для кожного з 
класів функцій. UML-діаграму класів додатку представлено на рис. 4.12. 
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Рисунок 4.12 – UML-діаграма класів додатку 
 
Для реалізації модифікованого підходу у програмний код введено 
класи FVData та Divider. Клас FVData являє собою структуру, яка містить 
дані про час виконання операції налаштування для конкретного типу 
нечіткої величини та значення дільника d . Таким чином, клас FVData 
агрегується класом FuzzyValue у відношенні «один до багатьох». Поля 
агрегованих екземплярів класу заповнюються динамічно та підлягають 
подальшому считуванню, тому вони визначені модифікатором доступу 
public [165]. Клас Divider описує сутність дільника d , який змінюється 
динамічно. Об’єкт класу Divider зберігає в собі поточне значення дільника, 
а також функціонал для його зміни та вимірювання поточного числа 
операцій при налаштуванні функцій належності. Клас Divider не 
передбачає успадкування, тому його визначено модифікатором final. 
Класову структуру додатку виконано таким чином, що передбачає 
повторне використання коду і подальшу модифікацію. Виконано вимоги 
інкапсуляції та модульності. Важливим нововведенням у програмній 
оболонці алгоритму стала підтримка вирахувань та виклику додатків за 
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посередністю командної строки. Вхідні данні для роботи алгоритму при 
цьому передаються у вигляді строкового масиву. 
Таким чином, виклик додатку має вигляд: 
 
FuzzyP.exe arg1 arg2 arg3 … argN,    (4.102) 
 
де argi (i = 1..N) – вхідні значення типів функцій належності, вхідне 
значення аргументу, очікуване значення дефаззіфікованої величини.  
Виведення інформації при виклику додатку через командну строку 
здійснюється у файл, який у подальшому може бути використано та 
опрацьовано іншими системами. Функціонал консольного виклику додатку 
дозволяє інтегрувати його з іншими програмними обчислювальними 
засобами при розв’язанні комплексних (системних) задач. 
Інтерфейс користувача додатку представлено на рис. 4.13 для 
випадку налаштування функції належності «мале» – 
2
2kм xe=µ
−
. Час 
роботи додатку при не налаштованій функції: 1τ  = 123,0 мс, 2τ  = 2 мс. 
Інтерфейс додатку при виконанні налаштування функції належності 
«велике» представлено на рис. 4.14. Час роботи додатку при не 
налаштованій функції: 1τ  = 45,3 мс, 2τ  = 7 мс. 
Інтерфейс додатку при виконанні налаштування функції належності 
«середнє» представлено на рис. 4.15. Час роботи додатку при не 
налаштованій функції: 2,1201 =τ  мс, 122 =τ  мс. 
 
Експериментальні дослідження. В процесі роботи додатку [175] 
було отримано такі фактичні значення часу роботи алгоритму τ  для трьох 
типів функцій належності та множини дільників дихотомії }8,4,2{=d . 
 
Таблиця 4.1 – Час роботи додатку, мс 
 
Дільник id  
Тип НВ 
2 4 8 
Мале 103 80 97 
Середнє 123 69 112 
Велике 45 75 69 
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Рисунок 4.13 – Інтерфейс додатку при виконанні налаштування  
функції належності «мале» 
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Рисунок 4.14 – Інтерфейс додатку при виконанні налаштування  
функції належності «велике» 
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Рисунок 4.15 – Інтерфейс додатку при виконанні налаштування  
функції належності «середнє» 
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Графічне подання отриманих показників представлено на графіках 
(рис. 4.16 – рис. 4.18). 
Експериментальні дані (табл. 4.1) дозволяють в задачах 
налаштування показників функцій нечітких баз знань застосовувати 
конкретний коефіцієнт поділу d  для відповідної функції. Точні значення 
часу виконання τ  (mc) змінюються в залежності від апаратного 
забезпечення комп’ютерних засобів. Результати експерименту (табл. 4.2) 
отримано для комп’ютера з центральним процесором Intel Core2Duo 2GHz 
та 1 GB RAM. 
Залежність обчислювальної складності від різних значень дільника 
d  представлено на рис. 4.19. 
Задана точність апроксимації 310−=ε в залежності від коефіцієнту 
поділу (табл. 4.1). 
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Рисунок 4.16 – Значення модельного часу для типу  
функції належності «мале» 
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Рисунок 4.17 – Значення модельного часу для типу функції належності 
«середнє» 
 
На рис. 4.20 – рис. 4.22 подано результати аналізу графічних 
залежностей модельного часу τ  від дільника d  та заданої точності 
обчислень ε  для кожного типу функції належності. 
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Рисунок 4.18 – Значення модельного часу для типу  
функції належності «велике» 
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Рисунок 4.19 – Залежність складності обчислень від різних значень 
дільника дихотомії d  при 32211223 ;;; εεεε >>>> dddd  
 
Таблиця 4.2 – Залежність модельного часу τ  від заданої точності 
обчислень ε  и дільника d  
 
µ  ε  0,1 0,09 0,07 0,05 0,03 0,01 0,007 0,005 0,003 0,001 
2=d  2 3 4 7 8 10 33 57 82 103 
4=d  2 2 4 5 9 9 28 61 73 80 
«ма-
ле» 
 8=d  3 3 4 6 8 10 23 54 85 97 
2=d  2 2 3 5 10 12 31 68 93 123 
4=d  2 3 3 6 9 7 19 45 57 69 
«се-
ред-
нє» 8=d  3 4 4 6 8 11 29 62 83 112 
2=d  3 3 4 4 5 5 14 22 33 45 
4=d  2 3 3 5 6 7 21 32 57 75 
«вели-
ке» 
8=d  2 3 3 5 5 7 19 26 43 69 
 181 
0
20
40
60
80
100
120
0,1 0,09 0,07 0,05 0,03 0,01 0,007 0,005 0,003 0,001
М
о
д
е
л
ь
н
и
й
 ч
а
с
 τ
, 
м
c
Задана точність обчислень ε
d=2
d=4
d=8
 
Рисунок 4.20 – Залежність модельного часу τ від дільника d  та заданої 
точності обчислень ε для типу функції належності «мале»  
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Рисунок 4.21 – Залежність модельного часу τ від дільника d  та заданої 
точності обчислень ε для типу функції належності «середнє»  
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Рисунок 4.22 – Залежність модельного часу τ від дільника d  та заданої 
точності обчислень ε для типу функції належності «велике»  
 
Висновки до розділу 4 
 
1. Удосконалено метод багатоетапного аналізу простору станів 
моделі, який містить змінний, згідно логіки моделі, простір станів 
динамічних об’єктів і, на відміну від існуючих, додатково оперує 
параметрами часу виконання дій, предикатними логічними операторами, 
узагальненими просторовими характеристиками об’єкта, що дозволяє 
підвищити вірогідність та адекватність оцінювання ресурсів. 
2. Запропоновано розвиток методу налаштування параметрів 
функцій належності нечітких баз знань, який на відміну від існуючих, 
ґрунтується на термах лінгвістичних змінних багатозначної інтервальної 
логіки, класах функцій належності, що дозволяє істотно зменшити час 
налаштування параметрів у знання орієнтованих технологіях. 
3. Удосконалено метод налаштування параметрів функцій 
належності, який на відміну від існуючих, заснований на попередньому 
заданні точності обчислень, що дозволяє виконати умову для значення 
модельного часу та зменшити обчислювальну складність n -розрядного 
інтервального налаштування функцій належності. 
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3. Запропоновано і модифіковано програмне рішення шляхом 
введення додаткових функцій, внесено відповідні змінні у класову 
структуру UML-діаграми, реалізовано більш зручний інтерфейс 
користувача. 
4. Проведені експериментальні дослідження підтверджують 
ефективність даного підходу для трьох базових видів функцій належності 
на множині термів лінгвістичних змінних: «мале», «велике» и «середнє», 
які реалізовано у вигляді гауссіанів у знання орієнтованих технологіях. 
5. Вперше запропоновано метод багатоетапного просторово 
розподіленого оперативного оцінювання станів складних об’єктів з 
нечіткими процесами, який використовується у стратегії нечіткого 
логічного виведення на етапах формалізації і аналізу нечітких знань. 
Запропонований метод враховує невизначені інтервальні уявлення, описані 
в базах даних та знань, про простір станів складних об’єктів за рахунок 
налаштування параметрів функцій належності, дає можливість підвищити 
достовірність результатів дослідження взаємодіючих процесів. Визначено, 
що застосування моделі на основі моделей НІІКМП дозволяє адекватно 
змоделювати динаміку розвитку процесів у процедурах нечіткого 
логічного виведення. 
6. Набув подальшого розвитку метод бінарного пошуку для задачі 
налаштування параметрів функцій належності, який заснований на 
завданні необхідної точності підбору параметрів. Визначена складність 
вирішення поставленої задачі за критерієм часових витрат, вона є 
близькою до експоненціальної від вибраної точності обчислень, що 
дозволяє говорити про ефективність і відсутність недоліків методу за 
запропонованим критерієм. 
7. Запропоновані і обґрунтовані методичні засоби налаштування 
параметрів функцій належності, які є результатом подальшого розвитку 
методу бінарного пошуку і покращують якість налаштування параметрів 
функцій належності. 
8. Запропоновані і обґрунтовані методичні засоби нечіткого 
логічного виведення, які базуються на багатоетапному просторово 
розподіленому оперативному оцінюванні станів складних об’єктів за 
допомогою використання нечітких інтервальних уявлень про простір 
станів складних об’єктів у рамках розробленого методу в стратегії. 
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5 ПРИКЛАДНІ АСПЕКТИ ОПЕРАТИВНОГО ОЦІНЮВАННЯ 
СТАНІВ СКЛАДНИХ ОБ’ЄКТІВ У ПРАКТИЧНИХ РЕАЛІЗАЦІЯХ 
 
5.1 Процеси прийняття рішень у практичних реалізаціях 
оцінювання станів складного об’єкта 
 
Постановка задачі прийняття рішень [176] включає такі складові: є 
множина детермінованих, нечітких або ймовірнісних параметрів, що 
характеризуються станом об’єкта дослідження, істинність яких можна 
встановити з певним ступенем впевненості, і множина варіантів рішень, 
які відомим чином пов’язані зі станом об’єкта дослідження. Необхідно 
отримати достовірне рішення і обчислити ступінь впевненості у цьому 
рішенні. 
Для оцінки переваг і недоліків розробленої моделі та 
запропонованих методів моделювання процесів була здійснена їх 
реалізація у медичній предметній області, що визначає актуальність 
досліджень. Кардіологія, як задана предметна область, вивчає серцево-
судинні захворювання і є надзвичайно важливим напрямком у розвитку 
сучасної науки, так як досліджує захворювання, що стали основною 
причиною передчасної смерті жителів економічно розвинених країн. 
Частка таких захворювань у структурі смертності складає від 40 до 60 
відсотків [177].  
Спостерігається постійне зростання показників за кількістю 
захворювань, лікарі фіксують молодий вік пацієнтів з проблемами серцево-
судинної системи. Завдяки постійному розвитку інформаційних технологій 
стало можливим вилікувати такі захворювання серця, які ще вчора 
вважалися невиліковними. 
Визначення діагнозу є складним творчим процесом, який у ряді 
випадків повинен носити оперативний характер. Він потребує від лікаря 
великої суми знань, вміння клінічно мислити, невичерпної уваги до 
хворого. Тільки фахівці, що мають великий досвід роботи у такій галузі, як 
кардіологія, можуть своєчасно поставити правильний діагноз. Лікарі-
кардіологи середньої кваліфікації не завжди можуть враховувати множину 
суперечливих, неточних і нечітких даних про стани пацієнта в умовах 
обмеженого часу. 
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Найважливішим пріоритетом для лікаря завжди залишається 
послідовність розвитку ознак захворювання, що встановлюється під час 
опитування хворого і під час динамічного медичного обстеження. Які б 
значні зміни не були виявлені під час лабораторного й інструментального 
дослідження, причини їх виникнення зазвичай різноманітні [177, 178]. 
Грубе відхилення будь-якого показника від норми має велике скринінгове 
значення для встановлення захворювання. 
Розроблена система базується на знаннях, за допомогою яких вона 
висловлює припущення про можливі рішення, видає рекомендації для 
уточнення рішення, а також приймає рішення, рівень компетентності яких 
не нижче, ніж рівень людини-експерта. Однією із задач такої системи є 
[179]: прийняття сукупності формальних і евристичних знань від 
спеціалістів високого рівня; використання цих знань іншими спеціалістами 
даної предметної області або суміжних професій; забезпечення 
консультацій, направлених на підвищення рівня рішень, що приймаються. 
Як правило, інтелектуальні системи функціонують за допомогою таких 
компонентів [17]: бази знань, в якій включено знання, досвід та інтуїція 
експерта; бази даних; блоку логічного виведення; блоку пояснень; 
дружнього інтерфейсу з користувачем. У випадку, якщо система працює в 
умовах невизначеності і жорстких обмежень на ресурси, то виникає 
необхідність включення в її структуру додаткових модулів [180]. 
У даному розділі необхідно запропонувати шляхи підвищення 
достовірності засобів оперативного оцінювання станів пацієнтів стосовно 
деяких серцево-судинних захворювань за рахунок застосування систем 
прийняття відповідних рішень, а також інтелектуалізації процедур 
прийняття рішень. 
Так як вибір рішення у медицині здійснюється в умовах 
невизначеності даних про симптоматику, що фактично припускає розгляд 
більш широкого переліку потенційно можливих рішень, то доцільно 
обмежити початкову множину потенційних рішень на основі нечіткої 
переваги. 
Таким чином, реалізація поставленої задачі полягає у визначенні 
деякої підмножини рішень на основі формального оцінювання і 
формування кожного рішення з використанням положень та ідей 
обчислювального інтелекту [180]. 
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Розроблені в рамках даної монографії інтелектуальні засоби 
прийняття рішень повинні забезпечувати [180]: 
- формування у діалоговому режимі даних про пацієнта, тобто 
формування історії хвороби; 
- проведення оперативного оцінювання станів по історії хвороби або 
історії хвороби із архіву; 
- отримання пояснень даних, на основі яких було прийнято заключне 
рішення; 
- перегляд історії хвороби із архіву; 
- усунення помилкової інформації; 
- формування рішень з урахуванням коефіцієнтів впевненості і 
оформлення лікарняного висновку з лікування виявленого захворювання. 
У спроектованій системі необхідно використовувати розроблені 
[137, 138, 140, 141, 162, 180] й існуючі підходи [181], проводити 
інтелектуальну обробку і оцінювання даних, надавати користувачу повну 
інформацію для прийняття рішень. 
Згідно положень, представлених у розділі 4, якщо необхідно 
отримати нечітке значення )(~ yµ Bi , то маємо запис виду: 
 
)()( ~~ yµisythenxµisxif BiAi ,       (5.1) 
 
де )(~ xµ Ai  – функція належності антецедента; 
)(~ yµ Bi  – функція належності консеквента, Ii ≤≤1 . 
Значення відношення ),( yxR  у деякому правилі (5.1) визначено на 
основі функцій )(~ xµ Ai , )(~ yµ Bi  і знань експерта. 
Якщо задане деяке значення входу )(~ xµ Ai′ , то значення )(~ yµ Bi′  
визначається: 
 
),(~)()( ~~ yxRxµyµ AiBi ′=′ .         (5.2) 
 
Композиція множини правил (5.1) і розв’язків (5.2) дає можливість 
оцінювати стани складних об’єктів. 
Для визначення вихідної ступені впевненості, яка подана на множині 
значень функцій належності, у системі використовується побудова 
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відношень ),(~ yxR  (5.2) на основі оператора Мамдані [41], що реалізує таку 
процедуру: 
)()()]()([ ~~~~ yµxµyµ,xµφ BiAiBiAiC ∧= .        (5.3) 
 
Такий підхід дає можливість встановити заключне рішення, близьке 
до істинного значення, що підтверджено експериментальними даними [182]. 
 
Методичні аспекти оперативного оцінювання станів складного 
об’єкту у системі HEALTH з використанням нечіткої інтервальної 
логіки. Нехай є множина медичних діагностичних ознак JjPj ∈,~  для 
множини діагнозів JjD j ∈},{  [183]. 
Вся множина ознак JjPj ∈,~  розбивається на 4 групи за родинною 
властивістю jS
~
, jF
~
, jL
~
, jSD
~~
, які відповідають чотирьохетапному 
оцінюванню станів складного об’єкту. 
Для кожного значення із множини ознак JjPj ∈,~  задається його 
функція належності jµ  до кожного конкретного діагнозу JjD j ∈},{ , 
тобто отримуємо деяку множину 
 
Jjxj ∈)},({µ .     (5.4) 
 
Задаються коефіцієнти впевненості jKU  ознак у діагнозах 
JjD j ∈},{ , тобто отримуємо деяку множину 
 
JjkKU j ∈)},({ .     (5.5) 
 
Деякі положення підходу, що використовує еквівалентність значень 
коефіцієнтів впевненості і функцій належності представлені у [184], але 
дані дослідження не враховують особливості обмежень і властивостей 
системи.  
Виходячи із 
 
|)}({||)}({| kKUx jj =µ ,         (5.6) 
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ми можемо стверджувати, що існує еквівалентність значень коефіцієнтів 
впевненості і функцій належності, яка використовується у даній 
монографії під час розв’язання задачі оцінювання станів складного 
об’єкту: 
 
)()()({)()}({)()()( 00 kKUxµkKUkKU,xxµ,kKU,xµ jjjjjjjj =∈∈∀∀ µ  (5.7) 
 
)()()}({)(
)}({)()()(
00 kKUxµkKUkKU
,xxµ,kKU,xµ
jjjj
jjjj
∆=∆∆∈∆
∆∈∆∆∀∆∀ µ
      (5.8) 
 
причому, необхідно враховувати, що )( 0xµ j  є верхньою границею оцінки 
)( 0kKU j  
 
)()( 00 kKUxµ jj ≥ ,      (5.9) 
 
а )( 0xµ j∆  є відповідно верхньою границею оцінки )( 0kKU j∆  
 
)()( 00 kKUxµ jj ∆≥∆ .      (5.10) 
 
Значення (5.9) і (5.10) безпосередньо випливають із сутності нечіткої 
логіки і коефіцієнта впевненості [184]. 
Таким чином, кожній діагностичній ознаці [184, 185] у групі 
ставиться у відповідність коефіцієнт впевненості )}({ 0kKU j , який 
співпадає, як показали дослідження, з функцією належності )}({ 0xjµ  
(рис. 5.1 і рис. 5.2) значень ознаки JjPj ∈,~  до діагнозів JjD j ∈},{ , 
тобто 
 
)()( 00 kKUxµ jj ≈ ,      (5.11) 
 
)()( 00 kKUxµ jj ∆≈∆ .      (5.12) 
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Рисунок 5.1 – Подання функції належності лінгвістичними термами 
«мале», «середнє» та «велике»  
 
Тоді, якщо існує деяка сукупність функцій належності )}({ 0xjµ  
(рис. 5.1), а також сукупність аналітичних залежностей, які визначають 
коефіцієнти впевненості )}({ 0kKU j  (рис. 5.2), то з деяким наближенням 
буде виконуватися (5.11) [183, 184]. 
Так, наприклад, якщо у деяких випадках ми отримуємо значення 
функції 66,0)( 0 =xµ j , то значення коефіцієнта впевненості може бути 
визначене як (5.9) і з урахуванням (5.11) коефіцієнт впевненості 
66,0)( 0 ≈kKU j , тобто він не перевищує значення функції належності 
)( 0xµ j  (рис. 5.1, рис. 5.2). 
Визначення коефіцієнта впевненості )(kKU j  у діагнозах 
JjD j ∈},{  за всіма ознаками JjPj ∈,~ , що входять у конкретну вибрану 
групу jS
~
, jF
~
, jL
~
, jSD
~~
, впорядковану за зменшенням значимості, 
здійснюється згідно виразів [183, 184]: 
- для групи jS
~
 визначаємо значимі (не нульові) значення функцій 
належності )~( bb Sµ : 
 
)~(~~ ~ bbbs
B
1b
j SµSPrS →= ∪
=
,        (5.13) 
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де sPr~  – параметри, що відповідають вибраній групі jS
~
; 
bS
~
 – значення вибраного параметра sPr~  із групи jS
~ ; 
- для групи jF
~
 визначаємо значимі (не нульові) значення функцій 
належності )~( dd Fµ : 
 
)~(~~ ~ dddf
D
1d
j FµFPrF →= ∪
=
,         (5.14) 
 
де fPr~  – параметри, що відповідають вибраній групі jF
~ ; 
dF
~
 – значення вибраного параметра fPr~  із групи jF
~ ; 
- для групи jL
~
 визначаємо значимі (не нульові) значення функцій 
належності )( qq Lµ : 
 
)(~~ ~ qqql
Q
1q
j LµLPrL →= ∪
=
,        (5.15) 
 
де lPr~  – параметри, що відповідають вибраній групі jL
~ ; 
qL
~
 – значення вибраного параметра lPr~  із групи jL
~ ; 
- для групи jSD
~~
 визначаємо значимі (не нульові) значення функцій 
належності )~~( hh SDµ : 
 
)~~(~~~~
~
~ hhhsd
H
1h
j SDµSDPrSD →= ∪
=
,   (5.16) 
 
де 
sdPr ~~  – параметри, що відповідають вибраній групі jSD
~~ ; 
hSD
~~
 – значення вибраного параметра 
sdPr ~~  із групи jSD
~~
. 
 
 191 
 
 
Рисунок 5.2 – Подання коефіцієнта впевненості у вигляді термів 
лінгвістичних змінних «мале», «середнє» і «велике»  
 
Визначення коефіцієнта впевненості )(kKU j  з урахуванням (5.11) і 
(5.13) – (5.16) буде мати вигляд: 
 
|~~|
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|~|
)~(
|~|
)~(
|~|
)~(
)( 000
h
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h
hh
q
Q
q
qq
d
D
d
dd
b
B
0b
bb
j SD
SDµ
L
Lµ
F
Fµ
S
Sµ
kKU
∑∑∑∑
==== ∨∨∨= ,    (5.17) 
 
де )~~(),~(),~(),~( hhqqddbb SDµLµFµSµ  – функції належності за кожною 
ознакою, що відповідають групам jS
~
, jF
~
, jL
~
 і jSD
~~
, впорядковано за 
зменшенням значимості; 
|~~||,~||,~||,~| hqdb SDLFS  – потужності множин значимих ознак, для яких 
∗≥ εSµ bb )
~( , ∗≥ εFµ dd )~( , ∗≥ εLµ qq )~( , ∗≥ εSDµ hh )
~~( , ∗ε  – деякий 
мінімальний поріг, причому 
 
jhjqjdjb SDSDLLFFSS
~~|~~|,~|~|,~|~|,~|~| ⊂⊂⊂⊂ .     (5.18) 
 
Визначення коефіцієнта впевненості на деякому інтервалі )(kKU j∆  з 
урахуванням (5.12) має вигляд: 
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де )~~(),~(),~(),~( jjjjjjjj SDµLµFµSµ ∆∆∆∆  – функції належності подані 
через деякий інтервал за кожною ознакою і відповідають групам jS
~
, jF , 
jL
~
 і jSD
~~ ; 
iPl  – елементарна площа, що відповідає отриманій області перетину всіх 
функцій належності поданих через деякі інтервали за кожною із ознак, та 
групам jS
~
, jF
~
, jL
~
 і jSD
~~
. Тоді 
 
)()( kKUmaxKU jzaklj = ;         (5.20) 
 
)()( kKUmaxKU jzaklj ∆=∆ .           (5.21) 
 
Таким чином, коефіцієнт впевненості )(zakljKU  або )(zakljKU∆  у 
діагнозі JjD j ∈},{  на основі всіх коефіцієнтів )(kKU j  або )(kKU j∆ , 
обчислених за кожною групою споріднених ознак, визначимо відповідно 
до (5.20), (5.21). 
 
5.2 Стратегія вирішення задач оперативного оцінювання станів 
складного об’єкта  
 
Структурна схема розв’язку поставленої задачі (рис. 5.3) містить 
більше ніж 12 основних блоків [140], які виконують ряд функцій [137], що 
забезпечує роботу метода та реалізацію ефективних рішень. 
Розглянемо більш детально стратегію вирішення задачі оперативного 
оцінювання станів складного об’єкта в умовах невизначеності з 
використанням нечіткої логіки. 
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Рисунок 5.3 – Узагальнена структурна схема вирішення поставленої задачі 
 
Блоки узагальненої структури (рис. 5.3) реалізують таку стратегію 
[137, 140]: 
1) система реєстрації користувача, яка забезпечує роботу у 
діалоговому режимі. Перший етап оперативного оцінювання станів 
складних об’єктів дозволяє за допомогою нечіткого логічного виведення 
на основі суб’єктивних даних отримати множину рішень )1(ijD  з певними 
коефіцієнтами впевненості ijKU  і наступним уточненням їх простору 
станів на множині вирішень )2(fjD , 
)3(
ljD , 
)4(
sjD  або видає висновок про 
відсутність будь-якого вирішення із класу задач zaklD
~
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де )1(ijD  – множина вирішень з певними коефіцієнтами впевненості після 
першого етапу оперативного оцінювання станів складних об’єктів; 
)1(
ijD  – множина вирішень, виведених на першому етапі оперативного 
оцінювання станів складних об’єктів; 
ijKU  – коефіцієнти впевненості, що відповідають вирішенням на першому 
етапі оперативного оцінювання станів складних об’єктів; 
)2(
fjD  – множина вирішень з певними коефіцієнтами впевненості після 
другого етапу оперативного оцінювання станів складних об’єктів; 
)3(
ljD  – множина вирішень з певними коефіцієнтами впевненості після 
третього етапу оперативного оцінювання станів складних об’єктів; 
)4(
sjD  – множина вирішень з певними коефіцієнтами впевненості після 
четвертого етапу оперативного оцінювання станів складних об’єктів; 
)1(
zaklD  – заключне вирішення з певним коефіцієнтом впевненості після 
першого етапу оперативного оцінювання станів складних об’єктів; 
zaklD
~
 – висновок про відсутність якого-небудь вирішення із розглянутого 
класу задач; 
2) другий етап оперативного оцінювання станів складних об’єктів 
дозволяє за допомогою нечіткого логічного виведення на основі відомих 
факторів отримати множину вирішень )2(fjD  з певними коефіцієнтами 
впевненості fjKU , уточнити результат першого етапу оперативного 
оцінювання станів складних об’єктів )1(ijD , а також провести подальше 
уточнення їх станів на множині вирішень )3(ljD , 
)4(
sjD  або видає висновок 
про відсутність якого-небудь вирішення із розглянутого класу задач zaklD
~
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де )2(fjD  – множина вирішень, виведених на другому етапі оперативного 
оцінювання станів складних об’єктів; 
fjKU  – коефіцієнти впевненості, що відповідають вирішенням на другому 
етапі оперативного оцінювання станів складних об’єктів; 
)2(
zaklD  – заключне вирішення з певним коефіцієнтом впевненості після 
другого етапу оперативного оцінювання станів складних об’єктів; 
3) третій етап оперативного оцінювання станів складних об’єктів 
дозволяє за допомогою нечіткого логічного виведення на основі 
результатів лабораторних обстежень отримати множину вирішень )3(ljD  з 
певними коефіцієнтами впевненості ljKU . Даний етап уточнює результат 
першого і другого етапів оперативного оцінювання станів складних 
об’єктів )1(ijD  і 
)2(
fjD , а також проводить подальше уточнення їх станів на 
множині вирішень )4(sjD  або видає висновок про відсутність якого-небудь 
вирішення із розглянутого класу задач zaklD
~
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де )3(fjD  – множина вирішень, виведених на третьому етапі оперативного 
оцінювання станів складних об’єктів; 
ljKU  – коефіцієнти впевненості, що відповідають вирішенням на третьому 
етапі оперативного оцінювання станів складних об’єктів; 
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)3(
zaklD  – заключне вирішення з певним коефіцієнтом впевненості після 
третього етапу оперативного оцінювання станів складних об’єктів; 
4) четвертий етап оперативного оцінювання станів складних об’єктів 
дозволяє за допомогою нечіткого логічного виведення на основі 
додаткових даних отримати множину вирішень )4(sjD  з певними 
коефіцієнтами впевненості sjKU . Даний етап уточнює результат першого, 
другого і третього етапів оперативного оцінювання станів складних 
об’єктів )1(ijD , 
)2(
fjD  і 
)3(
ljD , а також за допомогою всіх попередніх уточнень 
станів об’єктів видає заключне вирішення )4(zaklD  з максимальним 
коефіцієнтом впевненості maxKU sj →  або видає висновок про відсутність 
якого-небудь вирішення із класу задач zaklD
~
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де )4(sjD  – множина вирішень, виведених на четвертому етапі 
оперативного оцінювання станів складних об’єктів; 
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sjKU  – коефіцієнти впевненості, що відповідають вирішенням на 
четвертому етапі оперативного оцінювання станів складних об’єктів; 
)4(
zaklD  – заключне вирішення з максимальним коефіцієнтом впевненості 
після четвертого етапу оперативного оцінювання станів складних об’єктів; 
maxKU sj →  – максимальний коефіцієнт впевненості на четвертому етапі 
оперативного оцінювання станів складних об’єктів; 
)3(~
ljD  – заключне вирішення з максимальним коефіцієнтом впевненості 
після третього етапу оперативного оцінювання станів складних об’єктів; 
maxKU lj →  – максимальний коефіцієнт впевненості після третього етапу 
оперативного оцінювання станів складних об’єктів; 
)2(~
fjD  – заключне вирішення з максимальним коефіцієнтом впевненості 
після другого етапу оперативного оцінювання станів складних об’єктів; 
maxKU fj →  – максимальний коефіцієнт впевненості після другого етапу 
оперативного оцінювання станів складних об’єктів; 
)1(~
ijD  – заключне вирішення з максимальним коефіцієнтом впевненості 
після першого етапу оперативного оцінювання станів складних об’єктів; 
maxKU ij →  – максимальний коефіцієнт впевненості після першого етапу 
оперативного оцінювання станів складних об’єктів; 
5) обробка і аналіз отриманої інформації після першого та другого 
етапів оперативного оцінювання станів складних об’єктів дозволяють 
відібрати найбільш значимі результати і у подальшому працювати тільки з 
ними; 
6) обробка і аналіз отриманої інформації після третього етапу 
оперативного оцінювання станів складних об’єктів з урахуванням 
результатів першого і другого етапів оперативного оцінювання дозволяють 
відібрати найбільш значимі результати і у подальшому працювати тільки з 
ними; 
7) обробка і аналіз отриманих результатів після четвертого етапу 
оперативного оцінювання станів складних об’єктів з урахуванням 
результатів попередніх трьох етапів оперативного оцінювання дозволяють 
відібрати результат з найбільшим коефіцієнтом впевненості; 
8) результат після першого і другого етапів оперативного 
оцінювання станів складних об’єктів видає множину вирішень з певними 
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коефіцієнтами впевненості, а також рекомендації, що відповідають даним 
вирішенням, або рекомендації щодо збору необхідної додаткової 
інформації для підвищення достовірності вирішення задачі; 
9) результат після третього етапу оперативного оцінювання станів 
складних об’єктів дослідження видає множину вирішень з певними 
коефіцієнтами впевненості, а також рекомендації, що відповідають даним 
вирішенням, або рекомендації щодо збору необхідної додаткової 
інформації для підвищення достовірності оцінювання; 
10) результат після четвертого етапу оперативного оцінювання 
станів складних об’єктів дослідження видає одне вирішення з 
максимальним коефіцієнтом впевненості; 
11) заключне вирішення з певним коефіцієнтом впевненості. 
Деякі вирішення на відношеннях 
 
3,2R , 12,2R , 12,9R , 5,10R , 8,10R , 12,10R , 12,11R   (5.26) 
 
можуть бути уточнені ОПР. Це, зазвичай, визначається відповідальністю 
вирішень (5.26) і дозволяє знизити вимоги до рівня кваліфікації персоналу, 
одночасно підвищуючи достовірність рішень. 
До особливостей реалізації даної структури слід віднести такі 
положення [141]. Якщо на деякому етапі оперативного оцінювання станів 
отримуємо в результуючій множині тільки одне вирішення, то воно і 
вважається домінуючим. Пацієнту видається список необхідних лікарських 
препаратів і рекомендацій по лікуванню виявленого захворювання, а також 
інформація, на основі якої було отримане це вирішення. В іншому випадку 
здійснюється описана вище стратегія. Якщо пацієнт (за даними ОПР) 
потребує інтенсивних методів лікування, наприклад, хірургічного 
втручання або звертається після лікування повторно [141]: 
 
*nn > ,     (5.27) 
 
де *n  – деяка константа, 
то діагноз повинен бути верифікований додатковими методами, які 
визначаються ОПР. 
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Стратегія багатоетапного оперативного оцінювання станів 
складних об’єктів. Основні положення алгоритмічного забезпечення 
стратегії багатоетапного оперативного оцінювання станів складних 
об’єктів викладено у повній мірі в [182]. Реалізується така стратегія [182]. 
Крок 1. Реєстрація користувача. 
Крок 2. Введення об’єктивних та суб’єктивних даних. 
Крок 3. Формування БД об’єктивних та суб’єктивних даних. 
Крок 4. Створення нечіткої БЗ у вигляді правил продукції «Якщо X , 
то Y ». 
Крок 5. Нечітке логічне виведення першого етапу оперативного 
оцінювання станів складного об’єкту. 
Крок 6. Визначення множини можливих вирішень на першому етапі 
оперативного оцінювання станів складного об’єкту |)1(ijD . 
Крок 7. Обчислення множини коефіцієнтів впевненості }{ ijKU , що 
відповідають || )1(ijD , де i  – симптом, j  – захворювання. 
Крок 8. Аналіз отриманих коефіцієнтів впевненості }{ ijKU : 
якщо 5,0}{ ≥ijKU , то переходимо до кроку 11; 
якщо 5,0}{ <ijKU , то переходимо до кроку 9. 
Крок 9. Для визначення множини вирішень }{ )1(ijD  з урахуванням 
аналогії симптоматики при різних захворюваннях, було прийнято не 
враховувати у подальшому оцінюванні множину вирішень }{ )1(ijD , у яких 
значення 5,0<ijKU . Тому 
 
5,0})({0 )1( <≤ ijDµ .       (5.28) 
 
Крок 10. Видача інформації про відсутність захворювання. 
Крок 11. Визначення множини вирішень }{ )1(ijD , у яких значення 
5,0≥ijKU : 
 
1})({5,0 )1( ≤≤ ijDµ .       (5.29) 
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Крок 12. Аналіз отриманої множини вирішень }{ )1(ijD : 
якщо 1}{ )1( =ijD , то переходимо до кроку 13 або до кроку 14; 
якщо 1}{ )1( >ijD , то переходимо до кроку 14. 
Крок 13. Видача заключного вирішення zaklD
~
. 
Крок 14. Введення факторів, що впливають на пацієнта. 
Крок 15. Формування БД факторів. 
Крок 16. Нечітке логічне виведення другого етапу оперативного 
оцінювання станів складного об’єкту. 
Крок 17. Визначення множини можливих вирішень на другому етапі 
оперативного оцінювання станів складного об’єкту || )2(fjD . 
Крок 18. Обчислення множини коефіцієнтів впевненості }{ fjKU , що 
відповідають || )2(fjD , де f  – фактор, j  – захворювання. 
Крок 19. Аналіз отриманих коефіцієнтів впевненості }{ fjKU : 
якщо 5,0}{ ≥fjKU , то 0}{ )2( ≠fjD  і переходимо до кроку 20; 
якщо 5,0}{ <fjKU , то 0}{ )2( =fjD  і переходимо до кроку 21. 
Крок 20. Аналогічно (5.29) визначаємо множину вирішень }{ )2(fjD , у 
яких значення 5,0≥fjKU : 
 
1})({5,0 )2( ≤≤ fjDµ .       (5.30) 
 
Крок 21. Обробка і аналіз отриманих результатів після першого і 
другого етапів оперативного оцінювання станів складного об’єкту: 
якщо 
 
∅=∩ }){}({ )2()1( ijij DD , то }{}){}({ )2()2()1( fjijij DDD ′=∪ ; (5.31) 
 
якщо  
∅≠∩ }){}({ )2()1( ijij DD , то }{}){}({ )2()2()1( fjijij DDD ′=∩ .  (5.32) 
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Крок 22. Аналіз отриманої множини вирішень }{ )2(fjD′ : 
якщо 1}{ )2( =′fjD , то переходимо до кроку 13 або до кроку 23; 
якщо 1}{ )2( >′fjD , то переходимо до кроку 23. 
Крок 23. Видача направлення на лабораторне обстеження у 
відповідності до множини }{ )2(fjD′ . 
Крок 24. Проведення лабораторних обстежень. 
Крок 25. Формування БД результатів лабораторних обстежень. 
Крок 26. Нечітке логічне виведення третього етапу оперативного 
оцінювання станів складного об’єкту. 
Крок 27. Визначення множини можливих вирішень на третьому етапі 
оперативного оцінювання станів складного об’єкту || )3(ljD . 
Крок 28. Обчислення множини коефіцієнтів впевненості }{ ljKU , що 
відповідають || )3(ljD , де l  – результат лабораторного обстеження j  – 
захворювання, Ll ∈ , Jj ∈ . 
Крок 29. Аналіз отриманих коефіцієнтів впевненості }{ ljKU : 
якщо 5,0}{ ≥ljKU , то 0}{ )3( ≠ljD  і переходимо до кроку 30; 
якщо 5,0}{ <ljKU , то 0}{ )3( =ljD  і переходимо до кроку 31. 
Крок 30. Аналогічно (4.29) визначимо множину рішень }{ )3(ljD , де 
значення 5,0≥ljKU : 
 
1})({5,0 )3( ≤≤ ljDµ .       (5.33) 
 
Крок 31. Обробка і аналіз отриманої інформації після третього етапу 
оперативного оцінювання станів складного об’єкту з урахуванням 
результатів виданих після першого і другого етапів моделювання: 
якщо  
 
∅=∩′ }){}({ )3()2( ljfj DD , то }{}){}({ )3()3()2( ljljfj DDD ′=∪′ ;    (5.34) 
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якщо  
 
∅≠∩′ }){}({ )3()2( ljfj DD , то }{}){}({ )3()3()2( ljljfj DDD ′=∩′ .    (5.35) 
 
Крок 32. Аналіз отриманої множини вирішень }{ )3(ljD ′ : 
якщо 1}{ )3( =′ljD , то переходимо до кроку 13 або до кроку 33; 
якщо 1}{ )3( >′ljD , то переходимо до кроку 33. 
Крок 33. Введення додаткових симптомів. 
Крок 34. Формування БД додаткових симптомів. 
Крок 35. Нечітке логічне виведення четвертого етапу оперативного 
оцінювання станів складного об’єкту. 
Крок 36. Визначення множини можливих вирішень на четвертому 
етапі оперативного оцінювання станів складного об’єкту || )4(djD . 
Крок 37. Обчислення множини коефіцієнтів впевненості }{ djKU , що 
відповідають || )4(djD , де d  – додатковий симптом j  – захворювання. 
Крок 38. Аналіз отриманих коефіцієнтів впевненості }{ djKU : 
якщо 5,0}{ ≥djKU , то 0}{ )4( ≠djD  і переходимо до кроку 39; 
якщо 5,0}{ <djKU , то 0}{ )4( =djD  і переходимо до кроку 40. 
Крок 39. Аналогічно (5.29) визначимо множину рішень }{ )4(djD , у 
яких значення 5,0≥djKU : 
 
1})({5,0 )4( ≤≤ djDµ .                (5.36) 
 
Крок 40. Обробка і аналіз отриманих результатів після четвертого 
етапу оперативного оцінювання станів складного об’єкту з урахуванням 
результатів виданих після всіх попередніх етапів моделювання: 
якщо  
 
∅=∩′ }){}({ )4()3( djlj DD , то }{}){}({ )4()4()3( djdjlj DDD ′=∪′ ;  (5.37) 
 
якщо  
 
∅≠∩′ }){}({ )4()3( djlj DD , то }{}){}({ )4()4()3( djdjlj DDD ′=∩′ .  (5.38) 
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Крок 41. Аналіз отриманої множини вирішень }{ )4(djD ′ : 
якщо 1}{ )4( =′djD , то переходимо до кроку 13; 
Якщо 1}{ )4( >′djD , то переходимо до кроку 42. 
Крок 42. Вибір вирішення з максимальним коефіцієнтом 
впевненості: 
}{ )4(djmax Dµ ′          (5.39) 
 
і перехід до кроку 13. 
Особливістю даної структури [182] є багатоетапне оперативне 
оцінювання станів складних об’єктів, що дозволяє уточнити і локалізувати 
можливі вирішення. У зв’язку з цим виникає задача моделювання процесів 
прийняття рішень і навчання засобів на основі налаштування параметрів, 
що містять елементи нечіткої логіки. Вхідними даними для налаштування 
параметрів системи є знання експертів про предметну область і довідкова 
інформація, які дозволяють визначити істинність прийнятих вирішень під 
час функціонування системи в умовах невизначеності, а також жорстких 
обмежень на ресурси. 
Налаштування параметрів [162] здійснюється у процесі тестування 
роботи системи як розробниками програмного засобу, так і експертами 
конкретної предметної області шляхом визначення відповідності вхідних 
даних отриманому результату. Наприклад, якщо отриманий результат, на 
думку експертів, не є результатом обробки даних, поданих на вхід 
системи [182]: 
 
,SD,SD,L,L
F,F,FS,S,SD d6
})~~~~{}~~{
},~~~{},~~~({
)4(
384
)4(
320
)3(
270
)3(
174
)2(
157
)2(
90
)2(
79
)1(
65
)1(
52
)1(
15
)4( ≠′
       (5.40) 
 
то така система потребує перегляду і налаштування вхідної інформації до 
тих пір, поки результати роботи системи на певній кількості тестових 
прикладів і з різним складом експертів не покажуть найбільш точне 
значення та мінімізацію похибки. 
 204 
Слід також відмітити, що кожний із етапів оперативного оцінювання 
станів володіє певною автономністю, що забезпечує гнучкість процесів 
оцінювання при їх високій достовірності. 
Застосування нових методів пошуку вирішень, як показує практика, 
призводить до збільшення відсотка правильних вирішень при допустимому 
часі оцінювання станів. Наявність чотирьох етапів оцінювання станів 
складного об’єкту значно збільшує можливості системи: проводиться 
уточнення і розширення інформації, введеної користувачем, тобто існує 
контроль початкових даних, що дає підставу для встановлення більш 
точного вирішення при недостовірних даних. У процесі оперативного 
оцінювання станів складного об’єкту формується протокол, який містить 
список ознак, внесених користувачем, на основі яких і було поставлене 
заключне вирішення, тобто система контролює користувача під час 
введення початкових даних і надає повну інформацію, що необхідна для 
прийняття достовірного розв’язання задачі. 
 
5.3 Інструментальні засоби побудови інтелектуальної системи 
оперативного оцінювання простору станів складних об’єктів 
 
Існує багато предметних областей і, відповідно, вирішуваних задач, в 
яких необхідно враховувати невизначеність і нечіткість початкових та 
поточних даних, а іноді і їх відсутність. Прикладом таких задач є медичне 
оцінювання станів пацієнта, як об’єкту дослідження. 
У рамках даної монографії розроблена структура і функції 
системи [180], яка забезпечує: оперативне оцінювання захворювань і 
визначення ефективних процедур їх лікування; визначення ступені 
впевненості в отриманому вирішенні в умовах апріорної невизначеності і 
нечіткості початкових даних; мінімальні вимоги до рівня кваліфікації 
спеціаліста, що визначає заключне вирішення. 
У процесі проектування системи необхідно було враховувати, що 
невизначеність може бути внесена неточними або ненадійними 
лабораторними даними [178], отриманими в умовах обмеження на 
матеріальні або часові ресурси. Оцінювання станів пацієнтів за деякими 
параметрами у термінах та термах: «висока», «низька», «погано», «не 
дуже» без можливостей їх уточнення в прийнятний час призвело до 
застосування нечіткої логіки [74, 186] і прийняття рішень на її основі. 
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Архітектура розробленої системи будується за принципом гібридних 
систем на основі функціонального об’єднання двох систем [180]: перша 
реалізує традиційні підходи і методи для обробки даних; друга – 
інтелектуалізацію в процедурах, прийняття і оцінювання вирішень, а також 
забезпечує взаємодію з користувачем. Запропонована система HEALTH 
орієнтована на широкий клас серцево-судинних захворювань. 
У процесі проектування системи був створений гнучкий інтерфейс, 
заснований на принципі незалежного проектування [181], який забезпечує 
високу модифікованість інтерфейсу і налаштування його на кінцевого 
користувача. Реалізація принципу незалежного проектування передбачає 
розподіл у часі етапів введення початкових даних про пацієнта; вирішення 
задачі і формування пояснення прийнятого вирішення. 
Основною функцією інтерфейсу є формалізована система 
опитування, структура якої дозволяє вести діалог з лікарем, що приймає 
вирішення в оптимальному режимі, а також формує список лабораторних 
обстежень, на які направляється пацієнт у залежності від попередніх 
етапів. Такий підхід позбавляє від фіксації неактуальних у даний момент 
відомостей. 
Слід відзначити, що у даній системі передбачено отримання 
результатів лабораторних обстежень і деяких інших показників, 
використовуючи засоби телекомунікацій [71, 178] і Internet-технологій [17]. 
Пояснення заключного вирішення представлене незалежно від 
правил і формується на природній мові. У раніше розроблених системах 
пояснення складалося із тексту відповідного правила, що викликало у 
користувачів труднощі. 
Структурна схема побудови і взаємодії основних модулів системи 
представлена на рис. 5.4 [180]. Для розв’язку вище поставлених задач було 
розроблено підсистему придбання знань про захворювання (ППЗЗ) [180]. 
ППЗЗ використовує знання, отримані у процесі достатньо тривалої 
взаємодії з лікарями-експертами в області кардіології, довідкові 
нормативні документи про основні і додаткові симптоми, супутні фактори, 
об’єктивні лабораторні дослідження, оброблені і формалізовані 
інженерами по знаннях. Даний модуль системи визначає стратегії інженера 
по знаннях щодо створення інтерфейсу. 
Отримана інформація зберігається у підсистемі обробки та 
формалізації вихідних даних та знань (ПОФВДЗ) [180] на мові, що 
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формалізує правила продукції БЗ. ПОФВДЗ містить БД про пацієнта і БЗ, 
яка крім фактичних значень про дану предметну область використовує 
функції належності, значення функцій належності, що становлять логічну 
матрицю вагових коефіцієнтів (МВК) [180]. БЗ можна доповнювати новою 
інформацією, розширювати наявні у системі знання для покращення 
точності визначення захворювання, налаштовувати МВК, підвищуючи цим 
ефективність бази, не модифікуючи програмний код системи. У ПОФВДЗ 
існує можливість перегляду параметрів, на основі яких було отримане 
рішення. 
 
Моделювання і 
настроювання
Пацієнт Довідкова інформація 
і накопичені практичні 
знання лікарів 
Підсистема придбання 
знань про 
захворювання
Підсистема обробки і 
формалізації вихідних 
даних і знань
Підсистема 
реєстрації та 
обробки даних
Підсистема 
нечіткого логічного 
виведення
Підсистема 
формування рішень 
і рекомендацій
Інтерфейс з ОПР ОПР
 
 
Рисунок 5.4 – Структурна схема системи HEALTH 
 
Підсистема нечіткого логічного виведення [180] містить машину 
логічного виведення (МЛВ), що складається із аналізатора і набору правил 
продукції, проводить четирьохетапне оперативне оцінювання станів 
складних об’єктів за допомогою МЛВ та МВК, використовуючи 
інформацію про пацієнтів і наявні знання. У структурі розробленої 
системи чітко розділені БЗ і МЛВ, яка цією базою користується. Такий 
розподіл дозволяє вносити зміни в одну частину програми, не змінюючи 
іншу. 
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Підсистема реєстрації і обробки даних [180] забезпечує діалог 
оператора з пацієнтом за допомогою доступного інтерфейсу, формалізує 
запитання і обробляє відповіді, які поступають у БД ПОФВДЗ, де 
зберігається інформація про конкретних пацієнтів і їх захворювання. 
Підсистема формування рішень та рекомендацій (ПФРР) [180] 
виводить на друк заключне вирішення зі списком медичних препаратів і 
рекомендацій по лікуванню виявленого захворювання, а також, у 
залежності від ситуації, видає повідомлення про відсутність серцево-
судинних захворювань, про прийняття кардинальних рішень і формує 
направлення на лабораторне обстеження. ПФРР у процесі оцінювання 
станів пацієнта здійснює корегування і доповнення у блок довідкової 
інформації і накопичених знань лікарів. 
Блок моделювання та налаштування функцій належності (МТН) 
( )xµA~  [180] використовує довідкову інформацію і накопичені знання 
лікарів у процесі їх роботи, з урахуванням змін і доповнень, що надійшли 
від ПФРР, застосовує положення НІІКМП у задачах налаштування 
коефіцієнтів впевненості [137, 162], які складають МВК, зберігаються і 
оброблюються у ПОФВДЗ. 
До особливостей розробленого механізму оперативного оцінювання 
станів складних об’єктів слід віднести [141, 182]: 
- наявність спеціального апарату збереження і обробки знань, що 
представлені символьною інформацією; 
- здатність вирішувати задачі інтелектуального необчислювального 
характеру, що потребує звернення до семантики даних; 
- здатність пояснити і інтерпретувати результат роботи системи з 
певним коефіцієнтом впевненості, який був отриманий за допомогою 
багатоетапного моделювання процесів. 
У процесі проектування даної системи, була розроблена структурна 
схема оперативного оцінювання станів пацієнтів (рис. 5.3), що страждають 
серцево-судинними захворюваннями [140]. Програмна реалізація системи 
була здійснена у середовищі об’єктно-орієнтованого програмування 
Borland Delphi [185]. 
Розроблена система [137, 140, 141, 180, 182] реалізує такі функції 
[180, 182]: 
- пошук пацієнта у картотеці за номером медичної картки або 
прізвища; 
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- можливість введення або вилучення облікового запису пацієнта; 
- можливість перегляду медичної картки; 
- проводить чотирьохетапне оперативне оцінювання станів складних 
об’єктів; 
- виводить множину вирішень на основі процедур логічного 
виведення з певними коефіцієнтами впевненості на кожному етапі обробки 
інформації; 
- надає можливість уточнити отриману множину вирішень за 
допомогою інших етапів оперативного оцінювання станів складних 
об’єктів; 
- видає направлення, у вигляді роздруківки, на проходження 
необхідних лабораторних обстежень; 
- виводить на друк заключне вирішення зі списком медичних 
препаратів і рекомендаціями щодо лікування; 
- надає можливість пройти повторне оперативне оцінювання станів 
складних об’єктів зі зміною курсу лікування. 
Спроектована система відповідає таким вимогам [180, 182]: 
- видає рекомендації, що не поступаються за якістю експерту-
професіоналу; 
- є зручною в експлуатації; 
- орієнтується на придбання та модифікацію знань; 
- вміє вести діалог, у ході якого може пояснити отриманий нею 
результат; 
- є інструментом, що допомагає лікарю, а не замінює його. 
Методика оперативного оцінювання станів складного об’єкту 
описана і детально представлена у вигляді такої стратегії. 
1. Реєстрація. На рис. 5.5 запропонована дослідна установка 
HEALTH, яка містить версію прийняття рішень, створену під час 
дослідження групи пацієнтів. 
Після запуску системи пропонується відвідати «Реєстратуру», яка 
дозволяє зареєструвати нового пацієнта, а також ідентифікувати або 
видалити з БД наявного пацієнта (рис. 5.6). 
2. Оперативні можливості. Важливою особливістю етапу введення 
даних є можливість користувача у будь-який момент часу оперативно 
перервати роботу системи, зберегти поточний стан і потім продовжити 
роботу з перерваного місця, а також можливість змінити попередні 
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відповіді без виконання повного сеансу консультації у випадку відкриття 
даного сеансу. 
 
 
 
Рисунок 5.5 – Дослідна установка HEALTH 
Рисунок 5.6 – Реєстратура 
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В інтелектуальній системі HEALTH передбачене використання 
чотирьохетапного оперативного оцінювання станів складних 
об’єктів [183]. 
Головне меню системи показано на рис. 5.7. 
 
Рисунок 5.7 – Головне меню системи 
 
Розроблені методи обробки інформації дозволяють використовувати 
різні моделі подання знань, що яскраво виражено на всіх етапах 
оперативного оцінювання станів пацієнтів, де користувачем заповнюється 
БД, в якій захворювання описуються множиною нечітких діагностичних 
ознак. Система реалізує обробку наданої інформації, що представлена у 
вигляді множини нечітких лінгвістичних описів. 
3. Введення початкових даних, отримання множини можливих 
вирішень оцінювання. Кожній діагностичній ознаці, за допомогою 
НІІКМП у блоці МТН, ставиться у відповідність ступінь впевненості у 
тому, що дана ознака проявляється у даній хворобі. Завдяки цьому 
встановлюються асоціативні зв’язки від ознак до захворювань [141] і 
надається можливість отримати множину можливих вирішень зі своїми 
коефіцієнтами впевненості, тобто формується список захворювань для 
кожної множини діагностичних ознак (рис. 5.8). 
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Рисунок 5.8 – Результат першого етапу стратегії оперативного оцінювання 
станів складного об’єкту 
 
З врахуванням того, що на першому етапі оцінювання станів 
складного об’єкту проходить в умовах невизначеності і неповноти 
інформації початкових даних, відбувається подальше уточнення 
отриманих вирішень. У системі запропоновано ще три етапу оперативного 
оцінювання станів складних об’єктів, де захворювання описуються 
множиною ознак, що включають фактори середовища існування пацієнта, 
результати лабораторних обстежень, додаткові симптоми. 
4. Результати другого етапу. Після другого етапу оперативного 
оцінювання станів складного об’єкту формується уточнений список 
захворювань (рис. 5.9). 
5. Уточнення захворювань (лабораторне обстеження). 
Проаналізувавши множину вирішень, отриманих після другого етапу 
оперативного оцінювання станів пацієнта, система видає направлення на 
лабораторне обстеження для подальшого уточнення захворювань.  
Після третього етапу оцінювання станів (рис. 5.10) формується 
список вирішень, який може уточнюватися на четвертому етапі (рис. 5.11). 
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Рисунок 5.9 – Результат другого етапу стратегії оперативного оцінювання 
станів складного об’єкту 
 
 
Рисунок 5.10 – Результати третього етапу стратегії оперативного 
оцінювання станів складного об’єкту 
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Рисунок 5.11 – Результат четвертого етапу стратегії оцінювання станів 
 
6. Формування попередніх оцінок. При відсутності у пацієнта ознак 
серцево-судинних захворювань, система видає висновок: «На щастя, 
ніяких серцево-судинних захворювань у Вас не виявлено. Можливо, Вас 
турбує інше внутрішнє захворювання. Рекомендуємо Вам пройти 
обстеження за допомогою УЗО». Приклад висновку приведений на 
рис. 5.12. 
 
 
Рисунок 5.12 – Висновок про відсутність серцево-судинних захворювань 
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Прикладні задачі з використанням інтелектуальних процедур 
прийняття рішень у знання орієнтованих технологіях. У даному 
підрозділі представлені результати тестування розробленої інтелектуальної 
системи і визначена складність моделювання процесів, яка дозволяє 
говорити про практичну значимість спроектованої системи. 
Одним із перспективних вирішень поставленої задачі є структура 
моделювання процесів прийняття рішень в інтелектуальних системах 
(рис. 5.4). 
Як вхідні дані [182] для розробленої системи були розглянуті основні 
і додаткові симптоми, супутні фактори, результати лабораторних 
обстежень, які були отримані за допомогою медичних джерел, лікарів-
експертів, а також методики їх ефективного використання. 
Всі початкові дані представлені у вигляді множини позицій [182]: 
 
JjPj ∈,~ , 400|~| ≅jP .      (5.41) 
 
Множина основних симптомів jS
~
, факторів jF
~
, результатів 
лабораторних обстежень jL
~
 і додаткових симптомів jSD
~~
 визначають 
значення, які відображають ознаки можливих захворювань. 
До основних симптомів jS
~
 можна віднести, наприклад: «Поведінка у 
пацієнта роздратована», «Пацієнта турбує запаморочення постійно», 
«Серцеві болі пацієнта дуже сильні». 
Фактори jF
~
 описуються, наприклад, таким чином: «Пацієнт 
належить до вікової категорії від 50 до 60 років», «Пацієнт страждає 
серцево-судинним захворюванням – гіпертонія», «У пацієнта підвищена 
яскравість світла на робочому місці». 
Результати лабораторних обстежень jL
~
 представлені у вигляді: 
«Інтервал верхнього значення артеріального тиску пацієнта від 110 до 
130», «Інтервал венозного тиску пацієнта від 50 до 100», «У пацієнта 
виявлено зміну очного дна у вигляді звуження артерій сітчатки». 
Додаткові симптоми jSD
~~
 представлені за допомогою таких 
визначень: «Шкіряний покрив у пацієнта покритий жовтою пігментацією», 
«У пацієнта виявлена набряклість на фалангах пальців». 
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Вибір вирішення проводиться в умовах невизначеності інформації 
про симптоматику, що фактично передбачає розгляд більш широкого 
переліку потенційно можливих вирішень. 
Виникає задача обмеження початкової множини потенційних 
вирішень на кожному етапі оперативного оцінювання [182]: 
 
 
DDDDD sjljfjij =|||,||,||,{| )4()3()2()1(       (5.42) 
 
підмножиною вирішень: 
 
∗
= DDDDD sjljfjij }}{},{},{},{{ )4()3()2()1(        (5.43) 
 
при 
 
}5,0{ ≥ijKU , }5,0{ ≥fjKU , }5,0{ ≥ljKU , }5,0{ ≥sjKU            (5.44) 
 
відповідно. 
Після визначення підмножини вирішень на другому, третьому і 
четвертому етапах оперативного оцінювання станів складних об’єктів 
проводиться їх уточнення, яке призводить до утворення нової 
підмножини [182]: 
 
DDDDD sjljfjij ′=′′′ }}{},{},{},{{ )4()3()2()1( .        (5.45) 
 
Вирішення цієї задачі полягає у визначенні необхідної 
підмножини [182]: 
 
}{}{ )4( maxKUприDD sjsj →′⊂′     (5.46) 
 
на основі аналізу і обробки кожного вирішення по ряду ознак (основні і 
додаткові симптоми, супутні фактори, результати лабораторних 
обстежень). 
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Для визначення складності моделювання процесів [182], тобто часу 
обробки вхідних даних до видачі результату на екран, доцільно вибрати 
декілька тестових прикладів роботи системи з різною кількістю початкової 
інформації. Для кожного із тестових прикладів [182] визначимо модельний 
час виконання процесів моделювання.  
 
Тестовий приклад № 1 першого етапу оперативного оцінювання 
станів складного об’єкту. Нехай, як вхідні дані будуть значення 8 основних 
симптомів jS
~
 виду: «Пацієнта турбує запаморочення дуже часто», 
«Пацієнта турбує потемніння перед очима іноді». 
Система видає перелік можливих серцево-судинних захворювань з 
певними коефіцієнтами впевненості через 2,97 секунди: {«Стенокардія 
0,71», «Гіпертонія 0,84»}. 
 
Тестовий приклад № 2 другого етапу оперативного оцінювання 
станів складного об’єкту. Нехай, як вхідні дані будуть значення 8 супутніх 
факторів jF
~
 виду: «Пацієнт належить до вікової категорії від 30 до 40 
років», «Професія пацієнта пов’язана з нервовими збудженнями і 
перенапругою психіки». 
Система видає перелік можливих серцево-судинних захворювань з 
певними коефіцієнтами впевненості через 2,99 секунди: {«Гіпертонія 0,7», 
«Стенокардія 0,52»}. 
 
Тестовий приклад № 3 першого етапу оперативного оцінювання 
станів складного об’єкту. Нехай, як вхідні дані, будуть значення 12 
основних симптомів jS
~
 виду: «Пацієнта турбує втрата свідомості дуже 
часто», «Пацієнта турбує шум у вухах часто», «Серцевий біль пацієнта 
дуже сильний». 
Система видає перелік можливих серцево-судинних захворювань з 
певними коефіцієнтами впевненості через 3,07 секунди: {«Перикардит 
0,55», «Гіпертонія 0,58», «Аритмія 0,72»}. 
 
Тестовий приклад № 4 другого етапу оперативного оцінювання 
станів складного об’єкту. Нехай,як вхідні дані, будуть значення 4 супутніх 
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факторів jF
~
 виду: «Пацієнт належить до вікової категорії від 40 до 50 
років», «Пацієнт страждає інфекційним захворюванням – хронічним 
гайморитом». 
Система видає перелік можливих серцево-судинних захворювань з 
певними коефіцієнтами впевненості через 2,88 секунди: {«Порок серця 
0,84», «Гіпертонія 0,57»}. 
Результати тестування занесемо у таблицю 5.1 [182].  
 
Таблиця 5.1 – Результати тестування розробленої системи 
Ідентифікаційний № пацієнта, для якого 
проводилося оперативне оцінювання 
станів / № етапу оперативного оцінювання 
станів 
Кількість 
введених 
параметрів, x  
Час обробки 
даних, τ  (с) 
1/1 8 2,97 
1/2 8 2,99 
2/1 12 3,07 
2/2 4 2,88 
2/3 16 3,25 
2/4 23 3,74 
3/3 10 3,01 
3/4 16 3,23 
4/3 6 2,94 
5/1 18 3,36 
5/2 15 3,24 
5/4 20 3,54 
 
Як видно із таблиці 5.1, оцінювання станів пацієнтів, вибраних 
випадковим чином, здійснювалося за допомогою таких етапів оцінювання 
станів: 
а) для пацієнта № 1 – за допомогою першого і другого етапів; 
б) для пацієнта № 2 – за допомогою всіх чотирьох етапів; 
в) для пацієнта № 3 – за допомогою третього і четвертого етапів; 
г) для пацієнта № 4 – за допомогою третього етапу; 
д) для пацієнта № 5 – за допомогою першого, другого і четвертого 
етапів. 
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Залежність складності програмного продукту τ  від кількості значень 
вхідних даних x  представимо у вигляді [182]: 
 
cbxaxxτ ++= 2)( ,    (5.47) 
 
де a  – визначається форматом і розміром динамічних об’єктів; 
b– визначається швидкодією комп’ютерних засобів; 
c – визначається архітектурою і використаною програмною платформою 
технічних засобів. 
Важливим аспектом під час вирішення задач даного класу в системах 
великого розміру є оцінка їх складності за критеріями витрат часових і 
обчислювальних ресурсів. Під час розв’язання практичних задач 
підтверджено, що верхня оцінка складності не перевищує (5.47). 
У процесі дослідження встановлено, що до програмної реалізації і 
технічних засобів немає необхідності висувати додаткові вимоги, 
реалізація додатків може бути виконана на персональних комп’ютерах, що 
надзвичайно важливо у практичних реалізаціях. 
Мінімальні вимоги до комп’ютерів для забезпечення роботи 
програми: 
- Intel Celeron 1000MHz; 
- 256 Мбайт ОЗП; 
- 50 Мбайт простору жорсткого диску; 
- мережева карта PCI D-Link DGE-528T 1000Mbit; 
- операційна система Windows ∗XP ; 
- монітор LCD 19" Asus VH192DE. 
Роботу виконано із застосуванням сучасних інформаційних 
технологій [140], отримані результати є ефективним засобом прийняття 
рішень, моделювання і оцінювання реальних процесів. Вони дають 
можливість збільшити достовірність прийняття рішень при допустимому 
часі оцінювання станів складних об’єктів, знизити вплив суб’єктивного 
фактору на результат роботи системи. Результати налаштування, 
тестування, експериментальних досліджень, механізми нечіткого логічного 
виведення базуються на положеннях нечіткої логіки, нечітких мережевих 
моделях і методах їх використання [137, 138, 140, 141, 182]. 
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Важливою сферою застосування теоретичних положень монографії 
є, зокрема, оперативне оцінювання станів пацієнта, що вимагає прийняття 
рішень про невідкладні дії персоналу в реальному масштабі часу з 
обмеженням на часові ресурси в умовах невизначеності, відсутності чітких 
початкових даних про стани пацієнта і розвиток хвороби. 
Експериментальні дослідження, що проводилися на реальному 
об’єкті, надали можливість стверджувати про позитивну оцінку 
теоретичних і практичних результатів даної монографії. 
 
Висновки до розділу 5 
 
1. У даному розділі описані особливості процесів прийняття рішень у 
практичних реалізаціях системи. Вибрана і обґрунтована предметна 
область (кардіологія) для впровадження розроблених моделі і методів, що 
визначає важливість та актуальність результатів. 
2. Розроблені методичні аспекти і алгоритм стратегії багатоетапного 
оперативного оцінювання станів складних об’єктів дозволять 
відповідальним працівникам, не дивлячись на їх стаж і досвід роботи, 
професійно, з великим ступенем достовірності отримати заключне 
вирішення, заздалегідь попередити користувача про небезпеку і визначити 
фактори, які сприяють усуненню хворобливого процесу. 
3. Розроблені і обґрунтовані інструментальні засоби оперативного 
оцінювання станів складного об’єкту з використанням об’єктно-
орієнтованого програмування Borland Delphi. Запропоновані засоби мають 
ряд налаштування параметрів, що дозволяють зменшити час пошуку і 
прийняття рішень. 
4. Розроблена і обґрунтована методика оперативного оцінювання 
станів складного об’єкту в області кардіології. Розглянуті особливості 
роботи системи HEALTH. Представлена ІСПР має ряд суттєвих переваг у 
порівнянні з лікарем-експертом і діючими аналогами, може бути 
використана як у клінічній практиці спеціалістами-початківцями, так і під 
час навчання студентів і лікарів у інститутах підвищення кваліфікації. 
Система дозволяє генерувати і оцінювати декілька альтернатив під час 
прийняття рішень, трактувати протиріччя, що не допускає і виключає 
поверхневу інтерпретацію зареєстрованих даних, невірне їх використання, 
нехтування деяких видів даних. 
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5. В умовах реального об’єкту проведено експериментальні 
дослідження роботи системи на тестових прикладах. Критерієм 
ефективності є достовірність прийнятих правильних адекватних рішень і 
час прийняття цих рішень. Підтверджені теоретичні передумови про 
верхню границю обчислювальної складності процесів прийняття рішень. 
За даними експертних оцінок достовірність була підвищена до 20% при 
одночасному зниженні працевтрат і вимог до кваліфікації обслуговуючого 
персоналу. 
6. Практична значимість отриманих результатів полягає у тому, що 
сформульовані теоретичні і практичні результати є основою побудови 
систем і засобів обчислювального інтелекту. Практична реалізація із 
застосуванням Internet-технологій показала високу достовірність 
прийнятих вирішень у задачах оперативного оцінювання складних 
захворювань в умовах невизначеності, що у ряді практичних випадків не 
вирішувалося на основі традиційних підходів. 
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6 ІНФОРМАЦІЙНІ ТЕХНОЛОГІЇ ОЦІНЮВАННЯ СТАНІВ 
ПРОСТОРОВО РОЗПОДІЛЕНИХ ОБ’ЄКТІВ 
 
6.1 Інформаційні технології оцінювання станів складних 
об’єктів. Прикладні аспекти 
 
Важливим аспектом прийняття попередніх оперативних оцінок про 
стан просторово розподілених об’єктів є відсутність вихідних даних про 
стан об’єктів. На стан об’єкту впливає множина факторів, оцінка і аналіз 
яких є складною проблемою із-за відсутності апріорних даних. До них, у 
першу чергу, слід віднести багатоаспектність, різноплановість та 
багатокритеріальність множини існуючих факторів, які функціонують в 
умовах невизначеності нечіткого простору станів. На цей час, як 
інструмент у прийнятті відповідальних рішень в умовах невизначеності, 
актуальним є використання алгебри нечітких обчислювань [41, 139]. 
Задача є також надзвичайно важливою із-за відсутності ефективного 
математичного апарату, спрямованого на оперативний розв’язок 
поставлених проблем, що викликає додаткову зацікавленість до їх 
розв’язку. 
Метою даної роботи, де визначено множину теоретичних положень, 
є розробка інформаційних технологій та підходів до знаходження 
цілеспрямованих оперативних рішень, що дозволяють оцінити стан 
множини факторів, виділити з них найбільш важливі фактори у 
кількісному і, можливо, якісному аспекті для прийняття рішень. Такий 
підхід дозволяє підвищити вірогідність рішень при одночасному зниженні 
часу на аналіз простору станів об’єкту. 
 
Постановка задачі досліджень. Нехай існує функціонально і 
територіально розподілений об’єкт Q , який включає множину ділянок 
землі MmZYm ∈},{  промислового або іншого призначення NnFn ∈},{ . 
При оцінюванні вартості, привабливості, функціональної придатності 
ділянок землі слід враховувати множину факторів },{ iФ  i ∈ I , до яких у 
першу чергу слід віднести: протяжність ліній газотранспортних 
магістралей – iL , віднесених до корисної площі охвата площ забудови iS ; 
протяжність ліній каналізаційних стоків jL , віднесених до корисної площі 
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охвата площ забудови jS ; привабливість територій ijC ; супутні фактори 
kФ , що інтегрують деяку підмножину корисних факторів ik ФФ ⊆ . 
Причому, для кожного nF  існує визначений ієрархічний набір факторів 
}{ iФ , сформований від ранжування ступеню значимості кожного iФ  для 
конкретного nF . Множина процесів iФ
~
 функціонує в нечіткому просторі 
станів [99]. 
Необхідно:  
- запропонувати підходи до оцінювання привабливості таких 
процесів )(~ sijП ;  
- оцінити способи прийняття рішень на множині альтернатив mAt ; 
- сформулювати рекомендації щодо вибору та оцінювання 
альтернатив mAt ; 
- процеси оцінювання на множині факторів ik ФФ ∈  повинні бути 
орієнтовані на сучасні інформаційні технології та рішення. 
 
Підходи до створення інформаційної технології оцінювання 
станів об’єкту. Розглянемо існуючі підходи до створення інформаційної 
технології оцінювання станів об’єкту [99]. Перспективним підходом до 
організації обчислювальних процесів може бути використання однорідних 
обчислювальних модулів (ООМ). ООМ – це універсальний програмний 
автомат С, що називається обчислювальним модулем (ОМ), має вхідний 
+Z  та вихідний −Z  полюси; ОМ використовуються для переробки і 
зберігання інформації [187]. 
ООМ являє собою композицію автоматів – елементарних машин, 
кожна з яких має множину вхідних },...,,{ 21 mXXXX ++++ =  та вихідних 
}...,,,{ 21 mXXXX −−−− =  полюсів, яка утворюється ототожненням вихідних 
полюсів однієї машини з вхідними полюсами m других машин. При цьому 
виходить однорідна (регулярна) структура. 
ООМ, як правило, виконують стандартні логічні функції, які є 
характерними для предметної області [188]  
 
∨ , ∧ , ¬ ;         (6.1) 
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та функції алгебри обчислень [188] 
 
+ , ,−  × , ÷ , n , Σ , ( )ABd , ( )ABα , kaa ±: ,      (6.2) 
 
що робить їх дуже зручними при обробці кількісних даних згідно (6.1), 
(6.2). 
Очевидно, що ООМ реалізують необхідні та достатні умови 
реалізації обчислювальних операцій. Застосування ООМ, як слідкує з 
(6.1) – (6.2), дозволяє уніфікувати розв’язання комплексу задач. 
Дійсно, аналіз існуючої нормативної бази [189, 190] показав, що при 
оцінюванні станів об’єкта послідовно виконуються операції ООМ згідно 
(6.1), (6.2). Реалізація відповідних функцій (6.1), (6.2) забезпечує повноту 
розв’язання задач и, як слід, реалізує властивості необхідності та 
достатності обчислювальних процесів.  
Перевагами ООМ вважають простоту програмної реалізації і 
використання, а також швидкодію в результаті можливості 
розпаралелювання процесів. 
Недоліками ООМ слід признати вплив суб’єктивних факторів при 
призначенні елементів вирахувань kaa ±:  і положень нечіткої логіки. Це 
призводить, як відомо, до свавілля та зниження вірогідності. 
Важливим фактором підвищення вірогідності рішень, що 
приймаються, є включення додатково до вирахувань, згідно (6.1), (6.2) 
елементів навчання Data Mining [191, 192], досліджень. Таким чином, 
інформаційна технологія, що розглядається у даній роботі, є гібридним 
підходом до інтеграції ООМ та знання орієнтованих технологій. 
 
Розробка методів оцінювання і прийняття рішень на множині 
існуючих факторів. Нехай існує деяка підмножина факторів 
ik ФФ ⊆  [99]. Для цих факторів характерний нечіткий простір станів 
відношень R~ , причому простір R~  представлено на множині відношень 
«умова – дія». Тоді для множини )(~ sijП  можна сформулювати таке 
твердження. 
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Твердження 6.1. Якщо існують функції належності [115] на деякій 
області їх визначень ],0[ 0X  на множині факторів ik ФФ ⊆ , то ефективним 
є фактор, для якого відстань Хеммінга [90] при їх попарному порівнянні 
приймає значення  
 
min))(),(( ~~ →xxd
lk ФФ
µµ ,           (6.3) 
 
де )(•d  – відстань Хеммінга [90]. 
Змістовний аналіз значення (6.3) показав, що область його 
застосування обмежено з-за вимог щодо рівності потужності дискрет 
функцій належності, що не завжди має місце внаслідок різної величини 
0X , а також різної роздільної здатності дискретизації на множині функцій.  
Таким чином, можна сформулювати таке твердження. 
 
Твердження 6.2. Якщо існують функції належності [139] на деякій 
області їх визначень ],0[ 0X  на множині факторів ik ФФ ⊆ , то ефективним 
є фактор, для якого екстремум лінійного індексу нечіткості Хеммінга [90] 
приймає значення: 
 
extrФФd
n
F
kk →))~(),~((
2 µµ ,              (6.4) 
 
де F  – множина обмежень; 
)~( kФµ  – чітка множина дискрет функції належності найближча до 
нечіткої, її значення визначено, як [90]: 
 




<
≥
=
.5.0)~(,0
,5.0)~(,1
)~(
k
k
k
Ф
Ф
Ф
µ
µ
µ             (6.5) 
 
Справедливість значення (6.5) випливає з постановки задачі та 
сутності лінійного індексу нечіткості. Переваги підходу безпосередньо 
слідують з того очевидного факту, що для (6.5) відсутні вимоги щодо 
рівності потужності дискрет для різних факторів з kФ . 
Розглянемо два випадка для визначення значення (6.4). 
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Твердження 6.3. Якщо існують функції належності [139] на деякій 
області їх визначень ],0[ 0X  на множині факторів ik ФФ ⊆  та обмежень F , 
то ефективним є фактор, для якого екстремум лінійного індексу нечіткості 
Хеммінга [90] приймає значення: 
 
IkФd
n
k
Фk
∈= max,))(),(2
~
µµ .      (6.6) 
 
Це (6.6) – так званий погляд «оптиміста», який дозволяє виділити з 
множини факторів ik ФФ ⊆  максимальне значення індексу. Такий підхід, 
при всій складності и можливо недоліку обліку інших, менш значущих 
(погано визначених факторів), дозволяє оперативно здійснювати грубі 
оцінки на множині факторів. Дії згідно (6.6) здійснюємо на всій множині 
факторів з наступним розглядом деякого фактора, для якого 
справедливо (6.6). 
Важливо також розглянути випадок, коли здійснюється пошук (6.4) з 
точки зору «песиміста». 
 
Твердження 6.4. Якщо існують функції належності [139] на деякій 
області їх визначень ],0[ 0X  на множині факторів ik ФФ ⊆ , то ефективним 
є фактор, для якого екстремум лінійного індексу нечіткості Хеммінга [90] 
приймає значення: 
 
IkФd
n
k
Фk
∈= min,)(),(2
~
µµ .         (6.7) 
 
Очевидно цей індекс (6.7) належить думці «песиміста». Дії 
згідно (6.7) здійснюємо на всій множині факторів ik ФФ ⊆  з наступним 
розглядом деякого фактору, для якого справедливо (6.6) та (6.7). 
 
Технології прийняття рішень на множині факторів и 
альтернатив. Змістовний аналіз існуючих рішень [6] показав, що у даному 
випадку може бути реалізовано таку стратегію: 
1. Виділивши область досліджень (множина просторово 
розподілених об’єктів Λ∈λλ},{Z ), здійснюємо виділення та 
обґрунтування [193] множини важливих факторів ik ФФ ⊆ .  
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2. Формуємо області значень характерних функцій належності [90], 
визначаємо множину параметрів [6] для термів лінгвістичних змінних 
(4.68) – (4.70). 
3. Використовуючи знання експертів, здійснюємо налаштування 
параметрів функцій належності (4.68) – (4.70). При цьому реалізуємо такі 
стратегії: 
- використовуючи знання експертів, здійснюємо зміщення нульових 
значень функцій (4.69), (4.70) до отримання очікуваних їх значень на 
множині аргументів ],0[ 0X . Очевидно, що такі рішення носять достатньо 
обмежений характер; 
- використовуючи основні положення роботи [173], реалізуючи 
процедури нечіткого логічного виведення та знання експертів щодо 
предметної області, реалізуємо процедури налаштування функцій (4.68) –
 (4.70) із застосуванням багатозначної логіки. 
4. Використовуючи один з підходів (6.6) або (6.7), налаштовані з 
урахуванням пункту 3 функції належності (4.68) – (4.70), здійснюємо 
формування упорядкованих за відповідним критерієм із ik ФФ ⊆  з 
наступним оцінюванням міри привабливості визначених об’єктів. 
Ступень привабливості у загальному виді може бути представлено у 
вигляді функції належності міри привабливості у вигляді 
 
,1
2)( zxk
cп
ce
−
−
−=µ       (6.8) 
 
де ck  – ступень крутості, z – деяка константа, причому ,0>ck zx ≥ . 
5. При наявності множини факторів, які мають близькі значення 
індексу нечіткості [173], може бути сформовано деяку підмножину 
факторів, для яких визначають множину альтернатив mAt  за критерієм 
мінімального часу освоєння території. Кожна з MmAtAt mm ∈∈ },{  
характеризується параметром часу виконання процесів IiTi ∈∈ ,τ  
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Тоді пошук альтернатив може бути подано у вигляді 
 
MmM
ni
i
i ∈→∑
=
=
min,
1
τ .         (6.10) 
 
6. Критерії (6.9) можуть уточнюватися шляхом подальшого 
підключення деяких супутніх факторів та критеріїв. 
В роботі отримали подальший розвиток методи оцінювання 
складних об’єктів, що функціонують у нечіткому просторі станів, які 
відрізняються використанням методів оптимізації, у розумінні обробки 
процесів нечіткої логіки, індексів нечіткості з подальшим упорядкуванням 
множини факторів та вибору альтернатив на множині рішень за критерієм 
мінімуму затрат часу. Признано, що вирішення та оцінювання станів 
об’єктів можуть бути реалізовані як на основі стратегії песимістичних, так 
і оптимістичних рішень. 
Перспективним напрямом подальших досліджень є удосконалення 
критеріїв, методів, алгоритмів та програмного забезпечення на множині 
альтернатив при прийнятті відповідальних рішень. Подальші підходи 
визначають доцільність застосування знання орієнтованих технологій для 
прийняття рішень у нечіткому просторі станів. Це викликає необхідність 
подальших досліджень.  
 
Методичні аспекти створення інформаційних технологій 
прийняття рішень в задачах оцінювання станів територій. Існуюча 
міра цінності земель у населених пунктах визначає вартість земельної 
ділянки за двома основними критеріями: місцю розташування та 
дохідності [194]. При цьому призначення коефіцієнтів та вплив локальних 
факторів [195] виконуються без урахування цільового призначення ділянки 
та рівня впливу цих факторів, не розглядається зовнішній вплив на стан 
земельної ділянки. Таким чином, «ціна землі є узагальненим показником 
стану деякої території, який опосередковано враховує локальні 
показники» [196]. 
Проте, такий підхід не враховує множини станів земельної ділянки, 
як набір присутніх її характеристик, властивостей, що постійно 
змінюються у результаті безпосереднього впливу на земельну ділянку та 
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опосередкованого впливу оточуючого середовища, та, як наслідок, не 
може розглядатися як  багатокритеріальний або системний.  
Відмічаючи, що земельна ділянка є обліковою одиницею державного 
земельного кадастру, об’єктом права власності, об’єктом оподаткування, 
об’єктом землевпорядкування та нижнім ієрархічним рівнем управління 
земельними ресурсами [197], є сенс розглядати стан саме цієї елементарної 
частини території. 
Уніфікованою характеристикою земельних ресурсів і нерухомості є 
вартість. Існують різні види вартості землі та нерухомості [197, 198], які 
отримують за різними методиками, затвердженими на законодавчому 
рівні. 
Одним із видів визначення вартості землі є нормативна грошова 
оцінка, що здійснюється у відповідності до [195, 199], а її результати 
слугують базою, може не зовсім справедливою, для обчислення 
земельного податку в Україні. Суть нормативної грошової оцінки земель 
населених пунктів полягає у визначенні двох основних показників: 
зручності місця розташування земельної ділянки та рівня його 
облаштування [194]. 
Ринкову вартість землі визначають в результаті проведення 
експертної грошової оцінки [198], яка регламентується на законодавчому 
рівні та потребує людських ресурсів в особі кваліфікованих оцінювачів, 
великих витрат часу на збір і аналіз даних про об’єкт оцінювання, а також 
на обґрунтування використаних методів і отриманих результатів. 
Необхідно створити інформаційну технологію нормативної 
грошової оцінки земель населеного пункту і розробити інформаційну 
технологію оцінювання привабливості земельної ділянки і визначення 
оптимального способу її використання, що дозволить скоротити час на 
аналіз станів об’єкта і збільшити вірогідність прийняття рішення [200]: 
- використовуючи існуючі підходи, запропонувати і обґрунтувати 
інформаційну технологію оцінювання привабливості об’єктів (1.25); 
- використовуючи існуючі підходи [197] і нормативну базу 
[195, 199], запропонувати і обґрунтувати інформаційну технологію 
оцінювання об’єктів (1.25); 
- запропонувати сферу ефективного використання інформаційної 
технології на множині процесів предметної області в задачах оцінювання 
земельних ресурсів. 
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Підходи до оцінювання привабливості території. Прийнято 
вважати привабливою територію, яка найкращим чином відповідає 
потребам і очікуванням суб’єкта оцінювання, тобто володіє корисністю 
[190, 197, 199] та відповідає принципу найкращого і найбільш ефективного 
використання. 
Корисність території, зазвичай, формують такі фізичні 
характеристики: місце положення, унікальність, довговічність, рельєф, 
конфігурація, інженерно-геологічні умови, земельні поліпшення, 
інфраструктура, оточуюче середовище [197, 198], тощо. Порядок 
використання території визначають державні юридичні і містобудівельні 
норми і правила [189]. 
Дуже важливо здійснювати аналіз станів земельних ділянок і 
оцінювання привабливості території в межах окремого населеного пункту 
при деяких умовах та обмеженнях на часові ресурси. 
Принцип найкращого і найбільш ефективного використання 
визначається як фізично можливе і економічно доцільне використання 
території у відповідності до законодавства, в результаті якого вартість 
нерухомості, буде максимальною. В результаті аналізу відповідності 
запропонованого типа використання [197] за критеріями юридичного 
дозволу, фізичного здійснення, економічної виправданості (рис. 6.1), з 
деяких варіантів використання, обирають той, що забезпечує 
максимальний прибуток.  
Найбільш привабливою буде територія, що має оптимальні фізичні 
характеристики для юридично дозволеного визначеного використання. 
Для попереднього оцінювання привабливості території доцільно 
використовувати знання орієнтовану модель (2.39) і базу знань, яка містить 
правила та моделі нечіткого логічного виведення Заде-Мамдані, що 
ґрунтуються на даних експертного оцінювання. 
 
Прикладні аспекти оцінювання привабливості територій. 
Розглянемо процес оцінювання просторово-розподіленого об’єкта (рис. 
6.2) на прикладі земельної ділянки, розташованої на території міста [123]. 
Вибір об’єкту дослідження у вигляді деякої існуючої або проектної 
земельної ділянки здійснюється шляхом вибору шуканої області на екрані 
монітора або шляхом введення координат меж об’єкта. Створеному 
об’єкту присвоюють вид цільового призначення ( function), 
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використовуючи класифікацію. Оцінювання привабливості земельної 
ділянки здійснюють відповідно до принципу найбільш ефективного 
використання земельної ділянки для визначеного виду економічної 
діяльності. 
 
Визначення привабливості за 
принципом найбільш ефективного 
використання
Юридичний дозвіл
Фізичне здійснення
Економічно виправдані варіанти 
використання
Вид використання, що забезпечує 
максимальний прибуток
 
 
Рисунок 6.1 – Схема стратегії оцінювання привабливості 
 
Визначення характеристик об’єкту jPr  полягає у формуванні набору 
даних про об’єкти різного походження, які існують на виділеній території, 
що визначені у роботі [99] як фактори. 
Вся множина факторів { }iФ , що здійснюють вплив на об’єкт 
оцінювання [197], складається з таких груп: геодезичні або просторові 
(площа, периметр, конфігурація, рельєф), кадастрові (кадастровий номер, 
вартість, кількість контурів всередині ділянок, їх площа і тип покриття, 
дані про будівлі, наявність санітарно-захисних і охоронних зон, інформація 
про права і суб’єктів права, тощо), екологічні (межі і ступінь осередків 
забруднень, зони з підвищеним змістом шкідливих речовин, зони ризику), 
інфраструктурні (транспортні мережі, лінії зв’язку і інженерних 
комунікацій). 
Виходячи з цільового призначення та нормативної бази, формується 
підмножина Law , яка складається з формалізованих якісних і кількісних 
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вимог до розташування земельної ділянки, а також обмежень на його 
використання. Ранжирування елементів підмножини Law  виконується за 
значеннями величини функції належності ( )Lawiµ  цих елементів до виду 
цільового призначення function , що вибирається з бази знань. 
 
Вибір об’єкта і його призначення
Характеристики і параметри об’єкта, 
нормативної бази
Моделювання і аналіз характеристик 
об’єкта
Визначення станів об’єкта
Оцінювання привабливості об’єкта
Оцінювання об’єкта за заданими
параметрами
Формування звітів і рекомендацій
 
 
Рисунок 6.2 – Стратегія розв’язку задачі оцінювання об'єкту 
 
В подальшому розглядаються тільки ті характеристики об’єкта AjPr , 
у яких  
 
*)( µµ >Lawj , 
 
де *µ  – поріг значення функції.  
Якщо результати аналізу показують незадовільний результат, то 
передбачено введення деяких додаткових умов. Також існують обмеження 
на час виконання аналізу і перевірка результатів на повноту і 
несуперечливість. Після усунення неадекватності передбачено можливість 
модифікації моделі і повторного аналізу. У випадку позитивних 
результатів аналізу адекватності формується звіт про стан об’єкта, який є 
об’єктом наступних дій з формування рекомендацій.  
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Оцінювання привабливості земельної ділянки (рис. 6.2), її станів або 
вартості здійснюється, виходячи з її призначення, яке визначає набір 
значущих характеристик ділянки AjPr  і вимог до їх параметрів 
P
lX . З 
цими призначеними даними і порівнюють дані конкретної ділянки. Це 
дозволяє скоротити час на проведення попереднього аналізу. 
Таким чином, змістовний аналіз теоретичних положень, наприклад 
[195, 197], показав, що в практичних додатках існує необхідність 
виконання таких робіт: 
- багатофакторне оцінювання станів привабливості земельної 
ділянки, як ступеню придатності для визначеного цільового призначення; 
- аналіз можливості розміщення на вибраній земельній ділянці того 
чи іншого типа нерухомості; 
- вибір найбільш ефективного використання ділянки; 
- вибір земельної ділянки за заданими параметрами; 
- аналіз санітарно-захисних і охоронних зон, транспортної 
доступності,  інженерної інфраструктури; 
- ранжирування альтернативних варіантів вибору об’єкта; 
- формування рекомендацій і звітів по суті виконання проектних 
робіт. 
Викладені роботи з практичного застосування теоретичних положень 
роботи [123] в умовах АР Крим показали високу ефективність підходів. 
З огляду на те, що земельні ресурси є базисом для розміщення усіх 
об’єктів людської діяльності, характеризуються просторовим розподілом і 
високим ступенем невизначеності, для оцінювання їх станів необхідно 
застосовувати можливості просторового аналізу [21,26] і нечіткої логіки 
[24] у геоінформаційних системах. 
Під час аналізу станів території визначають наявність визначальних 
факторів, як на самій території, так і за її межами, якщо зони їх впливу 
знаходяться у безпосередній близькості до оцінюваної території. 
Для значень привабливості території використовуються лінгвістичні 
змінні, що характеризують ступень відповідності території принципам 
корисності, найкращого і найбільш ефективного використання, їх нечіткі 
значення типу: 
- «привабливість» («висока», «невисока», «середня», «низька», 
«відсутня»); 
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- «юридичний дозвіл» («можливий», «можливий з деякими 
умовами», «неможливий»); 
- «фізичне здійснення» («легке здійснення», «здійснення можливе з 
деякими витратами», «неможливе»); 
- «економічна виправданість варіанту використання» 
(«виправданий», «може бути виправданий з деяких умов», 
«невиправданий»); 
- «корисність» («істотна», «середня», «неістотна», «відсутня», 
«шкідлива»). 
- «можливість максимального доходу» («забезпечує», «забезпечує з 
деякими попередніми витратами», «не забезпечує»). 
В результаті аналізу встановлено, що усі значення лінгвістичних 
змінних у області термів «мале», «середнє», «велике» можуть бути подані 
аналітичними формами  (4.68) – (4.70) відповідно. 
Такий підхід дозволяє задавати у базі знань нечіткі правила 
продукції виду thenif /  та використовувати нечітке логічне виведення 
Заде-Мамдані. 
Розглянемо прикладні аспекти інформаційної технології оцінювання 
земельних ресурсів населеного пункту. 
 
Існуючі інформаційні технології оцінювання станів просторово 
розподілених об'єктів територій. В цей час у всьому світі спостерігається 
збільшення урбанізованих територій, ріст міських агломерацій за рахунок 
освоєння прилеглих земель. Урбанізована територія [201] – це система, у 
якій відбувається взаємодія різних видів підприємництва, житловий фонд 
та люди. В роботі [201] обґрунтовано, що при сприятливих умовах 
взаємодія вказаних компонентів на знов освоюваної території стимулює її 
розвиток, але по мірі еволюції території та забудови земельних площ 
всередині, процеси старіння приводять до стагнації. При відсутності 
постійного відновлення, повне освоєння земель приводить урбанізовану 
територію до занепаду [201], для запобігання якого необхідно адекватно 
оцінювати існуючий стан території, приймати рішення та вживати дії щодо 
їх оновлення та розвитку. 
Оцінка станів просторово розподіленого об’єкту – це процес 
оцінювання особливостей визначеної частини земної поверхні. На цей час 
земля в Україні, як товарна цінність, набуває стратегічне значення. Ті 
 234 
обставини, що цінність території істотно залежить від її місця положення, 
підкреслюють значення просторових факторів у оцінці, адекватний аналіз 
яких можливий тільки за умов використання геоінформаційних технологій. 
Слід відзначити також, що область вирішуваних  проблем з використанням 
геоінформаційних технологій [22] в основному пов’язана з аналізом станів 
територіальних утворень та геосистем.  
Стан забудованої території залежить від стану та призначення 
об’єктів нерухомості, розташованих на ній. В роботі [202] розглянуто 
метод номінальної оцінки землі, при якому оцінка якісних та кількісних 
особливостей індивідуальних властивостей землі, висловлюють у 
чисельних параметрах, а не в реальних ринкових вартостях. Ці параметри 
отримують з комбінації відібраних факторів оцінки землі, які можуть бути 
просторово проаналізовані із використанням ГІС. Цінність одиниці площі 
землі тоді може бути визначено як деяке число, що враховує усі фактори, 
які мають вплив на дану одиницю площі. В результаті аналізу, складають 
карти оцінки землі. 
Економічну оцінку земель [194] міських територій, як просторового 
базису у суспільному виробництві, в Україні виконують за показниками, 
які характеризують ефективність використання земель та доходність з 
одиниці площі. Економічну оцінку земель різного призначення 
проводиться для порівняльного аналізу ефективності їх використання. У 
цей час питання застосування геоінформаційних технологій для 
економічної оцінки земель недостатньо вивчено, їх дослідження є 
важливою та актуальною задачею. 
З метою створення умов регулювання економічних відношень, 
здійснюють грошову оцінку земель [197], яка ґрунтується на даних 
державного земельного кадастру про кількісні та якісні характеристики 
земельних ділянок та поділяється, в залежності від призначення та порядку 
виконання, на нормативну та експертну. 
Прийняті методики грошової оцінки земель різного функціонального 
призначення [195, 199] мають характер нормативної оцінки, яку 
здійснюють в межах розрахункового ціноутворення на підставі уявлень 
про характер оптимального використання земель. Вони не враховують такі 
важливі фактори формування вартості землі, як попит та пропозиція на 
земельні ділянки визначеної категорії в регіоні, умови інвестування [197], 
тощо. Виконуючи нормативну грошову оцінку земель населених пунктів,  
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оцінювач безпосередньо призначає коефіцієнти за вплив локальних 
факторів, що зберігає на високому рівні вплив особистості та кваліфікації 
виконавця на результати оцінки. 
При експертній грошовій оцінці земель, на відміну від нормативної 
оцінки, земельну ділянку розглядають,  насамперед, як основну складову 
нерухомості [197], що дає можливість під час визначення вартості землі 
максимально враховувати ринкові складові: попиту та пропозиції, 
найкращого та найбільш ефективного використання. 
У світовій науці та практиці прийнято застосовувати три основних 
методичних підходу [190] до оцінювання землі: порівняння продажів 
(порівняння цін продажів подібних земельних ділянок), витратний (обліку 
витрат на земельні поліпшення) та дохідний (обліку економічних вигод від 
об’єкта в майбутньому). 
На підґрунті теорії оцінки станів земель формулюють концепцію та 
розробляють технологію оцінки їх якості, під яким розуміють комплексну 
характеристику земель, яка відображає ступінь відповідності фактичного 
стану земель вимогам до їх освоєння та використання, виражених у вигляді 
нормативного стану [198]. Під нормативним станом земель розуміють 
сукупність їх характеристик, рекомендованих правовими, методичними і 
нормативно-технічними документами (при їх відсутності – науковими 
рекомендаціями) у якості нормативів, що забезпечують безпечну 
життєдіяльність населення при здійсненні раціонального 
землекористування. Незважаючи на очевидність переваг використання ГІС 
для збору, обробки та аналізу даних для оцінки земель [194], в більшості 
проектів з оцінювання  земель використовуються лише окремі елементи 
ГІС-технологій. 
Таким чином, геоінформаційні та знання орієнтовані технології в 
теперішній час не в повній мірі використовуються для розв’язання задач 
оцінювання земельних ресурсів, інформаційні технології не враховують 
високу невизначеність процесів, що потребує додаткових досліджень. 
 
Розвиток інформаційної технології оцінювання земельних 
ресурсів. Аналіз існуючих рішень [195, 199], а також науково 
обґрунтованих підходів [115, 123] показав, що інформаційна технологія 
нормативної грошової оцінки земель несільськогосподарського 
призначення у межах населених пунктів може бути подана [200] у вигляді 
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такої стратегії (рис. 6.3). Застосувавши положення робіт [99, 115, 123, 200], 
використовуючи існуючу технологію оцінювання станів територій 
[195, 199], наведемо основні практичні результати досліджень.  
 
 
 
Рисунок 6.3 – Структурна схема етапів інформаційної технології 
оцінювання об’єктів 
 
Розглянемо зміст етапів існуючої технології згідно рис. 6.3. 
Етап 1. Збір і аналіз даних про усі об’єкти населеного пункту, що 
впливають на вартість землі.  
Етап 2. Визначення середньої вартості Цнм  1 кв.м. земель 
населеного пункту з урахуванням регіонального коефіцієнту 1Км  та витрат 
на освоєння і облаштування оцінюваної території [195, 199] 
 
1Км
Н
НВ
Ц
к
п
нм ⋅
⋅
= ,     (6.11) 
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де В  – витрати на освоєння і облаштування оцінюваної території у 
розрахунку на 1 кв.м.; 
пН  – норма прибутку, 6%; 
кН  – норма капіталізації, 3%. 
Етап 3. Земельно-оціночна структуризація і економіко-планувальне 
зонування території з використанням експертного оцінювання, 
соціологічного опитування і функціонального методів для визначення 
інтегрального індексу цінності I  оціночної одиниці. Розрахунок 
зонального коефіцієнта 2Км , визначення середньої вартості Цнз  1 кв.м. 
земель економіко-планувальної зони 
 
2КмЦЦ нмнз ⋅= .            (6.12) 
 
Етап 4. Встановлення меж зон впливу локальних факторів і 
призначення оцінювачем значень коефіцієнта 3Км  в межах, вказаних у 
табл. 1.7 [199]. Встановлення функціонального призначення і визначення 
коефіцієнта Кф , згідно табл. 1.1 [199], який характеризує функціональне 
використання земельної ділянки. Розрахунок вартості Цн  1 кв.м. земельної 
ділянки з урахуванням значень 3Км  и Кф  
 
3КмКЦЦ фнзн ⋅⋅= .     (6.13) 
 
Етап 5. Розрахунок вартості усієї земельної ділянки і формування 
звітних даних, встановленої форми [199], результатів оцінювання. 
 
учнуч SЦЦ ⋅= .           (6.14) 
 
Існуюча інформаційна технологія нормативної грошової оцінки 
земель передбачає використання геоінформаційних систем і технологій. В 
цьому випадку усе зібрані дані поміщають у ГІС зі створенням векторних 
шарів просторових даних та заповненням відповідних таблиць атрибутів.  
Використання ГІС для виконання нормативної грошової оцінки 
земель дозволяє, при скороченні часових і людських ресурсів, значно 
підвищити якість збору і обробки вихідних даних [194]. Використання 
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методів просторового аналізу дозволяє визначити щільність 
розповсюдження окремих факторів оцінки, будувати картограми при 
визначенні інтегральних індексів якості території, інтерполювати 
результати оцінки окремих ділянок [194]. 
 
Методичні аспекти розвитку інформаційної технології. Розвиток 
інформаційної технології оцінювання земель (рис. 6.4) може бути 
представлено додатковими процесами на етапах 3 и 4, а також введенням 
етапів 7 и 8. 
Етап 3. Економіко-планувальне зонування може виконуватися на 
основі гібридної моделі оцінювання просторово розподілених об’єктів. 
Етап 4. Значення 3Км  можуть уточнюватись на основі моделі 
нечіткої бази знань [115] з урахуванням результатів нечіткого логічного 
виведення Заде-Мамдані [160, 173]. 
Етап 7. Ідентифікація і моделювання процесів об’єкта оцінювання. 
Формується модель процесів (1.29), виконується аналіз адекватності з 
подальшою модифікацією моделі і процесів [115]. 
Етап 8. Моделювання процесів і модифікація процесів об’єкта 
дослідження.  
Деталізацію етапів 7, 8 більш докладно розкрито нижче. 
 
Структура програми оцінювання земельних ресурсів у 
запропонованій технології. Використовуючи структуру (рис. 6.3) 
представимо програмну реалізацію запропонованого вище підходу. 
Програма призначена для розрахунку нормативної грошової оцінки одного 
квадратного метра земель населеного пункту (6.11), економіко-
планувальної зони (6.12), земельної ділянки (6.13), а також усієї земельної 
ділянки (6.14) та дозволяє, використовуючи призначені значення 
коефіцієнтів 1Км , 2Км , 3Км , Кф  отримати результат при мінімальних 
трудовитратах. Для побудови програми було застосовано середовище 
Java [203]. 
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Рисунок 6.4 – Структурна схема етапів нової інформаційної технології 
оцінювання об'єкту 
 
Виконавчим модулем є виконуваний JAR файл [203]. Умовою 
запуску програми є наявність JRE 1.6. Даний продукт присутній практично 
в усіх операційних системах, як попередньо встановлений.  
Структуру проекту подано на рис. 6.5. UML-діаграму [204] класів 
для проекту подано на рис. 6.6. У проекті (рис. 6.5) є одна папка вихідного 
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коду src, а у ній – один пакет – com.arrancar4.ozr. В пакеті є три класи. 
HelpFrame – клас вікна довідки, MainFrame – клас головного вікна додатку. 
Launcher – клас, що є точкою входу у додаток. Клас JTextFieldLimit є 
вкладеним по відношенню до класу MainFrame і слугує для задання 
максимальної кількості символів в текстових полях.  
 
 
 
Рисунок 6.5 – Структура проекту 
 
 
 
Рисунок 6.6 – Діаграма класів 
В проекті є ще папка resources, у якій є html-файл bash.htm – файл 
розмічування для вікна довідки і 5 вікон, що використовуються. 
Відкомпільовані класи і папка resources поміщаються всередину 
виконуваного JAR файлу [203].  
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Вид фрагмента головного вікна інтерфейсу користувача програми 
подано на рис 6.7. Вид вікна довідки подано на рис. 6.8. 
 
 
 
Рисунок 6.7 – Вид головного вікна 
 
 
 
Рисунок 6.8 – Вид вікна довідки  
Таким чином, розглянуто і описано основні методичні аспекти 
інформаційної технології нормативної грошової оцінки забудованих 
земель населеного пункту на території України [199]. Запропоновано 
фрагмент програмної реалізації технології нормативної грошової оцінки 1 
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кв.м. земель при заданих значеннях коефіцієнтів, що дозволяє значно 
скоротити витрати часу оцінювача. 
 
6.2 Управління процесами оцінки ефективності інтелектуальних 
технологій 
 
На сучасному етапі розвитку людства інтелектуальні інформаційні 
технології дістали широкого розповсюдження в усіх сферах діяльності. 
При цьому іде безперервний процес їх удосконалення та заміни попередніх 
на більш досконалі. В зв’язку з цим становиться актуальною задача оцінки 
ефективності інтелектуальних технологій для прийняття управлінських 
рішень відносно їх впровадження, модифікації або заміни. 
Під ефективністю прийнято розуміти виконання задач с 
мінімальними затратами ресурсів. Виділяють такі основні принципи 
ефективності [205]: багаторівнева субординація критерію; сумірність та 
порівнянність показників; облік соціально-економічних умов, відтворених 
пропорцій та органічної будови капіталу; вибір еталона, нормалі, 
нормалізованого режиму функціонування або станів організації; облік 
фактора часу, риска та невизначеності. 
 
Постановка задачі. Аналіз існуючих рішень у задачах оцінювання 
ефективності інтелектуальних технологій моделювання складних об’єктів 
показав [36, 206], що існуючі рішення не у повній мірі відображають усі 
аспекти оцінювання станів об’єктів [1]. В зв’язку з цим розглянемо 
проблеми визначення ефективності інтелектуальних технологій 
оцінювання станів складних просторово розподілених об’єктів, до яких 
можна віднести земельні території, газотранспортні магістралі, біологічні 
об’єкти. 
Розглянемо особливості подання об’єктів на моделі. Нехай існує 
множина об’єктів 
 
Α∈α
α
},{ bO .     (6.15) 
Елементи множини (6.15) 
 
Α∈∈ α
αα
},{ bb OO  
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характеризуються деякими координатами  
 
.),,,( Λ∈λλλλ ZYXO       (6.16) 
 
Координати (6.16) об’єктів (6.15) характеризуються деякою 
підмножиною ознак 
 
.,},{}{ Λ∈Β∈⊇ λβλβ kk          (6.17) 
 
Всі компоненти з множини (6.17) 
  
{ } Λ∈Β∈∈∀ λβλλλ ,,, kkk            (6.18) 
 
відображаються на множині (6.18), що дозволяє говорити про просторово 
розподілені об’єкти (6.15) на множині (6.16). 
Тоді модель об’єкта може бути представлено у вигляді  множини 
(6.18) }{ λβk , де ознаки 
 
Iikk ∈∈ },{ λλ ββ              (6.19) 
 
відображають зв’язки ознак об’єкта з координатами об’єкта і його 
граничних вершин  λβk . Очевидно, що питання оцінювання станів таких 
об’єктів можуть бути розв’язані на основі управління знання 
орієнтованими підходами із застосуванням геоінформаційних технологій. 
Необхідно: 
-  запропонувати підходи до вибору і обґрунтування ознак (6.19); 
- використовуючи множину ознак (6.19), сформулювати нечіткі 
відношення у реалізаціях знання орієнтованих технологій; 
- запропонувати алгоритмічне формальне  забезпечення  оцінювання 
ефективності складних об’єктів, як складових інтелектуальних технологій. 
Вибір ознак на основі існуючих підходів. Для розв’язання задачі 
оцінювання і розрахунку річного економічного ефекту від виробництва і 
використання нових засобів виробництва довгострокового застосування, 
впровадження нових технічних рішень зазвичай [207] застосовують вираз  
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де бS  і нS  – відповідно собівартість базової і проектованої технологій, 
грн.; 
бK  і нK  – питомі капітальні вкладення у виробничі фонди для базової і 
проектованої технологій відповідно, грн./рік; 
брW .  і нрW .  – відповідно річна продуктивність базової і проектованої 
технологій, одиниця продуктивності/рік; 
бекS .  і некS .  – відповідно питомі річні експлуатаційні витрати споживача 
при використанні базової і проектованої технології; 
бекK .  і некK .  – відповідно супутні питомі капітальні вкладення споживача 
(без урахування вартості технології) при використанні базової і 
проектованої технологій, грн.; 
нрN .  – обсяг виробництва проектованих (нових) технологій на 
розрахунковий рік, шт./рік; 
брa .  і нрa .  – коефіцієнти реновації – частки відрахувань від балансової 
вартості на повне відновлення базової і проектованої технології 
відповідно; 
нE  – нормативний коефіцієнт економічної ефективності капітальних 
вкладень ( 15,0=нE ). 
В більшості випадків підходи згідно (6.20) у цей час не зовсім 
коректно використовують особливості проектних рішень, що пов’язано з 
вимогами повної інформативності складових у (6.20),  а це не завжди 
здійснюване для нових рішень. 
Визначення ефективності наукових досліджень є складною 
багатокритеріальною задачею, що розв’язується в умовах неповноти або 
невизначеності [36].  
В роботі [208] розглянуто підхід до розрахунку ефективності 
впровадження у виробничий процес нових технологічних рішень, 
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отриманих у результаті наукових досліджень. Він включає параметри 
об’єкта і процесу оцінювання, а також деякі характеристичні функції, які 
дозволяють враховувати невизначеність знань, що дозволяє достатньо 
коректно оцінювати ефективність. 
В роботі [206] для визначення ефективності наукових й інших 
проектних рішень запропоновано використовувати метод аналізу 
ієрархій [159], хоча ми в даній ситуації не усуваємо всі вказані вище 
недоліки. 
Аналіз можливих підходів дає можливість стверджувати, що  
факторами, які відображають множину критеріїв у оцінюванні 
ефективності рішень можуть бути такі: 
- 
)(оч
jС ,  
)(бв
jС  – очікувана і базова вартість робіт; 
- 
)(очτ ,  )(бвτ  – очікуваний і базовий час, витрачений на виконання 
робіт; 
- 
)(бвρ , )(очρ  – деяка функція, що відображує щільність розміщення 
об’єктів у базовому і очікуваному варіантах відповідно;  
- 
)(бв
jS , 
)(оч
jS  – базова і очікувана площа об’єкта оцінки об’єктів у 
базовому і очікуваному варіантах відповідно; 
- )~,,(* FPDψ  – деяка характеристична функція в очікуваному 
варіанті, у загальному випадку подана відповідно на детермінованих, 
ймовірнісних і нечітких умовах функціонування об’єкта FPD ~,, . 
Наявність ймовірнісних і нечітких складових у характеристичній 
функції )~,,(* FPDψ  викликає необхідність реалізації знання орієнтованих 
підходів, що потребує обліку цього важливого фактора. Розглянемо у 
більшому ступені нечіткі (fuzzy) процеси. 
 
Оцінювання ефективності рішень. В роботі розглянуто оператори 
нечітких відношень [41], що дозволяють реалізовувати процедури 
нечіткого логічного виведення. Очевидно, що при порівняльному аналізі, в 
силу множини об’єктивних причин [41], більш перспективним є підхід 
Заде – Мамдані. Підхід Сугено, при його відносній простоті, має ряд 
істотних системних недоліків, що обмежує його використання.   
 
 246 
Підхід Заде-Мамдані може бути подано у вигляді деякої множини 
правил 
?
_______________________
)},()({
'
−
′=
∈
i
i
ii
y
xx
Iiyisythenxisxif µµ
,    (6.21) 
 
де x′  – деякий вектор, 'iy  – шукане рішення для випадку Ii ∈ . 
Для 'jx∀ , Ax j ∈'  при ≠A ∅ ми реалізуємо на основі (7) процедуру 
(4.93) у вигляді деякої композиції правил || I , де ),( yxµ  – деяке нечітке 
відношення з [41]. Тоді для (6.21) маємо 
 
),( yxxy µ∨′∧=′ , 
 
де ),( yxµ  – нечітке відношення антецедента та консеквента. 
Використовуючи правила дефаззіфікації [41] на основі центру мас, 
ми отримуємо для (6.21) і (4.93) шукане наближене рішення 0y  (1.18). 
Значення (1.18) може уточнятись шляхом налаштування функцій 
належності [175] до досягнення необхідної норми точності. 
Для оцінювання ефективності на основі знання орієнтованих 
підходів (6.21, 4.93, 1.18) деяка функція може бути подана у вигляді 
 
,
)~,,(
)~,,(
1 )()()(
)()()(
)(
,
)(
∑
∑
∈
∈∈
Σ −=
Jj
jj
бв
i
JjIi
jj
оч
i
бвбвбв
очочоч
CFPD
CFPD
Э
τρψ
τρψ
    (6.22) 
 
де 
)(
)(
)(
бв
бв
бв
S
n
=ρ , )(
)(
)(
оч
оч
оч
S
n
=ρ .          (6.23) 
Розв’язок задачі може бути представлено у вигляді знаходження 
інтервальних рішень на множинах очікуваних значень )(очiψ  і базових 
значень )(базiψ . 
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Тоді очевидно, що для деталізації (6.22) необхідно уточнити її 
складові. Введемо вираз  
 
)()( баз
i
оч
i ψψ −=∆ ,              (6.24) 
 
причому, слід відзначити, що ]1,0[=iψ . 
Для (6.22) отримаємо 
 



≤∆
>∆
=
Σ
Σ
.0,0
,0,
'
E
E              (6.25) 
 
Аналіз виразу (6.25) показав, що особливу увагу в роботі 
приділяється максимізації значень функцій належності у (6.24) очікуваних 
проектних рішень таким чином, що  
 
extrF→∆ ,          (6.26) 
 
де F – деякі обмеження, що визначають (max)min значення функції (14). 
 
Прикладні аспекти розробки. В якості об’єкта дослідження 
розглянемо ефективність оцінювання земельних ресурсів, які 
характеризуються множиною ознак (6.17 – 6.19) та набором  
координат (6.16), що визначають його просторове положення. Це дозволяє 
використовувати інтелектуальні геоінформаційні технології для аналізу 
станів таких об’єктів. Можна сказати, що оцінювання станів просторово 
розподіленого об’єкта земельних ресурсів – це процес оцінювання 
особливостей визначеної частини земної поверхні.  
Згідно традиційних підходів до технологій оцінювання земель 
населених пунктів [194] час, що зазвичай витрачається на оцінювання 
земель населеного пункту площею близько 100 га,  складає 25 чол./днів.  
Використовуючи запропоновані моделі, методи і нову 
інтелектуальну геоінформаційну технологію [115, 123], було реалізовано 
оцінювання земельних ресурсів населених пунктів подібних площ на 
території Харківського регіону, що привело до фактичного скорочення 
строків виконання робіт при дотриманні усіх нормативних вимог до 
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методики виконання оцінювання і отримання адекватного результату. Це 
досягнуто в результаті використання у новій інформаційній технології 
моделей і методів на основі знання орієнтованих технологій, 
інструментальних засобів модифікації моделей і процесів, програмних 
засобів автоматизації виконуваних робіт. 
За оцінками експертів, час виконання робіт за рахунок використання 
нових інтелектуальних інформаційних технологій було скорочено до 14% 
та склало 21 чол./день при збереженні собівартості й якості виконуваних 
робіт, що підтверджено експериментально та є задовільним при 
розв’язанні даного класу задач. 
Таким чином, у даній роботі розглянуто, розроблено та досліджено 
такі питання: 
- виконано змістовний аналіз основних положень управління 
процесами оцінювання територій регіону, визначено його важливість і 
актуальність; 
- сформульовано постановку задачі досліджень як розв’язання 
багатокритеріальної задачі досліджень на множині компонент нечіткої 
моделі; 
- запропоновано й обґрунтовано нову модель об’єкта при 
орієнтуванні її компонент на множину детермінованих, ймовірнісних і 
нечітких процесів у ГІС; 
- запропоновано й обґрунтовано вибір вирішальних ознак як 
розв’язання багатокритеріальної задачі на множині обмежень предметної 
області; 
- визначено новий підхід до оцінювання ознак ефективності процесів 
у задачах управління предметних областей складних об’єктів, викладено 
прикладні аспекти досліджень, актуальність і перспективність реалізації 
інтелектуальних інформаційних технологій. 
Визначено також перспективні напрями і напрямки подальших 
досліджень за темою роботи. Подальші підходи визначають доцільність 
використання знання орієнтованих інтелектуальних технологій у ГІС і 
адаптивних методів для прийняття відповідальних рішень, що потребує 
подальших досліджень. 
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6.3 Реалізація інформаційної технології оцінювання станів 
складних об’єктів земельних ресурсів із застосуванням 
геоінформаційних систем 
 
Формування інформаційної технології оцінювання станів 
об’єкта. Істотним недоліком існуючих інформаційних технологій 
оцінювання земельних ресурсів є відсутність об’єктивних механізмів 
оцінювання адекватності підходів та аналізу внутрішньої і зовнішньої 
взаємодії процесів. У зв’язку з цим доцільно розширити функції 
інформаційної технології оцінювання станів об’єкту на основі формальної 
моделі [123], поданої на рис. 6.9.  
Розглянемо поетапно узагальнені компоненти [123, 208, 209] 
пропонованої технології (рис. 6.9) . 
0 – інфологічний аналіз предметної області;  
1 – на основі інфологічного аналізу здійснюється вибір об’єкту 
дослідження (1.25): частини території і шуканого призначення;  
2 – розробка моделі об’єкта, виконання оперативного аналізу 
адекватності і модифікація процесів, що є принциповою відмінністю від 
існуючих технологій; 
3 – вибір НБ, що розглядається сумісно як результат побудови 
моделі. Як НБ використовується структурована законодавча база і ДБН 
України [189], для якої здійснено змістовний аналіз предметних областей, 
визначено переваги і недоліки; 
4 – визначення характеристик об’єкту. Змістовний аналіз об’єкту і 
предметної області надає можливість вияву характеристик  
 
}{Pr}{Pr Ajj ⊇ , Jj ∈ .      (6.27) 
 
5 – навчання моделі об’єкта. Використовуючи знання орієнтовані 
технології і моделі об’єкту здійснюємо нечітке логічне виведення Заде-
Мамдані з урахуванням норми (4.71). 
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Рисунок 6.9 – Інформаційна технологія оцінювання станів об’єкту на 
основі формальної моделі 
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Це потребує також застосування технологій навчання і налаштування 
параметрів функцій належності за критерієм мінімуму індексу нечіткості  
 
extrAA
n
F
→
*)~,~(2      (6.28) 
 
на множині обмежень *F  предметної області [173]. 
На основі нечіткої БЗ (2.22) і знань експертів щодо важливості 
значень характеристик для даного об’єкта виконуємо ранжирування і 
вибираємо n  найбільш значущих.  
6 – перевірка логічної умови на вірогідність налаштування функцій 
належності µ  
 
*|| )()()()( εµµ αα ≤− очф ,        (6.29) 
 
де *ε  - норма точності; 
7 – після реалізації процесів навчання БЗ здійснюємо визначення 
параметрів об’єкту }{ PiX  і процесів }{Prij . Для найбільш значущих 
характеристик визначаємо параметри 
 
}{}{ PAlPl XX ⊇ , Ll ∈ .      (6.30) 
 
Для змістовного аналізу параметрів об’єкту оцінювання (6.18) 
використовуємо розпаралелювання процесів, що відносяться до 
внутрішньої і зовнішньої взаємодії цих процесів [208]; 
8, 11, 12 – на множині об’єктів (1.25) виконується оперативный 
аналіз внутрішніх взаємодій [13] за критеріями досяжності (2.36) і 
несуперечливості (2.37) з подальшою модифікацією моделі на етапі 14; 
9, 10, 13 – на множині об’єктів (1.25) виконується оперативний 
аналіз зовнішніх взаємодій за критеріями досяжності і несуперечливості з 
подальшою модифікацією моделі на етапі 17; 
15, 16, 18, 21 – аналіз і усунення властивостей неадекватності за 
критеріями повноти Pl  і несуперечливості Npt  
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   (6.31) 
 
з подальшою модифікацією моделі згідно етапу 21 для досягнення 
істинності процесів. 
Тоді фактом задовільного рішення за результатами аналізу 
внутрішньої V  і зовнішньої W  взаємодії процесів за звичай є знаходження  
 
,}{ , trueAX WV =             (6.32) 
 
в іншому випадку: 
 
falseNptPl =,            (6.33) 
 
і реалізуються процедури модифікації внутрішніх і зовнішніх умов, 
уточнення множини параметрів виду  
 
trueAXAUthen
falseAXAif
WV
N
WV
N
→
→
},{
},{
,
,
.                    (6.34) 
 
Після виконаних дій щодо модифікації, згідно етапу 21, умов (6.34) 
отримуємо значення trueAXA WVN →},{ , . 
19, 20, 22 – етапи прийняття рішень про стан об’єкта, формування 
звітних матеріалів, зупин. 
23 – уточнення параметрів НБ із застосуванням Internet ресурсів; 
24 – перевірка логічної умови на характер взаємодії процесів. 
Для узагальненої технології (рис. 6.9) [123], було побудовано 
мережеву модель і здійснено змістовний аналіз досяжності і конфліктних 
ситуацій моделі засобами FPN [19]. Після аналізу і модифікації мережевих 
рішень було отримано задовільні результати: 
 
trueAc = , trueConfl = ,            (6.35) 
 
де Ac  – символ досяжності; Confl  – символ відсутності конфліктів. 
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Прикладні аспекти реалізації досліджень. В світлі розвитку 
території міста і області виникає необхідність оцінювання привабливості 
територій, які представлені множинами суперечливих факторів в умовах 
невизначеності. Невизначеність зазвичай викликана відсутністю даних і 
знань про предметну область, жорсткими обмеженнями на матеріальні та 
часові ресурси. Такі підходи повинні носити суворо формалізований 
характер, бути науково обґрунтованими та формувати простір, що 
визначає розвиток регіонів на перспективу. 
Відомо, що місто являє собою складну динамічну систему [196], 
найбільш важливі й істотні для управління міським розвитком властивості 
якої виявляються у взаємодії елементів, що її складають. Через 
обмеженість території, земельні ресурси міста являють собою неоднорідну 
і багатофункціональну підсистему міського середовища. Існуючі методики 
грошової оцінки земель, у результаті яких визначають вартість земельних 
ділянок, не повною мірою відображають стан земельних ресурсів.  
Аналізуючи стан земельних ділянок, визначаючи їх можливі 
призначення, враховуючи вплив множини факторів оточуючого 
середовища, запропоновано оптимальні за критеріями трудомісткості 
рекомендації щодо вибору земельних ділянок.  
Таким чином, запропоновано і реалізовано нову інформаційну 
технологію оцінювання станів складних просторово розподілених об’єктів 
з застосуванням знання орієнтованих підходів. Запропоновано і 
апробовано нові методи, моделі і технології, які використано при 
розв’язанні практичних задач управління землекористуванням 
підприємства АР Крим, що підтвердило ефективність підходів. 
Перспективними напрямками подальших досліджень є адаптація 
технологій під час розробки генеральних планів міст, оцінюванні 
привабливості територій, при проведенні експертизи об’єктів. 
 
Практичні аспекти оцінювання земельних ресурсів. Одним зі 
складних аспектів розвитку інфраструктури АР Крим є оцінювання і 
розвиток земельних ресурсів регіону. Використовуючи [199, 115, 173], 
було здійснено узагальнену нормативну оцінку одного з населених пунктів 
(типового для даного регіону). Узагальнену характеристику населеного 
пункту наведено у табл. 6.1. 
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Таблиця 6.1 – Узагальнені вихідні дані для оцінювання 
Площа, 
га /  
Населення, 
чол. 
Кількість 
об’єктів 
соціальної 
інфраструктури, 
шт. 
Загальна 
довжина мереж 
інженерної  
інфраструктури, 
км 
Кількість 
об’єктів у 
векторном
у поданні, 
шт. 
Кількість  
оціночних  
зон 
100 1500 10 42 297 6 
 
Населений пункт має централізовані мережі водопостачання, 
каналізації, газопостачання та відповідні об’єкти інфраструктури 
(рис. 6.10).  
Визначальними факторами оцінювання територій [194, 195, 197, 199] 
є такі:  
- на рівні усього населеного пункту – місце розташування 
конкретного населеного пункту у загальнодержавній, регіональній і 
місцевій системах виробництва і розселення, а також витрати на 
облаштування його території; 
- на рівні економіко-планувальної зон – це неоднорідність 
функціонально-планувальних якостей території, доступність до центра 
населеного пункту, місць концентрації трудової діяльності, центрів 
громадського обслуговування, масового відпочинку, рівня інженерного 
забезпечення (рис. 6.10) і благоустрою території, рівня розвитку сфери 
обслуговування населення, екологічного стану території, привабливість 
оточуючого середовища (рис. 6.11); 
- на рівні конкретної земельної ділянки – це якісний стан земель с 
урахуванням територіально-планувальних, інженерно-геологічних, 
природно-ландшафтних, історико-культурних, санітарно-гігієнічних та 
інженерно-інфраструктурних (рис. 6.10) особливостей місця його 
розташування в межах економіко-планувальної зони, а також 
функціонального використання земель. 
Сучасни ГІС-технології дозволяють виконувати візуалізацію 
оцінюваної території (рис. 6.11.). 
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Рисунок 6.10 – Векторне подання у ГІС об’єктів інженерної 
інфраструктури  
 
 
 
Рисунок 6.11 – 3-D модель фрагменту території 
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Згідно традиційних підходів до технологій [194, 195, 199], час, який 
за звичай витрачається на оцінювання земель подібного населеного 
пункту, як визначено вище,становить 25 чол./днів. 
 
Таблиця 6.2 – Результати узагальненої нормативної оцінки 
населеного пункту (традиційна інформаційна технологія) 
Категорія 
земель за 
функцією 
використання 
Площа, га 
Загальна 
вартість, грн. 
Середньозважена 
грошова оцінка  1 
м2, грн. 
Час 
виконання 
робіт, 
чол./днів 
 Всього 100,0 150 000 000 150,00 25 
 
Використовуючи запропоновані моделі, методи і нову інформаційну 
технологію (рис. 6.9) [115, 123], було реалізовано оцінювання земельних 
ресурсів регіону на прикладі типового населеного пункту на території АР 
Крим (табл. 6.3). 
 
Таблица 6.3 – Результати узагальненої нормативної оцінки 
населеного пункту (нова інформаційна технологія) 
Категорія 
земель за 
функцією 
використання 
Площа, га 
Загальна 
вартість, грн. 
Середньозважена 
грошова оцінка  1 
м2, грн. 
Час 
виконання 
робіт, 
чол./днів 
 Всього 100,0 150 000 000 150,00 21 
 
Фактичний строк виконання робіт було скорочено. Це досягнуто у 
результаті використання у новій інформаційній технології моделей и 
методів на основі знання орієнтованих технологій, інструментальних 
засобів модифікації моделей і процесів, програмних засобів автоматизації 
виконуваних робіт. 
За оцінкою експертів, час виконання робіт за рахунок використання 
нових інформаційних технологій було скорочено до 14%, що складає 
близько 21 чол./днів при збереженні собівартості й якості виконуваних 
робіт (табл. 6.3), що підтверджено експериментально і є задовільним при 
розв’язку прикладних задач. 
Перевірка вірогідності ефективності, згідно виразу (6.22) показала, 
що впровадження методів, моделей та інформаційних технологій дозволяє 
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скоротити час роботи над об’єктом з 25 до 21 чол./днів, що відповідає 
наданим даним і підтверджує скорочення часових ресурсів процесу оцінки 
до 14 % (табл. 6.3). 
Таким чином, використовуючи сучасні підходи до оцінювання 
території було запропоновано новий метод моделювання процесів на 
попередніх етапах реалізації технології. Викладено стратегію визначення 
привабливості об’єктів і етапи побудови інформаційних технологій 
оцінювання земельних ресурсів регіону.  
Реалізовано прикладні аспекти застосування інформаційних 
технологій при розв’язанні практичних задач. Експериментально показано, 
що час виконання робіт скорочено до 14%, це важливо у практичних 
додатках.  
Подальшим розвитком інформаційних технологій слід вважати 
адаптацію процесів оцінювання до просторово розподілених об’єктів 
інших категорій. 
 
Висновки до розділу 6 
 
1. На основі критичного аналізу існуючих рішень запропоновано 
нову інформаціну технологію нормативної грошової оцінки забудованих 
земель населених пунктів і апробовано практичну реалізацію. 
2. Розглянуто прикладні аспекти реалізації методів, моделей та 
інформаційних технологій в задачах оцінювання складних просторово 
розподілених об’єктів на прикладі оцінювання привабливості території з 
використанням геоінформаційних технологій. 
3. Показано, що результатом впровадження нових інформаційних 
технологій є зниження трудомісткості та термінів виконання робіт до 14%, 
що є важливим і актуальним результатом. 
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ВИСНОВКИ 
 
У роботі, відповідно до поставленої мети, приведено теоретичне 
узагальнення і новий розв’язок наукової задачі, який полягає в розробці 
методів, моделей і нових інформаційних технологій для аналізу та 
оцінювання станів складних просторово розподілених об’єктів. 
Аналіз останніх публікацій за означеною темою досліджень 
[97, 194, 197] показав, що отримані результати недостатньо повно 
висвітлені, недостатньо досліджені, що у повній мірі підтверджує 
актуальність і важливість отриманих нових результатів досліджень.  
Опубліковані нові роботи, проведені конференції і форуми, 
показують актуальність і значимість теми даної монографії, а також 
отриманих у ній результатів. Аналіз останніх публікацій [9, 51] і 
досліджень показав, що в даному напрямку ведуться великі і важливі 
роботи по створенню важливих інтелектуальних засобів прийняття рішень. 
Однак критичний підхід до отриманих результатів [69, 72, 74] дає підстави 
стверджувати, що розглянуті питання у даних публікаціях недостатньо або 
не повністю досліджені, а основні наукові рішення не в усіх випадках 
доведені до практичної реалізації і потребують додаткового вивчення, що 
також підтверджує актуальність і важливість отриманих у монографії 
положень. 
У порівнянні з існуючими методами, моделями та інформаційними 
технологіями, отримані наукові й практичні результати дозволяють 
моделювати, аналізувати і оцінювати стани об’єктів з урахуванням 
детермінованого, ймовірнісного та нечіткого характеру процесів з 
достатньою достовірністю. 
Відповідно до сформульованої проблеми у роботі запропоновано, 
розв’язано і розглянуто такі наукові задачі: 
1. Виконано аналіз існуючих підходів і методів оцінювання станів 
просторово розподілених об’єктів. Визначено, що процеси, які можуть 
бути розподілені просторово в нечіткому просторі станів мало вивчені, 
тому потребують для розроблення нових моделей, методів та 
інформаційних технологій розв’язання теоретичних і практичних задач. На 
основі результатів аналізу сформульовано постановку задач дослідження. 
2. Вперше запропоновано та обґрунтовано гібридну модель 
оцінювання просторово розподілених об’єктів, яка інтегрує розвинені 
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моделі, що ґрунтуються на нечітких кольорових мережах Петрі, моделі 
процесів детермінованих, імовірнісних і нечітких баз знань та логіці їх 
взаємодії, що дозволяє підвищити вірогідність та ефективність приймання 
рішень при одночасному зменшенні розміру моделі за рахунок функції 
кольору. 
3. Вперше запропоновано метод багатоетапного просторово 
розподіленого оперативного оцінювання станів складних об’єктів, який 
використовується у стратегії нечіткого логічного виведення на етапах 
формалізації і аналізу нечітких знань. Метод дає можливість враховувати 
неточності в базах даних і знань за рахунок налаштування параметрів 
функцій належності і подання заключних пояснень незалежно від правил. 
Це підвищує достовірність результатів дослідження взаємодіючих 
процесів, а також динаміки розвитку процесів у процедурах нечіткого 
логічного виведення за рахунок використання моделі на основі нечіткої 
інтервальної інтегрованої кольорової мережі Петрі. Метод може бути 
ефективно використаним у системах інтелектуального прийняття рішень 
як незалежно, так і у складі інших методів. 
4. Набула подальшого розвитку нечітка мережева модель на основі 
НІІКМП, яка включає розширену нечітку інтегровану мережу Петрі. Дана 
модель, на відміну від існуючих, використовує в явному вигляді не тільки 
значення функції належності, але й її аналітичну форму, а також 
результати виконання логічних операцій на нечіткій інтервальній логіці. 
Розроблена модель дозволяє суттєво підвищити достовірність прийняття 
рішень у задачах оперативного оцінювання станів складних об’єктів, що 
підтверджується верхньою границею складності процесів прийняття 
рішень. 
5. Набув подальшого розвитку метод бінарного пошуку для задачі 
налаштування параметрів функцій належності в якості розширеного 
метода дихотомії. На відміну від існуючих методів, він базується на 
заданні необхідної точності підбору параметрів функцій належності, що 
дозволяє підвищити достовірність прийняття рішень за рахунок зміни 
точності налаштування похибки ε , а також суттєво збільшити швидкість 
обчислювального процесу в практичних реалізаціях. 
Дістав подальший розвиток метод налаштування параметрів функцій 
належності нечітких баз знань, який на відміну від існуючих, ґрунтується 
на термах лінгвістичних змінних багатозначної інтервальної логіки, класах 
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функцій належності, що дозволяє істотно знизити час налаштування 
параметрів у знання орієнтованих технологіях. 
6. Удосконалено метод налаштування параметрів функцій 
належності, який на відміну від існуючих, ґрунтується на попередньому 
заданні точності обчислень, що дозволяє виконати умову для значення 
модельного часу та зменшити обчислювальну складність n -розрядного 
інтервального налаштування функцій належності. 
7. Удосконалено метод багатоетапного аналізу простору станів 
моделі, який включає змінний, згідно з логікою моделі, простір 
динамічних об’єктів та, на відміну від існуючих, додатково оперує 
параметрами часу виконання дій, предикатними логічними операторами, 
узагальненими просторовими характеристиками об’єкту, що дозволяє 
підвищити ефективність і адекватність оцінювання ресурсів. 
8. Запропоновано інформаційну технологію оцінювання станів 
об’єкту з використанням гібридної моделі, методів багатоетапного аналізу 
простору станів моделі та налаштування функції належності, яка враховує 
знання експертів щодо предметної області і множину визначальних 
факторів. Запропоновано інформаційну технологію прийняття рішень на 
множині факторів і альтернатив. 
9. Практична значимість результатів досліджень визначається 
такими факторами: 
- запропоновані і обґрунтовані в монографії нові методи, модель і 
засоби є теоретичною базою реалізації методичних, алгоритмічних і 
програмних засобів оперативного оцінювання станів складних об’єктів з 
використанням нечіткої логіки; 
- запропоновано і обґрунтовано методичні засоби нечіткого 
логічного виведення, які базуються на багатоетапному просторово 
розподіленому оперативному оцінюванні станів складних об’єктів за 
допомогою використання нечітких інтервальних уявлень про простір 
станів даних об’єктів у рамках розробленого методу; 
- запропоновано і обґрунтовано інструментальні засоби вирішення 
прикладних задач, розроблена та програмно реалізована система 
оперативного оцінювання станів складних об’єктів. У засобах передбачено 
можливість налаштування ряду параметрів, які дозволяють максимально 
ефективно оперувати систему з об’єктами в рамках визначеної предметної 
області, а також специфіки вирішуваної задачі. 
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10. Результати досліджень було впроваджено в роботах підприємств 
при оцінюванні станів складних просторово розподілених об’єктів і 
прийнятті рішень в знання орієнтованих технологіях, а також у навчальний 
процес на кафедрі штучного інтелекту Харківського національного 
університету Міністерства освіти і науки, молоді та спорту України та 
кафедрі геоінформаційних систем і геодезії Харківської національної 
академії міського господарства Міністерства освіти і науки, молоді та 
спорту України.  
11. Перспективним напрямком застосування розроблених методів, 
моделей та інформаційних технологій є подальша їх адаптація для 
оцінювання інших категорій просторово розподілених об’єктів.  
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