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Résumé
Cette thèse est constituée de deux parties indépendantes, étudiant deux aspects
de la théorie des (ϕ,Γ)-modules en caractéristique p.
La première partie porte sur l’étude de la réduction modulo p des représentations
cristallines irréductibles de dimension deux. Nous donnons, pour des poids k ≤ p2,
un calcul explicite de V k,ap pour ap dans un disque fermé centré en zéro, généralisant
ainsi des résultats déjà connus pour k ≤ 2p.
En particulier, nous calculons le plus grand rayon possible pour ce disque, et mon-
trons que dans certains cas, la réduction qui est constante à l’intérieur du disque
change sur son bord.
Dans la seconde partie, nous nous intéressons aux représentations d’un sous-groupe
de Borel de GL2(Qp) sur un corps de caractéristique p, et en particulier à celles
qui sont lisses, irréductibles et admettent un caractère central. Une méthode pour
construire de telles représentations à partir de (ϕ,Γ)-modules irréductibles a été dé-
crite par Colmez dans sa construction de la correspondance de Langlands p-adique.
Après avoir donné un cadre un peu plus général dans lequel la construction de Col-
mez fonctionne encore, nous classifions les représentations irréductibles du Borel,
prouvant que la construction précédente permet d’obtenir toutes les représentations
de dimension infinie.
Lorsque le corps des coefficients est fini, ou algébriquement clos, nous disposons
d’une interprétation galoisienne des (ϕ,Γ)-modules irréductibles, et la classification
précédente permet alors d’obtenir une correspondance entre ces représentations du
Borel et des représentations galoisiennes modulaires.
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Abstract
This thesis is made of two independent parts, dealing with two different aspects
of characteristic p (ϕ,Γ)-modules.
In the first part we study the reduction modulo p of 2-dimensional irreducible crys-
talline representations. For weights k ≤ p2, we give an explicit description of V k,ap
for ap belonging to a closed disk centered at zero, generalizing results already known
for k ≤ 2p. We explicitely compute the biggest possible radius for this disk, and
prove that in some cases, the reduction which is constant on the interior of the disk
is different for ap belonging to the border of the disk.
In the second part, we study the smooth, irreducible representations of a Borel sub-
group of GL2(Qp) over a field of characteristic p and admitting a central character.
One way of constructing such representations from irreducible (ϕ,Γ)-modules was
described by Colmez in his construction of the p-adic Langlands correspondence.
After giving a more general framework for Colmez’s construction, we classify the ir-
reducible representations of the Borel subgroup, proving that the previous construc-
tion already gives all the infinite dimensional representations.
When the coefficient field is finite, Fontaine’s equivalence combined with the pre-
vious classification gives a correspondence between these representations of a Borel
subgroup of GL2(Qp) and modular galois representations.
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Introduction
La géométrie algébrique fournit de nombreux exemples d’actions du groupe de
Galois Gal(Q/Q) sur des espaces vectoriels p-adiques. Par exemple le module de
Tate Tp(E) d’une courbe elliptique E définie sur Q, ou les groupes de cohomolo-
gie étaleH i(X,Qp) d’une variétéX propre et lisse surQ sont munis de telles actions.
Soit ρ : Gal(Q/Q)→ GLn(Qp) une telle représentation. Fixons un groupe de dé-
composition Dp ' Gal(Qp/Qp) au dessus de p, et considérons ρ|Dp : Dp → GLn(Qp).
Il s’agit alors d’une représentation galoisienne p-adique.
L’étude de telles représentations s’avère très différente de celle des représentations
`-adiques, avec ` 6= p. En effet, si les topologies de Gal(Qp/Qp) et de Q` sont «in-
compatibles», ce n’est pas le cas des topologies de Gal(Qp/Qp) et de Qp. Ainsi,
si la théorie des représentations `-adiques est essentiellement de nature algébrique,
celle des représentation p-adiques est plutôt analytique, et il existe beaucoup plus
de telles représentations.
Un outil central dans l’étude des représentations galoisiennes p-adiques est la
théorie des (ϕ,Γ)-modules, introduits par Fontaine dans [Fon90]. Il s’agit de mo-
dules libres de type fini sur des anneaux de séries, munis d’un Frobenius ϕ et d’une
action semi-linéaire continue de Γ, le quotient de Gal(Qp/Qp) par le noyau du ca-
ractère cyclotomique p-adique χcycl : Gal(Qp/Qp) → Z×p . De plus, on demande à
l’action de Γ de commuter à ϕ. On dispose alors de foncteurs V 7→ D(V ), qui à une
représentation p-adique (respectivement modulo p) associent un (ϕ,Γ)-module sur
un anneau de caractéristique nulle (resp. de caractéristique p). Ces foncteurs sont en
fait des équivalences de catégories entre la catégorie des représentations p-adiques
(respectivement modulo p) de Gal(Qp/Qp) et la catégorie des (ϕ,Γ)-modules étales
sur un certain corps de caractéristique nulle (resp. la catégorie des (ϕ,Γ)-modules
sur un certain corps de caractéristique p).
La théorie de Hodge p-adique, initiée par Tate dans les années 60 et dévelop-
pée par Fontaine et de nombreux autres auteurs dans les années 80 permet de faire
un premier tri dans les représentations galoisiennes p-adiques. On introduit ainsi
différentes catégories de représentations galoisiennes, qui sont les catégories des re-
présentations cristallines, semi-stables, de de Rham et de Hodge-Tate. Chacune de
ces catégories est alors une sous-catégorie pleine de la suivante. Cette classification
permet également de caractériser, au moins conjecturalement la composante locale
en p des représentations «provenant de la géométrie».
Le lien entre (ϕ,Γ)-modules et théorie de Hodge p-adique a été étudié, dans le cas
des représentations cristallines, par Berger dans [Ber04]. Il y est décrit une équi-
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valence de catégories entre la catégorie des représentations cristallines, et celle des
modules de Wach, qui sont des sous-modules des (ϕ,Γ)-modules.
Une autre approche dans l’étude des représentations galoisiennes, développée
initialement par Langlands, est de relier les représentations de groupes de Galois
p-adiques avec celles de groupes réductifs p-adiques. La philosophie générale du
programme de Langlands est de mettre en bijection des classes d’isomorphisme de
représentations de dimension n de Gal(Qp/Qp) avec des classes d’isomorphisme de
représentations de GLn(Qp). Par exemple, pour n = 1, une telle bijection est fournie
par la théorie du corps de classes.
Pour ` 6= p, de telles correspondances entre des représentations `-adiques de Gal(Qp/Qp)
et des représentations `-adiques de GLn(Qp) sont connues depuis la fin des années
1990 et les travaux de Harris-Taylor et Henniart.
Pour ` = p, il s’agit du programme de Langlands p-adique, initié par Breuil au
début des années 2000. Dans [Bre03a], Breuil définit une bijection entre certaines
classes d’isomorphisme de représentations modulo p de GL2(Qp) et certaines classes
d’isomorphisme de représentations modulo p de Gal(Qp/Qp) de dimension 2.
Une correspondance entre des représentations p-adiques de dimension 2 de Gal(Qp/Qp)
et des représentations de GL2(Qp) sur des espaces de Banach, permettant de retrou-
ver la correspondance précédente par réduction modulo p, fut ensuite conjecturée
par Breuil d’abord pour les représentations cristallines puis pour les représentations
semi-stables.
Par la suite, des travaux de Berger, Breuil, Colmez et Pašku¯nas ont permis d’éta-
blir que cette correspondance avait les propriétés attendues. Leurs travaux utilisent
intensivement l’équivalence de Fontaine entre représentations galoisiennes et (ϕ,Γ)-
modules.
Les résultats de cette thèse forment deux parties indépendantes, qui sont les
chapitres 2 et 3 du présent manuscrit. Le chapitre 1 contient les définitions et les
rappels sur les (ϕ,Γ)-modules nécessaires au deux chapitres suivants.
1 Réduction des représentations cristallines
Dans le chapitre 2, nous nous intéressons au calcul de la réduction modulo p
des représentations cristallines de dimension 2 de Gal(Qp/Qp). Par les travaux de
Fontaine et l’équivalence entre représentations cristallines et ϕ-modules filtrés fai-
blement admissibles, il est possible de décrire toutes les représentations cristallines
irréductibles de dimension 2 : à torsion par un caractère près, elles sont paramétrées
par un entier k ≥ 2 et un entier p-adique ap ∈ mZp , et on note Vk,ap la représenta-
tion correspondante. Plus précisément, si L est une extension finie de Qp telle que
ap ∈ L, le ϕ-module filtré associé à Vk,ap est Dk,ap = Le1 ⊕ Le2, avec{
ϕ(e1) = p
k−1e2
ϕ(e2) = −e1 + ape2
et FiliDk,ap =

0 si i ≥ k
Le1 si 1 ≤ i ≤ k − 1
Dk,ap si i ≤ 0.
Si T est un réseau de Vk,ap stable sous l’action de Gal(Qp/Qp), alors sa réduction
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modulo p, notée T , est une représentation modulo p de Gal(Qp/Qp), dont la semi-
simplifiée ne dépend pas du réseau T , par le principe de Brauer-Nesbitt. On note
V k,ap cette représentation.
Le problème qui nous intéresse est de décrire V k,ap en fonction de k et de ap. Les
motivations à l’étude de telles représentations sont diverses, citons par exemple le
fait que sous certains hypothèses (rappelées à la section 3), la représentation galoi-
sienne locale associée à une forme modulaire est cristalline, et l’étude de sa réduction
modulo p possède alors un intérêt en vue de la conjecture de modularité de Serre.
Notons ω : Gal(Qp/Qp) → F×p le caractère cyclotomique modulo p, µλ le ca-
ractère non ramifié de Gal(Qp/Qp) qui associe λ aux Frobenius géométriques, et
ωn : Gal(Qp/Qpn)→ F×p un caractère fondamental de Serre de niveau n. Soit alors
ind(ωhn) l’unique représentation Fp-linéaire, de dimension n, semi-simple, de déter-
minant ωh et dont la restriction à l’inertie est isomorphe à ωhn ⊕ ωphn ⊕ · · · ⊕ ωpn−1hn .
Les représentations Fp-linéaires, semi-simples et de dimension 2 de Gal(Qp/Qp) sont
de deux types : ce sont les sommes de deux caractères ou les ind(ωh2 )⊗ µλ.
Seuls des résultats partiels sont connus sur V k,ap , et ont été obtenus essentiel-
lement de deux façons : soit en utilisant la correspondance de Langlands locale
p-adique (c’est l’approche de Breuil ([BB05]) et Buzzard-Gee ([BG09],[BG12])), soit
par des techniques purement galoisiennes utilisant les (ϕ,Γ)-modules et leur raffine-
ment dans le cas des représentations cristallines : les modules de Wach. Il s’agit là
de l’approche développée par Berger, Li et Zhu dans [BLZ04], et c’est cette méthode
que nous cherchons à exploiter un peu plus afin d’améliorer les résultats connus.
À l’heure actuelle, nous ne connaissons totalement V k,ap que pour k ≤ 2p + 1
([BLZ04],[BB05],[Ber10b]), pour vp(ap) >
⌊
k−2
p−1
⌋
([BLZ04]) ou pour 0 < vp(ap) < 1
([BG09],[BG12]). Pour une synthèse des différents résultats connus, le lecteur pourra
se reporter à la section 3.
Des travaux en cours de rédaction de Yamashita et Yasuda ([YY12]) déterminent
V k,ap pour k ≤ p
2+1
2
et presque toutes les valeurs de ap.
La méthode de Berger, Li et Zhu consiste en la construction, pour un poids k fixé,
d’une famille analytique Dk(X) de (ϕ,Γ)-modules étales, définie sur un voisinage
p-adique de 0, telle que pour ap dans ce voisinage de 0, Dk(ap) soit isomorphe
au (ϕ,Γ)-module associé à Vk,ap . L’étude de ces (ϕ,Γ)-modules permet ensuite de
calculer V k,ap .
Cette construction passe par l’introduction de deux séries λ+, λ− ∈ 1 + piQp[[pi]], et
le voisinage de 0 où est définie cette famille de (ϕ,Γ)-modules est la boule centrée
en 0 et de rayon p−r, avec r le plus petit entier tel que
pr
(
λ−
λ+
)k−1
(modulo pik−1) ∈ Zp[[pi]].
Nous appelons valuation de convergence cet entier r, dépendant de k, et il est mon-
tré dans [BLZ04] que si vp(ap) > r, alors V k,ap ' V k,0. Cette dernière représentation
dépend de k, mais est parfaitement connue, ce qui permet de déterminer totalement
V k,ap pour des valeurs de ap proches de 0. De plus, Berger, Li et Zhu donnent une
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borne sur r : si on note m =
⌊
k−2
p−1
⌋
, alors r ≤ m.
Pour des poids k ≤ p, la méthode de [BLZ04] permet de répondre totalement à
la question posée, puisque la valuation de convergence est nulle, de sorte que pour
tout ap dans mZp , V k,ap = V k,0. Dans la section 6, nous déterminons explicitement
la valuation de convergence pour des poids k inférieurs à p2. Nous y montrons alors
que la borne de [BLZ04] est presque toujours optimale :
Proposition. Pour k ≤ p2, r = m si et seulement si vp
((
k−1
m
))
= 0. Si vp
((
k−1
m
))
>
0, alors r = m− 1.
Pour des poids k supérieurs à p2, le calcul de la valuation de convergence semble
demander plus d’efforts, et nous ne connaissons pas de formule générale pour expri-
mer r en fonction de k.
Si la méthode de [BLZ04] permet de déterminer V k,ap pour ap à l’intérieur du
disque de convergence, elle permet également de construire un (ϕ,Γ)-module iso-
morphe à D(Vk,ap) lorsque vp(ap) = r. Plus précisément, nous disposons du module
de Wach d’un réseau Tk,ap de Vk,ap , tel que, dans une bonne base, la matrice du
Frobenius ϕ de ce module de Wach soit donnée par(
0 −1
qk−1 apz
)
, où q =
ϕ(pi)
pi
et z =
(
λ−
λ+
)k−1
modulo pik−1.
Il suffit alors de réduire ce module de Wach modulo p pour en déduire le (ϕ,Γ)-
module associé à T k,ap , et après semi-simplification, le (ϕ,Γ)-module associé à V k,ap .
Puisque nous connaissons complètement la classification des représentations modulo
p, semi-simples de dimension 2, ainsi qu’une description de leurs (ϕ,Γ)-modules, il
est possible d’en déduire V k,ap .
Afin de déterminer V k,ap , il reste à identifier la classe d’isomorphisme des (ϕ,Γ)-
modules de caractéristique p ainsi obtenus. Nous utilisons à cette fin la théorie des
polygones de Newton de Kedlaya (rappelée dans la section 2) pour des anneaux de
polynômes non commutatifs. En appliquant les résultats de Kedlaya à des polynômes
de degré 2 issus de l’action de ϕ sur T k,ap , nous donnons un critère permettant de
déterminer s’il existe des droites stables par ϕ dans le (ϕ,Γ)-module de T k,ap . Il est
possible de raffiner un peu ce critère afin d’obtenir directement l’existence ou non
de sous (ϕ,Γ)-modules de dimension 1, ce qui permet déjà de savoir si V k,ap est
réductible ou non, et dans le cas réductible, d’obtenir immédiatemment V k,ap . Le
critère en question est détaillé dans la section 6.1, et son énoncé précis fait l’objet
de la proposition 2.6.3.
Dans les cas où V k,ap est irréductible, nous appliquons de nouveau la théorie
des polygones de Newton de Kedlaya au ϕ-module D(T k,ap), ce qui ne permet pas
totalement de déterminer V k,ap , puisqu’il reste alors deux candidats possibles. Ceci
n’a rien de surprenant car les deux (ϕ,Γ)-modules correspondants sont isomorphes
en tant que ϕ-modules, et il faut utiliser l’action de Γ afin de déterminer totalement
V k,ap . Ces calculs font l’objet de la section 6.4. Nous y montrons que lorsque V k,ap
est irréductible pour ap sur le bord du disque de convergence, alors c’était déjà le cas
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pour ap à l’intérieur du disque, et V k,ap ne change pas : c’est la même représentation
irréductible pour tout ap dans le disque de convergence fermé.
L’ensemble des résultats obtenus est synthétisé dans le théorème 2.6.9, dont l’énoncé
est le suivant :
Théorème. Soit 2 ≤ k ≤ p2 − 1, ap ∈ mZp, et soit m =
⌊
k−2
p−1
⌋
. Alors :
1. si k − 1 = l(p+ 1),
(a) si vp(ap) > l, alors
V k,ap =
(
µ√−1 0
0 µ−√−1
)
⊗ ωl
(b) si vp(ap) = l, alors
V k,ap =
(
ωlµλ 0
0 ωlµλ−1
)
avec λ2 +
ap
pl
λ+ 1 = 0.
2. si p+ 1 ne divise pas k − 1,
(a) si
(
k−1
m
) 6= 0 modulo p, alors V k,ap = ind(ωk−12 ) si vp(ap) > m et
i. si k − 1 > m(p+ 1) et vp(ap) = m, alors V k,ap = ind(ωk−12 ),
ii. si k − 1 < m(p+ 1), et vp(ap) = m, alors
V k,ap =
(
ωmµλ 0
0 ωk−1−mµλ−1
)
avec λ =
(
ap
pm
)(
k − 1
m
)
.
(b) si
(
k−1
m
)
= 0 modulo p, alors V k,ap = ind(ω
k−1
2 ) lorsque vp(ap) > m− 1 et
i. si k = m(p+ 1) et vp(ap) = m− 1, alors
V k,ap =
(
ωmµλ 0
0 ωm−1µλ−1
)
avec λ =
(
ap
pm−1
)
.
ii. si k 6= m(p+ 1) et vp(ap) = m− 1, alors V k,ap = ind(ωk−12 ).
Enfin, si k = p2, alors V k,ap =
( µ√−1 0
0 µ−√−1
)
pour vp(ap) ≥ p.
Il apparaît notamment que la réduction ne change pas toujours sur le bord du
disque de convergence, et peut être la même sur le bord du disque et à l’intérieur
du disque. De plus, si la réduction change sur le bord, alors deux cas peuvent se
produire :
– soit V k,ap est réductible à l’intérieur du disque, et reste réductible sur le bord
– soit V k,ap est irréductible à l’intérieur du disque, et devient réductible sur le
bord.
De plus, les calculs de Breuil dans le cas k = 2p + 1 prouvent que r n’est pas
toujours le rayon du plus grand disque ouvert centré en 0 tel que V k,ap soit constante
pour ap à l’intérieur de ce disque.
Dans la section 7, nous donnons quelques informations supplémentaires sur le
réseau T k,ap construit précédemment, et précisons (lorsque cela a un sens) s’il s’agit
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d’une extension peu ramifiée ou très ramifiée.
La méthode de [BLZ04] utilisée pour calculer V k,ap est basée sur le fait qu’il
est possible de construire explicitement le module de Wach d’un réseau de Vk,ap .
Le module de Wach ainsi construit possède une base adaptée à la filtration, qui
permet d’identifier le ϕ-module filtré associé à celui de Vk,ap . Nous prouvons dans la
section 8 que cela n’arrive que pour ap dans le disque de convergence. De manière
précise, l’énoncé suivant est celui de la proposition 2.8.7 :
Proposition. Soit L une extension finie de Qp, k ≥ 2 et ap ∈ OL tels qu’il existe
un réseau de V ∗k,ap = Vk,ap ⊗ χ1−kcycl dont le module de Wach possède une base dans
laquelle la matrice de ϕ est de la forme
M = Matϕ =
(
qk−1a b
qk−1c d
)
avec a, b, c, d ∈ OL[[pi]]. Alors soit vp(ap) = 0, soit vp(ap) ≥ r(k).
2 Représentations modulaires de B2(Qp)
Dans le chapitre 3, nous classifions les représentations k-linéaires lisses irréduc-
tibles de B = B2(Qp), le sous-groupe de Borel standard de GL2(Qp), lorsque k est
un corps de caractéristique p.
Afin de construire la correspondance de Langlands locale p-adique, Colmez ([Col10b])
a décrit un moyen d’associer une représentation de B2(Qp) à un (ϕ,Γ)-module. Sa
construction fonctionne aussi bien pour des (ϕ,Γ)-modules de torsion que pour des
(ϕ,Γ)-modules de caractéristique nulle, mais seul le cas des (ϕ,Γ)-modules en ca-
ractéristique p nous intéresse ici.
Si k est un corps fini et D est un (ϕ,Γ)-module sur k((pi)), il existe un opérateur
ψ : D → D, qui à x = ∑p−1k=0(1 +pi)kϕ(xk) associe x0. Cet opérateur ψ est un inverse
à gauche de ϕ et il existe un réseau de D, noté D\, qui est stable par ψ, sur lequel
ψ est surjectif et qui est minimal pour ces deux conditions.
Pour tout caractère lisse χ : Q×p → k×, Colmez a défini une action de B2(Qp) sur
l’ensemble
lim←−
ψ
D\ = {(xn)n∈N : ψ(xn+1) = xn} ,
de la manière suivante :((
t 0
0 t
)
· x
)
n
= χ−1(t)xn,((
1 0
0 pj
)
· x
)
n
= xn−j = ψj(xn) si n ≥ j,((
1 0
0 a
)
· x
)
n
= γa−1(xn) où χcycl(γa) = a,((
1 z
0 1
)
· x
)
n
= ψj((1 + pi)p
n+jzxn+j) si n+ j ≥ −vp(z).
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Avec l’action contragrédiente de B2(Qp), Ωχ(D) = (lim←−ψD
\)∗ := Homcont(lim←−ψD
\, k)
devient une représentation lisse irréductible de B2(Qp), de caractère central χ.
L’idée de Colmez est alors de «recoller» deux telles représentations de sous-
groupes de Borel de GL2(Qp) afin d’obtenir une représentation de GL2(Qp) tout
entier. En général, la représentation de GL2(Qp) ainsi obtenue est trop grosse. On
ne peut en extraire une représentation possédant les propriétés attendues de la
correspondance de Langlands locale p-adique (c’est-à-dire admissible au sens de
Schneider-Teitelbaum) que dans le cas de (ϕ,Γ)-modules de dimension 2.
En revanche, la construction que nous venons de décrire permet d’associer des re-
présentations irréductibles de B2(Qp) à des (ϕ,Γ)-modules irréductibles de toutes
dimensions, et pas uniquement de dimension 2, ce qui permet de construire une
infinité de représentations lisses irréductibles de B2(Qp). Il est alors naturel de se
demander s’il en existe d’autres, ou si toutes (du moins toutes les représentations de
dimension infinie, puisque Ωχ(D) est toujours de dimension infinie) sont obtenues
par cette construction.
Cette question a déjà été étudiée par Schneider et Vignéras dans [SV08] pour des
représentations de torsion d’un sous-groupe de Borel d’un groupe réductif p-adique
quelconque. Il y est alors prouvé qu’à partir de telles représentations, il est possible
de construire des «(ϕ,Γ)-modules généralisés», qui ne vérifient pas nécessairement
une hypothèse de finitude.
La nouveauté dans ce qui suit est d’utiliser des résultats d’Emerton [Eme11], afin
de prouver que ces (ϕ,Γ)-modules sont bien de dimension finie dans le cas de repré-
sentations modulo p de B2(Qp).
Dans la section 2, nous rappelons la notion d’espace de prodimension finie (ou es-
pace linéairement compact) introduite par Lefschetz, ainsi qu’une dualité semblable
à la dualité de Pontryagin V 7→ V ∗ entre ces espaces et les k-espaces vectoriels
topologiques discrets. Cette dualité s’étend en une une dualité entre les représenta-
tions k-linéaires lisses d’un groupe topologique et les représentations k-linéaires de
prodimension finie du même groupe. Ceci nous permet par la suite de travailler avec
un corps k de caractéristique p quelconque, et pas nécessairement fini.
La notion de (ϕ,Γ)-module sur k((pi)) possède un intérêt particulier lorsque k est
fini puisqu’on dispose alors de l’équivalence de Fontaine et donc d’une interprétation
en termes de représentations galoisiennes.
Si k n’est pas fini nous pouvons définir des actions k-linéaires de ϕ et Γ sur k((pi)),
prolongeant celles de Fp((pi)). On obtient alors une notion de (ϕ,Γ)-module sur
k((pi)), généralisant celle de (ϕ,Γ)-module sur Fp((pi)). Cette notion présente un in-
térêt tout particulier si k est algébriquement clos, puisqu’il est prouvé dans [BV12]
qu’on dispose d’une bijection entre les (ϕ,Γ)-modules irréductibles sur k((pi)) et les
représentations k-linéaires irréductibles du groupe de Weil de Qp.
Si D est un (ϕ,Γ)-module sur k((pi)), il est possible de définir un opérateur ψ : D →
D, inverse à gauche de ϕ, de la manière habituelle. Comme dans le cas d’un corps
fini, nous prouvons à la section 3 l’existence de deux réseaux de D, notés D] et D\,
stables par ψ, sur lesquels ψ est surjectif, et qui sont respectivement le plus grand et
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le plus petit réseau de D avec cette propriété. Les preuves sont très similaires à celles
de Colmez (à ceci près que dans [Col10b] elles sont généralement données pour des
(ϕ,Γ)-modules de torsion sur un anneau OE de caractéristique nulle) lorsque celles-ci
ne font pas appel à l’équivalence de Fontaine.
Tous ces résultats permettent d’étendre à moindre coût la construction de Colmez
en une application (D,χ) 7→ Ωχ(D\) qui, à un caractère lisse de Q×p et un (ϕ,Γ)-
module irréductible sur k((pi)), associe une représentation lisse irréductible de B2(Qp)
de caractère central χ.
Nous prouvons qu’en fait toutes les représentations lisses irréductibles de B2(Qp),
de dimension infinie et admettant un caractère central sont de la forme Ωχ(D\).
Appelons (ψ,Γ)-module un k[[pi]]-module M de type fini muni d’une action semi-
linéaire de Γ, et d’un opérateur k-linéaire ψ : M → M tel que ψ(ϕ(λ)x) = λψ(x),
commutant à l’action de Γ.
Par exemple, si D est un (ϕ,Γ)-module, alors D] et D\ sont deux (ψ,Γ)-modules
qui sont libres sur k[[pi]]. De plus, si D est irréductible en tant que (ϕ,Γ)-module,
alors D\ est irréductible en tant que (ψ,Γ)-module.
Étant donné un (ψ,Γ)-moduleM , il est possible sous certaines hypothèses de construire
un opérateur ϕ sur D ⊗k[[pi]] k((pi)), qui dans le cas où M est un réseau d’un (ϕ,Γ)-
module correspond bien à l’opérateur ϕ de départ. L’énoncé suivant découle de la
proposition 3.3.24 :
Proposition. Si M est un (ψ,Γ)-module libre sur k[[pi]], irréductible, tel que ψ 6= 0,
alors il existe une unique structure de (ϕ,Γ)-module sur D := M ⊗k[[pi]] k((pi)), tel que
M = D\.
Si Π est une représentation k-linéaire lisse irréductible de B2(Qp) admettant un
caractère central χ, nous souhaitons prouver qu’il existe un (ϕ,Γ)-module D sur
k((pi)), irréductible, tel que Π = Ωχ(D\).
Puisque la donnée d’un (ϕ,Γ)-module irréductible est équivalente à celle d’un (ψ,Γ)-
module irréductible par ce qui précède, il suffit de construire un (ψ,Γ)-module irré-
ductible à partir de Π.
Pour cela, nous utilisons l’action de B2(Qp), et plus particulièrement du sous-
monoïde P+ =
(
Zp−{0} Zp
0 1
)
. Si V est un sous k-espace vectoriel de Π stable sous l’ac-
tion de P+, alors son dual V ∗ est stable sous l’action de P− =
( 1 Zp
0 Zp−{0}
)
. Or, sur V ∗,
nous pouvons utiliser l’action de P− pour définir une structure de k[[pi]] = k[[
(
1 Zp
0 1
)
]]-
module, ainsi qu’un opérateur ψ : V ∗ → V ∗ défini par ψ(v) = ( 1 00 p ) · v et une action
de Γ définie par γ · v = ( 1 00 χcycl(γ) ) · v.
Les actions de ψ et Γ ainsi définies commutent, et on a bien ψ(ϕ(λ)x) = λψ(x).
Ainsi, lorsque V ∗ est un k[[pi]]-module de type fini, il est muni d’une structure de
(ψ,Γ)-module.
Mais V ∗ est de type fini sur k[[pi]] si et seulement si V ∗/piV ∗ est un k-espace vectoriel
de dimension finie (c’est le corollaire 3.2.33). Par définition de la structure de k[[pi]]-
module de V ∗, V ∗/piV ∗ est l’ensemble des coinvariants de V sous N =
(
1 Zp
0 1
)
. Mais
la dualité V 7→ V ∗ fait correspondre les invariants de V sous N avec les coinvariants
de V ∗ sous N . Ainsi, lorsque V est un sous-k-espace vectoriel de Π, stable par P+,
et tel que V N soit de dimension finie, alors V ∗ est un (ψ,Γ)-module.
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Nous prouvons dans la section 6.1.1 que si Π est une représentation lisse irré-
ductible de B2(Qp), de dimension infinie, admettant un caractère central χ, et telle
qu’il existe un sous-k-espace vectoriel W vérifiant les conditions précédentes, alors
il existe un (ψ,Γ)-module D0, libre sur k[[pi]], irréductible, qui est un sous-quotient
de W ∗, tel que
Π ' Ωχ(D0).
Afin de prouver que toute représentation Π irréductible et de dimension infinie
est de la forme Ωχ(D\), il reste à prouver que Π admet un sous-k-espace vectoriel
stable par P+ et dont les invariants sous N sont de dimension finie sur k.
Or Π est un quotient d’une induite compacte indBKZσ, où K = B2(Qp)∩GL2(Zp), Z
est le centre de B2(Qp) et σ est un caractère lisse de KZ. Soit (indBKZσ)+ ⊂ indBKZσ
l’ensemble des [g], g ∈ P+, et Π+ l’image de (indBKZσ)+ par la surjection indBKZσ  Π.
Alors Π+ est un sous-k-espace vectoriel de Π, stable par P+, et en utilisant la théorie
des k[[pi]] {φ}-modules admissibles d’Emerton ([Eme11]), on prouve que les invariants
sous N de Π+ forment un k-espace vectoriel de dimension finie.
En regroupant tous les résultats énoncés précédemment, on en déduit un théo-
rème de classification des représentations irréductibles de B2(Qp) (c’est le théo-
rème 3.6.11) :
Théorème. Pour tout caractère lisse χ : Q×p → k×, l’application D 7→ Ωχ(D\)
induit une bijection des classes d’isomorphisme de (ϕ,Γ)-modules irréductibles sur
k((pi)) sur l’ensemble des classes d’isomorphisme de représentations k-linéaires lisses
irréductibles de dimension infinie de B2(Qp) de caractère central χ.
Dans le cas où le corps k est fini, nous disposons d’une interprétation en termes
de représentations galoisiennes. Si V est une représentation k-linéaire irréductible
de Gal(Qp/Qp), on note Ωχ(V ) := Ωχ(D(W )\), et alors l’énoncé suivant est le
théorème 3.6.13 :
Théorème. Soit k un corps fini de caractéristique p. Alors pour tout caractère lisse
χ : Q×p → k×, l’application V 7→ Ωχ(V ) induit une bijection entre l’ensemble des
classes d’isomorphisme de représentations k-linéaires irréductibles et de dimension
finie de Gal(Qp/Qp) et l’ensemble des classes d’isomorphisme de représentations
k-linéaires lisses irréductibles de dimension infinie de B2(Qp) de caractère central χ.
De même, lorsque k est algébriquement clos, grâce à la bijection de [BV12] entre
(ϕ,Γ)-modules irréductibles et représentations irréductibles du groupe de Weil de
Qp, on dispose d’une interprétation galoisienne (c’est le théorème 3.6.15) :
Théorème. Soit k un corps algébriquement clos de caractéristique p. Alors pour tout
caractère lisse χ : Q×p → k×, l’application W 7→ Ωχ(W ) induit une bijection entre
l’ensemble des classes d’isomorphisme de représentations k-linéaires irréductibles de
dimension finie du groupe de Weil de Qp et l’ensemble des classes d’isomorphisme
de représentations k-linéaires lisses irréductibles de dimension finie de B2(Qp), de
caractère central χ.
Dans la section 5.2, nous donnons une description explicite de certaines repré-
sentations Ωχ(D\) comme quotients d’induites à support compact de caractères.
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Si σ1, σ2 sont deux caractères de Q×p , avec σ2(p) = 1, soit σ = σ1 ⊗ σ2 le caractère
de KZ défini par
σ
((
a b
0 d
))
= σ1(a)σ2(d).
Pour b ∈ B, notons [g] ∈ indBKZσ la fonction [g] : B→ k× définie par [g](h) = σ(hg)
si h ∈ KZ g−1 et [g](h) = 0 sinon. Pour λ ∈ k×, soit S(λ, σ) la sous-B2(Qp)-
représentation de indBKZσ engendrée par
λ
[(
1 0
0 p
)]
+
p−1∑
j=0
[(
1 −jp−1
0 1
)]
,
et soit Π(λ, σ) le quotient indBKZσ/S(λ, σ).
Proposition. Soit k un corps fini de caractéristique p, χ : Q×p → k×, λ ∈ k× et
h ∈ {0, . . . , p− 2}. Alors en notant D = D(ωhµλ), on a un isomorphisme
Ωχ(D
\) ' Π(λχ(p−1), χω−h ⊗ ωh).
De même au théorème 3.5.14, nous donnons une description explicite des repré-
sentations Ωχ(D) pour certains (ϕ,Γ)-modules irréductibles D de dimension supé-
rieure ou égale à 2. Soit n ≥ 2, 1 ≤ h ≤ pn−1 − 1, λ ∈ k×, et σ : KZ → k× un
caractère lisse de KZ. On note Sn(h, λ, σ) la sous-B2(Qp)-représentation de indBKZσ
engendrée par
λ
[(
1 0
0 pn
)]
+
pn−1∑
j=0
(
j
h(p− 1)
)[(
1 −jp−n
0 1
)]
.
Notons alors Πn(h, λ, σ) le quotient indBKZσ/Sn(h, λ, σ). Dans le cas où le corps des
coefficients est fini, le théorème 3.5.14 s’énonce alors de la sorte :
Proposition. Soit k un corps fini de caractéristique p, n ≥ 2, et 1 ≤ h ≤ pn−1 − 1
tel qu’il n’existe pas d’entier d diviseur strict de n tel que h soit multiple de p
n−1
pd−1 .
Pour λ ∈ k× et s ∈ {0, . . . , p− 2}, notons D = D(ind(ωhn)) ⊗ µλωs. Alors pour
χ : Q×p → k×, on dispose d’un isomorphisme
Ωχ(D
\) ' Πn(h, (−1)n−1λ−n, χω−s ⊗ ωs).
Lorsque k est algébriquement clos ou fini, ceci nous permet de décrire toutes les
représentations de dimension infinie de B2(Qp), prouvant ainsi que toutes possèdent
une présentation finie : ce sont des quotients d’induites indBKZσ par un sous-espace
engendré en tant que B2(Qp)-représentation par un nombre fini d’éléments.
Enfin, le théorème 3.6.19 prouve qu’aucune des représentations de la forme
Ωχ(D
\) n’est admissible, ce qui grâce au théorème de classification des représenta-
tions de B2(Qp) permet de prouver que les seules représentations lisses admissibles
de B2(Qp) sont les représentations de dimension finie.
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Chapitre 1
Rappels sur les représentations
galoisiennes et les (ϕ,Γ)-modules
Nous rappelons dans ce chapitre un certain nombre de résultats, et en profitons
pour fixer les notations qui nous seront utiles par la suite. Tous les résultats de cette
partie sont classiques.
1 Théorie de Galois
Soit p un nombre premier, et Qp le corps des nombres p-adiques, muni de sa va-
luation vp normalisée par vp(p) = 1, Zp = {x ∈ Qp : vp(x) ≥ 0} son anneau d’entiers
et mZp = pZp son idéal maximal. Si L est une extension finie de Qp, on note OL son
anneau d’entiers, mL son idéal maximal et kL = OL/mL son corps résiduel.
On fixe une fois pour toutes une clôture algébrique Qp de Qp, Cp sa complétion, et
on note Zp et OCp les anneaux d’entiers respectifs de Qp et Cp.
On note GQp = Gal(Qp/Qp) le groupe de Galois absolu de Qp, qui s’identifie à un
sous-groupe de décomposition en p de Gal(Q/Q).
Soit µn =
{
x ∈ Qp : xn = 1
}
le groupe des racines n-ièmes de l’unité de Qp, et
µp∞ =
⋃
n∈N µpn . Fixons une fois pour toutes une suite compatible de racines pri-
mitives pn-ièmes de l’unité, c’est-à-dire ε(0) = 1 et ε(n) ∈ µpn avec ε(1) 6= 1 et
(ε(n+1))p = ε(n). Soit alors Fn = Qp(ε(n)) et F∞ =
⋃
n∈N Fn : c’est une extension
abélienne totalement ramifiée de Qp, et on note HQp = Gal(Qp/F∞) son groupe de
Galois.
Le caractère cyclotomique de GQp est l’unique caractère χcycl : GQp → Z×p tel que
g(ζ) = ζχcycl(g),∀ζ ∈ µp∞ ,∀g ∈ GQp .
On note ω : GQp → F×p le caractère cyclotomique modulo p, c’est-à-dire la réduction
modulo p de χcycl.
Le noyau de χcycl est HQp = Gal(Qp/F∞), et donc par surjectivité du caractère
cyclotomique, on obtient un isomorphisme Γ := Gal(F∞/Qp) ' Z×p . Si a ∈ Z×p ,
on note γa l’élément de Γ correspondant à a via cet isomorphisme. Si K est une
extension finie de Qp, on note HK le noyau de χcycl : Gal(Qp/K)→ Z×p , c’est-à-dire
HK = Gal(Qp/K) ∩ HQp .
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Soit Qnrp l’extension maximale non ramifiée de Qp : c’est l’extension de Qp en-
gendrée par les µn, pour n premier à p.
Soit Frobp ∈ Gal(Fp/Fp) le Frobenius arithmétique, c’est à dire l’application x 7→ xp.
On dispose d’un morphisme Gal(Qp/Qp)  Gal(Fp/Fp) donné par g 7→ Frob− deg(g)p ,
avec deg(g) ∈ Ẑ . Le sous-groupe d’inertie IQp = Gal(Qp/Qnrp ) est le noyau de ce
morphisme, et on dispose d’une suite exacte courte :
0→ IQp → GQp → Ẑ→ 0,
ainsi que d’un isomorphisme Gal(Qnrp /Qp) ' Ẑ = lim←−n Z/nZ. Cet isomorphisme
peut s’expliciter de la manière suivante : pour chaque entier n, il existe une unique
extension Qpn/Qp non ramifiée de degré n, avec Gal(Qpn/Qp) = Gal(Fpn/Fp) =
Z/nZ. Alors Qnrp =
⋃
n∈NQpn , de sorte que Gal(Q
nr
p /Qp) = lim←−n Z/nZ.
On appelle groupe de Weil et on note WQp le sous-groupe de GQp
WQp =
{
g ∈ GQp : deg(g) ∈ Z
}
.
Par la théorie du corps de classes local, l’extension abélienne maximale de Qp
est Qabp = Qnrp · F∞, et puisque Qnrp ∩ F∞ = Qp, on a
Gal(Qabp /Qp) = Gal(Q
nr
p /Qp)×Gal(F∞/Qp) = Ẑ× Z×p .
Notons qu’avec les choix faits précédemment, cet isomorphisme est normalisé de
manière à envoyer les uniformisantes sur les Frobenius géométriques.
De même, on dispose d’un isomorphisme WabQp ' Z× Z×p ' Q×p .
2 Représentations galoisiennes
Une représentation p-adique de GQp est un Qp-espace vectoriel de dimension
finie muni d’une action continue de GQp , ou de manière équivalente, un morphisme
continu ρ : GQp → GLn(Qp). Si L est une extension finie de Qp, alors il est pertinent
de s’intéresser également à des représentations L-linéaires de GQp , c’est-à-dire des
L-espaces vectoriels de dimension finie munis d’une action continue de GQp .
Comme d’habitude, une représentation est dite irréductible si elle ne contient pas
de sous-représentation stricte non triviale. On dit que V est absolument irréductible
si V ⊗L Qp est irréductible. La proposition suivante montre que l’étude des repré-
sentations V ⊗LQp se ramène en fait à l’étude des représentations L-linéaires, pour
L extension finie de Qp.
Proposition 1.2.1 ([BM02, Lemme 2.2.1.1]). Soit ρ : GQp → GLn(Qp) une re-
présentation continue de GQp. Alors il existe une extension finie L de Qp telle que
l’image de ρ soit incluse dans GLn(L).
Démonstration. Si L est une extension finie de Qp, alors GLn(L) est un fermé de
GLn(Qp), et par continuité de ρ, ρ−1(GLn(L)) est un fermé de GQp , et GQp =⋃
L ρ
−1(GLn(L)). Les extensions finies deQp formant un ensemble dénombrable, GQp
est une union dénombrable de fermés. Comme GQp est compact, c’est un espace de
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Baire, et donc
⋃
L Int (ρ
−1 (GLn(L))) est un ouvert dense de GQp . Par définition de
la topologie de GQp , il existe donc une extension finie F de Qp, qu’on peut supposer
galoisienne quitte à l’agrandir, telle que Gal(Qp/F ) ⊂
⋃
L Int (ρ
−1 (GLn(L))). Mais
Gal(Qp/F ) est compact, et il suffit donc d’un nombre fini d’ouverts pour le recouvrir,
de sorte qu’il existe une extension finie L de Qp telle que ρ(Gal(Qp/F )) ⊂ GLn(L).
Puisque Gal(Qp/Qp)/Gal(Qp/F ) = Gal(F/Qp) est fini, quitte à agrandir un peu
L, on peut supposer que ρ(GQp) ⊂ GLn(L).
Si η : Gal(Qp/Qp) → Q×p est un caractère continu de GQp , on note Qp(η) la
représentation de dimension 1 sur Qp, de base e, et telle que g ·e = η(g)e, ∀g ∈ GQp .
De plus, si n ∈ Z, on note Qp(n) = Qp(χncycl), et pour toute représentation V , on
note V (n) = V ⊗ χncycl = V ⊗Qp(n).
Si V est une représentation L-linéaire, on note V ∗ la représentation duale dont
l’espace sous-jacent est HomL(V, L) muni de l’action
(g · f)(v) = f(g−1 · v),∀g ∈ GQp ,∀f ∈ HomL(V, L),∀v ∈ V.
Une représentation est dite non ramifiée si IQp est inclus dans son noyau, de sorte
qu’elle se factorise en une représentation de Gal(Qp/Qp)/IQp = Gal(Qnrp /Qp) ' Ẑ.
En particulier, un caractère non ramifié η : GQp → Q×p est uniquement déterminé
par l’image d’un générateur de Ẑ. Pour λ ∈ Zp×, on note µλ le caractère non ramifié
qui envoie g ∈ GQp sur λ− deg(g).
Si V est une représentation L-linéaire de GQp , on appelle réseau de V un sous
OL-module T de V , de type fini, stable sous l’action de GQp et tel que T ⊗OLL = V ,
où OL dénote l’anneau des entiers de L.
Proposition 1.2.2. Toute représentation L-linéaire de GQp admet un réseau.
Démonstration. Notons ρ : GQp → GL(V ) le morphisme continu définissant l’action
de GQp . Soit Λ0 un sous-OL-module de type fini de V tel que Λ0 ⊗OL L = V .
Alors AutOL(Λ0) est un sous-groupe ouvert de AutL(V ), et donc sa préimage G0 =
ρ−1(AutOL(Λ0)) est un sous-groupe ouvert de GQp , et par conséquent d’indice fini
car GQp est compact. La somme ∑
γ∈GQp /G0
ρ(γ)Λ0
est alors stable par GQp et est donc un réseau de V .
En particulier, si T est un réseau de V , il est possible de réduire T modulo l’idéal
maximal de OL, c’est-à-dire de considérer la représentation T = T ⊗OL kL, qui est
une représentation kL-linéaire de GQp . On parle aussi de représentation modulo p
ou de représentation modulaire. On note kL(n) := kL(ωn).
Une représentation ρ : GQp → GLn(Fp) est d’image compacte dans GLn(Fp) qui
est discret. Elle est donc finie, et il existe m ∈ N telle que ρ se factorise en
ρ¯ : GQp → GLn(Fpm).
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Les réductions modulo p de deux réseaux d’une même représentation V n’ont
a priori pas de raison d’être comparables. Toutefois, la proposition suivante prouve
que leur semi-simplifiées (c’est-à-dire la somme directe de leurs facteurs de Jordan-
Hölder) sont isomorphes :
Proposition 1.2.3 (Principe de Brauer-Nesbitt). Soit V une représentation L-
linéaire de GQp et T1, T2 deux réseaux de V . Alors les représentations modulaires
(T1 ⊗OL kL)ss et (T2 ⊗OL kL)ss
sont isomorphes. On note V la représentation semi-simplifiée de la réduction d’un
réseau de V .
La proposition suivante, aussi appelée lemme de Ribet (c’est la proposition 4.2
de [Rib76]) montre que même dans le cas de représentations irréductibles de rang
2, il existe des réseaux dont les réductions ne sont pas isomorphes avant semi-
simplification.
Proposition 1.2.4. Soit V une représentation L-linéaire de GQp, irréductible, telle
que V soit somme directe de deux caractères χ1, χ2 : GQp → k×L . Alors il existe un
réseau T de V tel que T soit une extension non triviale de χ1 par χ2.
Remarque 1.2.5. Dans la proposition précédente, χ1 et χ2 jouent des rôles sy-
métriques, de sorte que si χ1 6= χ2, alors il existe un réseau dont la réduction est
une extension non triviale de χ1 par χ2 mais aussi un réseau dont la réduction est
une extension non triviale de χ2 par χ1. Ces deux réseaux ne peuvent donc pas être
isomorphes, alors que les semi-simplifiées de leurs réductions le sont, conformément
au principe de Brauer-Nesbitt.
3 (ϕ,Γ)-modules et représentations galoisiennes : la
théorie de Fontaine
Fontaine a établi dans [Fon90] une stratégie très féconde pour étudier les repré-
sentations p-adiques de GQp , consistant à décrire les représentations galoisiennes à
l’aide de structures d’algèbre (semi)-linéaire : les (ϕ,Γ)-modules. Il existe à la fois
une théorie modulo p pour l’étude des représentations modulaires, et une théorie en
caractéristique nulle pour l’étude des représentations p-adiques, et ces deux construc-
tions sont «compatibles à la réduction modulo p» en un sens que nous détaillerons
plus tard.
L’article original de Fontaine utilise pour les différents anneaux des notations dif-
férentes de celles utilisées actuellement par la plupart des auteurs. Celles que nous
utilisons ici sont par exemple celles de Colmez et Berger. Il n’existe pas à l’heure
actuelle de référence exhaustive sur le sujet, on pourra par exemple consulter l’ar-
ticle de Berger [Ber04], les livres en préparation de Fontaine et Ouyang [FO09], de
Berger [Ber10a], ou encore les notes de cours de Brinon et Conrad [BC09].
Par souci de simplicité, et puisqu’il s’agit du seul cas dont nous aurons besoin
dans la suite, nous n’expliquons que le cas de représentations de Gal(Qp/Qp), mais
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les constructions en jeu sont bien plus générales et s’appliquent également aux re-
présentations de Gal(Qp/K), pour K extension finie de Qp, bien qu’il faille alors un
peu plus de formalisme.
3.1 Anneaux de caractéristique p et corps des normes
Nous rappelons dans cette section la construction d’un certain nombre d’an-
neaux, souvent appelés anneaux de périodes ou anneaux de Fontaine.
Soit Cp le complété d’une clôture algébrique de Qp, et OCp son anneau d’entiers.
Soit alors E˜+ l’ensemble
E˜+ := lim←−
x 7→xp
OCp =
{
(x(0), x(1), . . . ) ∈ ONCp : (x(n+1))p = x(n)
}
.
On peut le munir d’une structure d’anneau de la manière suivante : si (x(i)), (y(i))
sont deux éléments de E˜+, on pose :
(xy)(i) = x(i)y(i) et (x+ y)(i) = lim
j→∞
(x(i+j) + y(i+j))p
j
.
L’anneau E˜+ est alors un anneau parfait de caractéristique p, et valE(x) := vp(x(0))
est une valuation pour laquelle il est complet.
Soit ε l’élément de E˜+ défini par ε = (ε(n))n, où les ε(n) sont les racines de l’unité
définies précédemment. On note alors pi = ε− 1, de sorte que
valE(pi) = lim
n→∞
vp((ε
(n) − 1)pn) = p
p− 1 .
On pose E˜ := E˜+[pi−1], et il est possible de montrer que E˜ est un corps, isomorphe
à la complétion de la clôture algébrique de Fp((pi)) dans E˜.
Le groupe de Galois Gal(Qp/Qp) agit sur OCp , donnant une action continue de GQp
sur E˜. Enfin, on note ϕ l’endomorphisme x 7→ xp de E˜.
Soit E˜Qp le sous-corps des points fixes de E˜ sous HQp : E˜Qp = E˜
HQp . Il contient
EQp := Fp((pi)) car HQp fixe pi. On pose également E := E
sep
Qp
⊂ E˜ la clôture séparable
de EQp . Pour K extension finie de Qp, on note EK = EHK . C’est une extension finie
de EQp , qui ne dépend en fait que de K∞ = K · F∞, et on a bien EQp = EH .
On dispose alors d’un isomorphisme entre Gal(E/EQp) et HQp . Ce résultat est
assez surpenant : le groupe de Galois du corps local EQp , de caractéristique p, est
isomorphe au groupe de Galois d’une extension totalement ramifiée de corps locaux
de caractéristique nulle. Il s’agit là d’un cas particulier de la théorie du corps de
normes de Fontaine et Wintenberger ([FW79],[Win83]). Explicitons un peu plus
cette construction : soit NQp l’ensemble lim←−n Fn, où les applications de transition
sont les applications norme NFn+1/Fn , de sorte que NQp est l’ensemble des suites
(x0, x1, . . . ) avec xn ∈ Fn et NFn+1/Fn(xn+1) = xn. On peut définir une structure
d’anneau sur NQp en posant
(xy)i = (xiyi) et (x+ y)i = lim
j→∞
NKi+j/Ki(xi+j + yi+j).
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Alors NQp est un corps, qu’on appelle corps des normes de F∞/Qp, et dont on
montre que le groupe de Galois absolu est isomorphe à HQp .
D’un autre côté, une étude fine de la ramification permet de prouver que les applica-
tions de norme NFn+1/Fn sont «proches» de l’élévation à la puissance p, permettant
de définir un morphisme de NQp dans E˜ en envoyant (xn) ∈ NQp sur l’élément (y(n))
de E˜ défini par
y(n) = lim
m→∞
xp
m
n+m.
Cette application est en fait un isomorphisme entre NQp et EQp , et donc les deux
groupes de Galois HQp = Gal(N sepQp /NQp) et Gal(E/EQp) sont isomorphes.
La construction de Fontaine-Wintenberger fonctionne dans un cadre beaucoup plus
général que celui de l’extension F∞/Qp, ce qui est nécessaire lorsqu’on étudie des
représentations p-adiques de Gal(Qp/K) avec K extension finie de Qp.
3.2 Anneaux de caractéristique nulle
Puisque E˜ est un corps parfait de caractéristique p, il est possible de construire
l’anneau des vecteurs de Witt de E˜. Notons A˜ = W (E˜) cet anneau, et B˜ = A˜[1/p]
son corps des fractions. On note comme d’habitude [x] ∈ A˜ le relêvement de
Teichmüller d’un élément x de E˜, de sorte que
A˜ =
{ ∞∑
n=0
[xn]p
n, xn ∈ E˜
}
et B˜ =
{
+∞∑
n−∞
[xn]p
n, xn ∈ E˜
}
.
Par construction, A˜ est un anneau local d’idéal maximal pA˜, et de corps résiduel
E˜.
Puisque A˜ est un anneau de vecteurs de Witt, il est complet pour sa topologie p-
adique. Mais E˜ étant valué, il existe une autre topologie pour laquelle A˜ est complet.
Il s’agit de la topologie faible, qui fait de l’application
∑
n∈N[xn]p
n 7→ (xn)n∈N un
homéomorphisme de A˜ sur E˜N muni de la topologie produit. De plus, cette topologie
permet de munir B˜ =
⋃
n p
−nA˜ de la topologie limite inductive de la topologie faible
de A˜.
Le corps B˜ est muni d’un morphisme de Frobenius ϕ : B˜→ B˜, déduit de celui de
E˜ par fonctorialité des vecteurs de Witt. Il est également muni d’une action continue
de GQp qui prolonge celle de E˜, avec g · [x] = [g ·x]. De plus, cette action commute à
ϕ. Notons pi l’élément de A˜ défini par pi = [ε]− 1, de sorte que la réduction modulo
p de pi est pi = ε− 1 ∈ E˜. Il est alors aisé de vérifier que les actions de ϕ et GQp sur
pi sont données par
ϕ(pi) = (1 + pi)p − 1 et g · pi = (1 + pi)χcycl(g) − 1.
Si k est un corps de caractéristique p, on appelle anneau de Cohen de k un anneau
A, de valuation discrète, complet, d’idéal maximal pA et de corps résiduel k. Il existe
toujours un anneau de Cohen de k, unique à isomorphisme près, mais en général
cet isomorphisme n’est pas unique. Dans le cas où k est parfait, l’anneau des vec-
teurs de Witt de k est un anneau de Cohen de k, unique à unique isomorphisme près.
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Détaillons ici la construction d’un anneau de Cohen de E.
Soit AQp la complétion p-adique de Zp[[pi]][1/pi] à l’intérieur de A˜. De manière
équivalente,
AQp =
{∑
n∈Z
anpi
n : an ∈ Zp et lim
n→∞
a−n = 0
}
.
Alors BQp = AQp [1/p] est un corps local de corps résiduel AQp/pAQp = EQp .
Si K est une extension finie de Qp, alors il existe une unique extension finie non
ramifiée BK/BQp contenue dans B˜ et de corps résiduel EK . Soit alors B la com-
plétion p-adique de l’extension maximale non ramifiée de BQp à l’intérieur de B˜, et
A = B ∩ A˜, de sorte que A/pA = E. Le corps B est stable sous ϕ et sous l’action
de GQp . De plus, BQp = B
HQp .
On dispose alors d’un analogue du théorème 90 de Hilbert : H1(HQp ,A) = {0}
et si d ≥ 1, H1cont(HQp ,GLd(A)) = {0}, les cocycles étant continus pour la topologie
p-adique de A.
3.3 (ϕ,Γ)-modules en caractéristique p
Si V est une représentation Fp-linéaire de GQp , E⊗Fp V est une représentation
semi-linéaire de HQp . Mais par le théorème 90 de Hilbert, H1(HQp ,GLd(E)) = {0},
de sorte que toute représentation semi-linéaire de HQp est isomorphe à Ed. En par-
ticulier c’est le cas de E⊗Fp V .
Si on pose D(V ) = (E⊗Fp V )HQp , alors D(V ) est un EQp-espace vectoriel de dimen-
sion d, muni d’une action semi-linéaire de Γ = GQp /HQp . De plus, D(W ) est muni
d’un endomorphisme ϕ, semi-linéaire, provenant de ϕ⊗ idV . Comme ϕ commute à
l’action de GQp sur E, ϕ commute à l’action de Γ sur D(V ).
Définition 1.3.1. On appelle (ϕ,Γ)-module sur EQp = Fp((pi)) un espace vectoriel
D de dimension finie d sur Fp((pi)), muni d’une application semi-linéaire ϕ : D →
D, telle que Mat(ϕ) ∈ GLd(Fp((pi))) et d’une action semi-linéaire continue de Γ,
commutant à celle de ϕ.
Ainsi, le foncteur V 7→ D(V ) est défini sur la catégorie des représentations Fp-
linéaires et à valeurs dans celle des (ϕ,Γ)-modules sur Fp((pi)). Inversement, si D
est un (ϕ,Γ)-module de dimension d sur Fp((pi)), alors E ⊗Fp((pi)) D est muni d’une
application semi-linéaire ϕ := ϕE ⊗ ϕD, et Fontaine a prouvé qu’il existe alors une
base formée d’invariants sous ϕ. Par conséquent V(D) = (E ⊗Fp((pi)) D)ϕ=1 est un
Eϕ=1 = Fp-espace vectoriel de rang d, muni d’une action linéaire de GQp , héritée
de l’action de Γ sur D et de celle de HQp sur E. On vérifie que D(V(D)) ' D et
V(D(V )) ' V , et que ces constructions sont fonctorielles, établissant le théorème
suivant, qui est un premier cas de l’équivalence de catégories de Fontaine :
Théorème 1.3.2 (Équivalence de Fontaine pour les représentations modulo p).
Les foncteurs V 7→ D(V ) et D 7→ V(D) réalisent une équivalence de catégories
entre la catégorie des représentations Fp-linéaires de GQp et la catégorie des (ϕ,Γ)-
modules sur Fp((pi)). De plus, ces foncteurs sont exacts, préservent la dimension et
sont compatibles au produit tensoriel.
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3.4 (ϕ,Γ)-modules en caractéristique nulle
Les mêmes méthodes que précédemment permettent de traiter le cas des repré-
sentations de GQp à coefficients dans Zp (resp. Qp), à condition de remplacer E et
EQp par A et AQp (resp. B et BQp).
On appelle représentation Zp-linéaire de GQp un module libre de rang fini sur
Zp, muni d’une action linéaire continue de GQp , par exemple un réseau d’une repré-
sentation p-adique 1. Un (ϕ,Γ)-module sur AQp est un AQp-module libre de type
fini, muni d’un endomorphisme ϕ, semi-linéaire et tel que Mat(ϕ) ∈ GLd(AQp), et
d’une action semi-linéaire continue de Γ commutant à ϕ.
De la même manière que précédemment, on associe à une Zp-représentation V
de GQp le (ϕ,Γ)-module D(V ) := (A ⊗Zp V )HQp , qui est de même rang que V
car H1cont(HQp ,GLd(A)) = {0}. Inversement, si D est un (ϕ,Γ)-module de rang
d sur AQp , en utilisant le fait que A soit complet pour la topologie p-adique et
que A/pA = E soit séparablement clos, il est possible de montrer que A ⊗AQp D
possède une base formée d’élément fixés par ϕ. Ainsi T(D) := (A ⊗AQp D)HQp est
un A
HQp
Qp
= Zp-module libre de rang d muni d’une action linéaire continue de GQp
héritée de l’action de Γ sur D et de celle de HQp sur A.
Les deux foncteurs T 7→ D(T ) et D 7→ T(D) sont alors quasi-inverses l’un de l’autre,
et on a l’équivalence de Fontaine suivante :
Théorème 1.3.3 (Équivalence de Fontaine pour les Zp-représentations). Les deux
foncteurs T 7→ D(T ) et D 7→ T(D) réalisent une équivalence entre la catégorie des
Zp-représentations de GQp et la catégorie des (ϕ,Γ)-modules sur AQp. De plus ces
foncteurs sont exacts, préservent le rang et le produit tensoriel.
De plus, puisqueAQp/pAQp = EQp , cette équivalence de catégorie est compatible
à la réduction modulo p : si T est une Zp-représentation de GQp , alors
D(T )⊗AQp EQp = D(T ⊗Zp Fp).
Enfin, il est possible d’en déduire une équivalence de catégories similaire pour
les représentations p-adiques de GQp . Pour cela, il faudra tout de même restreindre
la catégorie de (ϕ,Γ)-modules que l’on considère.
Définition 1.3.4. On appelle (ϕ,Γ)-module sur BQp un BQp-espace vectoriel de
dimension d, muni d’un endomorphisme semi-linéaire ϕ tel que Mat(ϕ) ∈ GLd(BQp)
et d’une action continue et semi-linéaire de Γ commutant à celle de ϕ.
Un (ϕ,Γ)-module D est dit étale s’il existe une base de D dans laquelle Mat(ϕ) ∈
GLd(AQp). De manière équivalente, un (ϕ,Γ)-module sur BQp est étale si et seule-
ment si il existe un (ϕ,Γ)-module D0 sur AQp tel que D ' BQp ⊗AQp D0.
Si V est une représentation p-adique de GQp de dimension d, alors il existe un
réseau T de V , et d’après ce qui précède, A ⊗Zp V est isomorphe à Ad en tant
que représentation semi-linéaire de HQp . Alors B ⊗Zp V ' Bd, et donc D(V ) :=
1. Il s’agit d’ailleurs du seul cas puisque si T est une représentation Zp-linéaire, alors T est un
réseau de T ⊗Zp Qp.
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(B ⊗Qp V )HQp est un (ϕ,Γ)-module de rang d sur BQp = BHQp . De plus, on a
D(V ) = BQp ⊗AQp D(T ), et donc D(V ) est un (ϕ,Γ)-module étale.
Si D est un (ϕ,Γ)-module étale de dimension d, alors en utilisant l’équivalence
entre Zp-représentations de GQp et (ϕ,Γ)-modules sur AQp , on prouve que V(D) :=
(B⊗BQp D)ϕ=1 est une représentation p-adique de GQp de dimension d, et les fonc-
teurs V 7→ D(V ) et D 7→ V(D) sont quasi-inverses l’un de l’autre.
Théorème 1.3.5 (Équivalence de Fontaine pour les représentations p-adiques). Les
foncteurs V 7→ D(V ) et D 7→ V(D) réalisent une équivalence de catégories entre la
catégorie des représentations p-adiques de GQp et celle des (ϕ,Γ)-modules étales sur
BQp. De plus, ces foncteurs sont exacts, préservent la dimension et sont compatibles
au produit tensoriel.
L’intérêt des (ϕ,Γ)-modules est que l’étude des représentations galoisiennes est
ramenée à celle d’objets dont l’étude relève de l’algèbre (semi-)linéaire. En par-
ticulier, pour se donner un (ϕ,Γ)-module, il suffit de se donner deux matrices
P = Mat(ϕ) et Q = Mat(γ) où γ est un générateur de Γ = Z×p (qui est procy-
clique dès que p 6= 2) telles que
Pϕ(Q) = Qγ(P ).
Notons toutefois qu’en pratique il n’est pas facile de construire de telles matrices.
3.5 (ϕ,Γ)-modules à coefficients
Comme expliqué précédemment, nous pouvons être amenés à considérer des re-
présentations de GQp à coefficients dans une extension finie de Fp ou de Qp. Dans ce
cas il est possible de modifier un peu la définition des (ϕ,Γ)-modules afin d’obtenir
des équivalences similaires à celles que nous venons de rappeler.
Si kL est un corps fini de caractéristique p et V est une représentation kL-linéaire
de GQp de dimension d, alors V est également une représentation Fp-linéaire de
dimension [kL : Fp]d, munie d’une structure kL-linéaire. Alors D(V ) est un Fp((pi))-
espace vectoriel de dimension [kL : Fp]d, muni d’une structure kL-linéaire : c’est un
(ϕ,Γ)-module sur kL((pi)), où les actions de ϕ et Γ sur kL((pi)) sont kL-linéaires et
prolongent celles sur Fp((pi)). Ainsi, les foncteurs V 7→ D(V ) et D 7→ V(D) réalisent
une équivalence de catégorie entre la catégorie des représentations kL-linéaires de
GQp et celle des (ϕ,Γ)-modules sur kL((pi)).
De la même manière si L est une extension finie de Qp, alors on prolonge les
actions de ϕ et Γ à OL ⊗Zp AQp et L ⊗Qp BQp en les faisant agir trivialement sur
L. On a alors deux foncteurs quasi-inverses T 7→ D(T ) et D 7→ T(D) qui réalisent
une équivalence de catégorie entre représentations OL-linéaires de GQp et (ϕ,Γ)-
modules sur OL⊗AQp , et de même on dispose d’une équivalence de catégories entre
les représentation L-linéaires de GQp et les (ϕ,Γ)-modules étales sur L⊗BQp .
3.6 Représentations de hauteur finie
Les (ϕ,Γ)-modules sont définis sur des anneaux de séries dont la manipulation
peut s’avérer délicate en raison de la présence d’éventuels dénominateurs en pi. On
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appelle représentation de hauteur finie une représentation dont le (ϕ,Γ)-module ne
possède pas de dénominateurs. De manière précise, posons A+ = A∩A˜+ = B∩A˜+,
et B+ = A+[1/p].
On note alors A+Qp = (A
+)HQp et B+Qp = (B
+)HQp = A+K [1/p], de sorte que A
+
Qp
=
Zp[[pi]] et B+Qp = Zp[[pi]][1/p].
Définition 1.3.6. Si V est une représentation p-adique de GQp , on pose
D+(V ) = (B+ ⊗Qp V )HQp .
On dit que V est de hauteur finie siD(V ) possède une base surBQp formée d’élément
de D+(V ).
Si V est de hauteur finie et T est un réseau de V , alors D+(T ) = (A+⊗Zp T )HQp
est un A+Qp-module libre de rang dimV , et il contient une base de D(T ) sur AQp ,
cf [Fon90, B.1.4.2].
3.7 (ϕ,Γ)-modules irréductibles en caractéristique p
Si k est un corps fini de caractéristique p, nous savons décrire toutes les repré-
sentations k-linéaires irréductibles de Gal(Qp/Qp), et expliciter leurs (ϕ,Γ)-modules.
Le cas le plus simple est celui des représentations de dimension un : une telle
représentation est de la forme V = ωrµλ, avec λ ∈ k×. Alors son (ϕ,Γ)-module
D(V ) possède une base e, dans laquelle les actions de ϕ et Γ sont données par :
ϕ(e) = λe et γ(e) = ωr(γ)e.
Si n est un entier supérieur ou égal à un, on définit un caractère ωn de IQp
comme suit. Commençons par choisir pin ∈ Qp une racine (pn−1)-ième de p, et pour
g ∈ IQp , posons
ωn(g) =
g(pin)
pin
∈ µpn−1(Zp) 7→ Fp×.
Cette définition ne dépend pas du choix de pin, mais dépend par contre du choix
d’un plongement µpn−1(Zp) ↪→ Fp×. Les différents plongements possibles donnent
alors ωn, ωpn, . . . , ωp
(n−1)
n , ce qui ne sera pas important pour la suite, et nous fixons
donc une fois pour toutes un tel plongement et donc ωn. Un tel caractère est appelé
caractère fondamental de Serre de niveau n, et a été introduit par Serre dans [Ser72].
De plus il est clair sur la définition qu’un caractère fondamental de niveau n peut
se prolonger en un caractère de Gal(Qp/Qpn), et on a ω1 = ω
(pn−1)/(p−1)
n = ω le
caractère cyclotomique usuel.
Définition 1.3.7. Si 1 ≤ h ≤ pn − 1, h est dit primitif s’il n’est pas multiple d’un
pn−1
pd−1 pour d diviseur strict de n.
Lemme 1.3.8. Si 1 ≤ h ≤ pn−1 − 1, et en−1 . . . e1e0 est le développement en base
p de h, alors h est primitif si et seulement l’application i 7→ ei de Z/nZ dans
{0, . . . , p− 1} n’admet pas de période strictement inférieure à n.
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Démonstration. Remarquons juste que p
n−1
pd−1 =
∑n/d−1
i=0 p
i, et que donc si 1 ≤ k ≤
pd − 1, alors le développement en base p de k pn−1
pd−1 est celui de k répété n/d fois. En
particulier, il est périodique de période d.
Inversement, si le développement de h est périodique de période d, alors en notant
k = e0 + pe1 + · · ·+ pd−1ed−1, alors h = k pn−1pd−1 .
Si 1 ≤ h ≤ pn−1 est primitif, alors les caractères ωhn, . . . , ωpn−1hn sont deux à deux
distincts, de sorte que ind
GQp
GQpn
ωhn est une représentation irréductible de dimension n
de Gal(Qp/Qp). Sa restriction au sous-groupe d’inertie est alors
⊕n−1
i=0 ω
pih
n , et son
déterminant est ωh multiplié par un caractère non ramifié. On note alors ind(ωhn)
la tordue de cette représentation par un caractère non ramifié choisi de sorte que
le déterminant de ind(ωhn) soit ωh. Notons que cette définition est indépendante
du choix du caractère fondamental de niveau n. Ces représentations décrivent alors
toutes les représentations absolument irréductibles de dimension n de Gal(Qp/Qp)
(une preuve se trouve par exemple dans [Ber10c, corollaire 2.1.5]).
Proposition 1.3.9. Si k est un corps fini de caractéristique p, une représentation
k-linéaire absolument irréductible de dimension n de Gal(Qp/Qp) est isomorphe à
ind(ωhn) ⊗ µλ, avec 1 ≤ h ≤ pn − 2 primitif et λ ∈ Fp
× tel que λn ∈ k×. De plus,
ind(ωhn)⊗ µλ ne dépend que de λn, et pas de λ.
Berger a également décrit les (ϕ,Γ)-modules qu’on obtenait de la sorte :
Proposition 1.3.10 ([Ber10c, théorème 2.1.6]). Soit n ≥ 2 et 1 ≤ h ≤ pn − 2
primitif. Alors le (ϕ,Γ)-module D(ind(ωhn)) est défini sur Fp((pi)) et possède une
base e0, . . . , en−1 dans laquelle γ(ej) =
(
ω(γ)pi
γ(pi)
)hpj(p−1)/(pn−1)
si γ ∈ Γ, ϕ(ej) = ej+1
si 0 ≤ j ≤ n− 2 et ϕ(en−1) = (−1)n−1pi−h(p−1)e0.
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Chapitre 2
Sur la réduction des représentations
cristallines de dimension 2
1 Théorie de Hodge p-adique
En toute généralité, l’étude des représentations galoisiennes p-adiques peut être
très complexe. Initiée par Serre et Tate, puis développée par Fontaine et de nom-
breux autres auteurs, la théorie de Hodge p-adique a pour but de classifier ces repré-
sentations en différentes catégories : les représentations de de Rham, semi-stables,
cristallines, etc.
Les motivations de Fontaine et son école étaient de pouvoir caractériser la compo-
sante locale des représentations provenant de la géométrie algébrique, essentiellement
les représentations obtenues en considérant la cohomologie étale des variétés propres
et lisses sur un corps p-adique. Une telle caractérisation est encore essentiellement
conjecturale à l’heure actuelle : c’est l’objet de la conjecture de Fontaine-Mazur.
Nous ne rappelons ici que les constructions dont nous aurons besoin par la suite, qui
concernent principalement les représentations cristallines, le détail des constructions
en jeu peut se trouver par exemple dans [Fon94a], ou sous une forme plus moderne
dans [BC09].
1.1 Représentations de Hodge-Tate
Le groupe GQp agit continument sur Cp, et si V est une représentation p-adique
de GQp , alorsCp⊗V est une représentation semi-linéaire de GQp , de même dimension
que V .
Les représentations semi-linéaires de GQp ont d’abord été étudiées par Serre et Tate,
dans le but d’étudier les représentations p-adiques provenant de variétés abéliennes
à bonne réduction sur un corps p-adique.
Si W est une représentation semi-linéaire de GQp , et q ∈ Z, notons
W {q} = W (q)GQp ' {w ∈ W : g(w) = χcycl(g)−qw,∀g ∈ GQp} .
W {q} est un sous-Qp-espace vectoriel de W (q), mais n’est pas canoniquement
un sous-espace de W , l’isomorphisme précédent dépendant d’un choix d’une base de
Zp(1). De plus, W {q} ne contient pas de Cp-droite.
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On dispose d’un morphisme Qp-linéaire et GQp-équivariant :
Qp(−q)⊗Qp W {q} ↪→ Qp(−q)⊗Cp W (q) ' W
et donc, après extension des scalaires à Cp, on dispose d’une application
Cp(−q)⊗Qp W {q} → W.
Il est facile de prouver que l’application
ζW :
⊕
q
(Cp(−q)⊗Qp W {q})→ W
est injective. En particulier les W {q} sont tous de dimension finie, presque tous
nuls, et
∑
dimQpW {q} ≤ dimCpW , avec égalité si et seulement si ζW est un iso-
morphisme.
Définition 2.1.1. Soit V une représentation p-adique de GQp et W = Cp⊗Qp V la
représentation semi-linéaire de GQp associée. On dit que V est une représentation
de Hodge-Tate, si ζW est un isomorphisme. On appelle alors poids de Hodge-Tate
de V les entiers q tels que W {q} soit non nul, et on appelle multiplicité du poids q
la dimension sur Qp de W {q}.
En particulier, si V est une représentation de Hodge-Tate, de poids q1, . . . , qr, de
multiplicités respectives h1, . . . , hr, alors il existe un isomorphisme (non canonique)
de représentations semi-linéaires de GQp :
Cp ⊗Qp V '
r⊕
i=1
Cp(−qi)hi .
Toutes les représentations p-adiques provenant de la géométrie sont des repré-
sentations de Hodge-Tate, bien que la réciproque ne soit pas vraie.
1.2 Formalisme des représentations admissibles
Afin de classifier les représentations p-adiques, Fontaine a mis au point une stra-
tégie utilisant différents anneaux de périodes BdR,Bst,Bcris, dont nous rappelerons
brièvement les constructions et les principales propriétés. Bien que ces anneaux
soient différents, il existe un même formalisme utile pour classifier les représenta-
tions.
Soit B une Qp-algèbre munie d’une action linéaire de GQp , de corps des fractions
C (qui est également muni d’une action linéaire de GQp telle que :
(A1) les invariants sous GQp forment un corps, noté E,
(A2) CGQp = BGQp ,
(A3) tout élément non nul b ∈ B tel que la Qp-droite engendrée par b soit stable
sous GQp est une unité de B.
24 1. THÉORIE DE HODGE P -ADIQUE
CHAPITRE 2. RÉDUCTION DES REPRÉSENTATIONS CRISTALLINES
Si V est une représentation p-adique de GQp , alors on pose DB(V ) = (B ⊗Qp
V )GQp , où GQp agit sur les deux côtés du produit tensoriel. Ainsi, DB(V ) est un
E-espace vectoriel, qui vient avec une application canonique
αV : B ⊗E DB(V )→ B ⊗E (B ⊗Qp V )→ (B ⊗E B)⊗Qp V → B ⊗Qp V.
Cette application est B-linéaire et GQp-équivariante, où GQp agit trivialement sur
DB(V ). De plus, αV est toujours injective, de sorte que dimEDB(V ) ≤ dimQp V ,
avec égalité si et seulement si αV est un isomorphisme.
Définition 2.1.2. Une représentation p-adique V de GQp est dite B-admissible si
αV est un isomorphisme, c’est-à-dire si dimEDB(V ) = dimQp V .
On peut prouver que V 7→ DB(V ) est exact, qu’une sous-représentation ou
un quotient d’une représentation B-admissible est encore B-admissible, et que le
produit tensoriel de deux représentations B-admissibles est encore admissible, avec
DB(V1 ⊗Qp V2) = DB(V1)⊗E DB(V2).
En revanche, il n’est pas toujours vrai qu’une extension de deux représentations
admissibles le soit encore.
Exemple 2.1.3. Soit BHT =
⊕
qCp(q), où la multiplication est définie par les
applications naturelles Cp(q) ⊗ Cp(q′) ' Cp(q + q′). Alors BHT vérifie toutes les
hypothèse précédentes, et une représentation V est BHT-admissible si et seulement
si elle est de Hodge-Tate.
L’intérêt du formalisme des représentations admissibles est que lorsque B est
muni de structures additionnelles (une filtration, un endomorphisme ϕ, etc), alors
DB(V ) est un E-espace vectoriel muni de ces structures additionelles, et donc l’étude
des représentations B-admissibles peut se faire via l’étude des DB(V ), étude qui
relève plutôt de l’algèbre linéaire.
1.3 Le corps BdR et les représentations de de Rham
Rappelons que l’on a défini précédemment A˜ comme étant l’anneau des vecteurs
de Witt de E˜. Soit alors θ : A˜+ → OCp le morphisme défini par
θ
(∑
i∈N
pi[xi]
)
=
∑
i∈N
pix
(0)
i .
Il s’étend naturellement en un morphisme surjectif θ : B˜+ → Cp. Toutefois, θ n’est
pas injectif, par exemple car θ(pi) = θ([ε]− 1) = 1− 1 = 0.
Il est toutefois possible de montrer que le noyau de θ : A˜+ → OCp est principal. Un
générateur en est construit de la façon suivante : soit ε1 = (ε(1), . . . ), de sorte que
εp1 = ε, et soit ω =
[ε]−1
[ε1]−1 . Alors
θ(ω) =
εp1 − 1
ε− 1 = 1 + ε
(1) + · · ·+ ε(p−1)1 = 0,
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de sorte que ω ∈ Kerθ, et il est en fait possible de prouver que Ker(θ) = (ω).
On définit alors B+dR comme étant le complété séparé de B˜
+ pour la topologie
ker(θ)-adique :
B+dR := lim←−
h
B˜+/ker(θ)h.
L’anneau B+dR est un anneau de valuation discrète, complet et de corps résiduel
Cp. De plus il est naturellement muni d’une action de GQp , et d’une application
θ : B+dR → Cp. Tout élément de B+dR d’image non nulle par θ est inversible dans
B+dR, et en particulier le noyau de θ : B
+
dR → Cp est principal, engendré par [ε]− 1.
Soit t l’élément de B+dR défini par
t =
∑
k≥1
(−1)k−1([ε]− 1)k
k
.
Nous pouvons penser à t comme étant un logarithme de [ε]. En particulier, on peut
prouver que l’action de GQp sur t est donnée par g(t) = χcycl(g)t,∀g ∈ GQp .
L’élément t est alors tel que t/([ε]− 1) est une unité de B+dR, de sorte que le noyau
de θ : B+dR → Cp est également engendré par t. Tout élément x ∈ B+dR peut
s’écrire de manière unique x = thx0, avec x0 ∈ B+dR tel que θ(x0) 6= 0, de sorte
que BdR = B+dR[1/t] est un corps. Sur BdR, on met la filtration Fil
iBdR = t
iB+dR, et
en vertu des formules décrivant l’action de GQp sur t, cette filtration est stable sous
GQp .
Disons quelques mots de la topologie de BdR, qui ne possède pas de topologie
p-adique. Si h ≥ 1, alors on définit une valuation vh sur B˜+/ker(θ)h comme suit : il
existe une application A˜+ → B˜+/ker(θ)h et on pose alors
vh(x) = sup
{
n ∈ Z : p−nx ∈ Im(A˜+)
}
,
ce qui définit bien une valuation. En fait, ker(θ)h est un sous-espace fermé de B˜+,
qui est un espace de Banach pour sa topologie p-adique, et la norme définie par vh
est équivalente à la norme quotient. En particulier, B˜+/ker(θ)h est un espace de
Banach, et on met sur B+dR = lim←−h B˜
+/ker(θ)h la topologie de la limite projective,
qui en fait un espace de Fréchet. La topologie sur BdR =
⋃
n t
−nB+dR est alors la
topologie de la limite inductive.
L’action de GQp sur BdR est continue pour cette topologie, et B
GQp
dR = Qp.
Par ce qui a été dit précédemment, et car BdR est un corps, il vérifie les hypo-
thèses (A1 − A3) de la section 1.2, de sorte qu’il est possible de parler de repré-
sentations BdR-admissibles : de telles représentations sont appelées représentations
de de Rham, et en particulier, on peut prouver que ce sont des représentations de
Hodge-Tate. Faltings a prouvé que toutes les représentations provenant de la géo-
métrie (plus précisément, la cohomologie étale p-adique d’une variété propre et lisse
sur une extension finie de Qp) sont de de Rham.
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1.4 L’anneau Bcris et les représentations cristallines
L’anneau B+dR que nous venons d’introduire est en un certain sens trop gros, par
exemple il n’existe pas de prolongement naturel de ϕ : B˜+ → B˜+ à B+dR, notamment
car kerθ ⊂ B˜+ n’est pas stable par ϕ. En effet, si p˜ est un élément de E˜+ tel que
p˜(0) = p, alors θ([p˜1/p]−p) 6= 0, et donc par ce qui a été dit précédemment, [p˜1/p]−p
est inversible dans B+dR, avec 1/([p˜
1/p]− p) ∈ B+dR. Mais si ϕ : B+dR → B+dR prolonge
ϕ : B˜+ → B˜+, alors ϕ(1/([p˜1/p]− p)) = 1/([p˜]− p) ∈ B+dR. Or θ([p˜]− p) = 0, et donc
1/([p˜]− p)) 6∈ B+dR.
Pour pallier à ce problème, Fontaine a introduit dans [Fon94a] un sous-anneau B+cris
de B+dR, formé de limites de suites de B
+
dR satisfaisant certaines conditions de crois-
sance.
Rappelons qu’un élément de B+dR peut s’écrire (de manière non nécessairement
unique)
∑
n∈N xnω
n, avec xn ∈ B+dR. On pose alors
B+cris :=
{
x ∈ B+dR : x =
∞∑
n=0
xn
ωn
n!
, avec xn → 0 dans B˜+
}
.
Il est possible (voir [Fon94a] pour les détails) de munir B+cris d’un morphisme ϕ qui
prolonge celui de B˜+. En particulier, l’élément t ∈ B+cris vérifie ϕ(t) = pt. Si l’on
pense à t comme à un logarithme de [ε], alorsLà encore, il faudrait connaître les
détails de la construction de ϕ pour le prouver rigoureusement, mais une bonne
heuristique est que t = log([ε]), ϕ([ε]) = [ε]p et donc log([ε]p) = p log([ε]). De plus,
l’endomorphisme ϕ : B+cris → B+cris est injectif et commute à l’action de GQp .
On pose Bcris := B+cris[1/t] Il s’agit d’un sous-anneau de BdR, muni d’un Frobenius ϕ
et d’une action de GQp qui commute à ϕ. De plus, il hérite de la filtration de BdR :
FiliBcris = Fil
iBdR ∩Bcris,
pour laquelle (Fil0Bcris)ϕ=1 = Qp.
De plus,Bcris vérifie toutes les hypothèses de la section 1.2. En effet, c’est uneQp-
algèbre topologique munie d’une action linéaire de GQp . On appelle alors représen-
tation cristalline une représentation Bcris-admissible, et si V est une représentation
p-adique de GQp , on note
Dcris(V ) = (Bcris ⊗Qp V )GQp ,
de sorte que V est cristalline si et seulement si dimQpDcris(V ) = dimQp V . En
particulier, il est aisé de voir qu’une représentation cristalline est de de Rham, et
donc de Hodge-Tate. En effet, puisque Bcris ⊂ BdR, on a
dimQpDcris(V ) ≤ dimQp(BdR ⊗Qp V )GQp ≤ dimQp V,
et donc si dimQpDcris(V ) = dimQp V , alors dimQp(BdR ⊗Qp V )GQp = dimQp V .
Les représentations cristallines ont été introduites pour étudier les représenta-
tions provenant de la géométrie algébrique. Ainsi, elles fournissent par exemple un
critère pour déterminer à quelle condition une variété abélienne A sur Qp possède
bonne réduction : c’est le cas si et seulement si son module de Tate Vp(A) est une
représentation cristalline de GQp (critère de Coleman-Iovita). De nombreuses autres
représentations provenant de la géométrie sont en fait cristallines, c’est par exemple
le cas des représentations associées à des formes modulaires, comme nous le verrons
à la section 3.
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1.5 Représentations cristallines et ϕ-modules filtrés
Sur l’anneau Bcris, nous disposons d’un endomorphisme ϕ et d’une filtration, que
nous pouvons utiliser afin d’enrichir un peu la structure de Dcris(V ).
Sur Bcris⊗QpV , on définit un endomorphisme ϕ par ϕ(b⊗v) = ϕ(b)⊗v, qui commute
alors à l’action de GQp . Il est également possible de munir Dcris(V ) d’une filtration
en posant
Fili(Dcris(V )) = (Fil
iBcris ⊗Qp V )GQp .
Il s’agit alors d’une filtration par des Qp-espaces vectoriels de dimension finie, sé-
parée et exhaustive. De plus, lorsque V est cristalline, les poids de Hodge-Tate sont
exactement les opposés des entiers i tels que FiliDcris(V ) 6= Fili+1Dcris(V ). Enfin, si
i est un poids de Hodge-Tate de V , alors la multiplicité de i est la dimension sur Qp
de gr−iDcris(V ) := Fil−iDcris(V )/Fil−i+1Dcris(V ).
Définition 2.1.4. On appelle ϕ-module filtré sur Qp un Qp-espace vectoriel D de
dimension finie muni d’une application linéaire ϕ et d’une filtration décroissante
par des sous-Qp-espaces vectoriels FiliD, séparée et exhaustive, c’est-à-dire tels que
FiliD = D pour i 0 et FiliD = {0} pour i 0.
Remarque 2.1.5. On ne demande pas de condition de compatibilité entre ϕ et
la filtration sur D, notamment la filtration n’a pas de raison d’être stable par ϕ,
ce qui en général n’est pas le cas pour le ϕ-module filtré Dcris(V ) associé à une
représentation cristalline V .
Le foncteur V 7→ Dcris(V ) est donc un foncteur tensoriel exact de la catégorie
des représentations cristallines de GQp dans celle des ϕ-modules filtrés sur Qp, qui
préserve la dimension. Il n’est pas essentiellement surjectif, mais il est tout de même
possible de décrire son image essentielle.
SiD est un ϕ-module filtré de dimension un, et si d en est une base, soit λ ∈ Qp tel
que ϕ(d) = λd. On pose alors tN(D) = vp(λ), et tH(D) = max
{
i ∈ Z : FiliD = D}.
Si D est un ϕ-module filtré de dimension supérieure, alors detD est un ϕ-module
filtré de dimension un, où la filtration sur detD est celle déduite de la filtration sur
D ⊗ · · · ⊗D, la filtration sur un produit tensoriel étant celle définie par
Fili(D1 ⊗D2) =
∑
i1+i2=i
(Fili1D1)⊗ (Fili2D2).
Ainsi, detD est un ϕ-module filtré de dimension un, et on pose tN(D) := tN(detD)
et tH(D) := tH(detD).
Définition 2.1.6. Un ϕ-module filtré D est dit faiblement admissible si :
– ϕ est bijectif,
– tN(D) = tH(D),
– pour tout sous-objet D′ (c’est-à-dire un sous-espace vectoriel stable par ϕ et
muni de la filtration induite) de D, tH(D′) ≤ tN(D′).
Si V est une représentation p-adique de GQp , alors Fontaine a prouvé dans
[Fon94b] que Dcris(V ) est un ϕ-module filtré faiblement admissible, et on appelle
ϕ-module filtré admissible un ϕ-module filtré D tel qu’il existe une représentation
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cristalline V telle que D ' Dcris(V ). Cette terminologie, qui est la terminologie ori-
ginelle de Fontaine a été rendue osbolète par le théorème suivant prouvé par Colmez
et Fontaine dans [CF00] :
Théorème 2.1.7 (Faiblement admissible implique admissible). Un ϕ-module fil-
tré faiblement admissible est admissible. En particulier, le foncteur V 7→ Dcris(V )
est une équivalence de catégories entre représentations p-adiques cristallines et ϕ-
modules filtrés faiblement admissibles. De plus, un quasi-inverse au foncteur Dcris
est donné par D 7→ Vcris(D) = Fil0(Bcris ⊗Qp D)ϕ=1.
Remarque 2.1.8. SiD est un ϕ-module filtré faiblement admissible, alors Homϕ,Fil(Bcris, D)
est une représentation galoisienne, isomorphe à V(D)∗.
Comme il est beaucoup plus facile de manipuler des ϕ-modules que des repré-
sentations galoisiennes, cette équivalence de catégories permet de travailler plus
facilement avec les représentations cristallines.
Nous aurons par la suite besoin de manipuler des L-représentations cristallines
de GQp , où L est une extension finie de Qp : si V est une représentation L-linéaire de
GQp , on dit que V est cristalline si elle l’est en tant que représentation Qp-linéaire.
Dans ce cas, Dcris(V ) est en fait un L-espace vectoriel, avec une filtration par des
sous-L-espaces vectoriels et ϕ est L-linéaire : c’est un ϕ-module filtré sur L. Il s’agit
encore d’un ϕ-module filtré faiblement admissible (c’est-à-dire admissible en tant
que ϕ-module filtré sur Qp), et le théorème de Colmez-Fontaine s’étend en une
équivalence de catégories préservant la dimension entre représentations L-linéaires
cristallines et ϕ-modules filtrés faiblement admissibles à coefficients dans L (voir
[BM02, Corollaire 3.1.1.3]).
Remarque 2.1.9. On pourrait également considérer des ϕ-modules filtrés à co-
efficients dans Qp, mais il n’est pas difficile de voir qu’un tel objet est toujours
obtenu par extension des scalaires d’un ϕ-module filtré à coefficients dans L, avec
L extension finie de Qp. Ce résultat fait écho à la proposition 1.2.1 côté galoisien.
Il est aisé de décrire les caractères cristallins de GQp , c’est-à-dire les représenta-
tions cristallines de dimension un : ce sont les produits d’une puissance entière du
caractère cyclotomique par un caractère non ramifié. En particulier, les Qp(n) sont
des représentations cristallines. De plus, si η = χncyclµλ, alors Dcris(Qp(η)) = Qpe
avec
ϕ(e) = λ−1p−ne et FiliDcris(Qp(η)) =
{
0 si i > −n
Qpe si i ≤ −n.
Dans la suite nous nous intéresserons plus particulièrement aux représentations
cristallines absolument irréductibles de GQp , de dimension 2. La remarque 2.1.9 per-
met de se ramener à une classification des ϕ-modules filtrés faiblement admissibles
à coefficients dans Qp, irréductibles et de dimension 2. Ceci a été fait par Breuil et
Mézard dans [BM02, 3.1.2].
Il y est montré que si D est un ϕ-module filtré faiblement admissible, irréductible,
de dimension 2 tel que les poids de Hodge-Tate de Vcris(D) soient 0 et −(k − 1),
avec k ≥ 1 (ce qu’on peut toujours supposer quitte à tordre par une puissance de
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χcycl, puisque les Qp(n) sont cristallines) alors k ≥ 2 et il existe une base e1, e2 de
D, µ ∈ Zp× et ν ∈ mZp tels que
{
ϕ(e1) = p
k−1µe2
ϕ(e2) = −e1 + νe2
et FiliD =

D si i ≤ 0
Qpe1 si 1 ≤ i ≤ k − 1
0 si i ≥ k − 1.
Quitte à tordre par un caractère non ramifié, on peut supposer que µ = 1.
Pour k ≥ 2 et ap ∈ Zp, on note Dk,ap le ϕ-module filtré 1 de dimension deux de
base e1, e2 sur Qp, défini par
{
ϕ(e1) = p
k−1e2
ϕ(e2) = −e1 + ape2
et FiliDk,ap =

0 si i ≥ k
Qpe1 si 1 ≤ i ≤ k − 1
Dk,ap si i ≤ 0.
On note Vk,ap = Homϕ,Fil(Bcris, Dk,ap) la représentation cristalline telle que Dk,ap =
Dcris(V
∗
k,ap
). Remarquons qu’alors V ∗k,ap = Vk,ap(1− k).
Par ce qui vient d’être dit, on a prouvé la proposition suivante :
Proposition 2.1.10. Les représentations Qp-linéaires de GQp, cristallines, irré-
ductibles, de dimension 2, sont exactement les Vk,ap ⊗ χ, pour k ≥ 2, ap ∈ mZp et χ
caractère cristallin de GQp.
Remarque 2.1.11. La définition que nous avons donnée de Vk,ap autorise ap à être
une unité p-adique. Dans ce cas, Vk,ap n’est plus irréductible. Il est montré dans
[BM02], section 3.1.2 et proposition 4.1.1, que Vk,ap est réductible non scindée, et
que V k,ap = ωk−1µap−1 ⊕ µap .
1.6 Modules de Wach
Afin d’étudier les représentations cristallines, nous disposons de deux types d’ob-
jets d’algèbre linéaire : les ϕ-modules filtrés admissibles et les (ϕ,Γ)-modules. Il est
naturel de se demander s’il existe un lien entre ces deux objets, et si le fait qu’une
représentation soit ou non cristalline puisse se lire sur son (ϕ,Γ)-module. Une ré-
ponse affirmative à été apportée par des travaux de Wach ([Wac96]), complétés plus
tard par Colmez ([Col99]), puis par Berger ([Ber04]).
Rappelons que A+Qp = Zp[[pi]] et que B
+
Qp
= Zp[[pi]][1/p]. Dans la suite, on note q
l’élément de A+Qp défini par q =
ϕ(pi)
pi
= p+ · · ·+ pip−1.
Le point de départ est un théorème de Colmez, qui affirme que toute représenta-
tion cristalline est de hauteur finie, résultat qui avait déjà été prouvé par Wach en
utilisant les résultats de Fontaine-Lafaille si les poids de Hodge-Tate de la représen-
tation appartenaient tous à un intervalle de longueur p− 1.
Ainsi, si T est un réseau d’une représentation cristalline V , alors D(T ) = AQp⊗A+Qp
1. La notation ap vient du fait que de telles représentations sont les représentations associées à
des formes modulaires, ne dépendant que du p-ième coefficient du q-développement de f .
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D+(T ).
Berger a montré dans [Ber04] qu’en précisant une construction déjà faite par
Wach, on pouvait trouver dans le (ϕ,Γ)-module d’une représentation cristalline un
B+Qp-module possèdant de bonne propriétés, l’intérêt d’un tel objet étant qu’il est
bien plus facile à manipuler qu’un (ϕ,Γ)-module, de par l’absence de dénominateurs
en pi. Plus précisément, si V est une représentation L-linéaire de GQp à poids de
Hodge-Tate dans [a, b], alors V est cristalline si et seulement si il existe un L⊗QpB+Qp-
module N(V ) inclus dans D(V ) tel que
– N(V ) est libre sur L⊗Qp B+Qp , de rang dimL V ,
– N(V ) est stable sous l’action de Γ, et cette action est triviale surN(V )/piN(V ),
– ϕ(pibN(V )) ⊂ pibN(V ) et pibN(V )/ϕ∗(pibN(V )) est tué par qb−a.
Un module vérifiant ces propriétés est appelé module de Wach sur B+Qp ⊗Qp L,
à poids dans [a, b], et est unique lorsqu’il existe.
De plus, le foncteur V 7→ N(V ) est une équivalence de catégories entre la catégorie
des représentations cristallines et celle des modules de Wach sur B+Qp⊗Qp L, et cette
équivalence préserve les poids.
Si V est une représentation cristalline à poids de Hodge-Tate dans [a, b], et si
T est un réseau de V , alors N(T ) = D(T ) ∩ N(V ) est un OL ⊗Zp A+Qp-module
libre de rang dimL V vérifiant les mêmes propriétés que N(T ) : on dit que N(T )
est un module de Wach sur OL⊗Zp A+Qp , et c’est l’unique sous-OL⊗Zp A+Qp-module
de N(V ) vérifiant ces propriétés. De plus, l’application T 7→ N(T ) est une bijec-
tion entre les réseaux de V et les modules de Wach surOL⊗ZpA+Qp inclus dansN(V ).
Berger a prouvé le résultat suivant, qui montre que le ϕ-module filtré d’une
représentation cristalline est encodé dans son module de Wach.
Proposition 2.1.12 ([Ber04, Corollaire III.4.5]). Si V est une représentation cris-
talline de GQp, et si on munit N(V ) de la filtration
FiliN(V ) =
{
x ∈ N(V ) : ϕ(x) ∈ qiN(V )} ,
alors les ϕ-modules filtrés Dcris(V ) et N(V )/piN(V ) sont isomorphes.
2 La théorie des pentes de Kedlaya
Dans [Ked08], Kedlaya a développé une théorie des polygones de Newton pour
des anneaux de polynômes tordus par un Frobenius sur un corps de caractéristique
positive, qui nous permettront par la suite d’avoir un critère simple pour savoir si
une représentation modulo p est réductible ou non. La plupart des résultats de cette
partie sont dûs à Kedlaya.
Dans toute cette partie, on se fixe un corps k de caractéristique p, et on note
F = k((piQ)) l’anneau des séries de Hahn sur k, c’est-à-dire l’ensemble des fonctions
f : Q → k à support bien ordonné. On note a = ∑r∈Q arpir un élément de F .
Alors F possède une structure de corps une fois muni de l’addition composante par
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Figure 2.1 – Polygone de Newton d’un polynôme à cinq monômes
composante et du produit de convolution(∑
q
aqpi
q
)(∑
r
brpi
r
)
=
∑
s∈Q
(∑
q+r=s
aqbr
)
pis.
On munit F de la valuation pi-adique, c’est à dire celle qui envoie a sur vF (a) =
min {r ∈ Q : ar 6= 0}, et F est complet pour cette valuation.
Soit φ un automorphisme de F de la forme φ(
∑
arpi
r) =
∑
arpi
qr, avec q rationnel
supérieur ou égal à 1, de sorte que vF (φ(a)) = qvF (a).
Soit F {T} l’anneau des polynômes sur F tordus par φ, c’est-à-dire tels que
Ta = φ(a)T . Il est alors bien connu que F {T} est muni d’une division euclidienne
à droite :
Proposition 2.2.1 (Ore). Soient P,Q ∈ F {T}. Alors il existe un unique couple
(Q1, R) ∈ F {T}2 tel que P = Q1Q+R, avec degR < degQ.
Définition 2.2.2. Pour i ∈ N, on pose [i] = ∑i−1j=0 qj, de sorte que [0] = 0, [1] = 1
et [i+ j] = [i] + qi[j]. Si P =
∑
i∈N aiT
i ∈ F {T}, on définit le polygone de Newton
homogène de P comme étant l’enveloppe convexe inférieure de l’ensemble des points
{(−[i], vF (ai)), i ∈ N} .
On appelle alors pentes (homogènes) de P les pentes du polygone de Newton de P .
Remarque 2.2.3. Multiplier P à gauche par un élément de F de fait que décaler
le polygone vers le haut ou vers le bas, mais ne change pas l’ensemble de ses pentes.
Cette définition est plus pratique pour les calculs, mais il existe également une
autre normalisation des polygones de Newton :
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Définition 2.2.4. Soient P =
∑
i∈N aiT
i ∈ F {T} non nul, et z ∈ F . On appelle po-
lygone de Newton inhomogène de (P, z) l’enveloppe convexe inférieure de l’ensemble
des points {
(−qi, vF (ai)), i ∈ N
} ∪ {(0, vF (z))} .
Remarque 2.2.5. Les pentes du polygone de Newton inhomogène qui ne contiennent
pas le point {0, vF (z)} sont égales à (q − 1)−1 fois la pente correspondante du po-
lygone de Newton homogène de P . En particulier les pentes inhomogènes de (P, 0)
sont les pentes homogènes de P divisées 2 par q − 1.
Comme dans le cas des polygone des Newton «classiques», il existe un lien entre
les pentes du polygone de P et les valuations des éléments x de F tels que P (φ)(x) =
0. Le résultat suivant est dû à Kedlaya (proposition 2.5.7 de [Ked08]).
Proposition 2.2.6. Soient P (T ) ∈ F {T} non nul et z ∈ F . Si r ∈ Q est une pente
du polygone de Newton inhomogène de (P, z), alors il existe x ∈ F avec vF (x) = r
et P (φ)(x) = z.
Ce résultat très général nous intéressera uniquement dans le cas z = 0, nous
garantissant l’existence d’une solution de valuation r à P (φ)(x) = 0 dès que l’une
des pentes de P est égale à r . Toutefois, il serait intéressant d’avoir une réciproque :
si P (φ)(x) = 0 avec vF (x) = r, est-ce qu’une pente de P est égale à r ?
En réalité, nous n’aurons besoin d’une telle réciproque que dans le cas où P est
de degré 2, nous ne donnons donc la preuve que dans ce cas-là (mais un tel résultat
doit être valable dans un cadre bien moins restrictif).
Soit donc P ∈ F {T} de degré 2, et x ∈ F tel que P (φ)(x) = 0. Par le lemme de
division euclidienne à droite, on peut écrire P = (aT − 1)(bT − 1) où b = x
φ(x)
et
a ∈ F . Il s’agit alors de montrer que vF (x) est une pente inhomogène de P . Notons
que vF (x)(q−1) = −vF (b) est bien la pente de bT−1. Avec les notations précédentes,
on a P = (aT − 1)(bT − 1) = aφ(b)T 2 − (a+ b)T + 1, et pour calculer les pentes, il
nous faut différencier plusieurs cas :
– si vF (a) < vF (b), alors les points dont on prend l’enveloppe convexe sont
(−(q + 1), vF (a) + qvF (b)); (−1, vF (a)) et (0, 0).
Le polygone de Newton possède donc deux pentes qui sont −vF (b) et −vF (a).
– Si vF (b) < vF (a), alors on considère l’enveloppe convexe de (−(q+ 1), vF (a) +
qvF (b)); (−1, vF (b)) et (0, 0). Là encore, le polygone possède deux pentes qui
sont
vF (a) + (q − 1)vF (b)
−q et − vF (b).
– si vF (b) = vF (a), alors le polygone est l’enveloppe convexe de
(−(q + 1), vF (a) + qvF (b)); (−1, vF (a+ b)) et (0, 0).
Dans ce cas, le polygone ne possède qu’une seule pente, qui est égale à−vF (a) =
−vF (b).
2. Et non multipliées par q − 1 comme affirmé dans la définition 2.5.6 de [Ked08].
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Dans tous les cas, on a bien prouvé que vF (x)(q − 1) = −vF (b) était une pente
homogène de P , et donc vF (x) est une pente inhomogène de P .
En combinant ce résultat avec celui de Kedlaya, on obtient la proposition sui-
vante :
Proposition 2.2.7. Si P ∈ F {T} est de degré 2, alors il existe x ∈ F de valuation
r vérifiant P (φ)(x) = 0 si et seulement si r est une pente (inhomogène) de P .
Les pentes homogènes sont surtout utiles pour faire des calculs, mais le lien entre
pentes et valuations est plus clair avec les pentes inhomogènes (qui rappelons-le ne
diffèrent des précédentes que par multiplication par la constante (q − 1)−1). Dans
toute la suite, lorsqu’il sera question de pentes de polygones de Newton sans plus
de précision, cela désignera les pentes inhomogènes.
Les polygones de Newton permettent également d’obtenir d’autres informations
sur les polynômes non-commutatifs de F {T}, nous montrons ici comment obtenir
un critère d’irréductibilité, annoncé dans [Ked08, Corollary 2.4.6].
Soit F un corps muni d’un endomorphisme φ et d’une valuation vF pour laquelle F
est complet et telle que vF (φ(x)) = qvF (x), pour tout x ∈ F , avec q > 1. On pourra
par exemple prendre pour F le corps des séries de Hahn comme précédemment, mais
aussi un corps de séries de Laurent k((pi)) muni de la valuation pi-adique.
Considérons l’ensemble des polynômes de Laurent non-commutatifs F {T±1}. Contrai-
rement à F {T}, ce n’est pas nécessairement un anneau car φ n’est pas toujours
inversible, de sorte que la multiplication à gauche par T−1 n’est pas toujours défi-
nie. En revanche, il est possible de multiplier à droite un élément de F {T} par un
élément de F {T±1}.
Définition 2.2.8. our i ∈ Z, on pose [i] = qi−1
q−1 . Ainsi, [−1] = −1q , et la formule
[i+ j] = [i] + qi[j] reste toujours valable pour i, j ∈ Z.
Si 0 6= P = ∑i∈Z aiT i ∈ F {T±1}, et r ∈ R, on pose
vr(P ) = mini(vF (ai) + r[i]).
On pose vr(0) = +∞. On définit comme précédemment le polygone de Newton de
P comme étant la frontière de l’enveloppe convexe de l’ensemble des points
EP = {(−[i], vF (ai)), i ∈ Z} .
vr n’est pas une valuation, mais vérifie tout de même l’inégalité ultramétrique
vr(P +Q) ≥ min(vr(P ), vr(Q)).
Nous rencontrerons un peu plus tard (lemme 2.2.10) d’autres propriétés de vr. On
dit que r ∈ R est une pente du polygone de Newton de P (ou de manière abrégée
une pente de P ) si le polygone de Newton de P possède un segment de pente r.
La fonction vr représente la plus petite distance (algébrique) entre les points de EP
et la droite d’équation y = rx. Pour des raisons de convexité, il est en fait possible
de se limiter aux seuls points formant les sommets du polygone de Newton. On peut
aussi interpréter vr(P ) comme la plus grande ordonnée b telle que tous les points
du polygone de Newton de P soient au dessus de la droite d’équation y = rx + b.
Un réel r est une pente du polygone de Newton de P si et seulement si le minimum
définissant vr(P ) est atteint en au moins deux points.
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Figure 2.2 – r1 est une pente du polygone, r2 ne l’est pas
Remarque 2.2.9. Il est difficile de décrire de manière générale la forme du polygone
de Newton d’un produit de polynômes en fonction des polygones de Newton de
chacun des facteurs, mais on peut tout de même le faire dans quelques cas simples :
– multiplier à gauche P ∈ F {T} par un élément de F ne fait que décaler l’en-
semble des points de EP par la valuation de cette constante. En particulier, ça
ne change pas la forme du polygone, ni l’ensemble de ses pentes.
– La multiplication à droite par un monôme de la forme T n, n ∈ N ne fait pas
que décaler le polygone vers la gauche, elle a aussi pour effet de multiplier les
pentes par q−n.
– La multiplication à droite par T−n, n ∈ N a l’effet inverse : elle multiplie les
pentes par qn.
Le lemme suivant, essentiellement dû à Kedlaya ([Ked08] 2.4.3) nous permet
toutefois d’obtenir des informations sur les pentes d’un produit, au moins dans
quelques cas.
Lemme 2.2.10 (Kedlaya). Soient P ∈ F {T}, Q ∈ F {T−1} , et r ∈ R tels que
vr(Q) ≥ 0. Alors vr(PQ) ≥ vr(P ) + vr(Q).
Démonstration. Notons P =
∑
i≥0 aiT
i et Q =
∑
j≤0 bjT
j. Alors
PQ =
∑
k
(∑
i+j=k
aiφ
i(bj)
)
T k.
Or vF (aiφi(bj)) + [i+ j]r = vF (ai) + qivF (bj) + [i]r + qi[j]r
= (vF (ai) + [i]r) + q
i(vF (bj) + [j]r) ≥ vr(P ) + qivr(Q).
Puisque q > 1, i ≥ 0, ce dernier terme est supérieur ou égal à vr(P )+vr(Q), et donc
si vr(Q) ≥ 0, alors
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vF (aiφ
i(bj)) + [i+ j]r ≥ vr(P ) + vr(Q).
Mais puisque vF
(∑
i+j=k aiφ
i(bj)
)
≥ inf {vF (aiφi(bj))}, on en déduit que
vr(PQ) ≥ vr(P ) + vr(Q).
Proposition 2.2.11. Soit R ∈ F {T±1}, et soit r ∈ R tel que vr(R− 1) > 0. Alors
il existe P ∈ F {T} et Q ∈ F {T−1} de coefficient constant 1 tels que R = PQ. De
plus, on a degT (P ) = degT (R) et degT−1(Q) = degT−1(R).
Démonstration. On va construire P et Q comme limites de suites (Pi)i∈N et (Qi)i∈N.
Posons P0 = Q0 = 1, et une fois Pi et Qi construits, notons R− PiQi =
∑
j∈Z b
i
jT
j.
On pose alors
Pi+1 = Pi +
∑
j≥0
bijT
j et Qi+1 = Qi +
∑
j<0
bijT
j,
et nous allons prouver par récurrence que vr(R− PiQi) ≥ ivr(R− 1). On a :
R− Pi+1Qi+1 = R−
(
Pi +
∑
j≥0
bijT
j
)(
Qi +
∑
j<0
bijT
j
)
=
∑
j≥0
bijT
j +
∑
j<0
bijT
j −
(∑
j≥0
bijT
j
)
Qi − Pi
(∑
j<0
bijT
j
)
−
(∑
i≥0
bijT
j
)(∑
i<0
bijT
j
)
= (1− Pi)
(∑
j<0
bijT
j
)
+
(∑
j≥0
bijT
j
)
(1−Qi)−
(∑
j≥0
bijT
j
)(∑
j<0
bijT
j
)
.
Naturellement, on a
vr
(∑
j≥0
bijT
j
)
≥ vr
(∑
j∈Z
bijT
j
)
= vr(R− PiQi),
et de même, vr(
∑
j<0 b
i
jT
j) ≥ vr(R− PiQi).
On en déduit que
vr
((∑
j≥0
bijT
j
)(∑
j<0
bijT
j
))
≥ 2vr(R− PiQi).
Mais
vr((1− Pi)(
∑
j<0
bijT
j)) ≥ vr(1− Pi) + vr(
∑
j<0
bijT
j) ≥ vr(R− PiQi) + vr(R− 1).
De même, on majore vr
((∑
j≥0 b
i
jT
j
)
(1−Qi)
)
, et ainsi,
vr(R−Pi+1Qi+1) ≥ inf(vr(R−PiQi) + vr(R− 1), 2vr(R−PiQi)) ≥ (i+ 1)vr(R− 1).
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Au passage, on a alors vr(1 − Pi+1) = vr(1 − Pi −
∑
j≥0 b
i
jT
j) ≥ vr(R − 1) (et de
même vr(1−Qi+1) ≥ vr(R−1)), ce qui permet d’appliquer le principe de récurrence.
Ainsi, (R − PiQi)i tend vers 0, et donc (Pi)i et (Qi)i possèdent deux limites P ∈
F {T} et Q ∈ F {T−1} vérifiant R = PQ.
La construction montre que Q est de coefficient constant 1 puisqu’il s’agit du coef-
ficient constant de Q0.
De plus, le coefficient constant de P est b = 1 +
∑
i∈N b
i
0.
Or, vF (bi0) ≥ vr
(∑
j∈Z b
i
jT
j
)
≥ ivr(R − 1). On en déduit donc que vF (b) = 0. En
particulier, b 6= 0.
De là, on en déduit aisément que degT P = degT R et degT−1 Q = degT−1 R.
Proposition 2.2.12. Soit P ∈ F {T}, irréductible. Alors le polygone de Newton de
P possède une seule pente.
Démonstration. Soit P =
∑
j ajT
j ∈ F {T}, dont le polygone de Newton possède
au moins deux pentes. Alors soit −[i] la plus grande abscisse d’un point de rupture
du polygone de Newton. En particulier, i > 0 et ai 6= 0.
Considérons alors R = PT−i ∈ F {T±1}. Le polygone de Newton de R possède un
point de rupture d’abscisse zéro. De plus, le coefficient constant de R est ai et est
donc non nul.
Soit pi ∈ F tel que vF (pi) > 0 et notons alors R′ = 1+piai R. Le coefficient constant
de R′ est 1 + pi, et puisque la multiplication à gauche par une constante ne fait
décaler le polygone de Newton vers le haut ou le bas, le polygone de R′ possède
encore deux pentes. Soit alors r la plus grande pente de la partie du polygone de
Newton située à gauche de l’axe des ordonnées. Comme le coefficient constant de
R′ est 1 + pi, celui de R′ − 1 est pi. Or, ER, l’ensemble des points dont l’enveloppe
convexe est le polygone de Newton de R ne diffère de ER′−1 que par le point associé
à leur coefficient constant. Ainsi le polygone de Newton de R′−1 est situé au dessus
de celui de R′, et donc vr(R′ − 1) > 0.
On peut donc appliquer la proposition précédente pour en déduire que R′ = Q1Q2,
avec Q1 ∈ F {T}, degT Q1 = degT R′ = degT P − i, Q2 ∈ F {T−1}, de coefficient
constant 1 et degT−1 Q2 = degT−1 R′ = −i.
On en déduit que P = ( ai
1+pi
Q1)(Q2T
i), avec Q1 et Q2 non constants, et donc P n’est
pas irréductible dans F {T}.
Ce résultat est par exemple utilisé dans [BV12, Proposition 2.6] afin de construire
la représentation du groupe de Weil associée à un (ϕ,Γ)-module irréductible sur
k((pi)).
3 Réduction des représentations cristallines de di-
mension 2
Pour de nombreuses raisons, les représentations cristallines de dimension 2 sont
des objets dont l’étude mérite d’être approfondie.
Une raison naïve est qu’il s’agit des représentations les plus faciles à manipuler et
à décrire grâce à leur description en termes de ϕ-modules filtrés, et dont l’étude ne
soit pas triviale. Malgré tout, l’étude leur réduction modulo p montre que ce ne sont
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pas des objets aussi simples, puisqu’on ne connait cette réduction que dans certains
cas. Les quelques résultats connus, bien que très partiels font apparaître une com-
binatoire compliquée, et laissent à penser qu’un résultat déterminant la réduction
de toutes les représentations cristallines de dimension deux serait nécessairement
d’énoncé complexe.
De manière moins terre-à-terre, les représentations cristallines de dimension 2
possèdent un intérêt en vue de la correspondance de Langlands locale p-adique,
puisque c’est par leur étude que Breuil a initié la quête d’une telle correspondance
dans [Bre03b]. De plus, ces représentations sont Zariski-denses dans l’espace rigide
analytique associé à l’anneau des déformations universelles d’une représentation mo-
dulaire de dimension 2 ([Nak11]), de sorte qu’une correspondance de Langlands pour
ces représentations s’étend par continuité en une correspondance de Langlands pour
toutes les représentations galoisiennes de dimension 2 ([Col10a]).
Une motivation plus ancienne est le fait que ces représentations cristallines ap-
paraissent naturellement dans l’étude des représentations galoisiennes globales as-
sociées à des formes modulaires, comme nous l’expliquons brièvement ici.
Soit f =
∑
n anq
n une forme modulaire parabolique sur Γ1(N), de poids k ≥ 2,
de caractère ψ, propre pour les opérateurs de Hecke Tl, et telle que Tl(f) = alf .
Alors, pour p premier, Deligne a associé à f , par des méthodes géométriques, une
représentation
ρf : Gal(Q/Q)→ GL2(Qp).
En identifiant un groupe de décomposition au dessus de p à Gal(Qp/Qp), la res-
triction de ρf à Gal(Qp/Qp) est une représentation p-adique de dimension 2 de
Gal(Qp/Qp), et si N est premier à p et vp(ap) > 0, alors
(ρf )|Gal(Qp/Qp) = Vk,apψ1/2(p) ⊗ ψ1/2.
Pour un panorama des résultats connus sur cette représentation, on pourra par
exemple consulter l’introduction de [BG09].
Il est alors intéressant d’essayer de déterminer la réduction modulo p de (ρf )|Gal(Qp/Qp).
Le cas où f est ordinaire en p ne pose pas de problèmes, puisqu’alors Vk,ap est déjà
réductible, et donc il en est de même pour V k,ap . Nous nous intéressons donc dans
la suite au cas où vp(ap) > 0.
Dans [BLZ04], il est montré que lorsque ap est suffisamment proche de 0, alors
V k,ap = V k,0. De manière précise, pour vp(ap) ≥
⌊
k−2
p−1
⌋
, V k,ap = V k,0.
Ce résultat détermine entièrement V k,ap lorsque k ≤ p, car alors
⌊
k−2
p−1
⌋
= 0.
Pour p+ 1 ≤ k ≤ 2p− 1, des résultats non publiés de Breuil et Berger ([BB05])
décrivent V k,ap pour tout ap dans mZp . Ici, les résultats de Berger-Li-Zhu ne suffisent
plus car
⌊
k−2
p−1
⌋
= 1. Si la méthode de [BLZ04] peut s’étendre au cas où vp(ap) = 1,
elle ne fonctionne plus pour 0 < vp(ap) < 1, et les méthodes employées par Berger
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et Breuil font alors appel à la correspondance de Langlands p-adique.
Il est alors prouvé que pour p+ 2 ≤ k ≤ 2p− 1, V k,ap est toujours irréductible pour
0 < vp(ap) < 1, et réductible pour vp(ap) = 1.
Dès lors, il était tentant de conjecturer que le fait que V k,ap soit réductible ou
non ne dépendait que de la valuation de ap, même si dans le cas réductible, on savait
que la réduction dépendait de la valeur exacte de ap.
Le premier résultat véritablement surprenant est alors un calcul non publié de Breuil,
énoncé dans [Ber10b], utilisant une fois encore la correspondance de Langlands et
qui traite le cas où k = 2p+ 1 et p 6= 2. Le résultat est le suivant :
Proposition 2.3.1. Pour k = 2p+ 1 et p 6= 2 :
1. si vp(a2p + p) < 3/2, alors V k,ap = ind(ω22),
2. si vp(a2p + p) ≥ 3/2, alors
V k,ap =
(
ωµλ 0
0 ωµλ−1
)
où λ2 − a
2
p + p
2pap
λ+ 1 = 0.
Ainsi, il existe deux disques fermés centrés en ±√−p à l’intérieur desquels V k,ap
est réductible, et en dehors desquels V k,ap est toujours égale à ind(ω22).
Ces calculs ont été le point de départ des calculs de Buzzard et Gee ([BG09],
[BG12]) qui, en utilisant des méthodes similaires à celles de Breuil, déterminent V k,ap
lorsque 0 < vp(ap) < 1 et ce quel que soit le poids k. Leur résultat est le suivant :
Théorème 2.3.2 ([BG12, Theorem A]). Soit k ≥ 2, [k − 2] le reste de la division
euclidienne de k − 2 par p − 1 et soit ap ∈ Zp avec 0 < vp(ap) < 1. Alors V k,ap est
irréductible, égale à ind(ω[k−2]+12 ), sauf dans le cas où k ≡ 3 modulo p− 1 et
vp(k − 3) + 1 + vp(ap) < vp(a2p − (k − 2)p),
auquel cas V k,ap est réductible et
V k,ap =
(
µλω 0
0 µλ−1ω
)
où λ2 − (k − 2)p− a
2
p
app(k − 3) λ+ 1 = 0.
Des calculs récents de Yamashita et Yasuda ([YY12]) déterminent entièrement
(ou du moins pour presque toutes les valeurs de ap) les réductions V k,ap pour k ≤ p
2+1
2
en n’utilisant que des techniques de (ϕ,Γ)-modules.
Enfin, citons les résultats de Berger ([Ber11b]) qui prouvent que, à poids fixé,
les réductions V k,ap sont les mêmes pour des valeurs proches de ap (avec une borne
explicite, cf le théorème A de [Ber11b]).
De même, il est prouvé ([Ber11b, Theorem B]) que à ap fixé, l’application k 7→ V k,ap
est localement constante lorsque k varie dans lim←−n Z/p
n−1(p− 1)Z.
Dans tout ce qui suit, nous essayons d’étendre au maximum les méthodes de
Berger-Li-Zhu afin de déterminer le rayon maximal du disque ouvert centré en 0 à
l’intérieur duquel la méthode de [BLZ04] s’applique toujours de sorte que V k,ap =
V k,0 et de déterminer si la réduction change ou non sur le bord de ce disque, que
nous appelons disque de convergence.
3. RÉDUCTION DES REPRÉSENTATIONS CRISTALLINES DE DIMENSION 2 39
CHAPITRE 2. RÉDUCTION DES REPRÉSENTATIONS CRISTALLINES
4 La méthode de Berger-Li-Zhu
Dans [BLZ04], Berger, Li et Zhu construisent les modules de Wach associés aux
représentations V ∗k,ap pour ap «petit», puis les utilisent pour calculer la réduction
modulo p de Vk,ap . Nous rappelons ici les éléments clés de cette construction.
Dans toute la suite, nous notons k un entier supérieur ou égal à 2 et L une ex-
tension finie de Qp, qu’on supposera toujours suffisamment grande pour que ap ∈ L
et
√−1 ∈ L.
Pour n ≥ 1, on pose qn = ϕn−1(ϕ(pi)/pi), et en particulier q1 = q = ϕ(pi)/pi. On
définit alors deux séries dans 1 + piQp[[pi]] par : λ+ =
∏
n≥0
ϕ2n+1(q)
p
= q2
p
× q4
p
× q6
p
×
. . . et λ− =
∏
n≥0
ϕ2n(q)
p
= q1
p
× q3
p
× q5
p
× . . .
En particulier, on a ϕ(λ−) = λ+ et ϕ(λ+) = λ−p/q.
Notons pl(λ−/λ+)k−1 =
∑
i≥0 zl,ipi
i, z(l) = zl,0+zl,1pi+· · ·+zl,k−2pik−2 sa réduction
modulo pik−1, et z = z(0).
Définition 2.4.1. On note r(k) (et quand il n’y a pas de confusion possible sur k,
on note r) le plus petit entier positif l tel que z(l) ∈ Zp[pi]. On appelle r la valuation
de convergence, et on note alors z = z(r). De manière équivalente,
r(k) = − inf {vp(z0,i), i = 0, . . . , k − 2} .
Il est prouvé dans [BLZ04, Proposition 3.1.1.(4)] que r(k) ≤ b(k − 2)/(p − 1)c,
et nous chercherons dans la suite à calculer plus précisément la valeur de r.
Soit P (X) =
( 0 −1
qk−1 Xz
) ∈ M2(Zp[[X, pi]]). Par approximations successives, on
prouve ([BLZ04, Proposition 3.1.3]) que pour tout γ ∈ Γ il existe une unique matrice
Gγ(X) ∈ Id + piM(2,Zp[[pi,X]]) telle que
P (X)ϕ(Gγ(X)) = Gγ(X)γ(P (X)).
De plus, cette matrice Gγ(X) vérifie
Gγ(X) =

(
λ+
γ(λ+)
)k−1
0
0
(
λ−
γ(λ−)
)k−1
 modulo pik−1M2(Zp[[pi,X]])
et Gγ(0) =

(
λ+
γ(λ+)
)k−1
0
0
(
λ−
γ(λ−)
)k−1
 .
Si α ∈ mL, alors les matrices P (α) et Gγ(α) sont à coefficients dans OL[[pi]]. De plus,
si α ∈ mL et γ, η ∈ Γ, alors
Gγη(α) = Gγ(α)γ(Gη(α)) et P (α)ϕ(Gγ(α)) = Gγ(α)γ(P (α)).
Ces relations permettent d’utiliser les matrices P (α) etGγ(α) pour définir un module
de Wach sur OL[[pi]] : soit Nk(α) le OL-module libre de base (e1, e2). Sur Nk(α), on
définit un endomorphisme semi-linéaire ϕ et une action semi-linéaire de Γ dont les
matrices dans la base (e1, e2) sont P (α) et Gγ(α) pour γ ∈ Γ, et on peut vérifier
qu’alors Nk(α) est un module de Wach sur A+Qp ⊗OL.
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Proposition 2.4.2 ([BLZ04, Proposition 3.2.4]). Si α ∈ mL, posons ap = prα.
Alors le ϕ-module filtré L ⊗OL (Nk(α)/piNk(α)) est isomorphe au ϕ-module filtré
Dk,ap décrit précédemment, de sorte que L ⊗OL Nk(α) = N(V ∗k,ap). On note alors
Tk,ap le réseau de Vk,ap tel que Nk(α) = N(T ∗k,ap).
La combinaison des deux résultats suivants permet de décrire V k,ap dans le cas
où ap est «à l’intérieur du disque de convergence».
Proposition 2.4.3 ([BLZ04, Theorem 4.1.1]). Si vp(ap) > r, alors les deux repré-
sentations modulaires Tk,ap ⊗OL kL et Tk,0 ⊗OL kL sont isomorphes.
Remarque 2.4.4. Ce résultat est en fait prouvé dans [BLZ04] pour vp(ap) > m,
avec m =
⌊
k−2
p−1
⌋
, et non vp(ap) > r. Les preuves restent toutefois valables, l’essentiel
étant que ap(λ−/λ+)k−1 modulo k − 1 soit à coefficients dans mZp (cf la remarque
4.1.2 de [BLZ04]).
Proposition 2.4.5. On a
1. si p+ 1 6 |k − 1, alors V k,0 = ind(ωk−12 ),
2. si p+ 1|k − 1, alors
V k,0 =
(
µ√−1 0
0 µ−√−1
)
⊗ ω(k−1)/(p+1).
Démonstration. Ce résultat est déjà prouvé dans [Bre03b] ; mais nous en donnons
une autre preuve, plus similaire aux techniques que nous utiliserons par la suite, à
base de (ϕ,Γ)-modules en caractéristique p. Pour cela, nous utilisons le module de
Wach de V ∗k,0, qui est Nk(0)⊗Zp Qp. Nous savons qu’il possède une base (e, f) dans
laquelle la matrice de ϕ est
( 0 −1
qk−1 0
)
. Sa réduction modulo p est donc
(
0 −1
pi(k−1)(p−1) 0
)
,
et par construction, nous savons que la réduction de l’action de γ ∈ Γ est donnée
par 
(
λ+
γ(λ+)
)k−1
0
0
(
λ−
γ(λ−)
)k−1
 .
Or, modulo p on a
q
γ(q)
=
(
pi
γ(pi)
)p−1
=
(
ω(γ)pi
γ(pi)
)p−1
et ϕn
(
q
γ(q)
)
=
(
ω(γ)pi
γ(pi)
)pn(p−1)
.
Puisque λ+
γ(λ+)
=
∏
n≥0 ϕ
2n+1
(
q
γ(q)
)
, alors
λ+
γ(λ+)
=
(
ω(γ)pi
γ(pi)
)(p−1)(1+p2+... )
=
(
ω(γ)pi
γ(pi)
)−(p−1)/(p2−1)
On en déduit que (
λ+
γ(λ+)
)k−1
=
(
ω(γ)pi
γ(pi)
)−(k−1)p
p+1
.
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Dans le cas où p + 1 ne divise pas k − 1, alors prenons comme base du (ϕ,Γ)-
module D(T k,0) = (Nk(0) ⊗OL kL) ⊗kL[[pi]] kL((pi)) la base formée de e0 = pi−(k−1)e
et e1 = ϕ(e0). On a ϕ(e1) = −pi−(k−1)(p−1)e0 et en notant fγ(pi) = ω(γ)piγ(pi) on a
γ(e0) = γ(pi)
−(k−1)
(
ω(γ)pi
γ(pi)
)−p(k−1)
p+1
e
= γ(pi)−(k−1)fγ(pi)
k−1
p+1ω(γ)−(k−1)pi−(k−1)γ(pi)k−1e
= ω(γ)−(k−1)fγ(pi)
k−1
p+1 e0
et γ(e1) = ϕ(γ(e0)) = ω(γ)−(k−1)fγ(pi)
(k−1)
p+1
pe1. Ainsi, par la proposition 1.3.10 on
a T k,0 = ind(ωk−12 ), et alors puisque T k,0 est irréductible, V k,0 aussi et V
∗
k,0 =
ind(ωk−12 )⊗ ω1−k. Puisque V ∗k,0 = Vk,0(1− k), on a bien V k,0 = ind(ωk−12 ).
Dans le cas où p+ 1 divise k − 1, fixons √−1 une racine 3 de −1 et considérons
e0 = −pi−p
k−1
p+1 e+
√−1pi k−1p+1 f.
On a alors ϕ(e0) =
√−1e0 et
γ(e0) = −γ(pi)
−p(k−1)
p+1 fγ(pi)
−p(k−1)
p+1 e+
√−1γ(pi)−(k−1)p+1 fγ(pi)
−(k−1)
p+1 f = ω(γ)
−(k−1)
p+1 e0.
De même, on peut trouver 4 e1 tel que ϕ(e1) = −
√−1e1 et γ(e1) = ω(γ)
−(k−1)
p+1 e1, de
sorte que
V
∗
k,0 =
(
µ√−1 0
0 µ−√−1
)
⊗ω− k−1p+1 et donc V k,0 = V ∗k,0⊗ωk−1 =
(
µ√−1 0
0 µ−√−1
)
⊗ω k−1p+1 .
Dans la suite, nous allons nous intéresser à un calcul plus précis de la valuation
de convergence, pour laquelle nous n’avons pour l’instant qu’une majoration, mais
également au calcul de la réduction modulo p de Vk,ap lorsque ap est sur le bord du
disque de convergence, c’est-à-dire lorsque vp(ap) = r.
Dans ce cas, la méthode décrite plus haut ne fonctionne pas telle quelle, puisque
les séries définissant les matrices Gγ(ap/pr) ne convergent pas nécessairement. Tou-
tefois, en posant β = ap(λ−/λ+)k−1 modulo pik−1, et
P =
(
0 −1
qk−1 β
)
alors on peut montrer de la même manière que précédemment (c’est l’objet de la
proposition 2.1.2 de [BB05]) qu’il existe tout de même une unique matrice Gγ ∈
3. Quitte à agrandir L
4. Même si ici ce n’est pas nécessaire, puisque nous avons trouvé une sous-représentation de
V
∗
k,0, qui est semi-simple et dont nous connaissons le déterminant.
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M2(OL[[pi]]), telle que Pϕ(Gγ) = Gγγ(P ) et congrue à
(
λ+
γ(λ+)
)k−1
0
0
(
λ−
γ(λ−)
)k−1
 modulo pik−1M2(OL[[pi]]).
De même, on montre que le module de Wach Nk(ap/pr) défini par P et Gγ est celui
d’un réseau de V ∗k,ap .
5 Le calcul de la valuation de convergence
Dans cette partie, nous cherchons à calculer précisément r, au moins pour cer-
taines valeurs de k. Pour cela, il nous faut connaître précisément les valuations
p-adiques des coefficients de
(
λ−
λ+
)k−1
modulo pik−1. En effet, par définition r est
l’opposé de la plus petite valuation des coefficients de degré strictement inférieur à
k− 1 de (λ−/λ+)k−1. Notons m = bk−2p−1c la borne donnée dans [BLZ04] de sorte que
r ≤ m.
Rappelons que (
λ−
λ+
)k−1
=
(
(q1/p).(q3/p).(q5/p) . . .
(q2/p).(q4/p) . . .
)k−1
.
Nous savons que q1(0) = q(0) = p, que q1 ≡ pik−1 modulo p, et que pour n ≥ 2,
qn(0) = p et qn ≡ pi(p−1)pn−1 modulo p. Ainsi, pour k ≤ p, on peut déjà affirmer que
r = 0, puisque chacun des termes du produit (modulo pik−1) est entier.
Les premiers pas vers le calcul exact de r ont été effectués par Hanfeng Li dans une
série de courriels envoyés à Laurent Berger en octobre 2003.
Remarquons que q = ϕ(pi)
pi
= (1+pi)
p−1
pi
= p(1 + P1(pi)) + pi
p−1, avec P1 ∈ XZp[X].
Par récurrence, on prouve que qn = p(1 + Pn(pip)) + p2Qn(pi) + pip
n−1(p−1), avec
Pn, Qn ∈ Zp[X] et Pn(0) = 0.
Ainsi, on a q2n+1
p
= 1 + P2n+1(pi
p) + pQ2n+1(pi) +
pip
2n(p−1)
p
et
p
q2n
=
∞∑
i=0
(−1)i
(
P2n(pi
p) + pQ2n(pi) +
pip
2n−1(p−1)
p
)i
.
Si l’on note p
q2n
=
∑
i d2n,ipi
i, alors la formule précédente prouve que pour
jp2n−1(p − 1) ≤ i < (j + 1)p2n−1(p − 1), on a vp(d2n,i) ≥ −j. En particulier, si
jp(p− 1) ≤ i < (j + 1)p(p− 1), alors vp(d2n,i) ≥ −j.
Notons ci les coefficients de λ−λ+ , de sorte que
λ−
λ+
=
∑∞
i=0 cipi
i.
Puisque tous les q2n+1/p et p/q2n sont dans 1 + piQp[[pi]], il est clair que c0 = 1.
Ensuite, les estimations donnée précédemment permettent de voir que :
– vp(ci) ≥ 1 si 1 ≤ i ≤ p− 2,
– cp−1 ∈ 1p + Zp,
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– vp(ci) ≥ 0 si p ≤ i ≤ 2(p− 1),
– vp(ci) ≥ −1 si 2p− 1 ≤ i < p(p− 1),
– vp(ci) ≥ −j si jp(p− 1) ≤ i < (j + 1)p(p− 1).
Alors
(
λ−
λ+
)k−1
= (
∑∞
i=0 cipi
i)
k−1
=
∑∞
i=0 zipi
i. En identifiant les coefficients, on a
zi =
∑
i1≤i2≤···≤ik−1
i1+···+ik−1=i
Bi1,...,ik−1ci1 · · · cik−1 ,
où Bi1,...,ik−1 est le produit de coefficients binomiaux suivant : si on note js le nombre
d’entiers τ tels que iτ soit égal à s, alors
Bi =
(
k − 1
j0
)(
k − 1− j0
j1
)
· · ·
(
k − 1− j0 − · · · − ji−1
ji
)
.
Dans la suite, si i = (i1, . . . , ik−1) est une partition (ordonnée) de i, on note Bi =
Bi1,...,ik−1 , ci = ci1 · · · cik−1 . On note si le nombre de α tels que iα > 2(p− 1) et ti le
nombre de α tels que iα = p− 1.
Il a été prouvé dans [BLZ04] que r ≤ m, autrement dit que vp(zi) ≥ −m pour
i ∈ {0, . . . , k − 2}. Il est facile de retrouver cette borne avec les estimations sur les
ci données précédemment. En effet, m est le quotient de la division euclidienne de
k − 2 par p − 1, et vp(cj) ≥ 0 si j < p − 1, de sorte que pour i ≤ p − 2 et i une
partition de i, vp(ci) ≥ −m.
Dans la suite nous ne nous intéressons qu’au cas où k ≤ p2. Dans ce cas, pour
i ≤ k−2 et i une partition de i, les termes de valuation négative de ci proviennent de
cp−1 ou des cj pour k−2 ≥ j > 2(p−1). Les estimations données précédemment sur
cj permettent alors d’affirmer que chacun de ces termes est de valuation supérieure
ou égale à −1.
Proposition 2.5.1. Pour k ≤ p2, si (k−1
m
) ∈ Z×p , alors r = m et pmz ∈ (k−1m )pim(p−1)+
pim(p−1)+1Fp[pi].
Démonstration. Commençons par remarquer que si i < m(p − 1), alors vp(zi) ≥
−m + 1. En effet si i est une partition de i, si si est nul, on a ti ≤ m − 1, et
donc vp(ci) ≥ −ti ≥ −m + 1. Si si est non nul, alors ti ≤ m − 1 − 2s, et donc
vp(ci) ≥ −(m− 1− 2s)− s ≥ −m+ 1.
Montrons que zm(p−1) ∈
(
k−1
m
)
1
pm
+ 1
pm−1Zp, ce qui suffit à prouver les deux affir-
mations de l’énoncé, puisqu’on sait déjà que r ≤ m.
Soit i une partition de m(p− 1).
Si i = (0, . . . , 0, p− 1, . . . , p− 1), alors Bi =
(
k−1
m
)
et donc Bici ∈
(
k−1
m
)
1
pm
+ 1
pm+1
Zp.
Si i 6= (0, . . . , 0, p − 1, . . . , p − 1), on a ti < m et même ti + 2si < m, de sorte que
vp(ci) ≥ −ti − si > −m.
Ceci prouve bien que zm(p−1) ∈
(
k−1
m
)
1
pm
+ 1
pm−1Zp.
Remarque 2.5.2. Ce résultat était déjà connu de Li ([Li]).
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Proposition 2.5.3. Pour k ≤ p2, si (k−1
m
) ∈ pZp et ( k−1m−1) ∈ pZp, alors r = m− 1,
et pm−1z ∈ (
k−1
m )
p
pim(p−1) + pim(p−1)+1Fp[pi].
Démonstration. Puisque k ≤ p2, on a 0 ≤ vp
((
k−1
m
)) ≤ 1. Donc si (k−1
m
) ∈ pZp, c’est
que vp
((
k−1
m
))
= 1.
Commençons par prouver que pour i < m(p− 1), vp(zi) ≥ −m + 2. Soit donc i
une partition de i.
Si si > 0, alors ti < m− 2s− 1, de sorte que vp(ci) ≥ −(m− 2s− 1)− s ≥ −m+ 2.
Si si = 0, alors ti ≤ m− 1. Dans le cas où si ≤ m− 2, alors vp(ci) ≥ −(m− 2). Par
contre, si si = m− 1, alors vp(ci) ≥ −(m− 1), mais alors Bi est multiple de
(
k−1
m−1
)
,
et donc vp(Bici) ≥ −(m− 1) + 1 = −m+ 2.
À présent, prouvons que pour i > m(p− 1), vp(zi) ≥ −m+ 1.
Soit donc i une partition de i. Si si > 0, alors ti ≤ m − 2si, de sorte que vp(ci) ≥
−(m− 2s)− s ≥ −m+ 1.
Si si = 0, ti ≤ m. Dans le cas où ti ≤ m−1, alors vp(ci) ≥ −(m−1). Et si ti = m−1,
alors Bi est multiple de
(
k−1
m
)
et donc vp(Bici) ≥ −m+ 1.
Il reste à prouver que zm(p−1) ∈
(
k−1
m
)
1
pm
+ 1
pm−2Zp.
Soit i une partition de m(p− 1). Si i = (0, . . . , 0, p− 1, . . . , p− 1), alors Bi =
(
k−1
m
)
et ci ∈ 1pm + 1pm−1Zp.
Si i 6= (0, . . . , 0, p− 1, . . . , p− 1) :
– si si > 0, alors ti < m − 2s, de sorte que vp(ci) > −(m − 2s) + s ≥ −m + 1,
donc vp(ci) ≥ −m+ 2.
– si si = 0 et ti ≤ m− 2, on a vp(ci) ≥ −ti ≥ −m+ 2.
– si ti = m − 1, alors Bi est multiple de
(
k−1
m
)
, de sorte que vp(Bi) ≥ 1. On en
déduit que vp(Bici) ≥ −(m− 1) + 1 = −m+ 2.
Reste un dernier cas à traiter pour compléter le calcul de r pour k ≤ p2 :
Proposition 2.5.4. Pour k ≤ p2, si on a (k−1
m
) ∈ pZp et ( k−1m−1) ∈ Z×p , alors
r = m− 1 et pm−1z ∈ ( k−1
m−1
)
pi(m−1)(p−1) + pi(m−1)(p−1)+1Fp[X].
Démonstration. Si i < (m−1)(p−1), alors on prouve aisément que vp(zi) ≥ −m+2.
Si i > (m − 1)(p − 1), soit i une partition de i. Si ti = m, alors Bi est multiple de(
k−1
m
)
, de sorte que vp(Bici) ≥ −m + 1. Si ti < m, alors on ti + 2si ≤ m et donc
vp(ci) ≥ −m+ 1.
Il reste à prouver que z(m−1)(p−1) ∈
(
k−1
m−1
)
1
pm−1 +
1
pm−2Zp. La preuve est la même
que dans la proposition 2.5.1, en changeant m en m− 1.
Remarque 2.5.5. En particulier, nous avons prouvé que pour k ≤ p2, on a r = m
si vp
((
k−1
m
))
= 0 et r = m− 1 si vp
((
k−1
m
))
= 1.
Il serait tentant de conjecturer par exemple que r = m − vp
((
k−1
m
))
, mais malheu-
reusement des calculs informatiques montrent qu’une telle formule n’est pas valable
en toute généralité, des contre-exemples se trouvent déjà pour p2 < k < p3.
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6 Le calcul de V k,ap lorsque vp(ap) = r et k ≤ p2
Lorsque k ≤ p2, nous avons expliqué comment calculer précisément la valuation
de convergence dans la section précédente, et le résultat de Berger, Li et Zhu nous
permet d’en déduire V k,ap lorsque vp(ap) > r. Lorsque vp(ap) = r, ce résultat n’est
plus valable, mais nous disposons tout de même d’un module de Wach pour T ∗k,ap ,
que l’on peut étudier afin de calculer la semi-simplifiée de sa réduction modulo p, et
donc d’en déduire V k,ap .
6.1 Un critère de réductibilité
Le (ϕ,Γ)-module associé à V ∗k,ap est donné par la semi-simplification de la ré-
duction modulo p du module de Wach construit précédemment :
D(T
∗
k,ap) = (Nk(ap/p
r)⊗OL kL)⊗kL[[pi]] kL((pi)). La première étape est donc de décrire
l’action de ϕ sur ce (ϕ,Γ)-module de caractéristique p. Rappelons que le module de
Wach N(T ∗k,ap) = Nk(ap/p
r) a été défini comme étant un module libre de base (e, f),
et que la matrice de ϕ dans cette base est
( 0 −1
qk−1 apz
)
.
En réduisant modulo p, on obtient une base (qu’on note toujours (e, f)) de
N(T
∗
k,ap), et la matrice de ϕ dans cette base est alors donnée par
( 0 −1
pi(k−1)(p−1) apz
) ∈
M2(kL((pi))). Notons que le calcul de apz, qui est trivial lorsque vp(ap) > r (puisque
apz = 0) n’est plus aussi simple lorsque vp(ap) = r, et que c’est là une des raisons
pour lesquelles nous nous sommes restreints à k ≤ p2. Pour des poids plus grands,
le calcul serait toujours possible à ap fixé, mais il est plus compliqué de donner des
formules générales.
Nous nous attachons à présent à déterminer si la représentation V k,ap est irré-
ductible ou non. Si elle est réductible, alors il doit exister un sous (ϕ,Γ)-module
de rang un de D(T ∗k,ap), de base δ, et isomorphe à D(µλω
h), pour λ ∈ k×L et
h ∈ {1, . . . , p− 1}. Notons δ = αe + βf . On doit alors avoir ϕ(δ) = λδ, ce qui
signifie que α et β doivent vérifier :{
λα = −ϕ(β)
λβ = ϕ(α)pi(p−1)(k−1) + apzϕ(β).
(6.1.1)
On peut même ramener ce système à une unique équation satisfaite par β ∈
kL((pi)), à savoir
λβ = −1
λ
ϕ2(β)pi(k−1)(p−1) + ϕ(β)apz.
Il est alors possible d’utiliser la théorie des pentes de Kedlaya pour F = kL((pi)) et
φ = ϕ. Le résultat 2.2.7 s’applique au polynôme Pλ = λ− apzT + 1λpi(k−1)(p−1)T 2, et
l’équation Pλ(ϕ)(β) = 0 possède une solution de valuation entière si et seulement
si l’une des pentes du polygone de Newton de Pλ est entière. Remarquons que les
pentes de Pλ ne dépendent pas de λ ∈ kL, puisque seules les valuations des coeffi-
cients de P interviennent dans la définition des pentes, et non leurs valeurs exactes.
Si on note P = P1 l’un de ces polynômes, les pentes de P1 sont donc les mêmes que
celles de tous les Pλ.
Les résultats de la section 2 fournissent une solution β de pente entière à l’équation
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P (ϕ)(β) = 0, mais a priori dans kL((piQ)), et pas nécessairement dans kL((pi)). Tou-
tefois, le polynôme Pλ étant à coefficients dans kL((pi)), il est possible d’améliorer ce
résultat comme suit :
Lemme 2.6.1. Notons z0 le coefficient du terme de plus bas degré de apz.
1. Si le polynôme P possède deux pentes distinctes et que la plus grande pente
est r ∈ Z, alors l’équation Pλ(ϕ)(β) = 0 possède des solutions β dans kL((pi)),
de valuation r, si et seulement si λ = 1
z0
.
2. Si le polynôme P possède deux pentes distinctes, et que la plus petite pente
est r ∈ Z, alors l’équation Pλ(ϕ)(β) = 0 possède des solutions β dans kL((pi)),
de valuation r, si et seulement si λ = 1
z0
.
3. Si P possède une seule pente r ∈ Z et que les trois points du polygone de
Newton ne sont pas alignés, alors l’équation Pλ(ϕ)(β) = 0 possède des solutions
β dans kL((pi)), de valuation r, si et seulement si λ est une racine carrée de
−1.
4. Si P possède une seule pente r ∈ Z et que les trois points du polygone de
Newton sont alignés, alors l’équation Pλ(ϕ)(β) = 0 possède des solutions β ∈
kL((pi)) si et seulement si λ2 − z0λ+ 1 = 0.
Dans tous les cas, lorsque l’ensemble des solutions de Pλ(ϕ)(β) = 0 dans kL((pi))
et vérifiant vpi(β) = r est non vide, alors c’est un kL-espace vectoriel de dimension
1.
Démonstration. Dans chacun des cas, il s’agit d’identifier quels sont les points du
polygone de Newton qui sont reliés par un segment de pente entière r, et dans le
cas où une solution existe, d’identifier les coefficients de plus bas degré de l’équation
Pλ(ϕ)(β) = 0. Commençons par montrer que les λ annoncés sont bien les seuls pour
lesquels une solution β ∈ kL((pi)) avec vpi(β) = r peut exister.
– Dans le premier cas, si on a Pλ(ϕ)(β) = 0, avec vpi(β) = r, alors vpi(ϕ(β)apz) =
vpi(λβ) < vpi(ϕ
2(β)pi(k−1)(p−1)) . Donc en comparant les termes de plus bas
degré de λβ et ϕ(β)apz, nécessairement 1λ = z0.
– Dans le second cas, on a vpi( 1λϕ
2(β)pi(k−1)(p−1)) = vpi(ϕ(β)apz) < vpi(λβ), et
donc λ = 1
z0
.
– Dans le troisième cas, on a vpi(λβ) = vpi( 1λϕ
2(β)pi(k−1)(p−1)) < vpi(ϕ(β)apz), et
donc λ+ 1
λ
= 0, de sorte que λ est une racine carrée de −1.
– Enfin, dans le cas où les trois points sont alignés, les valuations des trois
termes sont égales, et en comparant les termes de plus bas degré de l’équation
Pλ(ϕ)(β) = 0, on obtient λ2 − z0λ+ 1 = 0.
Nous avons ici prouvé que seules ces valeurs de λ pouvaient donner lieu à des
solutions qui sont des séries de Laurent (et non pas des séries de Hahn comme prévu
par le théorème de Kedlaya).
Il reste donc à prouver que de telles solutions existent. Nous n’en donnons la preuve
que dans le premier cas, la preuve étant essentiellement la même dans chacun des
autres cas.
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Figure 2.3 – Les différents cas de figure du lemme 2.6.1
Écrivons donc β =
∑∞
i=r βipi
i une éventuelle solution avec βr 6= 0. Alors Pλ(ϕ)(β) =
0 s’écrit ∞∑
i=r
λβipi
i = −1
λ
∞∑
i=r
βipi
p2i+(k−1)(p−1) + apz
∞∑
i=r
βipi
pi.
Si i > r, puisque p2i + (k − 1)(p − 1) > i et pi + vpi(apz) > i, alors βi est une
combinaison linéaire des βj, pour j < i. Ainsi le choix de βr impose tous les autres
βi, prouvant à la fois l’existence d’une solution et l’assertion sur la dimension de
l’espace des telles solutions.
Notons que l’existence d’un β ∈ kL((pi)) solution de Pλ(ϕ)(β) = 0 permet immé-
diatement de construire un élément δ de D(T ∗k,ap) tel que ϕ(δ) = λδ : il suffit de
prendre δ = − 1
λ
ϕ(β)e+ βf . Dans le cas où un tel élément δ existe, il reste encore à
prouver que kL((pi)) · δ est bien un sous-(ϕ,Γ)-module de D(T ∗k,ap), c’est à dire que
l’action de Γ laisse la droite kL((pi)) · δ stable.
Lemme 2.6.2. Soient k, ap comme précédemment, λ ∈ kL et n ∈ Z. Supposons que
l’ensemble des éléments δ = αe+βf de T ∗k,ap solutions de ϕ(δ) = λδ avec vpi(β) = n
soit un kL-espace vectoriel de dimension 1. Alors kL((pi)).δ est un sous (ϕ,Γ)-module
de D(T ∗k,ap), isomorphe à D(ω
nµλ).
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Démonstration. Puisqu’on sait déjà que ϕ(δ) = λδ, il reste à prouver que k((pi)) · δ
est stable sous l’action de Γ. On sait que pour γ ∈ Γ, γ(e)−
(
λ+
γ(λ+)
)k−1
e et
γ(f)−
(
λ−
γ(λ−)
)k−1
f sont tous deux dans pik−1(kL[[pi]]e⊕ kL[[pi]].f).
Soit donc δ = xpipne+ ypinf , avec x, y ∈ kL[[pi]]×. Alors γ(δ) = x′pipne+ y′pinf , avec
x′ ≡ γ(x)γ(pi
pn)
pipn
(
λ+
γ(λ+)
)k−1
≡ xω(γ)n mod pi
et
y′ ≡ γ(x)γ(pi
n)
pin
(
λ−
γ(λ−)
)k−1
≡ yω(γ)n mod pi.
Mais ϕ(γ(δ)) = γ(ϕ(δ)) = λγ(δ). Or, par hypothèse sur la dimension de l’espace
des solutions, et puisque y′ ≡ ω(γ)ny mod pi, ceci impose γ(δ) = ω(γ)nδ, ce qui
achève de prouver le résultat.
Combinant tous ces résultats, nous disposons d’un critère de réductibilité qui
nous sera très utile par la suite :
Proposition 2.6.3. Soient k ∈ N et ap ∈ Zp avec vp(ap) = r(k). Alors V k,ap est
réductible si et seulement si l’une des pentes de P est entière. De plus, si n ∈ Z est
une pente entière, λ ∈ k×L est tel que Pλ(ϕ)(β) = 0 possède des solutions non nulles
de valuation n, alors
V k,ap =
(
µλ−1ω
−n 0
0 µλω
k−1−n
)
.
Démonstration. Il s’agit de combiner les résultats 2.2.7, 2.6.1 et 2.6.2 pour voir que
la représentation modulaire T ∗k,ap est réductible si et seulement si l’une des pentes
de P est entière. Dans le cas où elle est bien réductible, la preuve nous en donne un
sous (ϕ,Γ)-module, isomorphe à µλωn. Mais alors on peut déterminer entièrement
V
∗
k,ap qui en est la semi-simplifiée, et de déterminant ω
1−k. Enfin, en dualisant 5 on
retrouve l’expression annoncée pour V k,ap .
Dans le cas où V k,ap est réductible, nous la connaissons intégralement grâce à la
proposition 2.6.3. Par contre, si V k,ap est irréductible, nous ne connaissons a priori
que son déterminant, et nous reviendrons sur la détermination totale de V k,ap à la
section 6.4.
Remarquons que la méthode proposée afin de calculer la réduction au bord du
disque de convergence est algorithmique. En effet, pour une valeur donnée de k, il
n’y a aucune difficulté à calculer le rayon du disque de convergence en tronquant à
un ordre suffisamment élevé les produits infinis définissant λ+ et λ−.
Ce calcul fournit en même temps z ∈ Fp[pi], et pour ap sur le bord du disque de
convergence, il est possible de calculer les pentes du polygone P . Si aucune des
pentes n’est entière, alors nous pouvons conclure à l’irréductibilité de V k,ap , mais
la méthode que nous proposons par la suite pour déterminer V k,ap dans le cas où
k ≤ p2 ne permet pas de conclure pour k quelconque. Par contre, si P possède des
pentes entières, alors le lemme 2.6.1 et la proposition 2.6.3 permettent d’expliciter
entièrement V k,ap .
5. Ce qui ici se ramène à tensoriser par ωk−1.
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6.2 Calcul de la réduction dans le cas où p+ 1 divise k − 1
Nous nous plaçons toujours dans le cadre où k ≤ p2 et où vp(ap) = r(k), avec en
prime l’hypothèse que p+ 1 divise k− 1 (i.e. pour k = p+ 2, 2p+ 3, 3p+ 4, . . . , (p−
1)(p+ 1) + 1 = p2).
La première étape est le calcul de r, et de apz pour vp(ap) = r.
Notons k − 1 = l(p + 1). On a alors m =
⌊
k−2
p−1
⌋
=
⌊
lp+l−1
p−1
⌋
≥ l. Si m ≥ l + 2,
alors lp + l − 1 ≥ (l + 2)(p − 1) = lp + 2p − l − 2 et donc 2p ≤ 2l + 1. Or p ≤ l
n’est pas possible car k ≤ p2 et 2p = 2l + 1 est impossible par parité. Les seuls cas
possibles sont donc m = l ou m = l + 1, le premier cas correspondant à 2l < p et le
second à p ≤ 2l.
6.2.1 Si m = l
Alors (
k − 1
m
)
=
(
k − 1
l
)
=
(lp+ l) . . . (lp+ l − l + 1)
l!
≡ 1 mod p.
Ainsi par la proposition 2.5.1, on peut déjà affirmer que r = m, et que apz ∈(
ap
pm
)
pim(p−1) + pim(p−1)+1Fp[pi]. Alors le polynôme P vaut 1− apzT + pi(k−1)(p−1)T 2.
Son polygone de Newton possède une seule pente qui est égale à −l, et les trois
points du polygone sont alignés.
Par l’assertion (4) du lemme 2.6.1 et la proposition 2.6.3 nous concluons que
V k,ap =
(
ωlµλ−1 0
0 ωk−1−lµλ
)
=
(
ωlµλ 0
0 ωlµλ−1
)
où λ est une racine de l’équation λ2 +
(
ap
pl
)
λ+ 1 = 0.
Remarque 2.6.4. Dans le cas où les deux racines de l’équation λ2 +
(
ap
pl
)
λ +
1 = 0 sont distinctes, alors on a directement deux sous-(ϕ,Γ)-modules distincts de
D(T
∗
k,ap) : la réduction modulo p de Tk,ap est déjà semi-simple.
6.2.2 Si m = l + 1 et k 6= p2
Comme expliqué précédemment, ce cas correspond à 2l > p. On a alors(
k − 1
m
)
=
(
k − 1
l + 1
)
=
(lp+ l) . . . (lp+ l − l − 1 + 1)
(l + 1)!
≡ 0 mod p
ce qui permet déjà d’affirmer que r = l. De plus
(
k−1
l
) ≡ 1 mod p, et donc par la
proposition 2.5.4, apz =
ap
pl
pil(p−1) + ?, ? ∈ pil(p−1)+1kL[pi]. Ainsi, même si apz n’est
pas exactement le même que dans le cas où m = l, on peut en tirer les mêmes
informations car le polygone de Newton de P possède les mêmes pentes, ce qui nous
suffit pour conclure :
V k,ap =
(
ωlµλ 0
0 ωlµλ−1
)
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où λ vérifie λ2 +
(
ap
pl
)
λ+ 1 = 0.
La remarque 2.6.4 est encore valable dans le cas où les racines de ce polynôme
sont distinctes.
6.2.3 Si k = p2
Ce cas est un peu particulier car m = p alors que tous les autres cas que nous
avons traités vérifient m < p. Ici, on a
(
k−1
m
)
= (p
2−1)...(p2−p)
p!
= 1 modulo p. On en
déduit (grâce à la proposition 2.5.1) que le rayon est égal à p, et que pour vp(ap) = p,
apz ∈ pip(p−1) +pip(p−1)+1kL[pi]. Le polygone de Newton de P ne possède alors qu’une
seule pente −(p − 1), et le troisième point est situé au dessus des deux autres. On
peut donc appliquer la proposition 2.6.3 pour en déduire que :
V k,ap =
(
µλ 0
0 µλ−1
)
où λ2 = −1.
Remarque 2.6.5. Si p 6= 2, il existe deux racines distinctes de −1, et alors la
représentation T k,ap est déjà semi-simple.
6.3 Calcul de la réduction dans le cas où p + 1 ne divise pas
k − 1
Le même principe s’applique toujours : la première étape étant de voir si
(
k−1
m
)
est nul ou non modulo p pour en déduire le rayon. Une fois le rayon connu, il faut
expliciter apz afin de mener les calculs plus loin et savoir si le polygone de Newton
de P possède des pentes entières.
6.3.1 Si
(
k−1
m
) 6= 0 modulo p
Alors dans ce cas, par la proposition 2.5.1, on a r = m, et apz ∈
(
ap
pm
)(
k−1
m
)
pim(p−1)+
pim(p−1)+1kL[pi]. Les pentes de P sont alors :
• −k−1
p+1
6∈ Z si k − 1 < m(p+ 1),
• −k−1−m
p
et −m si k − 1 > m(p+ 1), et ces deux pentes sont distinctes.
Dans le premier cas, on conclut immédiatement à l’irréductibilité de V k,ap . Nous
verrons plus tard (section 6.4) comment déterminer quelle est cette représentation
irréductible. Dans le second cas, nous avons déjà une pente entière −m, à laquelle
nous pouvons appliquer la proposition 2.6.3 pour en déduire que
V k,ap =
(
µλω
m 0
0 µλ−1ω
k−1−m
)
avec λ =
(
ap
pm
)(
k − 1
m
)
.
Remarque 2.6.6. Si k − 1 ≡ m modulo p, alors la seconde pente est également
entière et les deux pentes sont distinctes. On en déduit que T k,ap est déjà semi-simple.
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6.3.2 Si
(
k−1
m
)
= 0 modulo p
Dans ce cas, on peut conclure que la valuation de convergence est r = m − 1,
mais pour vp(ap) = m − 1, le calcul de apz est un peu plus complexe, et il va de
nouveau falloir distinguer deux cas suivant que k = m(p+ 1) ou non.
6.3.2.1 Si k = m(p+ 1) Cette condition est en fait équivalente à k ≡ m modulo
p. En effet, si k ≡ m, en écrivant k = m(p − 1) + b, 2 ≤ b ≤ p, on obtient b ≡ 2m
modulo p, et donc b = 2m ou b + p = 2m, puisque 0 ≤ m ≤ p. Le premier cas
équivaut à k = m(p+ 1), alors que le second équivaut à k − 1 = (m− 1)(p+ 1), ce
qui est impossible ici par hypothèse.
Ainsi,
(
k−1
m−1
)
= 1 modulo p, et alors par la proposition 2.5.4, apz ∈
(
ap
pm−1
)
pi(m−1)(p−1)+
pi(m−1)(p−1)+1kL[pi]. Les pentes de P sont alors −(m− 1) et −m. On en déduit que
V k,ap =
(
ωmµλ 0
0 µλ−1ω
m−1
)
avec λ =
(
ap
pm−1
)
.
Remarque 2.6.7. De plus, les deux pentes étant distinctes, on a comme à la re-
marque 2.6.6 le fait que T k,ap est déjà extension triviale de deux caractères.
6.3.2.2 Si k 6= m(p + 1) Dans ce cas, on a ( k−1
m−1
)
=
(
k−1
m
)× m
k−m avec m < p et
k − m 6= 0 modulo p. Donc on a également ( k−1
m−1
)
= 0 modulo p. Par la proposi-
tion 2.5.3, on a alors apz ∈
(
ap
pm−1
)(
(k−1m )
p
)
pim(p−1) + pim(p−1)+1kL[pi].
Alors P est l’enveloppe convexe des points (−1, 0); (−p,m(p− 1)) et (−p2, (k −
1)(p − 1)). La pente du segment joignant les deux point extrémaux est −k−1
p+1
alors
que celle joignant les deux premiers points est −m. Aussi, P possède deux pentes
distinctes si et seulement si −k−1
p+1
> −m.
Mais alors k−m > mp+ 1, et comme k− 1 < (m+ 1)(p− 1) + 1 = mp+ p−m, le
produit (k−1) . . . (k−m) est non nul modulo p. Il en est alors de même pour (k−1
m
)
,
ce qui contredit nos hypothèses. Ceci prouve donc que P possède toujours une seule
pente : −k−1
p+1
6∈ Z, et donc V k,ap est irréductible.
6.4 Les cas où V k,ap est irréductible
Nous avons pu conclure à plusieurs reprises à l’irréductibilité de V k,ap . Or, les
représentations modulaires irréductibles de dimension 2 sont bien connues : elles ont
été décrites à la proposition 1.3.9, et ce sont les ind(ωh2 )⊗ µλ ; pour 1 ≤ h ≤ p2 − 2
primitif et λ ∈ k×L . Puisqu’on sait que le déterminant de V
∗
k,ap est ω
−(k−1), V ∗k,ap est
donc de la forme ind(ωh2 ), et il s’agit ici de déterminer h. Nous allons prouver qu’en
fait h = −(k − 1).
Comme le déterminant de ind(ωh2 ) est ωh, on peut déjà affirmer que h = −(k−1)
modulo p− 1, puisque le déterminant de V ∗k,ap est ω−(k−1).
La description du (ϕ,Γ)-module de ind(ωh2 ) donnée à la proposition 1.3.10 prouve
que dans D(ind(ωh2 )), il existe un élément x non nul tel que ϕ2(x) = pi−h(p−1)x.
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Notre première étape sera donc de chercher quelles sont les éventuelles valeurs de
h pour lesquelles il existe x ∈ D(T ∗k,ap) tel que ϕ2(x) = pi−h(p−1)x. Soit x = αe+ βf
un tel élément. Alors :
ϕ2(αe+βf) = ϕ2(α)(−qk−12 e+ apzqk−12 f) +ϕ2(β)(−ϕ(apz)e− qk−1f + apzϕ(apz)f).
Et donc {
−pih(p−1)α = −qk−12 ϕ2(α)− ϕ2(β)ϕ(apz)
−pi−h(p−1)β = ϕ2(α)apzqk−12 − ϕ2(β)qk−1 + ϕ2(β)apzϕ(apz).
On en déduit apzpi−h(p−1)α = −pi−h(p−1)β + ϕ2(β)qk−1 et donc
ϕ2(α) = − ϕ
2(β)
ϕ2(apz)
+
ϕ4(β)
ϕ2(apz)
qk−13 pi
hp2(p−1) (6.4.1)
qu’on peut utiliser pour en déduire une seule équation vérifiée par β :
β + ϕ2(β)
(
apzϕ(apz)pi
h(p−1) − qk−1pih(p−1) − qk−12
apz
ϕ2(apz)
pih(p−1)
)
− ϕ4(β)
(
qk−12 q
k−1
3
apz
ϕ2(apz)
pih(p
2+1)(p−1)
)
= 0.
Une fois de plus nous pouvons utiliser la théorie des pentes de Kedlaya : s’il
existe x = αe+βf vérifiant ϕ2(x) = pi−h(p−1)x, alors β est une solution de valuation
entière de l’équation Q(φ)(β) = 0 avec φ = ϕ2 (et donc q = p2 dans les notations de
la section 2) et
Q = 1 +
(
apzϕ(apz)pi
h(p−1) − qk−1pih(p−1) − qk−12
apz
ϕ2(apz)
pih(p−1)
)
T
−
(
qk−12 q
k−1
3
apz
ϕ2(apz)
pih(p
2+1)(p−1)
)
T 2.
Ainsi, une des pentes de Q doit être entière, et nous devons donc calculer ces
pentes, qui dépendent de k. Les deux cas où nous savons que V k,ap est irréductible
sont ceux où k − 1 n’est pas divisible par p+ 1 et
• (k−1
m
) 6= 0 et k − 1 < m(p+ 1),
• (k−1
m
)
= 0 et k 6= m(p+ 1).
Dans le second cas, nous avons également k − 1 < m(p + 1) : en effet, si k −
1 = m(p − 1) + b, le fait que (k−1
m
)
= 0 modulo p implique que b ≤ 2m, et donc
k − 1 ≤ m(p + 1). Enfin, dans les deux cas nous avons déjà calculé apz, qui est de
valuation m(p− 1).
Alors les pentes de Q sont : m(p
2−1)−h−p(k−1)
p+1
et −(k−1)−h
p+1
, et nous avons réduit
le problème à la détermination des valeurs de h telles que l’une de ces pentes soit
entière. Il est évident que h = k − 1 est une solution possible, et nous souhaitons
montrer que c’est la seule possible.
Mais puisque ind(ωh2 ) ' ind(ωph2 ), dans le cas où la première pente est entière,
quitte à changer h en ph, on peut supposer que la seconde pente est entière, et on
6. CALCUL DE LA RÉDUCTION 53
CHAPITRE 2. RÉDUCTION DES REPRÉSENTATIONS CRISTALLINES
en déduit que h ≡ −(k − 1) modulo p+ 1.
Afin de prouver que h = k−1, nous disposons déjà d’une congruence modulo p−1
et d’une congruence modulo p+1, obtenues en regardant uniquement le déterminant
et l’action de ϕ sur D(ind(ωh2 )). Toutefois, ceci ne suffit pas à obtenir h de manière
unique, sans surprise car par exemple D(ind(ωk−12 )) et D
(
ind
(
ω
k−1+(p+1)(p−1)/2
2
))
ont même déterminant et même ϕ-module sous-jacent. Il reste encore à exploiter ce
que l’on sait sur l’action de Γ.
Or, dans D(ind(ωh2 )), non seulement il existe un élément x non nul tel que
ϕ2(x) = −pi−h(p−1)x, mais en plus l’un de ces tels éléments doit vérifier γ(x) =(
ω(γ)pi
γ(pi)
) h
p+1 .
Nous savons par les rappels de [BLZ04] effectués à la section 4 que la matrice de
γ ∈ Γ dans la base (e, f) est
(
λ+
γ(λ+)
)k−1
0
0
(
λ−
γ(λ−)
)k−1
 modulo pik−1.
Supposons donc que r = −h−(k−1)
p+1
∈ Z soit une pente entière de Q, et soit
x = αe + βf dans D(T ∗k,ap) vérifiant ϕ
2(x) = −pi−h(p−1)x, avec β ∈ kL((pi)) de
valuation r. Dans ce cas, d’après l’égalité (6.4.1), la valuation de α est alors r′ =
p2r−m(p−1)+h(p−1) ≤ r. Comme nous ne connaissons l’action de γ que modulo
pik−1, nous allons donc travailler sur la composante en e (puisque vpi(α) ≤ vpi(β)).
On peut sans restriction supposer que α = pir′ +
∑
i>r′ αipi
i. Alors la composante
suivant e de γ(x) est ω(γ)r′ + pir′+1?, ? ∈ kL[[pi]]. Mais si γ(x) =
(
ω(γ)pi
γ(pi)
) h
p+1
x, ceci
impose ω(γ)r′ = 1, pour tout γ ∈ Γ. Or r′ = r modulo p− 1, et donc r = 0 modulo
p− 1. On en déduit que h = −(k − 1) modulo p2 − 1, et donc V k,ap = ind(ωk−12 ).
Nous avons donc finalement prouvé le résultat suivant :
Théorème 2.6.8. Soit k ≥ 2 tel que p+ 1 ne divise pas k − 1.
1. Si
(
k−1
m
) 6≡ 0 [p] et k − 1 < m(p + 1), alors r(k) = m, et pour vp(ap) = m,
V k,ap ' ind(ωk−12 ).
2. Si
(
k−1
m
) ≡ 0 [p] et si k 6= m(p+1), alors r(k) = m−1, et pour vp(ap) = m−1,
V k,ap ' ind(ωk−12 ).
6.5 Récapitulatif
Résumons ici les résultats obtenus dans la section précédente.
Théorème 2.6.9. Soit 2 ≤ k ≤ p2 − 1, ap ∈ Zp, et soit m =
⌊
k−2
p−1
⌋
. Alors :
1. si k − 1 = l(p+ 1),
(a) si vp(ap) > l, alors
V k,ap =
(
µ√−1 0
0 µ−√−1
)
⊗ ωl
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(b) si vp(ap) = l, alors
V k,ap =
(
ωlµλ 0
0 ωlµλ−1
)
avec λ2 +
(
ap
pl
)
λ+ 1 = 0.
2. si p+ 1 ne divise pas k − 1,
(a) si
(
k−1
m
) 6= 0 modulo p, alors V k,ap = ind(ωk−12 ) si vp(ap) > m et
i. si k − 1 > m(p+ 1) et vp(ap) = m, alors V k,ap = ind(ωk−12 ),
ii. si k − 1 < m(p+ 1), et vp(ap) = m, alors
V k,ap =
(
ωmµλ 0
0 ωk−1−mµλ−1
)
avec λ =
(
ap
pm
)(
k − 1
m
)
.
(b) si
(
k−1
m
)
= 0 modulo p, alors V k,ap = ind(ω
k−1
2 ) lorsque vp(ap) > m− 1 et
i. si k = m(p+ 1) et vp(ap) = m− 1, alors
V k,ap =
(
ωmµλ 0
0 ωm−1µλ−1
)
avec λ =
(
ap
pm−1
)
.
ii. si k 6= m(p+ 1) et vp(ap) = m− 1, alors V k,ap = ind(ωk−12 ).
Enfin, si k = p2, alors V k,ap =
( µ√−1 0
0 µ−√−1
)
pour vp(ap) ≥ p.
Tous ces cas apparaissent bien pour k compris entre 2p et p2 (nous laissons de
côté les cas où k ≤ 2p − 1, puisque le résultat de [BB05] traite déjà tous les cas).
Par exemple, pour des valeurs de p suffisamment grandes :
• Si m = 2, c’est-à-dire pour 2p ≤ k ≤ 3p− 2 :
– si k = 2p, alors
(
k−1
m
) 6= 0 et k − 1 < m(p+ 1),
– si k = 2p+ 1, alors
(
k−1
m
)
= 0,
– si k = 2p+ 2, alors k = m(p+ 1),
– si k = 2p+ 3, alors k − 1 = m(p+ 1),
– si k ∈ {2p+ 4, . . . , 3p− 2}, alors (k−1
m
) 6= 0 et k − 1 > m(p+ 1).
• Si m = 3, c’est-à-dire 3p− 1 ≤ k ≤ 4p− 3 :
– si k ∈ {3p− 1, 3p− 2, 3p}, alors (k−1
m
) 6= 0 et k − 1 < m(p+ 1),
– si k ∈ {3p+ 1, 3p+ 2}, alors (k−1
m
)
= 0,
– si k = 3p+ 3, alors k = m(p+ 1),
– si k = 3p+ 4, alors k − 1 = m(p+ 1),
– si k ∈ {3p+ 5, . . . , 4p− 3}, alors (k−1
m
) 6= 0 et k − 1 > m(p+ 1).
• Si m = p− 1, c’est-à-dire p2 − 2p+ 3 ≤ k ≤ p2 − p+ 1, alors (k−1
m
)
= 0.
• Si m = p, alors (k−1
m
) 6= 0 et k − 1 < m(p+ 1).
Les résultats que nous venons d’énoncer prouvent que V k,ap n’est pas forcément
la même sur le bord du disque qu’à l’intérieur du disque de convergence : dans
certains cas elle reste la même, dans d’autres elle change.
Dans l’intervalle 1 ≤ k ≤ p2, lorsque la réduction change sur le bord du disque de
convergence, deux cas de figure sont possibles :
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– soit V k,ap est déjà réductible à l’intérieur du disque, et reste réductible sur le
bord,
– soit V k,ap est irréductible à l’intérieur du disque, et devient réductible sur le
bord.
Dans ces deux cas, la réduction n’est pas constante sur le bord du disque de conver-
gence (mais reste localement constante), et dépend de ap, et pas uniquement de
vp(ap).
Enfin, notons que les résultats de Breuil dans le cas où k = 2p+ 1 prouvent que
la méthode de Berger-Li-Zhu ne fournit pas toujours le plus grand disque centré en
0 à l’intérieur duquel V k,ap est constante. En effet, les calculs de Breuil prouvent
que V k,ap = ind(ω
k−1
2 ) pour vp(ap) > 1/2 alors que la valuation de convergence de
la méthode de Berger-Li-Zhu est égale à 1.
7 Quelques résultats sur T k,ap
Par construction, la représentation V k,ap est semi-simple, et nous avons remarqué
que c’est parfois également le cas de T k,ap , le réseau de Vk,ap à partir duquel nous
calculons la réduction. Notons bien que par le lemme de Ribet, dans le cas où V k,ap
est réductible, les réseaux de Vk,ap ne sont pas tous extension des mêmes caractères.
Les résultats qui suivent ne s’appliquent donc qu’à Tk,ap , le réseau contruit grâce au
module de Wach précédemment décrit.
Dans certains cas où T k,ap n’est pas semi-simple, la théorie de Kummer nous per-
met d’obtenir quelques informations supplémentaires, sans toutefois nous permettre
de déterminer exactement T k,ap . La méthode que nous proposons possède tout de
même l’avantage de donner un résultat indépendant du réseau que nous réduisons,
à condition que celui-ci soit extension des mêmes caractères que T k,ap .
Nous nous limitons en pratique à l’étude des représentations qui sont extension
de kL par kL(ω). En effet, si χ : GQp → k×L est un caractère, alors Ext1(kL, kL(χ)) =
H1(Qp, kL(χ)) est de dimension un, sauf si χ = ω, auquel cas Ext1(kL, kL(1)) =
H1(Qp, kL(1)) est de dimension deux sur kL. Alors il est possible de distinguer un
peu plus subtilement les extensions possibles de kL par kL(1) (alors que pour χ 6= ω,
la seule véritable distinction étant entre extension scindée ou extension non scindée).
7.1 Rappels sur la théorie de Kummer
Pour tout n ≥ 1, on dispose de la suite exacte courte suivante
0 −−−→ µpn −−−→ Q×p p
n−−−→ Q×p −−−→ 0
qui induit la suite exacte longue de cohomologie
0 −−−→ 0 −−−→ Q×p p
n−−−→ Q×p −−−→ H1(Qp, µpn) −−−→ H1(Qp,Q
×
p ).
Ainsi, on dispose pour tout n d’une application Q×p → H1(Qp, µpn), qui en
passant à la limite donne lieu à une application
Q×p → H1(Qp, lim←−µpn) = H
1(Qp,Zp(1)).
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De plus, H1(Qp,Q
×
p ) = 0 par le théorème 90 de Hilbert, de sorte qu’on dispose
d’un isomorphisme H1(Qp, µp) ' Q×p /(Q×p )p. De plus, en tant que Gal(Qp/Qp)-
module, µp ' Fp(1), d’où un isomorphisme Q×p /(Q×p )p ' H1(Qp,Fp(1)), appelé
application de Kummer.
En outre, Q×p /(Q×p )p = 〈p〉× 〈1 + p〉 = Fp×Fp car p et 1 + p sont tous deux d’ordre
p et indépendants dans le quotient.
En tensorisant par kL, on obtient un isomorphisme explicite : k2L → H1(Qp, kL(1)).
Définition 2.7.1. Un cocycle non nul de Z1(Qp, kL(1)) est dit peu ramifié si son
image par l’application de Kummer est dans {0} × kL. Dans le cas contraire, il est
dit très ramifié.
7.2 Cocycles et extensions
Soit V une représentation p-adique de GQp telle que V =
(
ω 0
0 1
)
. Soient T1 et T2
deux réseaux de V , de sorte que T1
ss
= T2
ss
= V . On a alors T i =
(
ω ci
0 1
)
, où c1, c2
sont des 1-cocycles à valeurs dans Fp(1) = Fp(1).
On peut en outre supposer (grâce au lemme de Ribet) que T 1 et T 2 ne sont pas
semi-simples, de sorte que c1, c2 sont tous deux non nuls.
Proposition 2.7.2. Sous les hypothèse précédentes, les classes de c1 et c2 dans
H1(Qp,Fp(1)) sont colinéaires.
Démonstration. Par hypothèse, il existe des bases (e1, e2) de T1 et (f1, f2) de T2
telles que dans les bases (e1, e2) et (f 1, f 2) on aie T i =
(
ω ci
0 1
)
.
Quitte à échanger T1 et T2, à les multiplier par une puissance de p et à changer
les bases (autant d’opérations qui ne changent pas les classes des cocycles dans
H1(Qp,Fp(1))), on peut supposer que T1 ⊂ T2, e1 = f1, et que e2 = αf1 + βf2, avec
β ∈ Z×p et α ∈ pZp.
Dans ces nouvelles bases, l’action de GQp sur Ti est donnée par :(
χcycl + pa
i
1 [ci] + pa
i
2
pai3 1 + pa
i
4
)
avec aij : GQp → Zp.
Alors la composante en e1 de g(e2) est [c1(g)] + pa12(g).
Un calcul dans T2 donne
g(e2) = g(αf1+βf2) = α((χcycl(g)+pa
1
2(g))f1+pa
2
3(g)f2)+β(([c2(g)]+pa
2
2(g))f1+(1+pa
2
4(g))f2).
On en déduit
α(χcycl(g) + pa
2
1(g)) + β([c2(g)] + pa
2
2(g)) = [c1(g)] + pa
1
2(g)
ce qui après réduction modulo p donne c1(g) = βc2(g).
PuisqueH1(Qp,Fp(1)) est de dimension 2 sur Fp, dans l’espace projectifP(Ext1(Fp,Fp(1))
il y a p+ 1 classes d’extensions de la représentation triviale par Fp(1) : la classe de
l’extension triviale, une classe correspondant aux extensions peu ramifiées, les p− 1
autres correspondant aux extensions très ramifiées.
Notons que le fait que la réduction d’un réseau soit peu ou très ramifiée ne dépend
que de la représentation p-adique V , et pas d’un réseau extension de Zp par Zp(1)
de V par la proposition précédente.
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7.3 Détermination de l’application de Kummer en termes de
(ϕ,Γ)-modules
Dans cette partie, nous cherchons un critère permettant de déterminer si un
(ϕ,Γ)-module sur kL((pi)), extension non triviale de kL((pi)) par D(kL(1)) correspond
à une extension peu ramifiée ou très ramifiée. Nous utilisons à cette fin des résultats
de Benois et de Colmez.
Colmez a construit dans [Col10a, Proposition VII.3.7], pour tout couple (α, β) ∈
k2L, un (ϕ,Γ)-module Dα,β = kL((pi))e1⊕kL((pi))e2 extension de D(kL) par D(kL(1)),
tel que les actions de ϕ et Γ sont données par :
ϕ(e1) = e1, ϕ(e2) = e2 + xα,βe1, γ(e1) = ω(γ)e1, γ(e2) = e2 + τ0(γ)yα,βe1
avec τ0(γ) = p−1p log(χcycl(γ)) ∈ Z×p , yα,β ∈ αpikL[[pi]] et xα,β ∈ kL((pi)). Il prouve alors
que l’application (α, β) 7→ Dα,β est un isomorphisme entre k2L et Ext1(kL, kL(1)).
Nous allons ici étudier le lien entre cette application et l’application de Kummer.
Soit C = C(Zp(1)) le complexe de Herr associé à Zp(1), donné par :
0→ D(Zp(1))→ D(Zp(1))⊕D(Zp(1))→ D(Zp(1))→ 0
où les deux flèches du milieu sont données par
α 7→ ((ϕ− 1)α, (γ − 1)α) et (α1, α2) 7→ (γ − 1)α1 + (1− ϕ)α2,
avec γ un générateur de Γ. Herr a prouvé dans [Her98] que la cohomologie de ce
complexe est isomorphe à la cohomologie galoisienne de Zp(1).
De plus, la réduction modulo p de ce complexe fournit un isomorphisme entre la
cohomologie du complexe de Herr associé à D(Fp(1)) et la cohomologie galoisienne
de Fp(1).
À une extension de Fp par Fp(1) correspond un élément de la cohomologie du
complexe de Herr de Fp(1), qui est défini de la manière suivante : si l’extension est
telle que
Mat(ϕ) =
(
1 f
0 1
)
et Mat(γ) =
(
ω(γ) g
0 1
)
alors on lui associe cl(f, g) ∈ H1(C(Fp(1))). On vérifie aisément que cette applica-
tion est bien définie, c’est-à-dire qu’un changement de base de modifie le cocycle que
d’un cobord, et donc ne change pas la classe dans la cohomologie.
De même, il est aisé de vérifier que le résidu en 0 de y ne dépend que du choix d’un
représentant de cl(x, y).
Pour la suite, nous avons besoin de résultats de Benois ([Ben00]) sur l’application
de Kummer en caractéristique nulle, que nous rappelons ici.
Soit R = 1 + (p, pi)Zp[[pi]], l l’application l : F (pi) ∈ R 7→
(
1− ϕ
p
)
log(F (pi)) et
τ = 1
p
+ 1
2
. On note ε une base de D(Zp(1)) et D l’opérateur D = (1 + pi) ddpi .
Lemme 2.7.3 ([Ben00, Lemme 2.1.3]). Soit F (pi) ∈ R et f(pi) = l(F (pi)). Alors
pour tout γ ∈ Γ, il existe un unique aF,γ(pi) ∈ Zp[[pi]] tel que :
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– (ϕ− 1)(aF,γ(pi)ε) = (γ − 1)(f(pi)τε),
– aF,γ(pi) ≡ (1− χcycl(γ))D(logF (pi)) modulo pi.
Proposition 2.7.4 ([Ben00, Proposition 2.1.5]). Soit ι : R −→ H1(C) le morphisme
F (pi) 7→ cl(f(pi)τ ·ε, aF,γ(pi)·ε) où f(pi) = l(F (pi)), et soit ρ : F 7→ F (0) le morphisme
d’évaluation en zéro. Alors le diagramme suivant commute :
R
−ι
> H1(C)
Q×p
ρ∨
δ
> H1(Qp,Zp(1))
h1∨
où h1 est l’isomorphisme de Herr en degré 1 et δ est l’application de Kummer.
Nous utilisons ce résultat ainsi que celui de Colmez décrit plus haut pour en
déduire le résultat suivant :
Proposition 2.7.5. Soit V une représentation p-adique de dimension 2 de GQp
telle que la réduction d’un réseau de V soit une extension non triviale de Fp par
Fp(1), pour laquelle la matrice d’un générateur γ de Γ est donnée par
(
ω y
0 1
)
. Alors
cette extension est peu ramifiée si et seulement si le résidu de y en 0 est nul.
Démonstration. Partant d’un élément peu ramifié non nul (0, b) ∈ F2p = 〈p〉 × 〈1 +
p〉 = Q×p /(Q×p )p, on peut le relever dans Q×p en (1+p)b. Puisque ρ est l’évaluation en
zéro, on peut le relever dans R par la série constante F (pi) = (1+p)[b], où [b] désigne
le relêvement de Teichmuller de b. Alors l(F (pi)) = f(pi) = −[b]p−1
p
log(1 + p), et
aF,γ(pi) ≡ 0 modulo pi.
Ainsi, (h1)−1(F (pi)) = cl(f(pi)τ · ε, aF,γ(pi) · ε). En réduisant modulo p, l’image ré-
ciproque par h1 de (0, b) ∈ F2p ' H1(Qp,Fp(1)) est donc un élément cl(x, y) avec y
de résidu nul.
Le résultat de Colmez permet de conclure par cardinalité puisqu’il y a exactement
p− 1 extensions non triviales telles que le résidu de y soit nul.
Là encore, ce résultat reste valable après tensorisation par kL.
7.4 Application à l’étude de T k,ap
Ce qui a été dit précédemment peut être utilisé afin d’étudier un peu plus fine-
ment le réseau T k,ap , lorsque cela a un sens que de parler d’extension peu ou très
ramifiée. C’est le cas lorsque T ∗k,ap =
(
ωr+1 ?
0 ωr
)⊗ µλ±1 .
Par les calculs de la section 6 ceci ne se produit que dans deux cas :
– si k = m(p+ 1), vp(ap) = m− 1 et λ = ±1, mais par la remarque 2.6.7, T k,ap
est semi-simple, donc nous excluons ce cas.
– si k − 1 = m(p+ 1) + 1, vp(ap) = m et
(
ap
pm
)
= ±1.
Nous nous plaçons donc dans le second cas. Alors en reprenant les notations
de la section 6, nous avons un sous-(ϕ,Γ)-module de D(T ∗k,ap) dont une base est
δ = x
pipm
e+ y
pim
f , avec x = αpipm et y = βpim, et donc x, y ∈ kL[[pi]].
7. QUELQUES RÉSULTATS SUR TK,AP 59
CHAPITRE 2. RÉDUCTION DES REPRÉSENTATIONS CRISTALLINES
On peut alors prendre
(
δ, e
ypipm+1
)
comme base de D(T ∗k,ap). Dans cette base, on a
bien évidemment γ(δ) = ω−mδ, mais aussi
γ
(
e
ypipm+1
)
=
1
γ(y)γ(pi)pm+1
(
λ+
γ(λ+)
)k−1
+
1
γ(y)γ(pi)pm+1
pik−1?
avec ? ∈ kL[[pi]]e⊕ kL[[pi]]f .
La composante en f est donc de la forme 1
γ(y)γ(pi)mp+1
pik−1?.
Or, puisque m ≥ 1, γ
(
e
ypipm+1
)
= ωm−k−1(γ) · e + ? · f , avec ? ∈ pik−1−mp−1kL[[pi]].
Toujours dans la même base de D(T ∗k,ap), on peut donc écrire
Mat(ϕ) =
(
λ ?1
0 λ
)
et Mat(γ) =
(
ω(γ)−m pik−1−mp−1?2
0 ω(γ)m−k−1
)
.
Après torsion par ωm+1µλ, on obtient une extension du (ϕ,Γ)-module trivial par
celui de kL(1), extension dont la classe dans la cohomologie du complexe de Herr
est donnée par cl(?1, pik−1−mp−1?2). Par la proposition 2.7.5, cette extension est peu
ramifiée. On a donc prouvé le résultat suivant :
Proposition 2.7.6. Si k − 1 = m(p+ 1) + 1, vp(ap) = m et λ =
(
ap
pm
)
= ±1, alors
T
∗
k,ap =
(
ω ?
0 1
)
⊗ µλω−m−1
où ? est non-trivial et peu ramifié.
Remarque 2.7.7. On retrouve là le résultat du théorème 2.2.5 de [BB05] qui traite
le cas k = p+ 3.
8 Les limites de la méthode de Berger-Li-Zhu
La méthode que nous avons utilisée pour déterminer V k,ap repose sur le fait qu’il
est possible de construire un module de Wach d’un réseau de V ∗k,ap sur lequel l’action
de ϕ est suffisamment compatible avec la filtration pour simplifier des calculs. En
particulier, le fait qu’il existe une base du module de Wach telle que la première
colonne de la matrice de ϕ dans cette base soit à coefficients dans qk−1A+Qp faci-
lite grandement les calculs. Il est donc légitime de se demander s’il existe toujours
une telle base. La réponse est négative, et nous prouvons qu’essentiellement, cela
n’arrive que dans les cas que nous avons traités précédemment, c’est-à-dire pour
vp(ap) ≥ r(k), ou si ap est une unité p-adique.
Dans tout ce qui suit, s’il n’y a pas d’ambiguïté, on note xi les coefficients d’un
élément x ∈ A+Qp ⊗ L. Commençons par un lemme facile mais que nous utiliserons
à plusieurs reprises par la suite :
Lemme 2.8.1. Soit x ∈ A+Qp. Alors x est divisible par pi si et seulement si ϕ(x) est
divisible par q.
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Démonstration. Rappelons que ϕ(pi) = qpi. Alors, si x = pib, ϕ(x) = ϕ(pi)ϕ(b) =
qpiϕ(b).
Inversement, si x0 6= 0, alors ϕ(x) = x0 + q(pix1 + . . . ) n’est pas divisible par q.
Soit donc k ≥ 2, ap ∈ Zp, et L une extension finie de Qp telle que ap ∈ OL, et
supposons que le module de Wach Nk d’un réseau de Vk,ap possède une base (e, f)
sur A+Qp ⊗OL telle que la matrice de ϕ dans cette base soit
M = Matϕ =
(
qk−1a b
qk−1c d
)
avec a, b, c, d ∈ A+Qp ⊗OL.
Puisque det(Vk,ap) = ωk−1, et que le déterminant de la matrice de ϕ est bien
défini à multiplication par un élément de 1 + pi(A+Qp ⊗OL) près, le déterminant de
M est qk−1× τ , avec τ ∈ 1+piA+Qp⊗OL. C’est donc que ad− bc ∈ 1+pi(A+Qp⊗OL).
Comme l’anneau A+Qp⊗OL est local, d’idéal maximal (mL, pi), le coefficient constant
de ad− bc est donc dans O×L . On en déduit également que soit a soit c est une unité
de A+Qp ⊗OL.
Nous allons prouver que :
– si c est une unité, alors vp(ap) ≥ r(k), où r(k) désigne la valuation de conver-
gence,
– si c n’est pas une unité (et donc a est une unité), alors ap ∈ O×L ⊂ Zp
×, et
donc comme expliqué à la remarque 2.1.11, Vk,ap est réductible, et V k,ap est
égale à µap ⊕ µap−1ωk−1.
8.1 Le cas où c n’est pas une unité.
Supposons que c ne soit pas inversible dans A+Qp⊗OL. En particulier, par ce qui
a été dit précédemment, a est une unité.
Alors
(
ϕ(e)
qk−1 , f
)
est une base de Nk, car
ϕ(e)
qk−1
= ae+ cf
possède (dans la base (e, f)) une composante en e qui est une unité.
Dans cette nouvelle base,
ϕ(f) = be+ df
=
b
a
ϕ(e)
qk−1
+ λf avec λ ∈ A+Qp ⊗OL
= be+
b
a
f + λf.
On en déduit que d = b
a
c+ λ, et donc que λ = − 1
a
(ad− bc). De même,
ϕ
(
ϕ(e)
qk−1
)
= ϕ(ae+ cf)
= ϕ(a)
(
qk−1ae+ qk−1cf
)
+ ϕ(c) (be+ df) .
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La composante en e de ϕ
(
ϕ(e)
qk−1
)
est donc ϕ(a)qk−1a+ ϕ(c)b. Donc
ϕ
(
ϕ(e)
qk−1
)
=
(
ϕ(a)qk−1 + ϕ(c)
b
a
)
ϕ(e)
qk−1
+ µf, avec µ ∈ A+Qp ⊗OL.
Mais alors
ϕ(c)d+ ϕ(a)qk−1c = ϕ(a)cqk−1 + ϕ(c)c
b
a
+ ν.
On en déduit que ν = ϕ(c)
(
d− c b
a
)
.
Nous avons donc prouvé que dans la base
(
ϕ(e)
qk−1 , f
)
, la matrice de ϕ est
M ′ =
(
ϕ(a)qk−1 + ϕ(c) b
a
b
a
ϕ(c)
(
d− b
a
) − 1
a
(ad− bc)
)
.
Sa trace est ϕ(a)qk−1+ϕ(c) b
a
− 1
a
(ad−bc).Modulo pi, elle est donc égale à a0pk−1−d0.
Puisque ad − bc est une unité, et que c ne l’est pas, d est également une unité de
A+Qp ⊗OL, de sorte que d0 ∈ O×L . Ainsi,
(trM ′ ( modulo pi)) ∈ O×L .
Or, cette trace est égale à ap. On en déduit comme annoncé que ap ∈ O×L .
Remarque 2.8.2. Le résultat obtenu porte sur ap, et donc sur Vk,ap , et pas seule-
ment sur le réseau dont Nk était le module de Wach.
8.2 Le cas où c est une unité.
Si c est une unité de A+Qp ⊗ OL, alors
(
e, ϕ(e)
qk−1
)
est une base de Nk, car la
composante en f de ϕ(e)
qk−1 est c.
Dans cette base, la matrice de ϕ est de la forme
(
0 λ
qk−1 ν
)
, avec λ, ν ∈ A+Qp⊗OL.
Puisque la trace de cette matrice est la même que celle du Frobenius de Dk,ap , le
coefficient constant de ν est ap. En particulier, ν est inversible dans B+Qp ⊗ L, mais
pas nécessairement dans A+Qp ⊗ OL. De plus, comme le déterminant de la matrice
de ϕ est −qk−1λ, on en en déduit que λ ∈ −1 + pi(A+Qp ⊗OL).
Lemme 2.8.3. Pour tout α ∈ 1+pi(B+Qp⊗L), il existe un unique x ∈ 1+pi(B+Qp⊗L)
tel que ϕ2(x) = αx.
Démonstration. Notons a =
∑
i aipi
i et x =
∑
j xjpi
j. Alors on cherche x tel que∑
n
xnpi
p2
n
=
∑
n
∑
i+j=n
aixjpi
n.
L’existence et l’unicité sont immédiates en remarquant que xi est une combinaison
linéaire des xj, pour j < i.
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Soit donc δ ∈ A+Qp ⊗OL tel que ϕ2(δ) = −λ−1δ.
Alors
(
δe, ϕ(δe)
qk−1
)
est une base de Nk, dans laquelle la matrice de ϕ est
P =
(
0 ϕ
2(δ)λ
δ
qk−1 ϕ
2(δ)
δ
ν
)
=
(
0 −1
qk−1 ν ′
)
avec ν ′ unité de B+Qp ⊗ L.
Nous notons désormais (e′, f ′) cette nouvelle base de Nk.
Pour γ ∈ Γ, notons Qγ =
(
a1 a2
a3 a4
)
la matrice de l’action de γ dans la base
(e′, f ′).
La relation Pϕ(Qγ) = Qγγ(P ) s’écrit alors( −ϕ(a3) −ϕ(a4)
qk−1ϕ(a1) + ν ′ϕ(a3) qk−1ϕ(a2) + ν ′ϕ(a4)
)
=
(
0 −1
qk−1 ν ′
)(
ϕ(a1) ϕ(a2)
ϕ(a3) ϕ(a4)
)
=
(
a1 a2
a3 a4
)(
0 −1
γ(q)k−1 γ(ν ′)
)
=
(
a2γ(q)
k−1 −a1 + a2γ(ν ′)
a4γ(q)
k−1 −a3 + a4γ(ν ′)
)
.
On en déduit le système d’équations
−ϕ(a3) = a2γ(q)k−1 (8.2.1a)
−ϕ(a4) = −a1 + a2γ(ν ′) (8.2.1b)
qk−1ϕ(a1) + ν ′ϕ(a3) = a4γ(q)k−1 (8.2.1c)
qk−1ϕ(a2) + ν ′ϕ(a4) = −a3 + a4γ(ν ′). (8.2.1d)

De l’équation (8.2.1a), on déduit que ϕ(a3) est divisible par qk−1 (car q divise
γ(q)), et donc par le lemme 2.8.1, que a3 ≡ 0 modulo pik−1. Ainsi, a2 ≡ 0 modulo
pik−1.
Ceci implique alors, par l’équation (8.2.1b) que ϕ(a4) ≡ a1 modulo pik−1.
Par l’équation (8.2.1d), on déduit que ν ′ϕ(a4) ≡ a4γ(ν ′) modulo pik−1, et donc
ν ′a1 = a4γ(ν ′) modulo pik−1.
Puisque par hypothèse ν ′ est une unité de B+Qp ⊗ L, on a alors
ν ′
γ(ν ′)
=
a4
a1
.
On en déduit que ϕ
(
ν′
γ(ν′)
)
= ϕ(a4)
ϕ(a1)
, et donc
ϕ
(
ν ′
γ(ν ′)
)
ν ′
γ(ν ′)
=
qk−1
γ(q)k−1
.
Notons qu’il est bien possible de diviser (dans B+Qp ⊗ L) par a1 dans l’équation
précédente, car a2, a3 étant nuls modulo pi, a1 et a4 doivent être des unités.
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Lemme 2.8.4. Quel que soit a ∈ 1 +pi(B+Qp⊗L), l’équation xϕ(x) = a possède une
unique solution x unitaire dans B+Qp ⊗ L (resp. (B+Qp ⊗ L)/pin).
Démonstration. Écrivons a =
∑
i≥0 aipi
i, et de même, x =
∑
j≥0 xjpi
j. Alors ϕ(x) =∑
j≥0 xjpi
pj , et donc(∑
j≥0
xjpi
j
)(∑
k≥0
xkpi
pk
)
=
∑
i≥0
 ∑
j+pk=i
xjxk
 pii = ∑
i=0
aipi
i.
Ainsi, chaque xi est uniquement déterminé par les aj et les xj, pour j < i. On en
déduit à la fois l’existence et l’unicité de la solution.
Corollaire 2.8.5. L’équation xϕ(x) = q
k−1
γ(q)k−1 possède une unique solution unitaire
dans B+Qp ⊗ L (respectivement (B+Qp ⊗ L)/pin), égale à
(
λ−
λ+
)k−1 (
γ(λ+)
γ(λ−)
)k−1
, (resp.(
λ−
λ+
)k−1 (
γ(λ+)
γ(λ−)
)k−1
mod pin).
Démonstration. Pour l’existence et l’unicité, il suffit d’appliquer le lemme précédent
avec a = q
k−1
γ(q)k−1 . Pour la valeur exacte, il suffit de remarquer que(
λ−
λ+
)k−1(
γ(λ+)
γ(λ−)
)k−1
ϕ
((
λ−
λ+
)k−1(
γ(λ+)
γ(λ−)
)k−1)
=
qk−1
γ(q)k−1
.
Puisque ν′
γ(ν′) est unitaire et vérifie
ν′
γ(ν′)ϕ
(
ν′
γ(ν′)
)
= q
k−1
γ(q)k−1 modulo pi
k−1, on en
déduit que ν′
γ(ν′) =
(
λ−
λ+
)k−1 (
γ(λ+)
γ(λ−)
)k−1
modulo pik−1.
On prouve de manière analogue au lemme 2.8.4 le résultat suivant :
Lemme 2.8.6. Pour tout a ∈ 1 + pi(B+Qp ⊗ L)/pin, et tout x0 ∈ O×L , l’équation x =
aγ(x) possède une unique solution x de coefficient constant x0 dans (B+Qp ⊗ L)/pin.
Mais nous connaissons l’unique solution unitaire à l’équation précédente, puisque(
λ−
λ+
)k−1
=
(
λ−
λ+
)k−1(
γ(λ+)
γ(λ−)
)k−1(
γ(λ−)
γ(λ+)
)k−1
.
Comme le coefficient constant de ν ′ est égal à ap, on a donc
ν ′ = ap
(
λ−
λ+
)k−1
modulo pik−1.
Mais puisque ν ′ ∈ A+Qp ⊗OL, on en déduit que
ap
(
λ−
λ+
)k−1
modulo pik−1 ∈ A+Qp ⊗OL = OL[[pi]].
Ceci est exactement la définition de vp(ap) ≥ r(k) : ap appartient au disque de
convergence fermé.
Finalement, nous avons prouvé le résultat suivant :
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Proposition 2.8.7. Soit k ≥ 2 et ap ∈ OL tels qu’il existe un réseau de V ∗k,ap dont
le module de Wach possède une base dans laquelle la matrice de ϕ est de la forme
M = Matϕ =
(
qk−1a b
qk−1c d
)
avec a, b, c, d ∈ A+Qp ⊗OL. Alors soit vp(ap) = 0, soit vp(ap) ≥ r(k).
Par conséquent, la limitation sur vp(ap) qui marque la limite de la méthode que
nous avons utilisée semble être une limite naturelle, et on peut s’attendre à ce que
le calcul des V k,ap pour ap hors du disque de convergence soit de nature différente.
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Chapitre 3
Représentations modulaires d’un
sous-groupe de Borel de GL2(Qp)
Nous nous intéressons dans cette partie aux représentations lisses irréductibles
d’un sous-groupe de Borel de GL2(Qp) sur un corps de caractéristique p. En par-
ticulier, nous démontrons un théorème de classification de telles représentations en
termes de (ϕ,Γ)-modules, ce qui mène pour les corps finis ou algébriquement clos à
une inteprétation galoisienne.
1 Rappels et préliminaires sur les représentations
de groupes localement profinis
1.1 Représentations lisses
Si G est un groupe localement profini, on appelle représentation k-linéaire de
G un morphisme de groupes G → Autk(V ) où V est un k-espace vectoriel. La
représentation pi : G → Autk(V ) est dite lisse si pour tout v ∈ V , StabG(v) =
{g ∈ G : g · v = v} est un sous-groupe ouvert de G.
Proposition 3.1.1. pi : G → AutG(V ) est lisse si et seulement si G × V → V :
(g, v) 7→ pi(g)(v) est continue lorsque V est muni de la topologie discrète.
Démonstration. Supposons que l’action de G sur V soit continue lorsque V est muni
de la topologie discrète. Alors l’image réciproque de v par l’application (g, v) 7→ g ·v
est un ouvert de G × V qui contient (1, v), et donc doit en contenir un voisinage
ouvert. Par définition de la topologie produit, elle contient un ensemble de la forme
Gv×{v}, avec Gv sous-groupe ouvert compact de G, et alors ce sous-groupe stabilise
v, ce qui prouve que la représentation est lisse.
Inversement, supposons que pi soit une représentation lisse de G, et soit H un sous-
groupe ouvert compact fixant 0. Alors H ×{0} est un ouvert de G×V qui est dans
l’image réciproque de 0 par l’application (g, v) 7→ g · v, et donc l’action est continue
si V est muni de la topologie discrète.
En particulier, si pi est une représentation lisse, on a V =
⋃
H V
H où l’union
porte sur tous les sous-groupes ouverts de G et V H désigne les invariants sous H.
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La représentation pi est dite admissible si de plus V H est un k-espace vectoriel de
dimension finie pour tout sous-groupe ouvert compact H.
Rappelons le résultat classique suivant :
Proposition 3.1.2. Soit V un espace vectoriel sur k un corps de caractéristique p,
et G un pro-p-groupe agissant de manière lisse sur V . Alors il existe v ∈ V non nul,
fixe sous l’action de G.
Démonstration. Il est classique qu’un p-groupe agissant linéairement sur un k-espace
vectoriel de dimension finie possède toujours un point fixe (voir [Ser78, Proposition
26]).
Soit donc v ∈ V non nul. Par lissité de l’action de G, le stabilisateur Stab(v) est
un sous-groupe ouvert de G, et donc est d’indice fini. Ceci prouve que la sous-G-
représentation W de V engendrée par v est de dimension finie sur k.
Soit alors (w1, . . . , wn) une base de W sur k, et H =
⋂
i Stab(vi). C’est un sous-
groupe d’indice fini de G, qui agit trivialement sur W . Ainsi, G agit sur W à travers
G/H, qui est un p-groupe fini. Si w ∈ W est un point fixe non nul pour cette action,
alors w ∈ WG ⊂ V G.
Nous aurons besoin par la suite de connaître les représentations lisses irréduc-
tibles et de dimension finie de Z×p , elles sont classées par le résultat suivant :
Proposition 3.1.3. Soit k un corps de caractéristique p et ρ : Z×p → Autk(V ) une
représentation lisse, irréductible, de dimension finie de Z×p . Alors V est de dimension
1, et ρ est entièrement déterminée par l’image d’une racine primitive (p − 1)-ième
de l’unité.
Démonstration. Commençons par remarquer que Z×p = µp−1(Qp)×(1+pZp). Puisque
1 + pZp est un pro-p-groupe, V 1+pZp 6= {0}, et puisque Z×p est abélien, V 1+pZp est
une sous-représentation de V , donc si V est irréductible, V 1+pZp = V , et l’action de
Z×p se factorise en une action de µp−1(Qp).
Puisque µp−1(Qp) est un groupe abélien fini d’ordre premier à p, ses représentations
irréductibles sont toutes des caractères, et on en déduit que V est de dimension 1,
et que ρ est entièrement déterminée par l’image d’un générateur de µp−1(Qp).
On note ω : Z×p → F×p ⊂ k× le caractère qui à x ∈ Z×p associe sa réduction
modulo p. La proposition précédente prouve qu’un caractère lisse de Z×p est une
puissance de ω. De manière plus précise, si χ est un caractère lisse de Z×p , alors il
existe un unique r ∈ {0, . . . , p− 2} tel que χ = ωr. De même, si λ ∈ k×, on note
µλ : Q
×
p → k× le caractère x 7→ λvp(x).
Remarque 3.1.4. Ces notations sont cohérentes avec les notations du chapitre 1
et l’isomorphisme du corps de classes : WabQp ' Q×p .
Proposition 3.1.5. Soit χ : Q×p → k× un caractère lisse de Q×p . Alors il existe
λ ∈ k× et r ∈ {0, . . . , p− 2}, uniquement déterminés, tels que χ = ωrµλ.
Démonstration. Si on note λ = χ(p), alors le résultat découle immédiatement de la
proposition 3.1.3.
De même, on peut classifier les représentations irréductibles de Q×p :
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Proposition 3.1.6. Soit ρ : Q×p → Autk(V ) une représentation lisse irréductible de
Q×p . Alors V est de dimension finie, et il existe f ∈ Autk(V ), et r ∈ {0, . . . , p− 2}
tels que
ρ (pnx0) · v = ωr(x0)fn(v),∀n ∈ Z,∀x0 ∈ Z×p ,∀v ∈ V.
Démonstration. Puisque 1 + pZp est un pro-p-groupe, V 1+pZp n’est pas réduit à
0. Or par commutativité de Q×p , il s’agit d’une sous-représentation de V , et donc
V = V 1+pZp : 1 + pZp agit trivialement. Ainsi, Z×p agit sur V via Z×p /(1 + pZp),
et si g ∈ Z×p , alors gp−1 agit trivialement, de sorte que V =
⊕
λ∈F×p V
g=λ, et donc
V =
⊕p−1
r=1 Vωr , où l’action de Z
×
p sur Vωr est scalaire, donnée par ωr.
Mais Vωr est alors une sous-représentation de V , et par irréductibilité, il existe r tel
que V = Vωr .
Alors V (ω−r) est une représentation irréductible de Q×p /Z×p = Z, et par conséquent
est un quotient irréductible de k[X,X−1] et donc est de dimension finie.
On a alors le résultat annoncé, f étant l’endomorphisme de V correspondant à
l’action de p.
1.2 Induites compactes
Si G est un groupe localement profini, H un sous-groupe ouvert de G et σ : H →
Autk(V ) une représentation lisse de H, on note indGHσ l’induite compacte de σ.
Plus précisément, indGHσ est l’espace des fonctions f : G → V , à support compact
modulo H, telles que :
– f(hg) = σ(h)f(g), ∀h ∈ H,∀g ∈ G,
– il existe un sous-groupe ouvert compact K de G (dépendant de f) tel que
f(gx) = f(g),∀g ∈ G,∀x ∈ K.
On munit indGHσ d’une action de G par (g · f)(x) = f(xg), et alors indGHσ est une
représentation lisse de G.
Si v ∈ V et g ∈ G, on note [g, v] l’élément de indGHσ défini par
[g, v](x) =
{
σ(xg)(v) si x ∈ Hg−1
0 si x 6∈ Hg−1.
Alors il est aisé de voir que tout élément de indGHσ s’écrit comme combinaison linéaire
de telles fonctions. De plus, on a
– g[g′, v] = [gg′, v],∀g, g′ ∈ G,∀v ∈ V
– [gh, v] = [g, σ(h)(v)],∀g ∈ G,∀h ∈ H,∀v ∈ V .
Dans le cas où σ est un caractère lisse de H, on note [g] au lieu de [g, 1], et alors
les [g], pour g parcourant un système de représentants de G/H forment une base de
indGHσ.
Proposition 3.1.7 (Réciprocité de Frobenius). Soit H un sous-groupe ouvert de G,
σ une représentation lisse de H et pi une représentation lisse de G. Alors il existe
un isomorphisme :
HomG(ind
G
Hσ, pi) −→∼ HomH(σ, pi|H).
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Démonstration. Nous ne donnons pas tous les détails, pour cela, on pourra par
exemple se reporter à [BL94], mais nous contentons de donner explicitement les
isomorphismes, ce qui nous sera utile par la suite.
Si Φ ∈ HomG(indGHσ, pi), alors on lui associe l’application φ : σ → pi définie par
φ(v) = Φ([1, v]).
Inversement, si φ ∈ HomH(σ, pi|H), on lui associe Φ : indGHσ → pi définie par
Φ(f) =
∑
x∈H\G
pi(x−1)φ(f(x)).
On peut alors montrer que ces deux applications sont inverses l’une de l’autre, d’où
le résultat.
1.3 Représentations de GL2(Qp) en caractéristique p
La théorie des représentations lisses irréductibles de GL2(Qp) sur un corps de
caractéristique `, ` 6= p est bien connue, on pourra par exemple consulter [BH06]
pour le cas de la caractéristique nulle et [Vig96] pour ` premier différent de p.
En caractéristique p, bien que la situtation soit différente, des résultats de Barthel-
Livné ([BL94]) et Breuil ([Bre03a]) ont permis de donner une classification complète
des représentations lisses irréductibles de GL2(Qp), au moins dans le cas où le corps
des coefficients est algébriquement clos. Nous rappelons ici cette classification.
Notons G = GL2(Qp) , KG = GL2(Zp) un sous-groupe compact maximal de
G, B le sous-groupe de Borel de G formé des matrices triangulaires supérieures et
Z = Q×p · Id le centre de G . Jusqu’à la fin de la section 1.3, nous ne considérons que
le cas d’un corps k de caractéristique p et algébriquement clos.
Si r ≥ 0, alors Symr k2 s’identifie à l’espace des polynômes homogènes de degré
r en deux variables X et Y , et il est muni d’une action de KG définie par(
a b
c d
)
·XjY r−j = (aX + cY )j(bX + dY )r−j.
On étend par inflation cette action à KG Z en faisant agir
(
p 0
0 p
)
trivialement. Barthel
et Livné prouvent alors que les Symr k2⊗detm, avec 0 ≤ r ≤ p−1 et 0 ≤ m ≤ p−1
décrivent l’ensemble des représentations lisses irréductibles de dimension finie de KG.
SoitH(KG Z, indGKG Z Symr k2) = EndG(indGKG Z Symr k2) l’algèbre de Hecke de indGKG Z Symr k2.
Il est possible d’interpréter H(KG Z, indGKG Z Symr k2) comme un espace de fonc-
tions sur l’ensemble des doubles classes KG Z \G /KG. Le produit de deux telles
fonctions est alors un produit de convolution. Barthel et Livné prouvent l’exis-
tence d’un opérateur T ∈ H(KG Z, indGKG Z Symr k2), correspondant à la double
classe KG Z
(
p 0
0 1
)
KG tel que l’algèbre de Hecke soit l’algèbre des polynômes en T :
H(KG Z, indGKG Z Symr k2) = k[T ].
Pour λ ∈ k×, 0 ≤ r ≤ p− 1 et χ : Q×p → k× un caractère lisse, on note pi(λ, r, χ) la
représentation lisse
pi(r, λ, χ) :=
indGKG Z Sym
r k2
(T − λ) ⊗ (χ ◦ det).
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Barthel et Livné ont alors démontré les résultats suivants :
Proposition 3.1.8. 1. Si λ 6= 0 et (r, λ) 6∈ {(0,±1), (p− 1,±1)}, alors pi(r, λ, χ)
est irréductible, et est isomorphe à la tordue par un caractère d’une induite
parabolique (induction à G d’un caractère d’un sous-groupe de Borel). En par-
ticulier pi(r, λ, 1) ' indGB(µλ ⊗ µλ−1ωr).
2. L’induite parabolique indGB1 se décompose en
0→ 1→ indGB1→ St→ 0
où St est une représentation irréductible de G.
3. Un quotient irréductible de pi(r, 0, χ) n’est pas quotient d’une induite parabo-
lique.
Les pi(r, λ, χ) irréductibles, avec λ 6= 0 sont appelées séries principales , St est
appelée représentation de Steinberg ou représentation spéciale, et les quotients ir-
réductibles de pi(r, 0, χ) sont appelées représentations supersingulières. Ces derniers
sont exactement les représentations supercuspidales, c’est-à-dire les représentations
qui ne sont pas sous-quotients d’induites paraboliques.
Tous les résultats énoncés jusqu’à présent restent valables si l’on remplace GL2(Qp)
par GL2(F ), où F est une extension finie de Qp. Mais certains phénomènes sont
propres à Qp : Breuil a prouvé ([Bre03a]) que les pi(r, 0, χ) étaient irréductibles,
classifiant ainsi les représentations supersingulières.
Dès que F 6= Qp, ces résultats ne sont plus valables, et il existe beaucoup plus de
supersingulières (cf. [BP12]), même dans le cas où [F : Qp] = 2.
Des résultats de Barthel et Livné, couplés au résultat précédent de Breuil per-
mettent alors d’énoncer une classification complète des représentations irréductibles
de G :
Théorème 3.1.9. Une représentation lisse irréductible de G, admettant un caractère
central, est, à isomorphisme près, d’un des quatre types suivants :
– une représentation de dimension un : χ◦det, où χ : Q×p → k× est un caractère
lisse,
– une tordue de la Steinberg : St ◦ χ,
– une série principale : pi(r, λ, χ), avec λ 6= 0 et (r, λ) 6∈ {(0,±1), (p− 1,±1)},
– une supersingulière pi(r, 0, χ), 0 ≤ r ≤ p− 1.
De plus, il n’existe pas d’isomorphismes entre ces différentes catégories, et les
seuls entrelacements non triviaux sont :
– Si λ 6= 0 et (r, λ) 6∈ {(0,±1), (p− 1,±1)}, alors pi(r, λ, χ) ' pi(r,−λ, χµ−1).
– Si λ 6= 0 et λ 6= ±1, alors pi(0, λ, χ) ' pi(p− 1, λ, χ).
– pi(r, 0, χ) ' pi(r, 0, χµ−1) ' pi(p− 1− r, 0, χωr) ' pi(p− 1− r, 0, χωrµ−1).
En particulier, les seules représentations de dimension finie sont les caractères, et
toutes les représentations lisses irréductibles de GL2(Qp) sont de présentation finie
(au sens de [Hu12]), et admissibles.
Berger a prouvé dans [Ber11a], en utilisant cette classification, que toute représen-
tation lisse irréductible de G admet un caractère central, et donc est d’un des types
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précédents.
Enfin, à partir de cette classification, Breuil a proposé dans [Bre03b] une cor-
respondance de Langlands semi-simple , mettant en bijection certaines représen-
tations semi-simples de G avec les représentations semi-simples de dimension 2
de Gal(Qp/Qp). De manière précise : si on note [p − 3 − r] l’unique entier dans
{0, . . . , p− 2} congru à p−3− r modulo p−1, alors la correspondance de Breuil est
la suivante : pour r ∈ {0, . . . , p− 1} , λ ∈ Fp et χ : Q×p → Fp
× un caractère lisse,
– Si λ = 0,
ind(ωr+12 )⊗ χ←→
indGKG Z Sym
r Fp
2
(T )
⊗ χ.
– Si λ 6= 0,(
ωr+1µλ 0
0 µλ−1
)
⊗χ↔
(
indGKG Z Sym
r Fp
2
(T − λ)
)ss
⊗χ⊕
(
indGKG Z Sym
[p−3−r]Fp
2
(T − λ−1)
)ss
⊗χ.
En particulier, cette correspondance associe les représentations supersingulières
aux représentations irréductibles de Gal(Qp/Qp). Cette correspondance est à la base
du développement du programme de Langlands p-adique, et en particulier, la corres-
pondance de Langlands p-adique est compatible avec la correspondance semi-simple
de Breuil.
La connaissance des représentations irréductibles de G permet de construire des
représentations de B par restriction, et Berger a prouvé, via la correspondance de
Langlands p-adique, que la plupart des représentations obtenues étaient encore ir-
réductibles en tant que représentations du Borel :
Proposition 3.1.10 ([Ber10b, Théorème B]). Soit Π une représentation lisse irré-
ductible de G.
– Si Π est un caractère, une série spéciale ou une supersingulière, alors sa res-
triction à B est encore irréductible.
– Si Π est une série principale isomorphe à indGBσ1 ⊗ σ2, alors sa restriction à
B est de longueur 2 est possède σ1 ⊗ σ2 comme sous-représentation.
Notons que ce résultat a été également prouvé par Pašku¯nas dans [Paš07] uni-
quement avec des outils de théorie des représentations.
2 Dual des représentations lisses
Dans toute cette partie, nous considérons k un corps quelconque muni de la
topologie discrète. Les résultats des sections 2.1 et 2.2 ont été prouvés par Lefschetz
dans [Lef42].
2.1 Espaces linéairement compacts et espaces de prodimen-
sion finie
On note EVdisc(k) la catégorie dont les objets sont les k-espaces vectoriels discrets
et les morphismes sont les applications k-linéaires.
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On note EVpdf(k) la catégorie dont les objets sont les k-espaces vectoriels de
prodimension finie , c’est-à-dire limite projective de k-espaces vectoriels discrets
de dimension finie. Les morphismes de EVpdf(k) sont les applications k-linéaires
continues.
Définition 3.2.1. Un k-espace vectoriel V est appelé k-espace vectoriel topologique
si c’est un groupe topologique abélien tel que
– V est un espace topologique séparé,
– l’application k × V → V : (λ, x) 7→ λ · x est continue.
On dit que la topologie de E est linéaire si 0 possède une base de voisinages formée
de sous-espaces vectoriels de E, de sorte que tout point de E possède une base de
voisinages formée de sous-espaces affines de E.
Exemple 3.2.2. 1. Si V ∈ EVdisc(k), alors V est un k-espace vectoriel topolo-
gique, dont la topologie est linéaire.
2. Un k-espace vectoriel topologique de dimension finie possède une topologie
linéaire si et seulement si il est discret (voir la preuve de la proposition 3.2.9).
Lemme 3.2.3. Dans un espace vectoriel topologique V dont la topologie est linéaire,
un sous-espace vectoriel W qui est un voisinage de 0 est à la fois ouvert et fermé.
Démonstration. Si x ∈ W , alors x+W ⊂ W et donc W est un voisinage de x. Ainsi
W est un voisinage de chacun de ses points, ce qui prouve que W est ouvert.
Si x 6∈ W , alors (x + W ) ∩W = ∅, et donc le complémentaire de W est ouvert, ce
qui prouve que W est fermé.
Lemme 3.2.4. Si V ∈ EVpdf(k), alors V est séparé, et donc est un k-espace vectoriel
topologique.
Démonstration. Notons V = lim←−i∈I Vi ⊂
∏
i∈I Vi, avec les Vi de dimension finie, et
soient x = (xi)i∈I 6= y = (yi)i∈I .
En particulier, il existe i0 ∈ I tel que xi0 6= yi0 , et alors Vx =
∏
i 6=i0 Vi × {xi0} (resp.
Vy =
∏
i 6=i0 Vi × {yi0}) est un voisinage ouvert de x (resp. y) et Vx ∩ Vy = ∅.
Rappelons qu’un espace topologique séparé X est compact si et seulement si tout
filtre F sur X possède un point d’adhérence (c’est-à-dire un point dans l’adhérence
de tout élément de F). Dans les espaces vectoriels topologiques munis d’une topolo-
gie linéaire, il existe une notion semblable, plus faible que la compacité, introduite
par Lefschetz dans [Lef42] :
Définition 3.2.5. Soit E un k-espace vectoriel topologique muni d’une topologie
linéaire. Un sous-espace affine F de E est dit linéairement compact si tout filtre F
de F qui possède une base de filtre formée de sous-espaces affines possède un point
adhérent.
Remarque 3.2.6. Il est évident que si E est un espace vectoriel topologique linéaire
compact, alors il est linéairement compact.
La proposition suivante montre qu’il existe pour les espaces linéairement com-
pacts une caractéristation analogue à la propriété de Borel-Lebesgue pour les espaces
compacts.
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Proposition 3.2.7. Un espace topologique E muni d’une topologie linéaire est li-
néairement compact si et seulement si pour toute famille (Fi)i∈I de sous-espaces
affines fermés de E telle que
⋂
i∈I Fi = ∅, il existe une sous-famille finie d’intersec-
tion vide.
Démonstration. Supposons que E soit linéairement compact, que (Fi)i∈I est une
famille de sous-espaces affines fermés d’intersection vide, et que toute sous-famille
finie soit d’intersection non vide. Alors les (Fi)i∈I engendrent un filtre sur E sans
point adhérent, puisqu’un tel point serait dans tous les Fi, qui sont fermés.
Inversement, si E n’est pas linéairement compact, il existe un filtre F sans point
d’adhérence, avec une base de filtre (Fi)i∈I formée de sous-espaces affines. Alors la
famille (F¯i)i∈I est d’intersection vide, bien que toute sous-famille finie soit d’inter-
section non vide.
Le complémentaire d’un sous-espace affine fermé n’étant pas en général un sous-
espace affine ouvert, il n’existe pas de résultat analogue pour les recouvrements par
des sous-espaces affines ouverts.
Les espaces linéairement compacts partagent de nombreuses propriété avec les
espaces compacts, les preuves connues dans le cas compact se transposant aisément.
Proposition 3.2.8. Soient E,F deux espaces vectoriels topologiques munis d’une
topologie linéaire, alors :
1. tout sous-espace linéairement compact de E est fermé,
2. si E est linéairement compact, tout sous-espace affine fermé de E est encore
linéairement compact,
3. si E est linéairement compact, et f : E → F est une application linéaire
continue, alors Imf est linéairement compact,
4. si E est linéairement compact et F est un sous-espace vectoriel fermé de E,
alors le quotient E/F est encore linéairement compact,
5. un produit d’espaces linéairement compacts est linéairement compact.
Démonstration. Soit E ′ un sous-espace linéairement compact de E, et x0 un point
de l’adhérence de E ′. Alors, si (Vi)i∈I est le filtre des voisinages de x0, (Fi ∩ E ′)i∈I
est un filtre sur E ′, qui ne peut avoir que x0 comme point d’adhérence, puisque E ′
est séparé.
Mais, la topologie de E étant linéaire, ce filtre possède une base formée de sous-
espaces affines de E ′, et donc possède un point d’adhérence dans E ′, ce qui prouve
que x0 est dans E ′, et donc prouve le point 1).
Pour 2), soit E ′ un sous-espace affine fermé de E. Alors si les (Fi)i∈I forment
une famille de sous-espaces affines fermés de E ′ d’intersection vide, ce sont encore
des sous-espaces affines fermés de E, et donc il en existe une sous-famille finie d’in-
tersection vide.
Passons à 3) : si F = (Fi)i∈I est un filtre sur f(E) dont une base est formée de
sous-espaces affines, alors la famille (f−1(Fi))i∈I engendre un filtre sur E vérifiant la
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même propriété, et qui doit donc posséder un point d’adhérence x0. f(x0) est alors
adhérent au filtre de départ F , et donc f(E) est linéairement compact.
4) est une application directe de 3), et la preuve de 5) est la même que celle du
théorème de Tychonov. Ces preuves se trouvent par exemple dans [Köt69] 10.9.
Il est facile de caractériser les espaces discrets linéairement compacts :
Proposition 3.2.9. Un espace vectoriel topologique V muni d’une topologie linéaire
est linéairement compact et discret si et seulement si il est de dimension finie.
Démonstration. Soit V linéairement compact et discret, et supposons V de dimen-
sion infinie. Soit (ei)i∈I une base de V . Soit Ai = ei + Vect(ej, j 6= i) : c’est un
sous-espace affine fermé de V . Alors l’intersection des Ai est vide, bien que l’inter-
section d’un nombre fini de Ai, notons les Ai0 , . . . , Ain , ne soit jamais vide : elle
contient ei0 + · · ·+ ein . D’où une contradiction : V est de dimension finie.
Inversement, si V est de dimension finie, alors il doit être discret. En effet, puisque
V est séparé, il existe W ⊂ V un sous-espace vectoriel ouvert non réduit à 0. Mais
alors W doit aussi possèder un sous-espace vectoriel ouvert strict, et par récurrence
sur la dimension de cet ouvert, on en déduit que {0} est ouvert, donc que V est
discret.
Il est alors clair que V est linéairement compact, par exemple car c’est un produit
de copies de k, qui est linéairement compact.
Puisqu’un produit d’espaces linéairement compacts est linéairement compact,
alors une limite projective d’espaces linéairement compacts, avec des applications
de transition linéaires continues, est linéairement compacte (pour la topologie de
la limite projective). En particulier, puisque les espaces de dimension finie sont
linéairement compacts, une limite projective d’espaces de dimension finie (c’est-à-
dire un espace de prodimension finie) est toujours linéairement compacte.
Proposition 3.2.10. Si V est un espace linéairement compact, et si W ⊂ V est un
sous-espace vectoriel de V ouvert, alors W est de codimension finie. Inversement,
si W est fermé et de codimension finie, alors W est ouvert.
Démonstration. Si W est ouvert, alors il est fermé par la proposition 3.2.3, et par
définition de la topologie quotient, {0} est ouvert dans V/W , qui est linéairement
compact car W est fermé. Mais alors V/W est discret et linéairement compact : il
est de dimension finie, et donc W est de codimension finie.
Réciproquement, si W est fermé et de codimension finie, alors V/W est de di-
mension finie, et donc discret (il est séparé car W est fermé). On en déduit que W
est ouvert comme image réciproque de 0 par la projection canonique V → V/W .
Les lemmes techniques suivants nous seront nécessaires par la suite :
Lemme 3.2.11. Soit θ : {Xi, ϕij, I} →
{
X ′i, ϕ
′
ij, I
}
un morphisme de systèmes
projectifs d’espaces linéairement compacts tel que chaque θi : Xi → X ′i soit linéaire
surjectif. Alors lim←− θ : lim←−Xi → lim←−X
′
i est surjective.
Démonstration. Soit (x′i) ∈ lim←−X
′
i, et X˜i = θ
−1
i (x
′
i) ⊂ Xi. Alors X˜i est un sous-
espace affine fermé deXi, et donc est linéairement compact. De plus, si i ≤ j, ϕij(X˜i) ⊂
X˜j. Donc (X˜i, ϕij) est un système projectif de sous-espaces vectoriels linéairement
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compacts non vides, de sorte que lim←− X˜i 6= ∅. Soit donc (xi) ∈ lim←− X˜i ⊂ lim←−Xi. Alors
lim←− θ((xi)) = (x
′
i).
Corollaire 3.2.12. Soit {Xi, ϕij, I} un système projectif d’espaces linéairement
compacts. Supposons que {ϕ : X → Xi} soit un système compatible d’applications
linéaires continues surjectives. Alors l’application déduite par propriété universelle
θ : X → lim←−Xi est surjective.
Démonstration. On applique le lemme précédent au système constant (X, id, I).
Alors on en déduit une application surjective θ : X = lim←−X → lim←−Xi.
Proposition 3.2.13. Si V est un k-espace vectoriel linéairement compact dont une
base B de voisinages de 0 est formée de sous-espaces vectoriels ouverts, alors
V = lim←−
W∈B
V/W.
Démonstration. La base B est ordonnée par anti-inclusion, et les morphismes ψV :
V → V/W forment un système compatible d’épimorphismes, et donc par la pro-
priété universelle des limites projectives, il existe un morphisme continu ψ : V →
lim←−W V/W . On souhaite prouver que ψ est un isomorphisme topologique.
Par le lemme 3.2.11, ψ est surjectif. Montrons que ψ est injectif : soit x ∈ V tel
que ψ(x) = 0. Alors, quel que soit W ∈ B, x ∈ W . Mais puisque V est séparé,⋂
W∈BW = {0}, et donc x = 0. Comme V est linéairement compact, on en déduit
que ψ est un isomorphisme d’espaces vectoriels topologiques.
Corollaire 3.2.14. Si V est un k-espace vectoriel linéairement compact, alors V ∈
EVpdf(k).
Démonstration. Par définition d’une topologie linéaire, et par la proposition 3.2.10,
V possède une base B de voisinages de 0 formée de sous-espaces vectoriels de codi-
mension finie, la proposition précédente permet alors de conclure.
Corollaire 3.2.15. Un k-espace vectoriel topologique est linéairement compact si et
seulement si il est de prodimension finie.
Remarque 3.2.16. Dans le cas où k est fini, les espaces linéairement compacts sont
exactement les k-espaces vectoriels topologiques.
2.2 Dualité entre espaces discrets et espaces de prodimension
finie
Lefschetz a généralisé dans [Lef42] la dualité de Pontryagin en une dualité entre
les espaces discrets et les espaces de prodimension finie (ou de manière équivalente
les espaces linéairement compacts), nous redonnons ici la preuve de cette dualité.
Si V est un espace vectoriel topologique sur k on note V ∗ = Homcont(V, k)
l’ensemble des formes k-linéaires continues sur V . On le munit d’une structure de
k-espace vectoriel topologique en prenant comme base de voisinages de 0 les ortho-
gonaux des sous-espaces vectoriels linéairement compacts. Notons qu’il est facile de
voir qu’une telle topologie est séparée : si f et g sont deux formes linéaires distinctes
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sur V , soit v ∈ V tel que f(v) 6= g(v). Alors f + (k · v)⊥ et g + (k · v)⊥ sont des
voisinages de f et g tels que (f + (k · v)⊥) ∩ (g + (k · v)⊥) = ∅.
Puisqu’un espace vectoriel topologique de dimension finie est discret, il est évident
que si V est de dimension finie, alors V ' V ∗ est un isomorphisme d’espaces vec-
toriels topologiques, donnant un premier cas de dualité entre espaces discrets et
espaces de prodimension finie.
Proposition 3.2.17. Si V ∈ EVdisc(k), alors son dual V ∗ est de prodimension finie.
Démonstration. V étant discret, toutes les formes linéaires sur V sont continues.
Soit (ei)i∈I une base de V . On définit une forme linéaire ui ∈ V ∗ par ui(ei) = 1 et
ui(ej) = 0 si i 6= j.
Il est bien connu que V ∗ est isomorphe en tant que k-espace vectoriel à
∏
i∈I k.ui.
Mais une base de voisinages ouverts de 0 dans V ∗ est donnée par l’ensemble des
Uv1,...,vn = Vect(v1, . . . , vn)
⊥, v1, . . . , vn ∈ V.
Ainsi, la topologie sur V ∗ coïncide avec la topologie produit sur
∏
i∈I k.ui, chacun
des k.ui étant muni de la topologie discrète. Ainsi, l’isomorphisme V ∗ '
∏
i∈I k.ui
est un isomorphisme de k-espaces vectoriels topologiques.
Mais comme un produit d’espaces linéairement compacts est linéairement compact,
V ∗ est linéairement compact, et donc de prodimension finie.
Inversement, nous allons prouver que si V est de prodimension finie, alors son
dual est discret. Nous allons même prouver un résultat un peu plus précis :
Proposition 3.2.18. Soit {Wi, ϕij, I} un système projectif d’espaces de prodimen-
sion finie, et soit V = lim←−IWi. Alors V
∗ = lim−→IW
∗
i .
Démonstration. Notons ϕi : V → Wi la projection canonique. Soit f : V → k une
forme linéaire continue sur V . Alors il existe j tel que f se factorise à travers Wj : il
existe une application linéaire continue fj : Wj → k telle que f = fj ◦ϕj. Définissons
Φ : V ∗ → lim−→W
∗
i
par Φ(f) = f˜j, où f˜j est l’élément de lim−→W
∗
i représenté par fj. L’application Φ est
bien définie car si f se factorise aussi à traversWk, f = fk ◦ϕk, et on vérifie aisément
que f˜j = f˜k. Alors clairement Φ est un morphisme surjectif. Il est aussi injectif car
si Φ(f) = f˜j = 0, alors f = fr ◦ ϕr = 0, pour r ≥ j.
Puisque V est linéairement compact, {0} est un voisinage ouvert de 0, de sorte que
V ∗ est discret. Le même raisonnement prouve que les W ∗i sont dicrets. Ainsi, V ∗ est
lim−→W
∗
i sont tous deux discrets, et Φ est donc un isomorphisme topologique.
De même, il est possible de prouver un résultat semblable pour les espaces dis-
crets :
Proposition 3.2.19. Soit {Vi, ϕij, I} un système inductif d’espaces discrets de di-
mension finie, et V = lim−→I Vi. Alors
V ∗ = lim←−
i∈I
V ∗i .
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Démonstration. Notons ϕi : Vi → V le morphisme canonique, et soit f : V → k
une forme linéaire, et soit fj = f ◦ ϕj : Vj → k. Alors (fj)j ∈ lim←−V
∗
i . L’application
Ψ : V ∗ → lim←−j V
∗
j définie par f 7→ (fj)j est clairement un isomorphisme de k-espaces
vectoriels. Nous allons montrer qu’en fait c’est un homéomorphisme, et puisque V ∗
est linéairement compact, il suffit de prouver qu’il est continu.
Mais si on note ρj : lim←−V
∗
i → V ∗j la projection canonique, alors Ψ est surjective si
et seulement si ρj ◦ Ψ l’est, quel que soit j ∈ I. Puisque les Vi sont de dimension
finie, les V ∗i sont discrets, donc il suffit de vérifier que (ρj ◦Ψ)−1({0}) est ouvert, ce
qui est bien le cas par définition de la topologie sur V ∗.
De tous ces résultats, on déduit le résultat suivant (prouvé par Lefschetz dans
[Lef42, 28.2]) :
Théorème 3.2.20. Les foncteurs
EVdisc(k)→ EVpdf(k) EVpdf(k)→ EVdisc(k)
V 7→ V ∗ W 7→ W ∗
sont deux anti-équivalences de catégories quasi-inverses.
Remarque 3.2.21. Dans [Lef42], cette dualité est prouvé dans un cadre plus général
et fournit une dualité de la catégorie k-espaces vectoriels localement linéairement
compacts dans elle même, qui se restreint en la dualité énoncée ci-dessus.
2.3 Dualité pour les représentations
Les résultats de la section précédente s’étendent en une dualité entre les repré-
sentations lisses d’un groupe localement profini G, et les représentations de prodi-
mension finie du même groupe.
De manière plus précise, si G est un groupe topologique, on note EVGdisc(k) la caté-
gorie des représentations k-linéaires lisses de G, et EVGpdf(k) la catégorie des espaces
vectoriels de prodimension finie munis d’une action linéaire continue de G.
Si V ∈ EVGdisc(k) ou V ∈ EVGpdf(k), on définit une action continue de G sur V ∗ par
g.f(v) = f(g−1v). On obtient alors l’équivalence de catégories suivante :
Proposition 3.2.22. Les foncteurs V 7→ V ∗ réalisent une anti-équivalence de caté-
gorie entre EVGdisc(k) et EV
G
pdf(k).
Démonstration. En vertu de l’équivalence 3.2.20, tout ce qu’il reste à vérifier est la
continuité des actions.
Soit donc V un espace vectoriel de prodimension finie muni d’une action continue de
G, et soit f ∈ V ∗. Alors, l’application G× V → k : (g, x) 7→ f(gx− x) est continue,
donc son noyau est ouvert. Il contient alors H×W , où H est un sous-groupe ouvert
de G et W un sous-espace vectoriel ouvert de V , qui est donc de codimension finie.
Soient donc x1, . . . , xn ∈ V tels que V = W ⊕ kx1 ⊕ · · · ⊕ kxn.
Pour chaque i, par continuité de l’action de G, il existe un sous-groupe ouvert Hi
de G tel que f(gxi − xi) = 0 si g ∈ Hi. Soit H = H ∩H1 · · · ∩Hn : c’est encore un
sous-groupe ouvert de G, et si x ∈ V , et h ∈ H, f(gx− x) = 0, et donc f ∈ (V ∗)H :
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la représentation V ∗ est bien lisse.
Inversement, soit V une représentation lisse de G, et soit f ∈ V ∗. Considérons
un voisinage ouvertW de f , qu’on peut supposer être égal à
{
g ∈ V ∗ : g|W1 = f|W1
}
,
avec W1 un sous-espace vectoriel de dimension finie de V .
Alors soit v1, . . . , vn une base de W1, et pour chaque i, soit Hi un sous-groupe
ouvert de G tel que vi ∈ V Hi . Alors, pour h ∈ H =
⋂
Hi, et g ∈ W , h.g ∈ W car
(h.g)(v) = g(h−1v) = g(v) = f(v) pour v ∈ W1.
De plus, cette équivalence de catégories préserve les représentations topologique-
ment irréductibles, comme le prouve la proposition suivante. Notons que dans le cas
où V est discret, les représentations topologiquement irréductibles se confondent
avec les représentations irréductibles puisque toute sous-représentation de V est
fermée.
Proposition 3.2.23. Si V ∈ EVGdisc(k) ou V ∈ EVGpdf(k) est topologiquement irré-
ductible, alors V ∗ est également topologiquement irréductible.
Démonstration. SoitW un sous-espace fermé de V ∗ stable sous l’action de G, et soit
alors W⊥ = {v ∈ V : f(v) = 0,∀f ∈ W} W⊥ est alors un sous-espace fermé de V ,
stable sous l’action de G. De plus, (W⊥)∗ ' V ∗/W , et donc par le théorème 3.2.20,
W⊥ = (V ∗/W )∗.
V étant topologiquement irréductible, on a W⊥ = {0}, et alors W = V ∗, ou W⊥ =
V , et alors W = {0}.
Soit H un sous-groupe fermé de G, topologiquement de type fini. Si V est une
k-représentation lisse de G, ou une k-représentation de prodimension finie, alors on
note V (H) le sous-espace vectoriel de V engendré par les h · v − v, pour h ∈ H et
v ∈ V . On note alors VH = V/V (H) l’espace des coinvariants : c’est le plus grand
quotient de V sur lequel H agit trivialement.
On note comme d’habitude V H ⊂ V l’ensemble des invariants sousH. Par continuité
de l’action de G sur V , V H est un sous-espace fermé de V .
Proposition 3.2.24. Si V ∈ EVGdisc(k) ou EVGpdf(k), et si H est un sous-groupe
fermé de G, topologiquement de type fini, alors V (H) est fermé.
Démonstration. Dans le cas où V est une représentation lisse de G, il n’y a rien à
prouver puisque tout sous-ensemble de V est fermé.
Dans le cas où V ∈ EVGpdf(k), alors considérons un sous-ensemble fini X d’éléments
de H engendrant un sous-groupe dense H ′ de H (un tel ensemble existe puisque
H est topologiquement de type fini). Alors pour h ∈ X, le sous-espace vectoriel
(h− 1) · V est fermé car V est linéairement compact, et son image par l’application
linéaire continue x 7→ (h−1) ·x est aussi linéairement compacte, donc fermée. Ainsi,∑
g∈X(g − 1) · V est fermé.
Mais alors V (H ′) =
∑
g∈X(g − 1) · V car si h1, . . . , hn ∈ X, v ∈ V , alors
h1 . . . hn.v − v = h1 · (h2 . . . hnv)− h2 . . . hn · v + · · · − v
et donc h1 . . . hnv − v ∈ V (H ′).
Pour v ∈ V , l’image de H ′ par l’application g 7→ (g − 1) · v est dans V (H ′) qui est
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fermé. Par densité de H ′ dans H et par continuité de l’action de H sur V , l’image de
H par g 7→ (g− 1) · v est donc également dans V (H ′), de sorte que V (H) ⊂ V (H ′).
L’inclusion réciproque est évidente, et donc V (H) = V (H ′) est fermé.
Proposition 3.2.25. Si V ∈ EVGdisc(k) ou EVGpdf(k), alors
(V H)∗ = (V ∗)H et (V/V H)∗ = (V ∗)(H).
Démonstration. La preuve est la même dans les deux cas, donc nous les traitons en
même temps.
f ∈ V ∗ s’annule sur V (H) si et seulement si f est invariante par H, donc (V ∗)H =
(VH)
∗.
Si l’on remplace V par V ∗, on obtient V H = ((V ∗)H)∗ et donc en dualisant (V H)∗ =
(V ∗)H . Puisqu’on a la suite exacte
0→ (V/V H)∗ → V ∗ → (V H)∗ → 0
on en déduit que (V/V H)∗ = (V ∗)(H).
2.4 Actions de groupes profinis
Soit G = lim←−N G/N un groupe profini (où la limite projective est prise sur
l’ensemble des sous-groupes ouverts distingués de G), et k un corps muni de la
topologie discrète. On appelle algèbre de groupe complétée et on note k[[G]] la
limite projective des algèbres de groupes finis k[G/N ], où N parcourt l’ensemble des
sous-groupes ouverts distingués de G :
k[[G]] = lim←−
N
k[G/N ],
chacun des k[G/N ] étant muni de la topologie discrète. En particulier, k[[G]] est un
k-espace vectoriel de prodimension finie. Remarquons que k[G] est naturellement
plongé dans k[[G]].
Définition 3.2.26. On appelle k[[G]]-module topologique un k-espace vectoriel to-
pologique V muni d’une structure de k[[G]]-module tel que l’application
k[[G]]× V → V
(λ, v) 7→λ · v
soit continue.
Lemme 3.2.27. Soit V ∈ EVGpdf(k) une représentation de prodimension finie de G.
Alors V est limite projective de représentations de dimension finie de G.
Démonstration. Puisque la topologie de V est linéaire, V possède une base de voi-
sinages de 0 formée de sous-espaces vectoriels ouverts. Nous allons prouver que si
W ⊂ V est un sous-espace vectoriel ouvert, alors il contient un sous-espace vectoriel
ouvert stable par G.
Par continuité de l’action de G sur V , pour tout g ∈ G, il existe un voisinage ouvert
Ug de g et un sous-espace vectoriel ouvert Wg ⊂ V tel que Ug ·Wg ⊂ W .
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Les Ug pour g parcourant G forment alors un recouvrement de G, qui est compact
car profini. Donc il existe g1, . . . , gn tels que
⋃n
i=1 Ugi = G. Soit W
′ =
⋂n
i=1Wgi .
C’est un sous-espace vectoriel ouvert de V , et G ·W ′ ⊂ W .
Soit alorsW ′′ l’adhérence des combinaisons linéaires de translatés sous G d’éléments
de W ′, c’est-à-dire de l’ensemble des combinaisons linéaires de la forme
∑
i gi · wi
avec gi ∈ G,wi ∈ W ′. C’est un sous-espace vectoriel ouvert de W , stable par G par
construction.
Ainsi, par la proposition 3.2.13, V = lim←−V/W , la limite portant sur tous les sous-
espaces vectoriels ouverts stables par G.
Remarque 3.2.28. Au passage, ceci prouve que les représentations de prodimension
finie et topologiquement irréductibles de G sont de dimension finie, puisqu’il doit
exister une base de voisinages formée de sous-représentations de dimension finie.
On a alors un lien naturel entre les représentations k-linéaires de G et les k[[G]]-
modules, au moins sous certaines hypothèses :
Proposition 3.2.29. Soient G un groupe profini et V ∈ EVGdisc(k). Alors V est
naturellement un k[[G]]-module topologique.
Démonstration. Soit v ∈ V , et soit N un sous-groupe ouvert de G, tel que v ∈ V N .
Alors pour tout sous-groupe ouvert N ′ de G il existe une application k[G/(N ∩
N ′)]→ V définie par g 7→ g · v.
Puisque les N ∩ N ′ forment une famille cofinale de l’ensemble des sous-groupes
ouverts de G, cela défini bien une application k[[G]]→ V , qui muni V d’une structure
de k[[G]]-module, et il n’y a aucune difficulté à voir que cette action est continue.
Proposition 3.2.30. Soient G un groupe profini et V ∈ EVGpdf(k) une représentation
de prodimension finie de G. Alors V est naturellement un k[[G]]-module topologique.
Démonstration. Comme expliqué précédemment, V est une limite projective de re-
présentations de dimension finie : V = lim←−i Vi où les Vi sont des représentations lisses
de dimension finie de G.
Or, chacune de ces représentations est un k[[G]]-module par la proposition précé-
dente, ce qui permet de munir V d’une structure de k[[G]]-module topologique.
2.5 Le lemme de Nakayama topologique
Nous prouvons ici un lemme de Nakayama topologique pour les représentations
de prodimension finie, analogue à celui qu’on obtient dans le cas des représentations
profinies (voir par exemple [BH97]).
Proposition 3.2.31. Soit Λ une k-algèbre topologique commutative compacte et I
un idéal de Λ, avec In → 0. Soit V un k-espace vectoriel de prodimension finie muni
d’une structure de Λ-module topologique. Si I.V = 0, alors V = 0.
Démonstration. Supposons au contraire que V ne soit pas réduit à l’élément neutre,
et soit U un sous-espace vectoriel ouvert de V , avec U 6= V . Par continuité de l’action
de Λ, il existe un sous-espace vectoriel ouvert W de V et k ∈ N tels que Ik ·W ⊂ U .
Mais W étant ouvert, il est de codimension finie. Soit alors v1, . . . , vn une base d’un
supplémentaire de W . Pour chaque i, il existe ki tel que Iki · vi ∈ U . Soit donc
k = max {k, k1, . . . , kn}. On a alors Ik · V ⊂ U . Mais puisque I · V = V , par
récurrence on montre que Ik · V = V , et donc V ⊂ U , ce qui est absurde.
2. DUAL DES REPRÉSENTATIONS LISSES 81
CHAPITRE 3. REPRÉSENTATIONS MODULAIRES DU BOREL
Remarque 3.2.32. Bien que ce ne soit pas évident, le fait que la topologie de V soit
linéaire est nécessaire dans la preuve (i.e, un espace vectoriel topologique compact
ne suffit pas), car en règle générale on peut juste affirmer l’existence d’un ouvert Wx
de V tel que {a.w, a ∈ In, w ∈ Wx} ⊂ W . Il faut donc un moyen de pouvoir prendre
pour W un ouvert stable par addition, ce qui était par exemple le cas si V était
profini.
Corollaire 3.2.33. Sous les hypothèses précédentes, V/IV est un Λ/I-module de
type fini si et seulement si V est un Λ-module de type fini.
Démonstration. Il est évident que si V est un Λ-module de type fini, alors V/IV est
un Λ/I-module de type fini. Inversement, si V/IV est de type fini sur Λ/I, soient
v1, . . . , vn des relèvements à V de générateurs de V/IV . PosonsW = Λv1 +· · ·+Λvn.
Puisque W est l’image continue d’un compact par une application continue, il est
fermé, et donc V/W est linéairement compact. On peut donc appliquer la proposition
précédente à V/W , qui vérifie alors I(V/W ) = (IV + W )/W = V/W , et donc
V/W = 0 et V = W est de type fini sur Λ.
En pratique, nous appliquerons souvent ce résultat dans le cas où k est un corps
de caractéristique p, et V est une représentation k-linéaire de prodimension finie de
Zp, de sorte que V est alors un k[[Zp]] ' k[[pi]]-module.
Le corollaire nous dit alors que V/piV est un k-espace-vectoriel de dimension finie si
et seulement si V est un k[[pi]]-module de type fini.
3 (ψ,Γ)-modules et (ϕ,Γ)-modules
Dans tout ce qui suit et jusqu’à la fin du chapitre 3, sauf mention explicite du
contraire, k est un corps de caractéristique p, non nécessairement fini.
Nous introduisons ici les (ϕ,Γ)-modules sur k((pi)), en imitant la définition de
Fontaine. Nous étudions en particulier l’opérateur ψ, et construisons les réseaux D]
et D\ de Colmez, et montrons comment reconstruire ϕ à partir de la donnée de ψ.
À l’exception de ceux des sections 3.4 et 3.5, les résultats de cette partie ne
sont pas originaux, mais dûs à Colmez, au moins dans le cas d’un corps fini, ce qui
en pratique ne change pas grand-chose. Nous redonnons quand même ces preuves
pour deux raisons. La première est que les preuves de Colmez sont données dans
le cas de (ϕ,Γ)-modules de caractéristique nulle, et bien que la plupart du temps
elles se ramènent par dévissage à travailler avec des objets de torsion, elles sont
souvent plus longues que celles que nous donnons ici. La seconde raison est que
parfois (en particulier pour la preuve du théorème 3.3.50) les résultats de Colmez
utilisent l’équivalence entre (ϕ,Γ)-modules et représentations galoisiennes, dont nous
ne disposons que si k est fini.
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3.1 (ϕ,Γ)-modules en caractéristique p
Soit k((pi)) le corps des séries de Laurent à coefficients dans k, et soit ϕ l’endo-
morphisme de k((pi)) défini par
ϕ
(∑
n∈Z
anpi
n
)
=
∑
n∈Z
anpi
pn.
On définit une action k-linéaire continue de Γ sur k((pi)) en posant
γ · pi = (1 + pi)χcycl(γ) − 1.
Si D est un espace vectoriel de dimension finie sur k((pi)), on appelle réseau de
D un sous k[[pi]]-module de type fini de D de rang égal à la dimension de D sur
k((pi)). Si M,N sont deux réseaux de D, alors il existe deux entiers a et b tels que
piaN ⊂ M ⊂ pibN car k[[pi]] est un anneau de valuation discrète. En particulier, si
M et N sont deux réseaux tels que N ⊂M , alors M/N est un k-espace vectoriel de
dimension finie.
Définition 3.3.1. On appelle ϕ-module sur k((pi)) un k((pi))-espace vectoriel D de
dimension finie d muni d’une application ϕ : D → D, semi-linéaire par rapport à
ϕ : k((pi))→ k((pi)), et telle que la matrice de ϕ dans une base soit dans GLd(k((pi))).
C’est un résultat classique que, quelle que soit la base de D choisie, la matrice
de ϕ dans cette base est dans GLd(k((pi))).
Il est en fait possible d’enrichir la notion de ϕ-module en celle de (ϕ,Γ)-module,
en imitant la définition donnée par Fontaine dans le cas d’un corps de coefficients
fini.
Définition 3.3.2. On appelle (ϕ,Γ)-module sur k((pi)) un ϕ-module muni d’une
action semi-linéaire continue de Γ, commutant à celle de ϕ.
Exemple 3.3.3. Soit D un k((pi))-espace vectoriel de dimension 1, de base e, λ ∈ k×
et r ∈ Z. Alors on peut munir D d’une structure de (ϕ,Γ)-module en posant ϕ(e) =
λe et γa(e) = ω(a)re (où comme précédemment, γa est l’unique élément de Γ tel que
χcycl(γa) = a). On note Dλ,r ce (ϕ,Γ)-module. Il s’agit en fait des seuls exemples de
(ϕ,Γ)-modules de dimension 1, comme le prouve la proposition suivante.
Proposition 3.3.4. Soit D un (ϕ,Γ)-module de dimension 1. Alors il existe λ ∈ k×
et r ∈ {0, . . . , p− 2} tel que D ' Dλ,r.
Démonstration. Soit e une base de D, et soit h(pi) 6= 0 tel que ϕ(e) = h(pi)e. Écri-
vons h(pi) = λpibf(pi), avec λ ∈ k×, a ∈ Z et f ∈ 1 + pik[[pi]].
Pour g(pi) ∈ k[[pi]], on a ϕ(g(pi)e) = ϕ(g(pi))
g(pi)
h(pi)(g(pi)e). Alors, si g(pi) =
∏∞
i=1 ϕ
i(f(pi)),
on a
g(pi)
ϕ(g(pi))
=
1
f(pi)
.
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Quitte à changer e en g(pi)e, on peut donc supposer que ϕ(e) = λpiae, avec a ∈ Z.
Et quitte à changer encore e en pibe, où b est le quotient de la division euclidienne
de a par p− 1, il est même possible de supposer 0 ≤ a ≤ p− 1.
Soit alors γ tel que χcycl(γ) = 1 + p, et soit l(pi) ∈ k[[pi]] tel que γ(e) = l(pi)e. Alors
ϕ(l(pi))piae = ϕ(γ(e)) = γ(ϕ(e)) = ((1 + pi)1+p − 1)al(pi)e, ce qui implique alors que
a = 0 et l est scalaire. Cela suffit à conclure.
Des (ϕ,Γ)-modules irréductibles de dimension plus grande peuvent également
être obtenus par extension des scalaires de (ϕ,Γ)-modules sur Fp((pi)) qui proviennent
de représentations galoisiennes irréductibles via l’équivalence de catégories de Fon-
taine. En particulier, Berger a donné dans [Ber10c] une description explicite du
(ϕ,Γ)-module D(ind(ωhn)).
Proposition 3.3.5 ([Ber10c, théorème 2.1.6]). Soit n ≥ 2 et 1 ≤ h ≤ pn − 2
primitif. Alors le (ϕ,Γ)-module D(ind(ωhn)) est défini sur Fp((pi)) et possède une
base e0, . . . , en−1 dans laquelle γ(ej) =
(
ω(γ)pi
γ(pi)
)hpj(p−1)/(pn−1)
si γ ∈ Γ, ϕ(ej) = ej+1
si 0 ≤ j ≤ n− 2 et ϕ(en−1) = (−1)n−1pi−h(p−1)e0.
Pour tout corps k de caractéristique p, il est possible de définir un (ϕ,Γ)-module
de dimension n, qu’on note D(ind(ωhn))k (ou D(ind(ωhn)) lorsqu’il n’y a pas d’ambi-
guïté sur le corps k) de la même manière, c’est-à-dire muni d’une base e0, . . . , en−1
dans laquelle les matrices de ϕ et γ sont les mêmes que celles définies dans la propo-
sition. Nous verrons plus tard (corollaire 3.3.52) que ce (ϕ,Γ)-module est toujours
irréductible.
Enfin, notons que dans le cas où k est algébriquement clos, l’équivalence de
catégories de Fontaine se généralise en une bijection entre (ϕ,Γ)-modules irréduc-
tibles et représentations irréductibles du groupe de Weil WQp , comme prouvé dans
[BV12, Theorem B]. Toutefois, cette bijection ne jouit pas d’aussi bonnes propriétés
que celle de Fontaine, en particulier elle ne s’étend pas aux objets non irréductibles.
Dans le cas d’un corps fini, on retrouve exactement l’équivalence de Fontaine, toute
représentation de dimension finie du groupe de Weil pouvant s’étendre à une repré-
sentation du groupe de Galois tout entier.
De plus, on peut prouver ([BV12, Proposition 2.2]) que toute représentation
irréductible de dimension n deWQp est de la forme (k⊗Fp ind(ωhn))⊗µλ, pour h ∈ Z
et λ ∈ k×. Ce résultat permet d’affirmer que si k est algébriquement clos, alors tout
(ϕ,Γ)-module irréductible sur k((pi)) est d’un des types décrits précédemment.
3.2 ψ-modules et ϕ-modules
Sur k((pi)), un inverse à gauche de ϕ est construit de la manière suivante : 1, (1 +
pi), . . . , (1 + pi)p−1 forment une base de k((pi)) sur ϕ(k((pi))) = k((pip)), de sorte que
chaque élément x de k((pi)) s’écrit de manière unique
x =
p−1∑
i=0
(1 + pi)iϕ(xi), avec xi ∈ k((pi)).
On pose alors ψ(x) = x0 Un calcul facile permet de montrer que ψ(pipm+r) =
(−1)rpim si 0 ≤ r ≤ p−1. En particulier, ψ(pi) = 1, ψ(pi−1) = pi−1, et ψ : k[[pi]]→ k[[pi]]
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est surjectif.
Cette construction se généralise au cas d’un ϕ-module :
Définition 3.3.6. Soit D un ϕ-module sur k((pi)). Alors tout élément x ∈ D s’écrit
de manière unique
x =
p−1∑
i=0
(1 + pi)iϕ(xi), avec xi ∈ D.
On définit alors une application ψ : D → D par ψ(x) = x0.
Proposition 3.3.7. Soit D un ϕ-module, et ψ : D → D l’application précédemment
définie. Alors :
i) ψ est k-linéaire,
ii) ψ(λϕ(x)) = ψ(λ)x, ∀λ ∈ k((pi)),∀x ∈ D,
iii) ψ(ϕ(λ)x) = λψ(x).
Démonstration. Le point i) est trivial. Soit λ =
∑p−1
i=0 (1+pi)
iϕ(λi) ∈ k((pi)) et x ∈ D.
Alors λϕ(x) =
∑p−1
i=0 (1+pi)
iϕ(λix), et donc ψ(λϕ(x)) = λ0x = ψ(λ)x, ce qui prouve
le point ii).
Enfin, si x =
∑p−1
i=0 (1 + pi)
iϕ(xi) ∈ D, alors ϕ(λ)x =
∑p−1
i=0 (1 + pi)
iϕ(λxi), de sorte
que ψ(ϕ(λ)x) = λx0 = λψ(x).
Colmez a prouvé dans [Col10b] que si D est un ϕ-module, alors il existe à l’in-
térieur de D des k[[pi]]-réseaux stables par ψ, ce qui nous conduit à la définition
suivante :
Définition 3.3.8. On appelle ψ-module un k[[pi]]-module de type finiM muni d’une
application additive ψ : M →M telle que ψ(ϕ(λ) · x) = λψ(x), ∀λ ∈ k[[pi]],∀x ∈M .
Le ψ-module M est dit
– surjectif si ψ : M →M est surjectif,
– non dégénéré si Kerψ ne contient pas de sous-k[[pi]]-module non nul, c’est-à-dire
que si ψ(λ · x) = 0, ∀λ ∈ k[[pi]], alors x = 0,
– irréductible s’il ne contient pas de sous-ψ-module distinct de M ou {0},
– libre s’il s’agit d’un k[[pi]]-module libre.
Remarque 3.3.9. 1. SiMtors est l’ensemble des éléments de torsion de M , alors
Mtors est stable par ψ puisque λψ(x) = ψ(ϕ(λ ·x)). Ainsi, siM est irréductible
et n’est pas de torsion, alors il est nécessairement sans torsion, et donc libre.
2. Si M est un ψ-module irréductible qui n’est pas de torsion, alors il se doit
d’être non dégénéré puisqu’un sous-k[[pi]]-module inclus dans le noyau serait
un sous-ψ-module de M .
3. Si D est un ϕ-module, tout ψ-module inclus dans D (où ψ est l’opérateur
inverse à gauche de ϕ introduit précédemment) est non dégénéré. En effet, si
k[[pi]]x ⊂ Kerψ avec x = ∑p−1i=0 (1 + pi)iϕ(xi), alors ψ((1 + pi)−ix) = 0 = xi, ∀i,
et donc x = 0.
3. (ψ,Γ)-MODULES ET (ϕ,Γ)-MODULES 85
CHAPITRE 3. REPRÉSENTATIONS MODULAIRES DU BOREL
3.3 Des ϕ-modules aux ψ-modules : D] et D\
Dans le cas où D est un ϕ-module de dimension d, alors les résultats de Colmez
prouvent l’existence de deux ψ-modules libres de rang d, surjectifs, notés D\ et D]
qui sont respectivement le plus petit et le plus grand sous-ψ-module surjectif de rang
d de D. Redonnons ici les détails de la construction de ces deux ψ-modules.
Lemme 3.3.10. Soit D un ϕ-module sur k((pi)). Alors il existe des réseaux N0 et
N1 de D tels que
ϕ(N0) ⊂ piN0 ⊂ N1 ⊂ ϕ(N1).
Démonstration. Soit e1, . . . , ed une base de D. Alors ϕ(e1), . . . , ϕ(ed) est également
une base de D, donc il existe des matrices A = (aij)i,j et B = (bij)i,j de GLd(k((pi)))
telles que
ei =
d∑
j=1
bijϕ(ej) et ϕ(ei) =
d∑
j=1
aijej.
Soit n ≥ 1 tel que
(
ϕ(pi)
pi
)n
A et
(
ϕ(pi)
pi
)n
B soient à coefficients dans l’idéal maximal
pik[[pi]] de k[[pi]]. Notons alors N0 le k[[pi]]-module engendré par les pinei et N1 le k[[pi]]-
module engendré par les pi−nei. On a alors ϕ(N0) ⊂ piN0 puisque
ϕ(pinei) = ϕ(pi)
nϕ(ei) = ϕ(pi)
n
d∑
j=1
aijej =
d∑
j=1
(
ϕ(pi)
pi
)n
aijpi
neij ∈ piN0.
De même, N1 ⊂ ϕ(N1) puisque
pi−nei = pi−n
d∑
j=1
bijϕ(ej) =
d∑
j=1
bij
(
ϕ(pi)
pi
)n
ϕ(pi−nej).
De plus, puisque n ≥ 1, il est évident que piN0 ⊂ N1.
Lemme 3.3.11. Soit D un ϕ-module sur k((pi)) et M un réseau de D.
i) Si ϕ(M) ⊂M , alors M ⊂ ψ(M).
ii) Si le k[[pi]]-module engendré par ϕ(M) contient M , alors ψ(M) ⊂M .
iii) Si ψ(M) ⊂M , alors ψ(pi−1M) ⊂ pi−1M , et pour tout x ∈ D, il existe n(x) ∈ N
tel que pour n ≥ n(x), ψn(x) ∈ pi−1M .
Démonstration. Le point i) est clair puisque ψ(ϕ(x)) = x.
Pour le point ii), si e1, . . . , ed est une base de M sur k[[pi]], alors, pour tout x ∈ M ,
il existe λ1, . . . , λd ∈ k[[pi]] tels que x = λ1ϕ(e1) + · · · + λdϕ(ed), et alors ψ(x) =
ψ(λ1)e1 + · · ·+ ψ(λd)ed, ce qui prouve que ψ(x) ∈M .
Enfin pour iii), on a ψ(ϕi(pi−1)x) = ϕi−1(pi−1)ψ(x), donc si ψ(M) ⊂ M , on a
ψ(ϕi(pi−1)x) ∈ ϕi−1(pi−1)M . Mais alors ψ(pi−1M) ⊂ ψ(ϕ(pi−1)M) ⊂ pi−1M , et
on conclut en remarquant que si x ∈ D, alors il existe n(x) ∈ N tel que x ∈
ϕn(pi)−1M .
Proposition 3.3.12. Il existe un unique réseau D] de D qui soit un ψ-module
surjectif tel que pour tout x ∈ D, il existe n ∈ N tel que ψn(x) ∈ D].
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Démonstration. Soient N0, N1 deux réseaux comme dans le lemme 3.3.10. Soit alors
Mn = ψ
n(N0) : c’est un sous-k[[pi]]-module deD. Si x ∈ N0, alors ψn(x) = ψn+1(ϕ(x)),
avec ϕ(x) ∈ N0, de sorte que (Mn)n est une suite croissante de réseaux de D. De
plus, N0 ⊂ N1, et puisque N1 ⊂ ϕ(N1), une récurrence utilisant le point ii) du lemme
précédent permet de montrer que Mn ⊂ N1. Mais N1 est noethérien car c’est un
module libre de type fini sur k[[pi]] qui est noethérien, de sorte que la suite (Mn)n
stationne en un réseau M∞ tel que ψ(M∞) = M∞.
Posons alorsM ′n = ψn(pi−1M∞). Par le point iii) du lemme précédent, (M ′n)n est une
suite décroissante de réseaux de D, contenant M∞. Mais pi−1M∞/M∞ est artinien,
donc cette suite est stationnaire. Notons M ′∞ sa limite, elle vérifie ψ(M ′∞) = M ′∞
par construction.
De plus, si x ∈ D, par le point iii) du lemme précédent, il existe n(x) ∈ N tel que
ψn(x) ∈ pi−1M∞ pour n ≥ n(x). Soit m tel que M ′m = M ′∞. Alors ψm+n(x) ∈ M ′∞
pour n ≥ n(x), et donc M ′∞ vérifie bien les propriétés requises pour D].
Passons à l’unicité, et supposons que M1 et M2 vérifient tous les deux les proprié-
tés de l’énoncé. Alors M1 + M2 les vérifie aussi, et donc quitte à remplacer M1
par M1 + M2, on peut supposer que M2 ⊂ M1. Alors l’application induite par ψ
sur le quotient M1/M2 est k-linéaire, surjective, et nilpotente par la propriété de
D]. Puisque M1/M2 est un k-espace vectoriel de dimension finie, cela implique que
M1 = M2.
Corollaire 3.3.13. Si x ∈ D, il existe un réseau de D contenant tous les ψn(x),
pour n ∈ N.
Démonstration. Par la proposition précédente, il existe l0 ∈ N (dépendant de x) tel
que ψl(x) ∈ D] si l ≥ l0. Alors le k[[pi]]-module engendré par D] et les ψl(x), l ≤ l0,
est un réseau de D qui vérifie la propriété annoncée.
On en déduit queD] est le plus grand réseau deD qui soit un ψ-module surjectif :
Proposition 3.3.14. Si N est un réseau de D stable par ψ et tel que ψ induise une
surjection de N sur lui-même, alors N ⊂ D] et D]/N est annulé par pi.
Démonstration. Si ψ(N) = N , alors N +D] vérifie les mêmes propriétés que D], et
donc N + D] = D], d’où on déduit que N ⊂ D]. Enfin,les arguments permettant
de construire D] à partir de M∞ comme dans la proposition 3.3.12 montrent que si
N est un réseau vérifiant N = ψ(N), alors la suite ψn(pi−1N) est décroissante et de
limite D], de sorte que D] ⊂ pi−1N .
De même que D] est le plus grand réseau de D qui soit un ψ-module surjectif,
nous allons montrer l’existence d’un plus petit réseau vérifiant la même propriété,
et c’est celui-ci qui nous intéressera dans la suite (5.1) lorsqu’il s’agira de construire
des représentations irréductibles de B2(Qp).
Proposition 3.3.15. Si M est un réseau de D stable par ψ et inclus dans D], alors
ψ : M →M est surjectif et D]/M est un k-espace vectoriel de dimension inférieure
ou égale à la dimension de D sur k((pi)).
Démonstration. Puisque D] etM (resp. ψ(M)) sont deux réseaux de D, alors D]/M
(resp. D]/ψ(M)) est un k-espace vectoriel de dimension finie. ψ induit une surjec-
tion de D]/M sur D]/ψ(M), et puisque ψ(M) ⊂ M , la composée de D]/ψ(M) →
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D]/M induite par l’identité et de ψ : D]/M → D]/ψ(M) est également surjec-
tive, mais puisque D]/ψ(M) est de dimension finie, c’est une bijection, de sorte que
D]/ψ(M)→ D]/M est injective et donc ψ(M) = M .
Alors D]/M est annulé par pi, et on en déduit aisément que la dimension sur k de
D]/M est inférieure ou égale au rang sur k[[pi]] de D], lui-même égal à la dimension
sur k((pi)) de D.
Corollaire 3.3.16. L’ensemble des réseaux de D stables par ψ et inclus dans D]
possède un plus petit élément D\ qui est un ψ-module surjectif.
Démonstration. Notons D\ l’intersection de tous les réseaux stables par ψ et inclus
dans D]. Si (Mn)n est une suite décroissante de réseaux stables par ψ contenus dans
D], alors (D]/Mn)n est une suite croissante de k-espaces vectoriels de dimension
inférieure ou égale à dimk((pi))D, elle est donc stationnaire, et la suite (Mn)n aussi.
Ceci prouve bien que D\ est un réseau de D, stable par ψ, et donc par la proposition
précédente, ψ : D\ → D\ est surjectif.
Les deux réseaux D] et D\ se comportent bien par morphismes :
Proposition 3.3.17. Soit f : D1 → D2 un morphisme de ϕ-modules. Alors :
i) f(D]1) ⊂ D]2,
ii) f(D\1) ⊂ D\2.
Démonstration. Pour le point i), f(D]1) est un sous-module libre de D2, sur lequel
ψ est surjectif. Alors f(D]1) + D
]
2 est un réseau de D2, vérifiant les propriétés de la
proposition 3.3.12, et donc f(D]1) +D
]
2 = D
]
2, de sorte que f(D
]
1) ⊂ D]2.
Pour ii), on a déjà f(D\1) ⊂ f(D]1) ⊂ D]2. Soit M l’image inverse de D\2 dans D\1.
Puisque D]2/D
\
2 est un k-espace vectoriel de dimension finie et que D
\
1 est un réseau
de D1, on en déduit que M est un réseau de D1. Mais M est stable par ψ, donc
contient D\1, de sorte que f(D
\
1) ⊂ D\2.
Proposition 3.3.18. Si P ∈ k[X] est non nul, alors l’inclusion D] ⊂ D induit un
isomorphisme D]/P (ψ)D] ' D/P (ψ)D.
Démonstration. Puisque ψ est surjectif de D (respectivement D]) dans lui-même,
on peut supposer que P est de coefficient constant non nul et unitaire.
Pour n ∈ N, écrivons X = PQn + XnRn. Alors si x ∈ D, x = zn + P (ψ)yn, avec
zn = Rn(ψ)ψ
n(x) et yn = Qn(ψ)(x).
Par le corollaire 3.3.13, il existe un réseauM deD qui contient tous les ψn(x), n ∈ N,
et donc tous les zn, yn.
Par compacité de M , on peut extraire de (zn, yn)n une suite qui converge vers
(z, y) ∈ D2, avec x = z + P (ψ)(y). Pour n  0, ψ,(x) ∈ D], de sorte que zn ∈ D].
On en déduit que z ∈ D].
Ceci suffit à prouver que D]/P (ψ)D] → D/P (ψ)D est surjective.
Si x ∈ D] ∩ P (ψ)D, soit y ∈ D tel que x = P (ψ)(y). Si P = Xd + ad−1Xd−1 +
· · · + a0, soit M ′ = D] + k[[pi]]y + · · · + k[[pi]]ψd−1(y). C’est un réseau de D, stable
par ψ car P (ψ)y ∈ D]. De plus, c’est un ψ-module surjectif car si z ∈ D] est tel que
ψd(z) = x, alors on a
y = − 1
a0
ψ
(
a1y + a2ψ(y) + · · ·+ ψd−1(y)− z
)
.
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Mais D] étant le plus grand sous-ψ-module surjectif de D, et comme D] ⊂ M ′,
on a une égalité D = M ′. Par conséquent, y ∈ D], et x ∈ P (ψ)D], de sorte que
D]/P (ψ)D] → D/P (ψ)D est injectif.
Lemme 3.3.19. Si P ∈ k[X] est non nul, alors on a les inclusions
piD] ⊂ P (ψ)D] ⊂ D].
Démonstration. Comme D] est stable par ψ, l’inclusion P (ψ)D] ⊂ D] est immé-
diate.
Pour la seconde inclusion, ψ : D] → D] étant surjectif, on peut supposer que
P (0) 6= 0. Soit alors (bi)i∈N la suite d’éléments de k définie par
XdegPP (1/X)
(∑
i∈N
biX
i
)
= 1.
Soit n ∈ N tel que ϕ(ϕn(pi)D]) = ϕn+1(pi)ϕ(D]) soit inclus dans piϕn(pi)D]. Soit
x ∈ D] et y ∈ D] tel que ψ(y) = x. On a alors pix = ψn(ϕn(pi)y). La série∑
i∈N
biϕ
i+degP (ϕn(pi)y)
converge alors dans D], et sa somme z vérifie P (ψ)z = ϕn(pi)y. On a donc pix =
P (ψ)ψn(z), ce qui permet de conclure.
Lemme 3.3.20. Si P ∈ k[X] est non nul, alors P (ψ)D est fermé dans D.
Démonstration. Une fois de plus, on peut supposer que P possède un coefficient
constant non nul. Par le lemme précédent, P (ψ)D contient piD], donc est ou-
vert. P (ψ)D est un sous-k-espace vectoriel ouvert de D, il est donc fermé par le
lemme 3.2.3.
3.4 Des ψ-modules aux ϕ-modules : reconstruction de ϕ
La question suivante est naturelle : étant donné un ψ-module M , est-il possible
de munirM⊗k[[pi]]k((pi)) d’une structure de ϕ-module telle queM = (M⊗k[[pi]]k((pi)))] ?
Ce n’est pas vrai pour tout ψ-module, mais les conditions à imposer à un ψ-module
pour que ce soit vrai sont faciles à énoncer.
Si M est un ψ-module libre, alors il existe un unique prolongement de ψ à
M ⊗k[[pi]] k((pi)) vérifiant les mêmes propriétés que ψ. En effet, si x ∈ M ⊗k[[pi]] k((pi)),
alors il existe n ∈ N tel que pipnx ∈ M , et on pose alors ψ(x) = pi−pn−1ψ(pipnx).
Il n’y a pas de difficultés à vérifier que cette définition ne dépend pas de n tel que
pip
n
x ∈M .
Dans le cas où M est un ψ-module libre non dégénéré et surjectif, il est alors
possible de reconstruire un opérateur ϕ :
Proposition 3.3.21. Soit M un ψ-module libre, surjectif et non dégénéré. Alors
il est possible de munir D = M ⊗k[[pi]] k((pi)) d’une structure de ϕ-module telle que
ψ ◦ ϕ = id et ψ(λ · ϕ(x)) = λψ(x). De plus, un tel ϕ : D → D est unique.
3. (ψ,Γ)-MODULES ET (ϕ,Γ)-MODULES 89
CHAPITRE 3. REPRÉSENTATIONS MODULAIRES DU BOREL
Démonstration. Soit D˜ = D⊗ϕ,k((pi))k((pi)), c’est-à-dire le k((pi))-espace vectoriel dont
le groupe additif sous-jacent est D, mais tel que la multiplication par un élément de
k((pi)) soit définie par λ · x = ϕ(λ)x. Si on note d la dimension de D (qui est égale
au rang de M sur k[[pi]]), alors la dimension de D˜ est pd.
ψ est alors une application k((pi))-linéaire de D˜ dans D, toujours surjective. Pour
j ∈ {0, . . . , p− 2}, notons ψj : D˜ → D l’application k((pi))-linéaire x 7→ ψ((1 +
pi)−jx). Elle est surjective, et donc son noyau est de dimension pd − d = (p − 1)d.
Soit N =
⋂p−1
i=1 Kerψj. C’est un sous-espace vectoriel de D˜ de dimension au moins
pd − (p − 1)d = d. Mais puisque M est non dégénéré, ψ : N → D est injective car
un élément de son noyau engendrerait une k((pi))-droite de D incluse dans Kerψ, et
on en déduit que N est de dimension d, et que ψ : N → D est bijective.
Soit alors ϕ : D → N ⊂ D l’inverse de ψ. C’est une application semi-linéaire et telle
que ψ ◦ ϕ = idD par construction.
Il reste à vérifier que l’image d’une base deD par ϕ est encore une base deD. Puisque
l’image d’une base de D est une base de N ⊂ D˜, il suffit de vérifier qu’une base de
N est une base de D. Soit donc e1, . . . , ed une telle base, et soient λ1, . . . , λd ∈ k((pi))
tels que
d∑
i=1
λiei = 0 dans D.
Écrivons λi =
∑p−1
j=0(1 + pi)
jϕ(λi,j), avec λi,j ∈ k((pi)), de sorte que
p−1∑
j=0
(1 + pi)j
(
d∑
i=1
ϕ(λi,j)ei
)
= 0. (3.4.1)
En appliquant ψ à cette équation, on obtient
∑d
i=1 λi,0ψ(ei) = 0, et puisque les ψ(ei)
forment une base de D (car les ei forment une base de N et que ψ : N → D est
linéaire, bijective), cela implique λi,0 = 0, ∀i.
De même, en appliquant ψj à l’équation (3.4.1), on obtient
∑d
i=1 λi,jψ(ei) = 0, ce
qui implique λi,j = 0. On en déduit que les λi sont nécessairement nuls, et donc
que e1, . . . , ed est une base de D. Ceci achève de prouver que ϕ munit bien D d’une
structure ϕ-module.
Reste à voir que ψ(λϕ(x)) = ψ(λ)x, ce qu’il suffit de vérifier en prenant pour x les
éléments e1, . . . , ed d’une base de N . Mais alors soit λ =
∑p−1
i=0 (1 + pi)
iϕ(λi). On a
ψ(λϕ(ei)) =
∑p−1
i=0 λiψ((1 + pi)
iϕ(ei)) = λ0ei = ψ(λ)ei.
Passons à l’unicité : si ϕ vérifie les conditions de l’énoncé, alors x ∈ D est dans
l’image de ϕ si et seulement si ψ((1 + pi)−ix) = 0, pour i = 1, . . . , p− 1. Ceci prouve
déjà que Imϕ est uniquement déterminé par ψ. Si ϕ1, ϕ2 vérifient tous deux les
conditions de l’énoncé, alors pour x ∈ D, il existe y ∈ D tel que ϕ1(x) = ϕ2(y), et
en appliquant ψ à cette égalité, on obtient x = y, de sorte que ϕ1 = ϕ2.
Corollaire 3.3.22. Si M est un ψ-module irréductible qui n’est pas de torsion, alors
il existe une unique structure de ϕ-module sur M ⊗k[[pi]] k((pi)) compatible à ψ.
Démonstration. Par la remarque 3.3.9, M est libre, surjectif et non-dégénéré, de
sorte que les hypothèses de la proposition s’appliquent.
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Puisque M est un ψ-module surjectif, il est évident que D\ ⊂M ⊂ D]. De plus,
s’il n’existe aucun réseau de D strictement plus grand que M qui soit un ψ-module
surjectif, alors de manière évidente, M = D]. De même, s’il n’existe aucun réseau
de D strictement inclus dans M stable par ψ, alors M = D\.
Lemme 3.3.23. Soit D un ψ-module libre et surjectif. Si D′ est un sous-ψ-module
de D, de même rang, alors pi ·D ⊂ D′ ⊂ D.
Démonstration. Il existe n ∈ N tel que pinD ⊂ D′. Or, si pipnD ⊂ D′, en appliquant
ψ, on obtient pipn−1D ⊂ ψ(D′) ⊂ D′. En itérant, on obtient pi ·D ⊂ D′.
3.5 L’action de Γ : (ϕ,Γ)-modules et (ψ,Γ)-modules
En pratique, tous les ϕ-modules que nous considérerons dans la suite seront
munis de structures de (ϕ,Γ)-modules. Si D est un (ϕ,Γ)-module, alors l’opérateur
ψ défini en utilisant le ϕ-module sous-jacent commute avec l’action de Γ. En effet,
soit a ∈ Z×p , et x ∈ D. Alors, si x =
∑p−1
i=0 (1+pi)
iϕ(xi), on a ψ(γa(x)) =
∑p−1
i=0 ψ((1+
pi)aiϕ(γa(xi)). Mais en notant ai = bi + pci, avec bi ∈ {0, . . . , p− 1}, cette égalité se
réécrit
ψ(γa(x)) = γa(x0) +
p−1∑
i=1
(1 + pi)ciψ((1 + pi)biϕ(γa(xi))),
où les bi, i = 1, . . . , p− 1 prennent les valeurs 1, . . . , p− 1, de sorte que
ψ(γa(x)) = γa(x0) = γa(ψ(x)).
Les ψ-modules D] et D\ que nous avons défini précédemment ne sont définis
qu’en utilisant l’action de ϕ, mais sont en fait stables sous l’action de Γ. En effet,
si M est un réseau de D, alors γa(M) est également un réseau de D, et si M est
un ψ-module surjectif, alors il en est de même de γa(M). En particulier, γa(D]) est
un ψ-module surjectif qui est un réseau de D, et donc γa(D]) ⊂ D]. En appliquant
γa−1 , on obtient finalement D] = γa(D]).
De même,
γa(D
\) =
⋂
M stable par ψ
M⊂D]
γa(M) =
⋂
M stable par ψ
M⊂D]
M = D\.
Ceci nous conduit à la définition évidente de (ψ,Γ)-module : un (ψ,Γ)-module
est un ψ-module muni d’une action semi-linéaire de Γ, commutant à ψ. Un (ψ,Γ)-
module est dit surjectif (resp. non dégénéré) si le ψ-module sous-jacent l’est. On
appelle (ψ,Γ)-module irréductible un (ψ,Γ)-module qui ne possède pas de sous-
(ψ,Γ)-module non trivial.
Comme précédemment, nous pouvons remarquer qu’un (ψ,Γ)-moduleM irréduc-
tible qui n’est pas de torsion est nécessairement libre, puisque les éléments de torsion
en forment un sous-(ψ,Γ)-module. Il est également surjectif car Imψ est un sous-
(ψ,Γ)-module deM . Enfin, il est non dégénéré carM ′ = {x ∈M : k[[pi]] · x ∈ Kerψ}
est également un sous-ψ-module, qui est stable sous l’action de Γ. En effet, si
γ ∈ Γ, x ∈M ′ et λ ∈ k[[pi]], alors
ψ(λγ(x)) = ψ(γ(γ−1(λ)x)) = γ(ψ(γ−1(λ)x)) = 0
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et donc γ(x) ∈M ′.
Proposition 3.3.24. Si M est un (ψ,Γ)-module libre, surjectif et non dégénéré,
alors il existe une unique structure de (ϕ,Γ)-module sur D := M ⊗k[[pi]] k((pi)), com-
patible à la structure de (ψ,Γ)-module.
Démonstration. La preuve est essentiellement la même que celle de la proposition
3.3.21 puisque la définition de ϕ ne dépend que de ψ, et pas de l’action de Γ. Il s’agit
donc de s’assurer que ψ et Γ commutent, par exemple sur N (tel que défini dans la
preuve de la proposition 3.3.21), puisque par semi-linéarité de ϕ et de Γ, il en est
alors de même sur D tout entier.
Prouvons donc que N est stable sous Γ. Rappelons que N =
⋂p−1
j=1 Kerψj. Soit
x ∈ N et a ∈ Z×p . Alors si comme précédemment on écrit ai = bi + pci, avec
bi ∈ {0, . . . , p− 2}, on a
ψ((1 + pi)−iγa−1(x)) = γa−1ψ((1 + pi)
−aix) = γa−1
(
(1 + pi)−ciψ((1 + pi)−bix)
)
= 0.
N est donc stable sous Γ, et ψ commutant à Γ, par définition de ϕ, ϕ commute
également à Γ.
Proposition 3.3.25. Si D est un (ψ,Γ)-module irréductible qui n’est pas de torsion,
alors D ⊗k[[pi]] k((pi)) est un (ϕ,Γ)-module irréductible.
Démonstration. Supposons au contraire que D′ := D ⊗k[[pi]] k((pi)) ne soit pas irré-
ductible. Alors il exite un sous (ϕ,Γ)-module D1 de D′, de dimension strictement
inférieure à celle de D′.
Dans ce cas, D\1 ⊂ (D′)\ ⊂ D. D étant un (ψ,Γ)-module irréductible, ces trois in-
clusions doivent être des égalités, car D\1 6= 0. Or, D\1 est de rang sur k[[pi]] égal à la
dimension de D1 sur k((pi)), alors que D est de rang égal à la dimension de D′, d’où
une contradiction.
On en déduit que D′ est bien un (ϕ,Γ)-module irréductible.
La réciproque est également vraie :
Proposition 3.3.26. Si D est un (ϕ,Γ)-module irréductible, alors D\ est un (ψ,Γ)-
module irréductible.
Démonstration. Supposons qu’il existe un sous-(ψ,Γ)-module M non nul inclus
strictement dans D\. Puisque D\ est l’intersection de tous les réseaux ψ-stables
inclus dans D], nécessairement M est de rang strictement inférieur à la dimension
de D.
Soit alors M ′ un sous-(ψ,Γ)-module non nul de M de rang minimal, de sorte que
ψ(M ′) est de même rang queM ′, et donc il existe n0 tel que pin0M ′ ⊂ ψ(M ′). Puisque
ψ(M ′) ⊂ M ′, le point iii) du lemme 3.3.11 permet de prouver que ψ(pi−1M ′) ⊂
pi−1M ′.
Soit alors M ′n = ψn(pi−1M ′). C’est une suite décroissante de sous-(ψ,Γ)-modules de
D, de même rang queM ′ et contenant pin0M ′ : elle est donc stationnaire, notonsM ′∞
sa limite. Par construction, M ′∞ = ψ(M ′∞), et puisque M ′∞ est un sous-ψ-module
de D, il est non dégénéré. Il est donc possible de munir M ′∞ ⊗ k((pi)) = M ′ ⊗ k((pi))
d’une structure de (ϕ,Γ)-module, qui en fait un sous-(ϕ,Γ)-module de D, d’où une
contradiction.
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Dans le cas des (ϕ,Γ)-modules de dimension supérieure ou égale à 2 que nous
connaissons, il est possible d’en donner un réseau stable par ψ sur lequel ψ est
surjectif, autrement dit un réseau M tel que D\ ⊂M ⊂ D].
Soit donc n ≥ 2, 1 ≤ h ≤ pn − 2 primitif et D(ind(ωhn)) ⊗ Dλ,s, muni de la base
e0, . . . , en−1 comme définie à la section 3.1. Alors le résultat suivant est le lemme
2.2.1 de [Ber10c], dont la preuve est donnée pour k corps fini, mais qui reste valable
pour tout corps de caractéristique p.
Proposition 3.3.27. Si fi = pihjej et α ∈ k((pi)), alors on a
ψ(α(pi)fj) =
{
λ−1ψ(α(pi)piin−j)fj−1 si j ≥ 1
λ−1(−1)n−1ψ(α(pi)pii0)fn−1 si j = 0.
3.6 Dualité pour les (ϕ,Γ)-modules
3.6.1 Dual de Tate d’un (ϕ,Γ)-module et résidus
Le k-espace vectoriel Ω1k((pi)) des différentielles de k((pi)) est de dimension 1, en-
gendré au choix par dpi ou dpi
1+pi
. On le munit d’une structure de (ϕ,Γ)-module en
posant
γa
(
dpi
1 + pi
)
= a
dpi
1 + pi
et ϕ
(
dpi
1 + pi
)
=
dpi
1 + pi
,
de sorte que Ω1k((pi)) est isomorphe à k(ω).
Définition 3.3.28. Soit D un (ϕ,Γ)-module sur k((pi)). On définit son dual de Tate
Dˇ par
Dˇ = Homk((pi))(D,Ω
1
k((pi))).
On note 〈·, ·〉 l’accouplement naturel Dˇ ×D → Ω1k((pi)). On munit alors Dˇ d’une
structure de (ϕ,Γ)-module en posant
γ(〈x, y〉) = 〈(γ(x), γ(y)〉 et ϕ(〈x, y〉) = 〈ϕ(x), ϕ(y)〉.
Dˇ est alors isomorphe à D en tant que (ϕ,Γ)-module.
Proposition 3.3.29. Si f =
∑
n∈Z anpi
n ∈ k((pi)), on définit le résidu de la forme
différentielle fdpi en posant res0(fdpi) = a−1.
Alors si f ∈ k((pi)), on a :
– res0
(
γa(f)
dpi
1+pi
)
= a−1res0
(
dpi
1+pi
)
,
– De même, on a res0
(
ψ(f) dpi
1+pi
)
= res0
(
ϕ(f) dpi
1+pi
)
= res0
(
f dpi
1+pi
)
.
Démonstration. C’est la proposition I.1.2 de [Col10b].
Définition 3.3.30. Si D est un (ϕ,Γ)-module, on définit un accouplement k-
bilinéaire Dˇ ×D → k en posant {x, y} = res0(〈(γ−1 · x, y〉).
Proposition 3.3.31. Si x ∈ Dˇ et y ∈ D, alors {(1 + pi)bx, (1 + pi)by} = {x, y} si
b ∈ Zp,
{ϕ(x), ϕ(y)} = {x, y} et {γ(x), γ(y)} = {x, y} .
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Démonstration. On a 〈γ−1((1+pi)bx), (1+pi)by〉 = 〈(1+pi)−bγ−1(x),
(
1 + pi)by〉 = 〈γ−1 · x, y〉 .
Pour la seconde formule, on a 〈γ−1(ϕ(x)), ϕ(y)〉 = 〈ϕ(γ−1(x)), ϕ(y)〉 = ϕ(〈γ−1(x), y〉).
On conclut en se rappelant que ϕ
(
dpi
1+pi
)
= dpi
1+pi
et la seconde formule de la proposi-
tion 3.3.29.
Enfin, on a 〈γ−1(γa(γ−1(x)), γa(y)〉 = γa(〈γ−1(x)y〉). En utilisant les formules de la
proposition 3.3.29, et le fait que γa
(
dpi
1+pi
)
= a dpi
1+pi
, on obtient la dernière formule.
Proposition 3.3.32. Si x ∈ Dˇ et y ∈ D, alors ψ(〈ϕ(x), y〉) = 〈x, ψ(y)〉.
Démonstration. Écrivons y =
∑p−1
i=0 (1 + pi)
iϕ(yi), de sorte que
〈ϕ(x), y〉 =
p−1∑
i=0
(1 + pi)i〈ϕ(x), ϕ(yi)〉 =
p−1∑
i=0
ϕ(〈x, yi〉) = 〈x, ψ(y)〉.
Corollaire 3.3.33. Les opérateurs ϕ et ψ sont adjoints : on a
{x, ψ(y)} = {ϕ(x), y} et {ψ(x), y} = {x, ϕ(y)} .
Démonstration. Prouvons la première formule, la preuve de la seconde étant iden-
tique.
{x, ψ(y)} = res0(〈γ−1(x), ψ(y)〉) = res0(ψ(〈ϕ(γ−1(x)), y〉)).
Mais par les formules rappelées précédemment, ce dernier terme est précisément égal
à res0(〈ϕ(γ−1(x)), y〉) = {ϕ(x), y}.
3.6.2 Dual topologique d’un (ϕ,Γ)-module
Notons D∗ := Homcont(D, k) le dual de Pontryagin de D, qui est localement
linéairement compact puisque D est un k-espace vectoriel localement linéairement
compact.
Lemme 3.3.34. L’application qui à x ∈ k((pi)) associe la forme linéaire y 7→
res0
(
xy dpi
1+pi
)
est un isomorphisme de k((pi)) sur k((pi))∗.
Démonstration. Si f : k((pi)) → k est une forme linéaire continue, puisque k est
discret, il existe m0 ∈ N tel que f(pim) = 0 si m ≥ m0. Ainsi, la série (1 +
pi)
(∑
m∈Z pi
−m−1f(pim)
)
converge k((pi)) vers un élément y.
Il est alors clair que y est l’unique élément de k((pi)) vérifiant res0
(
pimy dpi
1+pi
)
= f(pim)
pour tout m ∈ Z. Par continuité et k-linéarité, c’est aussi l’unique élément de k((pi))
vérifiant res0
(
xy dpi
1+pi
)
= f(x), pour tout x ∈ k((pi)).
Corollaire 3.3.35. Si D est un (ϕ,Γ)-module sur k((pi)), alors l’application
ι : x 7→ (y 7→ {x, y}) induit un isomorphisme de k-espaces vectoriels de Dˇ sur D∗.
Corollaire 3.3.36. {·, ·} est une dualité parfaite entre D et Dˇ.
Proposition 3.3.37. Si P ∈ k[X] est non nul, alors ι induit des isomorphismes
DP (ψ)=0 ' (Dˇ/P (ϕ)Dˇ)∗ et D/P (ψ)D ' (DˇP (ϕ)=0)∗.
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Démonstration. En utilisant ι−1, on peut identifier (Dˇ/P (ϕ)Dˇ)∗ au sous-ensemble
des éléments x ∈ D tels que {P (ϕ)y, x} = 0, pour tout y ∈ Dˇ. Mais puisque
{P (ϕ)y, x} = {y, P (ψ)x}, cet ensemble est aussi l’ensemble des éléments x ∈ D tels
que {y, P (ψ)x} = 0, pour tout y ∈ D. La dualité {·, ·} étant parfaite, c’est donc
DP (ψ)=0.
Pour la seconde inclusion, notons que (DˇP (ϕ)=0)∗ est le quotient de D par l’ortho-
gonal de DˇP (ϕ)=0. Or, P (ϕ) a pour adjoint P (ψ), donc l’orthogonal de DˇP (ϕ)=0 est
l’adhérence de P (ψ)D. Mais P (ψ)D est déjà fermé par le lemme 3.3, ce qui permet
de conclure.
3.6.3 Orthogonalité et réseaux
Définition 3.3.38. SiM est un réseau de D, on noteM⊥ le sous-k-espace vectoriel
de D
M⊥ =
{
x ∈ Dˇ : {x, y} = 0, ∀y ∈ D} .
Lemme 3.3.39. Si M est un réseau de D, alors M⊥ est un réseau de Dˇ tel que
(M⊥)⊥ = M .
Démonstration. Soit f1, . . . , fd une base de D. M étant un réseau de D, il existe
deux entiers a ≥ b tels que
d⊕
i=1
piak[[pi]]fi ⊂M ⊂
d⊕
i=1
pibk[[pi]]fi.
Soit fˇi ∈ Dˇ l’élément qui envoie fi sur dpi1+pi et fj sur 0 si j 6= i. Alors les fˇi forment
une base de Dˇ.
De plus, on a res0
(
xy dpi
1+pi
)
= 0 pour tout y ∈ k[[pi]] si et seulement si x ∈ k[[pi]], de
sorte que
d⊕
i=1
pi−bk[[pi]]fˇi ⊂M⊥ ⊂
d⊕
i=1
pi−ak[[pi]]fˇi.
Si λ ∈ k[[pi]], alors {x, λy} = {γ−1(λ)x, y}, de sorte que M⊥ est un k[[pi]]-module, et
donc par les inclusions qui précèdent, c’est un réseau de Dˇ.
Lemme 3.3.40. Si M1 ⊂M2 sont deux réseaux de D, alors
dimk(M
⊥
1 /M
⊥
2 ) = dimk(M2/M1).
Démonstration. C’est une conséquence du fait que {·, ·} est une dualité parfaite.
3.7 D+, D++, Dnr et les (ϕ,Γ)-modules irréductibles
Définition 3.3.41. Si D est un (ϕ,Γ)-module sur k((pi)), on définit trois sous-k-
espaces vectoriels de D de la manière suivante :
– D+ := {x ∈ D tels que (ϕn(x))n soit bornée},
– D++ := {x ∈ D tels que ϕn(x)→ 0},
– Dnr =
⋂
n∈N ϕ
n(D).
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Il est évident que piD+ ⊂ D++ ⊂ D+, et que D+ est le plus grand réseau de D
stable par ϕ.
Lemme 3.3.42. Si D est un (ϕ,Γ)-module sur k((pi)), alors D+ et D++ sont deux
réseaux de D tels que piD+ ⊂ D++ et
1. Dnr ⊂ D+.
2. Dnr ∩D++ = {0}.
Démonstration. Puisque piD+ ⊂ D++ ⊂ D+, il suffit de prouver que D++ est un ré-
seau pour montrer que c’est également le cas de D+. Mais soient N0, N1 des réseaux
comme dans le lemme 3.3.10. Alors ϕn(N0) ⊂ ϕn(pi)N0, et donc N0 ⊂ D++, puisque
ϕn(pi)→ 0.
Si n ∈ N, soient bi,j,n ∈ k[[pi]] tels que pin1ei =
∑d
j=1 bi,j,nϕ
n(pin1ej). Si x =
∑d
i=1 xiei ∈
D++ est tel que ϕn(x) =
∑d
j=1 xi,npi
n1ej, alors ϕn(xi) =
∑d
j=1 bi,j,nxj,n, et la suite
ϕn(xi) est bornée, de sorte que xi ∈ k[[pi]], et donc x ∈ N1.
Nous avons donc prouvé que N0 ⊂ D++ ⊂ N1, et donc D++ est un réseau.
Pour prouver les points i) et ii), Dnr étant stable par ϕ par définition, il suffit de
prouver qu’il est de dimension finie.
Pour cela, nous allons prouver que l’application Dnr ⊗k k((pi))→ D est injective.
Soient v1, . . . , vn ∈ Dnr des éléments k-linéairement indépendants, et supposons
qu’ils ne soient pas linéairement indépendants sur k((pi)).
Soit alors
∑
λivi une relation de dépendance linéaire telle que ] {i : λi 6= 0} soit
minimal. On peut supposer sans restriction que λ1 = 1, de sorte que
v1 = −
∑
i≥2
λivi. (3.7.1)
Pour tout j ∈ N, soit v(j)i ∈ D tel que vi = ϕj(v(j)i ). En appliquant ψj à la relation
précédente, on obtient
v
(j)
1 = −
∑
i≥2
ψj(λi)v
(j)
i .
Puis en appliquant ϕj
v1 = −
∑
i≥2
ϕj ◦ ψj(λi)vi,
de sorte que ∑
i≥2
λivi =
∑
i≥2
ϕj ◦ ψj(λi)vi.
Par minimalité de la relation linéaire, on en déduit que λi = ϕj ◦ψj(λi), et donc que
chacun des λi est dans ϕj(k((pi))).
Donc pour tout i ≥ 2, λi ∈
⋂
n∈N ϕ
j(k((pi))) = k. La relation (3.7.1) est donc une
relation de dépendance k-linéaire, ce qui est contraire à l’hypothèse que nous avons
faite sur les vi. On en déduit que Dnr est bien un k-espace vectoriel de dimension
finie.
Proposition 3.3.43. Si D est un (ϕ,Γ)-module sur k((pi)), alors D+ = D++⊕Dnr.
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Démonstration. Pour tout n ∈ N, pinD+ est stable par ϕ car D+ est stable par ϕ
et ϕn(pi) ∈ pink[[pi]].
D+/pinD+ est un k-espace vectoriel de dimension finie, ϕ : D+/pinD+ → D+pinD+
induit une décomposition
D+/pinD+ = D+n,nil ⊕D+n,inv,
où ϕ est nilpotent sur D+n,nil et inversible sur D
+
n,inv.
Alors D+ = lim←−nD
+/pinD+ = lim←−nD
+
n,nil ⊕ lim←−nD
+
n,inv.
Il est clair que lim←−nD
+
n,nil = D
++, et que lim←−nD
+
n,inv ⊂ Dnr. Puisque Dnr ∩D++ =
{0}, on a bien la décomposition recherchée : D+ = D++ ⊕Dnr.
Proposition 3.3.44. Si D est un (ϕ,Γ)-module sur k((pi)), alors on a les inclusions
de réseaux
D++ ⊂ D+ ⊂ D\ ⊂ D].
Démonstration. La seule inclusion qui reste à prouver est D+ ⊂ D\.
Soit donc x ∈ D+, de sorte que piϕ(x) ∈ D++, et donc ϕn(piϕ(x)) ∈ D\ pour n
suffisamment grand car D\ est un voisinage ouvert de 0.
On en déduit que y = ψn+1(ϕn(piϕ(x))) est également dans D\ pour n suffisamment
grand. Mais y = ψ(piϕ(x)) = ψ(pi)x = −x, et donc x ∈ D\.
Lemme 3.3.45. Si P ∈ k[X] est non nul, alors D++ ⊂ P (ψ)D++.
Démonstration. On peut supposer sans restriction que P est unitaire, et écrivons
alors P = a0 + a1X + · · ·+ ad−1Xd−1 +Xd.
Soit alors (bi)i la suite d’éléments de k telle que
(1 + ad−1X + · · ·+Xd)
(∑
i∈N
biX
i
)
= 1.
Soit Φ = ϕn
∑
i∈N biϕ
i : c’est un opérateur qui est bien défini sur D++. Si on écrit
P (ψ) = ψn(1 + ad−1ϕ+ · · ·+ a0ϕn), on voit que P (ψ) est un inverse à gauche de Φ,
et donc que D++ ⊂ P (ψ)D++.
Proposition 3.3.46. Si P ∈ k[X] est non nul, alors P (ψ) induit une surjection de
D\ sur lui-même.
Démonstration. Notons M l’image de D] par P (ψ). C’est un sous-module compact
de D\ sur lequel ψ est surjectif puisque ψ commute à P (ψ) et ψ : D\ → D\ est
surjectif. Par le lemme 3.3.45, M contient D++, et est donc un réseau de D. Mais
D\ étant le plus petit réseau de D stable par ψ, on en déduit que M = D\.
Proposition 3.3.47. Soit D un (ϕ,Γ)-module sur k((pi)). Alors dans la dualité entre
Dˇ et D, l’orthogonal de D\ est Dˇ+ et celui de D] est Dˇ++.
Démonstration. (D\)⊥ est un réseau de Dˇ, et puisque D\ est stable par ψ, (D\)⊥
est stable par ϕ, et donc inclus dans Dˇ+.
Soient x ∈ Dˇ++ et y ∈ D]. Puisque ψ : D] → D] est surjectif, pour tout n ∈ N, il
existe yn ∈ D] tel que y = ψn(yn. Ainsi, {x, y} = {x, ψn(yn)} = {ϕn(x), yn}. Mais
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les yn sont dans le compact D] et ϕn(x) → 0, de sorte que en passant à la limite
{x, y} = 0. On en déduit que :
Dˇ++ ⊂ (D])⊥ ⊂ (D\)⊥ ⊂ Dˇ+,
et donc les inégalités
dimkD
]/D\ = dimk
(
(D\)⊥/(D])⊥
) ≤ dimk(Dˇ+/Dˇ++) = dimk Dˇnr.
Soit P ∈ k[X], unitaire qui annule ϕ sur le k-espace vectoriel de dimension finie
Dˇnr = Dˇ+/Dˇ++. Par les inclusions précédentes, P (ϕ) annule aussi (D\)⊥/(D])⊥.
Par dualité, P (ψ) annule D]/D\, et puisque P (ψ) est surjectif sur D\ par la propo-
sition 3.3.47, on a D\ = P (ψ)D].
Ainsi, D]/D\ = D]/P (ψ)D]. Par la proposition 3.3.18, D]/P (ψ)D] est isomorphe à
D/P (ψ)D, qui par la proposition 3.3.37 est le dual de DˇP (ϕ)=0. Ce dernier ensemble
contient Dˇnr par définition de P .
On a donc dimkD]/D\ ≥ dimk Dˇnr, ce qui prouve que les inégalités ci-dessus
sont en fait des égalités, et qu’il en est de même des inclusions Dˇ++ ⊂ (D])⊥ et
(D\)⊥ ⊂ Dˇ+.
Corollaire 3.3.48. D], D\ et D]/D\ sont les duaux respectifs de Dˇ/Dˇ++, Dˇ/Dˇ+ et
Dˇnr.
Le résultat suivant, qui est le corollaire II.5.21 de [Col10b], montre que dans
le cas où k est un corps fini et D est un (ϕ,Γ)-module irréductible de dimension
supérieure ou égale à deux, alors il n’existe qu’un seul (ψ,Γ)-module surjectif dans
D.
Théorème 3.3.49. Si k est un corps fini, et si D est un (ϕ,Γ)-module sur k((pi)),
irréductible et de dimension supérieure ou égale à 2, alors D] = D\.
La preuve de Colmez utilise notamment le fait que D]/D\ = Dnr, mais également
l’équivalence de catégories de Fontaine, et donc n’est plus valable pour k corps de
caractéristique p quelconque.
Notons que ce résultat n’est plus vrai dans le cas où D est de dimension 1.
Rappelons (proposition 3.3.4) qu’un (ϕ,Γ)-module de dimension 1 est de la forme
D = k((pi)) · e, avec ϕ(e) = λe, λ ∈ k× et γ(e) = ωhe, h ∈ Z.
Dans ce cas, l’opérateur ψ est donné par ψ(µe) = λ−1ψ(µ)e, et on a alors deux
ψ-modules surjectifs dans D, qui sont :
D] = pi−1k[[pi]]e et D\ = k[[pi]]e.
Théorème 3.3.50. Si k est algébriquement clos et si D est un (ϕ,Γ)-module irré-
ductible de dimension supérieure ou égale à 2 sur k((pi)), alors D] = D\.
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Démonstration. D]/D\ est le dual de Dˇnr.
Or, Dˇnr est stable par ϕ et de dimension finie sur k. Donc il existe une valeur propre
λ ∈ k× pour ϕ. Notons D1 le sous-espace propre associé. Puisque ϕ et Γ commutent,
D1 est stable sous Γ, et donc le k((pi))-espace vectoriel D′ engendré par D1 est un
sous-(ϕ,Γ)-module de Dˇ.
Mais Dˇ étant irréductible, D′ = {0} ou D′ = Dˇ.
Le second cas est impossible, car alors Dˇ posséderait une base formée d’éléments de
D1 dans laquelle la matrice de ϕ serait λ Id. Mais alors
λ Idϕ(Mat(γ)) = Mat(γ) · γ(λ Id) = λMat(γ),∀γ ∈ Γ,
de sorte que l’action de Γ est alors scalaire. Mais alors D1 est stable par Γ, et l’action
de γ possède donc un vecteur propre x. Le sous-k((pi))-module de D engendré par x
est alors un sous-(ϕ,Γ)-module de Dˇ de dimension 1, ce qui est impossible si D est
irréductible de dimension supérieure ou égale à 2.
Donc D′ = {0}, et alors D]/D\ = 0, soit D] = D\.
Corollaire 3.3.51. Si k est fini ou algébriquement clos, alors avec les notations
précédentes :
1. D(ind(ωhn)) est un (ϕ,Γ)-module irréductible,
2. (D(ind(ωhn))⊗Dλ,s)] =
⊕n−1
j=0 k[[pi]] · fj.
Démonstration. Dans les deux cas, D(ind(ωhn)) ⊗ Dλ,s est un (ϕ,Γ)-module irré-
ductible. En effet dans le cas d’un corps fini il s’agit du (ϕ,Γ)-module associé à la
représentation galoisienne ind(ωhn), et dans le cas d’un corps algébriquement clos, il
s’agit du (ϕ,Γ)-module associé à la représentation du groupe de Weil ind(ωhn).
Ainsi, par les théorèmes 3.3.49 et 3.3.50, dans les deux cas il n’existe qu’un seul
réseau de D(ind(ωhn))⊗Dλ,s qui soit un ψ-module surjectif. Mais nous avons prouvé
à la proposition 3.3.27 que
⊕n−1
j=0 k[[pi]] · fj est un tel réseau.
On en déduit donc que
(D(ind(ωhn))⊗Dλ,s)] = (D(ind(ωhn))⊗Dλ,s)\ =
n−1⊕
j=0
k[[pi]] · fj.
Corollaire 3.3.52. Pour tout corps k de caractéristique p, D(ind(ωhn))k est un
(ϕ,Γ)-module irréductible sur k((pi)).
Démonstration. Nous savons que le résultat est vrai pour k algébriquement clos par
le corollaire précédent. Si k n’est pas algébriquement clos, et que D(ind(ωhn)) est
réductible sur k((pi)), alors l’extension des scalaires à k((pi)) est également réductible.
Mais il s’agit alors de D(ind(ωhn))k, dont nous venons de prouver qu’il était irréduc-
tible sur k((pi)). Par conséquent, D(ind(ωhn))k est un (ϕ,Γ)-module irréductible sur
k((pi)).
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4 Représentations lisses de B2(Qp)
Soit B = B2(Qp) le sous-groupe de Borel de GL2(Qp) formé des matrices trian-
gulaires supérieures. On note K = B2(Qp) ∩GL2(Zp), et Z = Q×p Id le centre de B,
formé des matrices scalaires. On note également N =
(
1 Qp
0 1
)
et N0 =
(
1 Zp
0 1
)
.
On note A = {a1p−1 + · · ·+ anp−n, 0 ≤ ai ≤ p− 1} un système de représentants
de Qp/Zp. Pour β ∈ A et δ ∈ Z, posons gβ,δ :=
( 1 β
0 pδ
)
. Alors les gβ,δ fournissent un
système de représentants de B /KZ :
Lemme 3.4.1. On a B =
∐
β∈A,δ∈Z
(
1 β
0 pδ
)
·KZ.
Démonstration. Soit
(
a b
0 c
) ∈ B. Alors on a(
a b
0 c
)
=
(
a0p
vp(a) b
0 c0p
vp(c)
)
=
(
1 bp−vp(a)c−10 − x
0 pvp(c)−vp(a)
)(
a0 xc0
0 c0
)(
pvp(a) 0
0 pvp(a)
)
avec a0, c0 ∈ Z×p . Il est toujours possible de choisir x ∈ Zp de sorte que bp−vp(a)c−10 −x
soit dans A, et donc
(
a b
0 c
) ∈ ⋃β∈A,δ∈Z( 1 β0 pδ ) · KZ. Il n’y a pas de problème à voir
que l’union est disjointe.
Remarque 3.4.2. Ce système de représentants est également un système de re-
présentants de G /KG Z, de sorte que nous pourrons l’identifier à l’ensemble des
sommets de l’arbre de GL2(Qp).
Figure 3.1 – L’arbre de B /KZ
Notons qu’il s’agit ici des conventions de [Ber10c], différentes de celles utilisées
par exemple par Breuil dans le cas de GL2.
Nous nous intéresserons dans la suite aux représentations lisses irréductibles de
B. Commençons par les plus simples d’entre elles, à savoir les caractères, qu’il est
aisé de décrire :
Proposition 3.4.3. Soit χ : B→ k× un caractère lisse de B2(Qp). Alors χ
((
a b
0 c
))
=
χ1(a)χ2(c), où χ1, χ2 sont des caractères lisses de Q×p .
Démonstration. Commençons par montrer que le sous-groupe dérivé de B est le
groupe N =
(
1 Qp
0 1
)
.
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Il est facile de voir que D(B) ⊂ N en regardant les coefficients diagonaux des com-
mutateurs. Pour l’inclusion réciproque, notons que(
a b
0 1
)(
1 c
0 1
)(
a b
0 1
)−1(
1 c
0 1
)−1
=
(
1 c(a− 1)
0 1
)
.
Alors χ se factorise en un caractère lisse de B /N ' Q×p × Q×p , et donc est de la
forme Q×p ×Q×p → k×.
De plus, en caractéristique p, les caractères lisses de Q×p sont connus par la
proposition 3.1.5.
Le même type de raisonnement permet de décrire les représentations lisses de
dimension finie de B.
Proposition 3.4.4. Soit V une représentation k-linéaire lisse irréductible et de
dimension finie de B. Alors il existe deux automorphismes f, g de V , commutant
entre eux, et deux caractères χ1, χ2 de F×p tels que(
pna0 b
0 pmc0
)
· v = χ1(a0)χ2(c0)fn ◦ gm(v),∀v ∈ V
si m,n ∈ Z, a0, c0 ∈ Z×p , b ∈ Qp.
Démonstration. Soit v1, . . . , vn une base de V , et pour chaque i, soit Ki un sous-
groupe ouvert compact de B stabilisant vi. Si on pose K =
⋂n
i=1Ki, alors K stabilise
V tout entier, et est encore un sous-groupe ouvert compact de B. En particulier, il
existe
(
1 x
0 1
) 6= Id dans K. Mais le sous-groupe distingué de B engendré par cette
matrice est alors N tout entier, de sorte que V se factorise en une représentation de
B /N = Q×p ×Q×p = pZ × Z×p × pZ × Z×p .
Notons f et g les deux endomorphismes de V correspondant aux actions respectives
de
(
p 0
0 1
)
et
(
1 0
0 p
)
.
La preuve de la proposition 3.1.3 prouve qu’une représentation lisse de dimension
finie de Z×p est en fait une représentation de µp−1(Qp) = F×p , de sorte que V restreinte
à
(
Z×p 0
0 1
)
est en fait somme de caractères, et de même pour V restreinte à
( 1 0
0 Z×p
)
.
Si χ1 est un caractère de F×p tel que
(
V
(
Z×p 0
0 1
)
=χ1
)
6= 0, alors il est évident que
V = V
(
Z×p 0
0 1
)
=χ1 par irréductibilité de V .
On conclut de même manière pour l’action de
( 1 0
0 Z×p
)
.
Corollaire 3.4.5. Si k est algébriquement clos, les représentations k-linéaires lisses
irréductibles et de dimension finie de B sont les caractères.
Démonstration. Si V est une telle représentation, soient f et g les deux endomor-
phismes de V correspondant à l’action de
(
p 0
0 1
)
et
(
1 0
0 p
)
. Ces deux endomorphismes
sont alors simultanément trigonalisables, et soit v ∈ V un vecteur propre commun
à f et g. Par la proposition précédente, k · v est stable par B et donc est une sous-
représentation de V . Par irréductibilité de V , V = k · v est de dimension un.
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Si σ1, σ2 sont deux caractères lisses de Q×p dans k×, alors σ = σ1⊗σ2 : KZ→ k×
défini par σ
((
a b
0 c
))
= σ1(a)σ2(c) est un caractère lisse de KZ, et tout caractère lisse
de KZ est de cette forme.
Soit alors indBKZσ l’induite à support compact de σ. Par ce qui a été dit à la sec-
tion 1.2 et le lemme 3.4.1, une base de indBKZσ est donnée par les [gβ,δ], δ ∈ Z, β ∈ A.
Les induites indBKZσ sont d’une grande importance dans ce qui suit puisque toute
représentation de B, lisse irréductible, et à caractère central est un quotient d’une
telle induite, comme l’indique la proposition suivante (c’est le théorème 1.2.3 de
[Ber10c]).
Proposition 3.4.6. Soit Π une représentation lisse irréductible à caractère central
de B. Alors il existe un caractère lisse σ : KZ → k× tel que Π soit un quotient de
indBKZσ.
Démonstration. Considérons I1 le pro-p-groupe
(
1 + pZp Zp
0 1 + pZp
)
. Puisque Π est
lisse, on a ΠI1 6= 0. Mais I1 est le noyau du morphisme K → F×p × F×p qui à
(
a b
0 c
)
associe (a, c), de sorte que I1 est un sous-groupe distingué de B, et K / I1 ' F×p ×F×p .
Ainsi, ΠI1 est une représentation de K / I1.
Mais comme F×p ×F×p est un groupe fini de cardinal premier à la caractéristique de k,
Π =
⊕
η Π
K=η est la somme de ses composantes isotypiques. Puisque par hypothèse
Z agit sur Π par un caractère, il existe donc un caractère σ : KZ→ k× et un élément
non nul v ∈ Π tel que KZ agit sur v via σ.
Par réciprocité de Frobenius (3.1.7), il existe donc un morphisme B-équivariant non
nul indBKZσ → Π, qui est nécessairement surjectif par irréductibilité de Π.
Remarque 3.4.7. 1. Il n’y a pas unicité du caractère σ : on peut avoir des
entrelacements non triviaux entre des quotients de indBKZσ pour différents σ.
2. Si λ ∈ k×, alors σ1µλ ⊗ σ2µ−1λ et σ1 ⊗ σ2 définissent les mêmes caractères de
KZ (alors que ce sont deux caractères distincts de B si λ 6= 1), de sorte que
indBKZσ1 ⊗ σ2 = indBKZσ1µλ ⊗ σ2µ−1λ .
Ainsi, quitte à changer σ1 en σ1µλ et σ2 en σ2µ−1λ , nous pourrons toujours
supposer que σ2(p) = 1, ce que nous ferons toujours dans la suite.
Notons ici une différence importante avec le cas des représentations de GL2(Qp) :
l’opérateur T qui engendre l’agèbre de Hecke H(KG Z, indGKG Z Symr k2) possède un
analogue dans le cas de l’algèbre de Hecke de B : H(KZ, indBKZσ) = EndB(indBKZσ).
C’est l’opérateur que nous notons encore T , et qui est défini par
T ([g]) =
[
g
(
1 0
0 p
)]
+
p−1∑
j=0
[
g
(
1 p−1j
0 1
)]
.
Malheureusement, contrairement au cas de GL2(Qp), H(KZ, indBKZσ) n’est pas l’al-
gèbre des polynômes en T . En effet, on définit deux opérateurs T+ et T− deH(KZ, indBKZσ)
par
T+([g]) =
p−1∑
j=0
[
g
(
1 p−1j
0 p−1
)]
et T−([g]) =
[
g
(
1 0
0 p
)]
.
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Figure 3.2 – T+
Figure 3.3 – T−
Alors on a T = T+ + T−, et T− ◦ T+ = 0 alors que T+ ◦ T− 6= 0, de sorte que
H(KZ, indBKZσ) n’est pas commutative.
Toutefois, il est possible de montrer que H(KZ, indBKZσ) est la k-algèbre engendrée
par T+ et T−.
Si un élément f de indBKZσ s’écrit f =
∑
β,δ λβ,δ[gβ,δ], on appelle support de f
l’ensemble (fini) des gβ,δ tels que λβ,δ 6= 0. On appelle l’entier δ la hauteur de gβ,δ,
et un élément de indBKZσ est dit à support en niveaux n1, . . . , nk si tous les éléments
de son support sont de hauteur dans {n1, . . . , nk}.
Si f est à support en niveaux {n1, . . . , nk}, alors
(
1 0
0 p
)·f (respectivement ( p 00 1 )·f) est
à support en niveaux {n1 + 1, . . . , nk + 1} (resp. {n1 − 1, . . . , nk − 1}), donc quitte
à translater par une puissance de
(
1 0
0 p
)
(resp.
(
p 0
0 1
)
), il est toujours possible de sup-
poser qu’un élément est à support en niveaux positifs (resp. négatifs).
Pour n ∈ N, on appelle n-bloc de niveau δ un ensemble de la forme
{gβ−jp−n,δ, j = 0, . . . , pn − 1},
et n-bloc initial de niveau δ le n-bloc pour lequel β = 0.
Notons τn =
(
1 −p−n
0 1
)
de sorte que τ jn =
(
1 −jp−n
0 1
)
, et rappelons le lemme suivant
dû à Berger, dont nous aurons besoin par la suite afin de prouver l’irréductibilité de
certaines représentations :
Lemme 3.4.8 ([Ber10c, lemme 1.2.4]). Soit Π une représentation lisse de B, v un
élément non nul de Π
(
1 Zp
0 1
)
et k ≥ 0. Alors l’un des pk éléments
vl =
pk−1∑
j=0
(
j
l
)
τ jk(v), 0 ≤ l ≤ pk − 1
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Figure 3.4 – Un 1-bloc Figure 3.5 – Un 2-bloc
est non nul et fixé par τk.
4.1 Description vectorielle des n-blocs
Si n est un entier positif, soit Vn l’espace vectoriel de dimension pn des suites
finies (x0, . . . , xpn−1), avec xi ∈ k. Si 0 ≤ k ≤ pn − 1 soit vk,n ∈ Vn défini par
vk,n =
((
0
k
)
,
(
1
k
)
, . . . ,
(
pn − 1
k
))
,
et soit Vk,n le sous-espace vectoriel de Vn engendré par v0,n, . . . , vk−1,n. Par [Ber10c,
lemme 1.1.3], c’est un sous-espace de dimension k de Vn.
V1,n est l’espace des suites constantes, et on voit facilement (en regardant les vk,n, 0 ≤
k ≤ pn−1) que Vpn−1,n est formé de suites de somme nulle. Mais puisque l’ensemble
des suites de somme nulle est un hyperplan de Vn, un argument de dimension permet
de prouver que Vpn−1,n est exactement l’ensemble des suites de somme nulle.
De plus, puisque
(
i+pn
k
)
=
(
i
k
)
, on peut indifféremment indicer les éléments de Vn
par les éléments de Z/pnZ ou par ceux de {0, . . . , pn − 1}.
On note ∆n : Vn → Vn l’application définie par (∆nx)j = xj−1−xj. ∆n = Tn− Id où
Tn est l’opérateur de shift : (Tnx)j = xj−1. Alors ∆p
n
n = (Tn− Id)pn = T pnn − Id = 0,
alors que ∆pn−1n 6= 0, donc ∆n est nilpotent d’indice pn.
On en déduit que les Ker(∆kn), 0 ≤ k ≤ pn sont les seuls sous-espaces de Vn stables
par ∆n.
Lemme 3.4.9 ([Ber10c, lemme 1.1.4]). Si 0 ≤ k + l ≤ pn, alors on a une suite
exacte
0→ Vk,n → Vk+l,n ∆
k→ Vl,n → 0.
De plus, ∆k(x) ∈ Vl,n si et seulement si x ∈ Vl+k,n.
L’intérêt de ces espaces Vn est que si un élément f de indBKZσ possède un support
en niveau δ inclus dans le n-bloc de β, il est possible de représenter ce support par
un élément de Vn, en identifiant (x0, . . . , xpn−1) à
pn−1∑
j=0
xj
[(
1 β − jp−n
0 pδ
)]
.
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Il est également possible de voir un (n+ 1)-bloc comme une union de p n-blocs.
Si v0 = (vj0)j, v1, . . . , vp−1 sont des n-blocs, on note [v0, v1, . . . , vp−1] le (n + 1)-bloc
(w0, . . . , wpn+1−1) tel que wpi+j = vij.
Remarque 3.4.10. On prendra garde au fait que l’écriture d’un n-bloc comme un
n + 1-bloc ne consiste pas simplement à ajouter des zéros à la fin du n-bloc, mais
plutôt à intercaler des zéros : on a un plongement canonique ιn de Vn dans Vn+1
défini par
(ιn(v))i =
{
0 si i 6= 0 mod p
vi/p sinon.
C’est ce plongement qui permet de voir les n-blocs comme des (n+ 1)-blocs.
En particulier, lorsque δ ≤ 0, alors le support en niveau δ de ( 1 10 1 ) · f est l’image
par T−δ du support en niveau δ de f . Et de même, le support en niveau δ de(
1 1
0 1
) · f − f est l’image de celui de f par ∆−δ.
Remarquons que ceci n’est plus valable pour les niveaux positifs, puisque si f est
un élément de indBKZσ à support en niveaux positifs, alors l’action de
(
1 1
0 1
)
sur f est
triviale.
Si a ∈ Zp, nous définissons µa : Vn → Vn par (µa(v))i = vai et on dispose alors
du résultat suivant :
Lemme 3.4.11 ([Ber10c, lemme 1.1.5]). Si a ∈ Z×p , alors µa(vk,n) − akvk,n ∈ Vk,n,
de sorte que si v ∈ Vk+1,n, alors µa(v) ∈ Vk+1,n.
Lemme 3.4.12 ([Ber10c, lemme 1.1.6]). Soit v ∈ Vk,n et 0 ≤ i ≤ p − 1. Alors la
suite y de Vn−1 définie par yj = xpi+j est dans Vb(k−1)/pc+1,n−1.
Terminons par un lemme technique qui nous sera utile par la suite :
Lemme 3.4.13. Soit x ∈ Vn non nul. Alors k·(1, . . . , 1) ⊂ Vect(x, Tn(x), . . . , T pn−1n (x)).
Démonstration. Puisque ∆n est nilpotent, il existe k tel que ∆kn(x) = 0 et ∆k−1n (x) 6=
0. Mais alors ∆k−1n (x) ∈ V1,n = k · (1, . . . , 1). Puisque ∆n = Tn − Id, on obtient bien
le résultat cherché.
4.2 Représentations de présentation finie
Notons qu’il sera intéressant de savoir décrire une représentation lisse irréductible
comme un quotient explicite d’une induite, notamment afin de savoir si l’espace par
lequel on quotiente est «gros».
Définition 3.4.14. Une représentation lisse Π de B est dite de présentation finie s’il
existe une représentation lisse irréductible σ de KZ et une surjection B-équivariante
indBKZσ  Π dont le noyau est de type fini en tant que k[B]-module.
Remarque 3.4.15. On prendra garde au fait qu’il n’y a a priori aucune raison pour
qu’une représentation irréductible de B soit de présentation finie, bien que ce soit
toujours un k[B]-module de type fini (et même engendré par un seul élément).
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Dans le cas des représentations de GL2(Qp), Hu a prouvé ([Hu12, Proposition
4.4]) que si une représentation lisse pi admet une présentation finie, alors pour toute
représentation de dimension finie W de KG Z et toute surjection indGKG ZW  pi, le
noyau de cette surjection est un k[G]-module de type fini.
Nous ne savons pas si un tel résultat est vrai dans le cas des représentations de B.
La définition que nous donnons d’une représentation de présentation finie est donc
plutôt celle d’une représentation admettant une présentation de type fini.
4.3 Description explicite de certaines représentations
Il est possible de décrire explicitement certains caractères de B comme quotient
d’une induite. Soit σ = σ1 ⊗ σ2 un caractère lisse de B tel que σ2(p) = 1, et soit
Θ : indBKZσ → k(σ) le morphisme défini par réciprocité de Frobenius, c’est-à-dire∑
β∈A,δ∈Z
λβ,δ[gβ,δ] 7→
∑
β∈A,δ∈Z
λβ,δ.
Θ est un morphisme B-équivariant et surjectif. Son noyau R0 est formé de l’ensemble
des éléments dont la somme des coefficients λβ,δ est nulle, de sorte que
indBKZσ/R0 ' k(σ).
Soit n un entier supérieur ou égal à 2. Rappelons que si 1 ≤ h ≤ pn − 2,
on dit que h est primitif s’il n’existe pas d’entier d < n tel que h soit un mul-
tiple de p
n−1
pd−1 . Si in−1 . . . i1i0 est le développement en base p de h(p − 1), on note
hk = in−k + pin−k + · · · + pk−1in−1, de sorte que hk = phk−1 + in−k, h0 = 0 et
hn = h(p− 1).
Nous construisons à présent des représentations irréductibles de B comme quo-
tients explicites de certaines induites. Ces représentations généralisent celles qui sont
construites dans la première partie de [Ber10c], et la méthode de preuve est exacte-
ment la même que celle qui conduit au théorème 1.3.8 du même article, nous nous
affranchissons juste des restrictions sur les valeurs en p des caractères σ1 et σ2, ainsi
que de la finitude de k.
Si σ = σ1 ⊗ σ2 est un caractère lisse de KZ, n ≥ 1 et 0 ≤ l ≤ pn − 1, on définit
wl,n ∈ indBKZσ comme étant l’élément
wl,n =
pn−1∑
j=0
(
j
l
)[(
1 −jp−n
0 1
)]
,
de sorte que le n-bloc initial de wl,n est vl,n.
Définition 3.4.16. Soit n ≥ 2, 1 ≤ h ≤ pn−1 − 1 et λ ∈ k×. On définit alors
Sn(h, λ, σ) comme étant la sous-B-représentation de indBKZσ engendrée par
ϕn(h, λ, σ) = λ
[(
1 0
0 pn
)]
+ wh(p−1),n.
On pose alors Πn(h, λ, σ) := indBKZσ/Sn(h, λ, σ).
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Figure 3.6 – ϕ2(1, p− 1, σ)
Un certain nombre de résultats techniques vont être nécessaires afin de prouver
l’irréductibilité des représentations Πn(h, λ, σ).
Si f =
∑
β∈A
∑
δ∈Z α(β, δ)[gβ,δ], alors pour 0 ≤ i ≤ n− 1, on pose
fi =
∑
β∈A
δ≡i mod n
α(β, δ)[gβ,δ],
de sorte que f = f0 + f1 + · · ·+ fn−1.
Lemme 3.4.17. Si f ∈ indBKZσ, alors f ∈ Sn(h, λ, σ) si et seulement si fi ∈
Sn(h, λ, σ) pour tout i ∈ {0, . . . , n− 1}.
Démonstration. Il est clair que si tous les fi sont dans Sn(h, λ, σ), alors f aussi,
il s’agit donc de prouver l’autre implication. Soit donc f ∈ Sn(h, λ, σ). Puisque
Sn(h, λ, σ) est engendré par ϕn(h, λ, σ) dont le support est porté uniquement en
niveaux 0 et n, on peut écrire
f =
∑
j
(
aj bj
0 dj
)
· ϕn(h, λ, σ),
et alors
fi =
∑
vp(dj)−vp(aj)≡i mod n
(
aj bj
0 dj
)
∈ Sn(h, λ, σ).
Lemme 3.4.18. Si
(
a b
0 d
) ∈ KZ, alors
(
a b
0 d
)
· wl,n = σ1(a)σ2(d)
pn−1∑
j=0
(
jda−1
l
)[(
1 −jp−n
0 1
)]
.
De plus, le n-bloc initial de
(
1 jp−n
0 1
)
wl,n − wl,n est dans Vl,n.
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Démonstration.(
a b
0 d
)
· wl,n =
pn−1∑
j=0
(
j
l
)(
a b
0 d
)[(
1 −jp−n
0 1
)]
=
pn−1∑
j=0
(
j
l
)[(
1 −jp−nad−1
0 1
)(
a b
0 d
)]
= σ1(a)σ2(d)
pn−1∑
j=0
(
jda−1
l
)[(
1 −p−n
0 1
)]
.
De plus, l’action de
(
1 jp−n
0 1
) − Id sur le n-bloc initial de wl,n correspond à celle de
(Id + ∆n)
j − Id, et donc à une combinaison linéaire de ∆kn, 1 ≤ k ≤ j. Mais puisque
∆kn(vl,n) ∈ Vl,n pour k ≥ 1, on en déduit que le n-bloc initial de
(
1 jp−n
0 1
)
wl,n − wl,n
est bien dans Vl,n comme annoncé.
Notons B+ =
{(
a b
0 d
) ∈ B : vp(d) ≥ vp(a)}.
Lemme 3.4.19. Si f ∈ Sn(h, λ, σ) est à support en niveaux positifs, alors f est une
combinaison linéaire de B+-translatés de ϕn(h, λ, σ).
Démonstration. Notons B0 =
{(
a b
0 d
) ∈ B : vp(a) = vp(d)} et commençons par mon-
trer qu’une combinaison linéaire de B0-translatés de ϕn(h, λ, σ) nulle en niveau zéro
est nulle.
Si
∑
i∈I λi
(
ai bi
0 di
) · ϕn(h, λ, σ) est une telle combinaison linéaire, alors en utilisant
l’action de Z, et quitte à changer les λi, on peut supposer que di = 1. Dans ce
cas, les termes indicés par i1 et i2 contribuent au même n-bloc de niveau zéro si et
seulement si i1 − i2 ∈ p−nZp car(
a b
0 1
)[(
1 −jp−n
0 1
)]
=
[(
a −ajp−n + b
0 1
)]
.
On peut donc supposer que
(
ai bi
0 1
) ∈ ( Zp p−nZp
0 1
)
= S, et on s’intéresse au n-bloc
initial. Mais si g ∈ S, par le lemme 3.4.18, le n-bloc initial de g · ϕn(h, λ, σ) est
σ1(a)µa−1d(vh(p−1),n)− σ1(a)vh(p−1),n. Or, par le lemme 3.4.11,
µa−1d(vh(p−1),n)− vh(p−1),n = µa−1d(vh(p−1),n)− (a−1d)h(p−1)vh(p−1),n ∈ Vh(p−1),n.
Puisque Vh(p−1)+1,n = Vh(p−1),n⊕kvh(p−1),n, le n-bloc initial de g ·ϕn(h, λ, σ) est donc
x+ λvh(p−1),n avec x ∈ Vh(p−1),n. On en déduit que dans g · ϕn(h, λ, σ), le coefficient
de
[(
1 0
0 pn
)]
est le même que celui de wh(p−1),n, et donc qu’il en est de même dans une
combinaion linéaire de B0-translatés de ϕn(h, λ, σ) : une telle combinaison linéaire
nulle en niveau zéro est identiquement nulle.
Un élément de B s’écrit
(
1 0
0 pn
)
b0, avec b0 ∈ B0 et n ∈ Z. Donc si
f =
∑
n∈Z
∑
i∈In
λi
(
1 0
0 pn
)
biϕn(h, λ, σ)
est à support en niveaux positifs, alors min {n ∈ Z : In 6= ∅} ≥ 0, ce qui finit de
prouver le lemme.
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Lemme 3.4.20. Si f ∈ Sn(h, λ, σ) est à support en niveaux positifs, alors pour
1 ≤ k ≤ n, les k-blocs de niveau zéro de f sont dans Vhk+1,k.
Démonstration. Par le lemme précédent, il suffit de montrer que si b ∈ B+, alors les
k-blocs de niveau zéro de b · wh(p−1),n sont dans Vhk+1,k.
Si b = Id, alors le n-bloc initial de wh(p−1),n = whn,n est vhn,n ∈ Vhn+1,n.
Puisque bhk/pc = hk−1, le lemme 3.4.12 implique que les (k − 1)-blocs sont dans
Vhk−1+1,k−1, et une récurrence immédiate permet de conclure.
Les formules du lemme 3.4.18 et le lemme 3.4.11 appliqué avec a−1d ∈ Z×p
prouvent que le n-bloc initial de
(
a b
0 d
) · whn,n où ( a b0 d ) ∈ KZ est dans Vhn+1,n,
ce qui permet de se ramener au cas précédent.
Enfin, il reste à considérer le cas de gβ,δ ·whn,n, où l’on peut supposer δ = 0 (sinon
le support en niveau zéro est nul, et il n’y a rien à montrer). Mais alors son support
est juste celui de whn,n décalé de β, et on se ramène alors aux cas précédents.
Corollaire 3.4.21. La représentation Πn(h, λ, σ) n’est pas triviale.
Démonstration. Le lemme précédent permet de montrer que Id n’est pas dans Sn(h, λ, σ)
puisque son n-bloc initial de niveau zéro n’est pas dans Vhn+1,n, et donc Sn(h, λ, σ) 6=
indBKZσ.
Lemme 3.4.22. i) Si le support de f ∈ Sn(h, λ, σ) est contenu dans un seul k-bloc
avec 0 ≤ k ≤ n, alors ce support est dans Vhk,k.
ii) Pour 0 ≤ l ≤ hk − 1, wl,k ∈ Sn(h, λ, σ).
Démonstration. Si k = n, commençons par remarquer que l’ensemble des n-blocs
possibles est stable par ∆n, qui correspond à l’action de
(
1 −p−n
0 1
) − Id. En consé-
quence, l’ensemble des n-blocs possibles est l’un des Vl,n. Ensuite,
(
1 −p−n
0 1
)
ϕn(h, λ, σ)−
ϕn(h, λ, σ) est à support dans le n-bloc initial de niveau zéro, et son support est
∆n(vhn,n) = vhn−1,n. Puisque l’ensemble des n-blocs possibles est stable par ∆n (qui
correspond à l’action de
(
1 −p−n
0 1
)− Id), on obtient donc tout Vhn,n.
En revanche, il n’est pas possible d’obtenir tout Vhn+1,n, car alors on aurait wh(p−1),n ∈
Sn(h, λ, σ), et donc
[(
1 0
0 pn
)] ∈ Sn(h, λ, σ). Mais Πn(h, λ, σ) 6= 0 par le corollaire 3.4.21.
Si vl,k est le support dans un k-bloc d’un élément f ∈ Sn(h, λ, σ), alors quitte à
décaler par une puissance de
(
1 0
0 p
)
, on peut supposer que le support est en niveau
zéro. Et quitte à décaler par
(
1 β
0 1
)
il est également possible de supposer qu’il s’agit
du k-bloc initial. Alors, pour 0 ≤ m ≤ p− 1, le (k + 1)-bloc initial de
p−1∑
i=0
(
i
m
)(
1 −ipk−1
0 1
)
f
est
[(
0
m
)
vl,k, . . . ,
(
p−1
m
)
vl,k
]
. Mais puisque
(
j
l
)(
i
m
)
=
(
pj+i
pl+m
)
, c’est exactement vpl+m,k+1.
En particulier, si on avait whk,k ∈ Sn(h, λ, σ), on aurait aussi whk+1,k+1 ∈ Sn(h, λ, σ).
Dans ce cas, une récurrence nous conduirait à whn,n ∈ Sn(h, λ, σ), ce qui est impos-
sible. Ceci achève de prouver le i).
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Pour le point ii), nous l’avons déjà prouvé pour k = n. Supposons que wl,k+1 ∈
Sn(h, λ, σ) pour 0 ≤ l ≤ hk+1 − 1. Alors tous les
[(
0
m
)
vl,k, . . . ,
(
p−1
m
)
vl,k
]
sont des
(k+1)-blocs d’éléments de Sn(h, λ, σ) pour pl+m ≤ hk+1−1. En prenant m = p−1
et l ≤ hk − 1, on obtient wl,k ∈ Sn(h, λ, σ), et une récurrence descendante permet
de conclure.
Lemme 3.4.23. Si le support de g ∈ Sn(h, λ, σ) est en niveaux 0, . . . , n − 1, alors
les (n+ 1)-blocs de niveau 0 de g sont de la forme
[µ0vhn,n + x0, . . . , µp−1vhn,n + xp−1] ,
avec xi ∈ Vhn,n et (µ0, . . . , µp−1) ∈ Vh1+1,1.
Démonstration. Par le lemme 3.4.17, on peut supposer que g est à support unique-
ment en niveau zéro et par le lemme 3.4.20, les n-blocs de g sont dans Vhn+1,n, et
donc peuvent être écrits sous la forme µivhn,n + xi, avec µi ∈ k et xi ∈ Vhn−1,n.
Puisque les wl,n sont dans Sn(h, λ, σ) si 0 ≤ l ≤ hn − 1, on peut en retrancher une
combinaison linéaire de
(
1 Qp
0 1
)
-translatés, de manière à obtenir un g′ tel que les xi
soient nuls et les µi soient inchangés.
En soustrayant une combinaison linéaire bien choisie de
(
1 Qp
0 1
)
-translatés de ϕn(h, λ, σ),
on obtient un élément de Sn(h, λ, σ) dont le support est contenu en niveau n,
et dont les 1-blocs sont −λ(µ0, . . . , µp−1). Mais alors par le lemme 3.4.20, on a
(µ0, . . . , µp−1) ∈ Vh1+1,1.
Lemme 3.4.24. Si le support de f ∈ indBKZσ est en niveaux 0, . . . , n − 1, et si
τn+1(f)− f ∈ Sn(h, λ, σ), alors les n-blocs de niveau 0 de f sont dans Vhn+1,n.
Démonstration. Le lemme 3.4.23 s’applique à τn+1(f)− f , et alors les (n+ 1)-blocs
de τn+1(f)− f en niveau zéro sont de la forme [µ0vhn,n + x0, . . . , µp−1vhn,n + xp−1]n
avec xi ∈ Vhn,n et (µ0, . . . , µp−1) ∈ Vh1+1,1.
Si f =
∑
α(β, δ)[gβ,δ], alors le coefficient de [gβ,0] dans τn+1(f)−f est α(β+pn−1, 0)−
α(β, 0), donc le n-bloc de niveau 0 de β est donné par le tableau suivant (où l’on
note α(k) pour α(β + k, 0)) :
α
(
1
pn+1
)
− α(0) α
(
1
pn+1 +
1
pn
)
− α
(
1
pn
)
. . . α
(
1
pn+1 +
pn−1
pn
)
− α
(
pn−1
pn
)
α
(
2
pn+1
)
− α
(
1
pn+1
)
α
(
2
pn+1 +
1
pn
)
− α
(
1
pn+1 +
1
pn
)
. . . α
(
2
pn+1 +
pn−1
pn
)
− α
(
1
pn+1 +
pn−1
pn
)
...
...
...
α
(
p
pn+1
)
− α
(
p−1
pn+1
)
α
(
p
pn+1 +
1
pn
)
− α
(
p−1
pn+1 +
1
pn
)
. . . α
(
p
pn+1 +
pn−1
pn
)
− α
(
p−1
pn+1 +
pn−1
pn
)
Soient alors y0, . . . , yp−1 les n-blocs du (n + 1)-bloc de f que nous considérons.
En sommant les lignes du tableau ci-dessus, on obtient
α
(
β +
1
pn
)
− α(β), α
(
β +
2
pn
)
− α
(
β +
1
pn
)
, . . . , α(β)− α
(
β +
pn − 1
pn
)
.
Or, il s’agit exactement de ∆n(y0), donc
∆n(y0) =
p−1∑
i=0
(µivhn,n + xi) =
p−1∑
i=0
xi ∈ Vhn,n,
puisque (µ0, . . . , µp−1) ∈ Vh1+1,1 ⊂ Vp−1,1, ce qui implique
∑p−1
i=0 xi = 0. Mais si
∆n(y0) ∈ Vhn,n, alors y0 ∈ Vhn+1,n par le lemme 3.4.9. En appliquant le même
raisonnement à τ jn+1(f) − f , qui est encore dans Sn(h, λ, σ), on prouve que yj ∈
Vhn+1,n.
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Corollaire 3.4.25. Si le support de f ∈ indBKZσ est en niveaux 0, . . . , n−1, que son
support en niveau zéro est inclus dans un seul n-bloc et que τn(f)− f ∈ Sn(h, λ, σ),
alors le n-bloc de f en niveau zéro est dans Vhn+1,n.
Démonstration. Le lemme 3.4.23 appliqué ) τn(f)− f permet de voir que le n-bloc
de τn(f)− f est de la forme µ0vhn,n + x0, avec x0 ∈ Vhn,n et (µ0, 0, . . . , 0) ∈ Vh1+1,1,
ce qui impose µ0 = 0 car Vh1+1,1 ⊂ Vp−1,1.
Si l’on note y le n-bloc de f , alors le n-bloc de τn(f) − f est ∆n(y), de sorte que
∆n(y) ∈ Vhn,n, et donc par le lemme 3.4.9, y ∈ Vhn+1,n.
Lemme 3.4.26. Si h est primitif et si le développement en base p de h(p − 1) est
périodique de période d divisant strictement n, alors hd n’est pas divisible par p− 1.
Démonstration. En effet, puisque le développement de h(p−1) est périodique, il est
égal à hd p
n−1
pd−1 , et si on avait p− 1|hd, alors h serait divisible par p
n−1
pd−1 .
Nous pouvons alors enfin prouver l’irréductibilité des représentations Πn(h, λ, σ),
au moins sous certains conditions.
Théorème 3.4.27. Soit n ≥ 2, 1 ≤ h ≤ pn−1 − 1 primitif et λ ∈ k×. Alors
Πn(h, λ, σ) est une représentation irréductible de B.
Démonstration. Nous allons prouver que si f ∈ indBKZσ n’est pas dans Sn(h, λ, σ),
alors il existe une combinaison linéaire de B-translatés de f qui est égale à [Id] mo-
dulo Sn(h, λ, σ). Soit donc f tel que f 6= 0.
Le support de f est fini, il existe donc a ∈ Z tel qu’il soit en niveaux supé-
rieurs ou égaux à a. Comme le support de ϕn(h, λ, σ) en niveau n est formé d’un
seul élément, on peut, quitte à retrancher une combinaison linéaire de translatés de
ϕn(h, λ, σ), supposer que le support de a est en niveaux a, . . . , a+n−1, puis, quitte
à multiplier par
(
1 0
0 p−a
)
supposer que le support de f est en niveaux 0, . . . , n− 1.
En particulier, puisque son support est en niveaux positifs, on a alors f ∈ (indBKZσ)
(
1 Zp
0 1
)
.
Soient s1, . . . , sn−1 des entiers tels que le support de f en niveau i soit dans le si-bloc
initial de niveau i.
Par le lemme 3.4.8, appliqué avec k = n + 1, on peut remplacer f par l’un des∑pn+1−1
j=0
(
j
l
)
τ jn+1(f), de sorte que τn+1(f)− f ∈ Sn(h, λ, σ).
Puisque τ jn+1
( 1 β
0 pi
)
=
(
1 β−jp−(n+1)+i
0 pi
)
, alors le support en niveau i de ce nouveau f
est inclus dans le max(si, n + 1 − i)-bloc initial. Par le lemme 3.4.24, puisque les
n-blocs de niveau zéro de f sont dans Vhn+1,n, il existe g ∈ Sn(h, λ, σ), combinaison
linéaire de
(
1 Qp
0 1
)
-translatés de ϕn(h, λ, σ) et des wl,n, 0 ≤ l ≤ hn − 1, tel que f
et g possèdent les mêmes blocs en niveau zéro. Il est alors possible de remplacer
f par f ′ =
(
1 0
0 p−1
)
(f − g). Alors le support en niveau j de f ′ est inclus dans le
max(sj+1, n− j) pour 0 ≤ j ≤ n− 2. Pour son support en niveau n− 1, remarquons
qu’il provient uniquement des coefficients de niveau n de g. Or, puisque ϕn(h, λ, σ) a
son support dans le n-bloc initial de niveau zéro et le 1-bloc initial de niveau n, par
construction de g, le support en niveau n− 1 de f ′ est inclus dans le max(s0−n, 1)-
bloc initial.
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Par construction, f ′ vérifie τn(f ′)− f ′ ∈ Sn(h, λ, σ). En effet,
τn(f
′)− f ′ =
(
1 −p−n
0 1
)(
1 0
0 p−1
)
(f − g)−
(
1 0
0 p−1
)
(f − g)
=
(
1 0
0 p−1
)((
1 −p−n−1
0 1
)
f − f
)
+ ?, où ? ∈ Sn(h, λ, σ)
=
(
1 0
0 p−1
)
(τn+1(f)− f) + ?
et τn+1(f)− f ∈ Sn(h, λ, σ) par construction. Comme de plus, le support de niveau
j de f ′ est inclus dans le (n− j)-bloc initial pour 0 ≤ j ≤ n−1, on peut appliquer le
corollaire 3.4.25, ce qui prouve que le n-bloc de niveau zéro de f ′ est dans Vhn+1,n. Il
existe alors un élément g ∈ Sn(h, λ, σ), combinaison linéaire de
(
1 Qp
0 1
)
-translatés de
ϕn(h, λ, σ) et des wl,n, 0 ≤ l ≤ hn − 1, tel que les supports de niveau zéro de f ′ et g
coïncident. On peut alors remplacer f ′ par
(
1 0
0 p−1
)
(f ′−g), et le support en niveau j
de ce nouveau f ′ est alors contenu dans le (n−j−1)-bloc initial, pour 0 ≤ j ≤ n−1.
Pour les mêmes raisons que précédemment, τn−1(f ′) − f ′ est un élément de
Sn(h, λ, σ) dont le support de niveau j est inclus dans le (n − j − 1)-bloc initial
pour 0 ≤ j ≤ n − 1. Par le lemme 3.4.17, chacun de ses blocs doit être déjà dans
Sn(h, λ, σ), et par le lemme 3.4.22, le bloc de niveau n− j − 1 doit être dans Vhj ,j.
Or, le bloc de niveau n− j − 1 de τn−1(f ′)− f ′ est l’image par ∆j du bloc de même
niveau de f ′ car (
1 −pn−1
0 1
)[(
1 β
0 pn−j−1
)]
=
[(
1 β − p−j
0 pn−j−1
)]
.
Par le lemme 3.4.9, le bloc de niveau n − j − 1 de f ′ est donc dans Vhj+1,j. Par le
lemme 3.4.22, on peut donc soustraire à f ′ une combinaison linéaire d’éléments de
Sn(h, λ, σ) et supposer que le bloc de niveau n − j − 1 de f ′ est un multiple xj de
vhj ,j.
Si 0 ≤ m ≤ p− 1, soit Um l’opérateur défini par Um(f) =
∑p−1
i=0
(
i
m
)
τ in(f).
En niveau n − j − 1, Um(f ′) à un support inclus dans (j + 1)-bloc initial. Or, le
(j + 1)-bloc correspondant à vhj ,j a pour k-ième coefficient 0 si k n’est pas divisible
par p et
(
k/p
hj
)
si j ≡ 0 modulo p. Notons aj,k ce coefficient. Comme(
1 −ip−n
0 pn−j−1
)[(
1 β
0 pn−j−1
)]
=
[(
1 β − ip−(j+1)
0 pn−j−1
)]
le k-ième coefficient du (j+ 1)-bloc de niveau n− j−1 de Um(f ′) est
∑p−1
i=0
(
i
m
)
aj,−i.
Il n’y a donc qu’une seule valeur de i pour laquelle aj,k−i est non nul : celle pour
laquelle i− k est multiple de p. Mais alors(
i
m
)
aj,k−i =
(
i
m
)(
(k − i)/p
hj
)
=
(
p(k − i)/p+ i
phj +m
)
=
(
k
phj +m
)
.
Or, hj+1 = phj + in−j−1, et donc le coefficient que l’on vient de calculer est égal
à
(
k
hj+1−in−j−1+m
)
, de sorte que le (j + 1)-bloc de niveau n − j − 1 de Um(f ′) est
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vhj+1−in−j−1+m,j+1.
Si l’on choisit m comme étant égal au maximum de l’ensemble des in−j−1 tels
que xj 6= 0, alors Um(f ′) a pour support des (j + 1)-blocs de niveau n− j − 1, non
tous nuls, et tels que si in−j−1 < m, alors le bloc de niveau n− j − 1 est nul.
Ceci nous permet donc, en remplaçant f ′ par Um(f ′), de diminuer le nombre de
blocs non nuls, à moins que m = in−k−1 pour tous ces blocs. Dans ce cas, il est alors
possible de diminuer le niveau de f ′ grâce à l’action de
(
1 0
0 p−1
)
, sauf si f ′ possède un
bloc de niveau zéro, auquel cas on commence par retrancher à f ′ une combinaison
linéaire de translatés de ϕn(h, λ, σ) de même support de niveau zéro que f ′ (ce qui
est possible car le n-bloc de niveau zéro de f ′ est un multiple de vhn,n par les calculs
qui précèdent), avant de diminuer le niveau.
On vérifie aisément que le nouveau f ′ est toujours tel que τn−1(f ′)− f ′ ∈n (h, λ, σ)
et à support de niveau n−j−1 inclus dans le j-bloc initial, et donc qu’il est possible
de continuer à répéter cette procédure (remplacer f ′ par Um(f ′) puis diminuer le
niveau), ce qui a pour effet de diminuer le nombre de blocs non nuls, tout en conti-
nuant à garder un élément qui est équivalent modulo Sn(h, λ, σ) à une combinaison
linéaire de translatés de f . Par conséquent, le nombre de blocs non nuls va finir par
stationner.
Par construction, cela signifie que l’application r 7→ ir est périodique, de pé-
riode d divisant n, et en choisissant bien l’étape à laquelle on arrête le processus
précédent, on peut supposer que les blocs non nuls de f ′ sont exactement en niveau
n− 1− ld, 0 ≤ (n/d)− 1.
Si d < n, alors hd n’est pas divisible par p− 1 par 3.4.26. Si a est un élément de Z×p
tel que a soit un générateur de F×p , alors µa(vl,k)− alvl,k ∈ Vl,k par le lemme 3.4.11.
Ceci implique que σ2(a−1)
(
1 0
0 a
)
f ′− f ′ possède au moins un bloc non nul de moins :
celui de niveau n − 1, qui devient µa(v0,0) − v0,0 = 0. De plus, cet élément est non
nul car le bloc de niveau n − 1 − d est non nul : c’est µa(vhd,d) − vhd,d, qui est non
nul car µa(vh,d,d)− ahdvhd,d ∈ Vhd,d et ahd 6= 1.
De nouveau les conditions sont réunies pour appliquer le même procédé que précé-
demment (remplacer f ′ par Um(f ′) et diminuer le niveau), de sorte qu’il est toujours
possible de se ramener au cas où un seul bloc est non nul (c’est-à-dire d = n).
Alors f ′ est un élément à support porté uniquement en niveau n − 1, et même à
support dans le 0-bloc initial de niveau n−1. De la là il est aisé de se ramener à [Id],
ce qui achève de prouver qu’il existe bien une combinaison linéaire de B-translatés
de f équivalente à [Id] modulo Sn(h, λ, σ) : la représentation Πn(h, λ, σ) est bien
irréductible.
Nous verrons plus tard (théoreme 3.5.11) que ces représentations proviennent en
fait, via la construction de Colmez, de (ϕ,Γ)-modules irréductibles de dimension
supérieure ou égale à 2.
Construisons à présent d’autres quotients irréductibles de indBKZσ, dont nous prou-
verons par la suite qu’ils proviennent de (ϕ,Γ)-modules de dimension 1.
Soit donc σ = σ1 ⊗ σ2 un caractère lisse de KZ tel que σ2(p) = 1, et λ ∈ k×.
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Notons S(λ, σ) la sous-B-représentation de indBKZσ engendrée par
w = λ−1
[(
1 0
0 p
)]
+
p−1∑
j=0
[(
1 −jp−1
0 1
)]
.
Figure 3.7 – w
Lemme 3.4.28. Un élément de S(λ, σ) à support en un seul niveau est nécessaire-
ment nul.
Démonstration. Soit f ∈ S(λ, σ) à support en niveau n, et notons
f =
∑
δ∈Z
∑
β∈A
λβ,δgβ,δ · w,
avec I ⊂ Z et Aδ ⊂ A, tels que les λβ,δ 6= 0. Une telle écriture est toujours possible
car si
(
a b
0 c
)
∈ KZ, alors
(
1 β
0 pδ
)(
a b
0 c
)
· w = λ−1
(
1 β
0 pδ
)(
a b
0 c
)[(
1 0
0 p
)]
+
p−1∑
j=0
(
1 β
0 pδ
)(
a b
0 c
)[(
1 −jp−1
0 1
)]
= λ−1
(
1 β
0 pδ
)[(
1 0
0 p
)(
a bp
0 c
)]
+
p−1∑
j=0
(
1 β
0 pδ
)[(
1 −jp−1
0 1
)(
a −jp−1(a− c) + b
0 c
)]
= σ1(a)σ2(c)gβ,δ · w.
Notons que(
1 β
0 pδ
) p−1∑
j=0
[(
1 −jp−1
0 1
)]
et
(
1 β′
0 pδ
) p−1∑
j=0
[(
1 −jp−1
0 1
)]
sont à supports disjoints si β − β′ 6∈ {0, . . . ,−(p− 1)p−1} et égaux sinon.
On peut donc supposer que
f =
∑
δ∈I
∑
β∈Qp/p−1Zp
λβ,δ
(
1 β
0 pδ
)
· w
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où pour tout δ ∈ I, il existe β tel que λβ,δ 6= 0.
Si f 6= 0, alors I est non vide, et notons i0 (resp. i1) son plus petit (resp. plus
grand) élément. Puisque f est à support en niveau n, alors i0 = i1 = n. Mais si le
support en niveau n + 1 de
(
1 β
0 pn
)
· w est nul, alors son support en niveau n est
nul également, et donc f = 0.
Proposition 3.4.29. La représentation Π(λ, σ) := indBKZσ/S(λ, σ) est une repré-
sentation irréductible non triviale de B2(Qp).
Démonstration. Commençons par remarquer que Π(λ, σ) 6= 0, ce qui est évident car
[Id] 6∈ S(λ, σ) par le lemme précédent.
Pour montrer que Π(λ, σ) est irréductible, nous allons prouver que si f est un élément
non nul de Π(λ, σ), alors il existe une combinaison linéaire de B-translatés de f qui
est égale à [Id] modulo S(λ, σ).
Soit donc f un élément de indBKZσ d’image non nulle dans Π(λ, σ). On peut supposer
que f est à support en niveaux a, a + 1, . . . , a + r. Quitte à retrancher à f une
combinaison linéaire de gβ,δ · w, on peut supposer que f est à support en un seul
niveau a.
Le support de f est fini : soit n ∈ N tel que ce support soit inclus dans le n-bloc
initial de niveau a, et identifions ce support à un élément de Vn. L’action de
(
1 p−n−a
0 1
)
sur f correspond alors à l’action de τn sur son support, et le lemme 3.4.13 permet
de trouver une combinaison linéaire de B-translatés de f égale à
pn−1∑
j=0
[(
1 −jp−n
0 pa
)]
.
Cette combinaison linéaire ne peut être dans S(λ, σ) car elle est à support en un
seul niveau. Mais alors, en y ajoutant
∑pn−1−1
j=0
(
1 −jp−n
0 pa
) · w, on obtient un élément
dont le support est non nul et inclus dans le (n− 1)-bloc de niveau a− 1.
Une récurrence descendante sur n permet alors de se ramener à un élément qui est
une combinaison linéaire de translatés de f dont le support est contenu en un seul
niveau modulo S(λ, σ), ce qui achève de prouver l’irréductibilité de Π(λ, σ).
5 Représentations de la forme Ωχ(D)
5.1 Construction de représentations de B2(Qp)
Colmez a décrit dans [Col10b] un moyen de construire des représentations lisses
de B à partir (ψ,Γ)-modules. Nous rappelons ici cette construction.
Soit D un (ψ,Γ)-module libre sur k[[pi]], et soit alors lim←−ψD le k-espace vectoriel
(noté D  Zp par Colmez) défini par :
lim←−
ψ
D = {(xn)n∈N : ψ(xn+1) = xn} .
Remarque 3.5.1. Notons que pour déterminer entièrement un élément (xn)n de
lim←−ψD il suffit de connaître xn pour n suffisamment grand. Pour cette raison, on
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voit qu’on peut également identifier lim←−ψD avec l’ensemble des suites (xn)n∈Z telles
que ψ(xn+1) = xn.
On munit lim←−ψD de la topologie de la limite projective, de sorte que lim←−ψD
est un k-espace vectoriel de prodimension finie. Nous allons définir une action de
B2(Qp) sur lim←−ψD. Pour cela, commençons par remarquer que tout élément g ∈ B
s’écrit de manière unique sous la forme
g =
(
t 0
0 t
)(
1 0
0 pj
)(
1 0
0 a
)(
1 z
0 1
)
avec t ∈ Q×p , j ∈ Z, a ∈ Z×p et z ∈ Qp. Si χ : Q×p → k× est un caractère lisse de Q×p ,
l’action de B sur x ∈ lim←−ψD est alors définie par((
t 0
0 t
)
· x
)
n
= χ−1(t)xn,((
1 0
0 pj
)
· x
)
n
= xn−j = ψj(xn) si n ≥ j,((
1 0
0 a
)
· x
)
n
= γa−1(xn) où χcycl(γa) = a,((
1 z
0 1
)
· x
)
n
= ψj((1 + pi)p
n+jzxn+j) si n+ j ≥ −vp(z).
On vérifie que ceci définit bien une action du groupe B (voir par exemple la
proposition III.1.1 de [Col10b]), et que cette action est continue puisque celles de
ψ,Γ et χ le sont.
Remarque 3.5.2. Notons que Colmez construit en fait des représentations du
groupe
( 1 Qp
0 Q×p
)
. Ici, on y ajoute un caractère central, et donc une action de Z qui en
fait une représentation de B.
Ainsi, lim←−ψD est une représentation de prodimension finie de B, et donc Ωχ(D) :=
(lim←−ψD)
∗ est une représentation lisse de B, dont le caractère central est χ.
Remarque 3.5.3. Si il existe une ambiguïté sur le corps de définition, on note
Ωkχ(D) au lieu de Ωχ(D).
Notons que si E est une extension de k et D un (ψ,Γ)-module sur k[[pi]], alors
Ωkχ(D)⊗k E = ΩEχ (D ⊗k E).
Soit prj la j-ième projection lim←−ψD → D, qui à (xn)n∈N associe xj. Si M est
un sous-k-espace vectoriel de lim←−ψD, on note Mj l’image de M par prj. Le lemme
suivant est alors analogue au lemme III.3.6 de [Col10b].
Lemme 3.5.4. Si M est un sous-espace fermé de lim←−ψD stable par B, alors :
i) M0 = Mk, pour tout k ∈ N,
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ii) M0 est un sous k[[pi]]-module de D stable par ψ et Γ,
iii) M = lim←−ψM0.
Démonstration. Si x0 ∈M0, soit x ∈ lim←−ψD tel que pr0(x) = x0. Alors prj
((
pj 0
0 1
) · x) =
x0, ce qui prouve le i).
Il est évident que M0 est un sous-k[[pi]]-module, stable par ψ car pr0
((
1 0
0 p
) · x) =
ψ(x0), et par Γ car pr0
((
1 0
0 a
) · x) = γa−1(x0).
Enfin, il est clair que M ⊂ lim←−ψM0, et il reste donc à prouver l’inclusion réciproque.
Soit z = (zn)n ∈ lim←−ψM0. Si k ∈ N, il existe u
(k) = (u
(k)
n )n ∈M tel que u(k)k = zk car
M0 = Mk. Mais par définition de la topologie de lim←−ψD, qui est la topologie de la
limite projective, on a (u(k))k∈N qui tend vers z. Puisque M est fermé dans lim←−ψD,
c’est donc que z ∈M et donc M = lim←−ψM0.
Proposition 3.5.5. Si D est un (ψ,Γ)-module irréductible, alors Ωχ(D) est une
représentation lisse irréductible de B.
Démonstration. Puisque le dual d’une représentation de prodimension finie topo-
logiquement irréductible est une représentation lisse irréductible par la proposition
3.2.23, il suffit de vérifier que lim←−ψD est le seul sous-espace fermé non nul et stable
sous B. Mais par le lemme précédent, une telle sous-représentation fermée serait de
la forme lim←−ψD
′, où D′ est un sous-(ψ,Γ)-module non nul de D. Par irréductibilité
de D, D′ = D et donc lim←−ψD
′ = lim←−ψD.
Remarque 3.5.6. En particulier, si D est un (ϕ,Γ)-module irréductible, alors D\
est un (ψ,Γ)-module irréductible par la proposition 3.3.26, de sorte que Ωχ(D\) est
une représentation lisse irréductible de B.
Le résultat suivant permet de dire à quelle condition deux telles représentations
de B sont isomorphes, c’est essentiellement la proposition 1.2.3 de [Ber10b].
Proposition 3.5.7. Si D1, D2 sont deux (ψ,Γ)-modules irréductibles et si χ1, χ2
sont deux caractères lisses de Q×p tels que Ωχ1(D1) ' Ωχ2(D2), alors χ1 = χ2 et
D1 ' D2.
Démonstration. L’égalité des caractères est immédiate puisque que χi est le carac-
tère central de Ωχi(Di). Il s’agit donc de montrer que si Ωχ(D1) ' Ωχ(D2), alors
D1 ' D2.
Notons f : lim←−ψD1 → lim←−ψD2 un isomorphisme B-équivariant, et soit g := pr0 ◦ f :
lim←−ψD1 → D2. Alors g(v) ne dépend que de v0. En effet, pour n ≥ 1, soit Kn l’en-
semble des éléments de lim←−ψD1 dont les images par pr0, . . . , prn−1 sont nulles. C’est
un sous k[[pi]]-module de lim←−ψD1, stable par ψ et Γ et tel que ψ(Kn) = Kn+1. L’image
de Kn par g est donc un sous-(ψ,Γ)-module de D2. Par irréductibilité de D2, soit
g(Kn) = 0, soit g(Kn) = D2. Mais ψ(g(Kn)) = g(Kn+1), alors que g(Kn) = 0 pour
n suffisamment grand, par continuité de g. On en déduit que g(Kn) = 0 pour tout
n ≥ 1, et en particulier que si v0 = 0, alors g(v) = 0, ce qui achève de prouver que
g(v) ne dépend que de v0.
Ainsi, il est possible de définir une application h : D1 → D2 en posant h(v) = g(v˜),
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où v˜ est n’importe quel élément de lim←−ψD1 dont l’image par pr0 est v. Cette ap-
plication est un morphisme de (ψ,Γ)-modules, et est non nulle car f est non nulle.
C’est donc un isomorphisme de (ψ,Γ)-modules par irréductibilité de D1 et D2.
Définition 3.5.8. Si D est un (ϕ,Γ)-module irréductible sur k((pi)), et χ un carac-
tère lisse de Q×p , on note Ωχ(D) la représentation lisse irréductible de B définie par
Ωχ(D) := Ωχ(D
\).
Si k est un corps fini et V est une représentation k-linéaire irréductible de Gal(Qp/Qp)
on pose Ωχ(V ) := Ωχ(D(V ))
De même, si k est algébriquement clos et W est une représentation k-linéaire irré-
ductible de WQp , on pose Ωχ(W ) := ωχ(D(W ))
5.2 Représentations associées à des (ϕ,Γ)-modules
À présent que nous disposons du foncteur D 7→ Ωχ(D), qui permet d’associer à
un (ϕ,Γ)-module irréductible une représentation lisse irréductible de B, nous pou-
vons essayer de décrire explicitement les représentations obtenues comme quotients
d’induites indBKZσ. Nous le faisons ici pour les (ϕ,Γ)-modules irréductibles que nous
connaissons, ce qui dans le cas où k est un corps fini ou un corps algébriquement
clos, permet en fait de décrire toutes les représentations de B associées à des repré-
sentations galoisiennes irréductibles.
5.2.1 Le cas des (ϕ,Γ)-modules irréductibles de dimension 1
La proposition 3.3.4 nous permet de décrire tous les (ϕ,Γ)-modules de dimension
1 : ce sont lesDλ,h, avec λ ∈ k× et h ∈ {0, . . . , p− 2}. Soit donc e une base deDλ,h sur
k((pi)), telle que ϕ(e) = λe et γ(e) = ωh(γ)e. Alors D]λ,h = pi
−1k[[pi]]e et D\ = k[[pi]]e,
avec ψ(α(pi) · e) = λ−1ψ(α(pi)) · e.
Soit χ : Q×p → k× un caractère lisse, et soit Ωχ(Dλ,h) la représentation irréductible
de B associée au (ψ,Γ)-module irréductible D\λ,h.
Soit θ0 la forme linéaire sur D\λ,h définie par θ0(α(pi)e) = α(0). On définit alors
une forme linéaire θ sur lim←−ψD
\
λ,h en associant à y = (y0, y1, . . . ), θ(y) := θ0(y0).
Lemme 3.5.9. Si
(
a b
0 d
)
∈ KZ, alors
(
a b
0 d
)
· θ = χ(a)ωh(a−1d)θ.
Démonstration. On a((
a b
0 d
)
· θ
)
(y) = θ
((
a−1 −ba−1d−1
0 d−1
)
· y
)
= θ
((
a−1 0
0 a−1
)(
1 −bd−1
0 ad−1
)
· y
)
= χ(a)ωh(a−1d)θ(y).
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Proposition 3.5.10. La forme linéaire θ est annulée par
w = λ−1χ(p)Id−
p−1∑
j=0
(
p −j
0 1
)
.
Démonstration. En utilisant la définition de l’action de B2(Qp) sur lim←−ψD
\
λ,h, on
obtient(
λ−1χ(p)θ −
p−1∑
j=0
(
p −j
0 1
)
· θ
)
(y) = λ−1χ(p)θ0(y0)− χ(p)θ0 ◦ ψ
(
p−1∑
j=0
(1 + pi)jy0
)
Notons y0 = α(pi) · e, avec α =
∑
n≥0 αnpi
n ∈ k[[pi]]. Alors θ0(y0) = α0, et
θ0
(
ψ
(
p−1∑
j=0
(1 + pi)jα
))
= θ0(ψ(pi
p−1α)) = λ−1ψ(pip−1α)(0)
= λ−1α0(−1)p−1 car ψ(pipm+r) = (−1)rpim.
Nous pouvons alors décrire la réprésentation du Borel obtenue en terme des
représentations introduites précédemment :
Théorème 3.5.11. Si λ ∈ k× et h ∈ {0, . . . , p− 2}, alors Ωχ(Dλ,h) ' Π(λχ(p−1), σ),
avec σ = χω−h ⊗ ωh.
Démonstration. On sait déjà par le lemme 3.5.9 et la réciprocité de Frobenius que
Ωχ(Dλ,h) est un quotient de indBKZσ, via l’application ind
B
KZσ → Ωχ(Dλ,h) définie
par ∑
β,δ
α(β, δ)[gβ,δ] 7→
∑
β,δ
α(β, δ)gβ,δ · θ.
Cette application est surjective car non nulle et car Ωχ(D\λ,h) est irréductible. La pro-
position 3.5.10 permet d’affirmer que son noyau contient w, et donc S(λχ(p−1), σ).
Nous obtenons ainsi une application non triviale Π(λχ(p−1), σ) → Ωχ(D\λ,h), et
comme Π(λχ(p−1), σ) est irréductible par la proposition 3.4.29, cette application est
un isomorphisme.
5.2.2 Le cas des (ϕ,Γ)-modules de dimension supérieure à 2
Soient n ≥ 1, 1 ≤ h ≤ pn−1 − 1 un entier primitif, λ ∈ k× et s ∈ {0, . . . , p− 2}.
Alors on dispose du (ϕ,Γ)-module irréductible D = D(ind(ωhn))⊗Dλ,s, et nous avons
donné la description explicite de D\ dans une base (f0, . . . , fn−1) à la proposition
3.3.27. Si δ = µτωr est un caractère lisse de Q×p , considérons la représentation
Ωδ(D) =
(
lim←−ψD
\
)∗
. Sur D\, on définit une forme linéaire θ0 par
θ0 : α0(pi)f0 + . . . αn−1(pi)fn−1 7→ α0(0).
On définit alors une forme linéaire θ sur lim←−ψD
\ par
θ(y) = θ0(y0) si y = (y0, y1, . . . ).
5. REPRÉSENTATIONS DE LA FORME Ωχ(D) 119
CHAPITRE 3. REPRÉSENTATIONS MODULAIRES DU BOREL
Lemme 3.5.12. Si
(
a b
0 d
) ∈ KZ, alors ( a b0 d ) · θ = δ(a)ωs(a−1d).
Démonstration. La preuve est la même que pour le lemme 3.5.9.
Proposition 3.5.13. La forme linéaire θ est annulée par
(−1)n−1λ−nτn · Id−
pn−1∑
j=0
(
j
h(p− 1)
)(
pn −j
0 1
)
.
Démonstration. Si y = (y0, y1, . . . ) ∈ lim←−ψD
\, alors on a
(
(−1)n−1λ−nτnθ −
pn−1∑
j=0
(
j
h(p− 1)
)(
pn −j
0 1
)
θ
)
(y)
= (−1)n−1λ−nτnθ0(y0)−
pn−1∑
j=0
(
j
h(p− 1)
)
θ
((
p−n −jp−n
0 1
)
· y
)
= (−1)n−1λ−nτnθ0(y0)− τn
pn−1∑
j=0
(
j
h(p− 1)
)
θ
((
1 0
0 pn
)(
1 −j
0 1
)
y
)
= (−1)n−1λ−nτnθ0(y0)− τnθ0 ◦ ψn
(
pn−1∑
j=0
(
j
h(p− 1)
)
(1 + pi)jy0
)
.
Par les formules de la proposition 3.3.27, il est évident que si y0 = αi(pi)fi, avec
1 ≤ i ≤ n − 1, alors cette somme est nulle. Nous pouvons donc supposer que
y0 = α0(pi)f0. Par le lemme 1.1.2 de [Ber10c], on a
pn−1∑
j=0
(
j
h(p− 1)
)
(1 + pi)j ∈ pipn−hn−1 + pipn−hnk[[pi]].
Or, pour 1 ≤ k ≤ n, on a pk − hk + in−k = p(pk−1 − hk−1), de sorte que grâce aux
formules de la proposition 3.3.27, on a, modulo piD\,
ψn
(
pn−1∑
j=0
(
j
h(p− 1)
)
(1 + pi)jα0(pi)f0
)
= ψn(pip
n−hn−1α0(0)f0)
= ψn−1((−1)n−1λ−1ψ(pipn−hn+i0−1)α0(0)fn−1)
= λ−1(−1)n−1ψn−1((−1)p−1pipn−1−hn−1−1fn−1)
= · · · = (−1)n−1λ−nα0(0)f0.
Ceci suffit à établir la proposition.
Théorème 3.5.14. Soient D et δ comme précédemment. Alors
Ωδ(D) ' Πn(h, (−1)n−1λ−n, ωr−sµτ ⊗ ωs).
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Démonstration. Par le lemme 3.5.12 on a un morphisme KZ-équivariant σ = ωr−sµτ⊗
ωs → Ωδ(D)|KZ, et par réciprocité de Frobenius 3.1.7, on a donc un morphisme B-
équivariant indBKZσ → Ωδ(D) donné par∑
β,δ
α(β, δ)[gβ,δ] 7→
∑
β,δ
α(β, δ)gβ,δ · θ.
Ce morphisme est surjectif, car il est non nul et car Ωδ(D) est irréductible.
De plus, par la proposition 3.5.13, son noyau contient
(−1)n−1λ−nτn[Id]−
pn−1∑
j=0
(
j
h(p− 1)
)[(
pn −j
0 1
)]
.
Donc en multipliant par
(
1 0
0 pn
)
, on voit que
(−1)n−1λ−n [ 1 00 pn ]− pn−1∑
j=0
(
j
h(p− 1)
)[(
1 −jp−n
0 1
)]
,
est contenu dans le noyau, et donc c’est également le cas de Sn(h, (−1)n−1λ−n, σ),
et on a donc un morphisme surjectif Πn(h, (−1)n−1λ−n, σ)→ Ωδ(D). Comme
Πn(h, (−1)n−1λ−n, σ) est irréductible par le théorème 3.4.27, il s’agit d’un isomor-
phisme.
Corollaire 3.5.15. La B-représentation Ωδ(D) est de présentation finie.
Remarque 3.5.16. En fait on a même prouvé un résultat plus fort, puisque le
noyau de la surjection B-équivariante indBKZσ  Ωδ(D) est toujours engendré par
un seul élément.
Enfin, il est possible de réinterpréter ce résultat dans l’autre sens, ce qui permet
de décrire les représentations Πn(h, λ, σ) en termes de (ϕ,Γ)-modules.
Corollaire 3.5.17. Soit n ≥ 2, h ≤ pn−1 − 1 primitif, λ ∈ k× et σ = ωaµτ ⊗ ωb un
caractère de KZ.
Soit µ ∈ k× une racine n-ième de (−1)n−1λ−1 : µn = (−1)n−1λ−1. Alors
Πn(h, λ, σ) ' Ωχ(D)
avec χ = µτωa+b et D = D(ind(ωhn))⊗Dµ,b.
6 Classification des représentations irréductibles et
conséquences
6.1 (ψ,Γ)-modules et représentations irréductibles de B2(Qp)
Dans cette section, nous prouvons que toute représentation lisse irréductible de
B, admettant un caractère central χ est de la forme Ωχ(D\), où D est un (ϕ,Γ)-
module irréductible sur k((pi)).
Pour cela, nous commençons par utiliser l’action de
(
Zp−{0} Zp
0 1
)
afin de construire
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un (ψ,Γ)-module M irréductible, non nécessairement de type fini sur k[[pi]], puis
utilisons des résultats d’Emerton pour prouver sa finitude.
À l’aide du résultat 3.3.24, nous en déduisons l’existence d’un (ϕ,Γ)-module D
tel que M = D\, et lorsque nous disposons d’une interprétation galoisienne des
(ϕ,Γ)-modules, en déduisons un lien entre représentations lisses irréductibles de B
et représentations galoisiennes.
6.1.1 P+-modules de représentations du Borel
Soient P+ =
(
Zp−{0} Zp
0 1
)
et P− =
( 1 Zp
0 Zp−{0}
)
deux sous-monoïdes compacts de
B. Notons que (P+)−1 Z = P− Z, alors que (P+)−1 6= P−.
Définition 3.6.1. Si V ∈ EVBpdf(k), on appelle P−-module de Π un sous-k-espace
vectoriel de V stable sous l’action de P−. De même, on définit un P+-module de
V ∈ EVBdisc(k) comme étant un sous k-espace vectoriel de V stable par P+.
Un P−-module est naturellement muni d’une structure de k[[N0]] = k[[pi]]-module
(proposition 3.2.30), qui identifie l’action de
(
1 1
0 1
)
à la multiplication par (1 + pi).
De plus, si V est un P−-module, alors l’action de
(
1 0
0 p
)
définit un opérateur ψ :
V → V par ψ(v) = ( 1 00 p ) · v. On a alors
ψ((1+pi)p ·v) =
(
1 0
0 p
)(
1 p
0 1
)
·v =
(
1 p
0 p
)
·v =
(
1 1
0 1
)(
1 0
0 p
)
·v = (1+pi)·ψ(v).
On en déduit sans difficulté que ψ(ϕ(λ).v) = λ.ψ(v),∀v ∈ V, ∀λ ∈ k[[pi]].
De même, on définit une action de Γ via γa(v) =
(
1 0
0 a
) · v. Cette action est alors
semi-linéaire car
γa((1 + pi) · v) =
(
a 0
0 1
)(
1 1
0 1
)
· v =
(
1 a
0 1
)(
a 1
0 1
)
· v = (1 + pi)a(γa(v)).
Enfin, l’action de Γ commute à ψ :
ψ(γa(v)) =
(
1 0
0 p
)(
a 0
0 1
)
· v =
(
a 0
0 1
)(
1 0
0 p
)
· v = γa(ψ(v)).
Ainsi, un P−-module qui est de type fini sur k[[pi]] est naturellement un (ψ,Γ)-
module.
Lemme 3.6.2. Soit Π une représentation lisse de B et D un (ψ,Γ)-module tel qu’on
aie un plongement B2(Qp)-équivariant non nul f : Π∗ ↪→ lim←−ψD. Alors, il existe un
sous-(ψ,Γ)-module surjectif D′ ⊂ D et un plongement B2(Qp)-équivariant non nul :
Π∗ ↪→ lim←−ψD
′.
Démonstration. Notons comme précédemment prk : lim←−ψD → D la projection qui
à (xn)n∈N associe xk. On note alors Dk = prk(ImΠ∗). Alors, pour tout k, Dk = D0.
En effet, si (xn)n ∈ ImΠ∗, alors (yn)n =
(
1 0
0 pk
) · (xn)n est aussi dans ImΠ∗, et
y0 = ψ
k(yk) = xk. Ainsi, Dk ⊂ D0. Pour la réciproque, il suffit d’utiliser l’action de(
pk 0
0 1
)
.
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De plus, on en déduit que D0 est stable par ψ et Γ, et que ψ : D0 → D0 est surjectif.
Nous souhaitons prouver que ImΠ∗ = lim←−ψD0. On a déjà l’inclusion évidente
ImΠ∗ ⊂ lim←−ψD0. Soit (xn)n∈N un élément de lim←−ψD0. Puisque pour tout k,Dk = D0,
il existe (y(k)n ) ∈ ImΠ∗ tel que y(k)k = xk. Mais alors, par définition de la topologie
de lim←−ψD (qui est la restriction de la topologie produit), cela signifie que (y
(k)
n )k∈N
tend vers (xn) dans lim←−ψD.
Comme ImΠ∗ est l’image par une application k-linéaire continue d’un espace linéai-
rement compact, il est fermé et on en déduit que (xn)n∈N est dans ImΠ∗, ce qui
conclut.
À présent, considérons Π une représentation k-linéaire lisse irréductible deB2(Qp)
possèdant un caractère central, et soit V un P+-module de Π, tel que V N0 soit un
k-espace vectoriel de dimension finie.
Alors V ∗ est muni d’une structure de P−-module grâce à l’action du caractère cen-
tral de Π (pour une représentation sans caractère central, on n’aurait a priori qu’une
action de (P+)−1, et pas de P−).
Par la proposition 3.2.25, V N0 est le dual des coinvariants de V ∗, et donc (V ∗)N0 est
un k-espace vectoriel de dimension finie.
V ∗ étant muni d’une action continue de N0, c’est un k[[N0]] ' k[[pi]]-module par la
propostion 3.2.30. Par le corollaire 3.2.33, V ∗ est un k[[pi]]-module de type fini si et
seulement si V ∗/piV ∗ est un k-espace vectoriel de dimension finie. Or, sous l’action
de N0, piV ∗ s’identifie à V ∗(N0) car pix =
(
1 1
0 1
)
x − x, et donc V ∗/piV ∗ s’identifie
à l’espace des coinvariants (V ∗)N0 . Ainsi, grâce aux hypothèses sur V , V ∗ est un
k[[pi]]-module de type fini.
On note V ∗tors le sous-k[[pi]]-module des éléments de torsion de V ∗, de sorte que
V ∗/V ∗tors est un k[[pi]]-module libre de rang fini.
Puisque V est un sous-k-espace vectoriel de Π, on a l’application naturelle de
restriction Π∗ → V ∗, qui est P−-équivariante. On peut alors la prolonger en une ap-
plication non nulle et B2(Qp)-équivariante : Π∗ → lim←−ψ V
∗. Si l’image de cette appli-
cation est incluse dans lim←−ψ V
∗
tors ⊂ lim←−ψ V
∗, alors on a une injection Π∗ ↪→ lim←−ψ V
∗
tors
car Π∗ est topologiquement irréductible. Par le lemme 3.6.2, on peut supposer qu’il
existe un sous-(ψ,Γ)-module surjectif D de V ∗tors tel que Π∗ ↪→ lim←−ψD soit non nul.
Mais comme V ∗ est un k[[pi]]-module de type fini, V ∗tors est un k-espace vectoriel de
dimension finie, et donc il en est de même de lim←−ψD ' D car ψ est k-linéaire et
surjective. On en conclut que Π∗ et donc Π sont de dimension finie.
Au contraire, si Im(Π∗ → lim←−ψ V
∗) 6⊂ lim←−ψ V
∗
tors, alors on a un morphisme non
nul et B2(Qp)-équivariant : Π∗ → lim←−ψD, où D = V
∗/V ∗tors est un (ψ,Γ)-module
libre.
Proposition 3.6.3. Soit Π une représentation k-linéaire lisse irréductible de B2(Qp),
D0 un (ψ,Γ)-module libre et surjectif, et f un morphisme non nul B2(Qp)-équivariant
Π∗ → lim←−ψD0.
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Alors, soit Π est de dimension finie, soit il existe un sous-quotient D de D0, irré-
ductible, tel que
Π ' (lim←−
ψ
D)∗.
Démonstration. Nous allons procéder par récurrence sur le rang de D0.
Si D0 est irréductible, alors l’image de Π∗ dans lim←−ψD0 est fermée (par linéaire
compacité de Π∗), non réduite à 0, et stable par B2(Qp). Par le lemme 3.5.4 on
a alors ImΠ∗ = lim←−ψ(ImΠ
∗)0, avec (ImΠ∗)0 un sous-(ψ,Γ)-module de D0, et alors
(ImΠ∗)0 = D0. Ceci impose alors ImΠ∗ ' lim←−ψD0, mais puisque Π est irréductible,
Π∗ est topologiquement irréductible et le morphisme Π∗ → lim←−ψD0 est alors injectif
car non nul : c’est un isomorphisme B2(Qp)-équivariant.
Si D0 n’est pas irréductible, soit D′0 un sous-objet de D0 stable par ψ et Γ. On
a alors deux cas possibles :
– Si D′0 est de rang strictement inférieur à celui de D0, ou bien l’application
Π∗ → lim←−ψD
′
0 est non nulle, et alors le lemme 3.6.2 permet de remplacerD′0 par
un sous-(ψ,Γ)-module de rang inférieur à celui deD0, ou bien Π∗ → lim←−ψD
′
0 est
nulle, auquel cas nous disposons d’un morphisme non nul Π∗ → lim←−ψ(D0/D
′
0).
Dans ce second cas, posons D′′0 = D0/D′0. Alors il se peut que le morphisme
Π∗ → lim←−ψD
′′
0 soit à valeurs dans lim←−ψ(D
′′
0)tors, auquel cas on en déduit comme
précédemment que Π est de dimension finie. Dans le cas contraire, il existe un
morphisme non nul Π∗ → lim←−ψ(D
′′
0)/(D
′′
0)tors, qui est libre et de rang stric-
tement inférieur à celui de D0. En appliquant le lemme 3.6.2, on est donc
ramenés à un morphisme Π∗ → lim←−D
′′′
0 , avec D′′′0 libre, surjectif et de rang
strictement inférieur à celui de D0.
– Si D′0 est de même rang que D0, commençons par utiliser le lemme 3.6.2 afin de
remplacerD′0 par un sous-(ψ,Γ)-module surjectifD′′0 . Par les mêmes arguments
que précédemment, on peut se ramener à D′′0 libre.
Le cas où le (ψ,Γ)-module libre obtenu est de rang inférieur strictement à
celui de D0 vient d’être traité. Supposons donc que D′′0 est de même rang que
D0. Alors par le lemme 3.3.23, D′′0 contient piD′0. Mais comme D′0/piD′0 est
un k-espace vectoriel de dimension finie, il n’existe pas de suite strictement
décroissante de sous-(ψ,Γ)-modules de D′0 de même rang que D′0.
Donc en répétant le même procédé, soit on finit par aboutir à un (ψ,Γ)-
module libre irréductible de rang égal au rang de D′0, auquel cas nous pouvons
conclure ; soit on est ramenés à un sous-(ψ,Γ)-module de rang strictement plus
petit, qu’on peut supposer surjectif par le lemme 3.6.2 et alors l’hypothèse de
récurrence nous permet de conclure.
Corollaire 3.6.4. Soit Π une représentation lisse irréductible de B, de caractère
central χ telle qu’il existe un P+-module V de Π tel que V N0 soit un k-espace vectoriel
de dimension finie. Alors soit Π est de dimension finie, soit il existe un (ψ,Γ)-module
D libre et irréductible tel que Π ' Ωχ(D).
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6.1.2 k[[pi]] {φ}-modules admissibles
Emerton a introduit dans [Eme11] un anneau de polynômes non commutatifs sur
l’algèbre d’Iwasawa k[[Zp]] = k[[pi]], et prouvé qu’il était cohérent. L’étude de certains
modules (les modules admissibles) sur cet anneau permet entre autres l’étude des
représentations lisses de GL2(E), pour E extension finie non ramifiée de Qp. En
particulier, Emerton retrouve ainsi la classification de Barthel et Livné des repré-
sentations lisses irréductibles de GL2(Qp) (voir la partie 5 de [Eme11]). Tous les
résultats de cette section sont dûs à Emerton.
Définition 3.6.5. On note k[[pi]] {φ} l’anneau des polynômes non commutatifs en φ
à coefficients dans k[[pi]], où la multiplication est définie par φ · a = ϕ(a) · φ.
k[[pi]] {φ} n’est pas un anneau noethérien, mais par [Eme11, Prop. 1.3.], c’est un
anneau cohérent, c’est-à-dire tout sous-k[[pi]] {φ}-module de type fini d’un k[[pi]] {φ}-
module de présentation finie est encore de présentation finie. De plus, si M est
un k[[pi]] {φ}-module à gauche, alors Tork[[pi]]• (k,M) peut être muni d’une structure
naturelle de k[φ]-module (où ici k[φ] désigne l’anneau des polynômes usuels en φ
puisque ϕ agit trivialement sur k). Ceci découle du résultat suivant :
Proposition 3.6.6 ([Eme11, lemme 2.1]). Il existe un isomorphisme k-linéaire ca-
nonique de δ-foncteurs
Tork[[pi]]{φ}• (k[φ],−) ' Tork[[pi]]• (k,−).
Ici, puisque k[[pi]] est un anneau de valuation discrète, il est de dimension projec-
tive 1, et en particulier Tork[[pi]]i (−,−) = 0 pour i ≥ 2. De plus, si M est un k[[pi]]-
module, il est aisé de décrire explicitement Tori(k,M) : on a Tor
k[[pi]]
0 (k,M) = M/piM
et Tork[[pi]]1 (k,M) = M [pi] := {m ∈M : pi ·m = 0}.
De plus, la structure de k[φ]-module sur Tork[[pi]]{φ}0 (k,M) = M/piM est uniquement
caractérisée par l’action de φ, qui est donnée par
m mod piM 7→ φ.m mod piM
alors que l’action de φ sur Tork[[pi]]1 (k,M) 'M [pi] est donnée par
m 7→ ϕ(pi)
pi
φ ·m.
Notons que ϕ(pi)
pi
est bien un élément de k[[pi]] et que pi · ϕ(pi)
pi
φ · m = ϕ(pi)φ · m =
φ · (pi ·m) = 0, de sorte que ϕ(pi)
pi
φ ·m est bien dans M [pi].
Définition 3.6.7. Un k[[pi]]-module est dit admissible si M est un k[[pi]]-module de
torsion et si M [pi] est un k-espace vectoriel de dimension finie.
Emerton a prouvé le critère d’admissibilité suivant :
Proposition 3.6.8 ([Eme11, proposition 3.5]). Soit M un k[[pi]] {φ}-module de type
fini qui est un k[[pi]]-module de torsion. Alors les conditions suivantes sont équiva-
lentes :
– M est un k[[pi]]-module admissible ;
– le quotient M/piM est de dimension finie sur k ;
– le quotient M/piM est de torsion sur k[φ].
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6.1.3 Représentations de dimension infinie de B2(Qp)
À présent, considérons Π un quotient de indBKZσ, où σ = σ1⊗σ2 est un caractère
lisse de KZ, tel que σ2(p) = 1. Il existe alors un P+-module standard de Π, à savoir
l’image des éléments de indBKZσ à support dans P+.
Notons (indBKZσ)+ l’ensemble des éléments de ind
B
KZσ à support dans P+. Tout élé-
ment de (indBKZσ)+ s’écrit alors de manière unique∑
δ∈N
∑
β∈A
vp(β)≥−n
λβ,−δ
[(
1 β
0 p−δ
)]
.
Soit R le noyau de la surjection Π  indBKZσ, de sorte que Π = indBKZσ/R. On
note R+ = R∩(indBKZσ)+, et Π+ l’image de (indBKZσ)+ par la surjection indBKZσ  Π.
Alors, en tant que P+-module, Π+ ' (indBKZσ)+/R+.
Π+ est un k[[pi]] {φ}-module à gauche, où l’action de pi correspond comme d’habi-
tude à celle de
(
1 1
0 1
)− ( 1 00 1 ), et l’action de φ est celle de ( p 00 1 ). Notons que puisque
Π est lisse, Π+ (et plus généralement tout sous k[[pi]] {φ}-module de Π) est de k[[pi]]-
torsion : pour tout x ∈ Π+, il existe n ∈ N tel que x ∈ Π
(
1 pnZp
0 1
)
. En particulier,
pip
n · x = ( 1 pn0 1 ) · x− ( 1 00 1 ) · x = 0.
Lemme 3.6.9. L’application Θ+ : (indBKZσ)+ → k[φ] définie par
∑
δ≥0
∑
β∈A
vp(β)≥−δ
λβ,−δ[gβ,−δ] 7→
∑
n≥0
 ∑
β∈A
vp(β)≥−n
λβ,−n
φn
induit un isomorphisme de k[[pi]] {φ}-modules de (indBKZσ)+/pi(indBKZσ)+ → k[φ].
Démonstration. Il est aisé de vérifier que cette application est un morphisme de
k[[pi]] {φ}-modules. De plus, son noyau est formé des éléments tels que pour chaque
δ ≥ 0,∑β∈A λβ,−δ = 0, c’est-à-dire (avec les notations de la section 4.1) des éléments
dont le support en niveau −δ est dans Vpδ−1,δ. Mais Vpδ−1,δ est l’image de Vδ par ∆δ.
Nous avons vu à la section 4.1 que l’action de pi =
(
1 1
0 1
) − ( 1 00 1 ) sur les éléments
de (indBKZσ)+ correspondait à l’action de ∆δ en niveau −δ. Ainsi, f ∈ Ker Θ+ si et
seulement si f ∈ pi(indBKZσ)+.
Il est clair que Θ+ est surjective, et donc qu’on a l’isomorphisme annoncé.
Proposition 3.6.10. Si Π n’a pas de quotient isomorphe à σ, alors Π+ est un
k[[pi]] {φ}-module admissible.
Démonstration. Par la proposition 3.6.8, puisque Π+ est de k[[pi]]-torsion, il s’agit
de montrer que Π+ est de type fini sur k[[pi]] {φ}, et que Π+/piΠ+ est un k-espace
vectoriel de dimension finie.
Notons que (indBKZσ)+ est de type fini sur k[[pi]] {φ}, engendré par
[(
1 0
0 1
)]
car[(
1 β
0 p−δ
)]
= σ−δ1 (p)
[(
pδ pδβ
0 1
)]
= σ−δ1 (p)
(
1 pδβ
0 1
)(
pδ 0
0 1
)[(
1 0
0 1
)]
= σ−δ1 (p)(1 + pi)
pδβφδ
([(
1 0
0 1
)])
.
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Ainsi, Π+ qui est un quotient de (indBKZσ)+ est également de type fini sur
k[[pi]] {φ}. Pour voir que Π+/piΠ+ est un k-espace vectoriel de dimension finie, consi-
dérons la suite exacte courte de k[[pi]] {φ}-modules
0→ R+ → (indBKZσ)+ → Π+ → 0.
On en déduit la suite exacte de k[φ]-modules suivante :
R+/piR+ → (indBKZσ)+/pi(indBKZσ)+ → Π+/piΠ+ → 0.
Si piR+ ⊂ pi(indBKZσ)+, alors tous les éléments de R+ sont dans le sous-espace noté
R0 dans la partie 4.3. Mais pour tout x ∈ R, il existe n ∈ N tel que
(
1 0
0 pn
) ·x ∈ R+,
donc R ⊂ R0, ce qui n’est pas possible puisque indBKZσ/R0 ' σ et qu’on a supposé
que Π ne possèdait pas de quotient isomorphe à σ.
On en déduit que Π+/piΠ+ est un quotient strict de (indBKZσ)+/pi(ind
B
KZσ)
+ ' k[φ].
En particulier, c’est un k-espace vectoriel de dimension finie.
6.2 Classification des représentations lisses irréductibles de
B
En combinant tous les résultats précédents, nous obtenons le résultat de classi-
fication suivant :
Théorème 3.6.11. Pour tout caractère lisse χ : Q×p → k×, l’application D 7→
Ωχ(D
\) induit une bijection des classes d’isomorphisme de (ϕ,Γ)-modules irréduc-
tibles sur k((pi)) sur l’ensemble des classes d’isomorphisme de représentations k-
linéaires lisses irréductibles de dimension infinie de B2(Qp) de caractère central χ.
Démonstration. Il a déjà été prouvé à la proposition 3.5.5 que si D est un (ϕ,Γ)-
module irréductible sur k((pi)), alors Ωχ(D\) est irréductible, et il est clair qu’il s’agit
d’un représentation de dimension infinie.
Inversement, soit Π une représentation lisse irréductible de dimension infinie de B
admettant un caractère central. Alors par la proposition 3.6.10, Π+ est admissible, et
donc son dual est un k-espace vectoriel linéairement compact muni d’une structure de
k[[pi]]-module. Mais puisque les invariants sous N0 de Π+ sont de dimension finie sur
k (par admissibilité de Π+), alors les coinvariants de (Π+)∗ sous N0 sont également
de dimension finie, ce qui revient à dire que (Π+)∗/pi(Π+)∗ est un k-espace vectoriel
de dimension finie. Par le corollaire 3.2.33, cela implique alors que (Π+)∗ est un
k[[pi]]-module de type fini, et donc un (ψ,Γ)-module.
Par construction, il existe un morphisme non nul B-équivariant Π∗ → lim←−ψ(Π
+)∗.
Par la proposition 3.6.3, il existe donc un (ψ,Γ)-module irréductible D0 tel que
Π∗ ' lim←−ψD0.
Mais par la proposition 3.3.24, il existe alors une unique structure de (ϕ,Γ)-module
irréductible sur D0 ⊗k[[pi]] k((pi)) telle que D0 = (D0 ⊗k[[pi]] k((pi)))\, ce qui termine la
preuve.
Remarque 3.6.12. Ce résultat est à mettre en contraste avec le cas de la caracté-
ristique ` 6= p. En effet, la donnée d’une représentation de B admettant un caractère
central est équivalente à celle d’une représentation irréductible du sous-groupe mi-
rabolique de GL2(Qp), c’est-à-dire de P =
(
Q×p Qp
0 1
)
, et d’un caractère lisse.
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Or, si K est un corps de caractéristique ` 6= p, il n’existe, à isomorphisme près,
qu’une seule représentation K-linéaire, lisse et irréductible de P de dimension in-
finie. La preuve se trouve par exemple dans le chapitre 3.8 de [BH06] pour des
représentations à coefficients complexes. Cette preuve n’utilise que l’existence d’une
mesure de Haar sur Qp, et peut donc s’adapter à n’importe quel corps K de carac-
téristique ` 6= p, car il existe alors une mesure de Haar sur Qp à valeurs dans K par
[Vig96, 2.4].
Si k est un corps fini de caractéristique p, on peut utiliser l’équivalence de caté-
gories de Fontaine pour affiner ce résultat.
Théorème 3.6.13. Soit k un corps fini de caractéristique p. Alors pour tout carac-
tère lisse χ : Q×p → k×, l’application V 7→ Ωχ(V ) induit une bijection entre l’en-
semble des classes d’isomorphisme de représentations k-linéaires irréductibles et de
dimension finie de Gal(Qp/Qp) et l’ensemble des classes d’isomorphisme de repré-
sentations k-linéaires lisses irréductibles de dimension infinie de B2(Qp) de caractère
central χ.
Démonstration. Le résultat découle immédiatemment de l’équivalence de Fontaine 1.3.2
et du théorème précédent.
Remarque 3.6.14. Ce théorème reste valable dans le cas où k = Fp car alors
un (ϕ,Γ)-module de dimension finie sur Fp((pi)) provient en fait par extension des
scalaires d’un (ϕ,Γ)-module sur E((pi)), où E est une extension finie de Fp.
Dans le cas où k est algébriquement clos, on peut combiner ce résultat au théo-
rème B de [BV12] pour obtenir le résultat suivant (qui est le théorème A’ de [BV12]) :
Théorème 3.6.15. Soit k un corps algébriquement clos de caractéristique p. Alors
pour tout caractère lisse χ : Q×p → k×, l’application W 7→ Ωχ(W ) induit une bi-
jection entre l’ensemble des classes d’isomorphisme de représentations k-linéaires
irréductibles de dimension finie du groupe de Weil de Qp et l’ensemble des classes
d’isomorphisme de représentations k-linéaires lisses irréductibles de dimension finie
de B2(Qp), de caractère central χ.
Démonstration. Le théorème B de [BV12] nous donne une bijection entre les classes
d’isomorphisme de (ϕ,Γ)-modules irréductibles sur k((pi)) et les classes d’isomor-
phisme de représentations k-linéaires irréductibles du groupe de Weil de Qp, ce qui
combiné au théorème 3.6.11 donne bien le résultat annoncé.
6.3 Non admissibilité des représentations de dimension infi-
nie
Il est évident que les représentations de dimension finie de B sont admissibles,
nous prouvons ici que ce sont les seules. Ce résultat est à comparer au cas des re-
présentations de GL2(Qp), où la classification de Barthel-Livné et Breuil permet de
voir que toutes les représentations lisses irréductibles à caractère central de GL2(Qp)
sont admissibles.
Les résultats de Berger ([Ber11a]) prouvent même qu’on peut peut se passer de l’hy-
pothèse sur le caractère central : toute représentation lisse irréductible de GL2(Qp)
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est admissible.
Commençons par quelques lemmes précisant un peu plus l’action de Γ. Dans la
suite, si γ ∈ Γ, on note n(γ) le plus petit entier n ∈ N tel que χcycl(γ) ∈ 1 + pnZp,
c’est-à-dire n(γ) = vp(χcycl(γ)− 1).
Lemme 3.6.16. Soit γ ∈ Γ tel que n(γ) ≥ 1. Alors (γ − 1)(pi) ∈ pipn(γ)k[[pi]].
Démonstration. Si n(γ) ≥ 1, alors n(γ) = 1 + pn(γ)u, avec u ∈ Z×p , et on a
(γ − 1)(pi) = (1 + pi)1+pn(γ)u − 1− pi = (1 + pi)ϕn(γ)((1 + pi)u − 1) ∈ pin(γ)k[[pi]].
Lemme 3.6.17. Si D est un (ϕ,Γ)-module, alors il existe m ∈ N tel que si n(γ) ≥
m, alors
(γ − 1)(D\) ⊂ pipD\.
Démonstration. Soit e1, . . . , ed une base de D\. Par continuité de l’action de Γ, il
existe n1 ∈ N tel que si n(γ) ≥ n1, alors (γ − 1)(ei) ∈ pipD\.
Soit alors x =
∑d
i=1 xiei un élément de D
\. On a alors
(γ − 1)(x) =
d∑
i=1
((γ − 1)xi) · ei +
d∑
i=1
γ(xi)((γ − 1)(ei)).
La première somme est dans pipD\ dès que n(γ) ≥ 1 par le lemme 3.6.16. La seconde
est dans pipD\ si n ≥ n1 par définition de n1. Donc m = max(1, n1) convient.
Lemme 3.6.18. Si D est un (ϕ,Γ)-module, alors Kerψ ∩ (D\\pipD\) 6= ∅.
Démonstration. Soit x un élément non nul de D. Alors ϕ(x) 6= 0, et il existe n ∈ Z
tel que pipnϕ(x) ∈ D\ − pipD\. Alors (1 + pi)pipnϕ(x) = (1 + pi)ϕ(pinx) ∈ Kerψ ∩
(D\\pipD\).
Proposition 3.6.19. Soit D un (ϕ,Γ)-module et χ : Q×p → k× un caractère lisse.
Alors Ωχ(D) n’est pas admissible.
Démonstration. Soitm comme dans le lemme précédent. Nous allons prouver que les
invariants de Ωχ(D) sous le sous-groupe ouvert compact de B, Im =
( 1+pmZp Zp
0 1+pmZp
)
ne sont pas de dimension finie sur k.
Rappelons que par le lemme 3.2.25, (Ωχ(D)Im)∗ est égal à (lim←−ψD
\)Im , qui lui-même
est le quotient de lim←−ψ par (lim←−ψ(D
\))(Im). Donc pour prouver que Ωχ(D)Im n’est
pas de dimension finie, il suffit de prouver qu’il en est de même de ce quotient.
Le groupe Im est un pro-p-groupe, topologiquement de type fini, engendré par(
1+pm 0
0 1
)
,
(
1 1
0 1
)
et
(
1 0
0 1+pm
)
. La preuve de la proposition 3.2.24 montre alors que
(lim←−
ψ
D\)(Im) =
Vectk
(((
1+pm 0
0 1
)− 1) · lim←−
ψ
D\,
((
1 1
0 1
)− 1) · lim←−
ψ
D\,
((
1 0
0 1+pm
)− 1) · lim←−
ψ
D\
)
.
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Puisque 1+pmZp est dans le noyau de χ,
(
1+pm 0
0 1
)
agit trivialement sur lim←−ψD
\,
et donc ((
1+pm 0
0 1
)− 1) · lim←−
ψ
D\ = 0.
L’action de
(
1 1
0 1
)
est facile à décrire, et on a((
1 1
0 1
)− 1) · (xn)n∈N = (pipnxn)n∈N ,
de sorte que ((
1 1
0 1
)− 1) · lim←−
ψ
D\ = lim←−
ψ,n
pip
n
D\.
Enfin, si γm ∈ Γ est tel que χcycl(γm) = (1 + pm)−1, notons Vm = (γm − 1)(D\).
Alors ψ : Vm → Vm est surjectif, de sorte que((
1 0
0 1+pm
)− 1) · lim←−
ψ
D\ = lim←−
ψ
Vm.
Notons alors Vm,n = Vectk(pinD\, Vm) ⊂ pipD\, de sorte que
(lim←−
ψ
D\)(Im) = lim←−
ψ,n
Vm,n.
Puisque ψ : Vm,n+1 → Vm,n est surjectif, la condition de Mittag-Leﬄer est vérifiée,
et donc les coinvariants de lim←−ψD
\ sous Im sont donnés par
(lim←−
ψ
D\)/(lim←−
ψ,n
Vm,n) = lim←−
ψ,n
D\/Vm,n.
Il nous reste donc à montrer que ces coinvariants forment un k-espace vectoriel
de dimension infinie.
Mais si x ∈ D\\pipD\ est un élément de Kerψ, dont l’existence est assurée par le
lemme 3.6.18, alors quel que soit n ≥ 1, l’image xn de x dans D\/Vm,n est non nulle,
et donc une famille infinie et libre d’éléments de lim←−ψ,nD
\/Vm,n est donnée par les
(0, . . . , 0, xn, . . . ).
Corollaire 3.6.20. Soit Π une représentation lisse irréductible et à caractère central
de B. Alors Π est admissible si et seulement si elle est de dimension finie.
Démonstration. Il est évident que les représentations de dimension finie sont ad-
missibles. Si Π est de dimension infinie, alors le théorème 3.6.11 montre l’existence
d’un (ϕ,Γ)-module D tel que Π ' Ωχ(D), où χ est le caractère central de Π, et la
proposition 3.6.19 permet de conclure que Π n’est pas admissible.
6.4 Caractère central des représentations irréductibles
À l’instar des résultats de [Ber11a], nous montrons ici comment utiliser le théo-
rème de classification des représentations lisses irréductibles à caractère central sur
un corps quelconque afin de prouver que sur un corps algébriquement clos, toute
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représentation lisse irréductible de B possède nécessairement un caractère central.
Soit donc k un corps algébriquement clos de caractéristique p, et Π une repré-
sentation k-linéaire lisse irréductible de B.
Le pro-p-groupe (1 + pZp) · Id possède des points fixes non triviaux, et puisque
(1 + pZp) · Id ⊂ Z, l’ensemble de ces points fixes forme une sous-représentation de
Π. Donc par irréductibilité de Π, (1 + pZp) · Id agit trivialement sur Π.
Si g ∈ Z×p · Id, alors gp−1 ∈ (1 + pZp) · Id, de sorte que Π =
⊕
λp−1=1 Π
g=λ·Id. Mais
encore une fois, puisque g ∈ Z et par irréductibilité de Π, les éléments de Z×p · Id
agissent par des scalaires : il existe un caractère Z×p → k× par lequel agit Z×p · Id. Un
tel caractère est nécessairement de la forme ωr, r ∈ {0, . . . , p− 2}. Quitte à tordre
Π par ω−r, on peut donc supposer que Z×p · Id agit trivialement sur Π.
Soit f =
(
p 0
0 p
)
. Pour tout polynôme non nul Q(X) ∈ k[X], le noyau et l’image
de Q(f) : Π → Π forment des sous-représentations de Π. Si le noyau de Q(f) n’est
pas réduit à zéro, alors f admet un vecteur propre λ ∈ k, de sorte que Π = Πf=λ·Id,
et ainsi l’action de Z = Q×p · Id = pZ×Z×p · Id se fait par un caractère : Π admet un
caractère central.
Si pour tous les polynômes non nuls Q ∈ k[X], KerQ(f) = {0}, alors Q(f) : Π→ Π
est bijectif, de sorte que Π peut être muni d’une structure de k(X)-espace vectoriel.
Dans ce cas, Π est une représentation k(X)-linéaire, lisse (puisqu’elle l’est en tant
que représentation k-linéaire), irréductible. De plus, Π admet alors un caractère cen-
tral : il s’agit de µX .
Par le théorème 3.6.11, Π est donc de la forme ΩµX (D), pour D un (ϕ,Γ)-module
irréductible sur k(X)((pi)), ou est de dimension finie sur k(X).
Dans le cas où Π est de dimension finie sur k(X), par la proposition 3.4.3, il existe
deux endomorphismes f et g du k(X)-espace vectoriel Π et deux entiers r, s ∈
{0, . . . , p− 2} tels que(
pna0 b
0 pmc0
)
· v = ωr(a0)ωs(c0)fn ◦ gm(v),∀v ∈ Π.
Soit alors (e1, . . . , ed) une base du k(X)-espace vectoriel Π, et S l’ensemble infini
des éléments de k qui ne sont pas pôles de coefficients de f et de g dans cette base.
Pour λ ∈ S, le morphisme d’évaluation en λ fournit un quotient de la représentation
k-linéaire Π, de caractère central µλ. Pour λ 6= λ′, les deux représentations obtenues
ne sont pas isomorphes, ce qui contredit l’irréductibilité de Π en tant que représen-
tation k-linéaire.
Supposons alors qu’il existe un (ϕ,Γ)-module D, irréductible sur k(X)((pi)) tel
que Π = Ωk(X)µX (D). Alors Π ⊗k(X) k(X) = Ωk(X)µX (D ⊗k(X) k(X)), où D ⊗k(X) k(X)
est un (ϕ,Γ)-module sur k(X)((pi)). Soit D0 un sous-(ϕ,Γ)-module irréductible de
D ⊗k(X) k(X). Puisque k(X) est algébriquement clos, nous connaissons les (ϕ,Γ)-
modules irréductibles sur k(X)((pi)), et à torsion par un caractère non ramifié près,
ils sont définis sur Fp((pi)) : il existe λ ∈ k(X) et D′0 un (ϕ,Γ)-module irréductible
sur Fp((pi)) tel que
D0 = (D
′
0 ⊗Dλ,0)⊗k(X) k(X).
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Soit E une extension finie de k(X) telle que (Π⊗k(X) E)ss soit de la forme
(Π⊗k(X) E)ss =
n⊕
i=1
ΩEµX ((Di ⊗Fp E)⊗Dλi,0) =
n⊕
i=1
ΩEµX ((Di ⊗ E))⊗ µλi
où les Di sont des (ϕ,Γ)-modules irréductibles sur Fp((pi)) et les λi sont des éléments
de E. En tant que représentation k-linéaire, (Π ⊗k(X) E)ss = Π[E:k(X)], et en parti-
culier est de longueur finie.
Mais pour chaque premier p de OE[X, 1/X, λ1, 1/λ1], l’évaluation en p fournit un
sous-quotient de (Π⊗ E)ss, et deux tels sous-quotients ne peuvent être isomorphes
puisqu’ils ont des caractères centraux distincts.
Nous venons donc de prouver le résultat suivant :
Proposition 3.6.21. Sur un corps algébriquement clos, toute représentation lisse
irréductible de B possède un caractère central.
Corollaire 3.6.22. Soit k un corps algébriquement clos, et Π une représentation
k-linéaire lisse, irréductible de B. Alors Π admet un caractère central χ. De plus, si
Π est de dimension infinie sur k, il existe un (ϕ,Γ)-module D, irréductible sur k((pi))
tel que Π ' Ωχ(D).
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