The reflectance spectra of minerals are studied as a function of spectral resolution in the range from 0.2 to 3.0/am. Selected absorption bands were studied at resolving powers (A/AA) as high as 2240. At resolving powers of approximately 1000, many OH-bearing minerals show diagnostic sharp absorptions at the resolution limit. At low resolution, some minerals may not be distinguishable, but as the resolution is increased, most can be easily identified. As the resolution is increased, many minerals show fine structure, particularly in the OH-stretching overtone region near 1.4/am. The fine structure can enhance the ability to discriminate between minerals, and in some cases the fine structure can be used to determine elemental composition. For example, in amphiboles and talcs, four absorption bands are observed in the samples analyzed in this study that are due to hydroxyl linked to Mg 3, Mg2Fe, MgFe2, and Fe3 sites. The band intensities have been shown by other investigators to give the Fe:Fe+Mg ratio from transmission spectra. This study shows that the same equations can be used to obtain the ratio from reflectance spectra of unprepared samples. High-resolution reflectance spectroscopy of minerals may prove to be a very important tool in the laboratory, in the field using field-portable spectrometers, from aircraft, and from satellites looking at Earth or other planetary surfaces.
INTRODUCTION
In the region of solar reflected light (0.3-3 /am), many minerals show diagnostic absorption bands due to vibrational overtones, electronic transitions, charge transfer, and conduction processes. See Hunt [1977] for an excellent review of the causes of absorption features. The spectral properties of minerals have been well studied [e.g., Hunt and Salisbury, 1970 , Hunt et al., 1971a , b, 1972 , 1973 Hunt, 1977 Early reflectance spectroscopy studies typically used commercial instrumentation such as those by Cary and Beckman. (Any use of trade names is for descriptive purposes only and does not imply endorsement by the U.S. Geological Survey.) These instruments were called "ratio recording" but never actually performed a ratio. While the method for obtaining reflectance was clever, there are drawbacks for modern spectroscopic studies. Such instruments used a servo loop with the reference signal fed to a servo motor controlling the slit. That resulted in a constant reference signal so the signal from the sample was proportional to the reflectance and simple scaling would control the zero to 100% level on a strip chart. If the signal level dropped, the slit opened wider to bring more light to the sample. The additional light increased the reference signal to maintain a constant level. If the detector gains dropped, or a mirror became dirty (thus blocking some light), or possibly the light source changed in intensity, the slit would simply run at a 1Now at Department of Physics, University of Illinois, Urbana. This paper is not subject to U.S. copyright. Published in 1990 by the American Geophysical Union.
Paper number 89JB03415. different width. As a result, there was no way to control directly the resolution over the entire spectral range. Investigators tended to run their instruments at whatever resolution the instrument happened to select at the time and rarely reported resolution in their published results. Thus intercomparison of data sets between machines or even with the same machine could be difficult.
Modern remote sensing instrumentation makes use of detector arrays and fixed slits (for a given spectral run), so the resolution is well defined [e.g., Vane and Goetz, 1985] . These new data are also digital so that sophisticated spectral modeling may be performed to identify the minerals present on the surface and derive estimates as to their abundances [e.g., Hapke, 1981; Johnson et al., 1983; Clark and Roush, 1984 , and references therein]. These new analysis techniques require a digital data base of the optical properties of minerals. Probably the largest such data base was published by Hunt, Salisbury, and colleagues (see references) and is hereafter referred to as the HS spectral data base (the HS stands for Hunt and Salisbury). The HS spectral data base is often used by remote sensing investigators to examine the spectral properties of rocks and minerals. However, the data base consists only of the published reflectance spectra in the journals. Clearly, a modern digital spectral data base is needed for analyses of modern remote sensing data. The spectral resolution and wavelength accuracy should be documented and the data should be obtained digitally to high precision and corrected to absolute reflectance (the HS spectral data base was relative to MgO).
We have begun building a spectral data base that meets the above requirements. R. N. Clark is a member of the High Resolution Imaging Spectrometer (HIRIS) flight team on the Earth Observation System, as well as NASA Mars Observer team, and a Comet Rendezvous and Asteroid Fly-by team, each of which requires a spectral data base to analyze spectroscopic data. It is anticipated that spectra from this The spectrometer used in this study was a custommodified Beckman 5270 double-grating, double-beam instrument. Ordinarily, the commercial Beckman 5270 uses the servo slit method to derive reflectance, with the output sent to a strip chart. The Beckman was modified so all functions (e.g., servo mechanism, slit width, wavelength drive, and signals from the phototube and lead sulphide detectors) were interfaced to IBM-PC computer with a Tecmar analog to digital board that includes 24-bit digital I/O, 12-bit digital to analog (D to A) converters, 12-bit analog to digital (A to D) and 16-bit counter/timers. The digital I/O was used to interface directly to the wavelength stepper motor drive electronics. The signal from the reference to the slit servo was disconnected, and a D to A voltage from the computer was used to control the slit. The signals from the detectors were connected to a voltage to frequency converter, and a 16-bit counter was used to integrate the signal over precise time intervals. Additional signals were interfaced via the digital I/O lines to provide information on when dark, sample, or reference levels were being measured.
To control the spectrometer, a 1500-line compiled BASIC (necessary for speed) program was written. Wavelength positioning is checked by digitizing voltages applied to potentiometers on the grating worm drive and main grating rotation shaft. These position indicators give a coarse absolute position accurate to _+0.004 t•m and the worm drive position accurate to _+0.0002 t•m within a 0.064-t•m segment.
The coarse position is used to determine in which segment the fine position is located. Wavelength stepping is done by sending TTL pulses to the stepper motor drive board. The hardware setup is shown schematically in Figure 1 .
The spectrometer controlling software asks the user to input a title and additional text, wavelength region to measure, resolution, and desired signal to noise. The spectrometer steps to the beginning wavelength under computer control, sets the slit to the proper band pass, checks signal levels, changes gain if necessary, and begins integrating. Because the Beckman is a double-beam instrument, the computer alternately measures the dark, reference, second dark, and sample signal levels. This cycle repeats at a 5-Hz rate, with each signal level integrated for 33 ms. The detector gains are controlled by a 3-bit programmable gain stage that has gains of 1, 3, 10, 30, 100, 300, 1000, and 3000. After one sampling interval, the computer computes reflectance levels by subtracting dark levels and ratioing to the reference. Each integration interval is called a cycle and takes 0.2 s including computations. An older version of the system used the original Beckman 30-Hz rate, with the integration time on each signal level of 4 ms, and eight integration intervals were used, taking 0.33 s per cycle. The change to the slower rate allows the v-f converters to operate more efficiently and allows for higher gains with the new indium antimonide detector (the detector + preamp time constant would limit preamp gains with a 4-ms chop). After more than one cycle, the standard deviation of the mean is computed on the reference signal level. The reference signal level is used to keep the total scan time independent of sample reflectance, which makes it easier to plan spectrometer time. The integration cycle continues until the desired signal to noise, or a given maximum cycle, selected by the user, is reached. At that point the gratings are stepped to the next wavelength and the next integration is started.
As each integration is completed by the IBM computer, the reflectance data, including signal levels, resolution, standard deviation, and wavelength, are transmitted via an RS232 interface to a Hewlett Packard (HP) 9000 computer (see Figure 1) . The IBM will also transmit signal overflow and underflow messages and other spectrometer status messages to the HP as they occur. The HP is a multiuser minicomputer, and the programs resident on the HP capture the incoming spectrometer data, allowing anyone logged on to monitor spectrometer data and functions real time. This aspect proved very important for this project, because many integrations were run over a weekend or overnight, and the data and spectrometer could be monitored from the home of the user.
The spectral data received by the HP computer are translated to the format of the spectrum processing routines (SPECPR). The SPECPR program is described by Clark [1980] but has been substantially improved to handle the larger data sets now being obtained. A paper describing the new spectrum processing system is in preparation. Because SPECPR processes data as one-dimensional arrays, it is advantageous to disk space and I/O times to include the wavelengths of each spectrum only once. If the wavelengths of each spectrum were included with the reflectance data, the disk space would nearly double. For this reason, a standard slit program was defined, and the user can increase the resolution by factors of 0.25, 0.5, 1.0, 1.5, 2, 3, 4, 8, and 16 times. The sampling wavelengths are generated from the At resolutions higher than the standard 1X the slit must be decreased to a narrower width. Because the Beckman is a dual-grating, dual-slit monochrometer, each time the slit width is decreased by a factor of 2 (resolution increased by 2), the energy throughput is decreased by a factor of 4; thus integration times must be increased by a factor of 16 per channel to achieve the same signal to noise as at the lower resolution. When the resolution is increased by a factor of 2, the number of channels to be obtained increases by 2. Thus, for a 2X resolution increase it takes 32 times longer to obtain a full spectrum. A 4X resolution takes 1024 times longer, and an 8X resolution takes 32,768 times longer than a 1X spectrum. Because of these long times, the high-resolution spectr•i were obtained only over short spectral regions that showed absorption bands at the 1X resolution. In some cases, only a very small quantity of sample was obtainable, and a very small spot had to be measured (an example was the lizardite where a spot about 2 mm in diameter was measured). Measuring small spots requires an aperture to be placed at a focal point in the spectrometer, with the resulting loss of light. On a 1X resolution sample of normal size (a rectangular spot 10 by 15 mm), the minimum integration time was typically set at 3 s per channel, while on the 8X resolution, small spot lizardite measurement, the integration took 4.7 hours per channel and was measured over several days. A liquid nitrogen dewar containing silicon and indium antimonide detectors is nearly complete and will provide better sensitivity and shorter integration times than with the present detectors, as well as coverage to 4 tam.
The sample holders used for the particulate measurements are described by Hunt [1980] . These sample holders are attached to an integrating sphere, but the light actually measured is not directional-hemispherical because of the lower-than-unity reflectance of the holder wallsß The average phase angle measured was 30 ø .
The Each spectrum obtained consisted of the reflectance and standard deviation of the mean (error bar). Because many hundreds of points were sampled, plotting of error bars would produce messy plots, so the error bars were plotted only when they were large enough that the bar would be distinguishable from the line representing the spectrum. The Beckman had two grating-order separating filters that crossed at 2.3/am and resulted in a low signal; thus the error bars are often seen on the spectra at that wavelength. Otherwise, at most wavelengths the error bars were too small to be noticeable on the data plotted in this paper.
REFLECTANCE OF HALON TO 3.0 /zm
The reflectance standard used in this study is Halon, whose absolute reflectance has been measured by Weidner aluminum data were then assumed to equal the absolute reflectance in the 2.5-to 3.0-/am region. The spectral response of Halon derived here agrees with that of Nash [1986] and is listed in Table 2 sulphide detector, no data at higher resolution were obtained beyond about 2.6/xm for this study.
Halon has a weak absorption feature centered at 2.14 Because Weidner and Hsia [1981] did not specify the resolution at which their data were obtained, we measured the spectrum relative to ground aluminum at high resolution to search for absorption features which might affect our results, but none were found. The 2.15-/xm feature is shown in Figure 3b , and it shows no additional detail that is not seen at lower resolution.
MINERAL AND SPECTRAL PURITY
The purity of each sample was determined by X ray diffraction (XRD) analysis (except chrysotile which was analyzed by scanning electron microscope (SEM); halloysite was analyzed using both SEM and XRD). The XRD analysis used a Siemens D-500 X ray diffractometer with CuK• radiation. Samples were mounted using a side pack sample holder to achieve random orientation.
There were several samples that were reported to be monomineralic using optical methods but that had "extra" peaks in the X ray patterns (compared to the JCPDS file cards). These patterns were modeled by calculating allowed d-spacings from input unit cell dimensions using the Appleman and Evans [1973] cell refinement program. The differences between the JCPDS and modeled patterns typically could be attributed to differences in ionic substitutions.
Additional tests were done to characterize the clay minerals. The <2-/•m fraction was oriented on a glass slide using a Millipore filter setup [Drever, 1973] . These slides were then analyzed in the air-dried and glycol-solvated states. The mixed-layer clay minerals were modeled using methods outlined by Reynolds [1980] and using the NewMod computer program written by R. C. Reynolds (Dartmouth College).
XRD results are listed in Table 1 . The analysis of the <74-/•m size fraction is listed first. If additional analyses were done, they are subsequently listed. Mineralogical abundances were estimated by peak height and are designated by large, medium, and small amounts.
Additional analysis done on some samples includes X ray fluorescence (XRF) and/or electron microprobe (M), and visible-light microscopic examination. Samples that were contaminated with carbonate were further analyzed to determine its content, and in some cases the carbonate was removed with a Na-acetate buffer treatment [Jackson, 1979] to assess the spectral contamination of the carbonate. The mineralogical results are summarized in Table 1 .
To determine if any of the contaminant minerals were causing a spectral impurity, the spectra were cross correlated to see if any of the observed absorption bands were due to the contaminant. This process involved the intercomparison of the spectra of the minerals indicated to be contaminants from XRD, examination under a microscope to estimate the contaminant abundances, and an assessment of the possible level of contamination. The high-resolution spectra aided considerably in this assessment.
In determining the spectral purity of each mineral, the spectral features were analyzed for feature position, width, shape, and depth. To analyze a feature, a continuum was removed in the manner described by Clark [1981] and Clark and Roush [ 1984] . Once a continuum was removed, the band minima were found, the full width at half maxima determined, and the asymmetry computed using an interactive band analysis program that is part of the specpr program.
For example, in Table 1 , the XRD analysis indicates that the sepiolite sample SepSp-1 contains calcite. However, the 2.3-/•m band in sepiolite is about 3 times narrower in width than in calcite, is shifted to a shorter wavelength, and has fine (doublet) structure not displayed in calcite. The band in sepiolite near 2.53 /•m is weak but is also narrower than in calcite. With this sample, one could only conclude that calcite could possibly be depressing the continuum somewhat; however, the absorptions and their fine structure are due to sepiolite. The narrow absorptions and their purity are the most important aspects of this study, not the general continuum level and slope. The absorption band spectral purity in sepiolite is further strengthened by analysis of a second sepiolite sample (SepNev-1) that is contaminated with dolomite: there are no band shifts similar to the band shift from calcite to dolomite. In these cases, the spectral purity was checked by dissolving the carbonate (using the Na-acetate buffer treatment) and measuring the spectra of purified samples. No change in the band positions or shape was found, so the spectra are considered spectrally pure.
Specific discussions on spectral purity will be discussed with the spectrum of each mineral, as appropriate. As noted in Table 1 , some of the weakest bands in spectra of some minerals could be due to contaminants, but even if they were, they are negligible for most applications. Overall, the samples are good spectral standards for the study of narrow absorption features in the 0.2-to 3.0-/•m region. The presence of mineral contaminants only decreases the apparent band strengths and not their position or structure for the cases presented here.
SPECTRAL FEATURES
This study represents a survey of narrow absorption features in minerals. Because spectra of all minerals can not be shown in one paper, a representative fraction is presented. This study is intended to be a beginning for other in-depth studies. For example, King and Clark [1989] studied high-resolution spectra of serpentines and chlorites, and Swayze and Clark [1990] analyzed spectra of scapolites.
In order to reduce the quantity of minerals to survey for high-resolution spectral properties, the (analog) spectra in the published HS spectral data base were surveyed, and the minerals which had sharp absorptions were measured digitally on the new spectrometer. The spectra published by Hunt and colleagues include most common minerals and most of those important to remote sensing studies. A few additional minerals that were not published in the HS spectral data base were also included, such as spectra of samples from the Source Clay Minerals Repository (University of Missouri). These samples represent a uniform collection [Van Olphan and Fripat, 1979] from which other investigators may obtain additional material. The sample origins are listed in Table 1 The ability to resolve an absorption band is sometimes given in resolving power: the wavelength A divided by the spectrometer resolution AA. For example, at a wavelength of 2.2 /am and an absorption with a width of 0.0044, the resolving power (MAA) is 500. As stated earlier, the standard (1X) resolving power in this study is near 200, and selected absorption bands were studied at powers up to 2240.
Water and Hydroxyl in Minerals
The water molecule has three infrared-active-fundamental absorptions. The free molecule has a symmetric OH stretch physically adsorbed on the surfaces of mineral grains, or it can occupy specific lattice sites (e.g., beryl), or it can be an integral part of the crystal structure (e.g., gypsum). The water bands may be sharp, as in the well-ordered sites in beryl, or broad due to multiple or poorly ordered sites, as in montmorillonite. The presence of a 1.9-/zm band indicates molecular water in the sample, whereas the absence of a 1.9-/zm band but the presence of a 1.4-/zm band indicates that only OH is present. water. However, the hydroxyl is linked to metals and produces a metal-O-H bend whose position is typically in the 2.2-to 2.3-/am region and is discussed below. Fine structure in the OH stretching region was first observed by Vedder [1964] The spectral purity of the tremolite and actinolite samples was assessed by the same method as the talc previously discussed. The XRD analysis of actinolite HSl16.3B indicates that chlorite is present, but no chlorite bands were detected in the spectrum. The XRD analysis of tremolite HS18.3B indicates that mica is present, but no mica bands can be detected in the spectrum.
Chrysotile, Lizardite, and Antigorite
The isochemical series chrysotile, lizardite and antigorite is shown in Figure 6a . Chrysotile has a cylindrical crystal lattice, lizardite has a rectilinear lattice, and antigorite has a corrugated rectilinear lattice. The fine structure seen at high resolution shows that these minerals can be distinguished from each other. Zeolites: Natrolite, Analcime, and Clinoptilolite Zeolite spectra (natrolite, analcime, and clinoptilolite) are shown in Figures 4f, 6c, 6g, 7 , and 8g. The absorptions in these minerals are due to water molecules trapped in cavities of the zeolite crystal lattice and do not show fine structure. XRD analysis indicates sample HS169.3B (Figure 4f) is a pure natrolite. The water content can radically change the fine detail in the spectra. When the water content is very high, the bands are saturated and become broader, washing out the separate bands. Sample HS169.3B has a lower water content than HS168.3B so the absorptions are more easily distinguished. Halloysite also has a 1.9-/xm (5260 cm -•) band due to molecular water. At low resolution (e.g., 0.01/xm) a physical mixture of montmorillonite and kaolinite shows spectral properties indistinguishable from halloysite (Figure 9) . lllite, Muscovite, and Montmorillonite Illite (Figures 4b, 60, 8b, and 10), muscovite (Figures 4b,  6d, 8b, 10), and montmorillonite (Figures 4g, 6f, 8c, and 10 tion limits. In that case, the three minerals can not be reliably distinguished.
Attapulgite and Montmorillonite
The mineral attapulgite has a spectrum that, at low resolution (Figure 4e) Figure 8d ).
APPLICATIONS
We have seen that much of the fine structure observed in mid-IR transmission studies of minerals also shows in reflectance spectra of powdered samples. This fine structure could potentially be used to provide mineralogical information on unprepared samples in the laboratory or in situ by portable field spectrometers. As an example, we will discuss the potential of determining the iron and magnesium in talcs, amphiboles, and minerals with brucite-like crystal structure.
Iron and Magnesium Minerals
As discussed in the previous sections, the OH stretching region of amphiboles and minerals with brucite-like structure has four absorption bands. These were labeled A-D [Burns and Strens, 1966; Burns and Greaves, 1971; Farmer, 1974; Strens, 1974] and are shown in Table 4 Applying (7) to the talcs, tremolite, and actinolite spectra (Figure 6a) , the iron contents were derived by reflectance spectroscopy and compared to electron microprobe analyses (Table 5 ). The iron derived by reflectance spectroscopy is overestimated. This is because in reflectance, scattering controls the band depth and where the absorption coefficient is lower, photons penetrate through more material. As a result, weak bands become enhanced relative to stronger bands when compared with transmission spectra [e.g., Clark and Roush, 1984; Clark and Lucey, 1984; Clark, 1981].
The reflectance must be converted to some form of transmittance before applying equations (4)-(7). This was done by using the Hapke reflectance theory [Hapke, 1981] to invert the spectrum to absorption coefficient [e.g., Clark and Roush, 1984] . The absorption coefficient can be closely estimated from the reflectance spectrum by using an approximate index of refraction for the material, an approximate grain size, the reflectance, and the radiative transfer model. The grain size can be estimated from the depth of several absorption features in the reflectance spectrum given reference spectra of samples whose grain sizes are known. With this method, the reflectance spectrum itself contains all the information to invert the bands to absorption coefficient for analysis. It is practical to use such methods on spectra of remotely obtained surfaces.
The absorption coefficient of each sample was derived from the observed reflectance spectrum by comparison with bRatio determined using absorption coefficient data derived from reflectance data. Further, the resolution is well defined and greater than that for existing and proposed imaging spectrometers, so the library data may be convolved to the exact sampling interval and resolution of those instruments. The mineral samples are being analyzed by X ray diffraction, X ray fluorescence, electron microprobe, and atomic absorption for major and trace elements and mineral purity. Our knowledge of spectroscopy is also being used to test for mineral purity.
The authors request that other investigators, who have well-characterized pure mineral samples and are interested in the digital spectral library, contact the authors to discuss the possibility of incorporating data on the samples into the data base.
OPTIMUM RESOLUTION FUNCTION
The design of imaging and field spectrometers should take into consideration the spectral properties of minerals. Imaging spectrometers will return literally millions of spectra in a grid of points on a planetary surface [e.g., Vane and Goetz, 1985] . Because of the large data volumes and intense compute requirements needed to analyze a single spectrum, the number of sampled points in the spectrum must be kept to a minimum. However, at least in some applications, it is desirable to have high enough spectral resolution to conduct mineralogical investigations that might approach what is possible in the laboratory. Calibration of atmospheric absorptions will always be a problem on Earth, but not all planetary surfaces have dense atmospheres.
In accordance with existing and planned imaging spectrometers, the resolution in this study is defined to be equal to the instrument sampling interval. Currently, the band width of most of these instruments is close to the sampling interval. We assume that a minimum of two samples are required per FWHM of a mineral absorption feature to adequately resolve the feature. Then the optimum resolution function that maintains high resolution where minerals have fine structure, while decreasing resolution where minerals do not have fine structure, would accomplish the sampling strategy stated above.
The spectra presented in this study, as well as others measured on the USGS spectrometer, were analyzed for the band position, width, depth, and asymmetry. A repre- 
CONCLUSIONS
This study has shown that (high resolution) reflectance spectroscopy can be a more diagnostic mineralogical identification tool than previously believed. Minerals within solidsolution series and isochemical end-members can be distinguished from each other. For minerals that have very sharp absorption features, impurities or substitutions might distort the lattice crystal enough to cause observable band shifts. With appropriately designed spectrometers and a digital spectral data base, high-resolution spectra can be used an an analytical tool in the laboratory, in the field, from aircraft, and from space. The resolution required for future imaging spectrometers should be evaluated carefully using this new information.
