Acoustic imaging is a standard technique for mapping acoustic source powers and positions from limited observations on microphone sensors, which often causes an ill-conditioned inverse problem. In this article, we firstly improve the forward model of acoustic power propagation by considering background noises at the sensor array, and the propagation uncertainty caused by wind tunnel effects. We then propose a robust super-resolution approach via sparsity constraint for acoustic imaging in strong background noises. The sparsity parameter is adaptively derived from the sparse distribution of source powers. The proposed approach can jointly reconstruct source powers and positions, as well as the background noise power. Our approach is compared with the conventional beamforming, deconvolution and sparse regularization methods by simulated, wind tunnel data and hybrid data respectively. It is feasible to apply the proposed approach for effectively mapping monopole sources in wind tunnel tests.
Introduction
Acoustic imaging is widely used for acoustic source power reconstruction and localization. It can provide the useful insights into acoustic performance, acoustic comfort and machinery security in automobile and aeronautic industries for wind tunnel tests [1] [2] [3] [4] . In this article, we mainly focus on the signal processing techniques applied in acoustic imaging, such as the Conventional BeamForming (CBF), deconvolution and regularization methods. The CBF method [5] is a direct, robust and rough estimation of source powers and positions, since its spatial resolution is limited due to the high side-lobes. The MUltiple SIgnal $ Article partly based on that accepted at the IEEE International Symposium on Signal Processing and Information Technology (IS-SPIT2011) pp 286-289, Bilbao, Spain, Dec. 14-17,2011. can iteratively solve the acoustic power propagation model under the non-negative constraint on source power variables. But the dominant drawback of the DAMAS is the sensitivity to background noises. So that the Diagonal Removal (DR)-DAMAS [8] has been proposed for the noise suppression; however, weak sources could be also removed off by the DR-DAMAS. To overcome the deconvolution drawbacks, the DAMAS with sparsity constraint (SC-DAMAS) [9] can greatly improve the spatial resolution and improve the robustness, but SC-DAMAS could cause overweening effects due to the sparsity parameter selection. The Covariance Matrix Fitting (CMF) method [10] can effectively improve the robustness by jointly estimating the source power covariance matrix and background noise power; however, the original CMF is not feasible to use because of its huge dimensionality of variables in covariance matrix. For robust acoustic imaging, the Spectral Estimation Method (SEM) and its extensions [11, 12] are proposed to subtract the reference noise power from the measured data; and this reference noise power can be obtained beforehand by measuring the observed signals without any object in wind tunnel. However, the estimated noise power might be different from the case where the object is installed in the wind tunnel.
Furthermore, sparse regularization methods [13] [14] [15] have been widely developed by using the ℓ 1 -norm. However, some of them have to carefully select the regularization parameter, or make necessary approximations on Singular Value Decomposition (SVD). More recently, the Bayesian inference approaches [16] [17] [18] [19] have been investigated and achieve more robust and better acoustic imaging results.
However, the Bayesian framework often causes very timeconsuming computation costs for real applications.
To summarize, all the above state-of-the-art methods have excellent performance on their own applications, but there is no one-fits-all methods; and most of them suffer one of the following drawbacks: coarse spatial resolution, sensitivity to background noises and high computational cost. In addition, most of them need to set some important parameters for good performance.
In this article, our main contributions can be: 1 demonstrates the performance comparisons on the hybrid data, in which, some known synthetic sources are added to the real data. Finally, Section 9 concludes this article.
Forward model of acoustic signal propagation

Assumptions
For acoustic imaging, a source is usually supposed to be an uncorrelated monopole [7-9, 11, 20-22] . In this article, we use the monopole model in order to simplify the physical process and explicitly build up the acoustic propagation model. To approach real cases, we use the complex source model which is composed of several monopoles forming different spatial patterns. Moreover, we suppose the background noise at the microphone sensor to be Additive Gaussian White Noise (AGWN), mutually independent and identically distributed (i.i.d), and also independent to sources. Sensors are assumed to be omni-directional with unitary gain. Furthermore, complex reverberations are negligible in wind tunnel, but we consider the first order reflection on the ground, as well as the refraction on the interface between the wind flow and common air. 
Acoustic signal propagation
where 
T at M senors can be modeled in the frequency domain as [20] :
where ing vector for the source s n at the position p n . As shown in Fig.(1) , we can modify the classical definition [20] of a(p n ) according to the ground reflection on the ground as follows:
where ρ denotes the reflection coefficient (0 ≤ ρ ≤ 1), whose value mainly depends on ground conditions at a given frequency. For the real data used in this article, ρ = 0.8 is supposed to be fixed over the frequency band [1600, 2600]Hz in the wind tunnel experiments, thanks to the research contributions of Renault SAS [23] .
] T is the direct steering vector, where r n,m = √ ||p n −p m || 2 denotes the propagation distance from source n to sensor m; and τ n,m denotes the propagation time within r n,m ; if the media is uniform, r n,m is thus the geometry distance and τ n,m = r n,m /c 0 with c 0 being the acoustic speed.
denotes the reflect steering vector, where p −n denotes the symmetric position of p n according to the ground. For r n,m and τ n,m on the real data in Section 7, we can apply mirror sources to correct the ground reflection. Moreover, since it is not an uniform media from source plane to sensors in the wind tunnel as shown in Fig.1 , we apply the equivalent sources to correct the wind refraction as discussed in authors' article [19] . Without corrections, the imaging results of real data will have position shifts due to the wind refraction, as well as ghost shadows due to the ground reflection.
In short, the forward model of signal propagation in Eq. (2) is a linear system of equations for discrete source signals s, since the measured signals z are known and signal propagation matrix A(P) can be calculated from Eq. (3) based on source plane discretization. However, Eq. (2) is under-determined, since the number of equations M is less than the number N of unknown signals.
Proposed forward model of power propagation
As we have stated in the Introduction, acoustic imaging mainly involves the source power reconstruction and local- 
where y n denotes the beamforming power at the position p n on the source plane; and y n can be an estimated source power for x n ; andã denotes the beamforming steering (back-projection) vector at the position p n , defined as
where a n is the signal propagation steering vector defined in Eq.(3); || · || 2 denotes the vector ℓ 2 -norm; R denotes the measured covariance matrix, defined as:
where x n ∈ x denotes the source power of s n at position p n ; and I M denotes the M×M identity matrix. In practice, R is estimated byR, defined aŝ
where z i denotes measured signals at the ith sampling block in Eq. (2); I is the total number of sampling blocks.
If the sampling block number I >> 1, we haveR ≈ R in Eq.(7). Therefore, replacing R in Eq.(4) byR, we then obtain the forward model of acoustic power propagation in the vector form as follows:
T is a constant vector.
T denotes the propagation uncertainty, which represents the remaining unknown effects due to the wind reflection and refraction happened at other positions rather than the ground or wind tunnel boundary.
gation matrix [8] , whose item c n,q is defined [19] as:
where beamforming steering vectorã n and signal propagation steering vector a n are defined in Eq. (5) and Eq. (3) respectively. In fact, c n,q represents the power contribu- 
Classical deconvolution and sparsity methods
In Eq. (8), unfortunately, C is usually a singular matrix 
q with
x n ≥ 0, where (i) denotes the ith iteration. However, sensitivity to the noise could be the main drawback of the
DAMAS. Then the DR-DAMAS is proposed by setting diag
[R] = 0 in Eq. (7) so as to suppress the noises, but DR technique inevitably harms weak sources whose powers are lower than the noises.
To well solve Eq. (8), sparse regularization methods [9, 10, [13] [14] [15] 24] have been widely applied as follows:
where the first ℓ 2 -norm || · || 2 represents the data fitting part; the second ℓ 1 -norm || · || 1 enforces the sparsity solution of x, and greatly improves the spatial resolutions; ℓ 2 +ℓ 1 optimization has been well solved by the LASSO [25] and atomic decomposition via basis pursuit [22, 26] ;
the third term α denotes regularization parameter, which has to be tuned carefully [26] [27] [28] for good performance.
The sparse regularization in Eq. (10) is equivalent to the sparsity constraint as:
where β denotes the total source power; ||x|| 1 = β serves the sparsity constraint; x ≽ 0 denotes x n ∈ x ≥ 0. Recently, many effective methods have been proposed to solve Eq. (11), such as the DAMAS with sparsity constraint (SC-DAMAS) [9] . But β selection is the key issue for good performance. Similarly using the sparsity constraint, the Covariance Matrix Fitting (CMF) method [10] can directly estimate the signal covariance matrix as:
whereR is the measured covariance matrix in Eq. (7); 
Proposed approach using sparsity constraint
Compared with classical sparse regularization method in Eq.(10-12), we want to jointly estimate the source powers x and background noise power σ 2 by minimizing the propagation uncertainty ξ. In order to obtain super resolution in strong background noises, we adaptively estimate the sparsity parameter β on total source power. Therefore, our proposed robust super-resolution approach with sparsity constraint (SC-RDAMAS) is expressed as:
where sparsity parameter β is the total power of source signals, so that β is defined as:
where K is the total number of original source signals s * ;
and
denotes the original source pow-
denotes the (discrete) source powers; X = E[ss H ] denotes the source power covariance matrix. If β in Eq. (14) is modeled too large, the estimatedx from Eq.(13) would be more dispersed than expected; if β too small, some of weak sources would be left out. Therefore, the adaptive estimation of sparsity parameter β is an essential issue in the proposed approach.
Adaptive estimation of sparsity parameter
According to the definition of measured covariance matrix R in Eq. (6), we take the matrix trace as:
where a n is the nth column of signal propagation matrix A, defined in Eq.(3). Let ∥a∥ min and ∥a∥ max respectively denote the minimum and maximum vector norms within
where ∥x∥ 1 = ∑ N n=1 x n and x n ≥ 0 in Eq. (14) . Since R is also a Hermitian matrix, it can be diagonalized as tr [ 
whereΛ is the eigenvalue matrix ofR in Eq. (7); andσ 2 can be estimated as [10] :
whereλ m denotes the eigenvalue ofR,
and M is the total sensor number;K denotes the estimated source number,
In Eq.(17), source number K estimation plays an importance role in determining β. There are many methods for source number estimation such the SVD [13] and Bayesian framework [29] . Our paper [30] gives a fast and Suppose F(λ m ) to be second derivative, when its curva- Signal propagation matrix A in Eq. (2); measured signal covariance matrixR in Eq. (7); measured beamforming powers y in Eq. (4);
power propagation matrix C in Eq. (9); 2. Initialization:
)=1; 3. Iterations:
)| is not small enough; Else: Steps 4;
by Eq. (18),β (i) by Eq. (17);
Optimize:
Solve Eq. (13) by interior point algorithm [34] :
where µ = max (1≤i̸ =j≤M )R 
Proposed adaptive estimation procedure
In Eq.(13), our proposed approach is a convex quadratic minimization under linear matrix constraints, which can be solved by interior point algorithms using MATLAB toolbox SeMuDi [34] . In order to improve the robustness to background noises σ 2 and sparsity parameter β, we propose an adaptive estimating algorithm as depicted in Algo- 
Power estimation of wide-band acoustic signals
In wind tunnel tests, acoustic sources are usually generated by wind frictions against the car surface. Different car parts produce different characteristic frequencies.
Therefore, acoustic signals have the wide frequency band.
In 
Simulations on uncorrelated source imaging
This section shows the typical simulations on source power reconstruction and localization of monopole sources. 
. The second is the reconstruction error of source power image, defined as δ 2 = ∥x−x∥ 
wherep * k denotes the estimated positions of kth original source.
In Fig.1, simulation In order to make a fair comparison with other classical methods, some simulation parameters should be selected carefully. In order to avoid the spatial aliasing problem as discussed in the DAMAS [8] , the discrete grid is set ∆p = 5cm and the frequency should be f < 3100Hz, so that they satisfy 
Method comparisons
Firstly we show the method comparisons at 2500Hz, since this frequency is very sensitive to human hearing and affect acoustic comfort. In Fig.2 , the CBF gives an obscure image of source power distributions; the DAMAS with 5000 iterations (5000i), CLEAN and SC-DAMAS well detect some of strong sources, but they do not provide reliable estimation of weak sources in strong background noises; the DR-DAMAS effectively removes the noise interference, but some of weak sources are also removed off;
the CMF achieves better estimation on the noise power and distinguishes most of sources; however, it fails to reconstruct some patterns of weak sources.
In Fig.2h , proposed SC-RDAMAS approach not only detects most of the complex sources, but also well recon- In Fig.3 , we show the relative error of power image reconstruction δ 2 of mentioned methods within SNR [-6, 18 ]dB at 2500Hz. Proposed approach is more robust to background noises than other classical methods. In Fig.4 , we show reconstruction errors δ 2 versus different frequency bins within [1600, 2600]Hz which affects the acoustic comfort of human being. The SNR is set 3dB.
sources (b) CBF (c) DAMAS with 5000 iterations (5000i) (d) CLEAN (e) SC-DAMAS (f) DR-DAMAS (5000i) (g) CMF and (h) Proposed
SC-RDAMAS
At high frequencies, proposed approach provides the most significant improvements. At low frequencies, proposed approach still maintains small reconstruction errors. One of the common limitations in the SC-DAMAS, CMF and proposed SC-RDAMAS, is the overweening effect which is well known in the compressed sensing [31] [32] [33] : the sparse results are often composed of discontinuous and unstructured (shapeless) points rather than continuous source distributions. Though these shapeless points could represent the monopole source power to some extent, they could hardly present distributed sources. Taking Fig.2(e)(g) for example, the SC-DAMAS and CMF can only obtain discontinuous monopoles for complex sources.
Overweening effects of proposed approach
In Fig.2(h) , though proposed SC-RDAMAS well detects most of the sources, it could barely discover one complex source whose continuous pattern is a vertical line. Moreover, the artifacts on the three figures are always monopole points which are near to sources.
The first reason for the above overweening effects is the sparsity parameter influence. In Fig.5 , we compare the sparsity parameter influence on δ 2 error between the SC-DAMAS and proposed SC-RDAMAS at 0dB and 2500Hz.
The sparsity constraint is interpreted by the total source power β so as to regularize data fitting errors in Eq. (11) and Eq.(13) respectively. And β in Eq.(17) mainly depends on the source number K estimation, when background noise is supposed to be i.i.d AGWN. Therefore, to evaluate the sparsity parameter is equivalent to evaluate the source number estimation. Since complex sources in Fig.2(a) are supposed to be made of uncorrelated monopoles, it is reasonable to take K ∈ [9, 23] . In Fig.5, whenK < 9 is under-estimated, it is clear to see that δ 2 error of the two methods are both very sensitive toK, so that neither of them could obtain a good reconstruction. When To reconstruct x 1 and x 2 from their beamforming data y 1 and y 2 respectively in the case of very strong background noises, it is highly necessary to investigate other sparsity prior models [19, 33, 37] instead of only using sparsity constraint β = 6. Therefore, in Fig.2(h) , our approach can hardly detect all the complex sources with different sparse distributions.
The last but not least, the monopole assumption on acoustic model is too simple to model the complex sources with different patterns. Therefore, in Fig.2(h) , our approach tends to generate unexpected monopole artifacts near to sources, especially when the SNR is as small as 0dB. For the real data in Section 7, this drawback will become the dominant reason, and more obvious overweening effects will be seen. Figure 6 shows the static vehicle (no engine noise), microphone sensor array and the wind flow at the speed of 160km/h in the wind tunnel S2A [35] . One of objects of this wind tunnel is to detect acoustic powers and positions on the car surface. This wind tunnel can simulate a traveling car on the high-way and measure its acoustic comfort to the passengers-by.
Wind tunnel experiments
Experiment configurations
We suppose that all acoustic sources locate on the same 2D plane, since the curvature of the car side is relatively small compared with the distance D=4.5m between the car and array plane. The surface of car side is of 150× 500 cm 2 , and we discretize this source plane into 31×101 pixels by using identical grid ∆p = 5cm; and we also focus on a small region of the rear-view mirror: 1×1.5 m 2 (21×31 pixels). In the real data, there are T=524288 samplings with the sampling frequency f s =2.56×10 (3) and wind refraction [19] in both synthetic and real data.
Results of single frequency at 2500Hz
Figure. 7 illustrates the estimated power images of mentioned methods at 2500Hz. In Fig.7a , the CBF merely gives a blurred image of strong sources around the front wheel, rear-view mirror and back wheel. In Fig.7b , the DAMAS well deconvolves the beamforming image, and discovers weak sources on the front light, front cover and side window; however, many false targets are also detected in the air. In Fig.7c , DR-DAMAS eliminates most of the artifacts, but it also removes off some of weak sources. Figure.7d shows that the CLEAN overcomes the drawbacks of the DAMAS, but we have to carefully select the parameters for this good performance. In Fig.7e , the SC-DAMAS has a better noise suppression than the DAMAS and CLEAN owing to the sparsity parameter selection, but SC-DAMAS overwhelms too much both the noises and the sources, so that it does not provide a wide dynamic range of source power estimations.
Finally in Fig.7f , proposed SC-RDAMAS not only manages to distinguish the strong sources around the two wheels, rear-view mirror and side window, but also successfully reconstructs the week ones on the front cover and light. In fact, the proposed adaptive estimation procedure in Algorithm 1 inevitably increases more computational cost than the deconvolution methods such as DAMAS and CLEAN.
But our approach still remains a moderate complexity compared with sparse regularization methods such as the SC-DAMAS as shown in Table 4 . Due to the high dimension of variables in source power covariance matrix, we can not realize the original CMF method on real data.
Based on the acoustic imaging on the car side, we investigate a small part of the rear-view mirror. In Fig.8a , the CBF detects strong sources on the corner of the front wheel and rear-view mirror. The DAMAS in Fig.8b improves the spatial resolutions, but it causes some unexpected spots.
In Fig.8c , the DR-DAMAS eliminates most of false spots.
In Fig.8e-f , the CMF, SC-DAMAS and proposed approach achieve much better resolutions and offer more details of source power distributions on the rear-view mirror.
Overweening effects of proposed approach
The overweening effects caused by the sparsity constraint in Fig.7 (e)(f) are more obvious than the simula- tions in Fig.2(e)(g)(h) . This phenomenon on the real data could be explained by the following facts:
Source model problem. Some of acoustic sources on the car surface (wheels and rearview mirrors) might be distributed sources which have structures and patterns.
Thus the monopole source model used in this article could not fit any more. Since the sparsity constraint (ℓ 1 norm) on total source power enforces the monopole reconstructions and neglects source structures to some extent, the mentioned sparsity methods prefer to offer the discontinuous point results, as typically shown on the back wheel in Fig.7(e)(f) .
Sparsity parameter problem. In proposed approach, the estimated sparsity parameterβ in Eq. (17) 
Results of wide-band data
Based on the imaging results at single frequency, we show performance comparisons of wide-band data within [2400, 2600]Hz which affects the acoustic comfort. In Fig.10 , each method obtains a clearer result than the correspondent one at 2500Hz in Fig.7 . This is because that source powers are enforced, but flashing false targets are suppressed over the wide-band average. The reconstruction of DAMAS in Fig.10a is reasonable, but its spatial resolution is not high enough on the front wheel and rear-view mirror. Figure.10b shows that the CLEAN greatly ameliorates the resolution, but unexpected points under the car caused by the ground reflection should be further eliminated; the SC-DAMAS in Fig.10c has the advantages of the CLEAN, but it could not detect the weak sources around the back wheel due to the sparsity parameter selection. Finally in Fig.10d , the proposed approach provides the more acceptable reconstructions of source positions and powers for the strong sources on the mirror and the front wheel, as well as weak ones on the back wheel.
Hybrid data
Even though our proposed approach obtains good performance on real data from wind tunnel experiments, it is not sufficient for method validation. This is because the exact acoustic source distributions on the vehicle caused by wind flow are not known beforehand. To further verify the proprosed method, we use the hybrid data which composes of known synthetic sources and the real data. In order to avoid overlapping the original sources, the synthetic sources are set on the region where there are no significant sources powers. In Fig.11a , five synthetic complex sources with different patterns are generated at 2500Hz, whose powers are within [−4.5, 0]dB. We expect that our proposed approach can detect both the synthetic and original source powers from the hybrid data. If these known synthetic sources are successfully recovered, the proposed approach can be able to effectively reconstruct the original acoustic sources on the vehicle surface.
For the synthetic sources, figure.11f shows that proposed approach successfully detects most of the source powers and patterns. For the original sources in hybrid data, the proposed approach better discovers both strong and weak sources on two wheels and rearview mirrors, as well as obtains a better noise suppression compared with mentioned methods in Fig.11b-e. 
Conclusions and perspectives
In this article, we have proposed a robust super resolution approach with sparsity constraint for the acoustic imaging on the vehicle surface in wind tunnel experiments. The main drawback of proposed approach is the overweening effect existed in the compressed sensing methods.
Due to the same sparsity constraint, it sometimes just obtains many unstructured or shapeless points and could not to reconstruct the true source distribution, especially when acoustic sources could not be modeled by monopoles. To overcome this limitation, it is worthwhile to investigate a hierarchical Bayesian inference with the group sparsity prior [37, 38] which enforces the sparsity and model the source distributions. Furthermore, we should consider the (in)coherent distributed source model that is modeled by a parametric angular cross-correlation kernel [39, 40] . Tables   1  Power estimations of 4 monopole 
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