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We establish the global Hessian estimate in Orlicz spaces for
a fourth-order parabolic system with discontinuous tensor coeﬃ-
cients in a non-smooth domain under the assumptions that the
coeﬃcients have small weak BMO semi-norms, the boundary of a
domain is δ-Reifenberg ﬂat for δ > 0 small and the given Young
function satisﬁes some moderate growth condition. As a corollary
we obtain an optimal global W 2,p regularity for such a system.
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1. Introduction
In this paper we are concerned with Hessian estimates in Orlicz spaces for fourth-order parabolic
systems in non-smooth domains. Orlicz spaces have been extensively studied in the area of analysis
as one of the most natural generalizations of Lebesque spaces Lp , since they were ﬁrst introduced by
Orlicz in the paper [22]. We refer to monographs [2,17,23] for more details concerning Orlicz spaces.
Recently there have been wide research activities on regularity theory in Orlicz spaces connected to
a Young function satisfying some moderate growth conditions for second-order elliptic and parabolic
PDEs, see [8,10,14,26,27]. In this paper we revisit such a Young function to ﬁnd a version of those
results for a fourth-order parabolic system via an approximating result using a variable domain tech-
nique, see Section 4.
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S.-S. Byun / J. Differential Equations 246 (2009) 3518–3534 3519Fourth-order partial differential equations/systems have been a ﬁeld which is undergoing a rather
large and fast development in the last times because of their wide applications to many areas in
applied mathematics.
In [6] the authors obtained the global Hessian estimate in Lp spaces of the weak solution for a
fourth-order parabolic equation with discontinuous tensor coeﬃcients in a non-smooth domain under
the regularity assumption in the coeﬃcients that they have small weak BMO semi-norms in spatial
variable, uniformly at each time level, see Deﬁnition 2.5, and under the geometric assumption on the
boundary of a domain that it is δ-Reifenberg ﬂat for δ > 0 small, see Deﬁnition 2.6. The main purpose
in this paper is to generalize the result in [6] to a fourth-order parabolic system in the setting of
Orlicz spaces. Our approach here is a natural outgrowth of the techniques used in [5,6]. This approach
is motivated from the noteworthy works of E. Acerbi and G. Mingione [1] and Mingione [21] where
the authors avoid the use of any maximal function theory previously employed in [3,4,7,14], giving
the purely PDE approach to the Calderón–Zygmund estimates.
This paper is organized as follows: In the next section we introduce a problem under consideration,
review of Orlicz with some non-standard growth condition and state the main result, Theorem 2.7. In
Section 3 we establish an a priori estimate under an a priori regularity assumption that the Hessian
squared of a solution belongs to Orlicz spaces. The last section is devoted to giving a complete proof
of the main result by removing the a priori regularity assumption via an approximation procedure.
2. Preliminaries and main results
2.1. Fourth-order parabolic systems in divergence form
Let us consider the following Dirichlet problem for a fourth-order parabolic system in divergence
form:
⎧⎨
⎩
∂ui
∂t
+ Dαβ
(
Aαβabi j (x, t)Dabu
j)= Dαβ f iαβ(x, t) in ΩT ,∣∣ui∣∣+ ∣∣Dui∣∣= 0 on ∂pΩT ,
(2.1)
for i = 1, . . . ,N with N > 1. Here Ω is a bounded domain in Rn with the non-smooth boundary
∂Ω and ΩT = Ω × (0, T ] is a parabolic cylinder with the parabolic boundary ∂pΩT = ∂Ω × [0, T ] ∪
Ω × {t = 0} and f = { f iαβ} is a given tensor matrix with |f|2 ∈ Lφ(ΩT ) for a given Young function φ
satisfying the 2 ∩∇2-condition. As usual, repeated indices mean summation; α, β , a, b are summed
from 1 to n and j from 1 to N . Here and in the sequel we use summation convention over repeated
indices.
The basic structural conditions on the tensor matrix of the coeﬃcients are uniform boundedness
and uniform parabolicity. More precisely,
∣∣Aαβabi j (x, t)∣∣ c0, (2.2)
and
Aαβabi j (x, t)ξ
i
αβξ
j
ab  c1|ξ |2, (2.3)
for almost every (x, t) ∈Rn ×R, for all tensor matrix ξ = {ξ iαβ} and for some positive constants c0, c1.
Throughout this paper we employ the letter C to denote any constant that can be computed in terms
of known quantities c0, c1, n, N , the geometric assumption on ΩT and basic structural conditions on
a given Young function φ.
Deﬁnition 2.1. We say that
u = (u1, . . . ,uN) ∈ C0(0, T ; L2(Ω;RN))∩ L2(0, T ; H20(Ω;RN))
3520 S.-S. Byun / J. Differential Equations 246 (2009) 3518–3534is a weak solution of (2.1) if we have the following weak integral formulation:
∫
ΩT
uiϕ it − Aαβabi j Dabu j Dαβϕ i dxdt = −
∫
ΩT
f iαβDαβϕ
i dxdt,
for every test function
ϕ = (ϕ1, . . . , ϕN) ∈ H1(0, T ; L2(Ω;RN))∩ L2(0, T ; H20(Ω;RN))
with ϕ = 0 for t = T .
It is well known that if Aαβabi j satisfy (2.2)–(2.3) and Ω is bounded, then the problem (2.1) has a
unique weak solution u with the regularity
u ∈ H2,1/20
(
ΩT ;RN
)= H1/2(0, T ; L2(Ω;RN))∩ L2(0, T ; H20(Ω;RN)),
and with the estimate
∥∥D2u∥∥
L2(ΩT ;RNn2 )  C‖f‖L2(ΩT ;RNn2 ).
This estimate can be rewritten in the setting of L1 space in the form of
∥∥∣∣D2u∣∣2∥∥L1(ΩT )  C∥∥|f|2∥∥L1(ΩT ). (2.4)
We refer to [13,19] regarding the existence and uniqueness of weak solution to such problems of
higher order.
An Orlicz space often replaces the L1 space which is a rather exceptional case among Lebesque
spaces. The purpose of this research is to investigate how the inhomogeneous term |f|2 is reﬂected to
|D2u|2 in the setting of Orlicz spaces.
Now we recall some deﬁnitions and preliminary lemmas regarding the general Orlicz spaces. We
denote by Φ the function class that consists of all functions φ : [0,∞) → [0,∞) which are increasing
and convex. A function φ ∈ Φ is said to be a Young function if
φ(0) = 0; φ(∞) = lim
z→∞φ(z) = ∞; limz→0
φ(z)
z
= 0; lim
z→∞
φ(z)
z
= ∞.
Given a Young function φ and a bounded domain U ∈ Rn+1, the Orlicz class Kφ(U ) is the set of all
measurable functions v : U →R satisfying
∫
U
φ
(|v|)dxdt < ∞.
The Orlicz space Lφ(U ) is the smallest linear space under pointwise addition and scalar multiplication
containing Kφ(U ). We remark that the Orlicz class Kφ(U ) is in general just a convex set and not a
linear space. But if a Young function φ satisﬁes the following so-called 2-condition, then the Orlicz
class Kφ(U ) is always a linear space and coincides with the Orlicz space Lφ(U ) as a linear space.
Deﬁnition 2.2. A Young function φ is said to satisfy the 2-condition, denoted by φ ∈ 2, if for some
number κ > 1
φ(2z) κφ(z) ∀z 0.
S.-S. Byun / J. Differential Equations 246 (2009) 3518–3534 3521Given a Young function φ ∈ 2 and a bounded domain U ∈ Rn+1, the Luxemburg norm ‖ · ‖φ is
deﬁned as
‖v‖Lφ(U ) = inf
{
λ > 0:
∫
U
φ
(|v|/λ)dxdt  1},
and the space Lφ(U ) of functions equipped with the Luxemburg norm ‖ · ‖φ is a Banach space.
Moreover, C∞0 (U ) is dense in Lφ(U ). Note that the function φ(z) = czp , c > 0, p > 1, satisﬁes the
2-condition. Thus the Lebesque spaces Lp with 1 < p < ∞ are special cases of Orlicz spaces Lφ .
A case that occurs very frequently is that of the function, φ(z) = z ln+ z ∈ 2. The corresponding
Orlicz space often replaces the L1 space which is a rather exceptional case among Lebesque spaces.
Now let us introduce the main condition on φ, so-called ∇2-condition.
Deﬁnition 2.3. A Young function φ is said to satisfy the ∇2-condition, denoted by φ ∈ ∇2, if for some
number z0 > 1
2z0φ(z) φ(z0z) ∀z > 0.
Here and in the sequel, a given Young function is always assumed to satisfy both 2 and ∇2
conditions, namely, 2 ∩ ∇2-condition. It is easy to verify that φ ∈ 2 ∩ ∇2 if and only if there exist
constants 0< β1  β2 and 1<α1  α2 such that
β1φ(z1z) (z1)α1φ(z) and φ(z2z) β2(z2)α2φ(z),
for 0< z1  1 z2 < ∞ and for all z > 0. Thus 2 ∩ ∇2-condition implies
Lα2(U ) ⊂ Lφ(U ) ⊂ Lα1(U ) ⊂ L1(U ) for some 1<α1  α2. (2.5)
We remark that 2 ∩ ∇2-condition makes a Young function φ grow moderately. For example
φ(z) = |z|p(1 + | ln |z||) ∈ 2 ∩ ∇2 for p > 1. The 2 ∩ ∇2-condition implies the boundedness of the
maximal function operator in Orlicz spaces. It is necessary and suﬃcient for the boundedness of the
Riesz transform. We refer to [16,20] for more details on the 2 ∩ ∇2-condition.
Crucial to the φ ∈ 2 ∩ ∇2-condition in this paper is the following integral formula and estimate.
Lemma 2.4. (See [26,27].) Let φ be a Young function satisfying the 2 ∩ ∇2-condition, U a bounded domain
in Rn+1 and γ , ω positive constants. Then if v ∈ Lφ(U ), then
∫
U
φ
(|v|)dxdt =
∞∫
0
∣∣{(x, t) ∈ U : |v| > λ}∣∣d[φ(λ)], (2.6)
and
∞∫
0
1
λ
[ ∫
{(x,t)∈U : |v|>γλ}
|v|dxdt
]
d
[(
φ(ωλ)
)]
 C
∫
U
φ
(|v|)dxdt, (2.7)
for some positive constant C = C(γ ,ω,φ).
Now we return to the Dirichlet problem (2.1). Given a Young function φ ∈ 2 ∩ ∇2, if the squared
nonhomogeneous term |f|2 belongs to Lφ(ΩT ), then relation (2.5) implies f ∈ L2(ΩT ;RNn2 ). Thus the
Dirichlet problem (2.1) has a unique weak solution u satisfying |D2u|2 ∈ L1(ΩT ). But it is generally
3522 S.-S. Byun / J. Differential Equations 246 (2009) 3518–3534not true that |D2u|2 ∈ Lφ(ΩT ) under the basic assumptions, that is, Ω is bounded and Aαβabi j satisfy
(2.2)–(2.3). Obviously, such a regularity requires some additional conditions on the coeﬃcients and
the boundary. In this paper we intend to ﬁnd a version of the estimate (2.4) in the setting of Orlicz
spaces. More precisely, we will prove that
|f|2 ∈ Lφ(ΩT ) ⇒
∣∣D2u∣∣2 ∈ Lφ(ΩT ), (2.8)
provided Aαβabi j have small BMO semi-norms of weak type, see (2.9), and ∂Ω is suﬃciently ﬂat in the
Reifenberg sense, see (2.10).
To introduce the main result we need to introduce some standard notations.
(1) The open ball in Rn with center y and radius r > 0 is denoted by
Br(y) =
{
x ∈Rn: |x− y| < r}.
(2) The parabolic cylinder Qr(y, s) ⊂Rn+1 with center (y, s) ∈Rn+1 and size r > 0 is denoted by
Qr(y, s) = Br(y)×
(
s − r4, s + r4).
(3) The integral average of an integrable function f on a bounded subset U of Rn ×R is denoted by
f U = −
∫
U f (x, t)dxdt = 1|U |
∫
U
f (x, t)dxdt.
(4) For each t ∈R and for each bounded subset E of Rn the integral average of f (·, t) on E is denoted
by
f (·, t)E = −
∫
E f (x, t)dx = 1|E|
∫
E
f (x, t)dx.
Here and in the sequel δ > 0 is a small universal constant, being determined later. This number
is invariant under a scaling and normalization for the problem (2.1). The number R can be any other
constant like 1 or any other constant, like 60 later in this paper, by scaling the problem (2.1).
The condition on the discontinuous coeﬃcients is the same as in [6].
Deﬁnition 2.5. We say that Aαβabi j are weakly (δ, R)-vanishing if
sup
Qr(y,s)
√
−
∫
Qr(y,s)
∣∣Aαβabi j (x, t)− Aαβabi j (·, t)Br (y)∣∣2 dxdt  δ, (2.9)
where 0< r  R and (y, s) ∈Rn+1.
We would like to mention two interesting papers [15,18] where the coeﬃcients are assumed to
be in VMO space with respect to the space variable, and are measurable with respect to the time
variable; needless to say, such a condition is stronger than the weak small BMO condition (2.9).
As mentioned in the Introduction, the regularity of the boundary is the Reifenberg ﬂatness of a set
as in [3–6].
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r ∈ (0, R], there exists a coordinate system {y1, . . . , yn}, which can depend on r and x so that x = 0
in this coordinate system and that
Br(0)∩ {yn > δr} ⊂ Br(0)∩Ω ⊂ Br(0)∩ {yn > −δr}. (2.10)
A Reifenberg ﬂat set was introduced by E. Reifenberg in the paper [25]. This set is locally a topolog-
ical disk if δ is suﬃciently small, see [9,12,25]. A Reifenberg ﬂat domain might have fractal boundary
which is like a coastline, a crystal grain boundary, or, atomic clusters. We remark that an interior
-neighborhood of a (δ, R)-Reifenberg ﬂat domain is a Lipschitz domain for small  > 0 provided
δ > 0 is so small that the domain is a W 1,p extension domain, see [4]. On the other hand a Lipschitz
domain is (δ, R)-Reifenberg ﬂat provided its Lipschitz constants are small enough, see [24].
Let us state the main result.
Theorem 2.7. Let φ be a Young function satisfying the 2 ∩ ∇2-condition. Then there exist a small positive
constant δ = δ(c0, c1,n,N, φ, |ΩT |/|Q 1(0,0)|) and a positive constant C = (c0, c1,n,N, φ, |ΩT |) such that
if Aαβabi j are weakly (δ, R)-vanishing, Ω is (δ, R)-Reifenberg ﬂat and
|f|2 ∈ Lφ(ΩT ),
then the unique weak solution u satisﬁes
∣∣D2u∣∣2 ∈ Lφ(ΩT )
with the estimate ∫
ΩT
φ
(∣∣D2u∣∣2)dxdt  C ∫
ΩT
φ
(|f|2)dxdt. (2.11)
As a corollary we can obtain the global W 2,p regularity regarding the problem (2.1). In fact, with
the result as in Theorem 2.7 we take φ(z) = t p/2 for p > 2. The case p = 2 is classical as in (2.4)
while the case 1 < p < 2 is recovered by a duality. Thus this work has two improvements from the
paper [6] though we use the same assumptions on Aαβabi j and ∂Ω . One is from Lebesque L
p spaces
to Orlicz spaces Lφ . The other is from equations, N = 1, to systems, N  2.
3. A priori Hessian estimate in Orlicz spaces
In this section we will obtain the a priori estimate∫
ΩT
φ
(∣∣D2u∣∣2)dxdt  C ∫
ΩT
φ
(|f|2)dxdt (3.1)
announced in the previous section under the a priori assumption
∣∣D2u∣∣2 ∈ Lφ(ΩT ) (3.2)
for a given Young function φ satisfying the 2∩∇2-condition. Here the constant C > 0 is independent
of the solution u considered, and it is universal.
To do this, we assume some more about Aαβabi j , f and ∂Ω . We suppose A
αβab
i j ∈ C∞(Rn+1;Rn
4N2 )
as well as (2.2), (2.3) and (2.9). We suppose further that f ∈ C∞(ΩT ;RNn2 ) and the given (δ,60)-
Reifenberg ﬂat domain Ω is smooth. This particular choice of 60 is technical and will be clear later.
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to say, this smooth solution satisﬁes our the a priori assumption (3.2).
As usual we assume that every solution considered hereafter is deﬁned in Ω × R. In fact, the
solution can be extended to {t  0} by zero extension so that it is a solution. For t > T , one can
ﬁrst extend f by zero, and then use the existence theorem to obtain a solution deﬁned in Ω × R.
This extended solution of course has all properties of the functions in question. By the assumption
addressed above and from the fact that our problem (2.1) is translation invariant, we hereafter assume
ΩT = Ω × (a,a + T ], (3.3)
where T is a positive large constant and a ∈R is understood in the context. For r > 0 and (y, s) ∈ ΩT
we write
Kr(y, s) = Qr(y, s)∩ΩT , (3.4)
and
Θ
[
Kr(y, s)
]= −∫ Kr (y,s)
(∣∣D2u∣∣2 + 1
δ2
|f|2
)
dxdt. (3.5)
We set
λ0 = −
∫
ΩT
(∣∣D2u∣∣2 + 1
δ2
|f|2
)
dxdt, (3.6)
and
λ1 =
(
2
1− δ
)n+2 |ΩT |
|Q 1(0,0)|λ0. (3.7)
Lemma 3.1. Given a Young function φ satisfying the 2 ∩ ∇2-condition, if |f|2 ∈ Lφ(ΩT ), then
λ0  C
∫
ΩT
φ
(|f|2)dxdt
for some positive constant C = C(c0, c1,n,N, |ΩT |, φ).
Proof. The proof comes directly from (2.4) and (2.5). 
Now we observe
lim
r→0Θ
[
Kr(y, s)
]= ∣∣D2u(y, s)∣∣2 + 1
δ2
∣∣f(y, s)∣∣2 and lim
r→∞Θ
[
Kr(y, s)
]= λ0. (3.8)
A direct computation yields
Θ
[
K1(y, s)
]
 λ1. (3.9)
We denote by Eλ to mean the λ-level set of |D2u|2. That is,
Eλ =
{
(y, s) ∈ ΩT :
∣∣D2u∣∣2 > λ} (λ > 0).
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lim
r→0Θ
[
Kr(y, s)
]= ∣∣D2u(y, s)∣∣2 + 1
δ2
∣∣f(y, s)∣∣2

∣∣D2u(y, s)∣∣2
> λ
 λ1
Θ
[
K1(y, s)
]
> lim
r→∞Θ
[
Kr(y, s)
]= λ0. (3.10)
As above we arrive at the estimates (3.10). These estimates give us a version of the following Vital
type covering lemma for the λ-level set Eλ of |D2u| for all λ λ1.
Lemma 3.2. Given λ λ1 , there exist sequences (yk, sk) ∈ Eλ , 0< rk = r(yk, sk) < 1 and a family of disjoint
parabolic cubes Krk (yk, sk) such that
Θ
[
Krk (yk, sk)
]= λ, (3.11)
Θ
[
Krk (yk, sk)
]
< λ for each r > rk, (3.12)
and
Eλ ⊂
⋃
k1
K5rk (yk, sk)∪ a negligible set. (3.13)
Moreover we have
∣∣Krk (yk, sk)∣∣ 2λ
∫
{(y,s)∈Krk (yk,sk): |D2u|2>λ4 }
∣∣D2u∣∣2 dxdt
+ 2
λδ2
∫
{(y,s)∈Krk (yk,sk): |f|2>λδ
2
4 }
|f|2 dxdt. (3.14)
Proof. We refer to Lemmas 3.3 and 3.4 in [6]. 
We intend to estimate the level sets of |D2u|2 and obtain a required growth of their measures. To
do this, we select any k 1 and ﬁx it. Then our argument depends upon whether
(1) Q 10rk (yk, sk) ⊂ ΩT , or
(2) Q 10rk (yk, sk) ⊂ ΩT .
For the case (1) we suppose (0,0) = (yk, sk). Then we have the following local estimates.
Lemma 3.3. There is a universal constant c2 = c2(c0, c1,n,N) > 1/4 so that for any  > 0 there exists a small
δ = δ() > 0 such that if u is the smooth solution of (2.1) with the weak small BMO condition (2.9) and if
λ λ1 , then there exists a smooth solution vk of
∂vi + Dαβ
(
Aαβabi j (·, t)B+ (0)Dabv j
)= 0 in Q 10rk (0,0), (3.15)∂t 10rk
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1
λ
sup
Q 5rk (0,0)
∣∣D2vk∣∣2  c2 (3.16)
and
1
λ
−
∫
Q 5rk (0,0)
∣∣D2(u − vk)∣∣2 dxdt  2. (3.17)
Proof. We refer to Lemma 4.2 in [6]. 
Lemma 3.4. Under the same notations and results as in Lemma 3.3, we have
∣∣{(y, s) ∈ Q 5rk (0,0): ∣∣D2u∣∣2 > 4c2λ}∣∣
 C2 1
λ
∫
{(y,s)∈Qrk (0,0): |D2u|2>λ4 }
∣∣D2u∣∣2 dxdt
+ C2 1
λδ2
∫
{(y,s)∈Qrk (0,0): |f|2>λδ
2
4 }
|f|2 dxdt
for some universal constant C = C(c0, c1,n,N) > 0.
Proof. In view of (3.16) and (3.17) in Lemma 3.3, we have
∣∣{(y, s) ∈ Q 5rk (0,0): ∣∣D2u∣∣2 > 4c2λ}∣∣=
∣∣∣∣
{
(y, s) ∈ Q 5rk (0,0):
1
λ
∣∣D2u∣∣2 > 4c2
}∣∣∣∣

∣∣∣∣
{
(y, s) ∈ Q 5rk (0,0):
1
λ
∣∣D2(u − vk)∣∣2 > c2
}∣∣∣∣
+
∣∣∣∣
{
(y, s) ∈ Q 5rk (0,0):
1
λ
∣∣D2vk∣∣2 > c2
}∣∣∣∣
=
∣∣∣∣
{
(y, s) ∈ Q 5rk (0,0):
1
λ
∣∣D2(u − vk)∣∣> c2
}∣∣∣∣
 1
c2λ
∫
Q 5rk(0,0)
∣∣D2(u − vk)∣∣2 dxdt
 1
c2
2|Q 5rk |.
Now the conclusion follows from (3.14) in Lemma 3.2. 
For the case (2), Q 10rk (yk, sk) ⊂ ΩT , since Ω is assumed to be (δ,60)-Reifenberg ﬂat, we are under
some appropriate coordinates in which
( y˜k, s˜k) = (yk, sk), (3.18)
Qr(0,0)∩ {xn > 0} ⊂ Kr = Qr(0,0)∩ΩT ⊂ Qr(0,0)∩ {xn > −2rδ} (3.19)
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K5rk ( y˜k, s˜k) ⊂ K15rk (0,0) ⊂ K30rk (0,0) ⊂ K50rk ( y˜k, s˜k) ⊂ K60rk (0,0). (3.20)
We recall (3.5) and use (3.18)–(3.20) to compute as follows:
Θ
[
K30rk (0,0)
]= −∫ K30rk (0,0)
(∣∣D2u∣∣2 + 1
δ2
|f|2
)
dxdt
 2(5/3)n+2 −
∫
K50rk ( y˜k,s˜k)
(∣∣D2u∣∣2 + 1
δ2
|f|2
)
dxdt
= 2(5/3)n+2Θ[K50rk ( y˜k, s˜k)]
= 2(5/3)n+2Θ[K50rk (yk, sk)].
Then (3.12) in Lemma 3.2 implies
Θ
[
K30rk (0,0)
]
 2(5/3)n+2λ.
This inequality holds true for all λ λ1. Recalling our notations (3.6) and (3.7), we write
λ2 = 2(5/3)n+2λ1 =
(
3
1− δ
)n+2 |ΩT |
|Q 1(0,0)|λ0. (3.21)
Thus we have
Θ
[
K30rk (0,0)
]
 λ for each ﬁxed λ λ2. (3.22)
With this inequality (3.22), the regularity assumption (2.9) and the geometric setting (3.18)–(3.20) we
can ﬁnd the following local estimates of the λ-level sets Eλ of |D2u|2 for λ λ2 up to the boundary
by comparison with a smooth solution of⎧⎪⎨
⎪⎩
∂vi
∂t
+ Dαβ
(
Aαβabi j (·, t)B+60rk (0)Dabv
j)= 0 in Q 60rk (0,0)∩ {xn > 0},∣∣vi∣∣+ ∣∣Dvi∣∣= 0 on Q 60rk (0,0)∩ {xn = 0},
(3.23)
for i = 1, . . . ,N .
Lemma 3.5. There is a constant c3 = c3(c0, c1,n,N) > 1/4 so that for any  > 0, there exists a small
δ = δ() > 0 such that if u ∈ C∞(ΩT ) is the smooth solution of (2.1) with the condition (2.9) in the set-
ting (3.18)–(3.20), and if λ λ2 , then there exists a solution vk ∈ C∞(Q 60rk (0,0) ∩ {xn > 0}) of (3.23) such
that
1
λ
sup
Q 15rk (0,0)
∣∣D2vk∣∣2  c3 (3.24)
and
1
λ
−
∫
K15rk (0,0)
∣∣D2(u − vk)∣∣2 dxdt  2, (3.25)
where |vk| + |Dvk| is the zero extension of |vk| + |Dvk| from Q 60rk (0,0)∩ {xn > 0} to Q 60rk (0,0).
Proof. We refer to Lemma 4.5 and Corollary 4.8 in [6]. 
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∣∣{(y, s) ∈ K5rk ( y˜k, s˜k): ∣∣D2u∣∣2 > 4c3λ}∣∣
 C2 1
λ
∫
{(y,s)∈Krk ( y˜k,s˜k): |D2u|2>λ4 }
∣∣D2u∣∣2 dxdt
+ C2 1
λδ2
∫
{(y,s)∈Krk ( y˜k,s˜k): |f|2>λδ
2
4 }
|f|2 dxdt
for some universal constant C = C(c0, c1,n,N) > 0.
Proof. In view of (3.20), (3.24) and (3.25) in Lemma 3.5, we have
∣∣{(y, s) ∈ K5rk ( y˜k, s˜k): ∣∣D2u∣∣2 > 4c3λ}∣∣

∣∣∣∣
{
(y, s) ∈ K15rk (0,0):
1
λ
∣∣D2u∣∣2 > 4c3
}∣∣∣∣

∣∣∣∣
{
(y, s) ∈ K15rk (0,0):
1
λ
∣∣D2(u − vk)∣∣2 > c3
}∣∣∣∣
+
∣∣∣∣
{
(y, s) ∈ K15rk (0,0):
1
λ
∣∣D2vk∣∣2 > c3
}∣∣∣∣
=
∣∣∣∣
{
(y, s) ∈ K15rk (0,0):
1
λ
∣∣D2(u − vk)∣∣> c3
}∣∣∣∣
 1
c3λ
∫
K15rk (0,0)
∣∣D2(u − vk)∣∣2 dxdt
 1
c3
2
∣∣K15rk (0,0)∣∣ 1c3 2
∣∣Q 15rk (0,0)∣∣= 1c3 (15)n+22
∣∣Qrk (0,0)∣∣
= 1
c3
(15)n+22
∣∣Qrk ( y˜k, s˜k)∣∣.
Now since rk  1, it follows from (3.18)–(3.20) that
∣∣Qrk ( y˜k, s˜k)∣∣ [2/(1− δ)]n+2∣∣Krk ( y˜k, s˜k)∣∣
and furthermore since δ is assumed to be suﬃciently small, say δ < 1/8, we ﬁnally arrive at the
inequality
∣∣{(y, s) ∈ K5rk ( y˜k, s˜k): ∣∣D2u∣∣2 > 4c3λ}∣∣ C2∣∣Krk ( y˜k, s˜k)∣∣
for some universal constant C = C(c0, c1,n,N) > 0. Then the conclusion follows directly from (3.14)
in Lemma 3.2. 
Proof of the a priori estimate (3.1). We ﬁrst set
c4 = max{c2, c3} 1/4, (3.26)
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∫
ΩT
φ
(∣∣D2u∣∣2)dxdt =
∞∫
0
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}∣∣d[φ(λ)]
=
4c4λ2∫
0
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}∣∣d[φ(λ)]
+
∞∫
4c4λ2
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}∣∣d[φ(λ)]
=
4c4λ2∫
0
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}∣∣d[φ(λ)]
+
∞∫
λ2
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > 4c4λ}∣∣d[φ(4c4λ)]
= I1 + I2. (3.27)
Estimate of I1: By a direct computation, we have
I1 =
4c4λ2∫
0
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}∣∣d[φ(λ)] φ(4c4λ2)|ΩT |.
Then our notations (3.6), (3.7) and (3.21) and Lemma 3.1 yield
I1  C1
∫
ΩT
φ
(|f|2)dxdt (3.28)
for some positive constant C1 = C1(c0, c1,n,N, |ΩT |, φ).
Estimate of I2: Given any λ λ2, since 4c4  1, we have
E4c4λ =
{
(y, s) ∈ ΩT :
∣∣D2u∣∣2 > 4c4λ}⊂ {(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}= Eλ.
Then according to (3.13) in Lemma 3.2, we discover
{
(y, s) ∈ ΩT :
∣∣D2u∣∣2 > 4c4λ}⊂
{
(y, s) ∈
⋃
k1
K5rk (yk, sk):
∣∣D2u∣∣2 > 4c4λ
}
.
Thus
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > 4c4λ}∣∣∑
k1
∣∣{(y, s) ∈ K5rk (yk, sk): ∣∣D2u∣∣2 > 4c4λ}∣∣.
Next we deduce from Lemmas 3.4 and 3.5 that
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λ
∑
k1
∫
{(y,s)∈Krk (yk,sk): |D2u|2>λ4 }
∣∣D2u∣∣2 dxdt
+ C2 1
λδ2
∑
k1
∫
{(y,s)∈Krk (yk,sk): |f|2>λδ
2
4 }
|f|2 dxdt
 C2 1
λ
∫
{(y,s)∈ΩT : |D2u|2>λ4 }
∣∣D2u∣∣2 dxdt
+ C2 1
λδ2
∫
{(y,s)∈ΩT : |f|2>λδ24 }
|f|2 dxdt
for some universal constant C = C(c0, c1,n,N) > 0. Here the last inequality comes from the fact that
{Krk (yk, sk)} are disjoint. With the estimates above we compute I2 as follows:
I2 =
∞∫
λ2
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > 4c4λ}∣∣d[φ(4c4λ)]
 C2
∞∫
λ2
[
1
λ
∫
{(y,s)∈ΩT : |D2u|2>λ4 }
∣∣D2u∣∣2 dxdt]d[φ(4c4λ)]
+ C2 1
δ2
∞∫
λ2
[
1
λ
∫
{(y,s)∈ΩT : |f|2>λδ24 }
|f|2 dxdt
]
d
[
φ(4c4λ)
]
.
But then (2.7) in Lemma 2.4 implies
I2  C22
∫
ΩT
φ
(∣∣D2u∣∣2)dxdt + C3
∫
ΩT
φ
(|f|2)dxdt (3.29)
for some positive constants C2 = C2(c0, c1,n,N, φ) and C3 = C3(c0, c1,n,N, φ, ). Consequently, it
follows from (3.27)–(3.29) that
∫
ΩT
φ
(∣∣D2u∣∣2)dxdt =
∞∫
0
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣2 > λ}∣∣d[φ(λ)]
 C1
∫
ΩT
φ
(|f|2)dxdt + C22
∫
ΩT
φ
(∣∣D2u∣∣2)dxdt + C3
∫
ΩT
φ
(|f|2)dxdt.
We next recall the a priori assumption (3.2) and select  > 0 so that
0< C2
2 < 1,
obtaining the desired a priori estimate (3.1). 
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In the preceding section we have established the a priori estimate (3.1) under the a priori regular-
ity assumption (3.2). In this section we shall remove the a priori regularity assumption (3.2), thereby
completing our proof of the main result, Theorem 2.7.
Proof of Theorem 2.7. We ﬁrst recall that the given bounded, open domain Ω is (δ, R)-Reifenberg ﬂat,
where δ is the small positive constant which has been determined in the previous section. According
to Lemma 4.2 in [4], every  inner neighborhood
{
x ∈ Ω: d(x, ∂Ω) > }
of the domain Ω is a Lipschitz domain with the (δ, R)-Reifenberg ﬂatness property for 0<   R/5,
where d denotes the usual distance function. Then using a further standard approximation of a Lip-
schitz domain by smooth domains, one can extract a sequence of smooth domains Ωk with the
uniform (δ, R)-Reifenberg ﬂatness property such that
Ωk ⊂ Ωk+1 ⊂ Ω, and dH
(
∂Ωk, ∂Ω
)→ 0 as k → ∞, (4.1)
where dH denotes the usual Hausdorff distance.
Next we select a sequence of smooth functions Aαβabk,i j in C
∞(Rn+1;Rn4N2 ) satisfying the basic
structural conditions (2.2)–(2.3) and the regularity requirement (2.9) such that
Aαβabk,i j → Aαβabi j in Lp as k → ∞ for each 1< p < ∞. (4.2)
Given a Young function φ ∈ 2 ∩ ∇2 with |f|2 ∈ Lφ(ΩT ), one can select a sequence of smooth
functions fk = { f ik,αβ} in C∞0 (ΩT ;RNn
2
) such that
|fk|2 → |f|2 strongly in Lφ(ΩT ) as k → ∞, (4.3)
and then from the relation (2.5), we also have
fk → f strongly in L2
(
ΩT ;RN
)
as k → ∞. (4.4)
Then according to standard theory for a linear uniformly parabolic system with the smooth data
Aαβabk,i j , fk and on the smooth parabolic cylinder Ω
k
T , there exists a unique smooth solution vk ∈
C∞(ΩkT ;RN ) of
⎧⎪⎨
⎪⎩
∂vik
∂t
+ Dαβ
(
Aαβabk,i j Dabv
j
k
)= Dαβ f ik,αβ in ΩkT ,∣∣vik∣∣+ ∣∣Dvik∣∣= 0 on ∂pΩkT .
(4.5)
Needless to say, |D2vk|2 ∈ Lφ(ΩkT ). Then as in the preceding section, we have the following Hessian
estimate in Orlicz spaces
∫
Ωk
φ
(∣∣D2vk∣∣2)dxdt  C
∫
Ωk
φ
(|fk|2)dxdt,T T
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∫
ΩkT
φ
(∣∣D2vk∣∣2)dxdt  C
∫
ΩT
φ
(|f|2)dxdt. (4.6)
Now we next extend vk and Dvk to be zero vector and zero matrix, respectively, outside ∂pΩkT ,
and denote this extended vector-valued function by vk . We then ﬁx l, a positive integer and consider
k suﬃciently larger than l in (4.1). Since ΩkT is a parabolic cylinder, we observe from standard L
2-
estimate for (4.5) mentioned in Section 2 that
‖vk‖H1/2(a,a+T ;L2(Ωl;RN ))  ‖vk‖H1/2(a,a+T ;L2(Ωk;RN ))  C‖fk‖L2(ΩkT ;RNn2 ).
Then (4.1) and (4.4) imply that
‖vk‖H1/2(a,a+T ;L2(Ωl;RN ))  C‖f‖L2(ΩT ;RNn2 ). (4.7)
By the same observations as above, it also follows from Poincaré’s inequality that
‖vk‖L2(a,a+T ;H2(Ωl;RN ))  C‖vk‖L2(a,a+T ;H20(Ωk;RN ))
 C
∥∥D2vk∥∥L2(a,a+T ;L2(Ωk;RN ))
 C‖fk‖L2(ΩkT ;RNn2 )  C‖f‖L2(ΩT ;RNn2 ).
Consequently, this estimate and (4.7) imply {vk}k is uniformly bounded in
H2,1/2
(
ΩlT ;RN
)= H1/2(a,a + T ; L2(Ωl;RN))∩ L2(a,a + T ; H2(Ωl;RN)).
Thus there exists vl ∈ H2,1/2(ΩlT ;RN ) such that, up to a non-relabeled subsequence,
⎧⎪⎨
⎪⎩
vk ⇀ v
l weakly in H1/2
(
a,a + T ; L2(Ωl;RN)),
vk ⇀ v
l weakly in L2
(
a,a + T ; H20
(
Ωl;RN)),
vk → vl strongly in L2
(
a,a + T ; L2(Ωl;RN)),
(4.8)
as k → ∞. Then since the system (4.5) is linear, it follows from (4.2) and (4.4) that on passing to
weak limits in (4.5), vl ∈ H2,1/2(ΩlT ;RN ) is a weak solution of the original system (2.1) in Ω lT . On
the other hand, we observe that the limit vl is obtained from the same sequence, to see that this
vl is independent of l. Thus one can write vl = v on each Ω lT . Additionally, by extending vl and
Dvl outside ∂pΩlT by zero vector and zero matrix, respectively, it is assumed to have constructed a
vector-valued function v so that this v is a zero vector and Dv is a zero matrix outside ∂pΩT .
To proceed, we next deﬁne Ll(p, x, t) = φ(|p|2) for p ∈ RNn2 and (x, t) ∈ Ω lT . Then Ll  0, and
the function p → Ll(p, x, t) is convex for each (x, t) ∈ Ω lT , since φ is a Young function. Then as in
Theorem 1, p. 446 in [11], one can show that the functional
Il[w] =
∫
Ωl
Ll
(
D2w, x, t
)
dxdt =
∫
Ωl
φ
(∣∣D2w∣∣2)dxdtT T
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non-relabeled subsequence, that
vk ⇀ v weakly in L
2(a,a + T ; H2(Ωl;RN)) as k → ∞.
Then using the weak lower semicontinuity of the Il , we infer from (4.1) and our deﬁnition of vk that∫
ΩlT
φ
(∣∣D2v∣∣2)dxdt  lim inf
k→∞
∫
ΩlT
φ
(∣∣D2vk∣∣2)dxdt  lim inf
k→∞
∫
ΩkT
φ
(∣∣D2vk∣∣2)dxdt.
Then according to (4.6), we have
∫
ΩlT
φ
(∣∣D2v∣∣2)dxdt  ∫
ΩT
φ
(|f|2)dxdt. (4.9)
We recall (4.1) and let l → ∞ in the inequality (4.9) to ﬁnd
∫
ΩT
φ
(∣∣D2v∣∣2)dxdt  ∫
ΩT
φ
(|f|2)dxdt.
Now it only remains to check that v = u in ΩT . But it is clear, as one can, as usual, test the
original system (2.1) by v − u in ΩT and apply the strong ellipticity condition (2.3), to ﬁnally obtain
that v = u in ΩT . 
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