Deep neural networks have been widely fostered throughout the last years, primarily on account of their outstanding performance in various tasks, such as objects, images, faces, and speeches recognition. However, such complex models usually require large-scale datasets for training purposes; otherwise, they can get overfitted and therefore not achieve consistent results over unseen data. Another problem among deep models concerns their hyperparameter setting, which may require an experienced user and much effort to calibrate them, despite being application-dependent.
Introduction
Machine learning techniques habitually suffer from overfitting under the lack of data, which may cause premature convergence and thus poor generalization over unseen data. The problem gets critical when dealing with deep learning architectures since such complex models often require lots of data for parameter learning. In order to overcome this issue, diverse approaches can be highlighted, such as regularization, data augmentation, and hyperparameter fine-tuning. Since this work focuses on the latter approaches, we concentrated the literature review in the works that deal with such a problem.
In the context of parametrized machine learning techniques, one shall refer to two different denominations: (i) parameters and (ii) hyperparameters. Usually, the first term stands for low-level parameters that are not controlled by the user, such as the connection weights in neural networks. Another term refers to high-level parameters that can be adjusted and chosen by the user, such as the weight decay and the hidden neurons layer's size, among
Deep Belief Networks
In this section, we define the fundamental notions regarding Deep Belief Networks, as well as the theoretical background of RBMs, which are the basis for DBNs understanding.
Restricted Boltzmann Machines
Restricted Boltzmann Machines are physics-inspired neural networks. They are energybased stochastic architectures constituted of two neuronal layers, visible and hidden, where neurons in the same layer do not share any connections. Additionally, its learning procedure is evaluated in an unsupervised way. Let v and h be the visible and hidden units, respectively. Additionally, let them be binary units, i.e., v ∈ {0, 1} m and h ∈ {0, 1} n . One can calculate the energy function of an RBM using Equation 1, as follows:
where a and b are the biases of visible and hidden units, respectively. Moreover, one can use Equation 2 to calculate the probability of a joint configuration (v, h):
where its denominator is a normalization factor that stands for all possible visible and hidden units configurations. Fundamentally, the RBM learning algorithm estimates W, a and b values. An optimization algorithm, such as the gradient ascent, is used to optimize the loglikelihood of the training samples and estimate proper W, a and b values. Considering a single visible unit, it is possible to compute its probability over all possible hidden vectors using Equation 3, as follows:
Furthermore, Equations 4, 5 and 6 compute the weights and biases derivates in order to update them: In practical terms, Equation 7 calculates the probability P(h|v), which stands for the probability of obtaining h given the visible vector v.
where σ (·) is the logistic sigmoid function. Similarly, the probability of obtaining v given the h is computed using Equation 8:
Therefore, it is straightforward to formulate Equation 9, which updates the weight matrix W:
where W t is the weight matrix at time step t, and η is the learning rate. Moreover, Equations 10 and 11 correspond to the visible and hidden units biases update formulae, respectively:
and
where a t and b t are the visible and hidden units biases at time step t, respectively. Afterward, Hinton [17] proposed a weight decay hyperparameter λ responsible for penalizing weights with large magnitude 1 , as well as a momentum hyperparameter α, used to control any possible falterings throughout the learning step. Therefore, Equation 9 is rewritten in Equation 12, as follows:
where δ is computed as follows:
Finally, visible and hidden units biases are adjusted using Equations 14 and 15, respectively:
and 
Stacked Restricted Boltzmann Machines
Fundamentally, DBNs are neural network architectures constituted of a group of stack RBMs, being each layer greedily trained, i.e., an RBM at a particular layer does not acknowledge others throughout its learning process. Figure 2 describes a DBN model, being each RBM at a specific layer the one portrayed in Figure 1 . Considering that, one can see a DBN as a model fashioned of L layers, being W i the weight matrix of an RBM at layer i. Moreover, it is possible to perceive that the hidden units at layer i convert into the input units to the layer i + 1. Even though it was not illustrated or mentioned in Figure 2 , there are also bias units for the visible (input) and each one of the hidden layers. Figure 2 . The standard DBN architecture.
Additionally, the learning procedure introduced by Hinton et al. [18] also employs a final fine-tuning procedure after each RBM training. Such optimization is accomplished through a Gradient descent or Backpropagation algorithm, adapting the weights matrices W i , where i = 1, 2, . . . , L. The optimization algorithm tries to minimize a fitness function, e.g., an error measure, based on the output of an extra layer situated at the top of DBN's architecture. One can see this layer often formed of logistic or softmax units, or even a supervised classifier.
Genetic Programming
Genetic Programming [12] is an evolutionary optimization algorithm, which uses principles of Darwin's Theory of Evolution and biologically-inspired operators in order to create high-level solutions of particular problems. Essentially, a common challenge in computer science areas is how to solve a problem without prior knowledge from it. GP addresses this issue by automatically creating solutions that might solve the problem and genetically breeding these solutions in order to achieve more proper resolutions.
Nevertheless, there are some fundamental differences between GP and standard Genetic Algorithms (GA). A typical GP's solution is depicted by a tree comprised of terminal and function nodes, which is illustrated by Figure 3 . Necessarily, the terminal nodes represent constant value, while the function nodes are the mathematical operators applied over the terminal nodes in order to assess the trees. During its evolution process, several operations are performed over the current population to produce a new set of more-adapted individuals, such as (i) selection, (ii) reproduction, (iii) mutation and (iv) crossover.
For every iteration, the operations mentioned above are employed throughout the population. Initially generating a possible better-tailored individual and maintaining the best ones over the generations. Afterward, mutation and crossover procedures attempt at providing a variability factor in the population. In other words, mutation changes an individual gene without considering the population, e.g., creating a new aleatory branch, while crossover switch branches within two distinguished trees. Finally, after a termination criterion is satisfied, the best individual (solution) is harvested from the tree, providing the most feasible knowledge required to solve the problem.
Methodology
The present approach intends to select a feasible set of DBN hyperparameters that minimizes the reconstruction error of the training set. Afterward, this set of parameters is employed to reconstruct the test samples. Essentially, the idea is to delegate the burden of empirically choosing machine learning algorithms' hyperparameters to a nature-inspired optimization technique.
The source code used in this work comes from three C language libraries: LibDEEP 2 , LibOPT 3 [19] , and LibDEV 4 . LibDEEP is a collection of machine learning-based techniques, containing all the implementation regarding RBMs, DBNs, and some additional techniques not used in this work. LibOPT is an assortment of meta-heuristic optimization techniques, which is designed to work with any functions' minimization. Finally, as C language is not a trivial integration language, LibDEV was developed to mitigate this issue. It is an integration library built to assimilate LibDEEP, and LibOPT together, allowing it to combine functions from both libraries and shape new algorithms, e.g., meta-heuristic optimization with DBNs.
Encoding Hyperparameters with GP
The individual (solution) vector is constituted of four decision variables to be optimized: (i) learning rate (η), (ii) number of hidden units (n), (iii) weight decay (λ ) and (iv) momentum (α). These parameters are used during the DBN learning procedure, as presented in Equations 12, 14 and 15. Therefore, each terminal node encodes a four-dimensional feature vector [η, n, λ , α], which is then combined with others through mathematical operators to evolve into a better solution along with the iterations. Figure 4 depicts an example of a typical GP individual related to our problem, where one can observe two different terminal nodes: (i) one composed of the decision variables to be optimized, and (ii) another that contains constant variables within the range of each decision variable (fictitious values for the sake of explanation). Regarding the fitness function, since we are dealing with the problem of binary image reconstruction, we used the well-known Mean Squared Error (MSE) to calculate the divergence between original reconstructed images. Therefore, the lower the MSE values, the better is the set of hyperparameters. In short, our optimization problem aims at finding the DBN hyperparameters that minimize the MSE over the training set, which is defined by Equation 16 :
whereÎ i and I i stand for the i th reconstructed and original images, respectively. Roughly speaking, the whole procedure can be expressed as following: given an initial set of individuals (trees) generated at random, then, we evaluate each one to obtain a final solution vector, i.e. [η * , n * , λ * , α * ], which is then used as the current hyperparameters for the DBN. Furthermore, the model is trained and evaluated over the training set, computing an MSE value, and associating it with that particular solution vector. This process is executed for every single individual from the current population (iteration), which is then modified by reproduction, mutation, and crossover procedures to generate a new population. The algorithm executes once again until the convergence criterion is met. After that, the selected set of parameters is then applied to reconstruct the test images. Figure 5 illustrates the above procedure. 
Datasets
In this work, three well-known public datasets were employed, as follows:
• MNIST [20] : assembled of handwritten '0'-'9' digits images. The full version holds a training set with 60, 000 images, as well as a testing set with 10, 000 images. We • Semeion Handwritten Digit [22] : composed of 1, 593 grayscale images from handwritten '0' -'9' digits written in two styles: accurate and fast ways. Furthermore, each pixel was binarized according to a 0.5 threshold and stretched into a resolution of 16 × 16. Note that we have used 477 images for the training set and 1, 116 images for the testing set. Figure 6 illustrates a few training samples from the datasets mentioned above. Furthermore, no extra pre-processing has been applied to any dataset. The descriptions mentioned above stand for their original versions. As we are using the LibDEEP, LibOPT, and LibDEV environment, all datasets need to be in a binary format 5 and are available at Recogna's Laboratory website 6 . 
Experimental Setup
This article presents a comparison between Genetic Programming and nine approaches introduced by Papa et. al [5] , as follows:
• Random Search (RS);
• Random Search Hyperopt (Hyper-RS) [23] ;
• Tree of Parzen Estimators Hyperopt (Hyper-TPE) [23] ;
• Harmony Search (HS) [2] ;
• Improved Harmony Search (IHS) [24] ;
• Global-Best Harmony Search (GHS) [25] ;
• Novel Global Harmony Search (NGHS) [26] ;
• Self-Adaptive Global Best Harmony Search (SGHS) [27] ;
• Parameter-Setting-Free Harmony Search (PSF-HS) [28] . Regarding the meta-heuristic techniques, 5 agents over 50 convergence iterations and the same parameters proposed by Papa et al. [5] were employed. Regarding GP parameters, Table 1 describes the employed configuration.
In an attempt to evaluate the sturdiness of hyperparameters fine-tuning, we assessed three unique DBN architectures: one layer, two layers, and three layers. Note that a one-layered model stands for the naïve RBM. Each DBN hyperparameter is arranged according to the following: n ∈ [5, 100], η ∈ [0.1, 0.9], λ ∈ [0.1, 0.9] and α ∈ [0.0, 0.001]. These intervals were used to bootstrap the optimization algorithms, as well as to perform the baseline random search experiment. Moreover, each DBN was trained during T = 100 epochs with Table 1 . GP parameters configuration.
Parameters Description

Number of trees 5
Iterations 50
Tree creation method GROW [12] with [2, 5] depths
Functions nodes SUM, SUB, MUL, DIV and SQRT
Terminal nodes 1, 000 random generated numbers mini-batches of size equal to 20. Additionally, in an effort to furnish a more accurate experimental validation, each DBN was trained with three distinct learning algorithms 7 : Contrastive Divergence (CD) [29] , Persistent Contrastive Divergence (PCD) [30] and Fast Persistent Contrastive Divergence (FPCD) [31] . Finally, in order to provide statistical robustness, we conducted two-fold cross-validation with 20 runnings and a Wilcoxon signed-rank test 8 (5% significance) [32] over the experiments.
Experiments and Results
This section exhibits the experimental results concerning the proposed methodology. Another way to monitor the performance of a DBN during learning is to consider the pseudo-likelihood logarithm log(PL) of the training set at each iteration (epoch), i.e., log(P(v)), which is computed over Equation 3. Figure 7 depicts the value of PL concerning different sampling techniques among the iterations during the learning procedure of a DBN with one layer, using the best set of parameters found (Figure 8 ). Nearly to 100 iterations, one can observe CD obtained the lowest value, which means it can generalize better over that data and is consistent with the results presented in Table 2 .
MNIST Dataset
In order to have a better look at the GP individuals, Figure 8 depicts one best tree obtained during the optimization procedure concerning MNIST dataset with one layer. One can observe some terminal nodes labeled with constant values, which mean the ones generated at random as aforementioned in Section 4.3. We have trees that are much smaller than this one, but we opted to show this individual in order to highlight the broad range of possibilities GP can bring us. Also, the terminal nodes labeled as [η, n, λ , α] store the random values used to initialize them at the beginning of the optimization process. 7 A single sampling iteration (k = 1) was used for all algorithms. 8 The test was conducted in Matlab, using the signrank() function. Table 3 depicts the reconstruction errors over CalTech 101 Silhouettes dataset. Once again, GP obtained the best results in all situations, achieving the lowest error so far (0.1605), and IHS obtained similar values using two and three layers, i.e., over deeper models. In this dataset, such results may lead us to conclude that deeper models optimized properly through different techniques tend to be similar. Such behavior cannot be perceived in MNIST dataset since CalTech poses a greater challenge, which can be observed by larger error values. Additionally, Figure 9 illustrates the convergence of the log(pseudo-likelihood) concerning different training algorithms among the iterations during the learning procedure of a DBN with three layers. Note that the parameters employed to construct this graph were Figure 8 . Best individual concerning an one-layered DBN optimization trained with CD over MNIST dataset. the ones illustrated by Figure 10 . Even though PCD obtained the most significant PL value from all three algorithms, it still was capable of reconstructing the test samples at the same level than the other two. Table 4 exhibits the results over Semeion dataset, where GP achieved the best results so far. This dataset appears to be the most difficult one, since we can observe larger errors, thus highlighting the robustness of Genetic Programming under such situations. Figure 12 depicts one best tree concerning DBN optimization over Semeion dataset with two layers. Now, one can observe the constant-valued terminal nodes contain eight values each, instead of the four presented in Figure 8 , since we have four values to optimize per layer (Section 4.1). Moreover, one can attain to Figure 11 and perceive that PCD obtained the lowest PL value within all three learning algorithms. 
CalTech 101 Silhouettes Dataset
Semeion Handwritten Digit Dataset
Discussion
The experiments over the already-mentioned datasets allow us to draw some important conclusions. Firstly, one can use any optimization technique instead of empirically setting DBN hyperparameters by hand. Nevertheless, this comes with a higher computational load, being only useful when there is no prior knowledge about the problem. Secondly, GP seemed to be the most effective technique among all comparisons, showing promise information about evolutionary-based algorithms in the context addressed in this paper. Additionally, as Papa et al. [5] do not describe the time spent in the experiments, one can refer to Table 5 in order to assess how many calls each optimization technique made to the fitness function 9 . Even though GP made the most amount of call to the fitness function (almost five times more), it achieved the lowest reconstruction errors, being a feasible optimization algorithm to be employed in DBNs fine-tuning. 9 One can understand a single call to the fitness function as a whole DBN training procedure. Figure 11 . Epochs x Pseudo-likelihood concerning a two-layered DBN over Semeion dataset.
Conclusions
Deep Belief Networks have been widely employed for numerous purposes throughout the last years due to their capacity in representing unknown data by encoding different sources of information. Nevertheless, there are only a few works that aim at solving the problem of model selection for such techniques, i.e., how to learn the most feasible set of parameters that led to the best results. Usually, they are accomplished by empirical evaluations, random values, or even hand-choosing, which may be time-consuming and not always the best choices. In this article, we proposed to assess the bottleneck of DBN hyperparameters fine-tuning through Genetic Programming. approaches proposed by Papa et al. [5] . In order to achieve the goal of this work, we carried out experiments using three public datasets in the context of binary image reconstruction. Although all datasets are shape-oriented, one can perceive that Semeion Handwritten Digit is the most challenging one, due to its complex shapes and higher reconstruction errors. The experiments were validated throughout a 20-runnings cross-validation process, and with three different learning algorithms: Contrastive Divergence, Persistent Contrastive Divergence, and Fast Persistent Contrastive Divergence. Regarding MNIST dataset, GP was able to obtain the best results over almost all configurations, being only comparable with IHS at PCD and FPCD in a onelayered DBN, while for the CalTech 101 dataset, GP was also able to achieve the best results, being statistically similar to IHS in five occasions, i.e., two-layer DBN (PCD and FPCD) and three-layer DBN (all learning algorithms). Considering the Semeion Handwritten Digit dataset, GP was solely able to achieve the best results, emphasizing the plausibility of using evolutionary-based optimization techniques in order to properly select machine learning algorithms hyperparameters, instead of empirically choosing these values.
Finally, we think we could accomplish the principal purpose of this work, which is DOI: 10.33969/AIS.2019.11003 56 Journal of Artificial Intelligence and Systems to foster evolutionary-based algorithms to fine-tune DBN hyperparameters. Although GP provided a higher computational load, it was capable of achieving the lowest reconstruction errors among all comparisons, being suitable to be used when there is no knowledge about the problem. Regarding future works, we aim at evaluating other variants of GP-based techniques to the context addressed in this paper. Additionally, we also plan to apply GP to Discriminative Deep Belief Networks, evaluating its performance in the context of binary image classification.
