To understand the functioning of living cells, it is often helpful or even necessary to exploit inherent timescale disparities and focus on long-term dynamic behaviour. In the present study, we explore this type of behaviour for the biochemical network of the phosphotransferase system. We show that, during the slow phase that follows a fast initial transient, the network reaction rates are partitioned into clusters corresponding to connected parts of the reaction network. Rates within any of these clusters assume essentially the same value: differences within each cluster are vastly smaller than that from one cluster to another. This rate clustering induces an analogous clustering of the reactive compounds: only the molecular concentrations on the interface between these clusters are produced and consumed at substantially different rates and hence change considerably during the slow phase. The remaining concentrations essentially assume their steady-state values already by the end of the transient phase. Further, we find that this clustering phenomenon occurs for a large number of parameter values and also for models with different topologies; to each of these models, there corresponds a particular network partitioning. Our results show that, in spite of its complexity, the phosphotransferase system tends to behave in a rather simple (yet versatile) way. The persistence of clustering for the perturbed models we examined suggests that it is likely to be encountered in various environmental conditions, as well as in other signal transduction pathways with network structures similar to that of the phosphotransferase system.
Introduction
Understanding the function of complex biochemical networks is a central part of systems biology. Many biochemical models are simple to understand because they have been constructed in reductionist ways and with the objective of making them tractable through elementary mathematics. However, as the complexity of living matter becomes better understood and models are put to the test experimentally, such simple models often prove too crude and give way to more realistic models of higher complexity. This renders the dynami-cal behaviour of many biochemical networks impossible to fathom in full detail and creates an obvious need for simplified descriptions that strike a balance between comprehensiveness and tractability [1] .
At the same time, the complex pathways that systems biology investigates often perform well-defined, biologically coherent functions. Hence, it is plausible that the nonlinear and potentially complex network interactions lend these pathways their distinctive functionality. The phosphoenolpyruvate sugar phosphotransferase system (PTS) is a characteristic example of how function can emerge from biochemical interactions. The kinetic model developed previously [2] contains 13 state variables, each of which represents the concentration of a molecular pathway component. The nonlinear interactions between these components bestow on the network an enormous potential of dynamic behaviour, a flexibity that evolution may have used to select for a precise constellation that befits relevant functions. The PTS has a few distinct functions: it is a mixed signal transduction, metabolic, and transport pathway involved in transporting various sugars into enteric bacteria and, at the same time, phosphorylating those sugars, and signalling their availability to the cellular transport and gene-expression machinery; all of this occurs in a coherent, coupled way [3, 4] . It is, then, of interest to investigate how the enormous dynamical flexibility of a nonlinear model with 13 state variables translates into such coherent, if relatively advanced, biochemical function.
The chasm between complex dynamics and biologically coherent function is frequently bridged by the presence of disparate timescales in the dynamical model in question. This timescale disparity is responsible for the strong damping of certain dynamic modes after a short transient, thus allowing the remaining modes to dictate the long-term dynamic behaviour. This state of affairs is manifested foremost through the emergence of approximate, typically nonlinear constraints, which apply past a short initial transient and constrain the concentrations of the constituents of the network. In terms of the state space, such constraints correspond to lower-dimensional subsets called slow invariant manifolds (SIMs), much in the same way that conservation equations correspond to linear subspaces. Initial states of the system quickly collapse onto such SIMs, so that the long-term evolution of the network is dictated by the dynamics on such a SIM. Detailed descriptions of the theory of timescale separation and SIMs are provided elsewhere [5, 6] . In the present study, we illustrate these concepts in terms of a paradigmatic example offered by the irreversible enzymatic reaction:
The full dynamics of this reaction is governed by a system of two ordinary differential equations (ODEs) for the concentrations of substrate (S) and of enzyme-substrate complex (C). An approximation of the (unknown) constraint is derived using the Ansatz that, past an initial fast transient during which complex builds up, it remains in quasi-steady-state (i.e. it is permanently balanced with respect to the instantaneous concentration of substrate). We denote the phase following the fast transient, in which this balancing occurs and hence the dynamics is slow, the 'partially relaxed phase'. The analytical expression of this quasi-steady-state assumption (QSSA) is the celebrated Briggs-Haldane approximation [7] , C = E 0 S/(S + K M ), where E 0 is the total concentration of enzyme and K M = (k À1 + k 2 )/k 1 is the Michaelis-Menten constant. The SIM is a curve in the (S,C)-plane close to the curve described by the BriggsHaldane approximation, and trajectories quickly converge to it. An approximation of the dynamics of S on this curve is generated by Michaelis-Menten kinetics based on the Briggs-Haldane approximation, dS/ dt = ÀV max S/(S + K M ), where V max = k 2 E 0 is the maximum velocity [8, 9] . For many practical purposes, and as long as certain conditions are satisfied [10, 11] , the dynamical behaviour of the pathway in Eqn (1) is adequately described by this single ODE for S. The QSSA outlined above remains the most prominent method to simplify biochemical models by taking their multiscale structure into account. The limitations of the QSSA have been discussed extensively in the literature [11, 12] . In the present study, we employ an extension of the QSSA called the zero-derivative principle (ZDP), which has been demonstrated to capture the essential nonlinear dynamics on the SIMs of biochemical systems more accurately [13] . Using it, we analyze the reaction rates of the PTS during the partially relaxed phase, that is, after the concentrations have gone through a short phase (fast transient) where they change appreciably and have entered a second phase where their change is far more gradual. In particular, we compute these rates on (an approximation of) a one-dimensional SIM, aiming to determine the system dynamics past the fast transient. We find that these rates evolve coherently: they belong to one of two distinct clusters, each of which is characterized by the magnitude of the rates it encompasses. In that sense, the complexity of the full system dynamics is reduced by the timescale disparity evident in it. In particular, through the action of the fast contracting dynamics, the network state evolves in a way that makes the reac-tion rates cluster. This clustering phenomenon also reflects on the concentrations of the network constituents. Specifically, a large part of the network is partitioned into disjoint clusters whose constituents are nearly-equilibrated already by the end of the transient phase and hence well before the system has equilibrated fully. The remaining constituents form interfaces, that is, regions separating neighbouring clusters, and their concentrations are far from equilibrium but proceed to it coherently. In this sense, we find that the slower dynamics during this final approach to the steady-state is contained in subnetworks (i.e. the interfaces), whereas the remaining part of the network can be viewed as equilibrated for most practical purposes. We shall demonstrate that clustering of this sort also appears in systems differing from the PTS both in kinetic parameter values and in network topology.
We first present our findings regarding the clustering behaviour of the reaction rates and the concentrations in the PTS. Subsequently, we demonstrate the robustness of our results by showing this behaviour persists for a large set of parameter values and also for other model structures similar to that of the PTS. We then formulate the clustering phenomenon in these types of systems in terms of analytical constraints to gain additional insight into the relationship between the clustering of the rates, on the one hand, and the particular behaviour of the concentrations, on the other. This is followed by a discussion of the results obtained. In the final section, we describe the PTS model and details of our computational methodology for investigating clustering.
Results

Rate profiles
The PTS model considered in the present study was introduced by Rohwer et al. [2] . It is depicted graphically in Fig. 1 . The corresponding kinetic equations and parameter values are summarized in Tables 1 and  2 and a short discussion is provided in the Materials and methods. A more detailed discussion is provided elsewhere [13] , where it is also shown that the model's slow dynamics is constrained to follow [EIIAÁP] . This last statement is meant in the sense that the concentrations of all reactants (i.e. the state variables) are parameterized by [EIIAÁP] (on the SIM), much like C is parameterized by S in the enzymatic reaction according to the Briggs-Haldane approximation. The accurate approximation of these constraints (the SIM) is an intricate task; much more so than formulating the Briggs-Haldane approximation. We hence defer the corresponding discussion to the Materials and methods and limit ourselves to plotting the approximations obtained by employing the QSSA and the newer ZDP method (Fig. 2) . These approximations are henceforth called the 'QSSA curve' and 'ZDP curve', respectively. Additionally, we limit [EIIAÁP] to take values between 10 lM and 35 lM (physically feasible region) because no constraining curve appears to exist outside that interval.
To investigate rate behaviour during the slow phase, we computed the ten reaction rates in the PTS model at each point of the (numerically tabulated) ZDP curve. For each rate, the outcome of this procedure is another curve (the rate profile), which collects the values of that rate and indexes them by [EIIAÁP] . We plot these rate profiles in Fig. 3B ; for any value of [EIIAÁP] and any specific reaction rate can be read the value of that rate at the corresponding point on the constraining curve. For comparison Fig. 3A depicts the rate profiles based on the QSSA approximation; for a discussion of the differences between the two, see below.
We note that the analysis of the rate profiles (for this and other models) is the focus of the present study and that ZDP is used solely to accurately estimate the EIICB P Glc EIIA P EIICB HPr P EIIA EI P HPr EI P Pyr PEP EI HPr P EIIA EIICB P Glc Glc P EIICB EIIA P HPr EI P Pyr Fig. 1 . Biochemical interactions in the PTS model. The 13 compounds are depicted as boxes; their concentrations correspond to dynamical variables. The concentrations of PEP, Pyr, GlcÁP, and Glc are assumed to be clamped (constant). Composite molecular names correspond to molecular complexes. EI, enzyme I; EIIA, enzyme IIA; EIICB, enzyme IICB; Glc, glucose; HPr, histidine protein; P, phosphate group; PEP, phosphoenol pyruvate; Pyr, pyruvate. The two larger boxes encompass the rate and concentration clusters. SIM (i.e. the locations at which we compute the rates for the full PTS system). In particular, we do not use ZDP to reduce the model as was carried out previously [13] .
Clustering of the reaction rates
The QSSA rate profiles in Fig. 3A suggest that v 1 , …, v 6 assume identical values during the partially relaxed phase; the same is true for v 7 , …,v 10 . Indeed, the QSSA condition expresses mathematically the demand that all state variables except for [EIIAÁP] be equilibrated and thus produced and consumed at the same rate [see Eqn (11) in the Materials and methods, with m = 0 and x = [EIIAÁP]]. Hence, it reads precisely v 1 = … = v 6 and v 7 = … = v 10 . A somewhat similar clustering is found using ZDP [again, see Eqn (11) , with x as above but m = 1]. Clustering persists here also for the entire interval [10 lM, 35 lM] for [EIIAÁP] but clustered rates assume similar (not identical) values. Additionally, and contrary to QSSA, ZDP groups v 5 with the latter rate cluster. To determine which clustering is correct, we monitored rate evolution in the full model for a few different initial conditions. The resulting rate trajectories of the critical rate v 5 and, additionally, of v 6 are reported in Fig. 3C ,D. As the system enters the partially relaxed phase, the rate trajectories collapse onto the actual rate profiles. Plainly, these trajectories approach the ZDP rate profiles; in particular, v 5 is indeed grouped with v 7 , …, v 10 . This establishes that ZDP profiles capture accurately actual rate behaviour in the partially relaxed phase, whereas their QSSA counterparts do not. To substantiate, as well, that the ZDP curve correctly predicts the clustering for all ten [GlcÁP] , are assumed to be constant. All concentrations are measured in micromolar (µM) and time is measured in minutes. rates, we display the full-model evolution of these rates in Fig. 3E . We also compare these rate trajectories to the ZDP rate profiles in Table 3 .
Clustering of the concentrations
Interestingly, the rates within the two reaction rate clusters outline connected compound clusters of the PTS network. These clusters are depicted in Fig. 1 , where we have boxed together compounds whose concentrations are controlled by rates belonging to the same cluster. A necessary consequence of this observation is that the concentrations of such compounds should effectively assume their steady-state values already by the end of the fast transient. Indeed, as shown in Fig. 1 , all network constituents within a given cluster are produced and consumed at rates that are approximately equal during this slow phase. As a result, the overall change in their concentrations during that final stage of their approach to their steadystate values should be rather limited. This expectation, effectuated by the rate profiles in Fig. 3B , is directly confirmed by the concentration profiles collected in Fig. 2 .
By stark contrast, the concentrations of molecules on the interface between the two clusters, namely [HPrÁP] , [HPrÁPÁEIIA] , and [EIIAÁP], should change significantly during the partially relaxed phase, because these are produced and consumed at rates that differ substantially. This prediction is also directly confirmed by the concentration profiles in Fig. 2 . This is also to be expected by the rate profiles because these two composites are produced and consumed at approximately equal rates: v 4 and v 6 , respectively, for the former and v 5 and v 7 for the latter.
It is important to note the ability of QSSA (or lack thereof) to predict this state of affairs. The QSSA condition erroneously places the interface at EIIA and EIIAÁP: according to the QSSA-generated rate profiles, these are the sole network components produced and Table 3 . Comparison between rate trajectories and the ZDP rate profiles. The relative differences between the rates on two trajectories of the full system and the rates on the ZDP curve, d i = |v i (ZDP 1 )-v i (trajectory)|/|v i (trajectory)| for i = 1,…,10, expressed as percentages. The trajectories were initialized in points on the ZDP curve at each of the end points of the physically feasible region. Fig. 2 correctly identifies the clustered compounds (changing only slightly) and those on the interface (changing appreciably). Clearly, the predictions based on the QSSA-generated rate profiles and the QSSA curve are contradictory and QSSA is inconsistent. Among these sets of predictions, it is the latter that adequately represents reality and must be trusted.
Dependence on environmental conditions
We next investigate whether clustering can be expected to occur under different environmental conditions by investigating the slow dynamics in models with perturbed parameter values. Here again, we thoroughly compared rate trajectories with ZDP rate profiles, as described above; in all cases, these were essentially identical past a fast transient (data not shown).
We first increase or decrease ten-fold any one of the four boundary concentrations [ resulting clusters is identical to that for the original parameter set (original clustering); compare with Fig. 3B . Figure 4B shows that, close to the steadystate, these clusters dissolve, yet the rates v 1 , …, v 4 remain clustered together, as do v 8 and v 9 ; also, these two clusters correspond to connected compound regions of the network, depicted in Fig. 4E . This dissolution of the original clusters near steady-state indicates that rates clustered together do not assume identical values on the SIM but, rather, form bands that mix with each other close to the steady-state because all rates must assume nearby values close to it. Also, for the remaining seven perturbed parameter sets, the original clustering was observed. In these cases, the rate profile bands are sufficiently narrow for the two original clusters to be maintained also near steady-state. One of these cases (corresponding to a ten-fold increase in [Glc] ) is depicted in Fig. 4C . We apply the same process after modifying one of the four total protein concentrations, again by a factor of ten. We find that the original clustering is reproduced in the cases [ Our results demonstrate that clustering into connected network components occurs for a variety of substantial changes in the environment. Also, for a majority of these changes, the original network decomposition is maintained. Yet, interestingly, certain changes in the total enzyme concentrations result in a different composition of the clusters.
Clustering in other signal transduction pathways
Signal transduction pathways consisting of coupled cycles of phosphorylation, acetylation or ubiquitination exhibit network structures similar to that of the PTS. Hence, an emergent question is whether clustering behaviour may be expected in other such signal transduction pathways. We first investigate this issue for networks that also consist of four cycles but contain proteins with kinetic properties differing from their PTS counterparts. Accordingly, we apply a computational analysis of the type outlined above to models with the same network structure but with arbitrarily chosen parameter values. Two such examples are presented in Fig. 5 , where we plot the ZDPgenerated rate profiles and display the corresponding network partitioning for two arbitrarily chosen parameter sets A and B (Table 2) ; plainly, clustering occurs. We also performed the same type of analysis for several other, similarly arbitrary parameter sets. Clustering of the network into connected subnetworks occurred in all cases, with cluster composition depending on the parameters (data not shown).
Finally, we investigate whether clustering may be expected also in signal transduction pathways with different numbers of cycles. Specifically, we perform the same type of analysis for models with three, five, six and seven cycles; see the general network structure in Fig. 6 . The three-cycle model that we consider was obtained by excluding the leftmost cycle from the PTS network and clamping the two leftmost concentrations to their steady-state values. Models with more cycles were constructed by adding cycles with arbitrary parameter values ( Table 2 ). Our analysis reveals that clustering occurs in all of these models and the clusters also for these models correspond to connected parts of the network (Fig. 7) .
When can we expect clustering?
The results presented above show that clustering occurs generically in the signal transduction networks consisting of coupled cycles of the type depicted in Fig. 6 . Hence, the question arises as to how the clustering phenomenon and the composition of the clusters depend on the network properties. In this section, we address this intricate question partially by relating clustering in these systems to the particular form of their stoichiometric matrix and to properties of their kinetic state equations.
Network structure of PTS-like systems
We first establish a canonical form of the stoichiometric matrix S for networks with an arbitrary number m of cycles (Fig. 6) . This matrix appears in the familiar evolution equations for the concentrations:
where z is the state vector and the vector v(z) collects the reaction rates. By inspection of Fig. 6 , we see that the number of state variables can be reduced from 3 m + 1 to n = 2 m + 1 by using the m linear conservation relations; see, also, our concrete discussion in Materials and methods on total protein conservation for each cycle of the four-cycle PTS network. We assume that this reduction has been carried out by eliminating the concentrations of the free proteins E 1 , E 2 , …, E m , in Fig. 6 . We additionally order the remaining n state variables and the rates in a meandering manner from left to right, following the direction of the reactions: the rate at which AÁP is consumed is labelled v 1 and the corresponding product, AÁPÁE 1 , is labelled z 1 . With these assumptions, the network is unfolded into the linear chain:
with AÁP and BÁP clamped. The matrix S assumes a form describing that and any other reaction chain: 
It is important to note here that the rates in Eqn (3) are not linear functions of the reactant concentrations, as for a chain of first-order reactions. Instead, they involve eliminated variables and hence are quadratic; the unfolding (3) is only stoichiometric. 
Clustering in terms of vector field constraints
We have already addressed qualitatively the relation between relaxation of rates, on the one hand, and concentrations, on the other, for the original PTS model. Here, we formulate a general framework connecting these phenomena. To do that, we translate the existence of connected clusters and of coherent behaviour of the interface into a set of constraints on the vector field components. In what follows, we suppress the dependence of f and v on the state z to avoid cluttering the equations.
In a system such as that shown in Eqn (2) with a stoichiometric matrix of the form shown in Eqn (4), the vector field components are given by:
By virtue of these equations, two rates v j and v j+p cluster together if:
In particular, v j and v j+1 belong to the same cluster if the jth component of f approximately vanishes,
so that clustering of these two rates implies near-equilibration of the concentration z j in the slow phase.
Note that these two rates are connected via z j (Fig. 6) . Similarly, v j and v j+3 are always connected when j is odd, as they then correspond to the consumption and production rates of an eliminated free protein concentration, and these rates cluster when:
This constraint is similar to Eqn (7) because it implies the near-equilibration of an (eliminated) concentration and yields a connected pair of clustered reaction rates. In networks of the type shown in Fig. 6 , a pair of reactions v j and v j+p are connected only if they are related in one of the two ways described above (i.e., if p = 1 or if p = 3 and j is odd) and hence constraints of the type in Eqns (7, 8) suffice to fully describe connected rate clustering. As we illustrate below for the original PTS model, these constraints also fully describe the relaxation behaviour of both the clustered and the interface concentrations. For the PTS model with original parameter values, the rate clustering of Fig. 3B is equivalent to six constraints of the form shown in Eqn (7) (j = 1, 2, 3, 7, 8, 9) and two of the form shown in Eqn (8) (j = 3, 5). The former constraints express near equilibration of the six non-eliminated, non-interface compounds; the latter ones express near equilibration of the (eliminated) free protein concentrations [HPr] 
As we remarked earlier, these three pairs of rates involve rates belonging to different clusters, and therefore these three concentrations continue changing considerably during the slow phase. From the clustering constraints, we obtain relationships between these vector field components: subtracting Eqn (7), with j = 3 and j = 7, from Eqn (8), with j = 3 and j = 5, yields f 4 % Àf 5 % f 6 , with each component being nonzero away from the steady-state. These constraints, or their equivalent formulation f 4 + f 5 % f 5 + f 6 % 0, imply that z 4 + z 5 and z 5 + z 6 are nearly equilibrated during this slow phase, which is in accordance with our previous observations. As such, they demonstrate that these interface concentrations change coherently driven by [EIIAÁP] . We conclude that the eight aforementioned constraints effectively describe all three different aspects of the clustering phenomenon in the PTS: the clustering of the rates, the near equilibration of the clustered compounds, and the coherent behaviour of the interface concentrations. The number of constraints shown in Eqns (7, 8 ) also determines the number of clusters. As seen from the network structure in Fig. 6 , there are n state variables and n + 1 rates. It follows that the number of clusters is n + 1 minus the number of linearly independent constraints of either form: Eqn (7) 
. .
with k denoting the number of constraints and a ij being positive integers, then the number of linearly independent constraints equals the rank of the matrix A. This last remark may be employed to compute the number of independent constraints for systems much larger than the PTS. The above analysis demonstrates that, for the generic signal transduction networks depicted in Fig. 6 , clustering of the rates is necessarily accompanied by specific system dynamics: during the transient phase, the system state quickly adjusts to satisfy approximate vector field constraints of the form shown in Eqns (7, 8) . These constraints subsequently persist along the SIM, dictating the near-equilibration of clustered compounds and governing the evolution of interface ones. The dissolution of clusters near steady-state that is observed in certain systems (Fig. 4A,B) corresponds to the abolition of some of these constraints as the system approaches steady-state. The incorporation of a rate into a cluster as the system evolves along the SIM observed in other systems (Fig. 4D) corresponds to the addition of one constraint during this evolution.
The slow eigenvector as a diagnostic tool for clustering
As we have demonstrated previously, the existence of clusters can be deduced from SIM approximations. However, the tabulation of such a curve incurs a certain computational cost [13] . Here, we propose to assess the possibility of clustering by means of a simple local analysis at steady-state.
Let us term the eigenvector of the Jacobian of the vector field corresponding to the eigenvalue closest to zero, hence representing the slowest dynamics, the 'slow eigenvector'. It can easily be shown that this eigenvector is tangent to the SIM at steady-state. Hence, by continuity, the vector field on the SIM near the steady-state is nearly parallel to this eigenvector. Consequently, in a neighbourhood of the steady-state, the constraints shown in Eqns (7, 8) on the vector field translate into constraints on the slow eigenvector: u j % 0 and u j þ u jþ1 þ u jþ2 % 0 ðwith j oddÞ (10) respectively. Thus, computing that eigenvector at the steady-state, which can be done at minimal computational cost, already offers information on the possibility of clustering.
We demonstrate the use of the slow eigenvector in deducing clustering in the (original) PTS model. That vector, at steady-state and normalized to make its largest (in absolute value) component equal to one, is given by: u ¼ ½0:00; 0:01; À0:01; 1:00; À0:87; 0:88; 0:04; 0:00; 0:04 It is plain to see that constraints of both types in Eqn (10) are satisfied: six constraints of the first type (j = 1,2,3,7,8,9) and two of the second type (j = 3,5). As discussed above, this points to precisely analogous constraints on the vector field, those in Eqns (7, 8) with the same values of j, holding on the SIM and close to steady-state. These are, indeed, the vector field constraints that describe the particular clustering in this model (see our earlier discussion).
One of the approximate relations above (the constraint of the second type with j = 3) only holds rather approximately. This tells us that, very near the steadystate, the value of v 6 deviates slightly from the values of the remaining rates in its cluster. In other words, this cluster sightly dissolves very near the steady-state (see our previous remarks on cluster dissolution). Naturally, the eigenvector analysis presented here only applies close to the steady-state; to investigate rate clustering away from it, SIM approximations need to be employed.
Discussion
The complexity of biochemical systems in living cells renders their dynamics unintuitive and their function difficult to fathom. Constructing simplified views of their dynamics without obscuring their essential complexity is therefore of perennial interest. The PTS serves as a prime example of a model with potentially rich dynamics because it involves a moderately large number of molecular components interacting nonlinearly with each other [2] . It is also of great interest because it participates in advanced regulatory functions of many prokaryotic cells and has the unique property of integrating three major types of molecular processes: metabolism, transport and signalling. Therefore, it is worthwhile to develop a reduced (but not oversimplified) overall view of its dynamics.
Previously, we focused [13] on approximating relations for the PTS model that constrain the system state during the final, slow, partially relaxed phase of the approach to steady-state to a single concentration. In the present study, we developed further the picture obtained through these approximations by investigating the reaction rates in this slow phase. We observed that these rates form two distinct clusters: the rates within each cluster assume similar values, whereas the characteristic rate magnitudes for the two clusters differ. In other words, after a sharp transient when the rates change quickly, the rates assume the characteristic values corresponding to the cluster that they belong to. Subsequently, rates within the same cluster remain approximately equal during the slow approach to the steady-state, at which they all become equal.
The rate clusters outline two disjoint, connected subnetworks of the PTS network shown in Fig. 1 . This suggests that rate clustering pertains to the communication between adjacent reactions: apparently, reactions clustered together communicate well on a fast timescale and, accordingly, their corresponding rates are adjusted to their characteristic levels already at the end of the corresponding transient. The two subnetworks effectively operate at these distinct levels during the partially relaxed phase, and thus essentially all network activity is restricted to a three-compound interface separating them. This activity slowly brings the system to its steady-state, where all rates are equal.
Clustering paints an intuitively lucid picture of PTS behaviour during the relaxation phase. It is conceivable, nevertheless, that this picture does not correspond to the actual network behaviour in vivo as a result of possible uncertainties inherent in the model (e.g. due to measurement errors or lack of detailed kinetic information). To settle this issue, we investigated the robustness of the clustering phenomenon upon altering parameter values. Changing a parameter value by a factor of ten or four parameter values by a factor of two also leads to clustering, with cluster constitution varying slightly as a rate or two switches from one cluster to the other. These results suggest that the clustering phenomenon per se is rather robust with respect to variations in the parameter values, and hence they strengthen the probability that clustering occurs in the PTS in vivo.
The observation that the PTS is robust vis-a-vis small parameter changes indicates, also, how clustering may depend on natural environmental variations such as changes in the gene expression pattern, metabolism, or availability of extracellular glucose. Interestingly, cluster constitution appears rather robust with respect to changes in the external metabolite concentrations, [ [HPr] tot by the same factor (which may be the result of differential expression of the corresponding genes) led the fifth reaction rate to switch cluster over a large part of the curve including the steady-state (Fig. 4D) .
This (limited) variability of cluster constitution suggests that the PTS exhibits a (perhaps similarly limited) number of different operational modes depending on environmental conditions. In other words, by adjusting the gene-expression of certain enzymes involved in the pathway and hence controlling the clustering composition, the cell can remove compounds from the interface between the clusters and add others to it and thus radically change the dynamics. Because several of these compounds participate in signaling cascades that regulate gene expression, such differential dynamics may, in turn, play a role in that regulation; thus, different cluster compositions could correspond to different operational modes.
In a similar vein, by arbitrarily picking parameter values and by considering models comprised of different numbers of coupled cycles, we investigated the likelihood of clustering occurring in other signal transduction pathways similar to the PTS. We observed clustering in all the cases that we considered (see Fig. 5 ). This led to the division of the network into subnetworks, the molecular components of which were either all essentially equilibrated or far away from their steady-state values. We thus confirmed that clustering is a generic phenomenon occurring in a variety of pathways.
Motivated by these results, we aimed to relate clustering to the properties of more general, PTS-like networks (Fig. 6) . It turns out that grouping into connected clusters occurs exactly when certain constraints on the vector field [Eqns (7, 8) ] are fulfilled on the SIM. Each one of these dictates the near-equilibration of the concentration of either a state variable [for Eqn (7) ] or a free protein [for Eqn (8) ]. This establishes that, during the fast transient, the rates of change of certain concentrations quickly approach zero; the degree to which this occurs generically is that of clustering being generic. Finally, we observed that clustering near steady-state corresponds to fulfillment of constraints of the aforementioned type reformulated in terms of the slow eigenvector of the Jacobian of the vector field. Accordingly, checking the fulfillment of such constraints at steady-state (a simple computational task requiring little algorithmic effort) provides a means to assess the possibility of clustering.
The fact that clustering was observed in all models we investigated suggests that the vector field (or the slow eigenvector) generically fulfills several constraints of the aforementioned types on the SIM. Accordingly, the intriguing issue of understanding why clustering occurs is equivalent to determining which network properties dictate that such constraints are generically fulfilled. This task clearly warrants further numerical experimentation and theoretical analysis. Accordingly, one would need to develop a theoretical understanding of where in the high-dimensional parameter space clustering may occur, then sample those regions extensively and, finally, identify and verify cluster composition in an automated way. It would be particularly interesting to map out regions in that space corresponding to a given cluster composition and analyze what transpires when moving from one such region to another. Our work similarly raises a wide range of associated questions: does clustering depend or not, for example, on the reversibility of the network reactions? Further, how does feedback affect clustering? It is also of interest to investigate whether the clustering phenomenon may occur in other biochemical networks, such as protein kinases cascades and transcription regulation networks.
The long-term behaviour of the reaction rates can also, in principle, be quantified by simulating the model repeatedly over a long time period. Any initial condition in the state space yields a trajectory landing at a point close to a SIM; it then approaches the steady-state along that SIM. Different trajectories land at different points, which, nevertheless, cannot be determined accurately. Hence, investigating individual time courses becomes cumbersome, particularly when working with various parameter sets and for models with a two-or even higher-dimensional SIM. In the present study, we avoided simulating the model directly except to evaluate our findings. Instead, we worked with a numerically determined SIM of sufficient accuracy. We showed that QSSA does not provide sufficient accuracy as it misclassifies rates and we hence advise against its use for that purpose; instead, we employed ZDP curves (of first and higher orders) that predict the clustering correctly. Tabulating the reaction rates over such an approximate SIM circumvents the aforementioned indeterminacy and removes unnecessary complications. The only full model simulations performed were intended as checks for our findings and involved a large number of initial conditions. These unequivocally showed that, past an initial transient phase, rates indeed tend to cluster and subsequently approach their steady-state values coherently, thus verifying our findings.
The analysis that we report in the present study is based on deterministic rather than stochastic differential equations. When molecule numbers are very small, the average behaviour of nonlinear systems does not follow the kinetic functions of the averages [14, 15] . According to experimental observations, the PTS turns over some 0.5 mM of glucose-6-phosphate per second, which, at catalytic turnover times for the PTS reactions of some 10 ms, requires at least 5 lM of the PTS proteins [2] . For a cell volume of some one cubic micron, this boils down to more than 3000 molecules per cell. Assuming that the number of molecules per cell follows a Poisson distribution, the SD of the concentrations of the PTS proteins amounts to a mere 2%. Only in the case of metabolic channelling of the type that produces hundreds of microcompartments [16] would fluctuations exceed 50%. Nevertheless, no evidence for such microcompartmentation of the PTS exists. Unlike protein kinase cascades, the nonlinearities in the kinetics of the PTS, and certainly of the partly validated [2] model thereof that we used in the present study, are not of the type in which fluctutations of 2% in the number of molecules would have an experimentally detectable effect. Indeed, the deterministic model we employ did replicate experimental data that are of biological interest [2] . We conclude that the clustering discovered with our deterministic modelling methodology should be realistic.
Materials and methods
The model of the phosphotransferase system
The PTS model reported previously [2] consists of 13 ODEs that dictate the time evolution of 13 state variables representing molecular concentrations. The model admits four exact conservation equations (one per total protein concentration of each phosphorylation cycle) and, consequently, four molecular concentrations can be eliminated together with their corresponding ODEs and without loss of information. This well-established reduction procedure [17] [2] are given in Table 2 in the column entitled 'Original'. This reduction through the conservation relations revealed a first constraint on the complexity of the PTS: as long as gene expression variation is absent, the total protein concentrations are constant and the state space of the PTS model is not 13-dimensional but, effectively, nine-dimensional.
Approximation of the slow invariant manifold
Previously [13] , we investigated further confinement of the long-term behaviour of the PTS to an even lower-dimensional subset (i.e. to a lower-dimensional SIM containing the long-term dynamics in the sense described earlier). We found that, for the nine-dimensional PTS model described above, there exists a one-dimensional SIM (i.e. a curve). Consequently, tracking the evolution of a single variable parameterizing this curve suffices to reconstruct the longterm behaviour of the full system.
We obtained approximations of the constraining curve using the zeroth-and first-order ZDP, with the former being by definition identical to the QSSA and the latter improving its accuracy. The ZDP curve of order m (ZDP m curve) was introduced previously [13] . In short, it is defined as the locus of state space points satisfying the system of equations:
where y is a vector composed of all but one of the state variables. We will use x to denote the single state variable that is not included in this vector: previously [13] , we worked with the choice x = [EIIAÁP]. For a fixed order m, the equations above represent a system of eight nonlinear, algebraic equations in nine unknowns (the state variables). The higher the value of m, the better the curve is expected to approximate the SIM [18, 19] . The algorithm used previously [13] to tabulate the QSSA (i.e. ZDP 0 ) and ZDP 1 curves computes the numerical solutions to these equations over a grid for x. These are depicted in Fig. 2 , including the profiles of the four eliminated free protein concentrations. Both curves approximate well the actual confinement of all molecular concentrations to [EIIAÁP] , with the ZDP 1 curve doing so more accurately than its QSSA counterpart [13] . Although the difference between them remains for the most part small, it is sufficient to lead QSSA to misclassify the rate v 5 ; recall our discussion in the Results.
Identification of the physically feasible region
As an additional validation of the approximations described above, we computed higher-order ZDP curves through the algorithm reported in Appendix S1. Note that this algorithm improves on the one reported previously [13] by using algorithmic differentiation [20] . For the PTS model, the higher-order curves are mostly indistinguishable from the ZDP 1 , when [EIIAÁP] is larger than approximately 10 lM. This result indicates that ZDP 1 provides an excellent approximation to the SIM in that region and thus, also, that our computational findings based on this approximation are representative of the behaviour of the model. In the region where [EIIAÁP] is smaller than 10 lM, on the other hand, no attracting SIM appears to exist. The indications supporting this conclusion are, first, that ZDP curves of all orders are distinct; and, second, that full model simulations reveal that trajectories do not approach any limiting curve. Similar computations were performed to (successfully) confirm the accuracy of the ZDP curves in other models.
The fact that all state variables are bounded below by zero and above by a total protein concentration further restricts the physically feasible region of the curve. Molecular compounds containing two proteins (i.e. EIÁPÁHPr, HPrÁPÁEIIA, and EIIAÁPÁEIICB) participate in two conservation laws and, hence, their concentrations are bounded above by the smallest of the two corresponding total protein concentrations. 
Rate evolution during the slow phase
To investigate rate evolution during the slow phase, we computed the ten reaction rates in the PTS model at each point of the numerically tabulated ZDP curves. For each rate and each curve, the outcome of this procedure is a curve (i.e. rate profile) depicting this evolution. We reiterate that, contrary to our previous study [13] , we do not reduce the PTS model. Our focus remains on the rate profiles for the full system; ZDP is solely used to accurately reproduce these profiles.
For the PTS model with the original parameter set, the ten reaction rates evaluated at a few points on ZDP curves of different orders are provided in Table 4 . Plainly, the rates on ZDP curves of order one and higher are very simi- Except for close to that point, the rates on ZDP curves of orders higher than one are virtually indistinguishable from those of order one. Therefore, for the analysis of this model, we focused on rate profiles obtained with QSSA and ZDP 1 (Fig. 3A,B) and showed that the latter, as expected, provided the correct description of the clustering as rate trajectories collapsed onto the ZDP 1 rate profiles rather than the QSSA counterparts. The ZDP curve that we refer to in the Results for the PTS model is thus precisely ZDP 1 .
Computations for the other models
For the analysis of the models differing from the PTS in parameter values and topology, also, rate profiles based on ZDP approximations of the SIMs were computed and validated. Even for these models, we based our work on ZDP 1 curves, except for the models with different numbers of cycles. There, we found it advantageous to work with the (even more accurate) ZDP 4 curves. For each of the models that we investigated with respect to dependence on environmental conditions, we again used x = [EIIAÁP] to formulate the ZDP 1 condition and parameterize the corresponding curve and the rate profiles. For models with the parameter sets A and B, we set x = z 6 and x = z 4 , respectively, where the state variables are numbered as in Fig. 6 . For the models with three, five, six and seven cycles, we set x equal to z 2 , z 6 , z 4 and z 12 , respectively. For all these models, we have checked the validity of these choices of x as for the PTS model. At times that the curve was not globally parameterized by a single variable, we used the more advanced algorithm, which automatically switches from one parameterizing variable to another, more appropriate one; algorithmic details are provided in Appendix S1.
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