The hub location problem deals with finding the location of hub facilities and allocating the demand nodes to these hub facilities so as to effectively route the demand between any origin-destination pair. In the extensive literature on this challenging network design problem, it has widely been assumed that the subgraph induced by the hub nodes is complete. Relaxation of this basic assumption constitutes the starting point of the present work. In this study, we provide a uniform modeling treatment to all the single allocation variants of the existing hub location problems, under the incomplete hub network design. No network structure other than connectivity is imposed on the induced hub network. Within this context, the single allocation incomplete p-hub median, the incomplete hub location with fixed costs, the incomplete hub covering, and the incomplete p-hub center network design problems are defined, and efficient mathematical formulations for these problems with Oðn 3 Þ variables are introduced. Computational analyses with these formulations are presented on the various instances of the CAB data set and on the Turkish network.
Introduction
Hub facilities are used to consolidate and disseminate flow in many-to-many distribution systems. The hub location problem deals with finding the location of hub facilities and the allocation of the non-hub nodes (demand centers) to these located hub facilities. It is generally assumed that there is economy of scale generated through hub-to-hub transportations due to consolidation of flows. This economy of scale is typically estimated by using a constant cost discount factor ðaÞ for travel on the inter-hub connections. Hub location problems arise in various application settings in telecommunication and transportation (air passenger, cargo, public) network design.
The first mathematical formulation for the hub location problem was introduced by O'Kelly (1987) . He proposed a quadratic integer programming formulation for the problem of minimizing the total transportation cost for a given number of hubs to locate (p-hub median problem). The following hub location literature mostly focused on this total transportation cost objective locating both a fixed and a variable number of hubs. Such studies are O'Kelly (1992); Campbell (1996) ; Ernst and Krishnamoorthy (1996 , 1998 , 1999 ; Skorin-Kapov et al. (1996) ; Ebery (2001) ; Boland et al. (2004) and Marin et al. (2006) . An interested reader can refer to two surveys on hub location problems by Campbell et al. (2002) and Alumur and Kara (2008a) . Campbell (1994) introduced two new hub location problems to the literature: p-hub center and hub covering problems. The p-hub center problem locates p hubs such that the maximum cost (travel time) between any origin-destination pair is minimized. Different integer programming formulations are presented in Kara and Tansel (2000) and Ernst et al. (2009) for the p-hub center problem. The hub covering problem, on the other hand, minimizes the number of hubs to establish while ensuring that the cost (travel time) between any origin-destination pair does not exceed a specified value. The p-hub center For the mathematical model, we need a given node set N consisting of n demand nodes and a potential hub set H such that H # N with h nodes. Our aim is to decide on the location of hub nodes, the allocation of non-hub nodes to these hub nodes, and which hub links to establish between the hub nodes, while minimizing total transportation costs. We aim to design our network so that any node can send flow to any other node in the network. In order to ensure this, the hub network to be established must be connected.
It may be straightforward to model the problem at hand using multi-commodity flow balance constraints with Oðn 4 Þ variables. For example, we could use f kl ij variables to represent the flow on hub arc ði; jÞ originating from node k destined to node l, similar to the multiple allocation formulations proposed by Nickel et al. (2001) and Yoon and Current (2008) . In this paper, we developed a formulation with Oðn 3 Þ variables. Since all the flow originating from a non-hub node must visit the single hub that the non-hub node is allocated to, the calculation of the total flow from a non-hub node to its hub node is trivial. Thus, for each non-hub node, this value is exactly the total amount of flow originating from the non-hub node. Similarly, the total flow from a hub node to a non-hub node is exactly the total amount of flow destined to this non-hub node. What is challenging is the calculation of the total flow between hub nodes over an incomplete hub network with few variables. In the following we introduce one such model.
The single allocation incomplete p-hub median network design problem is to locate p hubs, to allocate each non-hub node to a single hub, and to determine which q hub links to establish between hubs such that the total transportation cost is minimized.
In order to present the mathematical formulation for the incomplete p-hub median network design problem, we first need to define some parameters:
w ij = flow from node i 2 N to node j 2 N. c ij = transportation cost of a unit of flow between nodes i 2 N and j 2 N. a = hub-to-hub transportation cost discount factor. p = number of hubs to be established. q = number of hub links to be established. Also, let O i ¼ P j w ij be the total amount of flow originating from node i and D j ¼ P i w ij be the total amount of flow destined to node j.
We then define the decision variables of the mathematical model:
x ij ¼ 1 if node i 2 N is allocated to hub at node j 2 H; 0 otherwise: : f ij k = total amount of flow originating from node k 2 N to be routed on hub link fi; jg in the direction from i 2 H to j 2 H.
The single allocation incomplete p-hub median network design problem is modeled as:
x ij 6 x jj 8 i 2 N; j 2 H ð3Þ z ij 6 x ii 8 i; j 2 H : i < j ð4Þ z ij 6 x jj 8 i; j 2 H : i < j
x ij 2 f0; 1g 8 i 2 N; j 2 H ð11Þ z ij 2 f0; 1g 8 i; j 2 H : i < j
The objective function (1) minimizes the total transportation cost. The first term in the objective function calculates the total cost of transportation from non-hub nodes to hub nodes, the second term calculates the total discounted cost of transportation in the hub network, and the third term calculates the total cost of transportation from hub nodes to non-hub nodes.
We use a single allocation structure so that every non-hub node is allocated to a single hub. This is obtained via Constraint (2). A non-hub node can only be allocated to a hub node, which is ensured by Constraint (3).
Constraints (4) and (5) guarantee that a hub link can only be established if both of the end nodes of that link are hub nodes. Note that since we are designing an undirected hub network we defined z ij variables only for i < j. Constraints (6) and (7) ensure that exactly p hub facilities and q hub links are to be established.
We calculate the amount of flow to be routed on hub link fi; jg in either orientation from any node k in the network via Constraint (8). Note that this is the divergence equation introduced by Ernst and Krishnamoorthy (1996) for the single allocation p-hub median problem with complete hub networks. By Constraint (8), for each node k and hub node i, the total flow originating from the node k entering into the hub node i must be equal to the outgoing flow. The first terms on the left and right-hand sides of Constraint (8) calculate the flow within the hub network (f variables), whereas the second terms correspond to the flows via the allocations. By Constraint (9), we restrict the f variables to be positive only on the established hublinks.
The rest of the constraints of the model (10)-(12) represent non-negativity and binary requirements. In the worst case h ¼ n and the model has ð 3 2 n 2 Þ binary variables and (n 3 ) real variables. The number of constraints of our model is ðn 3 þ 3n 2 þ n þ 2Þ. Hence, in total we have Oðn 3 Þ variables and constraints. We name the problem in which the number of hubs and hub links to be established are taken as decision variables in the incomplete p-hub median formulation as the incomplete hub location with fixed costs network design problem. Let, FH j ¼ fixed cost of opening a hub at node j 2 H: FL ij ¼ fixed cost of opening a hub link between hubs i 2 H and j 2 H The single allocation incomplete hub location with fixed costs network design problem is modeled as:
s:t: ð2Þ-ð5Þ; ð8Þ-ð12Þ
In addition to the total transportation costs, the objective function (13) also includes the total cost of building hubs and the fixed costs of building the hub links. The rest of the constraints of the model comply with the incomplete p-hub median formulation, except the number of hubs and hub links to be located are now determined by the model.
Though not considered in this particular paper, one should note that both the incomplete p-hub median and the hub location with fixed costs network design models are readily extendible to take care of the capacity restrictions by adapting Constraint (9).
In the following section we present some computational analysis with the minimization of total transportation cost objective.
Computational analysis with the total transportation cost model
We tested the performance of our models on two data sets previously introduced in the literature. The first is the Civil Aeronautics Board (CAB) data set introduced in O' Kelly (1987) and based on airline passenger interactions between 25 US cities, each of which is a potential hub node. We only considered n ¼ 25 for the CAB data set. The second data set is the Turkish network (Fig. 1 ). There are 81 demand centers (nodes) in this network and 16 candidate hub locations over these demand centers (Yaman et al., 2007) .
For both of these data sets, no real data on the fixed cost of establishing hub links has been introduced in the literature. In order to observe and compare the results for different fixed cost values, we tested three different ways for establishing hub link costs. For the first one we took the fixed costs for all hub links to be the same. In the second cost pattern, the fixed costs are directly proportional to the length of the hub link, and finally in the third one the structure from Calik et al. (2009) where the fixed costs are directly proportional to the length of the hub link and inversely proportional to w ij are used.
During all of our computational analysis, we utilized the optimization software CPLEX version 11.2. We took our runs on a server with a 2.66 GHz Intel Xeon processor and 8GB of RAM.
We first tested our incomplete hub location with fixed costs network design formulation on the CAB data set with the mentioned three possible fixed cost patterns. However, since flow costs are high when compared to fixed hub link costs (under all scenarios) on the CAB data set, the model resulted in establishing complete hub networks in all of the test instances. Since fixing the number of hubs and hub links to be located converts the fixed cost problem to the incomplete p-hub median problem, we do not present any computational results for the fixed cost model.
For the CAB data set with p ranging from 2 to 5 we tested differing q values for our incomplete p-hub median network design formulation. As customarily done in the literature, we took a value to be 0.2, 0.4, 0.6, and 0.8.
We report our results on the CAB data set for the incomplete p-hub median problem in Table 1 . For each instance, Table 1 reports the required CPU time in seconds, the locations of the hub nodes, and presents the percentage of increase in transportation costs with respect to establishing a complete hub network. In order to calculate this percentage of increase, we subtracted the total transportation cost of the complete hub network from the observed transportation cost, divided this value to the transportation cost of the complete hub network and multiplied by 100.
On the average the model is solved within 3 min of CPU time. The minimum CPU time requirement was about 1 s, whereas the maximum was just below 41 min. Observe from Table 1 that the instances with greater values of a turned out to be harder. Also, the instances in which we forced the hub networks to be sparse turned out to be harder than the instances with almost complete hub networks. The hardest of these 44 instances was when a ¼ 0:8; p ¼ 5, and q ¼ 6 which required about 40.7 min of CPU time. Looking at the locations of the hub nodes in Table 1 , we observe that Los Angeles (12) is always selected as a hub node and at the instances where we located three or more hub nodes, Chicago (4) is always selected. While locating four or more hubs either New York (17) or Philadelphia (18) is always present in the hub set. This is mainly due to the generation of high flow from these cities. When we rank the flow generated from the nodes in the CAB data set New York (17) has the largest flow, and Chicago (4) and Los Angeles (12) are second and third, respectively.
In general, the hub locations were insensitive to the number of hub links to be established. Except at two instances, the hub locations were exactly the same as the complete hub network solutions. At these two instances (a ¼ 0:6; p ¼ 3; q ¼ 2 and a ¼ 0:8; p ¼ 5; q ¼ 6) only one hub node differs (Philadelphia (18) and Kansas City (11), respectively) from the complete hub network solution.
With lower values of a, hub nodes are located near the peripheries of the region. Since in the CAB data set c ij ¼ Distance ij , by locating hub nodes near the peripheries the higher cost values get higher advantage from the economies of scale. When a increases, hub locations are concentrated in the center of the region.
The percentage of increase in transportation costs is reported as 0 for the instances with complete hub networks. As expected, this percentage increases as the hub network is forced to be sparser. The highest increase we obtained at the CAB instances in Table 1 was 1.907%. We also observed from Table 1 that the percentage of increase in the transportation costs are lower when a value is lower. When we took the average of percent increases for different values of a, we obtain 0.162% for a ¼ 0:2 and 0.245%, 0.308%, and 0.383% for a equal to 0.4, 0.6, and 0.8, respectively. . This is one of the common instances where hub locations and allocation decisions coincide for both sparse (q ¼ 6) and complete (q ¼ 10) hub network structures. In both of the resulting designs there are 20 spoke links. The complete design contains 10 hub links, whereas the sparse design has only six hub links. For both of the designs, we ranked the resulting flow on the links of the network in a descending order. Under both sparse and complete designs, the largest flow in the network is between hubs Chicago (4) and New York (17). For both of the networks, the spoke links Boston (3) -New York and Washington (25) -New York are in top 5. This is in sync with our expectations to have high flows on some spoke links under single allocation hub network structure. It is interesting to note that in the complete design not all of the hub links carry large flows. In particular, only 4 out of 10 hub links are among the first 10 highest flow carrying links. On the other hand, two of the remaining hub links are the two lowest flow carrying links. In contrast, in the sparse design 5 out of 6 hub links appear in the top 10 list. The remaining hub link Dallas (7) -Los Angeles (12) has the 20th largest flow. The flow behavior of the above example is typical of many that we encountered during our experimentation. In the absence of a direct hub link between some hubs, the flow between these hubs is to be routed on more than one hub link. Thus, it is expected to have more flow on hub links in incomplete hub networks compared to complete ones. In hub location, it is desirable to have larger flow between hubs in order to account for the economies of scale discount factor more realistically. When compared with complete hub networks, the incomplete hub networks allow the solutions to adapt to use hub links with larger flows. However, in the incomplete hub networks since the flow between hubs is sometimes not transported directly, the total transportation cost may increase.
In order to observe the increase in transportation costs with respect to the number of established hub links, we decided to draw a trade-off curve. For the curve we analyzed the instance with a ¼ 0:8 and p ¼ 5, which is the hardest of our instances and the instance with the greatest percentage increase. For this, we calculated the percent increase with all possible number of established hub links, starting from a tree-hub network and going on to a complete one. Fig. 3 depicts the resulting tradeoff curve. In Fig. 3 , when we forced the model to establish a tree-hub network with four hub links the percent increase in transportation costs was about 3.87%. This value was about 0.03% when we reduced one hub link from the complete hub network (q ¼ 9). Observe that, there is a steep increase in the curve below q ¼ 7.
By analyzing the curve, the decision maker can observe the trade-off between establishing an incomplete hub network versus the increase in transportation costs. The main drawback of building incomplete hub networks is the increase in the total transportation costs. However, we observed that the increase in the total transportation costs with respect to building complete hub networks is not very significant. If the decision maker considers the fixed costs of building hub links, for example for assigning new aircrafts between two hub nodes, this increase in transportation costs can be tolerable.
In a similar fashion, we tested the incomplete p-hub median network design model with the Turkish network. We again analyzed the increase in transportation costs with respect to complete hub networks. The results are provided in Table 2 .
Our findings on the CAB data set placed larger values of a to be most challenging thus on the Turkish network we tested the two largest possible values for a. On the Turkish network, for a = 0.6, and 0.8, and for each p = 4, 6, 8, and 10, we tested three different q values, corresponding to sparse, medium, and complete hub networks. We report the CPU time requirements given by CPLEX in the fourth column of Table 2 . Considering the fact that this is a decision problem of strategic nature the CPU times are reasonable.
Observe from Table 2 that some instances corresponding to sparse hub networks could not be solved to optimality within 24 h (86,400 s). At these instances, we present the gap reported by CPLEX in parenthesis and calculated the percent increase in transportation cost by using the best integer solution found by CPLEX at the end of 24 h. Thus, the percentages reported for the instances that took longer than 24 h are pessimistic.
Excluding the two instances with p ¼ 4 and q ¼ 3, the percent increases in transportation costs with respect to complete hub networks, reported in the last column of Table 2 , are all below 1%. The average of the percent increases of all the instances is 0.367%. This again shows that when building hub networks, the difference in transportation costs with respect to complete hub networks can be tolerable when the fixed costs of establishing hub links are considered.
Model formulation for the incomplete hub covering network design problem
The aim of the single allocation incomplete hub covering network design problem is to find the location of hub nodes, the allocation of non-hub nodes to these hub nodes, and which hub links to establish between the hub nodes, while providing service between every origin-destination pair within the given time bound and while minimizing the fixed costs of building the hub network.
The incomplete hub covering network design problem is important for the systems where time is a major concern. As Campbell (1994) pointed out, hub covering and p-hub center type problems are important for hub systems involving perishable or time sensitive items. A major application area for hub covering problems is the cargo sector, where there is a promised service time between origin-destination pairs. In the hub covering and p-hub center type problems, the economies of scale discount factor a is applied to time instead of cost. The time discount factor a t is again a number between 0 and 1, however it is most likely to be higher than the cost discount factor and it is expected to be a number closer to one. Travel time is discounted when the flow is consolidated to be transported with bigger and faster vehicles. For example, for a cargo application in Turkey, Tan and Kara (2007) found out that there is a time discount factor of 0.9 when using inter-hub connections.
For the modeling of the incomplete hub covering network design problem, we no longer require any parameters and variables associated with flow as previously presented for the incomplete p-hub median and fixed cost models. However, we need to know which hub links are used on the path from any origin to destination to calculate the travel time. Similar to the total cost models, it is possible to model the problem with Oðn 4 Þ variables. For example, we could use y kl ij variables and set them to one if a hub link fi; jg is used on the path from node k to node l. In this paper, we developed a novel formulation with Oðn 3 Þ binary variables. The idea behind our model is that, for each established hub, we would like to find a spanning tree rooted at this hub that visits every other hub in the hub network using only the established hub links. Employing these spanning trees ensures the connectivity of the underlying hub network. We calculate the travel time between all pairs of hubs, using these spanning trees. We then ensure that the travel time between all origin-destination pairs are within the given time bound. We assume throughout our model that the triangle inequality is satisfied.
The additional parameters needed for the mathematical model are as follows:
t ij ¼ travel time between nodes i 2 N and j 2 N b ¼ maximum service time requirement a t ¼ hub-to-hub transportation time discount factor
In addition to the previously defined decision variables x and z, the new decision variables of the mathematical model are:
y ijk ¼ 1 if the spanning tree rooted at hub k 2 H uses the hub link i; j from hub i 2 H to hub j 2 H; 0 otherwise: r j = radius of hub j 2 H, i.e., the maximum travel time between hub j and the nodes that are allocated to hub j. d ij = travel time from hub i 2 H to hub j 2 H in the hub network (not discounted). An integer programming formulation of the single allocation incomplete hub covering network design problem defined above is as follows: 
y ijk þ y jik 6 z ij 8 i; j; k 2 H : i < j ð17Þ d kj P ðd ki þ t ij Þy ijk 8 i; j; k 2 H : i -j and j-k
y ijk 2 f0; 1g 8 i; j; k 2 H : i -j and j-k
The first term in the objective function (14) calculates the total cost of establishing hub links and the second term, the total cost of establishing hubs. In the objective function, we minimize the overall cost of establishing an incomplete hub network.
For the case when there will be more than one hub established in the network, Constraint (15) ensures that the degree for each hub node is at least one, so that every hub node is an end node for at least one hub link. Through this constraint, the model guarantees that the tree rooted at hub k will have an entering arc into every other hub j. Constraint (16) assures that each spanning tree rooted at hub k can have at most one entering arc into another hub node j and forces the spanning tree arcs associated with a non-hub node to take zero values. Constraint (17) causes the spanning tree arcs to be hub arcs.
Constraint (18) calculates the time needed to travel from one hub node to another using the established spanning tree arcs in the hub network. Note that the spanning tree formed for each hub node in the network does not need to be the minimum spanning tree; thus, the time calculated in Constraint (18) does not need to be the minimum traveling time. We linearized Constraint (18) with a BigM type linearization as follows:
For given i; j and k, when y ijk ¼ 1 both of the Constraints (18) and ð18 Ã Þ yield the same right-hand side. Note that the discounted maximum travel time between two hubs in the network cannot be greater than b. Thus, the travel time between two hub nodes in the network can be at most b=a t . So when y ijk ¼ 0, the right-hand side of Constraint (18) yields 0, whereas the right-hand side of Constraint ð18 Ã Þ yields a number less than or equal to zero. Because d kj P 0 by Constraint (24), we conclude that Constraint ð18 Ã Þ correctly linearizes Constraint (18).
Constraints (18) or ð18 Ã Þ also act as subtour breaking constraints for the possible values that y variables can take. Note that the previous constraints only guarantee that each hub node has an outgoing arc as well as an incoming arc to every other hub node. We would not necessarily end up with a rooted spanning tree, were it not for these constraints. We assume symmetric time data; thus, d variables will also be symmetric (Constraint (19)), and the distance from a node to itself will be zero (Constraint (20)).
The maximum travel time needed from a demand node to its assigned hub, the radius of a hub, is calculated in Constraint (21) for each hub. Constraint (22) ensures that the travel time between any two nodes in the network is less than the given time limit. Because d variables calculate the travel time between hubs, we need to discount this travel time by the economies of scale time discount factor a t . Our linear integer programming formulation of the single allocation incomplete hub covering network design problem consists of the objective function (14) and the Constraints (2)- (5), (11), (12), (15) n 2 Þ binary variables and ðn 2 þ nÞ real variables. The number of constraints of our model is ð2n 3 þ 7n 2 þ 2nÞ. Hence, in total we have Oðn 3 Þ variables and constraints.
Incorporating valid inequalities
In this section, we present some inequalities that are valid for our incomplete hub covering network design model. The aim in providing these inequalities is to reduce the time needed to solve our model to optimality.
The first valid inequality that we introduce is constraint ðAÞ:
Constraint ðAÞ states that the d variable associated with two candidate hub nodes i and j in the hub network is at least the direct travel time between these nodes.
For the second valid inequality, we need to define a second travel time parameter t ij calculated for all pairs of potential hub nodes as t ij ¼ min k2H:k-i;j ðt ik þ t kj Þ 8 i; j 2 H : i-j. The second travel time parameter between nodes i and j is the minimum travel time from node i to node j using exactly one node k in between. With the definition of the second travel time parameter, we present our second valid inequality:
By constraint ðBÞ, if there is not a direct hub link established between two candidate hub nodes i and j, then the d variable associated with them in the hub network is at least the second travel time between these nodes.
Our third valid inequality is based on the z variables:
Note that we are building a connected hub network in this problem, so that every node in the network can send flow to any other node. The minimum number of edges in a connected network is (number of nodes in the network -1). By using this fact, constraint ðCÞ states that the number of hub links to be established is at least the total number of hub nodes to be established, less one.
Our fourth valid inequality links d and z variables:
By constraint ðDÞ we ensure that, for a given node pair i and j, if there is a direct hub link established between these nodes, the d variable associated with them is at most the travel time between them. Otherwise, because the discounted maximum travel time between any two hubs in the network cannot be greater than b, we do not put any limit on the d variable.
We tested the performance of these valid inequalities ðAÞ-ðDÞ both individually and collectively. For this, we used both the CAB and the Turkish network data sets. Our preliminary analysis with the valid inequalities showed that the valid inequality ðAÞ is very effective. Even though using valid inequality ðAÞ alone did not always result in the quickest solution times, the average CPU time turned out to be the lowest. On the other hand, with respect to the average CPU times, use of valid inequalities ðAÞ and ðDÞ jointly has the second smallest CPU time requirement. However, neither using valid inequality ðDÞ alone nor the addition of valid inequality ðDÞ to other inequalities is as effective as the valid inequality ðAÞ.
With valid inequalities, we also compared the linear programming (LP) relaxations of the model and the LP relaxations at the root node reported by CPLEX. It turns out that none of the valid inequalities resulted in different LP relaxation values. However, the use of valid inequality ðCÞ slightly increases (less than 8:5%) the LP relaxation at the root node reported by CPLEX.
In light of our observations, we decided to use our incomplete hub covering model together with valid inequality ðAÞ alone for the rest of our computational analysis. The reader should note that different data sets may also make the other valid inequalities effective.
Computational analysis with the incomplete hub covering model
We tested the performance of our incomplete hub covering network design formulation on the CAB and the Turkish network data sets. No time data has been provided for the CAB data set, thus, similar to other hub covering studies in the literature, we took t ij ¼ Distance ij for this data set. For the fixed costs of opening hubs we took FH i ¼ 100 for all nodes (O'Kelly, 1992) . We varied a t from 0.2 to 1. On the CAB data set, we tested three different fixed cost values for opening hub links. In the first one we let FL ij ¼ 10 for all i; j. For the second one we took FL ij ¼ Distance ij and for the last one we used the values from Calik et al. (2009) in which they calculated the fixed costs for hub links as follows:
where Distance ij is the distance between nodes i and j, and Flow ij is the amount of flow between nodes i and j.
In what follows, we are going to exhibit the performance of our incomplete hub covering network design formulation with valid inequality ðAÞ using CPLEX 11.2. In order to obtain the tightest possible b values on the CAB data set, we first solved p-hub center problems with complete hub networks (Ernst et al., 2009 ) with 2, 3, 4, and 5 hubs and with different possible a t values. Then we tested our model with three different fixed link cost values on these instances. The test parameters (shown in bold) and the corresponding results are provided in Table 3 .
When we look at the CPU times obtained in Table 3 , we observed that CPU times are in fact dependent on the test data. The average CPU times that we obtained on the CAB instances in Table 3 with three different fixed link cost values are 2.7 s, 24.2 min, and 3.0 s, respectively. In general, all of the instances are solved in reasonable CPU times. Because we used the tightest b values in all of these instances, it is reasonable to presume that these are among the hardest instances on this data set.
Among the three fixed cost values, the instances with FL ij ¼ Distance ij turned out to be the hardest. In general, there is not a significant CPU time difference between the instances with the first and third fixed link cost values. The reason why the FL ij ¼ Distance ij instances lasted longer is because FL ij values are higher when compared to fixed hub costs. Table 3 also provides the location of the hub nodes and the number of hub links in the established hub networks. Except for a few instances, the results with the second fixed link cost structure turned out to be very different than the other two sets of results. In these instances with FL ij ¼ Distance ij , the model resulted in establishing more hubs to reduce the total fixed costs of establishing hub links. For example, at the first instance in Table 3 when a t is 0.2 and b value is 2136, both the first and the third fixed link cost values resulted in opening two hubs at nodes St. Louis (21) and San Francisco (22) with one hub link f21; 22g, whereas the second one resulted in opening three hubs at nodes Cincinnati (5), Denver (8), and Memphis (13) with two hub links f5; 13g and f8; 13g. This is because in the CAB data set ðDistance 21;22 ¼ 1736Þ > ðDistance 5;13 ¼ 402Þ þ ðDistance 8;13 ¼ 880Þ, and thus the difference FL 21;22 À ðFL 5;13 þ FL 8;13 Þ > FH ¼ 100. Hence the objective function value of the model with the second fixed hub link cost value is higher with opening two hubs St. Louis (21) and San Francisco (22), compared to opening hubs Cincinnati (5), Denver (8), and Memphis (13).
The number of established hub links reported in Table 3 indicates how sparse the hub network is. Note that 14 of the 60 instances listed in Table 3 correspond to locating two hubs, where an incomplete hub network solution is not possible. Even though we used the tightest possible b values, we obtained incomplete hub networks in 37 of the remaining 46 instances.
Especially for the instances with FL ij ¼ Distance ij all of the solutions with three or more hubs, with one exception when a t is 1 and b value is 2762, resulted in incomplete hub networks. For the other two fixed cost structures, the respective number of established hub links are usually the same though sometimes with the establishment of different hub nodes. In all of the instances, where the model resulted in opening four or more hubs, all of the hub networks were incomplete with one exception when a t ¼ 1 and b ¼ 2726. Fig. 4 depicts incomplete hub network solutions of some instances from Table 3 on the CAB data set.
Because we are using the tightest possible time bounds on this network, in order to discount the travel time, the nodes that are located near the periphery are often selected as hub nodes (such as San Francisco (22) and Seattle (23)) especially when a t increases. In almost all of the solutions presented in Fig. 4 , at least one central hub node is established, and most of the non-hub nodes are allocated to this central hub node.
In order to observe the performance of our model on larger networks, we tested it on the Turkish network (Fig. 1) . For the Turkish network data set, we took the fixed cost values for opening hubs from Tan and Kara (2007) , for opening hub links from Beasley (1990) , and the a t value to be 0.9 (Tan and Kara, 2007) . On this network with 16 candidate hub locations, the tightest possible b value corresponding to a t ¼ 0:9 is 1783.1 min. In addition to the tightest possible b, we tested b values between 1800 and 2100 min at 30 min intervals. The summary of our results on the Turkish network is provided in Table 4 .
All instances with the Turkish network in Table 4 are solved within 1 s due to having 16 potential hub locations. All of the solutions with four or more hubs resulted in incomplete hub networks. We illustrated two of these results in Fig. 5 .
Similar to the observations from the CAB data set, we conclude from the Turkish network solutions that building complete hub networks is neither necessary nor cost efficient when building high number of hubs (for example more than three hubs) for providing service within a given time bound. ,7,22,23,25 4 3.24 12,13,17,23 3 0.4 1596.8 3.75 11,12,14,18,23 4 14149.08 11,12,13,17,21,23,24 6 6.48 11,12,14,18 Lastly, in order to challenge the solution potential of our model with CPLEX, we fixed b and increased the number of candidate hub locations on the Turkish network. We report our results in Table 5 . As expected, the CPU time requirement grows exponentially with the increase on the candidate number of hub nodes. With our proposed model, we were able to solve even the largest instance with 81 candidate hub locations within 2.53 min. These are the largest instances of incomplete hub network solutions solved to optimality in the literature up to now.
From our computational analysis on both the CAB data set with 25 nodes and the Turkish network with 81 nodes, we obtained optimal solutions of our model with CPLEX in few minutes, proving the effectiveness of our proposed mathematical model.
The incomplete p-hub center network design problem
The p-hub center problem locates p hubs, such that the maximum travel time between any origin-destination pair is minimized. On the other hand, we define the incomplete p-hub center network design problem as one that additionally determines which q hub links to establish in the p-hub center problem. Similar to the hub covering version, it is possible to model the single allocation incomplete p-hub center network design problem with Oðn 3 Þ decision variables and constraints. The number of hubs and hub links to be located are now given, and the service time parameter introduced in the hub covering formulation is to be treated as a decision variable. The new decision variable, also named as b, is defined as the maximum travel time between any origin-destination pair.
More formally, we define the single allocation p-hub center network design problem as locating p hubs, allocating each non-hub node to a single hub, and determining which q hub links to establish between hubs such that the maximum travel time between any origin-destination pair is minimized. With the previously defined decision variables and parameters, the problem can be modeled as: min b ð25Þ s:t: ð2Þ-ð7Þ; ð11Þ; ð12Þ; ð15Þ-ð24Þ;
For the linearization of Constraint (18), because b is now a decision variable, we suggest using BigM instead of using
Note that all valid inequalities introduced for the incomplete hub covering network design problem are also valid for the p-hub center version. However, for the valid inequality ðDÞ, we again suggest using BigM instead of using b a t . We again performed computational analysis with our single allocation incomplete p-hub center network design formulation with CPLEX 11.2 on the CAB data set. We included valid inequality ðAÞ to our formulation and varied a t ; p and q. We compile our results in Table 6 .
We report the optimum b value, the CPU time requirement, and the hub locations in Table 6 . Note that for a given a t and p, even though we increase the number of hub links to be established, after a while the optimum b value stays constant.
These b values are the tightest possible b values corresponding to a given a t and p. Also note that these are the b values that we used in our hub covering instances. We increased q in the test instances until we reach the tightest b value, i.e. until the optimum b value stays constant. Observe from Table 3 same hubs are established with a t ¼ 0:8 and b ¼ 2456:8 with both the first and third fixed link cost patterns. In almost all of the instances that required complete hub networks in the hub covering solutions, the tightest b values are again obtained on complete hub networks in the p-hub center solutions. On the other hand, there are some p-hub center solutions in which we obtained the tightest b values, i.e. the values that we used in the hub covering version, that resulted in establishing different hub nodes. For example, at the instance with a t ¼ 0:6; p ¼ 5 and q ¼ 6 the p-hub center model established hubs at nodes Memphis (13), Phoenix (19), San Francisco (22), Seattle (23) and Washington (25); however, we did not obtain the same solution with the hub covering formulation when a t ¼ 0:6 and b ¼ 2002. This provides an example of having multiple optimal solutions with our incomplete p-hub center network design problem. In sync with the complete or location analogous versions we observed multiple optimal solutions with this model, but only reported the first optimal solution found by CPLEX in our computational analysis. When we look at the CPU times on the CAB data set reported by CPLEX, the hardest instance in Table 6 lasted about 2.7 h, and the average CPU time was approximately 5.5 min. Similar to the total cost model, the instances in which we forced the model to obtain sparse hub networks turned out to be harder.
We also tested the incomplete p-hub center network design problem on the Turkish network. We provide the results in Table 7 . The tightest possible b value in the Turkish network with 16 candidate hub locations and a t ¼ 0:9 is 1783.1, i.e. when we establish a complete hub network with 16 hubs. This b value can be obtained with locating five hubs and establishing seven hub links or six hubs and eight hub links. Observe from Table 7 that, in all of the instances with locating four or more hubs we obtained the tightest possible b values on incomplete hub networks.
The CPU time requirement with the Turkish network was higher than the CAB instances. Nonetheless, the running times reported by CPLEX are still reasonable. On the average the model is solved within 10 min, where the hardest instance lasted about 1.6 h.
Conclusion
In this paper, we relaxed the fundamental assumption in the hub location literature of building complete hub networks and studied the single allocation incomplete hub network design problems. The problems were motivated from real-life observations of many hub networks. We first defined the single allocation incomplete p-hub median and the hub location with fixed costs network design problems and presented very efficient Oðn 3 Þ mathematical formulations. The models are readily extendible to handle capacity restrictions. Through computational analysis, we were able to solve all CAB instances within 45 min of CPU time. In order to observe the performance of the model on larger networks, we presented some computational results on the Turkish network. These models are among the first single allocation incomplete hub network design models.
We also defined the single allocation incomplete hub covering and p-hub center network design problems and proposed Oðn 3 Þ mathematical formulations. To increase the exact solution potential, we proposed and compared four different valid inequalities for the hub covering model. Computational analyses with these formulations on the CAB data set and the Turkish network are also presented. All test instances were very efficiently solved with our models.
The aim of this paper is to provide a thorough treatment of the existing hub location problems under the incomplete hub network structure. In this study, we were able to show that, in some instances, the service that is provided with a complete hub network can also be provided with an efficiently designed incomplete hub network. Thus, the contribution to the quality of service with complete hub network designs may not be high enough to justify their high costs.
