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Abstract This study presents an improved approach to common‐conversion point stacking of converted
body waves that incorporates scattering kernels, accurate and efficient measurement of stack
uncertainties, and an alternative method for estimating free surface seismic velocities. To better separate
waveforms into the P and SV components to calculate receiver functions, we developed an alternative
method to measure near‐surface compressional and shear wave velocities from particle motions. To more
accurately reflect converted phase scattering kernels in the common‐conversion point stack, we defined new
weighting functions to project receiver function amplitudes only to locations where sensitivities to
horizontal discontinuities are high. To better quantify stack uncertainties, we derived an expression for the
standard deviation of the stack amplitude that is more efficient than bootstrapping and can be used for
any problem requiring the standard deviation of a weighted average. We tested these improved methods on
Sp phase data from the Anatolian region, using multiple band‐pass filters to image velocity gradients of
varying depth extents. Common conversion point stacks of 23,787 Sp receiver functions demonstrate that the
new weighting functions produce clearer and more continuous mantle phases, compared to previous
approaches. The stacks reveal a positive velocity gradient at 80–150 km depth that is consistent with the base
of an asthenospheric low‐velocity layer. This feature is particularly strong in stacks of longer period data,
indicating it represents a gradual velocity gradient. At shorter periods, a lithosphere‐asthenosphere
boundary phase is observed at 60–90 km depth, marking the top of the low‐velocity layer.
Plain Language Summary This paper presents a new method that more accurately incorporates
the physics of seismic scattering into how the wave records are combined to form images of gradients in
seismic velocity structure. This method was tested on data from the Anatolian region, where the
asthenosphere is known to have low seismic wave velocities, consistent with high mantle temperatures and
possibly small fractions of partial melt, as suggested by the presence of volcanic fields at the surface.
However, the depth of the asthenospheric low‐velocity layer is not well known. In this study, we locate this
low‐velocity mantle layer by applying the newly developed imaging method to seismic shear waves that
convert to compressional waves at the velocity gradients that mark the layer boundaries. This study is the
first to clearly resolve both the lower and upper margins of the asthenosphere for the whole region. The
top of the layer corresponds to the lithosphere‐asthenosphere boundary at 60–90 km depth, and this velocity
gradient is localized in depth. However, the bottom boundary, which lies at depths of 80–150 km, occurs
over a broader depth range.
1. Introduction
Teleseismic body waves that convert from S to P vibration (or vice versa) at velocity or density anomalies are
potent tools for imaging velocity discontinuities in the crust and mantle. To isolate the effects of Earth struc-
ture, incident phases are often deconvolved from converted phases to remove source and instrument infor-
mation, resulting in receiver functions (e.g., Farra & Vinnik, 2000) for Ps (incident P wave with converted S
wave) and Sp (incident S wave with converted P wave) phases.
Common‐conversion point (CCP) stacking of receiver functions (e.g., Dueker & Sheehan, 1997) is often used
to image mantle discontinuities. During CCP stacking, converted waves are assumed to be generated around
converted wave raypaths. Receiver function amplitudes recorded at surface stations are projected back along
the paths, and the image is constructed by summing receiver function amplitudes as a function of position,
assuming spatial functions that weight how a receiver function on a particular raypath contributes to the
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summed amplitude at a given location. In prior studies, these spatial functions are either represented by
geographic bins of conversion points (e.g., Dueker & Sheehan, 1997; Kind et al., 2012; Rondenay, 2009), or
by empirically defined weighting functions that represent Fresnel zones for vertically incident waves
(e.g., Lekic et al., 2011; Lekić& Fischer, 2017; Wittlinger & Farra, 2007). However, to incorporate the physics
of wave scattering into CCP stacking, these spatial functions should be consistent with the sensitivity kernels
that describe how scattering from a point on a velocity discontinuity contributes to an observed converted
phase, for example the scattering kernels for Sp and Ps phases (e.g., Bostock et al., 2001; Bostock &
Rondenay, 1999; Hansen & Schmandt, 2017; Hua et al., 2020; Mancinelli & Fischer, 2017). This condition
is typically not met in prior CCP stacking approaches. Therefore, a new CCP stacking scheme is developed
here based on the shape of scattering kernels while assuming that velocity structure is laterally invariant
(section 2.2).
High‐quality receiver functions are an essential ingredient of CCP stacking, and accurate incident and con-
verted waveform components are necessary for robust receiver functions. While some studies deconvolve
vertical from radial components to represent Ps receiver functions (e.g., Zor et al., 2003), others deconvolve
P from SV. However, for Sp receiver functions, deconvolution of SV from P (as opposed to radial from ver-
tical) is necessary due to the more horizontal incidence of Sp phases at the station (e.g., Kind et al., 2012).
P and SV components are sometimes approximated using rotation of radial and vertical components into
a ray‐parallel and ray‐normal reference frame (Kind et al., 2012), but, because the recorded seismogram is
a combination of incident and reflected waves, other studies calculate P and SV components using the
free‐surface transform of Kennett (1991) (e.g., Abt et al., 2010; Bostock & Rondenay, 1999). This latter
approach is more accurate in isolating incident and converted waveform components, but it requires values
for near surface P and S velocities. Building on prior approaches (Abt et al., 2010; Park & Ishii, 2018) this
study introduces a new method to accurately measure near surface P and S velocities from P and S particle
motions in section 2.1.
Accurate quantification of uncertainties in CCP stack amplitudes are critical to evaluating which features
are robust and avoiding overinterpretation. The uncertainty is often quantified by the standard deviation
of the stacked receiver function amplitude, for example, as measured by bootstrapping (Hopper et al., 2014).
During bootstrapping, individual receiver functions are randomly resampled and CCP stacked over multiple
iterations, and the standard deviation of amplitude at each point among the multiple CCP stacks is calcu-
lated. However, this process is computationally expensive. In this study we derived a theoretical expression
for accurately measuring the standard deviation of any weighted average and applied this to CCP stacking
(section 2.3), thus avoiding the need for bootstrapping.
Thesemethodological improvements were tested by applying Sp receiver function CCP stacking to the upper
mantle beneath the Anatolian region (Figure 1). Sp receiver functions were employed because they are not
contaminated by crustal reverberations which affect Ps receiver functions in the time window where scat-
tered waves from the shallow upper mantle arrive (Kind et al., 2012; Yuan et al., 2006). In addition, as will
be shown in section 2.2, the sensitivity kernels for Sp receiver functions are more effective at imaging
quasi‐horizontal upper mantle discontinuities with CCP stacking, particularly for the station spacing
available in Anatolia (Figure 1).
The Anatolian region lies within the Alpine‐Himalayan orogenic belt. In eastern Anatolia, collision between
theArabian andEurasian plates began in theOligocene, while central andwesternAnatolia have been escap-
ing westward, with their ongoing motion accommodated by the North Anatolian fault zone and the East
Anatolian fault zone (e.g., Jolivet et al., 2013; Reilinger et al., 2006; Schildgen et al., 2014; Şengör et al., 2008).
Numerous seismic models based on tomography with varied seismic phases have found thin lithosphere and
low‐velocity asthenosphere beneath Anatolia, with particularly low velocities beneath eastern Anatolia;
many models also contain dipping high velocity anomalies that have been interpreted as fragments of sub-
ducted lithosphere, with zones of lower‐velocity asthenosphere flowing between them (Bakırcı et al., 2012;
Berk Biryol et al., 2011; Blom et al., 2020; Delph et al., 2015; Fichtner et al., 2013; Gans et al., 2009; Govers
& Fichtner, 2016; Portner et al., 2018; Salaün et al., 2012; Wei et al., 2019; Zhu, 2018). Seismic models are
typically consistent with the view that slab detachment occurred earlier beneath eastern Anatolia, creating
a broad window filled with hot asthenosphere and surface uplift (Faccenna et al., 2006; Govers &
Fichtner, 2016; Keskin, 2003; Schildgen et al., 2014; Şengör et al., 2003). Slab fragmentation and
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asthenospheric influx subsequently propagated west, contributing to uplift in central Anatolia (McNab
et al., 2018; Schildgen et al., 2014). The particularly low velocity asthenosphere beneath eastern Anatolia is
consistent with elevated mantle potential temperatures inferred from geochemical data (e.g., McNab
et al., 2018; Nikogosian et al., 2018; Reid et al., 2017).
Constraints on seismic velocity interfaces from converted body waves have also illuminated the properties of
the Anatolian crust and mantle. Numerous studies have focused on crustal properties (e.g., Abgarmi
et al., 2017; Frederiksen et al., 2015; Karabulut et al., 2019; Licciardi et al., 2018; Ozacar et al., 2008;
Figure 1. Map of the study region covering the Anatolian Plate. Broadband stations employed in this study are triangles;
stations with less than 50 Sp receiver functions are shown in yellow color, those with 50 to 100 receiver functions are
in blue, and those with more than 100 receiver functions are in red. The North Anatolian Fault and East Anatolian
Fault are shown by black lines. Bold white lines are the locations of profiles discussed in this paper; the distance between
the green circles is 100 km.
Figure 2. Flow chart with the five main steps involved in calculating the Sp CCP stack. Operations shown in bold correspond to methodological improvements
introduced in this study.
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Vanacore et al., 2013; Zhu et al., 2006; Zor et al., 2003). However, two prior studies used Sp phases to image
mantle discontinuities. Angus et al. (2006) found Sp phases consistent with a decrease in velocity over the
lithosphere‐asthenosphere boundary (LAB) at depths of 60–80 km in eastern Anatolia, whereas Kind et
al. (2015) inferred LAB velocity gradients at 80–100 km across Anatolia. In this study, we revisit Sp CCP
stacking in the Anatolianmantle, enhanced by the methodological improvements described above and addi-
tional data, to refine constraints on lithospheric thickness and to search for mantle discontinuities associated
with the base of the asthenosphere.
We first introduce the new method improvements (section 2) and then describe the full process of data
acquisition, processing, and calculation of the CCP stack (section 3). Key operations within each step of this
process are briefly summarized in Figure 2. Results from the application of these methods to the Anatolian
region, including the observation of an unusually strong positive velocity gradient at depths of 80–150 km,
are discussed in section 4.
2. Method Improvements
2.1. Free‐Surface Velocities and P‐SV Phase Separation
The Sp receiver functions used in this study rely on accurate calculation of P and SV components from radial
and vertical components based on a free‐surface transform (Kennett, 1991) that removes the effect of
free‐surface reflection. This transform is an important part of the data preprocessing step in our receiver
























where R and Z are the recorded vertical and the radial components, P and SV are P and SV components
before encountering the free‐surface, T is the free‐surface transform matrix, αFS and βFS are the assumed
near‐surface compressional velocity (Vp) and shear velocity (Vs), p is the ray parameter at the station in
s/km, qα = [(α
FS)−2 − p2)]0.5, and qβ = [(β
FS)−2 − p2)]0.5.
Accurate estimation of αFS and βFS is required to perform the transform correctly. Previously, Abt et al. (2010)
also used Equation 1 to obtain P and SV components for receiver function calculations, and they determined
the free‐surface velocities by performing a grid search overαFS and βFSusingEquation 1 tominimize SV in the
P arrival window and P in the S arrival window. However, this method does not use the information in P for
the P arrival, and information in SV for the S arrival. Other studies have investigated the free surface behavior
of the polarization of the recorded phase (Wiechert & Zoeppritz, 1907) to better constrain αFS and βFS (Park &
Ishii, 2018) and have used the frequency dependence of the polarization to constrain local velocity stratifica-
tion (Hannemann et al., 2016; Park et al., 2019; Svenningsen& Jacobsen, 2007). In this study, a newmethod is
developed for estimating free‐surface velocities. Thismethod incorporates the behavior of P and SV at the free
surface, including free surface reflections, but is not based on a direct measurement of polarizations.
If the true P and SV components are expressed as P0 and SV0, and the true Vp and Vs are αFS0 and β
FS
0 , the
























where qγ = [(β
FS)−2 − 2p2)]0.5 and R is the reflection matrix containing reflection coefficients at the free
surface (e.g., Aki & Richards, 2002), which is also the inverse matrix of T. By substituting Equation 2 into
1, the transformed P and SV components can be expressed as
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¼ T αFS; βFS; p R αFS0 ; βFS0 ; p  P0SV0
 
: (3)
With Equation 3, to solve for αFS0 and β
FS
0 , three particle motion patterns
C1 αFS; βFS
  ¼ P  SV
R  Z ; C2 α
FS; βFS
  ¼ P  P
R  Z and C3 α
FS; βFS
  ¼ SV  SV
R  Z (4)
are first measured for both P and S arrivals (e.g., Figure 3). Specifically, P and SV are calculated from
Equation 1 for different αFS (2.7–8.1 km/s with a 0.03 km/s increment) and βFS (1.5–4.5 km/s with a
0.0167 km/s increment), and the patterns are then calculated using Equation 4, making the observed pat-
terns functions of αFS and βFS. The patterns include scaling by R  Z to normalize the amplitude of the
patterns, so that the amplitude of the waveform does not affect the results. For the case of a half space
with Vp = 4.92 km/s and Vs = 2.82 km/s and a P wave with a ray parameter of 0.0482 s/km, the three
patterns based on propagator matrix synthetic seismograms (Keith & Crampin, 1977) are shown in
Figures 3a–3c, and the patterns for an SV wave with a ray parameter 0.1098 s/km are shown in
Figures 3e–3g.
After obtaining patterns from the observed waveforms, P and SV are then predicted for differentαFS0 and β
FS
0
with Equation 3 by setting SV0 = 0 for the P arrival and P0 = 0 for the S arrival, assuming the ray parameter
of the real waveform. With the predicted P and SV, the three predicted patterns are calculated according to
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0 is obtained from S arrival
pattern matching, and βFS0 from P arrival pattern matching (Figures 3d and 3h). This choice is motivated by
the fact that the P arrival polarization does not depend on αFS0 , a result also shown in Park and Ishii (2018),
and therefore, the P arrivalC1,C2, andC3 patterns also do not depend onαFS0 . While the value ofC2 does vary
with αFS in the P arrival C2 pattern (Figure 3b), the C2 pattern itself does not vary with values of αFS0 . The
independence of the P arrival C1, C2, and C3 patterns can be demonstrated as follows. From Equations 1
and 4, it can be shown that the C1, C2, and C3 patterns depend only on the polarization R/Z, and from
Equation 2, the polarization is expressed as
R
Z
¼ R11P0 þ R12SV0
R21P0 þ R22SV0; (5)
where the subscripts refer to the row and column of an element in the R matrix. For the P arrival, SV0 = 0,
and the polarization R=Z ¼ −2pqβ=q2γ (Equations 2 and 5). Therefore, the polarization is independent of
αFS0 . For the S arrival, P0 = 0, and the polarization is equal to q
2
γ=2pqα (Equations 2 and 5), which depends
on both αFS0 and β
FS
0 .
In practice, using P arrival patterns, a uniform grid search is performed over βFS0 , with 181 values that range





1k k22 þ C2 − Cp2k k22 þ C3 − Cp3k k22;
q
(6)
where the L2‐norm refers to the norm of a vector (i.e., treating C1 as a vector with 181 × 181 elements). We
then use the βFS0 value from this step together with the S arrival patterns to obtain α
FS
0 by minimizing the
same misfit function in Equation 6, but through a grid search over αFS0 with a minimum value of 2.7 km/s
and a maximum value of 8.1 km/s.
This approach differs from that of Park and Ishii (2018) in two significant ways. First, Park and Ishii (2018)
solve for free‐surface velocities based on minimizing misfits between observed and predicted P incidence
angles and S polarizations. In contrast, we minimize misfits between observed and predicted C patterns
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Figure 3. Particle motion patterns in Equation 4 obtained with synthetic seismograms generated for a half space with Vp = 4.92 km/s and Vs = 2.82 km/s. (a)
The pattern C1 in Equation 4 for a P arrival with a ray parameter of 0.0482 s/km. Colors show the value of the pattern for varying αFS and βFS. The label at the
bottom right corner indicates the arrival phase and the equation for the pattern. (b and c) Similar to (a), but for C2 and C3. (d) Determination of β
FS
0 by
minimizing the misfit function defined in section 2.1. The black curve shows the value of the total misfit function defined in Equation 6 for different βFS0 , the
blue curve shows the value when the misfit function is defined as C1 − C
p
12, the red curve is for misfit function C2 − C
p
22, and the yellow curve is for misfit
function C3 − C
p
32. C2 makes the largest contribution to the total misfit. The vertical red line shows the true β
FS
0 from the structure used to calculate the
synthetic waveforms. (e–g) Similar to (a)–(c) but for an S arrival with a ray parameter of 0.1098 s/km. (h) Similar to (d) but searching for α FS0 ; the vertical red
line indicates the true αFS0 .
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(Equation 6), which are the normalized dot products of P and SV particle motions (Equation 4). Second, Park
and Ishii (2018) solve for free‐surface P and S velocities simultaneously, while we first use Equation 4 with P
arrival data to solve for βFS0 and then, with fixed β
FS
0 , use Equation 4 with S arrival data to solve for α
FS
0 .
Advantages of using only the P arrival patterns to solve for βFS0 are that P phases typically have much
higher signal‐to‐noise ratios than S phases, and trade‐offs between αFS0 and β
FS
0 are to some extent
reduced since P arrival patterns do not depend on αFS0 .
The synthetic example in Figure 3 demonstrates the effectiveness of the pattern matching method in finding
αFS0 and β
FS
0 . For the grid search over β
FS
0 using the P arrival, the estimated value of β
FS
0 matches the free
surfaceVs from themodel used to generate the synthetics (Figure 3d). In addition, while all themisfit compo-
nents are minimized at the same value of βFS0 , the C2 misfit dominates the total misfit relative to C1 and C3.
This finding shows the advantage of the newmethod over the approach in Abt et al. (2010) which relied only
on C1. For the S arrival, the grid search over αFS0 yields a minimum misfit α
FS
0 that matches Vp in the input
model (Figure 3h). However, in this case C1, C2, and C3 all have substantial contributions to the total misfit,
which again emphasizes the importance of using all the patterns instead of relying only on C1 as in Abt
et al. (2010).
To obtain free‐surface velocities frommultiple events at a single station, we first weight the velocity estimates
by a value that describes the quality of the seismic phase, and then take theweightedmean of estimates for the
station. One quality factor is a signal‐to‐noise ratio measured with moving signal and noise windows applied
to the envelope function of Z for P arrivals, and to the envelope function of R for S arrivals. Signal‐to‐noise is
defined as the average amplitude in the 5 s signal window divided by the average amplitude in the 20 s noise
Figure 4. Example of free‐surface velocity estimation from one waveform at station ISP (GE network). (a) Plot similar to
Figure 3d and (b) plot similar to Figure 3h but using records from two real events. Both the P arrival event and the S
arrival event have the same ray parameters as those used in the synthetic case in Figure 3. Colors and curves are defined
identically to those in Figure 3. The only difference is the vertical red lines show the βFS0 and α
FS
0 values obtained by
minimizing the misfit function in Equation 6; their values are equal to the half space velocities used in Figure 3. (c) P and
SV component example for the real P arrival used in (a). The x axis is time from the earthquake origin time. Blue and red
dashed lines show the radial and vertical components of the seismogram, and yellow and purple lines are the SV and P
components based on Equation 1 and the determined βFSs and α
FS
s values. (d) Similar to (c), but for the real S arrival
used in (b).
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window, and the signal‐to‐noise of the phase (snr) is defined as themaximumsignal‐to‐noise valuewithin 25 s
of the phase arrival time; phase arrival times were obtained using an array‐based method (Lekić &
Fischer, 2014). The second quality factor is the correlation coefficient (corr) of the R and Z components in a
3.5 s window around the phase arrival time. The weighting factor is equal to the product of these factors if
snr is greater than 5 and corr is greater than 0.95. Otherwise, the weighting factor is set to 0 and the phase
is discarded. After obtaining individual βFS0 values (Equations 4 and 6) and their weights from P arrivals,
the station free‐surface shear velocity βFSs is defined as the weighted mean of the individual values.
Assuming βFSs , individual α
FS
0 measurements and their weights are obtained from S arrivals, and the
station compressional velocity αFSs is calculated using a weighted average. If the number of nonzero
weighted P arrivals is less than four, βFSs is set to 2.8 km/s, and if the number of nonzero weighted S
arrivals is less than four, αFSs is set to 1:8β
FS
s .
To show how the method works with real data, the free surface velocity determination was applied to data
from station ISP (GE network). The free‐surface velocities αFSs and β
FS
s for this station are the same as the
input velocity model used in the synthetic case in Figure 3. Figures S1a–S1c in the supporting information
show the C1‐C3 patterns for a P arrival from an earthquake that occurred on 20 July 2014 at ~44.65°N,
148.78°E with a ray parameter equal to that of the P arrival in the synthetic case in Figure 3. The observed
patterns are very similar to the synthetic patterns, except for C3 (Figure S1c) where the transformed SV com-
ponent is not as successfully minimized as in the synthetic case. The misfit functions from the grid search
result are also similar to those from the synthetic case (Figure 4a vs. Figure 3d) with a βFS0 of 2.82 km/s
obtained at the minimum misfit. Values of βFS0 were also obtained for P arrivals from other earthquakes,
and their histogram is shown in Figure 5a. Although different arrivals resulted in different βFS0 values, their
distribution centers around the weighted mean for βFSs 2.82 km/s nearly symmetrically. The C1‐C3 patterns
(Figures S1d–S1f) for an S arrival (from an earthquake that occurred on 18 May 2014 at ~4.25°N, 92.76°E
with a ray parameter equal to that of the S arrival synthetic case in Figure 3) are similar to those from the
synthetic case with minor differences. The grid search (Figure 4b) yields misfit functions that are similar
to the synthetic case (Figure 3h), with an αFS0 clearly defined at a value of 4.92 km/s. The distribution of
αFS0 values from different S arrivals shows greater variability than the β
FS
0 distribution from the P arrivals
(Figure 5b vs. Figure 5a). This result is partly because the S polarization dependence on αFS0 is weaker than
on βFS0 (Park & Ishii, 2018), and the number of P arrivals with nonzero weights is five times of the number of
S arrivals with nonzero weights since P phases generally have a higher signal‐to‐noise ratio. Nonetheless, the
αFS0 distribution is still broadly centered around its weighted mean of 4.92 km/s.
Figure 5. Example of free‐surface velocity values from all useable waveforms at station ISP (GE network). (a) Histogram
of βFS0 values obtained from 562 individual P arrivals whose weight for free surface velocity calculation is not 0. The bin
width is 0.117 km/s. The red line shows the final determined βFSs from the weighted average of individual β
FS
0 . (b) Similar
to (a) but with results for α FS0 from 100 individual S arrivals. The bin width is 0.39 km/s.
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After obtaining αFSs and β
FS
s , the P and SV components are calculated with
Equation 1 by settingαFS ¼ αFSs andβFS ¼ βFSs . The P and SV components
for the P and S arrivals employed in Figure 4 are plotted in Figures 4c and
4d. The SV component is minimal over the P arrival window, and the P
component is minimal over the S arrival window, indicating the success
of the transform with our new approach to finding free‐surface velocities.
2.2. Kernel‐Based Common‐Conversion Point Stacking
To better incorporate converted wave scattering into CCP stacking, we
have developed spatial functions that describe how an individual Sp or
Ps receiver function contributes to the stack, based on Sp and Ps sensitivity
kernels (e.g., Hansen & Schmandt, 2017; Hua et al., 2020; Mancinelli &
Fischer, 2017). During CCP stacking of Sp or Ps receiver functions, phase
raypaths are traced to a given depth and the travel time of the converted
phase from that point to the station identifies the relevant amplitude from
the receiver function. To calculate the stack at a given horizontal location
for that depth, receiver function amplitudes are combined, assuming
amplitude relationships between the location in the stack and the position
of raypaths. In prior studies, these relationships have typically been
described as geographic bins (e.g., Dueker & Sheehan, 1997) or with
weighting functions based on vertical path Fresnel zones (e.g., Lekic
et al., 2011; Lekić & Fischer, 2017; Wittlinger & Farra, 2007). Here we
develop weighting functions that more accurately reflect the interaction
of Sp and Ps phases with velocity structure using their sensitivity kernels.
This improvement to the CCP stacking method is a key element of the receiver function analysis workflow
(Step 4 in Figure 2).
The time dependence of scattering can be illustrated by incident and scattered wave raypaths (Figure 6). An
incident wave travels upward in the radial‐vertical plane (r‐z plane). The incident wave encounters a scat-
terer, and a scattered wave is generated and propagates upward to the station, which may not travel in the
r‐z plane. The incident wave travel time from the earthquake location to the station is defined as τri , and
the incident wave travel time from the earthquake to the scatterer is defined as τsi . The travel time of the scat-
tered wave from the scatterer to the station is given as τj. The phase delay time between the scattered phase
and the incident phase (equivalent to time in the receiver function) is described as
T ¼ τsi þ τj − τri : (7)
Scatterers sharing the same T form the phase delay isochron (e.g., Bostock et al., 2001; Bostock &
Rondenay, 1999). Energy from scatterers on the same isochron contributes to receiver function amplitude
at the same time, and the isochrons determine the shape of the scattering kernels for receiver function
amplitudes (e.g., Bostock et al., 2001; Bostock & Rondenay, 1999; Hansen & Schmandt, 2017; Hua
et al., 2020; Mancinelli & Fischer, 2017). This formulation is based on the Born approximation that scat-
tered waves will not be scattered again, so the travel time difference can be expressed as Equation 7.
The shapes of the phase delay isochrons for Sp and Ps phases fundamentally differ. An Sp isochron is illu-
strated in Figure 7a. This example corresponds to a uniform half space with Vp = 7.8 km/s and
Vs = 4.3 km/s (typical upper mantle values), an incident S wave in the r‐z plane with a ray parameter of
0.1098 s/km (same as used in Figures 4 and 5), and a 200 km scattering depth (the depth where the converted
wave raypath intersects the isochron). For this case, the Sp isochron corresponds to a delay time of −27.76 s.
The isochron is horizontal near its minimum depth at the conversion point (the intersection point with the
converted wave raypath), dips more steeply elsewhere, and extends to infinite distance. A Ps isochron is
shown in Figure 7b, for an incident P wave in the r‐z plane with a ray parameter of 0.0482 s/km (same as
used in Figures 4 and 5) and a scattering depth of 200 km. Here the Ps isochron corresponds to a delay time
of 21.74 s. The isochron is also horizontal around the conversion point, but this is the maximum depth on the
Figure 6. Schematic plot of the scattering process. Raypaths of the incident
wave propagating in the r‐z plane and the scattered wave are shown by
red lines. The scatterer is marked by the blue dot. The coordinates and
angles used for calculating the phase delay time isochron slope angle
are also labeled.
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isochron. In addition, the flat portion of the Ps isochron is much smaller than for the Sp isochron, the Ps iso-
chron does not extend to infinite distance, and its slope angle can be as large as 90°.
Based on our knowledge of the isochrons, we developed a spatial weighting function for CCP stacking.
The weighting function is based on the slope of the isochron, the geometrical distance from the scatterer
to the station, and the depth offset between the scattering depth and the isochron. Each of these factors is
discussed below.
An assumption inherent in CCP stacking is that velocity discontinuities are horizontal over the length scales
where amplitudes from different individual converted phases (or receiver functions) are combined. To be
consistent with converted phase sensitivity kernels, the amplitude weighting functions that describe these
length scales should correspond to the portion of the isochron that is sensitive to horizontal structure, and
what controls the sensitivity to discontinuity dip is the slope angle of the isochron (Rondenay et al., 2005).
When a discontinuity overlaps with an isochron in space, scatterers on the discontinuity generate scattered
waves that are recorded by the station at the same time, and the positive interference of the scattered waves
produces a clear phase in the receiver function. Therefore, for CCP stacking, receiver function amplitudes
should be projected into the stack along a depth interface only where their isochron slope angle is
approximately 0°. This approach differs from migration methods that are designed to image discontinuities
with an arbitrary dip angle and in which receiver function amplitudes are projected along the whole
isochron (e.g., Hua et al., 2020; Zhang & Schmandt, 2019).
The isochron slope angle is equal to the angle between the phase delay time gradient (∇T) and the vertical































where vi is the incident wave velocity, vj is the scattered wave velocity, θi is the angle from vertical of the
incident wave path, θj is the scattered wave take‐off angle, and φ and ϕ are two angles defined in Figure 6.
The angle φ is positive when the scattered wave is traveling in the positive r direction, and ϕ is positive
when the scattered wave is traveling in the negative t direction. Because τri does not depend on the scat-
terer location, from Equations 7 and 8, the gradient of T is expressed as














Figure 7. Examples of converted phase delay time isochrons (curved surfaces) for Sp (a) and Ps (b) phases. This case is for a half space with Vp = 7.8 km/s and
Vs = 4.3 km/s. Conversion points are at 200 km depth and raypaths are shown by red lines. The station is a blue triangle at (0, 0, and 0 km). The black mesh
at 200 km depth shows the horizontal plane for CCP stacking. (a) The isochron for Sp scattering, with an incident S wave ray parameter of 0.1098 s/km. Delay
time for the isochron is −27.76 s. Colors on the isochron are the slope angle calculated from Equation 12. (b) Similar to (a) but for Ps scattering, and an
incident P wave ray parameter of 0.0482 s/km. Delay time for the isochron is 21.74 s.
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where er, et, and ez are unit vectors in the r, t, and z directions. From Equation 9, and with some algebra,




2ϕþ vj sin θi − vi sinφ
 2q





To simplify, φ and ϕ are replaced by the dihedral angle between the vertical plane of scattered wave pro-
pagation and the r‐z plane (γ) through the geometric relationship
sinϕ ¼ sin θj sin γ; sinφ ¼ sin θj cos γ; (11)
where γ is positive when the scatteredwave is traveling in the positive r direction. By substituting Equation 11




2θj þ v2j sin2θi − 2vivj cos γ sin θi sin θj
q





To obtain ϑ, vi and vj are taken from an existing velocity model, and γ is calculated as the difference
between the earthquake back azimuth and the azimuth from the station to the scatterer. Because teleseis-
mic events are used, p, the ray parameter, is assumed to be invariant with horizontal location. Based on
Snell's law, the incident wave vertical incidence angle is expressed as
θi ¼ arcsin viREpRE − z
 
; (13)
where RE represents the earth radius and z is the depth of the scatterer. To obtain θj at each station, the 1‐
D velocity structure traversed by the scattered phase is extracted from an existing velocity model, and
1,000 rays whose ray parameters range from 0 s/km to the maximum value (i.e., the ray parameter for
a horizontal wave at the surface) with a uniform increment are shot from the station. All points along each
of the 1,000 paths are labeled with their corresponding ray parameter, and scattered wave ray parameters
for all locations in space can then be retrieved by interpolating the ray parameter relationship. The inci-
dence angle θj is obtained by substituting the scattered wave ray parameter and vj into Equation 13.
To help visualize isochron slope angles, slope angle values from Equation 12 are color coded on the iso-
chrons in Figure 7. The near‐horizontal region is much larger on the Sp isochron than on the Ps case, even
though the isochrons are sampling a horizontal discontinuity at the same depth. In contrast, the Ps isochrons
have larger regions with steeper dips including significant near‐vertical portions, explaining the ability of Ps
receiver functions to image vertical discontinuities (e.g., Hansen & Schmandt, 2017). The slope angle distri-
bution of points at 200 km depth for the Sp case in Figure 7a is shown in Figure 8a. The slope angle is
minimized around the conversion point in a zone that is elongated in the r direction and symmetric about
the r axis.
While isochrons control the overall shape of the scattering kernel, the kernel amplitude is scaled by geo-
metric spreading of the scattered wave from the scatterer to the station, and geometric spreading is to the
first‐order inversely proportional to the geometric distance from the station to the scatterer (Hansen &
Schmandt, 2017). Geometric distance from points at 200 km depth for the case in Figure 7 is shown in
Figure 8b, where the smallest values lie below the station. During CCP stacking of Sp phases, although some
points far from the station may have a relatively flat isochron, the receiver function amplitude should not
make a significant contribution there because of the small geometric spreading value.
A third consideration is that receiver function amplitudes for a given converted wave raypath should not be
projected to locations in the CCP stack where the depth offset between the isochron and the conversion point
(e.g., the offset between the isochron and 200 km depth in Figure 7) is large. To estimate the depth offset at
different locations, the slope angles of the isochron along the r axis (ϑr) and t axis (ϑt) are calculated based on
the direction of ∇T in Equation 9 and are expressed as
10.1029/2020JB020313Journal of Geophysical Research: Solid Earth
HUA ET AL. 11 of 31
ϑr ¼ arctan vi sin θj cos γ − vj sin θivj cos θi − vi cos θj
 
; ϑt ¼ arctan − vi sin θj sin γvj cos θi − vi cos θj
 
: (14)
The depth offset (Δz) is then estimated to the first order as
Δz ¼ tan ϑrΔrþ tan ϑtΔt; (15)
where Δr and Δt are the horizontal offsets from the imaging location to the conversion point in the r and t
directions. For the case in Figure 7a, the true depth offset that is directly measured by calculating the
Figure 8. Properties related to the weighting function in Equation 16 calculated for the same structure as used in
Figure 7. (a–e) The Sp scattering case in Figure 7a for a depth of 200 km. The red circle shows the conversion point,
and the triangle shows the horizontal position of the station projected downward from the surface. (a) The slope angle
distribution based on Equation 12. (b) The geometric distance from each point to the station. (c) The depth offset
from the isochron to the stacking depth at 200 km (black mesh in Figure 7a). (d) The depth offset estimated from
Equation 15 which is comparable to the true depth offset in (c) near the conversion point. (e) The complete weighting
function based on Equation 16 that combines information in (a), (b), and (d); (f) similar to (e), but for the Ps scattering
case in Figure 7b.
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depth difference between the isochron and 200 km depth is shown in Figure 8c, and theΔz estimate based on
Equation 15 is shown in Figure 8d. The first‐order values from Equation 15 reflect the true depth offset rea-
sonably well closer to the conversion point, but at more distant locations, Equation 15 tends to overestimate
the depth offset. However, because receiver function amplitudes should be projected to locations where the
depth offset is small, such overestimation helps to make our stacking method more conservative.
A weighting function,W1, was designed to limit the projection of receiver function amplitudes to stack loca-
tions with relatively flat isochrons, smaller distances to the station and smaller depth offsets to the isochron.









where z is the depth of the imaging point in the stack and d is the geometrical distance from the station to
the imaging point. The σϑ is a slope angle threshold, and at points with ϑ larger than σϑ amplitudes are
down weighted. The σz is a depth offset threshold, with a similar function relative to Δz. In practice σϑ
is chosen to be 5°, and σz is calculated by
σz ¼ TRF dzdTj; (17)
where TRF is the half‐width of the Gaussian that is convolved with the receiver function during time
domain deconvolution (Ligorria & Ammon, 1999) to smooth the receiver function. Tj is the phase delay
time (defined in the same way as T) along the converted wave raypath, while dz/dTj is the inverse of its
vertical derivative. Therefore, σz characterizes the vertical imaging uncertainty that is introduced during
receiver function generation.
Weighting functions are distorted ellipses that have their maxima at the conversion point and are elongated
in the r direction. The Sp weighting function for the case in Figure 7a is illustrated in Figure 8e, while the
weighting function for the Ps example is shown in Figure 8f. For mantle discontinuities at the same depth,
the Ps weighting function occupies a much smaller area, indicating that CCP stacking without artificial
interpolation or smoothing requires denser station spacing for Ps phases than for Sp. Because of the broader
lateral extent of their weighting functions, CCP stacking of Sp phases is better suited to imaging
near‐horizontal discontinuities with stations spaced at more than 20–30 km. In addition, CCP stacking of
Sp phases avoids artifacts related to crustal reverberations that are often strong features in Ps CCP images.
To calculate the CCP stack in practice,W1 is set to 0 where its value is less than 0.02 or the horizontal angular
distance to the station is more than 10°. To weight all receiver functions equally, a normalized weighting





W2 is simply W1 divided by the sum of all W1 at the same depth, so it would add up to one at each depth,
and thus different receiver functions are weighted identically. At each imaging point, the CCP stacked









which is the weighted average of individual receiver function amplitudes (RFk) from different records, and
the subscript k refers to the index of the individual record.
2.3. The Standard Deviation of a Weighted Average
In order to interpret a CCP stack, knowledge of the uncertainties in the stack amplitude are necessary to
assess which structural features have amplitudes that exceed the uncertainty threshold. In some previous
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studies, the stack amplitude uncertainty was estimated by bootstrapping the CCP stacking process (e.g., Hua
et al., 2018). The CCP stack was constructed multiple times based on random samples of the receiver func-
tions, and these individual stacks were represented by their bootstrap mean at each point, with the bootstrap
standard deviation at each point indicating the uncertainty. However, receiver functions often number in
the tens of thousands, with thousands of receiver functions contributing to each image point. This volume
of data requires a very large number of CCP stack iterations to get a reliable standard deviation from boot-
strapping, resulting in a high computational cost. Therefore, we have developed a new approach to measur-
ing the standard deviation of a weighted average (Step 4 of the workflow in Figure 2). In particular, this
approach is appropriate for cases where the sums of the weights are allowed to vary while the weights them-
selves could be dependent on the sample.
For a weighted average in the same form as Equation 19, when the number of samples (n) is large enough,




















where w is the weight and x is the sample value, μwx and μw stand for expected values of wx and w, σwx and
σw are standard deviations for wx and w, and both ε1 and ε2 follow the normal distribution N(0,1). For
Equation 20 to be valid, samples are required to be independent and with the same distribution, and
the same is true for the weights. However, the weights do not necessarily need to be independent of the





































The first term in the bracket characterizes the expectation of the average, while the other two terms char-
acterize the variability of the weighted average. Therefore, the expectation (E) and the variance (V) of the































and the correlation Corr can be expressed as
Corr ε1; ε2ð Þ ¼ Corr ∑wx;∑wð Þ ¼ Cov ∑wx;∑wð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V ∑wxð ÞV ∑wð Þ
p (23)
based on the central limit theorem (Equation 20), where Cov stands for covariance. The sample covariance
Cov(∑wx,∑w) is equal to n times the population covariance Cov(wx,w), since Cov is a bilinear operator
and samples are independent. The correlation in Equation 23 can be further derived as
Corr ε1; ε2ð Þ ¼ nCov wx;wð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi




10.1029/2020JB020313Journal of Geophysical Research: Solid Earth
HUA ET AL. 14 of 31
In practice, μwx, μw, σwx, σw, and Cov(wx,w) can be estimated from samples as
μwx ¼ wx; μw ¼ w; σwx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi




w2 − wð Þ2
q
; Cov wx; wð Þ ¼ w2x − wx w; (25)
where the bar indicates the sample average. By substituting Equations 24 and 25 into Equation 22, and
after some algebra, the standard deviation (Std) of the weighted average, which is the square root of the







∑w2x2ð Þ ∑wð Þ2 þ ∑w2ð Þ ∑wxð Þ2 − 2 ∑wð Þ ∑wxð Þ ∑w2xð Þ
q
∑wð Þ2 : (26)
In the case of CCP stacking, where x is receiver function amplitude and w is W2, Equation 26 characterizes
the uncertainty of stack amplitude at each point in the stack volume. However, this expression can also be
applied to any weighted mean where samples are independent but drawn from the same distribution, and
weights are independent but drawn from the same distribution.
To show the effectiveness of the standard deviation expression in Equation 26, a numerical experiment was
designed. We randomly generated 648 samples based on a normal distribution N(0.02,0.082), and the corre-
sponding weights were randomly generated based on a normal distribution N(0.7,0.42). The histograms of
the resulting samples and weights are shown in Figures 9a and 9b, and the standard deviation of the
weighted mean of these data from Equation 26 is shown by the black line in Figure 9c. For comparison,
50,000 iterations of bootstrapping were also performed on these data. In each iteration, 648 random values
were drawn from the samples and weights, and their weighted average was calculated. After each iteration,
the estimated standard deviation of the weighted averages based on the last and all previous iterations was
calculated. For this case, the bootstrapped standard deviation starts to converge to a stable value after ~1,000
iterations, and the value it converges to is very close to the weighted standard deviation from Equation 26
which is based on only one calculation. To show how these standard deviation estimates compare to the true
standard deviation, a Monte Carlo simulation was designed. Instead of using one set of samples and weights
(Figures 9a and 9b) as in the bootstrap case, at every iteration, a new set of samples and weights was gener-
ated based on the true distribution, and the weighted average was calculated. Then, the standard deviation
calculated from the last and all previous sets of samples and weights was stored. The weighted standard
deviation from the Monte Carlo simulation converges to a value which should approximate the true stan-
dard deviation (Figure 9c). This value is close to the Equation 26 weighted standard deviation, but is offset
by a small amount, because the single set of samples and weights used in Equation 26 does not strictly follow
the overall distributions. However, the good agreement between the estimate from Equation 26 and both the
true and bootstrap standard deviations demonstrates the accuracy of the much more efficient Equation 26
approach.
We also compared the weighted standard deviation from Equation 26 to the bootstrap standard deviation
from the receiver function data in the real CCP stack (Figure 9d). In this example, for an imaging point
located at 40.5°N, 38°E and 125 km depth, there are 648 individual receiver functions that have nonzero
W2 values (Equation 18). However, because in practice bootstrapping of the CCP stack would be performed
over all 23,787 receiver functions, the sample size in this example is 23,787, although only 648 samples have
nonzero weights. Again the weighted standard deviation from Equation 26 equals the value to which the
bootstrapping converges, although in this case reasonable convergence requires ~600 iterations.
Therefore, the approach summarized in Equation 26 is an accurate and computationally fast means of cal-
culating the standard deviation of a weighted average and is applicable to CCP stacking, and also to a wider
range of problems. This approach is especially suitable for problems where the sum of the weights is not
fixed, since a much simpler expression can be used when the sum is fixed. For example, Equation 26 can also
be used to quantify the standard deviation of the measured free‐surface velocity in section 2.1. In addition,
Equation 26 is also powerful in the sense that it does not require the weight to be independent of the sample
value, since the correlation between the weighted sum and the sum of the weights (Equation 24) is consid-
ered in the derivation.
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3. Data Processing and CCP Stacking
Data used in this study are Sp phases from broadband seismograms recorded from as early as 1990 to 2019 by
453 seismic stations around the Anatolian region (Figure 1) available from the International Federation of
Digital Seismograph Networks (FDSN) (Step 1 in the workflow shown in Figure 2). Among all the stations,
153 of them are permanent stations from the network KO (Kandilli Observatory and Earthquake Research
Institute Bosphorus Univ, 2001). Other contributing stations consist of 58 permanent stations from 10 net-
works (GE, HL, TU, CQ, HT, GO, HC, MN, IU, and AB) and 242 temporary stations from 14 networks
(YB, YL, YI, XW, XY, Z3, ZZ, XO, XH, YF, TK, SU, and SD). Network references appear in the Data
Availability Statement.
Seismic records were retrieved for earthquakes with epicentral distances between 30° and 90° and a mini-
mum moment magnitude of 5.8. To determine appropriate phase windows for P and S arrivals, the arrival
time of the phases was picked using an array‐based method (Lekić & Fischer, 2014) that results in more
robust phase identification than from individual records. The seismograms were then filtered by a 4–100 s
band‐pass filter, and the free‐surface velocities are calculated based on the method described in section 2.1.
In addition, 2–20 and 10–100 s band‐pass filters were also used to help better detect different velocity gradi-
ents, and will be discussed in section 4. After retrieving the free‐surface velocities, the P and SV components
of the seismic records were calculated from Equation 1 (step 2 in Figure 2). The signal‐to‐noise ratios of the S
Figure 9. (a) Histogram of 648 randomly generated samples from a normal distribution of N(0.02,0.082), and the bin
width is 0.024. (b) Histogram of 648 randomly generated weights from a normal distribution of N(0.7,0.42), and the
bin width is 0.101. (c) The standard deviation of the weighted average of the samples in (a) with weights in (b). The black
line shows the standard deviation estimate from Equation 26; the blue line shows the standard deviation estimate
from bootstrapping, where the x axis shows the number of bootstrap iterations; the red line shows the true standard
deviation estimated from a Monte Carlo approach, where the x axis shows the number of Monte Carlo simulations.
(d) The standard deviation of the CCP stack of Anatolia receiver function amplitudes at 40.5°N, 38°E and
125 km depth; the lines have the same meaning as in (c).
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phases were then measured from the SV component, using the ratio of the mean amplitude in a 5 s signal
window to the mean amplitude in a 25 s noise window.
Sp receiver functions were then obtained by deconvolving the SV component of the direct S arrival from the
P component which contains the Sp precursors (step 3 in Figure 2). Deconvolution was performed using a
time domain deconvolution method (Ligorria & Ammon, 1999). The resulting impulse responses were con-
volved with a Gaussian whose half‐width is 1 s and whose peak value is 1. However, while P and S phases
from all distances were used for measuring the free‐surface velocity, only earthquakes with epicentral dis-
tances between 55° and 85° were used to generate Sp receiver functions. We then eliminated receiver func-
tions with a signal‐to‐noise ratio of less than two, or for which the difference between the arrival time
determined from the array‐based method and the prediction of the AK135 reference model (Kennett
et al., 1995) is more than 10 s (Step 3 in Figure 2). With these criteria, 66,693 Sp receiver functions were
generated.
To migrate the receiver functions to depth, we used 1‐D velocity models that reflect velocity along the con-
verted P phase raypath from a recent full‐waveform inversion model (Blom et al., 2020) (Step 3 in Figure 2).
Using a model derived from full‐waveform inversion is advantageous because absolute velocities are
inverted for directly, and because this method is especially well suited for areas with significant heterogene-
ity such as Anatolia. For stations outside the limits of the velocity model, the velocity at the closest location
was used. Instead of directly using Vp from Blom et al. (2020), we calculated the average Vp/Vs at every depth
in the study region (33–45°N and 23–48°E) and used the average Vp/Vs multiplied by Vs to obtain Vp. Vs is
better resolved than Vp in the model of Blom et al. (2020) for two reasons. First, because Vs is always lower
than Vp, sensitivity kernels for this parameter are more spatially constrained than those for Vp and thus con-
tain more detail. Second, full‐waveform inversion models are dominated by surface waves, which naturally
have stronger sensitivity to Vs. Our approach avoids zones with unrealistic Vp/Vs values due to this hetero-
geneous sensitivity. The Vsmodel used in this paper for migration is the shear velocity model corresponding
to SV particle motion.
A range of criteria were applied to the migrated receiver functions to eliminate outliers (Step 3 in Figure 2).
The first two criteria focus on the Moho phase. A prominent Moho is evident across the study region both in
this study and in prior work (e.g., Abgarmi et al., 2017; Frederiksen et al., 2015; Karabulut et al., 2019;
Licciardi et al., 2018; Ozacar et al., 2008; Vanacore et al., 2013; Zhu et al., 2006; Zor et al., 2003). Since the
Moho predicts strong negative phases in Sp receiver functions, we discarded receiver functions without such
signals at shallow depths in two ways. First, receiver function negative amplitudes in the range from 15 to
60 km depth were used to form a vector rfsn, and receiver functions with rf snk k22 smaller than 20% of the
median rf snk k22 from all receiver functions were discarded. Second, to remove additional receiver functions
that lack a clear negative SpMoho phase, we also discarded receiver functions with amplitudes that are large
and positive in the Moho depth range. Using positive amplitudes between 15 and 60 km depth to form the
vector rfsp, receiver functions with rf sp
		 		2
2 greater than 3 times the median rf sp
		 		2
2 from all receiver func-
tions were discarded. With these two Moho related quality control criteria, receiver functions without
obvious Moho phases are removed (second and third columns in Figure S2).
Other criteria remove receiver functions with large and physically nonplausible amplitude variations.
Receiver function amplitudes predicted by the Blom et al. (2020) model provide a reasonable benchmark
for plausible receiver function amplitudes. However, while we use predicted receiver functions from the
Blom et al. (2020) model as a reference, the ranges of receiver functions allowed around these predictions
are large enough that the details of the velocity model do not have a significant impact. For the minimum,
median and maximum S wave ray parameters of all seismic records, synthetic seismograms were calculated
for Vs as a function of depth from Blom et al. (2020) at 1° horizontal increments, using the propagator matrix
method (Keith & Crampin, 1977). Receiver functions were generated from the synthetic waveforms using
the same approach that was applied to the data. From the synthetic receiver functions for the entire study
region, the minimum (rfmin) and maximum (rfmax) amplitudes were found, together with their mean value
(rfmean). The half‐width of the amplitude range rfhw was defined as (rfmax − rfmin)/2.
These values were used in two selection criteria. First, to eliminate observed receiver functions (rf) with
abnormally large amplitudes, receiver functions with rf − rfmeank k22 greater than 5 times the median
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rf − rfmeank k22 from all receiver functions were discarded. This criterion only discards receiver functions that
have enormously large amplitudes, and the number of receiver function removed by this step is relatively
small (e.g., the fourth column in Figure S2). However, it is a useful tool to eliminate obviously unrealistic
receiver functions, for example cases with a single huge peak near‐zero time that typically reflect bad
data. Second, to remove sustained large amplitudes in the mantle which are completely inconsistent with
the Blom et al. (2020) model, depth layers greater than 60 km where the receiver function amplitude rf is
either smaller than rfmean − 0.8rfhw or larger than rfmean+0.8rfhw were counted, with their number
indicated as nd. We then discarded all receiver functions with nd larger than the median of nd from all
receiver functions. The nd criterion is the strictest test we applied, as it removes half of the data, and it
significantly reduces noise in the mantle depth range (e.g., the fifth column in Figure S2).
With these four quality control criteria, receiver functions with unrealistic signals are effectively removed.
For example, the number of receiver functions with amplitudes that would reflect implausible mantle or
Figure 10. (a) Sp receiver function data sampling of the Anatolian region. Color shows the combined receiver function
weights, W3 (Equation 27), at 125 km depth. Locations with W3 values of more than 2.0 are shown by the yellow color
that corresponds to 2.0 on the scale. White dots are piercing point locations of the 23,787 converted P wave raypaths
employed in the final CCP stack. The weighting is generally stronger where piercing points are denser. (b) Back azimuth
and epicentral distance distribution for the 23,787 records. The diagram is divided into 10° back azimuthal bins.
Radial lines measure the percentage of the data that falls within a back azimuthal bin. The maximum radius corresponds
to 15%, and thin black circles mark 5% and 10%. In each back azimuthal bin, lengths of sectors with different colors
represent the proportion of earthquakes with different epicentral distance ranges as specified by the legend.
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Moho velocity gradients are significantly reduced (e.g., as shown by comparing the sixth column to the first
column in Figure S2). However, the same primary phases appear in the stack in all cases, and the only signif-
icant change is that adding any one of the other criteria (columns two to five in Figure S2) to the initial signal‐
to‐noise threshold (column one in Figure S2) increases the amplitude of the phase at depths of 100–150 km in
this location. Amplitude changes as a function of selection criteria are less pronounced in other locations.
CCP stacking was applied to the remaining 23,787 receiver functions (as described in section 2.2 and step 4 in
Figure 2), and the stack uncertainties were calculated (section 2.3 and Step 4 in Figure 2). The conversion
points at 125 km depth (Figure 10) illustrate that much of the Anatolian region is sampled by the measure-
ments. At each node in a grid with 0.1° spacing horizontally and 0.5 km spacing in depth, the migrated recei-
ver functions were stacked based on Equation 19, and the standard deviation of the stacked result was
estimated by Equation 26. To quantify the amount of receiver function information at each point in the stack,
the weights for individual receiver functions at the same node were summed as∑W2 (Equation 18) to obtain
a value called Ws. Only features with relatively large Ws were interpreted, partly to ensure sufficient data
were used for the stacking, and partly because the standard deviation formulation (Equation 26) is only valid
when the number of samples is large enough. However, because receiver functions were not projected to
depths where the ray parameter is larger than the critical ray parameter of the P wave, the horizontal sum
ofWs at greater depths is always smaller than the sum at smaller depths. Therefore, in order to eliminate bias
due to this effect, Ws is normalized to a new depth‐insensitive weighting W3 as












where nlayer is the number of depth layers (901 in this study). CCP stacking results were only interpreted at
points with W3 over 0.4. The W3 distribution of the region at 125 km depth is shown in Figure 10, and for
most of the continental Anatolian region W3 exceeds the 0.4 threshold for interpretation. In addition, the
CCP stack is interpreted only if the standard deviation is less than 0.01 or less than half of the weighted
and stacked receiver function amplitude (Step 5 in Figure 2).
As an example, the CCP stack on profile A‐A′, which crosses the Anatolian region from east to west
(Figure 11a), indicates a Moho that is partially imaged (red phase at 30–50 km depth), a 410 discontinuity
that extends across most of the profile, and a negative velocity gradient at depths of 360–370 km that has
been observed elsewhere and interpreted as the top of a low‐velocity layer just above the 410 discontinuity
(e.g., Vinnik & Farra, 2002). We also observe a prominent mantle arrival at depths of 80–150 km, indicative
of a velocity increase with depth, that will be discussed further below. A weak positive velocity gradient is
also observed around 250–300 km depth in some locations. Figure 11b shows that the standard deviation
of the profile is typically small and uniform below 100 km depth. However, the standard deviation above
50 km is much larger, even at points with large W3 (Figure 11c), and cannot be interpreted except at points
where the Moho Sp phase has a large enough amplitude to exceed twice the large standard deviation. Unlike
the standard deviation, theW3 weight distribution is highest along groups of dense converted P raypaths and
is larger overall above 300 km depth (Figure 11c). Because most of the events are from the northeast to east
(Figure 10b), deep structures beneath the west end of the profile are not well imaged and are not shown due
to small weight values (Figure 11a).
4. Results and Discussion
To show how the kernel‐based CCP stacking method introduced in section 2.2, the free‐surface velocity
determination method introduced in section 2.1, the chosen velocity model, and the receiver function
selection criteria influence the CCP stacking results, we calculated the CCP stack for four additional
cases. In the first case, we used the same collection of receiver functions, but with the stacking method
in Hua et al. (2018), which employed an empirical weighting function defined by a vertical ray Fresnel
zone similar to that in Lekić and Fischer (2017) assuming a dominant frequency of 13 s. The result for
cross section A‐A′ appears in Figure 12a, but because the weighting function here is defined differently
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Figure 11. Properties of the Sp CCP stack shown oneast‐west oriented profile A‐A′ at 40.5°N. Horizontal axes are
annotated with longitude, and vertical axes are annotated with depth. The location of the profile is shown in Figure 1.
Green circles at the top of the profiles correspond to green circles on the map, with 100 km distance between them. Red
circles show the intersection points of the profile with the North Anatolian Fault or East Anatolian Fault. The length of
the profile is 1,603 km. (a) Sp CCP stack amplitude. Red amplitudes correspond to negative Sp phases and a velocity
increase with depth (e.g., the Moho above 50 km and the 410 discontinuity); blue amplitudes correspond to positive Sp
phases and a velocity decrease with depth. Phases with amplitude exceeding the limit of the color bar are shown by the
boundary color (e.g., the Moho phase). Blank areas indicate zones where the image is not robust and should not be
interpreted, either due to a standard deviation that exceeds both 0.01 and half of the receiver function amplitude, or due
to a weight value W3 (Equation 27) that is less than 0.4. (b) The standard deviation of the Sp CCP stack amplitude from
Equation 26. Black line shows the contour where standard deviation equals 0.01. (c) The total weight W3. Black line
shows the contour where W3 equals 0.4. Locations with W3 that is more than the limit of the color bar are shown by the
maximum color. The color map used in this figure and all others with CCP stacks is from
Crameri (2018) although with a 50% increased saturation.
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from the weighting function in section 2.1, the image is shown where W3 is more than 40 instead of 0.4.
While the same major phases (Moho, 410 discontinuity, negative amplitudes at 80–150 km) appear in
both cases, in the kernel‐based CCP stacking (Figure 11a) they are more continuous, and the rest of
the image contains less small‐scale variation in amplitude. This improvement is likely the result of the
more physically correct weighting function in the kernel‐based stack that individually determines the
Figure 12. Sp CCP stack amplitudes on profile A‐A′ using different methods and velocity structures. Symbols and
notations identical to Figure 11a. (a) CCP stack obtained using the empirical weighting function defined by a 13 s P
wave Fresnel Zone (Lekic et al., 2011). Because the weighting function is defined differently than in Figure 11a, locations
with W3 less than 40 are blank, while the criteria for standard deviation are the same. (b) CCP stack using the
free‐surface velocity determination method in Abt et al. (2010), and the stacking method as in (a). Blank regions are
identified identically to (a). (c) CCP stack using the methods also used in Figure 11a, except with the full‐waveform
inversion model of Fichtner et al. (2013). Blank regions are identified identically to Figure 11a.
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sensitivity to horizontal discontinuities for each individual receiver function and enables them to more
correctly interfere at the appropriate location.
We also tested the improvement in the clarity of the CCP stack from the new approach to determining
free‐surface velocities. In this case (Figure 12b) we use the same set of receiver functions and the older stack-
ing method used in Figure 12a, but with the free surface velocity determination method used in Hopper
et al. (2014) which is essentially that of Abt et al. (2010). The differences between the two cases are subtle,
but the more accurately determined free surface velocities used in Figure 12a result in slightly different
amplitudes for the negative phase at 80–150 km depth. This comparison suggests that the new approach pro-
vides only an incremental improvement. Nonetheless, more accurately constrained free surface velocities
contribute confidence to the CCP stack, and in addition, they are a valuable tool for studying near surface
structures (e.g., Park et al., 2019; Park & Ishii, 2018). This test also indicates that even if free‐surface veloci-
ties are not estimated very precisely, their influence on mantle CCP stacking is likely not large as long as the
values are reasonably accurate.
To verify that the velocity model we chose (Blom et al., 2020) to migrate the receiver functions and calculate
the CCP stack does not overly influence the CCP stack results, we also employed the kernel‐based CCP
stacking with the velocity model for Anatolia from Fichtner et al. (2013). However, in this case we directly
used both Vp and Vs given by the model. The results of this case (Figure 12c) are similar to those obtained
when using Blom et al. (2020) (Figure 11a). Noticeable differences are that the negative phase at
80–150 km depth is slightly stronger at ~36°E when using Fichtner et al. (2013), but more continuous at
38–39°E with Blom et al. (2020), and the 410 discontinuity is in general more continuous with Blom
et al. (2020), while a shallower 410 discontinuity is evident at 33–39 °E when using Fichtner et al. (2013).
However, these differences are relatively minor, and the overall agreement indicates that the CCP stack
structures are not dramatically influenced by the assumed velocity model.
To explore how data quality criteria influence the CCP stack, we performed the kernel‐based CCP stacking
removing only receiver functions lacking Moho phases (section 3), and with the signal‐to‐noise threshold of
2. The Moho criteria relate only to receiver function amplitudes above 60 km depth, so mantle phases do not
influence the receiver function selection. After applying these criteria, 45,872 receiver functions were
retained for stacking. This stack contains nearly twice the number of receiver functions used in the final
stack, and these individual receiver functions exhibit greater scatter. (For an example of the larger scatter,
compare the second and third columns vs. the sixth column in Figure S2). Nonetheless, this stack
(Figure S3) contains phases similar to those in the final stack (Figure 11a). One difference is that the negative
phases at 80–150 km depth are more coherent with stricter quality criteria (Figure 11a) than in the case with
only the Moho criteria (Figure S3). This difference is particular noticeable at 38–39°E, although it is reversed
at 41–43°E. Because the receiver functions removed by the stricter criteria contain physically unrealistic
energy, we focus our interpretation on the final stack.
The negative Sp phase at depths of 80–150 km persists widely beneath Anatolia, regardless of the stacking
method, receiver function selection, and migration velocity model. Unlike the Moho and 410 discontinuity,
which are expected globally, the negative upper mantle discontinuity is a more unusual feature. This nega-
tive Sp phase, which corresponds to a shear velocity increase with depth, is broadly consistent with Vs
gradients in the model of Blom et al. (2020). The depth of the Sp phase (Figure 11a) lies near the base of a
layer that is dominated by low velocities in the Blom et al. (2020) model (Figure 13a). The calculated vertical
Vs gradients from Blom et al. (2020) (Figure 13b) agree with the overall position of the negative Sp phase at
longitudes of 31°E to 41°E. From 41°E to 44°E, where the CCP stack only shows weak negative Sp energy
that is distributed over a broad range of depths (Figure 11a), vertically localized positive velocity gradients
are also not clearly observed in the velocity model (Figure 13b). However, some features disagree. For exam-
ple, the positive velocity gradient at 200 km depth from 30°E to 32°E in the Blom et al. (2020) model is not
matched clearly by a feature in the CCP stack. Comparison of the CCP stack with the Vs and the vertical Vs
gradient from Fichtner et al. (2013) (Figures S4a and S4b) show a similar level of agreement. All shear
velocity profiles from full‐waveform tomography models in this study (Figures 13, S4, and S5) correspond
to SV velocity.
The widespread presence of the negative Sp phase at depths of 80–150 km is demonstrated by other cross
sections through the CCP stack. Cross section B‐B′ (Figure 14a) which is south of A‐A′ also contains the
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negative Sp phase at 80–150 km depth from 29°E to 40°E, as well as from 42°E to 44°E beneath eastern
Anatolia. The phase is also observed in north‐south striking cross sections (Figure 15), and it extends
from 38°N to 40.5°N in the west (Figure 15a), from at least 37°N to 41°N in central eastern Anatolia
(Figure 15b), and from 37.5°N to 41.5°N in part of easternmost Anatolia (Figure 15c). However, the phase
is not strong ubiquitously. Its amplitude and continuity are significantly diminished in much of the region
north of 41–41.5°N, as shown in Figures 15a and 15b, and in the east‐west cross section C‐C′ (Figure 14c).
This decrease in the amplitude of the negative Sp phase north of the plate boundary broadly correlates
with a reduction of the intensity of the low‐velocity layer whose base it marks, as shown by a comparison
of the Blom et al. (2020) shear velocity model on profiles B‐B′ (Figure S5a) and A‐A′ (Figure 13) versus C‐
C′ (Figure S5b). A similar trend appears in the shear velocity models of Fichtner et al. (2013), and a third
full‐waveform inversion that spans Anatolia (H. Zhu, 2018). Lack of Sp data in the northeast corner of the
study region limits our ability to assess the northward limit of negative phase amplitudes as far east as 44°
E (Figure 15c). However, some waveform inversion models indicate that very low velocity asthenosphere
extends further north at longitudes east of approximately 42–43°E, relative to the rest of the study region
(Blom et al., 2020; Zhu, 2018).
The spatial distribution of the negative Sp phase, which appears to mark the base of the asthenospheric
low‐velocity zone, differs from the results of prior Sp studies in the region. The Sp receiver function study
by Kind et al. (2015) showed evidence for positive velocity gradients in the shallow upper mantle, but the
depths where this energy was observed do not always match our results. In Angus et al. (2006), positive velo-
city gradients were not observed from Sp phases in the 90–150 km depth range. However, much of the region
sampled in Angus et al. (2006) lies in eastern Anatolia where the Sp CCP stack presented here shows only a
Figure 13. Shear velocity model on profile A‐A′. (a) Shear wave velocity from Blom et al. (2020). Velocities exceeding the
limit of the color bar are shown by the color at the limit (e.g., crustal velocities). (b) Vertical gradients in shear wave
velocity from Blom et al. (2020) smoothed over a 5 km depth window.
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Figure 15. Sp CCP stack amplitudes on north‐south oriented profiles D‐D′, E‐E′, and F‐F′. Symbols and notations identical to Figure 11a, but horizontal axes are
labeled with latitude. (a) Profile D‐D′ is located at 31.18°E, and the length of the profile is 612 km. (b) Profile E‐E′ is located at 37.35°E, and the length of the profile
is 667 km. (c) Profile F‐F′ is located at 44°E, and the length of the profile is 445 km. Profile locations shown in Figure 1.
Figure 14. Sp CCP stack amplitudes on east‐west profiles B‐B′ and C‐C′. Symbols and notations identical to Figure 11a.
(a) Profile B‐B′ is located at 38.4°N, and the length of the profile is 1,479 km. (b) Profile C‐C′ is located at 41.6°N, and the
length of the profile is 1,494 km. Profile locations shown in Figure 1.
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weak positive Sp arrival (e.g., 40°E to 43°E in Figures 11a and 14a), indicating that Angus et al. (2006) and
our results are not incompatible.
The anomalously low velocity asthenosphere beneath Anatolia, whose lower margin is indicated by the
negative Sp phase, is observed by many seismic studies. In addition to the full‐waveform inversion studies
described above (Blom et al., 2020; Fichtner et al., 2013; Zhu, 2018), low‐velocity asthenosphere is also
observed beneath the Anatolian region by surface wave tomography (Bakırcı et al., 2012; Salaün et al., 2012)
and P wave tomography (Portner et al., 2018; Wei et al., 2019). Prior studies also found low Pn wave velocity
(Gans et al., 2009; Mutlu & Karabulut, 2011) and high Snwave attenuation (Gök et al., 2003) beneath a large
portion of Anatolia. All of these studies are consistent with anomalously high mantle temperatures, which
have also been indicated by multiple geochemical studies (McNab et al., 2018; Nikogosian et al., 2018; Reid
et al., 2017). In addition, elevated mantle Vp/Vs ratios (H. Zhu, 2018) as well as the presence of young mag-
matism (<10 Ma) across the study region (McNab et al., 2018; Nikogosian et al., 2018; Reid et al., 2017) indi-
cate that low velocities in the asthenospheric layer could be enhanced by the presence of partial melt, leading
to unusually strong negative Sp energy from the base of this layer. Other regions with a negative Sp arrival in
the shallow upper mantle are also often observed in zones of active or recent magmatic activities where the
phase could mark the base of a melt‐rich mantle layer (e.g., Ford et al., 2014; Hopper et al., 2014; Rychert
et al., 2013, 2018).
In contrast to many tectonically active regions with elevated mantle geotherms where a large Sp arrival is
observed from the base of the lithosphere (e.g., Fischer et al., 2010; Hansen et al., 2015; Hopper &
Fischer, 2018), in Anatolia a strong and ubiquitous phase from the LAB depth range is not evident in the
Sp CCP stack obtained with the 4–100 s band‐pass filter. In some locations, weak and vertically localized
positive Sp phases representing negative velocity gradients are observed directly beneath the Moho
Figure 16. (a) Similar to Figure 11a but using a 2 to 20 s band‐pass filter before deconvolution. Clear LAB phases are
observed around ~70 km depth. (b) Similar to Figure 11a but using a 10 to 100 s band‐pass filter.
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Figure 17. The frequency dependence of Sp receiver functions. (a) Synthetic Sp receiver functions for velocity models with varying mantle lithosphere thicknesses
from 2 to 30 km as indicated by the legend. The S waves have a ray parameter of 0.1098 s/km. Shear velocity structures are shown in the rightmost panel, and the
mantle lithosphere is characterized by a high velocity layer starting from 40 km depth. The leftmost panel shows receiver functions calculated from synthetic
seismograms whose source time functions are characterized by Gaussian first derivatives peaked at 14 s (~0.07 Hz). These waveforms were filtered with a 4 to 100 s
band‐pass filter before deconvolution. The middle left panel is similar to the leftmost one, but with source time functions whose Gaussian first derivatives
are peaked at 4 s (0.25 Hz). The middle right panel is similar to the middle left one, but with a 2 to 20 s band‐pass filter. The LAB phase is larger amplitude for the
cases where the source time function has a 4 s period. (b) Sp receiver functions for structures where the positive velocity gradient at the base of the low‐velocity
asthenosphere at 120 km has a varying depth extent. Velocity increases from 4.0 km/s to 4.4 km/s within a layer as thin as 5 km to as broad as 45 km, as indicated
by the legend. The panels are arranged in the same way as in (a). Gradual positive velocity gradients (30–45 km depth extents) produce significant
phases in seismograms with short‐period (4 s) source time function seismograms and the 4–100 s filter, but the amplitudes of these phases are reduced with
the 2–20 s filter.
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(e.g., ~30°E and 38°E in Figure 11a) but they are absent in other areas (e.g., ~28°E in Figure 11a). To explore
this result, we recalculated the CCP stack using receiver functions with different frequency contents (Step 5
in the workflow shown in Figure 2). When we instead applied a 2–20 s band‐pass filter before deconvolution,
stronger and more continuous LAB phases are observed beneath the Moho across most of the Anatolian
region at around 60–90 km depths (Figures 16a, S6, and S7). This depth range approximately corresponds
to the top of the low‐velocity asthenosphere layer (e.g., Figures 13 and S4). This observation of a shallow
LAB phase is consistent with the depth of the LAB in Kind et al. (2015), but unlike Kind et al. (2015), we
observed the strong LAB phase only at relatively short periods. In addition, the relative amplitude of the
LAB phases in this study is low compared to those in Kind et al. (2015), where LAB phase amplitudes are
sometimes comparable to Moho phases.
A possible reason for LAB phases to be weak or absent when using a 4–100 s filter is that the mantle litho-
sphere is too thin to be resolved by long wavelength body waves. In other words, the LAB phase is
reduced by interference with a larger Moho phase. To test this hypothesis, a numerical experiment was
designed with propagator matrix synthetic seismograms. For velocity structures with varying mantle litho-
spheric thicknesses (Figure 17a), synthetic S waves with the same ray parameter (0.1098 s/km) were
recorded by a station at the surface. However, some waves had Gaussian first derivative source time func-
tions with a period of 14 s (~0.07 Hz), while the others had dominant periods of 4 s (0.25 Hz), and band‐
pass filters of 4–100 and 2–20 s were applied. Synthetic seismograms were then deconvolved to obtain Sp
receiver functions, using the same approach that was applied to the data, and receiver functions were
migrated to depth (Figure 17a). When the mantle lithosphere is thinner than 10 km, LAB phases can
barely be observed for any filter or dominant period. When mantle lithosphere thickness is more than
10 km but less than 30 km, receiver functions with 4 s source time functions better capture LAB phases
with correct depths and stronger amplitudes. When mantle lithosphere thickness is approximately 30 km,
4 and 14 s receiver functions are similar. These synthetic tests indicate that higher‐frequency seismograms
better resolve LAB phases when mantle lithosphere is thin. When using a 4–100 s band‐pass filter with
real data, S phases with periods even longer than 14 s are also included, making the LAB even more
difficult to observe than in the numerical experiment. The 2–20 s band‐pass filter does not significantly
alter receiver functions with short‐period source time functions compared to the 4–100 s band‐pass filter
(e.g., middle right vs. middle left panel in Figure 17a), but it eliminates longer period waveforms that
obscure the LAB phase.
However, while the observed LAB phases become more prominent when using the 2–20 s filter, the
positive velocity gradient phases are relatively weaker with this filter compared to the 4–100 s band pass
(e.g., Figure 16a vs. Figure 11a). To better understand this frequency dependence, another synthetic
experiment was designed with a similar setup to the former case, but with a lithospheric thickness fixed
at 15 km, and a shear velocity increase from 4.0 to 4.4 km/s centered at 120 km depth. The latter is dis-
tributed over a depth range as narrow as 10 km and as broad as 45 km (Figure 17b). When a 4–100 s
band‐pass filter was applied, receiver functions from a 4 s source time functions are more sensitive to
the depth range of the velocity increase when the depth range is more than 30 km, while the 14 s receiver
functions show less amplitude variation (middle left vs. leftmost panel in Figure 17b). However, when a
2–20 s filter was applied, positive velocity gradient phases become much weaker for 4 s receiver functions
from velocity gradients broader than 30 km (middle right vs. middle left panel in Figure 17b). This result
is because the long period Green's functions for converted waves originating from the gradual velocity
increase are filtered out.
Based on this synthetic test, and the larger amplitude of the observed positive phase from the base of the
asthenosphere with the 4–100 s filter relative to the 2–20 s, we conclude that the corresponding positive
velocity gradient is likely distributed over a depth extent of at least 30 km. However, if the velocity gradi-
ent is distributed over more than 30 km, the synthetics indicate that the amplitude of the phase should
continue to increase as the dominant period in the waveforms further increases, for example, the 14 s
source versus the 4 s source with the 4–100 s filter (middle left vs. leftmost panel in Figure 17b). To pro-
duce a shift to longer dominant periods, we also performed the CCP stacking with Sp receiver functions
from seismograms filtered with a 10–100 s band pass (Figures 16b, S8, and S9). The positive velocity gra-
dient phase in this case is in many places stronger than in the 4–100 s case, especially for profile B‐B′
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(Figure S8a vs. Figure 14a), suggesting that the velocity gradient is probably more gradual than a 30 km
depth extent.
These synthetic tests show that in order to observe both thin mantle lithosphere and the gradual positive
velocity gradient at the base of the low‐velocity asthenospheric layer, the best choice is to use seismo-
grams with short‐period source time functions and filter them with broad band‐pass filters (e.g., the cases
with a 4 s source time function and a 4–100 s filter in Figure 17). However, with real data, a shorter per-
iod filter is often necessary to isolate short‐period source time function seismograms, and it is key to con-
struct receiver function stacks with different frequency bands to resolve thin layers and velocity gradient
depth ranges.
5. Conclusions
A new approach to finding free‐surface velocities from the polarizations of P and S arrivals was developed.
This approach has the ability to accurately measure the shear velocity from P arrivals and compressional
velocity from S arrivals both with synthetic data and real data. With the retrieved free‐surface velocities,
P and SV components of seismograms are isolated successfully, resulting in clear Sp receiver functions.
Receiver functions were accurately mapped to depth with a novel kernel‐based CCP stacking method.
Instead of using empirically defined weighting functions or geographic bins, the new method focuses on
imaging the horizontal discontinuities assumed in CCP stacking using the shape of scattering kernels.
Receiver function amplitudes are projected into the stack using weighting functions that highlight locations
where the kernel is relatively flat, its depth offset from the conversion point is minimal, and geometric
spreading is small. With typical upper mantle seismic velocities, Sp weighting functions span much broader
horizontal regions than Ps weighting functions, indicating an advantage for Sp receiver functions when
imaging quasi‐horizontal structures.
A fast and accurate approach to quantifying the standard deviation of CCP stacking results is derived based
on the central limit theorem. The estimated standard deviation requires only one quick calculation but is
very close to the value obtained by bootstrapping after the latter converges over thousands of iterations.
The derived expression can be applied to all problems requiring a standard deviation of weighted averages,
and it requires neither the sum of weights to be constant nor the weight to be independent of the sample.
Sp receiver function CCP stacking, after careful quality control, resulted in clear images of upper mantle
discontinuities beneath the Anatolian region. Using waveforms with periods of 4–100 s, the Moho, the
410 discontinuity, a velocity decrease at depths of 360–380 km, and a prominent positive velocity gradient
located between 80 and 150 km depth are observed. The latter positive velocity gradient marks the base of
a low‐velocity asthenospheric layer which appears in numerous prior models of the Anatolian upper mantle.
Causes of the pronounced low‐velocity asthenosphere could be high mantle temperature or the presence of
partial melt, which are also indicated by previous geochemical and seismological studies. While the strong
positive velocity gradient is observed beneath most of the region, it does not extend far beyond the North
Anatolian Fault in western and central eastern Anatolia, suggesting a relationship between the plate bound-
ary and its hot underlying asthenospheric mantle.
Strong Sp phases from a negative velocity gradient that corresponds to the LAB are not clearly observed in
the CCP stack that employed receiver functions with a 4–100 s band‐pass filter, but an LAB Sp phase was
clearly imaged at 60 to 90 km depths with a 2–20 s filter. Tests with synthetic seismograms show that this
frequency dependent behavior is expected with thin mantle lithosphere. This phase is consistent with the
upper margin of the low‐velocity asthenosphere.
Frequency dependence in the amplitude of the Sp phases from the base of the asthenospheric low‐velocity
layer places constraints on the depth extent of its velocity gradient. The Sp phase amplitude is clearly smal-
lest in the CCP stack with the 2–20 s band‐pass filter, indicating that the positive velocity gradient occurs
over more than 30 km in depth. Beneath much of the region, southern portions of western and central
Anatolia in particular, the amplitude of the phase is larger in the CCP stack with a 10–100 s band‐pass filter
relative to the stack with the 4–100 s band‐pass filter, indicating that the depth extent of the velocity gradient
is even larger.
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Data Availability Statement
Seismograms were downloaded either through IRIS Data Management Center BREQ_FAST service or
through obspyDMT toolbox (Hosseini & Sigloch, 2017) for data managed by other data centers supporting
FDSN Web Services. Waveforms were collected by 11 permanent networks (KO, https://doi.org/10.7914/
SN/KO; GE, https://doi.org/10.14470/TR560404; HL, https://doi.org/10.7914/SN/HL; TU; CQ, https://doi.
org/10.7914/SN/CQ; HT, https://doi.org/10.7914/SN/HT; GO; HC, https://doi.org/10.7914/SN/HC; MN,
https://doi.org/10.13127/SD/fBBBtDtd6q; IU, https://doi.org/10.7914/SN/IU; AB) and 14 temporary net-
works (YB, https://doi.org/10.7914/SN/YB_2013; YL, https://doi.org/10.7914/SN/YL_2005; YI, https://doi.
org/10.15778/RESIF.YI2008; XW, https://doi.org/10.15778/RESIF.XW2007; XY, https://doi.org/10.15778/
RESIF.XY2007; Z3, https://doi.org/10.14470/M87550267382; ZZ, https://doi.org/10.14470/MM7557265463;
XO; XH, https://doi.org/10.7914/SN/XH_2002; YF; TK; SU; SD).
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