Abstract. We show that the second fundamental form of the Prym map lifts the second gaussian map µ A of the Prym-canonical bundle. We prove, by degeneration to binary curves, that µ A is surjective for the general point [C, A] of Rg for g ≥ 20.
Introduction
Similarly to the period map P g : M g → A g , the Prym map P r g : R g → A g−1 provides a way to link the geometry of moduli spaces of curves to the geometry of moduli spaces of principally polarized abelian varieties. Recall that R g denotes the moduli space which parametrizes isomorphism classes of pairs [C, A] , where C is a smooth curve of genus g and A ∈ P ic 0 (C) [2] − {O C } is a torsion point of order 2, or equivalently isomorphism classes of unramified double coverings π :C → C. The Prym map associates to a point [(C, A)] ∈ R g the isomorphism class of the connected component of zero, P (C, A) of the kernel of the norm map N m π : JC → JC, with its principal polarization. Both the period map and the Prym map have been extensively studied since a long time, but also recently there have been important developements on the birational geometry of R g ( [11] ).
In this paper we focus on the study of the second fundamental form of the Prym map analogously to what it has been done for the second fundamental form of the period map and its link with the second gaussian map. In fact in [10] it is shown that the second fundamental form of the period map lifts the second gaussian map of the canonical line bundle, as stated in an unpublished paper by Green and Griffiths (cf. [13] ). With this geometrical motivation, in [7] we investigated curvature properties of M g endowed with the Siegel metric. In fact, we computed the holomorphic sectional curvature of M g along the tangent directions given by the Schiffer variations in terms of the second gaussian map. This also suggested that the second gaussian map itself could give interesting information on the geometry of the curves, hence its rank properties have been investigated in a series of papers (see [4] , [6] , [8] , [9] ).
Here we first generalize the lifting result of [10] to the Prym map, namely at the point [C, A] ∈ R g we have the following commutative diagram
t h h h h h h h h h h h h h h h h h h h
is the kernel of the multiplication map
, II is the second fundamental form of the Prym map, m is the multiplication map and µ A is the second gaussian map associated to the Prym canonical bundle K C ⊗ A. This also allows us to generalize the results of [7] on the holomorphic sectional curvature of R g with the Siegel metric induced by A g−1 via the Prym map.
In the second part of the paper we concentrate on the study of the second gaussian map µ A , A ∈ P ic 0 (C) [2] non trivial. The main result is the proof of the surjectivity of µ A for the general curve [C, A] ∈ R g of genus g ≥ 20, generalizing analogous results on the surjectivity of the second gaussian map of the canonical line bundle for the general curve in M g for g ≥ 18. For the canonical line bundle this surjectivity for general curves of high genus was proved in [8] using curves on K3 surfaces, then the sharp result for genus ≥ 18 has been shown in [4] using degeneration to binary curves, i.e. stable curves which are the union of two rational curves meeting transversally at g +1 points. Here we generalize these degeneration techniques to prove the surjectivity of second gaussian maps µ A , for the Prym-canonical bundles K C ⊗ A.
In particular, this shows that the locus of curves [C, A] ∈ R g (g ≥ 20) for which the map µ A is not surjective is a proper subscheme of R g and one observes that for g = 20 it is an effective divisor in R 20 of which we compute the cohomology class both in R 20 and in a partial compactificationR 20 following computations developed in [11] .
The paper is organized as follows: in Section 2 we describe the second fundamental form, we prove that it is a lifting of the second gaussian map µ A and we compute the holomorphic sectional curvature along the Shiffer variations. In Section 3 we construct the Prym-canonical binary curves that we use for the degeneration. In Section 4 we explicitly describe the ideal of the quadrics containing the Prymcanonical binary curve. In Section 5 we prove, by induction on the genus, the surjectivity of µ A . In Section 6 we compute the cohomology class inR 20 of the degeneracy locus of the second gaussian map. Finally in the Appendix we list the Maple scripts used in the computations.
Finally we observe that the results and the techniques of section 2 are of different nature from the rest of the paper, which can be read separately, once one has looked at the definition of the gaussian maps in subsection 2.2.
We also notice that in the proof of the surjectivity of µ A , in particular in sections 4 and 5, we follow the lines of the proof of the surjectivity of the 2nd gaussian map of the canonical line bundle given in [4] . 2 . The 2nd fundamental form and the 2nd gaussian map 2.1. The second fundamental form of the Prym map. We start by recalling the definition of the Prym map P r : R g → A g−1 , which associates to a point [(C, A)] ∈ R g its Prym variety P (C, A) with its principal polarization. If π :C → C is the unramified double covering associated to the pair (C, A), the Prym variety of the double covering is the principally polarized abelian variety of dimension g − 1 defined as the connected component of zero of the kernel of the norm map N m π : JC → JC,
We recall that the Prym map is generically an embedding for g ≥ 7 ( [12] , [15] ). Hence there exists an open set R 0 g ⊂ R g where P r is an embedding and such that there exists the universal family
where C b is a smooth irreducible curve of genus g and
is a line bundle of order 2 on C b . Denote by P ∈ P ic(X ) the corresponding Prym bundle and by
Observe that F P r is the pullback of the Hodge bundle on A g−1 to
On the local system R 1 ψ * C we have the flat Gauss-Manin connection ∇ GM , and a non degenerate bilinear form defined as follows. At the point P (C, A), the fiber of R 1 ψ * C is isomorphic to the vector space H 1 (C, C) − , whereC π → C is the double covering associated to (C, A) and H 1 (C, C) − is the antiinvariant part of the cohomology under the covering involution onC. If 
we have the following non degenerate bilinear form [ω 1 ], [ω 2 ] = i C ω 1 ∧ ω 2 and the Gauss-Manin connection ∇ GM is compatible with it, so it induces a metric connection ∇ 1,0 on H 1,0 , hence a connection on F P r (still denoted by ∇ 1,0 ) and on its second symmetric power, S 2 F P r . Observe that this metric on S 2 F P r is the pullback via the Prym map of the metric on A g−1 induced by the unique (up to scalar) Sp(2g − 2, R)-invariant metric on the Siegel space H g−1 . So we will call this metric the Siegel metric.
Consider the tangent bundle exact sequence of the Prym map
where m is fibrewise the multiplication map and we denote by I 2 the conormal bundle N * R 0 g /Ag−1 . Recall that the second fundamental form of the exact sequence (2) is defined as follows
where ∇ is the metric connection on S 2 f * (ω X /R 0 g ⊗P) = S 2 F P r defined above. At the point (C, A) ∈ R 0 g the exact sequence (2) becomes
Hence, if we identify
Gaussian maps.
Let Y be a smooth complex projective variety and let ∆ Y ⊂ Y × Y be the diagonal. Let L and M be line bundles on Y . For a non-negative integer k, the k-th Gaussian map associated to these data is given by restriction to the diagonal
shows that the domain of the k-th gaussian map is the kernel of the previous one:
In this paper, we will exclusively deal with the second gaussian map for curves C, assuming also that
L vanishes identically on skew-symmetric tensors, one usually writes
Assume now that the line bundle L is K C ⊗ A, with A ∈ P ic 0 (C) [2] , and denote by
C ) the second gaussian map. It is useful to provide also a local description of it. Fix a basis {ω i } of H 0 (K C ⊗ A) and write it in a local coordinate z as ω i = f i (z)dz ⊗ l, where l is a local generator of the line bundle A. For a quadric Q ∈ I 2 (K C ⊗ A) we have Q = i,j a ij ω i ⊗ ω j , where a ij = a ji and
The maps µ A glue together to give a map of vector bundles on R 0 g ,
where I 2 is as in (2). To this purpose, recall that given a holomorphic line bundle A of degree zero on a curve C, there exists a unique (up to constant) hermitian metric H on A and a unique connection D H on A which is compatible both with the holomorphic structure and with the metric and which is flat (see e.g. [14] ). If moreover A ⊗2 = O C and we denote by π :C → C the associated unramified double covering, we can take an atlas {(U α , s α )} of A such that the sections s α have values inC, hence the cocycle g α,β = s α /s β has values in {±1}, so it induces a flat structure on A and a compatible flat hermitian metric on A, which is then equal to H up to scalar (see [16] [17] ):
• The Kähler identities.
• The associated harmonic decomposition
where H(A) is the kernel of the laplacian operator
• The principle of two types
Proof. The proof follows the lines of the proof of Th.2.1 of [10] . First of all we take v ∈ H 1 (C, T C ) and we compute II(Q)(v) for every Q ∈ I 2 (K C ⊗ A). Using the Kodaira Spencer map k we can assume that v = k( ∂ ∂t ), where t is the local coordinate of the unit disc ∆ = {|t| < 1} parametrizing a one dimensional deformation X f → ∆ where (C,
Denote by (C t , A t ) the fibre of f over t, where A t is a holomorphic line bundle in P ic 0 (C t ) [2] endowed with the flat structure induced by the double covering π t :C t → C t . We denote by H t the flat hermitian metric and by
Denote by τ t : C → C t and by by σ t :C →C t the diffeomorphisms induced by τ , whereC andC t are the unramified double coverings induced by A and by A t . We have the following commutative diagram:
so we have an induced map by pullback τ *
, and if we take the (1, 0) part we have 2 i,j a i,j (α
Now we observe that
where ρ is the map defined in theorem 4.4. of [10] . So we conclude by theorem 4.5 of [10] that asserts that ρ is a lifting of µ A .
Proof. Recall that given a point P ∈ C, a Schiffer variation ξ P ∈ H 1 (T C ) is a generator of the image of the coboundary map
, where b P is a bump function around P . Notice that if we choose b P to be one in a neighborhood of P , ξ P depends only on the choice of z. The choice of the local coordinate also allows us to see the evaluation
where Γ is a small circle around P . Hence by Theorem (2.1) we have µ A (Q)(
2.4.
Curvature. In this subsection we would like to give an explicit formula for the holomorphic sectional curvature of the Siegel metric on R g along the tangent directions given by the Schiffer variations. This formula is analogous to the formula of the holomorphic sectional curvature of the Siegel metric on M g induced by the Period map, given in Cor. 3.8 [7] . 1 Assume that {Q i } is an orthonormal basis of I 2 (K C ⊗A), {ω i } an orthonormal basis of of H 0 (K C ⊗A) and choose a local coordinate z at P and a local generator a of A such that locally
g computed at the tangent vector ξ P given by a Schiffer variation in P is given by:
Proof. Also the proof follows the lines of [7] . We start recalling that
and by the Gauss formula we have R(ξ P ),
where R is the curvature of the Siegel metric,R is the curvature of A g−1 and σ is the second fundamental form of R 0 g in A g−1 (see the tangent bundle exact sequence (1)). 1 Notice that between the formula of Cor 3.8 of [7] and the formula given in Prop. First of all observe that the holomorphic sectional curvature of A g−1 along the Schiffer variations is equal to −1 (see the argument below corollary 3.8 of [7] ). In fact a Schiffer variation ξ P , seen as a symmetric homomorphism
. Now recall that the Schiffer variations at 3g − 3 general points of C give a basis of H 1 (T C ), so we can write II(
Now it remains to show that ξ P , ξ P = 8π 2 α 2 P as in Lemma 2.2 of [7] . To do this we write ξ P as an element of
, where {ω * i } is the dual basis of the orthonormal basis {ω i }. One computes ξ P (ω i )(ω j ) = ξ P (ω i ω j ) = 2πif i (P )f j (P ) by (8) , then the proof follows exactly as in lemma 2.2 of [7] . 3 . Prym-canonical binary curves 3.1. Strategy of the proof of surjectivity. The rest of the paper is devoted to the proof of the surjectivity of the 2nd gaussian map µ A for the general point [C, A] ∈ R g . We will do it by degeneration to binary curves following the method used in [4] for the second gaussian map of the canonical line bundle. We recall that R g admits a suitable compactification R g , which is isomorphic to the coarse moduli space of the stack R g of Beauville admissible double covers ( [3] , [1] ) and to the coarse moduli space of the stack of Prym curves ( [2] ).
Consider the partial compactificationR g of R g introduced in [11] . Denote by f : X →R g the universal family and by P ∈ P ic(X ) the corresponding Prym bundle as in [11] 1. 1 
. The map of vector bundles over
) defined in (6), extends to a map
, and Z is the locus of nodes of fibres of f , so Ω
∈ is a point inR g , the local expression of
) is as follows. Let {ω i } be a basis of H 0 (ω C ⊗A) and write it in a local coordinate as ω i = f i (z)ξ ⊗l, where ξ and l are local generators of the line bundles ω C , respectively A.
To prove by semicontinuity the surjectivity of µ A for the general point in R g in the following we will exhibit a Prym-canonical binary curve (C, A) for which µ A is surjective.
Construction of Prym-canonical binary curves.
Recall that a binary curve of genus g is a stable curve consisting of two rational components C j , j = 1, 2 meeting transversally at g + 1 points.
Moreover one can check that if
we observe that the components are embedded by a linear subsystem of O P 1 (g − 1), hence they are projections from a point of rational normal curves in P g−1 . Viceversa, let us take 2 rational curves embedded in P g−2 by non complete linear systems of degree g − 1 intersecting transversally at g + 1 points. Then their union C is a binary curve of genus g embedded either by a linear subsystem of ω C or by a complete linear system |ω C ⊗ A|, where A ∈ P ic 0 (C) is nontrivial (see e.g. [5] , Lemma 10). In this section we will construct a binary curve C embedded in P g−2 by a linear system |ω C ⊗ A| with A ⊗2 ∼ = O C , and A is non trivial.
Assuming that the first g − 1 nodes, P 1 , ..., P g−1 are in general position, up to projective transformations we will take P i = (0, ..., 0, 1, 0, . ..0) with 1 at the i-th place. Then we can assume that C j is the image of the map (12)
We will also impose that the remaining two nodes P g := [t 1 , ..., t g−1 ] and P g+1 := [s 1 , ..., s g−1 ] are the images of [0, 1] and [1, 0] through the maps φ j , j = 1, 2. This is equivalent to
where µ j , d j are non zero scalars and
. Then, for a general choice of a i,j 's, C = C 1 ∪ C 2 is a binary curve embedded in P g−2 by a linear system |ω C ⊗ A| with A ⊗2 ∼ = O C and A nontrivial.
Proof. One can easily check that if we choose the elements a k,j general (j = 1, 2, k = 1, ..., g − 1), C j are smooth rational curves and C has exactly g + 1 nodes at the points P k , k = 1, ..., g + 1, and no other singularity. Then, by the above discussion we know that C is a binary curve embedded in P g−2 by a linear system of ω C ⊗ A, with deg(A) = 0. We will now show that A is a 2-torsion non trivial element in P ic 0 (C). In fact, recall that P ic 0 (C) ∼ = C * g and if we denote by α : N → C the normalization map, we have an exact sequence
. So if we take the long exact sequence in cohomology associated to (13), we have
Recall that the line bundle A corresponds to an element in C * g as follows. Consider the natural isomorphisms
Then f i is given by multiplication by an element h i ∈ C * , ∀i = 1, ..., g + 1, and we associate to A the element (h 1 , ..., h g+1 ) modulo the diagonal action of C * .
), then we have
We claim that with our assumptions the line bundle A corresponds to the element
, so A is of 2-torsion. In fact, consider the hyperplane x i = 0, i = 1, ..., g − 1 in P g−2 , and set
Notice that, with our assumptions, we have (15)
and for simplicity we shall choose d 2 = µ = 1, so the only parameters are the a i,j 's. Hence, for j = 1, 2, we have
Quadrics
In this section we explicitly describe the ideal I 2 (C) := I 2 (ω C ⊗ A) of the quadrics containing the Prym-canonical binary curve C embedded in P g−2 by ω C ⊗ A as in the previous section for a general choice of the a i,j 's. Similarly as in Proposition 7 of [4] , the ideal I 2 (C) is described as the space of solutions of the linear system given in Proposition (4.3) which has maximal rank 2g − 2, so the curve is quadratically normal.
Observe that, since the curves C 1 and C 2 pass through the coordinate points, the equation of a quadric Q ⊂ P g−2 containing C k has the form
In the next lemma we give a set of generators of I 2 (C k ) of the above form. Then the quadrics in I 2 (C k ) (k = 1, 2) are the solutions of the linear system:
Proof. The quadrics of the form (16) containing C k are the quadrics which satisfy the equations:
, where the coefficients P n,k (s ij ) of the polynomial P k (t) are linear in the s ij 's. We will show that the linear system P n,k (s ij ) = 0 is equivalent to the system (20).
By expanding the product M k (t, 1) one sees that the coefficients p h,k;i,j of s ij in P g−1−h,k are
Then we have (cf. [4] (12)) (25) (−1)
So, by (25), formula (23) becomes
So, we have
and one immediately checks that the linear systems P n,k (s ij ) = 0 and (20) are equivalent. . We will show that the minor B g determined by the columns with indexes (i, j) = (1, 2) , ..., (1, g − 1) , (2, [
So, dividing the first [ 
..
.. q g−2,k;1,g−1 q g−2,k;2,[
One can inductively compute the determinant d up to sign,
where V (a 3,k , ..., a g−1,k ) is the Vandermonde determinant in the variables a 3,k , ..., a g−1,k . To do this one can perform column and row operations. In the following proposition we give an explicit description of the ideal I 2 (C) of quadrics containing C = C 1 ∪ C 2 and we prove that C is quadratically normal. 
has maximal rank 2g − 2.
Proof. Since we want to prove the statement for generic a i,j , it suffices to show it for the following choice of a i,j , j = 1, 2, i = 1, ..., g − 1:
(32)
where a = 1 is a non zero constant. Consider the matrix Z := Z(a i,j ) of size (2g − 2) × g−1 2
obtained by concatenating vertically M (a 1,1 , ..., a g−1,1 ) = (q h,1;i,j ) 0≤h≤g−1,1≤i<j≤g−1 , N (a 1,2 ]) then divide it by a 2,k − a 1,k ; substitute any row by itself minus a 1,k times the preceding row; substitute each column from (1, 3) to (1, [ ]+1,k . 3 substitute each column except the first one and the last one by itself minus the first column, substitute the last one by itself minus the first column multiplied by the first coefficient of the last column, eliminate the first row and column and divide all the columns except the last one by a j,k − a 3,k and repeat.
= (q h,2;i,j ) 1≤h≤g−2,1≤i<j≤g−1 . Let us set k := [ g 2 ] and consider the submatrix Z 1 of Z formed by the columns of Z indexed by (1, 2) 
. We will prove that Z 1 has maximal rank 2g − 2. Note that the submatrix given by the first g rows and columns is the matrix (29) of Proposition 4.2 which is proved to be non singular. So doing operations on the columns we can assume that Z 1 is a matrix whose submatrix given by the last g − 2 columns ad the first g rows is zero. Hence we just need to prove that the submatrix A given by the last g − 2 rows and columns has maximal rank. If we denote by v i the column indexed by (1, i),  i = 1, ..., g − 1, by w i the column indexed by (2, i), i = 1, ..., g − 1, by w the column indexed by (k, k + 1),  by ζ the column indexed by (k, g − 1) , the operations that we do on the columns of Z 1 are the following:
-for i = 3, ..., k, substitute the column w i with the vector w i +
-for i = k + 2, ..., g − 1, substitute the column w i with the vector
-substitute the column w with the vector
-substitute the column ζ with the vector
To prove that the matrix A is of maximal rank g − 2, we argue as follows. First of all one can easily check (with the same procedure as in 4.2) that the submatrix C of Z 1 formed by the columns indexed by (1, 2), (1, 4) , ..., (1, g − 1), (2, k + 1) and by the last g − 2 rows has rank g − 2. Denote by (λ 1 , ..., λ g−2 ) the coordinates of the vector given by the column of Z 1 indexed by (1, 3) and the last g − 2 rows, with respect to the basis of C g−2 given by the columns of C. Then the coordinates of the columns of A with respect to the basis given by the columns of C are given by the following matrix which we will show to have maximal rank:
where, for j = k + 2, ..., g − 1,
),
).
Substracting from each of the last two columns a suitable multiple of the (k − 2)'s column, we can assume that α 1 = β 1 = 0, hence the submatrix formed by the last g − k columns and the first k − 2 rows is zero. The determinant of the submatrix given by the first (k − 2) rows and columns is
So it remains to show that
To do this, it suffices to show that the matrix obtained by adding the row (1, ..., 1) to the submatrix of Z 1 formed by the columns indexed by (1, 2), (1, 3), ..., (1, g −  1) , (2, k + 1) and the last g − 2 rows has rank g − 1. This can be easily seen with a procedure similar to the one used in Proposition 4.2.
Surjectivity
In this section we will prove by induction on the genus the surjectivity of µ A for a general Prymcanonical binary curve (C, A) of genus ≥ 20.
The 2nd Gaussian map.
Let us first of all analyze in detail the map µ A of (10) when C = C 1 ∪C 2 is a Prym-canonical binary curve embedded in P g−2 by ω C ⊗ A, where A ∈ P ic 0 (C) is nontrivial of order 2.
Since
, which is supported at the nodes (see lemma 2 of [4] ). In fact we have an exact sequence
where F C is a non-locally free, rank 1, torsion free sheaf on C.
To prove the surjectivity of µ A we will show the surjectivity of the components of µ A on both non torsion and torsion parts of
. Consider first the non torsion component ν = ν 1 ⊕ ν 2 , where
Recall that the curves C l , l = 1, 2 are the images of the maps φ l defined in (12), φ l :
Assume Q ∈ I 2 (C) is of the form (16) where s ij are solutions of (20). Then using the local expression given in (11), we have
As an element of H 0 (P 1 , O P 1 (2g − 6)), ν k (Q) can be identified with the polynomial of degree 2g − 6 in t,
To study the torsion component, we consider as in [4] the restriction τ of µ A to ker(ν), which lands in the torsion part
Then using Lemma 2 of [4] one sees that the composition of τ with the projection on the torsion part T P h at the nodes P 1 , ..., P g−1 , P g is as follows: a quadric Q ∈ ker(ν) as in (16) is mapped to
where h = 1, ..., g, s ij = s ji and x, y are local coordinates around P h such that C 1 is given locally by x = 0 and C 2 by y = 0 and since P g is the image of [0, 1], we set a g,1 = a g,2 = 0. The description of the torsion at the point P g+1 is similar:
where s ij = s ji and x, y are local coordinates around P g+1 such that C 1 is given locally by x = 0 and C 2 by y = 0.
5.2.
Proof of surjectivity. Let C ⊂ P g−2 be a Prym-canonical binary curve embedded by ω C ⊗ A, with A ⊗2 ∼ = O C , as in (15) and set k := [
Denote byC the partial normalization of C at the node P , where P = P k if g = 2k, P = P k+1 if g = 2k + 1 and by p 1 , p 2 the preimages of P inC. Observe that for a general choice of the a i,j 's, the projection π from P sends the curve C to the Prym-canonical model of C in P g−3 given by the line bundle KC ⊗A ′ where A ′ corresponds to the point (h
with h (12), (15) with a
Consider the following commutative diagrams with horizontal exact sequences
where D i is the divisor of nodes of C on C i andD i = D i + p i and ν, τ andν,τ are the maps defined in the previous section for C andC. Hence, ifν and χ (τ and τ P , resp.) are surjective, then ν (τ , resp.) is also surjective.
is a Prym-canonical general binary curve of genus g ≥ 20, then µ A is surjective for C.
Proof. The case g = 20 is done by a direct computation with Maple (see Appendix A). We then proceed by induction on g: the commutativity of the diagrams (37) (38) shows that it is enough to prove the surjectivity of χ and τ P , where P = P k for g = 2k and P = P k+1 for g = 2k + 1, as above. Recall that the map ν is ν 1 ⊕ ν 2 where ν 1 and ν 2 are defined in (33), so we can write χ = χ 1 ⊕ χ 2 , where χ l is the composition of ν l with the restriction to O 2p l , l = 1, 2. We want to compute χ(Q), where Q ∈ I 2 (C). Notice that if Q ∈ I 2 (C) is of the form (16), with the s ij 's satisfying (31), then χ l (Q) is the pair (R l (a r,l ), R ′ l (a r,l )) (where r = k for g even and r = k + 1 for g odd) corresponding to the evaluation of the polynomial R l (t) (l = 1, 2) of (34) and of its derivative at P . Recall that R l (t) is linear in the s ij 's and denote by R whose rows are the evaluations in P of R
To show that the matrix Y has maximal rank 2g + 2 we will show that the minor detN is non zero, where N is determined by the columns indexed by (1, i), (2, j), with 2
and we choose the columns (3, k), (4, k), (k + 1, g − 2), (k + 1, g − 1), in the case g = 2k, and the columns (3, k), (4, k + 1), (k + 1, g − 2), (k + 1, g − 1), in the case g = 2k + 1. Notice that the square submatrix of N given by the first 2g − 2 rows and columns is the submatrix Z 1 of Z introduced in Prop. 4.3 , which is shown to be non singular for a general choice of the a i,l 's. The columns of the submatrix G of N given by its last four columns and its first 2g − 2 rows are clearly also columns of Z hence linearly dependent on the columns of Z 1 . Therefore we perform operations on the last four columns of N to bring G to the zero matrix. So it suffices to prove that the submatrix A of order 4, given by the last 4 rows and columns is nonsingular for general a i,l . To do this we choose the set of the a i,l 's as in (32), we compute with Maple the determinant of A and we see that as a function of k it does not vanish for any integer k ≥ 10 (see Appendix B). This proves that χ is surjective.
It remains to show that τ P is surjective. Recall that ker(ν) is defined in I 2 (C) by the vanishing of the polynomials R l (t), l = 1, 2. By the description of the torsion at the point P given in (35), we need to show the rank maximality of the matrix X of size (2g + 5) × whose rows are, for g = 2k (hence P = P k )
and for g = 2k + 1, hence P = P k+1 ,
We claim that the minor detM of the submatrix M of X determined by the 2g +5 columns, indexed as the columns of N plus (5, k+1), (k, g −4), (k+1, g −3) if g = 2k, and (5, k+1), (k+1, g −4), (k+1, g −3) if g = 2k + 1 is nonzero. This will conclude the proof that τ P is surjective, hence the proof of the theorem.
As above the square submatrix of M given by the first 2g − 2 rows and columns is the submatrix Z 1 of Z introduced in Prop. 4.3 , which is non singular for a general choice of the a i,l 's. The columns of the submatrix H of M given by its last seven columns and its first 2g − 2 rows are clearly also columns of Z hence linearly dependent on the columns of Z 1 . Therefore we perform operations on the last seven columns of M to bring H to the zero matrix. So it suffices to prove that the submatrix B of order 7, given by the last 7 rows and columns is nonsingular for general a i,l . To this purpose we choose the set of the a i,l 's as in (32), we compute again with Maple the determinant of B and we see that for any integer k ≥ 10 it does not vanish (see Appendix B). This proves that τ P is surjective, hence by induction µ A is surjective.
The class
In the previous section we have proved by semicontinuity that the 2nd Gaussian map µ A : In fact, since the partial compactificationR g ⊂ R g has the property that π −1 (M g ∪ ∆ 0 ) −R g has codimension ≥ 2, the expression (40) computes the coefficients of λ, δ Remark 6.1.
• Using proposition 1.9 of [11] one can find lower bounds on some of the other boundary coefficients of D.
• Pushing forward D, one gets 
Appendix: Maple scripts for computations
A. Surjectivity for g = 20 We list here the Maple script we run. We will explain it afterwards: for this purpose, we added line numbers.
