This paper illustrates a method for interpolating curvilinear data by means of the hyperbola. It is based on the least squares principle. It is easy to derive and easy to apply.
Introduction
Many methods have been proposed for interpolating curvilinear data. A popular approach is the least-squares parabola. This paper illustrates an easy way to apply the hyperbola in Eq. (1) . Capital letters in Eq. 
Method
This method is illustrated by an example applied to three contrived curvilinear data. It applies to more data as will also be illustrated. Suppose the three (x,y) data are (1,2), (2,4), (3, 8) . A deviation is defined as a measurement (y) minus the right hand side of Eq. (1). The sum of the squared deviations of the three measurements appears in Eq. (2). The sum is denoted ∑. It derivatives are put equal to zero.
Let ∑ be differentiated with respect to A. The simplified result is Eq. (1) is solved for A, the result is Eq. (6).
Let the right hand side of Eq. (6) be substituted into Eq. (4). The result, when simplified, becomes Eq. (7).
Let the right hand sides of both of Eqs. (6) and (7) 
The analog of Eq. (8) The domain of (-x) is -6 .. 
Discussion
As the number of (x,y) data increases, the equation determining the value of C grows rapidly. Compare Eq. (8) for three (x,y) data to Eq. (11) for five (x,y) data. Programs for computer algebra can accurately find the roots of many tedious, highdegree polynomial equations. Nevertheless, the method is limited by the growth of the equation determining C. The limiting number of data depends on the software. A practical limit appears to be about eight curvilinear (x,y) data.
This hyperbola is not suitable for data with interior extrema. Ideally, the data should be monotonic-increasing or -decreasing. Few laws of nature assume the form of Eq.
(1) so interpolation with hyperbolas is mostly empirical. Textbooks seldom consider the hyperbola for curvilinear data so examples are hard to find.
Conceptual simplicity is the principal merit of the method. Within its limitations, the hyperbola competes with the second-degree parabola, y = ax 2 +bx+c, and the exponential form y = ab x +c. Based on the five trial data cited above, the latter two equations are Eqs. 
All three of Eqs. (12), (13), (14) Additional trial data can be generated from the functions in the first column of The criterion of merit is the sum of squares of deviations of the interpolatingequations from the curves represented by the trial functions. In a particular case, the equation yielding the least sum of squared deviations is usually the best choice. Table 1 . Approximate sums of squares of deviations of a 3-point hyperbola, a 3-point parabola, and a 3-point exponential equation from the curves defined by the functions in the first column of the table. The domain of x is x = 1 .. 3.
Three equations have illustrated the explicit interpolation of three-point curves.
The implicit interpolation of three-point curves has been illustrated elsewhere [1] .
