In this paper we investigate the Brolin's theorem over H, the skew field of quaternions. Moreover, considering a quaternionic polynomial p with real coefficients, we focus on the properties of its equilibrium measure, among the others, the mixing property and the Lyapunov exponents of the measure. We prove a central limit theorem and we compute the topological entropy and measurable entropy with respect to the quaternionic equilibrium measure. We prove that they are equal considering both a quaternionic polynomial with real coefficients and a polynomial with coefficients in a slice but not all real. Brolin's theorems for the one slice preserving polynomials and for generic polynomials are also proved.
Introduction
In 1965 Hans Brolin proved a very important theorem in complex dynamical systems [B] . This remarkable result deals with the distribution of preimages of generic points for holomorphic functions.
This theorem was studied in several contexts, for instance Lyubich [L] , Freire, Lopez and Mané [FLM] generalized Brolin's theorem to rational maps in P 1 C and Favre and Jonsson proved a version of Brolin's theorem in two complex dimension [FJ] . An overview over the equilibrium measure can be found in [B2] .
In the case of a complex polynomial p(z) of degree d ≥ 2, Brolin's theorem asserts the existence of a unique equilibrium measure of the polynomial with the property that the preimages of the iterates of the polynomial p(z) of a generic point of the plane are equally distributed. In the complex case this kind of measure is linked to several dynamical properties of the polynomial: its support is related to the Julia set of the polynomial, it is an invariant measure, it is the unique measure of maximal entropy equal to log d and it satisfies the central limit theorem [DS, DS1, DS2] .
The aim of this paper is to generalize these results in the quaternionic setting. Now, in order to state the Brolin's theorem we give two preliminary definitions over C. and p n is the n-times composition of p.
Definition 1.2. Given a function f from a set X to itself, the set E is called exceptional if it is finite and if f (E) = E f −1 (E) = E. Now, we are ready to state the complex Brolin's theorem Theorem 1.1 (Brolin's theorem) . Let p a polynomial p : C → C with degree d ≥ 2. Then for all a ∈ C \ E the following measure
converges weakly to the so-called equilibrium measure µ; i.e. µ n ⇀ µ := ∆G p .
The equilibrium measure does not depend on the choice of a ∈ C \ E.
The plan of the paper is the following: in section 2 we recall some basic notions over quaternionic functions. In section 3 we deal with the proofs of some properties of the operator ∆ * (introduced by C. Bisi and J. Winkelmann in [BW] ) which are going to be useful in section 4 where is proved the Brolin's theorem in the slice preserving case.
We denote by E I the exceptional set of the polynomial p I , which is the polynomial p restricted to C I . The equilibrium measure does not depend on the choice of a ∈ R \ (E I ∩ R).
We remark that it is possible to write the equilibrium measure as an integral form: µ = 1 4π I∈S µ I dI, where S = {q ∈ H, q 2 = −1}.
In section 5 we show the Brolin's theorem in the one slice preserving case, the idea is to generalize to all the slices what happens on a slice. We define E ′ I the exceptional set of g n restricted to the slice C I . Theorem 1.3. Let P I be a polynomial with degree d ≥ 2 and all coefficients in C I but not all real. Let g n : = (P n I ) s . Then , for all a ∈ R \ (E ′ I ∩ R) :
where if P I (q) = q d a n (I) + ... + a 0 (I) with q ∈ H, then P(q, J) = q d a n (J) + ... + a 0 (J) with q ∈ C J . We call the limit µ ′ the Equilibrium measure of P I in this case and it does not depend on the chosen a ∈ R \ (E ′ I ∩ R). In section 6 we consider the following composition [GSS1, Def. 2 .1], [CSS1] . Definition 1.3. Denoting g(q) = ∞ n=0 q n a n and w(q) = ∞ n=0 q n b n . We define
(w(q)) * n a n ,
where (w(q)) * n means that we take the n-th power with respect to the *product.
This helps us to give a sort of Brolin's theorem for a quaternionic polynomial with coefficients in different slices. For this kind of polynomials we defined the exceptional set as
where [q] is the orbit, defined as
Theorem 1.4. Let p(q) be a slice regular polynomial with degree d ≥ 2 and coefficients in different slices.
However in this general case we cannot give a limit measure. In section 7 the main result is the proof of the fact that the equilibrium measure is mixing both in the slice preserving and in the one slice preserving case. In section 8 we prove a central limit theorem for a quaternionic polynomial with real coefficients and for the same kind of polynomials in the last section we evaluate their topological entropy and measurable entropy with respect to the quaternionic equilibrium measure. We observed that in this case the two entropies are equal. In the subsection 9.1 a similar phenomenon occurs considering a polynomial P I with coefficient in a slice but not all real.
Prerequisites about quaternionic functions
In this section we will overview and collect the main notions and results needed for our aims. First of all, let us denote by H the real algebra of the quaternions. An element q ∈ H is usually written as q = x 0 + ix 1 + jx 2 + kx 3 , where i 2 = j 2 = k 2 = −1 and ijk = −1. Given a quaternion q we introduce a conjugation in H (the usual one), as q c = x 0 − ix 1 − jx 2 − kx 3 ; with this conjugation we define the real part of q as Re(q) := (q + q c )/2 and the imaginary part as Im(q) = (q − q c )/2. With the defined conjugation we can write the euclidian square norm of a quaternion q as |q| 2 =c . The subalgebra of real numbers will be identified, of course, with the set R = {q ∈ H| Im(q) = 0} Now, if q is such that Re(q) = 0, then the imaginary part of q is such that (Im(q)/|Im(q)|) 2 = −1. More precisely, any imaginary quaternion I = ix 1 + jx 2 + kx 3 , such that x 2 1 + x 2 2 + x 2 3 = 1 is an imaginary unit. The set of imaginary units is then a real 2-sphere and it will be conveniently denoted as follows
With the previous notation, any q ∈ H can be written as q = α + Iβ, where α, β ∈ R and I ∈ S.
Given any I ∈ S we will denote the real subspace of H generated by 1 and I as
Sets of the previous kind will be called slices and they are also complex planes. All these notations reveal now clearly the slice structure of H as union of complex planes C I for I which varies in S, i.e. H = I∈S C I ,
We denote the real 2-sphere with center α ∈ R and radius |β| (passing through α + Iβ ∈ H), as:
Obviously, if β = 0, then S α = {α}. Now, we are going to introduce the main definitions and features of slice functions, following [GP] . The complexification of H is defined to be the real tensor product between H itself and C:
In H C , the following associative product is defined: if p 1 + ιq 1 , p 2 + ιq 2 belong to H C then,
The usual complex conjugation p + ιq = p−ιq commutes with the following involution (p+ιq) c = p c + ιq c .
We introduce now a class of subsets of H also investigated in [BW2] Definition 2.1. Given any set D ⊆ C, we define its circularization (or axially symmetric completion) as the subset in H defined as follows
Such subsets of H are called circular sets or (axially symmetric). If D ⊆ C is such that D∩R = ∅, then Ω D is also called slice domain (see [GP] ).
From now on, Ω D ⊆ H will always denote a circular domain. We can state now the following definition [GP, S1] .
Definition 2.2. Let D ⊆ C be any symmetric set with respect to the real line. A function F = F 1 + ιF 2 : D → H C such that F (z) = F (z) is said to be a stem function. A function f : Ω D → H is said to be a (left) slice function if it is induced by a stem function F = F 1 + ιF 2 defined on D in the following way: for any α + Iβ ∈ Ω D f (α + Iβ) = F 1 (α + iβ) + IF 2 (α + iβ).
If a stem function F induces the slice function f , we will write f = I(F ). The set of slice functions defined on a certain circular domain Ω D will be denoted by S(Ω D ). Moreover, we denote by S k (Ω D ) the set of slice function of class C k , with k ∈ N ∪ {∞}.
Let now D ⊆ C be an open set and z = α + iβ ∈ D. Given a stem function F = F 1 + ιF 2 : 
Equivalently, a slice function f ∈ S 1 (Ω D ) is slice regular if the following equation holds [GSS] ∂ c f (α + Jβ) = 0, ∀α + Jβ ∈ Ω D .
In order to be precise the first time the slice regular theory appeared in a book was in 2011, see [CSS] .
It is now well-known that the slice product between two power series in the variable q ∈ H coincides with their convolution product i.e. if f (q) = j q j a j and g(q) = k q k b k are converging power series with coefficients a j , b k ∈ H, then
It is now easy to see that if f is a slice preserving and g is any slice function then f g = f * g = g * f . If both f and g are slice preserving, then f g = f * g = g * f = gf .
Given any quaternionic function f : Ω D ⊆ H → H of one quaternionic variable we will denote its zero set in the following way:
It is possible to express the slice product of two slice functions in terms of their punctual product properly evaluated. The next proposition clarifies this fact, its proof can be seen in the book [GSS] .
Proposition 2.1. Let f, g ∈ SR(Ω D ) then, for any q ∈ Ω D \ Z(f ),
Given a slice regular function f : Ω D → H we will use the following notation:
Recall from [GSS, GP] , that given any slice function
The theory of slice regular functions has given already many fruitful results, both on the analytic and the geometric side, see for example [ANB, BG, BW3, CS] . Moreover, slice hyperholomorphic functions have several applications in operator theory and in Mathematical Physics [GMP] . The spectral theory of the S-spectrum is a natural tool for the formulation of quaternionic quantum mechanics and for the study of new classes of fractional diffusion problems, see [CSS, CGK, CG] , and the references therein. Slice hyperholomorphic functions are also important in operator theory and Schur analysis which have also been deeply investigated in the recent years, see [ACS, ACS1] and the references therein. Now, we introduce the following definitions of complex dynamics. Let p(z) be a complex polynomial, Definition 2.4. The complex filled Julia set is defined as
This set is compact and its boundary is called the Julia set, i.e. ∂K p = J. The following property will be very useful later.
Corollary 2.1. Let p be a complex polynomial with real coefficients. Then the filled Julia set is symmetric with respect to the real axis.
Proof. Since p has real coefficients, p(z) = p(z). Therefore, p n (z) = p n (z).
If z ∈ K p then p n (z) is bounded so also p n (z) is bounded. From the equality above we have p n (z) is bounded and this meansz ∈ K p .
An easy consequence of this Corollary is that the Julia set of a slice preserving polynomial is also symmetric with respect to the real axis, since it is the boundary of the filled Julia set.
Finally, for every I ∈ S and every q ∈ C I we set (see [BW, Def. 6.12] )
where (∆ I )(q) is the second order differential operator defined as ∆ I = 1 4 ∂ 2 ∂α 2 + ∂ 2 ∂β 2 . In [BW, Cor. 6.14] the authors show that ∆ * is well-defined, i.e. that (
3 Properties of the operator ∆ * In this section we are going to prove some properties related to the operator ∆ * , introduced before. Some of them are very similar to the properties of the bilaplacian, introduced in the papers [P2] , [AB, Prop. 3 .1 ]; others are novel and very surprising, see corollary 3.2. First of all it will be very useful the following corollary of the dominated convergence theorem.
Corollary 3.1. If ϕ : R 2 → R is any positive function such that R 2 ϕ = 1, then the family of functions depending on ε,
is such that R 2 ϕ ε ≡ 1, and converges in the sense of distributions to the Dirac delta centered in zero δ 0 for ε → 0.
Proposition 3.1. The following equality holds
where δ 0 denotes the Dirac measure centered in zero.
Proof. From the formula (1) we have that
First of all, notice that log |q| 2 is a radial function, therefore it is useful to pass to 4D-spherical coordinates (r, θ) = (r, θ 1 , θ 2 , θ 3 ), where r = |q|. In these coordinates the laplacian is of the form
where L(Θ) is the angular part of the laplacian. In our case this does not give contribution. Now, we fix ε ∈ R and we evaluate the laplacian of log(|q| 2 + ε 2 ) through the formula (3)
If we define ϕ(|q|) := 1 (|q| 2 +1) 2 , this is an integrable function for which, we can apply the corollary 3.1 of the dominated convergence and so
Therefore,
Corollary 3.2. For any a ∈ R, the following formulas hold
Proof. The two formulas follow from the invariance by translation of a real point a of the operator ∆ * and by Proposition 3.1.
In order to prove the next result we prove the following theorem.
Theorem 3.1. Let f : Ω D → H be a slice preserving regular function. Then
Proof. Since a slice preserving regular function sends each slice in itself and is holomorphic on each slice, this is a consequence of the analogous holomorphic result for the complex 1dimensional laplacian and for log of the modulus of an analytic function.
where |S a | is the Lebesgue measure of the 2-dimensional real sphere S a .
Proof. Let a = α 0 + I 0 β 0 be any non-real quaternion, since (q − a) s is a slice preserving regular function, for any q ∈ H \ S a , by Theorem 3.1
Now, we recall that if h is a slice regular function we have
Moreover, since (q − a) s is a slice preserving polynomial we can choose a ∈ C I , indeed if a ′ ∈ C J but it stays in the same sphere of a we obtain that (q −a) s = (q −a ′ ) s . So the * -product becomes the punctual product since we are working with q, a ∈ C I , therefore by complex analysis we have
We denote by dz I and dσ S the standard surface measures of C I and S, respectively. If we now take any real valued compactly supported C ∞ function ϕ we have that,
where the first equality is due to Fubini's theorem and the fact that in a neighbourhood of the real line the integrand is measurable and R has zero measure with respect the 2-dimensional Lebesgue measure.
A quaternionic Brolin's theorem: the slice preserving case
In this section p is a quaternionic polynomial with real coefficients.We consider as sequence of iterates of p: p n := ext(p n
which is independent of I. Now, we redefine the Green's function over the quaternions.
An equivalent definition is the following
Recalling the definition of exceptional set, we define E I the exceptional set of the polynomial p I . Now we are ready to introduce the extension over H of the Brolin's theorem:
Theorem 4.1. Let p be a polynomial with real coefficients with degree d ≥ 2. Then for all
The equilibrium measure does not depend on the choice of a ∈ R \ (E I ∩ R).
Proof. Let us first define µ a n (q) := d −n log |p n (q) − a|.
We know from [B] that µ a n (q) | C I is subharmonic, so by formula (1) we obtain that ∆ * µ a n (q) = ∆ I µ a n (q) ≥ 0. This means that the elements in sequence {µ a n } n∈N are subharmonic . Now, we are going to prove some important properties of the Green function:
1. G p = 0 over K p I × S since in G n we make the product of the limits of an infinitesimal sequence and a bounded one, when n tends to infinity.
2.
Since formula (7) holds in every slice, from Definition 4.2 we obtain:
3. We can prove the following pointwise convergence
By definition of limit we have to prove that for all ε > 0 there existsn ∈ N such that for any n >n we have |µ a n (q) − G n (q)| < ε. Since we are outside of the various filled Julia sets of the slices, we have that p n − a ∼ p n , because p n are unbounded.
4. The Green's function G p (q) is subharmonic and continuous. The continuity follows easily from Definition 4.2 and from the fact that on every slice the function is continuous. Since the Green's function is subharmonic on every slice and from (1) we obtain
5.
In a similar way it follows that G p (q) is harmonic over (C I \ K p I ) × S.
6. At infinity G p (q) ∼ log |q|. From the fact that in every slice G p (z) ∼ log |z| and from Definition (4.2) we have
the last equality holds because we are integrating a real quantity over the sphere.
Just to finish off we study the convergence in L 1 loc . Let {µ a n (q)} n∈N be relatively compact in L 1 loc , by definition this means that there exists a subsequence in {µ a n (q)} n∈N such that we have the following convergence of subsequences in L 1 loc µ a n i (q) → V 1 .
Our goal is to prove that V 1 = G p (q); in order to reach this aim we are going to see that V 1 satisfies the same properties of the Green's function, seen above. Many properties of V 1 are inherited by µ a n i (q) → V 1 . So, we have just to prove that V 1 ≥ 0. Firstly, we observe that in (C I \ {K p I }) × S we have V 1 > 0 since µ a n (q) is positive in every slices, and for the same reason inside K p I × S we have that V 1 < 0. Now, we have to prove that
The last inequality holds because Int(K p I ) × S = ∅. To prove this, we suppose by contradiction that Int(K p I ) × S = ∅. We know that inside K p I × S we have that V 1 < 0, then there exists β > 0 such that V 1 < −β. If n i is sufficiently large, by (10) we obtain
This means |p n i (q) − a| < e − βd n i 2 . However, if there were a decay of order d n i , we would have p(q) = q d n i , but this is not possible because by assumption p is a generic polynomial, therefore V 1 ≥ 0. Finally, the thesis follows applying the operator ∆ * to (10) and Corollary 3.2 and Proposition 3.2.
Remark 4.1. It is possible to write the equilibrium measure in the following way
Remark 4.2. If we use the stem function introduced by Ghiloni and Perotti (see [GP] ), the Green's function becomes 
A quaternionic Brolin's theorem: the one slice preserving case
Let P I be a polynomial with degree d ≥ 2 and all coefficients in C I but not all real. In this case the idea is to evaluate, at any n-th iterate, the symmetrized function. This means that for every n we are making the following operation :
Obviously, if the polynomial has real coefficients from the above formula we obtain (P n I ) 2 = (P n I ) s . Moreover, we can remark that in general the g n does not follow any iteration relation, i.e. g n+1 = g 1 (g n ).
We know over the complex that if q ∈ C I is a root of P I (q) then q c ∈ C I is a root of P c I (q). This means that both q and q c are roots of g n .
Lemma 5.1. Let H I be a polynomial with all coefficients in the slice C I and X a closed set in R with positive equilibrium measure then all coefficients of H I have to be real.
Proof. Since the support of the measure is the Julia set we have that it is contained in a finite union of iterations of the set X. In particular if X is a smooth path in R then the Julia set is contained in a finite union of smooth paths. So the hypotheses of [S, Theorem 5, chapter 5] are satisfied, thus we obtain that the polynomial is conjugate to z d or to the Chebyshev polynomials. Hence H I has real coefficients.
Denoting E ′ I the exceptional set of g n restricted to C I we have the Brolin's theorem for the one slice preserving case.
Theorem 5.1. Let P I be a polynomial with degree d ≥ 2 and all coefficients in C I but not all real. Let g n : = (P n I ) s . Then, for all a ∈ R \ (E ′ I ∩ R) :
where if P I (q) = q d a n (I) + ... + a 0 (I) with q ∈ H, then P(q, J) = q d a n (J) + ... + a 0 (J) with q ∈ C J . We call the limit µ ′ the Equilibrium measure of P I in this case and it does not depend on the chosen a ∈ R \ (E ′ I ∩ R). Proof. Since we are working with the functions g n which are slice preserving, we have by Theorem 4.1:
where m i and k i are the multiplicity of the roots of P n I and (P n I ) c , respectively. Finally, from the complex version of Brolin's theorem we obtain
Due to the exclusion of the polynomials with all real coefficients we have that the equilibrium measure is well defined over the reals since the measure has no mass on it (see Lemma 5.1).
This calculus fits well if the polynomial has real coefficients, indeed in this case Corollary 5.1. If p is a polynomial with real coefficients of degree d ≥ 2, then for any a ∈ R \ (E I ∩ R) :
Remark 5.1. Now, one can ask if there exist a sequence {h j } j∈N of polynomials with real coefficients such that h m j = g n ,
where g n is the sequence defined previously. Let deg h 1 = e ∈ N from (13) we obtain e m = 2d n .
This relation is impossible since if we consider e = 2 and d a power of 2, choosing a generic polynomial we realize that the sequence {h j } j has always an extra monomial with respect to the sequence g n .
Remark 5.2. If we had used the slice regular extension (5) instead of its symmetrized to prove Theorem 5.1 we would have had some problems. Indeed, for instance, choosing a monomial f (q) = q m j, with m ∈ N, the existence of the equilibrium measure would depend on the choice of the point on C j , Therefore we have ∆ * G = µ ′ .
A quaternionic Brolin's theorem: the general case
In this section we are going to discuss what happens to the Brolin's theorem when we consider a slice regular polynomial with coefficients in different slices with degree d ≥ 2 . We cannot use the idea of the previous case since now we cannot fix a slice where Brolin's theorem holds furthermore the composition (as in (5)) of polynomials with generic coefficients does not give a slice regular polynomial. So in order to overcome this problem we consider the following composition introduced in [GSS1, CSS1] Definition 6.1. Denoting g(q) = ∞ n=0 q n a n and w(q) = ∞ n=0 q n b n . We define
Remark 6.1. When we compose in this way the degree of the polynomial grows exponentially since the degree of the composition is the product of the degrees of the starting polynomials.
Now we denote the n-th composition of a generic polynomial p(q) as p •n and for every n we make the symmetrized:
We introduce the orbit as [q] := {h n (q)| ∀n ∈ N}.
Definition 6.2. The exceptional set for this kind of polynomials is defined as
Theorem 6.1. Let p(q) be a slice regular polynomial with degree d ≥ 2 and coefficients in different slices.
Proof. We want to use [DS3, Thm. 4.6] . The hypotheses of the theorem are verified, indeed choosing δ n = 1 the series ∞ n=1 (d n ) −1 is a geometric series with ratio less than one so it converges and moreover by the definition of pull-back we have:
Theorem 6.1 is not a Brolin's theorem as Theorem 5.1 and Theorem 4.1 because in those cases at least in a slice we have the real iterates of the polynomial while in this case the iterate of the polynomial is "artificial". Moreover Theorem 6.1 does not give a limit measure as in the previous cases.
Mixing and rate of mixing
Let us consider p(q) = d j=1 a j q j , with every a j ∈ R. We want to solve p(q) = b, b ∈ R \ (E ′ ∩ R). In order to do this we denote S n j , with j = 1, ..., d n the sets such that p n (S n j ) = b.
Definition 7.1.
dI Now, we prove in another way Theorem 4.1.
Theorem 7.1. The measure
converges to the equilibrium measure µ = 1 4π I∈S µ I dI.
Proof. We have to prove that if ϕ ∈ C 0 (H) then
in the second equality we used Definition 7.1, while in the last we have used the definition of pull-back. From the complex version of the Brolin's theorem we know that for q ∈ C I
So from (15) and (16) we obtain the thesis.
Definition 7.2. Over the complex numbers the set of critical points are defined in the following way
We remark that C H = I∈S C C I .
Lemma 7.1. The equilibrium measure of the quaternionic critical points is zero, i.e. µ(C H ) = 0.
Proof. It follows easily from the fact that µ I (C C I ) = 0:
where in the second equality we used a well-known property of the derivative of the pushforward, whereas in the third inequality we used the fact that the complex polynomials are surjective, i.e. p(C I ) = C I .
2. Let E axially symmetric of H, from (7) we obtain
Lemma 7.2. The equilibrium measure is mixing.
Proof. Let ϕ ∈ C 0 (H), then d −n (p n I ) * δ q → µ I , with q ∈ C I . By duality
Let ψ be another function in C 0 (H), then
where in the second equality we used the second part of Proposition 7.1. Now, from (17) we obtain that 1
Proposition 7.2. The equilibrium measure µ is exponentially mixing with decay of correlation d −n , that is for ϕ ∈ L ∞ (µ) and ψ ∈ C 2 (H) we have
where B is positive constant .
Proof. Let ψ ∈ C 2 (H) and ϕ ∈ L ∞ (H). On each slice, according to [DS1] , we have that:
where Λ n := d −n (p n I ) * and c ψ := µ I , ψ . The constant A I is the same, for each I ∈ S. Then 1 4π
Remark 7.1. In the one slice preserving case we can obtain all the results of this section using g n , which is slice preserving.
A central limit theorem: slice preserving case
In this section we want to prove a central limit theorem over the quaternions. Before starting we recall the classical result Theorem 8.1. Let ϕ ∈ L 1 (µ) be a real-valued function and f be a measurable map, then 1 √ n n−1 i=0 ϕ • f i converges in law to a Gaussian random variable of zero mean and variance σ > 0. That is, for every interval I ⊆ R
In our context ϕ is a quaternionic polynomial with real coefficients. In order to prove this theorem we recall a result of Dinh and Sibony. In [DS1] , they prove in the more general setting of compact Kähler manifolds of dimension k, the following theorem that we restate in dimension 1, for sake of completeness.
Theorem 8.2. The equilibrium measure µ is exponentially mixing in the following sense: for every ε > 0, there exists a constant A ε > 0 such that
for all n ≥ 0, every function ϕ ∈ L ∞ (µ) and every lipschitzian function ψ. In particular, if a real-valued lipschitzian function ψ is not a coboundary and verifies µ, ψ = 0 then it satisfies the CLT.
In paper [DS1] this theorem implies an estimate on the Perron-Frobenius operator Λ such that n≥0 Λ n ψ L 1 (µ) < +∞.
As a consequence of this convergence, theorem of Gordin-Liverani, [G] , [L, Thm. 1.1] , implies that ψ satisfies the CLT.
Since the Quaternionic Equilibrium Measure in the slice preserving case constructed in this paper is a mean on a 2-dimensional sphere of the 1-dimensional complex equilibrium measure µ I which satisfies the inequality (20) with the same constant A ε on every slice C I , then, we deduce the same decay of correlation d − n 2 when ψ is lipschitzian on H and the same estimate for the Perron-Frobenious operator Λ associated to quaternionic polynomials with real coefficients; via the same Gordin-Liverani theorem, a central limit theorem holds for lipschitzian ψ in the quaternionic setting.
Topological entropy, measurable entropy and Lyapounov exponents
The entropy of a measure introduced by Kolmogorov and the topological entropy are fundamental notions in dynamics. We follow Bowen's approach for the topological entropy. Let n be a positive integer and fix a positive number ε. We consider p a quaternionic polynomial with real coefficients Definition 9.1. Two points q 1 , q 2 ∈ H are (n, ε)-separated if there is an integer j such that 0 ≤ j ≤ n − 1 and |p j (q 1 ) − p j (q 2 )| ≥ ε.
The last inequality means that the distance between p j (q 1 ) and p j (q 2 ) is larger or equal to ε, before time n.
Definition 9.2. Let K be a compact axially symmetric subset of H. We denote with N (K, n, ε) the maximal number of points in K which are pairwise (n, ε)-separated.
Remark 9.1.
1. N (K, n, ε) ≥ 1.
2. If ε decreases to zero, N (K, n, ε) increases.
Definition 9.3. The topological entropy of p on K is
As we observed above N (K, n, ε) ≥ 1, so the definition is well-posed. For n ≥ 0 and q 1 , q 2 ∈ H, we define dist n (q 1 , q 2 ) as This definition is the opposite of the definition of (n, ε)-separated points. Now, we give an intuitive proof of the following Lemma.
Lemma 9.1. N (K, n, ε) is the maximum numbers of B a; n, ε 2 centred in points of K.
Proof. Firstly, we consider inside the compact axially symmetric K two tangent Bowen's balls of radii ε 2 , so the distance among their centres is ε. Therefore, if we consider two non tangent balls we have that the distance between the centres is at least ε. Now, we define another important number.
Definition 9.5. Let K be a compact axially symmetric subset of H. We denote with M (K, n, ε) the minimal number of (n, ε)-Bowen's balls to cover K.
We can estimate N (K, n, ε) from above and below with this number:
From this estimate it is possible to restate Definition 9.3 in the following way h t (p, K) = sup ε>0 lim n→+∞ 1 n log M (K, n, ε).
Now, we want to extend the following theorem in the quaternionic context.
Theorem 9.1. Let p : C → C a complex polynomial with degree d, the topological entropy is given by log d.
Proof. [DS, Thm. 1.1.5.11] Now, we define the entropy of a measure. Let ν be a probability measure with compact support. Let ξ = {S×A 1 , ..., S×A m } be a finite partition of K compact axially symmetric subset of H, where A i are pairwise disjoint complex Borel sets such that ν (S × A 1 ) ∪ ... ∪ (S × A m ) = 1.
Definition 9.6. The entropy of the partition ξ with respect to ν is the following non-negative number H(ν, ξ) = − C∈ξ ν(C) log(ν(C)).
We observe that this notion is independent of the polynomial p. Let ξ p n denote the finite partition ξ ∨ p −1 (ξ) ∨ ... ∨ p −n+1 (ξ), i.e. the partition formed by the disjoint Borel sets of type
Definition 9.7. The entropy of the invariant probability measure ν is
Now we prove that the entropy of the probability measure ν is affine [W, Thm. 8 .1].
Lemma 9.2. Let ν 1 , ν 2 be probability measures and α ∈ [0, 1] then
Proof. Firstly let us denote φ(x) = x log x, we remark that this function is convex. Let B be a quaternionic Borel subset
Adding and subtracting the terms αν 1 (B) log(αν 1 (B)) and (1 − α)ν 2 (B) log[(1 − α)ν 2 (B)] and using the fact that log is increasing we have
If ξ is a generic partition, by Definition 9.6, we obtain:
If η is a finite partition putting ξ = η ∨ p −1 (η) ∨ ... ∨ p −n+1 (η), multiplying by 1/n and making the limit in the above formula we obtain:
This means
In order to show the other inequality, let us consider ε > 0 and we choose η 1 so that
and η 2 such that
Theorem 9.2. The quaternionic equilibrium measure µ is the unique invariant measure of measurable entropy equals to log d.
Proof. From Lemma 9.2 we know that the measurable entropy is affine with respect to the measure. Since the quaternionic equilibrium measure µ was defined as 1 4π I∈S µ I dI and since an affine function always commutes with the integral, we have that
For the unicity it is sufficient to observe that if ν is another invariant measure of maximal entropy then ν | C I has to coincide with µ I , the complex equilibrium measure of C I , and hence ν ≡ µ.
Theorem 9.3. The topological entropy of the quaternionic polynomial p with real coefficients is log d.
Proof. From Theorem 9.1 we can obtain that N (K I , n, ε) = d n , for K I ⊆ C I . Let ε be the distances between the slices, then the number of planes that we need to affect the sphere is C ε , where C is a positive constant, which depends on the measure of the sphere. From this argument it follows that N (K I × S, n, ε) = d n C ε . From Theorems 9.3 and 9.2 it follows that Corollary 9.1. The entropy of the equilibrium measure is equal to the topological entropy.
Remark 9.2. In Definition 9.6 if we consider as probability measure ν the equilibrium measure µ of a slice preserving polynomial p and if we consider C ∈ ξ the sets of the form S × A I we have
and it is independent of I.
Proposition 9.1. (Quaternionic variational principle) If K is a compact axially symmetric set containing the support of an invariant measure ν, then
Proof. Let η = {S × C 1 , ..., S × C k } be a measurable partition of K, with the all C i in the same slice. Given δ > 0, for each i = 1, ..., k, let D i be all the same slice and be a compact axially
As in the complex case [DS, B1] h p (ν, η) < h p (ν, β) + 1.
Now we construct a sequence of open covers
as well as the covers
for each n ∈ N. We call L(n) the minimal number of U n needed to cover K. We want to put in relation L(n) and β n = n−1 i=0 p −i β. By the distributivity property of the cartesian product:
for j = 1, ..., k and i ∈ N. So any element of U n is the union of at most 2 n elements of β n . Moreover, since the elements in β n are disjoint, each element of β n is contained in any given subcover of U n . Therefore, #β n ≤ 2 n L(n)
Furthermore, by the concavity of −x log x, we obtain H(ν, β n ) ≤ log #β n ≤ n log 2 + log L(n).
Moreover, as in the complex case, L(n) ≤ N (K, n, ε).
Thus, from (27) and (28) 
Substituting (29) in (25) and letting ε → 0 we get h p (ν, η) ≤ h t (p, K) + log 2 + 1 (30) hence h p (ν) ≤ h t (p, K) + log 2 + 1.
Later we apply this inequality to p n and by [B, Prop. 4.3, pag. 115] and [KH, Prop. 3.1.7 (3)] we have h p (ν) = 1 n h p n (ν) ≤ 1 n (h t (p n , K) + log 2 + 1) = 1 n (nh t (p, K) + log 2 + 1) = h t (p, K) + log 2 + 1 n for each n ∈ N. Letting n → ∞, we conclude that h p (ν) ≤ h t (p, K).
By Theorem 9.3 we have the following result.
Corollary 9.2. For every invariant probability measure ν we have
This means that the quaternionic equilibrium measure, with respect to a slice preserving polynomial, is the measure of maximal entropy log d.
According to a theorem of Oseledec, [O] :
Theorem 9.4. Let H be endowed with the quaternionic equilibrium measure µ with respect to a slice preserving polynomial p. Then, for almost all q = x + yI ∈ H ∼ = R 4 , there exists a decomposition of T q R 4 = R 4 in real subspaces,
and there exists a real number λ 1 > 0 such that, for almost all q = x + yI ∈ H lim n→+∞ 1 n log |dp n q v| = λ 1
if v ∈ T (x,y) (R 2 ) and lim n→+∞ 1 n log |dp n q v| = 0
if v ∈ T I (S), where dp n q is the differential of p n in q with respect to the splitting (31). Definition 9.8. The Lyapounov exponents of p with respect to µ are λ 1 and 0.
Remark 9.3. Since the quaternionic measure µ is mixing and ergodic (since it is so in all slices), the Lyapounov exponents of p are constants.
Proof. (of Theorem 9.4) On each C I , the behaviour of p is the same of the corresponding 1complex-variable polynomial p I of degree d. In the direction tangent to S, p does not change, since on each C I the polynomial is the same, that is the polynomial is the identity, making the differential and evaluating the modulus we get |dp n q v| = 1 and finally since log |dp n q v| = 0 we obtain that in the directions of T I (S) the Lyapounov exponent is 0.
Remark 9.4. Since λ 1 is positive and by theorem of Lyubich [LY] it follows: max{λ 1 , 0} = λ 1 ≥ 1 2 log d > 0.
Topological and measurable entropy: one slice preserving case
Now, we evaluate the topological entropy and the measurable entropy with respect to the equilibrium measure in the one slice preserving case (see Theorem 5.1). In the following theorems P I is a quaternionic polynomial with all coefficients in C I but not all real and g n is defined as in (11).
Theorem 9.5. The topological entropy of the quaternionic polynomial P I is log d.
Proof. Using the same arguments of Theorem 9.3 and since g n is slice preserving with degree 2d n we have that N (K I × S, n, ε) = 2d n C ε .
Finally from Definition 9.3 we have that h t (g n , K) = sup 
Theorem 9.6. The equilibrium measure of P I has measurable entropy equals to log d.
Proof. By Theorem 5.1 we know that for a polynomial with all coefficients in C I but not all real the equilibrium measure is of the following form 1 8π I∈S µ P(I) + 1 8π I∈S µ P c (I) . Since by Lemma 9.2 the measurable entropy is affine we obtain As in the slice preserving case we have the following result.
Corollary 9.3. The entropy of the equilibrium measure of P I is equal to the topological entropy.
