Abstract-In this brief, we propose a new output regulator using the sliding-mode technique for a class of single-input single-output linear timevarying (LTV) systems. It is seen that a bounded -similarity-transformation matrix is first designed, which is necessary for the transformed LTV system to retain the dynamical features of the original LTV system. The update law of the transformation matrix based on the eigenstructure-assignment technique is developed to guarantee the uniformly exponential convergence of the closed-loop dynamics on the sliding mode. A sliding-mode output regulator using only the output measurements is then designed to drive both the sliding variable and the system output to converge to zero in a finite time. A simulation example is given in support of the proposed scheme.
A New Output Regulation Using Sliding-Mode Technique for a Class of SISO Linear Time-Varying Systems

I. INTRODUCTION
In recent years, the control of linear time-varying (LTV) systems has been investigated by many researchers [1] - [5] . The main advancements on the theoretical analysis and controller designs for LTV systems may be briefly summarized as follows. 1) A differential algebraic spectral theory using series differential (SD) and parallel differential (PD) spectra and eigenstructure was proposed based on the classical results of Floquet's factorization of polynomial differential operators. It has been shown in [1] - [3] that the stability of a LTV system is determined by the extended means of the PD eigenvalues and the corresponding eigenvectors rather than the conventional eigenvalues (called SD eigenvalues in [1] ). 2) A design technique using polynomial differential operators and time-varying input-output operators as the generalization of polynomials and transfer functions of LTI systems was proposed in [4] to design pole-placement and adaptive controllers for LTV systems.
3) The concepts of poles and zeros of LTV systems were proposed in [5] , which are very useful to understand the transient behavior and stability properties of LTV systems. The above research results have established the foundation for the analysis and controller design of LTV systems. However, further investigation on the dynamical properties and control algorithms of LTV systems still needs to be done. In this brief, we propose a new output regulation scheme for a class of single-input single-output (SISO) LTV systems using the sliding-mode technique [7] . It is seen that a bounded D-similarity transformation is first designed to transform the state-space equation of a SISO LTV system into two "separable" reduced-order systems. We are then allowed to consider the stability of the closed-loop LTV system on the sliding mode and the design of an output-regulator using sliding-mode technique separately. Another significance of the use of the bounded D-similarity transformation is that the transformed LTV system can retain both transient behaviors and stability properties of the original The LTV system in (1) can be represented as the following statespace equations [4] :
A(t) = . . .
In this brief, we let K be an ordinary differential ring [1] of almost everywhere C 1 functions of time t over an interval I. Then, the system parameters are ai(t) and bi(t) 2 K, the system matrix is A(t) 2 K n2n , and the state variable vector is X(t) 2 M = K n . For the design of a sliding-mode output regulator, a sliding variable is defined as follows:
Next, we define a time-varying transformation matrix . . .
Therefore, W 01 (t) can be rewritten as
. . .
Let (t) = F (t). We then have n (t) = k(t)b n01 (t) = 1 and k(t) = b 01 n01 (t) from (8c).
Using transformation matrix W 01 (t), we can transform the state
Then, the system in (2) can be transformed into 
is therefore a bounded D-similarity transformation matrix [1] , and matrices A(t) andÃ(t) are said to be D similar on M. As pointed out in [1] , the transformed state-space equation in (13) retains all dynamical properties of the LTV system in (2).
Remark 2: Using (9) and (16a) in (8a), we can obtain the following useful expressions: G1(t) = W 3 (t) 01 and 3 (t) = 0q(t)G1(t):
III. STABILITY ANALYSIS AND REGULATOR DESIGN
After the system dynamics reaches the sliding mode, (t) = 0 and _ (t) = 0. Therefore, from (13), the system dynamics on the sliding mode can be written as
Lemma 1: The state variable vector Z(t) in (18) is uniformly exponentially stable on the sliding mode (t) = 0 if, for a given symmetric positive definite matrix Q(t) c1I > 0, there exists a symmetric positive definite matrix P (t) such that 0 < c2I P (t) c3I 8 t t0
Proof: Defining a Lyapunov candidate
and differentiating V (t) with respect to time, we have
According to the Lyapunov stability theory [8] , Z(t) will uniformly exponentially converge to zero on the sliding-mode surface (t) = 0. Also, X(t) = W 1 (t)Z(t) uniformly exponentially converges to zero.
Remark 3: Lemma 1 has given a sufficient condition for matrix _ G(t)W 1 (t) + G(t)A(t)W 1 (t) to be uniformly exponentially stable. However, the stability of this matrix depends on the parameters of _ G(t) and G(t). For practical application we may use the following eigenstructure-assignment method [3] to determine the update law of G(t) as follows.
1) Choose a desired closed-loop PD-spectrum 9(t) = diag[ 1(t) . . . n01(t) ] and the desired right PD-modal matrix P d (t) = [P d1 (t) ... P dn01 (t)].
2) Obtain the update law of G(t) from the following differential Sylvester equation: 
The detailed discussion on the SD/PD eigenvalues can be seen in [1] and [2] .
For updating G(t), we first express A(t) of (2) in the following form: 
Expression (21) can then be written as
Expression (26) is the update law of matrix G 1 (t). However, matrices P d (t) and 9(t) and the initial values of matrix G1(t) must be chosen properly so that W (t) is a D-similarity transformation matrix.
Remark 4:
We now discuss the bounded property of the following system from (13):
_ Z(t) = _ G(t)W 1 (t) + G(t)A(t)W 1 (t) Z(t) + [G(t)A(t)B] (t) =A z (t)Z(t) + B z (t)(t):
(27) According to Lemma 1, matrix A z (t) is uniformly exponentially stable on the sliding-mode surface, the transition matrix 8 A (t; t 0 ) of the system in (27) is then bounded by the following exponential function [8] :
jj8 A (t; t 0 )jj e 0(t0t ) ( > 0 and > 0): (28) Then, the solution of (27) satisfies the following inequality: Z(t) = 8 A (t; 0)Z(0) + 
Based on the above discussions, the design of the sliding-mode output regulator and the stability of both sliding variable (t) and output y(t) are stated in the following theorem.
Theorem: Consider the following system:
_ (t) = _ (t) + (t)A(t) W1(t)Z(t) + (t)A(t)B(t) + u(t):
If the control u(t) is chosen as u(t) = 0 sign((t)) k _ (t) + (t)A(t)k (kW 1 (t)k(t) + k(t)j) 0 sign((t)) > 0 (32) the output y(t) will converge to zero in a finite time.
Proof: Defining a Lyapunov function candidate V (t) = (1=2)(t) 2 , we have
_ V (t) =(t)_ (t) = (t) _ (t) + (t)A(t) W 1 (t)Z(t) + (t)A(t)B 2 (t) + (t)u(t):
(33a) From (8c), we see that _ (t)B = 0 = 0, (33a) can then be written as _
V (t) =(t) _ (t) + (t)A(t) W1(t)Z(t) + _ (t) + (t)A(t) (t) 2 + (t)u(t) j(t)jk _ (t) + (t)A(t) k(kW 1 (t)kkZ(t)k + j(t)j) + (t)u(t):
(33b) Using (32) in (33b), we have _ V (t) =(t)_ (t) j(t)k _ (t) + (t)A(t) (kW 1 (t)kkZ(t)k + j(t)j) 1=2 . According to [9] , V (t) converges to zero in a finite time, and therefore, both sliding variable (t) = k(t)y(t) and output y(t) converge to zero in a finite time. ; jj < 0.
As pointed out in [7] , the boundary-layer technique offers a continuous approximation to the discontinuous sign function sign((t)) inside the boundary layer. It can effectively eliminate the chattering and guarantee attractiveness to the boundary layer and the ultimate boundedness of the system output to within any neighborhood of the origin. However, the drawback is that nonzero error exists. It can also be seen that, when the above boundary-layer controller is used, the parameters of W 01 (t) may be unbounded when the time t goes to infinity. To avoid this situation in practice, we do not update the parameters of W 01 (t) after the convergence error is "small enough" and satisfies the precision requirement.
IV. A SIMULATION EXAMPLE
In this section, we consider the following second-order SISO LTV system:
The corresponding state-space equation with its canonical form is
0 (2 + cos(5t)) 02 sin(5t)
with x1(t) = x(t) and x2(t) = _ x(t).
The sliding-mode variable is defined as (t) = y(t):
A D-similarity transformation matrix W (t) and its inverse are defined as W (t) = w 1;1 (t) 0 0w 1;1 (t) 1
and W 01 (t) = w 01
Using the D-similarity transformation matrices given in (38a) and (38b), the state-space equation in (36b) can be transformed as follows:
(3 + cos(5t) 0 2 sin(5t))w 1;1 (t) 10 2 sin(5t) 2
On the sliding mode (t) = 0, the closed-loop system satisfies the following differential equation:
Now, we choose P d (t) = 02. In order to make W (t) to be a similarity transformation matrix, we choose 9(t) = 01. we obtain the update law of W1;1(t) as _ w 1;1 (t) = 0 with w 1;1 (0) = 1: 
It has been seen that good performance was achieved using the proposed sliding-mode regulator for the second-order SISO LTV system.
Another interesting point is that, when we choose P d (t) = 02, and 9(t) = 01 + sin(5t), good performance can also be obtained though W (t), in this case, is not a similarity transformation matrix. Therefore, further theoretical research needs to be done.
V. CONCLUSION
In this brief, we have proposed a new sliding-mode output regulator for a class of SISO LTV systems. A bounded D-similarity transformation matrix W (t) has been designed, which allows the trans- formed LTV system to retain the dynamical features of the original LTV system. The update law of the transformation matrix using a timevarying differential Sylvester equation has been developed to guarantee the uniformly exponential convergence of the closed-loop dynamics on the sliding mode. A robust sliding-mode output regulator using only the output measurements has been designed to drive the system output to converge to zero in a finite time. A simulation example has been carried out with the results that good convergence and robustness properties with respect to the bounded input disturbance are obtained. Further work is to extend the scheme to the control of general SISO and MIMO LTV systems with uncertainties.
Subband Coding of Cyclostationary Signals
Ashish Pandharipande and Soura Dasgupta Abstract-We consider optimal orthonormal filter banks for subband coding of wide-sense cyclostationary signals, with -periodic second-order statistics. An -channel uniform filter bank, with -periodic analysis and synthesis filters, is used as the subband coder. Dynamic schemes involving -periodic bit allocation are employed. An average variance condition is used to measure the output distortion. We show that for at least three potential bit allocation strategies, the optimum filter bank is a principal component filter bank.
Index Terms-Cyclostationary, multirate, subband coding.
I. INTRODUCTION
Wide-sense cyclostationary (WSCS) signals arise in many applications [1] , [2] . We consider optimum orthonormal subband coding of zero mean WSCS signals with N -periodic second-order statistics, i.e., signals that obey for all k; l:
where E[1] denotes the expectation operator. The subband coder itself is an M -channel maximally decimated uniform filter bank (UFB), (see Fig. 1 ), with N -periodic linear analysis and synthesis filters, Hi(k; z) and Fi (k; z), respectively. Each subband signal vi (k), is quantized at the kth instant, by a b i (k) bit quantizer, Q i . Subject to bit rate and orthonormality constraints, we wish to allocate bits bi(k), and select, H i (k; z) and F i (k; z) to minimize the average variance ofx(k)0x(k). Among many possible bit rate constraints one can adopt, three are of interest here. The first, called static bit allocation (SBA) involves constant b i (k), and has been studied in [6] . The second and third, both assume N -periodic bit allocation Recent studies [4] , [5] have established that the optimum UFB subband coder for wide-sense stationary (WSS) signals is a principal component filter bank (PCFB) [3] . In [6] , we have likewise shown that for SBA also the optimum UFB is a PCFB. The principal contribution of this brief is to show that even under (I.2) and (I.3), optimality is attained through PCFBs, despite the differing bit allocation constraints. 
