INTRODUCTION
In this paper we study the singular boundary value problem for the one-dimension p-Laplacian Ž . < < py 2 where ⌽ s s s s, p ) 1. The singularity may appear at u s 0, t s 0, and t s 1, and the function g may change sign.
Ž . Recently, problem 1.1 has been studied extensively. The readers may w x w x refer to 7, 12᎐14, 20᎐22, 24 for the details. In 7, 13, 15, 20, 22 , the problem is not able to possess singularity. Some basic results on the Ž . w singular boundary value problem when p s 2 were obtained in 1, 3, 5, 6, x 8, 9, 12, 14, 16᎐19, 21, 23 . In all these papers, the arguments rely on the Ž . assumption that g t, u is positive. This implies that the solutions are w x w x concave. When p s 2, the authors of 4 and 11 studied the case when g is allowed to change sign. w x Ž . But a major step was taken by Habets and Zanolin 10 , where g t, u may be singular at u s 0, t s 0, and t s 1. For example, 
Ž .
g t, u s yh t , ) 0,
Ž . Ž .
u which corresponds to an Emden᎐Fowler equation. w x In 10 , the authors established a theorem on upper and lower solutions Ž . Theorem 1 for the singular problem. Applying this theorem, they proved the existence and uniqueness of solutions to the problem. w x In 24 , the authors studied the problem in which g may change sign and may be singular at u s 0, but was not able to possess singularity at t s 0 Ž . and t s 1. They studied 1.1 by applying a theorem on upper and lower w x solutions for nonsingular problem obtained by O' Regan 15 . w x The present work is a direct extension of some results in 4, 10, 11, 24 . w x The same as in 10 , our technique relies essentially on a modified method of upper and lower solutions which we believe is well adapted to this type of problem. Moreover, we establish a theorem on upper and lower solu-Ž . tions Theorem 1 for singular problem which is a straightforward extenw x sion of an upper and lower solution method in 15, 20, 22 . Our main result Ž . Ž . w x Theorem 2 for singular problem 1.1 also generalizes the work in 21 .
Different from p s 2, it is very difficult to establish Theorem 1 in this paper. The main difficulty that appears when passing from p s 2 to p / 2 is that, for the first case, there is a well-known Green's function for the Dirichlet problem, which is used to prove the equivalent to Theorem 1 in w x 10 . However, for p / 2, there cannot be a Green's function because the Ž Ž .. differential operator ⌽ uЈ Ј is nonlinear. Moreover, for p s 2, the type of singularities in t s 0 and t s 1 that can be considered is suggested by the form of the Green's function, an a priori information that disappears Ž . for p / 2. In this sense, the authors derive condition a in Theorem 1, 4 which is another main part of this paper. This paper is organized as follows. In Section 2, we present our result on upper and lower solutions. Section 3 is devoted to the proof of our main result. Finally, in Section 4, we briefly outline some possible applications of our result which generalize or simplify some previous theorems that have appeared in the literature.
UPPER AND LOWER SOLUTIONS
Consider the two-point boundary value problem
Ž . Ž .
Ž . Ž . The definition of an upper solution ␤ и of 2.1 is given in a completely similar way, by just reversing the above inequalities. Also, if ␣ , ␤ g Žw x . Ž. Ž. w x C 0, 1 , R are such that ␣ t F ␤ t , for all t g 0, 1 , we define the set Ž . Consider now the boundary value problem
Ž . Ž . By a and the definition of f *, it can be easily checked that f *: 0, 1 = 2 Ž . R ª R is continuous and, by a , it satisfies
Ž . In order to prove the existence of solution to 2.1 *, we consider the boundary value problem
Ž . where n G 4 is a natural number, t is a continuous function such that n Ž . w x 0 F t F 1 on 0, 1 , and
We need the following
Ž . Ž .
Moreo¨er, for any 0 F t, s F 1,
. where ␥ s max r p y 1 , r p y 1 -1 and C is a positi¨e constant independent of t and s.
Proof. We only prove the existence since the proof of the uniqueness is very simple. Set for 0 -t -1,
Ž . Clearly, by Remark 2.2, y t is continuous and nondecreasing in 0, 1 and
Ž .
1
Ž . In the same way, we can get 2.4 for F t -1.
. where ␥ s max r p y 1 , r p y 1 -1 and C is a positive constant Ž . w x independent of t and s. Therefore, V t is continuous on 0, 1 ,
This completes the proof.
In the same way as Lemma 2.1, we have
Ž . Ž .
Moreo¨er, for any 0 F t, s F 1, 
. where ␥ s max r p y 1 , r p y 1 -1 and C is a positi¨e constant w x independent of n and t g 0, 1 .
Ž .
Ž . w x Proof. We shall prove only u t F V t on 0, 1 since the arguments n Ž .
Ž . w x are essentially the same for the case u t G¨t on 0, 1 . 
n n n for all t g 0, 1 .
Integrating both sides of the above inequality with respect to t from t to
i.e.,
Ž . Ž . then we would have y t F y t s 0, a contradiction. Ž . Ž .
H n n n t Ž . Ž . Ž . From 2.7 , 2.9 , and 2.10 , we have
Ž . w x where C a, b is a positive constant independent of n, u t , and t g a, b . 
w x
Proof. This is a consequence of Theorem 2.1 in 20 , since < Ž . Ž .< Ž . Ž . Now let H H s a, b ; 0, 1 be a compact interval. 1 1 Ž . w x It is clear that there is an n* s n* H H such that H H ; , 1 y , for all n n n G n*, and therefore,
Ž . Ž . t f * t, x F t h t is bounded and t f * t, x is continuous for
n n Ž . w x Hence, the function u is a solution of the equation 2.1 * for all t g a, b n and n G n*. Moreover,
where is a solution of the equation 
for all t g 0, 1 .
Ž . 
Ž . way as that in 20, Theorem 2.3 . Therefore, u t is a solution to problem Ž .
.
The proof of Theorem 1 is complete.
Remark 2.3. It is not difficult to prove that if we assume that s 0 in Ž .
1 Žw . . a , then the solution u we find belongs to C 0, 1 , R . Similarly, we can 4 1 ŽŽ x . find that if s 0, then u g C 0, 1 , R .
1 Žw x . Clearly, we can prove the existence of solutions in C 0, 1 , R if s s 0.
MAIN RESULTS

Ž .
q Ž q Ž .. Let g: 0, 1 = R ª R R s 0, ϱ be a continuous function and 0 0 consider the two-point boundary value problem
Ž . Solution of 3.1 is meant in the sense described in the preceding section. For any n g N, n G 1, we set
Without loss of generality, we can assume that x0.
n Ž w x . 1 w x LEMMA 3.1 see 24, Lemma 2 . There exists a g C 0, 1 such that
Having chosen a function with the above described properties, we note that 
It obvious that g s , ; t , t . In both cases, we can
Ž . find an interval t , t q ␦ ; s , t such that yЈ t s 0, yЈ t G 0, and
Ž . w x Ž . Ž Hence, 0 -¨t -m t on t , t q ␦ , and thus from 3.3 since
Let t ª t ; we have
and a contradiction is achieved. The proof of Lemma 3.2 is complete.
We have that, for each n, f : 0, 1 = R ª R is continuous and
Ä 4 Hence, the sequence f converges to g uniformly on any set of the form n q Ž . e = R with e an arbitrary compact subset of 0, 1 .
0
Next we define inductively that
We have that, for each n, g : 0, 1 = R ª R is continuous. Moreover,
n n 0 Ä 4 and the sequence g converges to g uniformly on any set of the form n e = R q with e mentioned as before.
We consider now the sequence of boundary value problems Ž .
Ž . Hence, the function u is a solution of the equation in 3.1 for all t g e n and n G n*. Moreover, < < M s sup g t, x : t g e, m t F x F u t -qϱ. 
Ž .
n e where C is a positive constant independent of n, and t g e. e
