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Abstract
Electric stimulation of auditory nerve by cochlear implants has been a suc-
cessful clinical intervention to treat the sensorineural deafness. However, the
mechanism of interaction between the applied electric ﬁeld and its neural
counterparts such as intact spiral ganglion neurons (SGNs) in the cochlea has
not been fully explored. Many experimental studies have been suggesting
that the morphological features of the cochlea, electrophysiological properties
of neural components, electrode design, electrode placement and stimulat-
ing strategies are the main factors that affect the functionality of cochlear
implants. Even though the factors mentioned above are included explicitly
and implicitly in the modeling, the existing contextual in silico studies of the
cochlea could not adequately explain the stochastic and dynamic ﬁring of
intact type -1 SGNs. Although evident, the orientation and clusters of the
SGNs, the modiolus porosity, and the tissue heterogeneity in the Rosenthal’s
canal have often been neglected in the state-of-the-art in silico studies due to
modeling complexities.
In the present study, two innovative methods viz. image-based method and
equation based method are proposed to model the modiolus porosity and
tissue heterogeneity in the Rosenthal’s canal (RC). The qualitative effect of
these microstructures on the sub-threshold transmembrane potential (Vm) of
the SGNs is investigated using two-dimensional and three-dimensional ﬁnite
element models of the cochlea.
The simulation results suggest that in the presence of a homogeneous extra-
cellular medium in the RC, the signal initiation sites vary with the orientation
of the SGNs. Also, the clusters of SGNs would act as a single giant cell during
the signal generation and propagation. Further, if the modiolus is assumed
as a hard bone, the corresponding electric conductivity would result in very
low Vm of the SGNs. In contrast, if the modiolus is assumed as a porous bone,
the corresponding effective conductivity would result in very high Vm of the
SGNs. Nevertheless, the conductivity mapped on the porous modiolus using
image-based method have yielded a moderate Vm of SGNs. The proposed
equation-based method suggests that the global and local porosity of the
modiolus would profoundly affect the Vm of the SGNs.
Further, in the presence of a heterogeneous medium that comprised of satellite
glial cells (SGCs) and myelinated tissues in the RC, the SGN-electrode distance
has a trivial effect on the Vm of the SGNs. On the contrary, the pathology of
the cochlea that could alter the tissue density in the RC would profoundly
affect the stimulation proﬁle of the SGNs. Within the scope of the present
study, it can be suggested that the variable degree of heterogeneity around
each SGN could be one of the reasons for the dynamic ﬁring of the SGNs. The
simulation results also advocate the importance of accurate dielectric values
of various tissues for in silico modeling.
Apart from the academic interest, the present study stresses the importance of
further extensive research on the tissue heterogeneity and the modiolus poros-
ity in the RC for the optimization of the performance of cochlear implants.
Zusammenfassung
Die elektrische Stimulation des Hörnervs durch Cochlea-Implantate hat sich
bei der klinischen Intervention zur Behandlung der sensorineuralen Taubheit
als erfolgreich erwiesen. Der Mechanismus der Wechselwirkung zwischen
dem angelegten elektrischen Feld und seinen neuralen Gegenstücken wie den
intakten Spiralganglionneuronen (SGNs) in der Cochlea wurden noch nicht
vollständig erforscht. Viele experimentelle Studien deuten darauf hin, dass
sowohl die morphologischen Merkmale der Cochlea, als auch elektrophys-
iologische Eigenschaften von neuralen Komponenten, Elektroden-Design,
Elektrodenplatzierung und Stimulierungsstrategien die Hauptfaktoren sind,
welche die Funktionalität von Cochlea-Implantaten beeinﬂussen. Obwohl
die oben genannten Faktoren explizit und implizit in die Modellierung einbe-
zogen sind, konnten bisherige kontextuelle in silico-Studien der Cochlea das
stochastische und dynamische Feuern der intakten Typ-1 SGNs nicht adäquat
erklären. Obwohl offensichtlich, wurden die Ausrichtung und Cluster der
SGNs, die Modiolus-Porosität und die Gewebe-Heterogenität im Rosenthal-
Kanal in den modernen in silico-Studien aufgrund von Modellkomplexitäten
oft vernachlässigt.
In der vorliegenden Studie werden mit einer bildbasierten Methode und
einem auf einer Gleichung basierten Verfahren zwei innovative Methoden
vorgeschlagen, um die Modiolus-Porosität und Gewebeheterogenität im
Rosenthal-Kanal (RC) zu modellieren. Der qualitative Effekt dieser Mikrostruk-
turen auf das unterschwellige Membranpotential der SGNs wird unter Ver-
wendung von zweidimensionalen und dreidimensionalen Finite-Elemente-
Modellen der Cochlea untersucht.
Die Simulationsergebnisse legen nahe, dass in Gegenwart eines homoge-
nen extrazellulären Mediums im RC die Signalinitiierungsstellen mit der
Orientierung der SGNs variieren. Weiterhin wirken die Cluster von SGNs
während der Signalerzeugung und -ausbreitung als eine einzelne Riesen-
zelle. Wenn ferner der Modiolus als ein harter Knochen angenommen wird,
würde die entsprechende elektrische Leitfähigkeit zu einem sehr niedrigen
Membranpotential der SGNs führen. Im Gegensatz dazu würde, wenn der
Modiolus als ein poröser Knochen angenommen wird, die entsprechende ef-
fektive Leitfähigkeit zu einem sehr hohen Membranpotential der SGNs führen.
Nichtsdestoweniger ergab die Leitfähigkeit, die auf dem porösen Modiolus
unter Verwendung einer bildbasierten Methode abgebildet wurde, ein moder-
ates Membranpotential von SGNs. Die vorgeschlagene, auf einer Gleichung
basierenden Methode, legt nahe, dass eine globale und lokale Porosität des
Modiolus, das Membranpotential der SGNs tiefgreifend beeinﬂussen.
Weiterhin hat der SGN-Elektrodenabstand in Anwesenheit eines heterogenen
Mediums, das aus Satellitengliazellen (SGCs) und myelinisierten Geweben
im RC besteht, eine triviale Wirkung auf das Membranpotential der SGNs.
Im Gegensatz dazu würde die Pathologie der Cochlea, die die Gewebedichte
in der RC verändern könnte, das Stimulationsproﬁl der SGNs tiefgreifend
beeinﬂussen. Die vorliegende Studie legt nahe, dass der variable Grad der
Heterogenität um jede SGN einer der Gründe für die dynamische Auslösung
der SGNs sein könnte. Die Simulationsergebnisse unterstreichen auch die
Wichtigkeit genauer dielektrischer Werte (elektrische Leitfähigkeit, relative
Permittivität) verschiedener Gewebe für die in silico-Modellierung.
Neben dem akademischen Interesse betont die vorliegende Studie die Be-
deutung weiterer umfangreicher Forschung zur Gewebeheterogenität und
zur Modiolus-Porosität im RC zur Optimierung der Leistung von Cochlea-
Implantaten.
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Chapter 1
Introduction
"Blindness separates us from things
but deafness separates us from
people."
Helen Keller
1.1 Motivation
A healthy hearing organ functions through various electro-mechanical pro-
cesses. Any malfunction in the auditory transduction from the outer ear to
the auditory cortex could result in different levels of hearing impairment.
Over 360 million people worldwide, especially children are suffering from
profound hearing loss [1]. Since the hearing provides necessary inputs to the
brain for the social, intellectual and creative growth, many profoundly deaf
children are facing social, psychological and economic deprivation [2, 3].
Various genetic, pathological and physical factors could induce the profound
deafness in humans [4, 5]. Of those, depletion of inner hair cells and sub-
sequent degeneration of peripheral processes of the auditory nerve leads
to the sensory neural deafness [6]. In such pathology, electric stimulation
of intact spiral ganglion neurons (SGNs) of the auditory nerve by cochlear
implants (CI) has been an approved clinical intervention to treat the profound
deafness [7, 8, 9]. Historically, the ﬁrst cochlear implant consisting of a single
channel electrode was clinically tested in 1961 [10]. Since then, the experimen-
tal studies related to morphology, electrophysiology of the auditory nerve
have been enriching the knowledge about the mechanism of action potential
(AP) generation and propagation in the cochlear neurons [11]. Alongside,
cutting-edge technology has been offering new possibilities to build highly
customized software and sophisticated electronic devices [12, 13]. In spite of
abundant scientiﬁc and technological support, cochlear implants have been
suffering an undesirable performance plateau [14, 15, 16]. For example, the
quality of sound perception in noisy ambiances and clean pitch discrimination
in music are still craving features for CI recipients [17].
In the midst of these experimental and technological developments, vari-
ous in silico studies have been providing valuable insights to the hearing
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research. Especially, mathematical models could foresee the effect of different
anatomical and electrophysiological factors on the electric ﬁeld distribution.
For example, using an appropriate in silico model, one could visualize the
interaction between the applied electric ﬁeld and the targeted SGNs which is
incomprehensive in in vivo studies. State-of-the-art in silico cochlea models ad-
missibly play an indispensable role for the optimization of the CI functionality.
On the one hand, in silico studies of biological systems have unprecedented
advantages over other methods in understanding, asserting, and predicting
the outcome of underlying biological processes; on the other hand, many
computer models have severe drawbacks in reproducing realistic biological
scenarios.
Understandably, mathematical models rely on essential simpliﬁcations and
necessary assumptions to formulate a biophysical scenario. For example,
in the majority of in silico studies which are discussed in the later chapters,
nerve ﬁbers and SGNs were assumed as thin cylinders and regular spheres
respectively [18]. Likewise, many morphological and anatomical constituents
of the human inner ear were ignored in the process of problem simpliﬁcation.
Strikingly, some evident parameters were either neglected or overly simpliﬁed
in almost all existing in silico studies of the auditory nerve. Apparently
such rudimentary modeling approaches with a variety of computational and
modeling limitations could be a reason for many discrepancies in the results
of simulation studies and experimental studies. Prospectively, every scientiﬁc
study has been contributing directly or indirectly to the development of high
efﬁcient multichannel cochlear implants. In that sense, it is very motivating to
ascertain that each bit of knowledge added to hearing research could prove
invaluable for deaf people worldwide.
1.2 Problem deﬁnition
Electric ﬁeld distribution in the Rosenthal’s canal (RC) is a widely studied phe-
nomenon through in silico modeling. The modiolus bone and the extracellular
medium in the RC are the most essential computational domains, especially
in the volume conductor models of the cochlea. Strikingly, almost all existing
in silico models have assumed a homogeneous extracellular medium and
non-porous modiolus bone in the RC for computations [19, 20]. However, it is
evident from the temporal bone studies that:
• The spatial arrangement of type-1 SGNs in the RC is asymmetric. Also,
type-1 SGNs in the RC form clusters,
• The Modiolus is not a hard bone; rather it is the fabrication of multiple
porous layers,
• The extracellular medium in the Rosenthal’s canal contains various
heterogeneously distributed tissues.
The inclusion of above micro-anatomical features in an in silico model of the
cochlea could yield entirely different electric ﬁeld distribution in the RC. On
2
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the one hand, the simulation results could even contravene several predictions
of corresponding state-of-the-art in silico models. On the other hand, these
results could provide a valuable theoretical base to explain the dynamic
ﬁring behavior of SGNs. Also, one could anticipate an explanation for the
disproportion between the number of survived spiral ganglion neurons and
the hearing quality. Such model could also serve as a useful tool for optimizing
the CI electrode functionality. The simulation results could be useful to explore
the intrinsic factors that are affecting the selective stimulation of SGNs.
This thesis is intended to present a fresh perspective and a qualitative analysis
regarding:
• The random spatial arrangement of spiral ganglion neurons and its
effects on the signal initiation sites during the electric stimulation of
‘amputated’ auditory neurons,
• The impact of highly porous modiolus bone on the electric ﬁeld distri-
bution in the Rosenthal’s canal,
• The effect of tissue heterogeneity on the stimulation proﬁle of intact
spiral ganglion neurons.
1.3 Thesis organization
Chapter 2 presents an overview of auditory transduction, a short note about
the cochlear implants and a concise summary on the advantages and draw-
backs of a few contextual mathematical models of the cochlea.
Chapter 3 contains the theoretical background and a concise discussion of
the relevant ﬁnite element models which describe the electric stimulation of
auditory nerve by cochlear implants.
Chapter 4 introduces two novel methods for implementing the modiolus
porosity in a three-dimensional computational model of the cochlea. Apart
from the image-based method, a set of reaction-diffusion equations to replicate
the asymmetric porosity of multi-layered modiolus is described in this chapter.
Chapter 5 presents an image-based method to implement the tissue hetero-
geneity in the RC in a two-dimensional ﬁnite element model of the cochlea.
The signiﬁcance and clinical relevance of the simulation results are presented.
Chapter 6 contains the conclusion and a discussion on the prospect of the
present study.
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Chapter 2
Background
This chapter contains a brief account on the mechanism of auditory trans-
duction in a healthy human ear and describes the causes of deafness and
the functionality of cochlear implants. A categorical literature review on the
existing in silico models is also provided in this chapter.
2.1 The mechanism of hearing
As the consequence of coherently functioning small and complex organs
which are sensitive to external acoustic stimuli, the human could perceive
the hearing sensation [21]. The mechanism of hearing takes place in three
important stages involving respective functional units of the hearing organ.
2.1.1 Outer ear
The outer ear is a unique cartilage structure called pinna that protrudes from
both, left and right side of the skull. Naturally designed pinna localizes
the incoming sound energy and sends it through a narrow ear canal that
proceeds towards the eardrum. The eardrum is a tympanic membrane of
approximately 1 cm diameter and 0.1 mm thickness that separates the outer
ear from the middle ear. Due to the peculiar structure of the ear canal, the
incident acoustic vibrations on the pinna resonate in the ear canal. As a result,
tenfold ampliﬁed peak pressure could be exerted on the eardrum. In general,
the audible frequency of human ranges from 20 Hz to 20 KHz [22]. Recently it
has been proved that the unique structure of the outer ear of an individual
can be used as a biometric identiﬁcation factor [23].
2.1.2 Middle ear
The ampliﬁed characteristic sound pressure vibrates the cone–shaped eardrum
which acts as the ﬁrst acoustic signal transducer. These mechanical vibrations
transfer to the ossicles. Ossicles are tiny bone structures that consist of the
malleus, the incus and the stapes. This compound bone structure acts as a
sound controller and as a protective device from excessive loudness. Malleus
is connected to the eardrum and stapes is connected to the oval window of
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the vestibule of the inner ear. In a nut shell, the ossicles concentrate the force
of vibrations via certain kind of impedance matching on the oval window [24].
Figure 2.1 depicts the structure of the middle ear.
FIGURE 2.1: A sketch of the middle ear (picture source: Blausen.com staff
(2014). "Medical gallery of Blausen Medical 2014".WikiJournal of Medicine 1
(2). DOI:10.15347/wjm/2014.010. ISSN 2002-4436. - Own work, CC BY
3.0,https://commons.wikimedia.org/w/index.php?curid=29025010)
2.1.3 Inner ear
The most complex transduction of the mechanical vibrations induced by the
Stapes takes place in the inner ear (Figure 2.2). These induced vibrations push
the oval window’s membrane of the cochlea. As a result, traveling waves
are produced in the perilymph of the scala vestibuli. The traveling waves
composed of localized peaks move towards the apical region of the cochlea.
Through the helicotrema, these ﬂuidic waves travel into the perilymph of the
scala tympani. The vibrations of the round window make the compensating
movements against the incident ﬂuidic waves in the scala tympani. The
orchestral vibrations of the tectorial membrane, the organ of Corti and the
basilar membrane push the endolymphatic liquid ﬁlm between the tectorial
membrane and the inner hair cells. These movements deﬂect the stereocilia
resulting in sound–coded electric impulses into the peripheral processes of the
auditory nerve. These electric pulses or action potentials (AP) travel through
the non-myelinated spiral ganglion neurons and reach the auditory cortex of
the brain via central processes of the auditory nerve [25]. In short, the cochlea
is an efﬁcient and highly sophisticated frequency analyzer that transforms
acoustic signals into corresponding electrical signals. The complex structures
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of the cochlea need to be adequately understood for unraveling the hearing
process.
FIGURE 2.2: A sketch of the inner ear (picture source: Blausen.com staff
(2014). "Medical gallery of Blausen Medical 2014.WikiJournal of Medicine 1
(2). DOI:10.15347/wjm/2014.010. ISSN 2002-4436. - Own work, CC BY
3.0,https://commons.wikimedia.org/w/index.php?curid=29025011).
2.2 The cochlea
Human cochlea is a snail-shaped structure with three ﬂuid chambers located
within the temporal bone as shown in Figure 2.3. The bony labyrinth helps to
reﬂect the ﬂuid vibrations in the cochlea [26]. The uniqueness in the anatomy
of the human cochlea can be compared to the uniqueness of ﬁngerprints of
an individual. Hence, any generalized cochlea structure may or may not
represent a realistic cochlea. Temporal bone studies [27, 28] indicate that the
uncoiled length of the human cochlea varies from 38.6 mm to 45.6 mm with a
substantial difference in the dimensions of scalatympani and scalavestibuli.
Since the acoustic signal generation in the cochlea is the consequence of
complex hydrodynamic activities, the anatomical variations of the cochlea
play a prominent role in shaping the individual hearing abilities.
2.2.1 Signal–generating mechanism
The scala vestibuli or vestibular duct is the second largest chamber ﬁlled with
perilymph that is composed of high sodium and low potassium concentrations.
The scala vestibule ﬁrst receives the acoustic vibrations from the membrane
of the oval window and transmits the energy further in the form of traveling
waves [29]. Scala tympani or tympanic duct is ﬁlled with perilymph. The
7
Chapter 2. Background
FIGURE 2.3: A schematic cross section of human cochlea. Cochlear duct is situated
between scala vestibuli and scala tympani ( Picture source: By Henry Vandyke Carter -
Henry Gray (1918) Anatomy of the Human Body, Bartleby.com: Gray’s Anatomy, Plate 928,
Public Domain).
scala vestibuli and the scala tympani have a common transitional region at the
apical part of the cochlea called the helicotrema. The hydrodynamic waves
from the scala vestibule create a counter-movement in the round window
situated at the basal region of the cochlea that damps the energy
The scala media or cochlear duct is ﬁlled with endolymph that consists of
high potassium and low sodium concentrations. Scala media is situated
between scala tympani and scala vestibule. As the housing of the organ of
Corti is strategically located in this region, endolymph plays an essential role
in triggering the electric signals into the hair cells.
The membranous labyrinth consists of the basilar membrane and the Reiss-
ner’s membrane which separates the perilymph from the endolymph and
thus maintains the much needed endocochlear potential. The basilar mem-
brane supports a travelling wave with an envelope maximum located at a
frequency-speciﬁc place along the membrane, called the tonotopic place [30].
High frequencies are localized at the base, and low frequencies are localized
at the apex [31]. For many species, [32] has derived a generally applicable
function to describe the tonotopic place as a function of stimulus frequency.
2.2.2 Signal–receiving mechanism
The signal–receiving mechanism consists broadly of three essential compo-
nents namely, the organ of Corti, inner hair cells, and outer hair cells. The
organ of Corti is a micro-architecture composed of a highly varied strip of
epithelial cells sitting on the basilar membrane situated in the cochlear duct.
It acts as the primary receiving component of the resultant vibrations from the
signal–generating mechanisms (Figure 2.4). The epithelium, containing the
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FIGURE 2.4: Organ of Corti comprised of various microstructures (picture
source: Oarih at https://commons.wikimedia.org/w/index.php?curid=3202255)
hair cells, enables transduction of basilar-membrane vibrations into receptor
currents and eventually the generation of action potentials [33, 34].
The transducing elements within the epithelium are the sensory inner hair
cells and the electromechanical outer hair cells. Their stereocilia are deﬂected
due to shearing motion between the apical surface of the hair cells and the
tectorial membrane. This deﬂection causes modulation of 1) the opening
probability of mechanosensitive channels in the stereocilia, 2) the receptor
currrent, and 3) the receptor potential [35]. In the case of the inner hair cells,
the receptor potential modulates the release of transmitter substance, which
results in excitatory post-synaptic potentials and action potentials [35].
In the case of the outer hair cells, the receptor potential produces a somatic
electromechanical force, which acts against friction to amplify and sharpen
the vibration of the basilar membrane and, therefore, the deﬂection of the
stereocilia [36, 37].
2.3 Hearing loss
Hearing loss in humans is one of the major sensory disabilities in the world [38].
As a result of the outer and the middle ear infections, otitis, ossicular damage
the conductive hearing loss would occur. It can be cured with the proper med-
ication or surgical intervention. The dysfunction of the cochlea due to various
pathological, genetic and acquired diseases would result in the sensorineural
hearing loss [39]. One of the main reasons for the profound deafness is the
loss of hair cells and subsequent decay of peripheral processes [40]. Although
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this pathological condition would damage the natural hearing permanently,
the intact SGNs and central processes facilitate various hearing restoration
interventions like implantation of cochlear electrodes in the inner ear [41].
2.4 Cochlear implants
Cochlear implants are successfully restoring the hearing sensation in pro-
foundly deaf people. The general aim of the cochlear implants is to deliver
electrical pulses into the auditory nerve similar to the action potential pulses
evoked during the natural auditory transduction. Cochlear implants work
in two stages, in the ﬁrst stage, the microphone placed near the patient’s ear
receives the sound waves and sends the corresponding signals to the signal
processing unit. In the second stage, depending upon the frequency of the
input signals, various signal processing algorithms mask and code the elec-
trical signals and transmit the respective electrodes to stimulate the auditory
nerve ﬁbers [42]. Monopolar, bipolar and tripolar stimulation strategies are
presently in use with different energy efﬁciencies [43]. Figure 2.5 shows a
schematic of the outer and inner components of a cochlear implant.
FIGURE 2.5: Cochlear Implant (piture source: Blausen.com staff (2014).
"Medical gallery of Blausen Medical 2014". WikiJournal of Medicine 1 (2).
DOI:10.15347/wjm/2014.010. ISSN 2002-4436. - Own work, CC BY 3.0,
https://commons.wikimedia.org/w/index.php?curid=29025007)
In addition to various clinical and technical difﬁculties, morphological pe-
culiarities such as variation in the anatomy of the cochlea have been posing
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signiﬁcant challenges to determine the optimal electrode insertion depth into
the scalatympani with minimal insertion trauma [44]. Another major obstacle
to gaining in-depth understanding is the lack of direct access to the audi-
tory neurons. All available data about the auditory nerve and SGNs in the
Rosenthal’s canal are based on the histochemically ﬁxed cochleae [45]. The
preparation method of the cochleae could itself cause damage to the sensitive
structures in the Rosenthal’s canal. In a way, the exact mechanism of inter-
action between the cochlear neurons and the applied electric ﬁeld is still not
fully known.
2.5 In silico models
In silico modeling is a heuristic approach for deﬁning and solving a biomedical
problem within the scope of permissible assumptions and simpliﬁcations.
Simulation of the electric ﬁeld distribution in the cochlea has been a major
modeling objective of in silico studies. There exist various in silico models
which deal with other essential mechanisms of the cochlea, such as the hydro-
dynamics of the basilar membrane and trauma induced by electrode insertion
[46, 47, 48, 49]. With ever-increasing computational power and robust nu-
merical schemes, simulation results of lumped element models, as well as
volume conductor models, are opening new windows to explore the cochlea.
A concise discussion of some state-of-the-art in silico models is given in the
following section. Additional details and in-depth literature review of various
cochlear models can be found in [19, 50, 51].
2.5.1 Some state-of-the-art in silico models
Pioneering work of von Békésy [52] using a lumped elements model (LEM)
to describe the electrical behavior of the cochlea has laid a foundation for
the development of various in silico models. Subsequent lumped element
models proposed by Johnstone and colleagues in 1966 [53] and Strelioff in 1973
[54] investigated the electrical pathways and the potential distribution in the
guinea pig cochlea. Later, Suesserman and Spielman [55] as well as Kral [56]
proposed improved LEMs to study the effect of electrode conﬁguration and
the electric ﬁeld distribution in the cochlea. Vanpoucke and colleagues in
2004 [57] proposed an elegant LEM model based on electrical ﬁeld imaging.
In this model, the dielectric properties of various tissues were modeled as
layers of lumped elements to investigate the local current pathways. A major
drawback in all lumped element models is the assumption of the uncoiled
cochlea in which three ﬂuid chambers run parallel to each other and omission
of the real cochlear anatomy and intact neural structures.
Girzon ﬁrst introduced the inclusion of cochlear anatomy in computational
models in 1987 [58] through a volume conductor model (VCM). Unlike
lumped element models in which only the effective impedance of cochlear
structures was considered, the introduction of VCM made it possible to locally
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assign dielectric properties of tissues depending on their spatial arrangement
in the cochlea. This method also stressed the signiﬁcance of the inclusion of
cochlear anatomy in in silico models. The model visualized various current
spreading paths in the cochlea. However, the results are unrealistic due to low-
resolution image data, point source electrodes, and usage of ﬁnite difference
method.
Later, Finely and colleagues [59] proposed a series of VCMs to overcome the
limitations of the Girzon model. A three-dimensional stimulating electrode in
a cylindrical cochlea extruded from an anatomically detailed two-dimensional
slice of the basal turn was modeled to represent a small straight portion of the
cochlea. Auditory nerve ﬁbers were also modeled to study the activation of
the neural population for various threshold currents using the ﬁnite element
method. However, the effect of snail shape of the cochlea and the inﬂuence of
spiral ligament on the electric ﬁeld distribution were not studied in the model.
Improving upon Finely models, Frijns and colleagues proposed a guinea pig
cochlear model with a rotational symmetric geometry [60, 61, 62]. In spite of
modeling anomalies and anatomical aberrations, these models have shown
the qualitative effect of the curvature of the cochlea on the potential distribu-
tion. Further, anatomically realistic human cochlea embedded with realistic
electrode geometry and detailed neural pathways was given by Kalkman and
colleagues in 2014 [63]. Through these in silico models Frijns and his group
made compelling arguments about how cochlear anatomy, tissue properties,
electrode design, and stimulation pulse shape affect the neural excitation.
Hanekom and others [64] performed some useful investigations in a three-
dimensional cochlea model based on the photomicrographs for human cochlea
specimens. This model mainly focused on the effect of electrode placement
on the asymmetric potential distribution and the subsequent impact on the
excitation thresholds of auditory nerve ﬁbers. However, this model geometry
was limited to one and a half turn of the cochlea with a constant cross-sectional
area.
Rattay and colleagues [65, 66, 67] focused on modeling a detailed neural
excitation setup rather than the accuracy of cochlear geometry. Simple helical
cochlea geometry with enough anatomical details embedded with a compart-
ment model of nerve ﬁbers was used to investigate the nerve signal latency
concerning the morphology and morphometry of the targeted neural ele-
ments. However, his proposed ‘activating function’ to estimate the activated
nerve ﬁber population [68] was sensitive to the geometric irregularities fo the
model [69]. For this reason, all his models suggested the higher activation
probability at the acute curvatures of neural structures. Nevertheless, these
models are considered as some of the best mathematical models that describe
the electrophysiological properties of the auditory nerve.
Choi [70, 71], Whiten [72], Saba [73] also proposed their study-speciﬁc VCMs,
especially Grünbaum [74] has investigated the electric ﬁled distribution in
the scala chambers using anatomically realistic human cochlear model. All
volume conductor models of the cochlea signify the role of different macro
12
2.5. In silico models
and micro components of the cochlea to achieve the optimal cochlear implant
performance.
A careful comparative study of models mentioned above reveals that each
state-of-the-art in silico model has its study-speciﬁc advantages followed by
unwanted drawbacks. In essence,
• VCMs have unprecedented advantages over LEMs,
• Inclusion of any new anatomical detail in the computational model of
the cochlea may result in different model predictions,
• Material properties play a vital role in determining the model output,
• Since a mathematical model is subjected to appropriate assumptions,
an in silico model could only reproduce a semi-realistic biological phe-
nomenon within the reach of speciﬁc mathematical formulations,
• Variations in the cochlear anatomy, uncertainties in the tissue properties
and missing anatomical details are impending the faithful modeling of
the cochlea. As a consequence, most of the simulation results have been
appreciated for the academic interest but discouraged in the clinical
applications.
A set of constituent equations that descibe the relation between the material
properties of the tissues and the incident electromagnetic wave is necessary
to model the electric stimulation of auditory nerve by cochlear implant elec-
trodes. Fundamental equations of electrodynamics which describe the relation
between electric and magnetic ﬁelds was given by James Clark Maxwell [75].
Broad spectrum of electromagnetic problems can be solved using Maxwell’s
equations. Differential and integral forms of Maxwell’s equations are shown
in Table 2.1. Here E,B,J , μ0, 0, ρ are electric ﬁeld, magnetic ﬂux, current
density, permeability of free space, permittivity of free space and electric
charge density, respectively. ∂Ω is the closed boundary surface of a ﬁxed
volume Ω and ∂Σ is the closed boundary curve of a ﬁxed surface Σ.
Electromagnetic ﬁelds can be classiﬁed into stationary ﬁelds, quasistatic ﬁelds,
general time dependent ﬁelds and electromagnetic waves. Maxwell’s equa-
tions representing these ﬁeld problems can be solved by various analytical and
numerical methods. An excellent analysis on Maxwell’s equations including
various applications and different solution methods was given by van Rienen
in [76].
Study speciﬁc deduction of the Maxwell’s equations is necessary to model a
problem. In the case of modeling a low frequency bioelectric phenomenon,
the quasistatic approximation described in the following section would be
suitable to simulate the electric ﬁeld distribution.
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TABLE 2.1: Differential and integral forms of Maxwell’s equations.
Differential form Integral form
∇ ·E = ρ
0
‚
∂Ω
E · dS = 1
0
˝
Ω
ρ dV
∇ ·B = 0 ‚
∂Ω
B · dS = 0
∇×E = −∂B
∂t
¸
∂Σ
E · dl = − d
dt
˜
Σ
B · dS
∇×B = μ0J + μ00∂E
∂t
¸
∂Σ
B · dl = μ0
˜
Σ
J · dS + μ00 d
dt
˜
Σ
E · dS
2.5.2 Quasistatic approximation
Present study assumes a volume conductor model in the quasistatic regime
in which the extracellular matrix is assumed as homogeneous, isotropic con-
ductive medium. According to Plonsey and Heppner [77], equation (2.1) and
equation (2.2) represent the solutions for inhomogeneous Helmholtz equations
which are used in bioelectric applications such as extracellular stimulation of
the neural tissues with a point source. Here, A(x, y, z) and Φ(x, y, z) are the
vector potential and the scalar potential respectively.
A(x, y, z) =
μ
4π
ˆ
V ′
J ′s(x
′, y′, z′)e−jkR
R
dV ′(x′, y′, z′), (2.1)
Φ(x, y, z) =
1
4π(σ + jωε)
ˆ
V ′
ρ′(x′, y′, z′)e−jkR
R
dV ′(x′, y′, z′), (2.2)
here
R2 = (x− x′)2 + (y − y′)2 + (z − z′)2, (2.3)
and for purely resistive medium,
k2 = −jωμσ(1 + jωε/σ), (2.4)
where Js, ω, μ, σ, ε,R and V are the source current density, angular frequency,
permeability, conductivity, permittivity, dimension of the volume of interest
and electric potential, respectively. The primed variables refer to the source
point whereas unprimed variables refer to the ﬁeld point. Now the electric
ﬁeld can be deﬁned as
E = −jωA−∇Φ (2.5)
A quasistatic bioelectric model should now satisfy the conditions shown
in equations (2.6) through (2.9). Here the required dielectric constants in
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the context of the present study are σavg =0.6 S/m, Rmax = 2 × 10−3 m,
ω = 2000π rad/s for 1 kHz frequency and μ = 4π × 10−7 H/m.
• Propagation effect: Equations (2.3) and (2.4) yield kRmax ≈ 1.36 ×
10−4(1− j) that satisﬁes
|kRmax|  1 (2.6)
Equation (2.6) makes the phase shift term e−jkR in (2.1) and (2.2) to
unity. Hence, the propagation effects in the system can be neglected.
• Inductive effect: If the propagation effects are negligible then the inductive
effects can be neglected, since equation (2.6) readily satisﬁes
|kRmax|2  1 (2.7)
• Capacitive effect: To neglect the capacitive effects, the medium should
satisfy
ωε/σ  1 (2.8)
Since the coefﬁcient (σ + jωε) in equation (2.2) which can be written as
σ(1 + jωε/σ), it will become a real number as a consequence of equa-
tion (2.8). Even though this condition is not robust with high frequencies,
the medium can be considered as resistive in low frequencies.
• Boundary conditions: The normal component at the boundaries of two
different tissues with electric conductivities σ1 and σ2, respectively,
should obey the continuity boundary condition since the total current is
solenoidal. Hence,
(σ1E1n − σ2E2n) = 0 (2.9)
After applying the conditions shown in equations (2.6) through (2.9) in equa-
tion (2.2) and equation (2.5) yields,
Φ(x, y, z) =
1
4πσ
ˆ
V ′
ρ′(x′, y′, z′)
R
dV ′(x′, y′, z′), (2.10)
and
E = −∇Φ (2.11)
Then the quasi-stationary assumption for the homogeneous extracellular
medium without magnetic effects yields
∇2Φ = −ρ
σ
(2.12)
Thus, the electric ﬁeld distribution in the Rosenthal’s canal without any inter-
nal sources can be calculated by solving the following constituent equations
J = σE (2.13)
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E = −∇Φ (2.14)
∇ · (∇Φ) = 0 (2.15)
Here J , E and Φ represent the current density, electric ﬁeld and electric
potential, respectively; while σ represents the electric conductivity of the
given computational subdomain.
2.5.3 Finite Element Method
Analytical solutions are not always possible for physical problems deﬁned
by partial differential equations (PDE). However, the solution can be approxi-
mated using numerical methods. A suitable numerical method is essential
to solve the deﬁned problem on a computational domain. The present study
intended to model the electric stimulation of auditory nerve by cochlear im-
plant electrodes. The model geometry consists of many thin and complex
domains. In such cases, the ﬁnite element method (FEM) is considered as a
suitable choice [78, 79] to simulate the electric ﬁeld distribution. FEM solves
the differential form of Maxwell’s equations for the electric ﬁeld distribution
considering the dielectric properties, initial values and boundary conditions
on model domains.
Basically, FEM proceeds in four stages [80, 81] viz. discretization of the solution
region into ﬁnite subregions called ﬁnite elements, deriving the governing
equations, assembling the elements of the solution region, and solving the
resultant equation system.
In the ﬁrst stage, the discretization process subdivides the model geometry
into small elements and interconnects them at ﬁnite number of nodes. This
offers the ﬂexibility of using irregular grids to efﬁciently handle the meshing
of complex geometries. Depending upon the spatial dimensions of the model
geometry, different mesh elements viz. linear, triangular or tetrahedral etc. are
used for discretization (please refer Figure 2.6).
The central idea of FEM is to approximate the solution by some linear com-
bination of basis functions on discrete number of points in a computational
domain. For instance, if φ is a dependent quantity in a physical system de-
scribed by a PDE, then an approximation of the real solution can be expressed
as
φ ≈ φh =
∑
i
φiψi (2.16)
here φh is the approximate solution, ψi are the basis functions and φi are the
coefﬁcients of the basis functions. An elaborate discussion about the FEM is
beyond the scope of the present study. A further concise description of FEM
in the context of solving equation (2.15) on a simple geometry can be found
in [80, 81].
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FIGURE 2.6: Some basic 2D and 3D ﬁnite elements.
2.6 Mesh convergence
All simulations in the present study were performed using COMSOL Multi-
physics® software (here after referred as COMSOL) that is based on FEM.
COMSOL offers ﬂexible and versatile meshing options for discretization of
the complex topology of computational domains. Depending upon the dimen-
sions of the computational domain, the software offers different predeﬁned
meshing options and study-speciﬁc automatic meshing options. Present study
was performed in 2D and 3D geometries with different layers of subdomains.
Three orders of magnitude size variance of subdomains was tackled carefully
during the meshing process.
Eight different mesh cases were studied on 3D computational domain. First,
seven study-speciﬁc predeﬁned mesh cases namely extremely coarse, coarser,
coarse, normal, ﬁne, ﬁner, extremely ﬁne were studied for mesh convergence
considering the parameters given in Table 2.2. Here, the mesh parameters
for the ﬁrst seven cases were chosen by COMSOL. Table 2.2 shows the mesh
parameters viz. maximum element size (Max. size) that limits how big each
element could be, maximum element growth rate (Growth rate) that limits the
size difference of two adjacent elements , curvature factor (Curv.factor) that
limits how big a mesh element can be along a curved boundary, and resolution
of narrow regions (Resolution) that controls the number of layers of mesh
elements in a narrow region. As a default, COMSOL used tetrahedral mesh
for 3D computational domains and triangular mesh for 2D computational
domains.
Coarse meshes took less computational time but resulted in deformation in
the shape of the SGNs. For ﬁne meshes, model geometry retained the shape
but resulted in a huge number of mesh points; for instance, the extremely ﬁne
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TABLE 2.2: Mesh parameters
Mesh id Mesh type Max. size Growth rate Curv.factor Resolution
1 Ex.coarse 0.47 1.7 0.8 0.3
2 Coarser 0.371 1.6 0.7 0.4
3 Coarse 0.247 1.5 0.6 0.5
4 Normal 0.198 1.45 0.5 0.6
5 Fine 0.136 1.4 0.4 0.7
6 Finer 0.0865 1.35 0.3 0.85
7 Ex.ﬁne 0.0494 1.3 0.2 1
8 Manual 0.016 1.45 0.5 0.6
mesh resulted in 15 million mesh points. For this reason, manual meshing
was considered as the eighth meshing case to optimize the mesh. Setting
the minimum mesh element size to one-fourth of the size of the thinnest
subdomain and adjusting the remaining mesh parameters accordingly, mesh
convergence was studied. Figure 2.7 shows the ﬁnal mesh obtained by manual
meshing (mesh 8). Assuming the solution given by the extremely ﬁne mesh as
the best solution, total energy of the system and potential distribution on the
middle most SGN were calculated. Figure 2.8 shows relative error (rel) and
absolute error (abs) in the electric potential which were estimated according
to equation (2.17) and equation (2.18)
abs = ||φbest − φi|| (2.17)
rel =
||φbest − φi||
||φbest|| (2.18)
where φbest is the best solution given by the extremely ﬁne mesh and φi is the
solution given by various indicated meshes.
Figure 2.9 shows the total electric energy solved for the number of degrees
of freedom in each mesh case. COMSOL calculates the number of degrees of
freedom as the product of the number of nodes and the number of dependent
variables of a chosen problem.
Mesh quality was automatically controlled by the software in accordance with
the skewness as deﬁned below:
Equiangle skewness = max
[
θmax − θe
180− θe ,
θe − θmin
θe
]
. (2.19)
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FIGURE 2.7: Finite element mesh obtained by manual meshing (mesh 8) on a 3D
computational domain. TB-Temporal bone, MB-modiolus bone, SV-scala vestibuli, ST-
scala tympani, EL-electrode, RC-Rosenthal’s canal and SGN-spiral ganglion neuron.
where θmax, θmin and θe are the largest angle in the cell, the smallest angle in
the cell and the equiangle of the cell, respectively. Skewness was plotted for
each mesh case as shown in Figure 2.10.
Manual meshing with chosen parameters was considered for the simulations.
In the manual meshing case, the relative error was close to that of ﬁne meshing
case (mesh 6). The number of mesh elements and computational time were
substantially reduced in manual meshing case. Further, a relative error of
10−3 magnitude is acceptable, since the electric conductivity values in the
model were not accurate more than three decimal places which itself induces
an error within the range of the relative error. Further, local mesh reﬁnement
was performed manually wherever necessary to improve the element quality.
For 2D computational domain, extremely ﬁne mesh with adaptive mesh
reﬁnement was implemented. In this simulation case, mesh convergence
study was not carried out as the area of interest for the simulation study was
small and computational time was only 5 minutes with extremely ﬁne mesh,
and error in the numerical solution was within 10−11 magnitude. However,
in the case of modeling heterogeneity in the 2D computational domain, it
was necessary to seed enough number of mesh points on cell boundaries to
retain the realistic micro-anatomy of the spiral ganglion neurons. Automatic
meshing option in COMSOL was unable to perform this task. For this reason,
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FIGURE 2.8: Absolute error, relative error in electric potential on the middle most
SGN estimated for each mesh type in 3D computational domain.
FIGURE 2.9: Total electric energy and respective degrees of freedom for each mesh
type in 3D computational domain.
depending upon the topology of the SGNs cell body, required number of
mesh points were seeded on the boundaries. Remaining subdomains are
meshed by taking these seeded mesh points as reference. Mesh convergence
study with different mesh sizes was not performed due to the ﬁxed number
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FIGURE 2.10: Color coded representation of skewness for (A) Extremely coarse mesh,
(B) Coarser mesh, (C) Coarse mesh, (D) Normal mesh, (E) Fine mesh, (F) Finer mesh,
(G) Extremely ﬁne mesh and (H) Manual mesh in 3D computational domain. More
than 0.5 skewness value on the scale of 0 to 1 generally indicates good element
quality.
of elements on the cell boundaries. However utmost care was taken to avoid
the formation of inverted mesh elements. A constraint–based local mesh
reﬁnement was performed on the area of interest to minimize the interpolation
errors. A convergence study regarding the constraint–based mesh reﬁnement
is provided in the related chapter.
21

Chapter 3
Electric Stimulation of Intact SGNs
in a Homogeneous Medium
In this chapter, some fundamental concepts and necessary assumptions to
estimate the signal initiation sites on the neural membrane are introduced. Var-
ious aspects of modeling transmembrane potential of type-1 SGNs in a homo-
geneous extracellular medium using two-dimensional and three-dimensional
ﬁnite element models of the cochlea are also presented. The subthreshold
response of the SGNs to the applied electric ﬁeld which was not considered
in the existing state-of-the-art in silico models is studied. The effects of SGN
orientation and cell clustering on the signal initiation are investigated.
3.1 Extracellular stimulation of a neural tissue
When a neural membrane is exposed to an external electric ﬁeld, certain poten-
tial difference builds up across the membrane. If the induced transmembrane
potential (Vm) exceeds the threshold potential, the membrane-speciﬁc ion
channels initiate the action potentials [82] in the nerve. However, the phase
transition of the lipid bilayer of the neural membrane could also evoke the
action potential in the nerve [83]. Further, the effectiveness of extracellular
stimulation depends on the threshold phenomenon of the targeted neural
tissues. However, a thorough correlation between the applied extracellu-
lar electric ﬁeld and the excitation threshold of the neural tissue was not
established. Nevertheless, extensive theoretical analysis on the threshold
phenomenon is available in the literature [84, 85, 86].
For example, based on the Hodgkin-Huxley model of squid giant axon ex-
citation in space clamp conditions, Plonsey and Barr [87] estimated that the
duration of the stimulus should be around 0.25 ms which is equal to the time
constant for the opening of sodium ion channels. In the case of short duration
stimulation pulses (less than 0.25 ms) it was concluded that the vicinity of
the stimulation source plays a prominent role in tissue excitation. Richard
FitzHugh [88] presented a detailed phase-plane analysis and classiﬁcation
of the threshold phenomenon based on an ’all or none’ response of the ex-
citable tissues. According to FitzHugh, the threshold phenomenon could
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FIGURE 3.1: Relation between the applied stimulus and membrane response in a
crab axon. The abscissa shows the stimulus intensity as a fraction of the threshold
stimulus and the ordinate shows the membrane potential at 0.29 ms after the stimulus
measured as a fraction of the action potential peak. (Picture source: Re-drawn with
the permission from Hodgkin AL. 1938. "The subthreshold potentials in a crustacean nerve
ﬁber". Proc R Soc Londaon, Ser B 126:87-121.)
be explained in three categories namely discontinuous, singular-point and
quasi-threshold phenomenon.
In general, kinetics of membrane-speciﬁc protein ion channels or lipid ion
channels [89] determine the neural excitation. However, when a neural mem-
brane encounters the electric ﬁeld, the ion channels across the membrane
would not spontaneously become active. Rather, the neural membrane re-
sponds like a thin resistive sheet. It produces a so-called ’polarization potential’
until the induced Vm reaches the threshold value [90] (please refer Figure 3.1).
This passive behavior of the membrane in the sub-threshold potential milieu
can be exploited in the modeling studies.
3.1.1 Activating function
A robust formulation is beneﬁcial in in silico studies to predict the activation of
neural membrane due to the extracellular stimulation. Frank Rattay proposed
the ’activating function’ derived from the core conductor cable equation to
estimate the site of excitation on the neural tissue [91]. The usefulness of
the two approaches namely sub-threshold ’transmembrane potential’ and
’activating function’ to predict the neural activation was critically examined
by Altman, Plonsey and Barr [87, 92]. Derived from the electrical network
model of the myelinated nerve, the rate of change of transmembrane potential
is given by equation (3.1). Where Vm, Cm, d, Ve and ρi are transmembrane
potential, membrane capacitance, nerve diameter, extracellular potential and
intracellular resistivity, respectively. And (iNa + iK + iL + iP )n represent the
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ionic current densities of corresponding sodium, potassium, leakage and
unspeciﬁc permeability at node n, respectively.
dVm
dt
=
1
Cm
[
d
4ρi
(
∂2Vm
∂z2
+
∂2Ve
∂z2
)
− (iNa + iK + iL + iP )n
]
(3.1)
The second spatial derivative of the extracellular potential in equation (3.1)
was termed as the ’activating function’ (AF) denoted by Af (z) below,
Af (z) =
∂2Ve
∂z2
(3.2)
f(Vm(z)) =
∂2Vm
∂z2
(3.3)
However, the AF shown in equation (3.2) would predict no activation of nerve
in the case of a cylindrical nerve of inﬁnite length exposed to a uniform elec-
tric ﬁeld in a homogeneous medium. Nevertheless, in a realistic biological
scenario, nerves have ﬁnite dimensions. The active region predicted by the
AF on the nerve could serve as an indicative approximation. In equation (3.2)
the intracellular potential and the morphology of the nerve have not been con-
sidered while deﬁning the AF. AF stands out as a good predictor of the nerve
activation in the case of a short stimulating pulse applied by a stimulating
electrode in the vicinity of the nerve. However, various other factors such as
electrode conﬁguration and its proximity to the membrane, stimulation fre-
quency, dielectric properties of the extracellular medium and the active neural
tissues characterize the electric ﬁeld distribution and thereby the activation of
the targeted nerve.
Whereas equation (3.3) shows the functional input of the transmembrane po-
tential in equation (3.1) which is an inherent result of the membrane thickness,
intracellular potential, nerve morphology and extracellular medium. In other
words, unlike the AF, the sub-threshold transmembrane potential represents
the actual response of the cell to the applied electric ﬁeld. Figure 3.2 shows the
ratio of AF and subthreshold transmembrane potential against the distance
of the stimulating electrode. The subthreshold transmembrane potential is a
good predictor of the signal initiation site on the neural membrane where the
AF fails to predict the activation of the nerve accurately.
3.2 Modeling transmembrane potential of SGNs
in a homogeneous medium
Almost all in silico models discussed in Chapter 2 have assumed a homoge-
neous medium in the Rosenthal’s canal (RC) to model the electric stimulation
of the auditory nerve. It is noteworthy from the literature that the role played
by the induced Vm of SGNs in the context of signal initiation sites on the
auditory nerve was not studied explicitly. Moreover, signal initiation sites
on the auditory nerve were not known in the case of amputated peripheral
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FIGURE 3.2: Ratio of the AF to the maximal transmembrane potential. The ratio is
plotted as a function of distance h of the stimulus electrode from the ﬁber on the
log scale. If the AF were an ideal predictor, the ratio would be a horizontal line
through Ratio = 1. (Picture source: Reused with the permission from R. Plonsey and R.
C. Barr, "Electric ﬁeld stimulation of excitable tissue," in IEEE Transactions on Biomedical
Engineering, vol. 42, no. 4, pp. 329-336, April 1995.)
axons [93]. However, experimental studies and modeling studies speculate
that the signal initiation most probably takes place on the cell body or the
peripheral axonal initial segment of the auditory nerve [65, 94, 95, 96, 97].
This implies that an SGN cell body with only intact AIS as shown in Figure 3.3
assumed to be good enough to model the location of signal initiation sites on
the auditory nerve.
3.2.1 Model geometry
Modeling a realistic cochlear geometry from μCT or MRI data retains the
morphometry of the cochlea. However, delineating complicated anatomy
through simpliﬁed geometry is a necessary evil in mathematical modeling.
Especially in the case of modeling the human cochlea, a ‘benchmark’ cochlear
geometry to suit all modeling scenarios is implausible. Since the anatomical
variations of the cochlea is highly discordant from subject to subject [27], the
patient-speciﬁc in silico models becoming more relevant [98]. Geometrical
considerations in modeling depend typically on the aim of the study. For
example, a realistic geometry of the cochlea is essential to investigate the
hydrodynamics of the basilar membrane, as the results exclusively depend
on the volume of the scala chambers. Likewise, realistic cochlear geometry
is a prerequisite to model the electrode insertion trauma, since the so-called
‘bottleneck’ region in the scala tympani is crucial for atraumatic insertion [99,
100].
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Further, to model the electric stimulation of auditory nerve by cochlear im-
plants, a realistic cochlear geometry is especially essential to simulate the
monopolar stimulation case. Since the counter electrode is usually placed far
from the active electrode, the curvature of the scala chambers in general, and
the morphometry of the scala tympani, in particular, provide an arbitrary path
for the injected current to reach the counter electrode which in turn affects the
ﬁeld distribution and neural activation [101].
However, in the case of bipolar stimulation two adjacent electrodes act as
active and counter electrodes in the scala tympani. Since the injected current
chooses the shortest and less resistive path to reach the counter electrode, the
resultant electric ﬁeld tend to conﬁne to a small region. This conﬁnement,
in turn, enables the selective stimulation of spiral ganglion neurons. In this
particular case, dielectric properties of the tissues involved predominantly
inﬂuence the electric ﬁeld distribution compared to that of the anatomy of
bony labyrinth of the cochlea [102].
Present study considered the bipolar electric stimulation of spiral ganglion
neurons in the Rosenthal’s canal at the basal region of the cochlea. A two-
dimensional geometry of the area of interest as shown in Figure 3.4 has been
modeled within the framework of following assumptions.
1. A longitudinal section of the cochlea formed by a plane connecting the
central planes of the scala tympani, spiral ganglion cell bodies, and the
electrode pads has been considered.
2. The hard bony capsule and the basilar membrane offer higher resistance
compared to that of the extracellular medium and the porous modiolus.
3. The type-1 spiral ganglion cell body with intact AIS was modeled as a
circle attached with two thin rectangles at diametrically opposite points
as shown in Figure 3.3.
FIGURE 3.3: Spiral ganglion neuron model, (A) Type I SGN with accumulation of
intracytoplasmic inclusion bodies in the distal pole. AIS - axonal initial segment.
Inset shows marked region at low magniﬁcation. Picture source: Taken from [93] and
re-used with the permissions. (B) Simpliﬁed two dimensional model of SGN with AIS.
PP - Peripheral process, CP - Central process, ∅ - diameter of the corresponding
component.
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FIGURE 3.4: A simpliﬁed 2D computational domain of the area of interest used
for the simulation. TB - Temporal bone, MB - Modiolus bone, EL - Electrodes, RC-
Rosenthal’s canal, SGNs - Spiral ganglion neurons, ST - Scala tympani, CP - Central
processes, PP - Peripheral processes.
Table 3.1 shows the dimensions of the modeled subdomains. Above model
assumptions also sufﬁce the inclusion of only basal turn geometry to capture
the simulation scenario in 3D. Instead of modeling all two and a half turns
of the cochlea, inclusion of only the volume of interest curtails the compu-
tational cost without losing the generality of the problem. The simpliﬁed
three-dimensional geometry of the bony labyrinth enclosing the scala tym-
pani, the scala media, the scala vestibule, the basilar membrane, the Reissner’s
membrane, the spiral ligament and the modiolus bone in a cylindrical tem-
poral bone was constructed using COMSOL modeling interface. The typical
snail shape of the cochlea was constructed based on the parametric curve
deﬁned by the following spatial coordinates:
x = exp(0.25θ) cos(2.25θ) (3.4)
y = exp(0.25θ) sin(2.25θ) (3.5)
z = exp(0.25θ) (3.6)
Here θ takes values from 0 to 2π. The resultant geometry was scaled down
to the range of realistic dimensions as shown in Figure 3.5. Out of two and
a half turns, slightly more than one turn of the basal region was considered
for the simulations as shown in Figure 3.6. This volume encloses the full
electrode length which represents 400 degrees of electrode insertion depth.
However, the resultant three-dimensional geometry of the cochlea could not
accurately replicate the morphometry of the human cochlea. Nevertheless,
the parametric model has been constructed in such a way that the modiolus
and the RC are compliant with the study-speciﬁc modiﬁcations such as the im-
plementation of the porosity and tissue heterogeneity. Hence, the parametric
model of the cochlea has been used for the simulations.
1This realistic model was constructed as a part of Wissenschaftlicher Hilfe (WiHi) by
Karthik Sridhar. However, the Rosenthal’s canal and the SGNs could not be constructed with
the available MRI data. Hence, the model was not used for simulations.
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FIGURE 3.5: (A) 3D cochlea model constructed from MRI data1, (B) 3D parametric
model of human cochlea scaled to the range of realistic dimensions. Color code of
scala chambers: red-scala vestibule, yellow-scala medium, blue-scala tympani.
TABLE 3.1: Dimensions of computational subdomains
Subdomain Dimensions
Temporal bone 0.5 cm × 0.5 cm
Modiolus bone 100 μm × 2 mm
Electrode 0.3 mm (diameter)
Scala tympani 1 mm × 1 mm
Rosenthal’s canal 250 μm (diameter)
Spiral ganglion neurons 30 μm (diameter)
Central processes 4 μm (diameter)
Peripheral processes 2 μm (diameter)
3.2.2 Transmembrane potential
A sufﬁciently high electric ﬁeld induces a certain potential difference across
the membrane of a biological cell. The difference between the intracellular
potential and the extracellular potential is termed as transmembrane potential
(Vm) of that cell.
Vm = Vint − Vext (3.7)
The transmembrane potential at any point on the cell membrane in a homo-
geneous electric ﬁeld can be expressed analytically by Schwan equation [103,
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FIGURE 3.6: Exploded view of 3D model of the human cochlea. (A) 3D computa-
tional domain, (B) Basilar and Reissner’s membranes, (C) Spiral ligament, (D) Spiral
ganglion neurons in the RC, (E) Modiolus bone and cochlear implant electrode, (F)
Surrounding bone.
104]
Vm = AEr cos θ (3.8)
Here A is the cell constant which depends on the cell shape and size, while E,
r, and θ are the applied electric ﬁeld, cell radius and cell orientation with the
ﬁeld respectively. Detailed descriptions and various analytic models of the
transmembrane potential can be found in [105, 106, 107].
3.2.3 Boundary conditions
Suitable boundary conditions are a prerequisite to approximate reasonably
accurate numerical solution. One persistent problem in the in silico model-
ing of auditory nerve stimulation is assigning proper boundary conditions
to the outer boundaries of the domain, especially in monopolar electrode
conﬁguration case [101]. In the monopolar stimulation, the counter electrode
is situated at the outer layer of the skull. Therefore the large volume of the
head and other tissues should be included in the model. Modeling all those
tissues not only demands substantial computational cost but also induces
modeling inaccuracies. For example, it is not always possible to assume the
continuity boundary condition at the interface of different tissues, since many
active tissues such as the optical nerve and facial nerve and blood vessels are
present at the vicinity of the cochlea [101]. To overcome this issue, a recent in
silico model followed the multiscale modeling approach to approximate the
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resultant potential on the nearest bone volume [108]. However, in the case of
bipolar stimulation where the electric ﬁeld distribution tends to conﬁne in a
relatively small volume, it is safe to assign following boundary conditions.
• Electric insulation boundary condition was assigned to all outer boundaries.
n · J = 0 (3.9)
where n is the unit normal vector and J is the current density.
• Continuity boundary condition was assigned to all interior boundaries
except on the boundaries of spiral ganglion neurons and AIS.
n · (J1 − J2) = 0 (3.10)
where J1 and J2 are the current densities on either side of the selected
boundaries, respectively.
• The thickness of the spiral ganglion neuronal membrane is approxi-
mately 10 nm which is extremely difﬁcult to model as a computational
subdomain. Comparing with the dimensions of the model geometry
the discretization of this nanoscale membrane demands an unprece-
dented number of mesh elements. One elegant way would be using thin
ﬁlm approximation available in COMSOL as contact impedance boundary
condition.
n · Jint = σ(Vint − Vext)/d
n · Jext = σ(Vext − Vint)/d (3.11)
Here V , J , σ and d represent the electric potential, current density and
electric conductivity of the cell membrane respectively. The subscripts
int and ext indicate the internal and external side of the cell membrane,
respectively. On one electrode 150 μA input current was applied and on
the other electrode ground boundary condition was applied.
A comparative study has been carried out to check the correctness of the
contact impedance boundary condition against the analytical solution and the
solution obtained by physical modeling of the thin membrane.
3.2.4 Thin ﬁlm approximation of the membrane
The present study aims to model the subthreshold transmembrane potential
of SGNs induced by the extracellular stimulation in a homogeneous medium.
In such case, the cell membrane can be assumed as a thin resistive sheet. A cell
membrane can be modeled as a thin resistive sheet if it satisﬁes two conditions.
Firstly, the activation time constant should be larger than the effective time
constant of the membrane, and secondly, the stimulation duration should be
larger than the activation time constant [87]. The transmembrane potential of
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a cell modeled under these conditions not only reduces the mathematical com-
plexity but also provides a theoretical basis to estimate the site of excitation.
Hence, the analysis of induced Vm across the passive membrane would be a
good approach to obtain considerable knowledge about the active membrane
behavior.
As a proof of concept, a spherical cell of 30 μm diameter which is equal to
the diameter of the spiral ganglion neuron at the basal region of the cochlea
was modeled in a homogeneous extracellular medium. The induced Vm was
calculated in three possible cases. In the ﬁrst case, a 10 nm thin membrane
geometry was modeled. In the second case, the cell membrane was modeled
with the thin-ﬁlm approximation. In the third case, the transmembrane po-
tential was approximated using equation (3.8). The maximal transmembrane
potential was almost equal in all three cases (please refer Figure 3.7). Later, a
spiral ganglion neuron with intact axon initial segments was modeled, and
the induced Vm was calculated using thin-ﬁlm approximation. The effect of
the geometry of AIS on the induced maximal transmembrane potential was
found to be negligible.
FIGURE 3.7: Comparison of induced maximal transmembrane potential for three
modeling cases, (A) 10 nm thin neural membrane induced 0.113 V, (B) Spiral ganglion
neuron with initial segments induced 0.11312 V, (C) Cell membrane modeled with
thin ﬁlm approximation induced 0.11299 V. Deviation of electric ﬁeld lines (red lines)
can be seen at the curvature of the cell membrane.
The thin ﬁlm approximation is deﬁned by equation (3.11) in COMSOL. The
maximal transmembrane potential induced on a spherical cell of 15 μm radius
(r) was calculated analytically using equation (3.8) also known as Schwan
equation [109, 110] for frequency-independent medium. Here substituting
A= 1.5 (cell constant for spherical cell), E= 5020 V/m (uniform electric ﬁeld
induced by 1 V potential applied on the electrode) and θ= 0° (angle between
measuring point and the electric ﬁeld) in equation (3.8) yields a maximal
transmembrane potential Vm= 0.1129 V. Above results suggest that the contact
impedance boundary condition could approximate a thin neural membrane
considerably well.
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3.2.5 Dielectric properties of biological tissues
Indistinct electric conductivity values of the biological tissues related to hu-
man cochlea are available in the literature. Notably, most of those values
are manipulated to ﬁt the concerned study cases [102]. A compendium of
available dielectric properties of cochlear tissues used in some state-of-the-
art in silico models is given in Table 3.2. Re-scaling the conductivity values
to match the model geometry, stimulus frequency, and sampling techniques
could be the main reason for discrepancies in the reported conductivity values.
The inclusion of uncertain material properties in the model could result in
irrational model output [111].
TABLE 3.2: Electric conductivity of biological tissues
Tissue Conductivity (S/m)
Bone components
Temporal bone 0.02a, 0.016g
Modiolar bone 0.2a, 0.085c
Skull 0.073c
Lateral wall 0.156c,d,f,h,j, 0.159b
Otic capsule 0.008d
Compact bone 0.06e
Soft bone 0.04e
Neural components
Auditory nerve 0.334a,b,d,f,g,i
Spiral ganglion 0.334b,c
Brain gray matter 0.34e
Brain white matter 0.143e
Myelinated tissues 3.45× 10−6l
Satellite glial cells 4× 10−8m
Membranes
Basilar membrane 0.005a,0.056b,0.0625d,0.25f,0.027j
Reissner’s membrane 0.005a,0.0016b,0.0029f,0.002j
Other components
Spiral ligament 0.334a,0.599d
Perilymph 0.476k,2a,0.699d,1.43b,f,g,h,j
Endolymph 2a,i,1.67b,f,g,h,j, 0.599d
Cerebrospinal ﬂuid 1.538e
a[58],b[59],c[55],d[61],e[112],f[64],g[65],h[70],i[72],j[73],k[31], l [113],m[114]
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3.3 Simulation
All simulations in the present study were performed using the AC/DC mod-
ule in COMSOL software. Model equations were solved using the multifrontal
massively parallel sparse direct solver (MUMPS) unless otherwise mentioned
separately. MUMPS is designed for parallel factorization and iterative reﬁne-
ment with backward error analysis of large sparse systems of linear algebraic
equations [115].
The problem was solved for 172,178 degrees of freedom using the stationary
solver and MUMPS. The ﬁnal solution was accepted with the error of 10−9
magnitude. All simulations were performed on the windows server work
station with 64-Bit Intel(R) Xenon(R) CPU with 3.40 GHz (two processors)
with 256 GB RAM.
Simulation results for the two-dimensional computational domain (2D) and
the thee-dimensional computational domain (3D) are discussed in the follow-
ing sections.
3.3.1 2D results
The electric potential distribution in the 2D computational domain is shown
in Figure 3.8. For the present simulation scenario, RC is exposed to a mini-
mum of 0.429 V to the maximum of 0.446 V. Although SGNs have same shape
and size, the variance in the potential distribution and the spatial arrange-
ment of SGNs in the RC have induced cell-speciﬁc transmembrane potentials.
The variance in the maximal transmembrane potential is proportional to the
distance between SGNs and the electrode. Since SGNs are modeled a few
micrometers apart from each other, the maximal transmembrane potential
induced on each SGN has not signiﬁcantly varied.
FIGURE 3.8: Contours of voltage distribution in the computational domain (left)
and the contours of electric ﬁeld distribution in the RC (right). ET - active electrode
assigned with 150 μA current, EG - counter electrode assigned with ground.
Figure 3.9 shows the transmembrane potential of indicated SGNs. Maximal
transmembrane potential induced on the most proximal SGNs was 1.4 mV
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(Figure 3.9 (D)) and that on the distal SGNs was 1 mV (Figure 3.9 (B)). The
vertical arrangement of SGNs within a given distance from the electrode
would not profoundly affect the SGN stimulation proﬁle. However, the
case of the horizontal spatial variance of SGNs from the electrode shows a
considerable effect on the induced Vm (Figure 3.9 (A) and (C)). The maximal
transmembrane potential induced on the second layer of SGNs (C17 to C25)
is within 1.2 mV (Figure 3.9 (E)). In this speciﬁc simulation scenario, the
AIS were aligned parallel to the line joining the geometric center of two
electrodes. The electric ﬁeld lines passing through the RC run parallel to
the AIS of the SGNs as shown in Figure 3.10 (A). As a consequence, the
maximal transmembrane potential is induced on the AIS of every SGN which
is consistent with equation (3.8). In this simulation case, the AF also reached
the maximum positive value at the same location where the induced Vm has
maximal value (please refer Figure 3.10). The cumulative results suggest that
the signal initiation can take place on the AIS. These results also show the
sensitivity of spatial arrangement of SGNs to the electric stimulation.
3.3.2 Effect of SGN orientation on the signal initiation sites
Morphological studies suggest that the SGNs seldom have a symmetrical
arrangement in the RC. For example, in [93] the authors published a series of
pictures obtained by scanning electron microscopy (SEM) and immunohisto-
chemistry of SGNs that shows the random arrangement of SGNs ( Figure 3.11).
To study the effect of SGN orientation on the signal initiation sites, two more
simulation cases in which two possible orientation angles 45°and 90°made by
AIS with the line joining the geometric center of two electrodes were assumed.
Simulation results of those two cases are shown in Figure 3.12 and Figure 3.13.
In the second and third simulation cases, the location where the induced Vm
on each SGN is maximal does not coincide with the location where the AF is
maximum.
These results are prominent in two different perspectives. In the modeling
perspective, signal initiation sites predicted by the AF may not necessarily
comply with the realistic scenario. For example, in the second and third
simulation cases the AF has predicted the signal initiation sites on the AIS
irrespective of SGN orientation (please refer Figure 3.12 and Figure 3.13).
The maximal value of the AF indicates the probability of signal initiation at
the area of interest. This could happen due to the heterogeneous material
properties of the medium. This could also occur due to the presence of rough
and irregular geometrical shapes in the model where the electric ﬁeld intensity
tends to be higher. For this reason, the AF would always reach its maximum
value at thin AIS. However, this inherent drawback of AF has a surprising
advantage regarding the physiology of the neural membrane. Experimental
studies [65, 116, 117] arguably suggest that the density of voltage-dependent
sodium ion channels (Nav) on the AIS is 50 times higher than that of the soma.
These Nav channels lower the activation threshold and thereby initiate the
action potential on the axonal initial segment. Henceforth, irrespective of all
other cell properties, the probability of signal initiation on the AIS is higher
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FIGURE 3.9: (A)–(E) The induced Vm of indicated SGNs (C1-C25). (F) C1 through
C25 represent the SGN reference numbers. Red boxes indicate the location of AIS.
than the probability of signal initiation on the cell body. Strikingly, AF predicts
the same for cat and guinea pig myelinated auditory nerve models [65, 118].
However, above argument may not be appropriate for the unmyelinated
axons. The density of Nav channels on the AIS is reported to be only ﬁve
times higher than that on the soma [119, 120]. On the other hand, Kole and
group [95] reported through the patch clamp experiments that the density of
Nav channels on the soma and its AIS was almost equal. Since the activation
threshold varies logarithmically with the density of the Nav channels [121], the
activation threshold of intact AIS would be within the comparable magnitude
to that of the unmyelinated soma. In other words, the effect of 50 times
higher Nav ion channel density on lowering the activation threshold of the
AIS could not be the same with only ﬁve times higher Nav channel density.
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FIGURE 3.10: (A)–(D) Sites of maximal transmembrane potential (Vm–blue circles)
and maximal value of the AF (Af–red dots) on indicated SGNs. Electric ﬁeld lines
are shown in green in (A)
FIGURE 3.11: Random orientation of SGNs in the RC. (A) Scanning electron mi-
croscopy of human spiral ganglion in basal turn. Neural cell bodies have been
artiﬁcially stained green. (B) Light microscopy of the SGNs from a damaged region
where SGNs are depicted in arbitrary colors. RC–Rosenthal’s canal, CP–Central
processes. (Picture source: Taken from [93] with the permissions.)
Even though the central axons of the amputated auditory nerve in humans are
myelinated, the SGNs cell bodies are unmyelinated. Therefore one can assume
the feasibility of signal initiation on the cell body which is consistent with
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FIGURE 3.12: (A)–(D) Sites of maximal transmembrane potential (Vm–blue dot and
arrows) and maximal value of the AF (Af–red dot and arrows) on the indicated SGNs
for 45°orientation. It is observable that the Vm is not reached its maximal value at the
signal initiation sites predicted by the AF.
multiple signal initiation sites reported in [94]. In this context, the prediction
of signal initiation sites on SGNs with respect to the maximal transmembrane
potential would be realistic.
In the sub-threshold voltage perspective, experimental studies suggest that
most of the sodium ion channels stay inactive until the sub-threshold potential
induced by external electric stimulation reaches at least 80 percent of required
activation threshold (Figure 3.1). For example, in Figure 3.12 (B) the sub-
threshold transmembrane potentials induced on the cell body and on the
axonal initial segment were 1.5 mV and 1 mV, respectively. The sub-threshold
potentials should be a little less than 80 percent of the required activation
threshold. In this instance, the activating threshold should be at least 2 mV.
Hence the density of Nav ion channels should be much higher than that of cell
soma to reduce the activation threshold of AIS at least by 50 percent for signal
initiation. In any case, lowering the activation threshold of AIS does not alter
the induced maximal transmembrane potential of the cell soma. This implies
that the propagating signal through the AIS experiences very strong hyper and
depolarized regions of the soma. In this scenario, the cell soma typically blocks
the action potential propagation [65, 122, 123]. For the safe propagation of
action potential through the cell soma, the maximal transmembrane potential
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FIGURE 3.13: (A)–(D) Sites of maximal transmembrane potential (Vm–blue dot and
arrows) and maximal value of the AF (Af–red dot and arrows) on indicated SGNs
for 90°orientation. The AF predicts the signal initiation at the AIS even though the
maximal Vm is induced on the cell soma.
need to be induced on or near the AIS. The orientation of SGNs concerning
the electric ﬁeld lines could favor the signal initiation and propagation in the
auditory nerve.
3.3.3 Spiral ganglion neuronal clusters
Several SGN cell clusters in the RC have been observed in morphological
studies of human temporal bones [93]. Two or three SGNs in each cluster
share a common membrane at their inner boundaries. Interestingly, the cell
clusters are predominant in older people. The role of these cell clusters in the
auditory transduction is not explored thoroughly. However, since the speed
of nerve impulse is proportional to the volume of the neuronal cell body, some
in silico models suggest that the cell clusters probably regulate the temporal
component of the nerve signal during the auditory transduction [124, 125].
In this context, the effect of cell clustering on the signal initiation and prop-
agation is studied using a two dimensional computational model of the RC.
Signal initiation and propagation in the SGNs is modeled using the FitzHugh-
Nagumo (FHN) electric impulse model [126, 127]. FHN equations qualita-
tively replicate the electrical activity of the action potential. In FHN equations,
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the generation and propagation of action potential is described through an
excitation variable (V) which is analogous to the transmembrane potential,
and the recovery variable (U) as shown in equation (3.12).
∂V
∂t
= ΔV + V (a− V )(V − 1)− U
∂U
∂t
= e(bV − cU − d)
(3.12)
The detailed description of the dynamics of FHN equations such as phase
plane analysis is beyond the scope of the present study. For further details of
FHN based models, please refer [128, 129]. The description and the values
of system parameters a,b, c,d, and e in FHN equations are shown in table 3.3
(taken from [128]). The maximal induced Vm on each SGN is taken as the initial
values of V . A threshold voltage of 1.4 mV is ﬁxed as an activation constraint
on the membrane of each SGN. This constraints the SGNs from ﬁring the
action potentials unless the induced Vm on an SGN crosses 1.4 mV. The signal
initiation site is assumed as a point where the induced Vm is maximal on an
SGN. This assumption is useful to investigate the effect of clustering on the
external stimulation of SGNs.
FIGURE 3.14: (A) Signal initiation sites on the SGNs where a star marks the clustered
SGNs. (B) Signal propagation through the activated SGNs. (C) The arrow shows the
activation of an SGN in the cluster due to ephaptic coupling.
TABLE 3.3: FHN parameters
Parameter Value Description
a 0.0014 Excitation threshold
b 0.002 System parameter
c 2.54 b System parameter
d 0 System parameter
e 1.8 Excitability
A hypothetical case of cell clustering is shown in Figure 3.14 (A), where two or
more SGNs form a cluster. Figure 3.14 (B) and (C) shows the signal initiation
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FIGURE 3.15: (A) Signal initiation site on the ﬁrst SGN (red circle), (B)–(L) signal
propagation in the adjacent SGNs due to ephaptic coupling.
and propagation in the computational domain. Due to the threshold voltage
constraint, only 18 out of 25 SGNs are activated. Since the induced Vm is
below the desired threshold value, remaining seven SGNs are not activated.
This effect is comparable to the so-called cell packing effect discussed in [130].
Although far from the electrodes, a nerve signal was initiated at the contact
point of SGN membranes in the clusters. Since the transmembrane potential
is proportional to the cell volume, the induced Vm would reach its maximal
value at the contact point of SGNs due to the cumulative volume of the cluster.
From above results, it can be speculated that a cell cluster acts like a giant cell
susceptible to easy activation. On the one hand, CI stimulation may readily
activate these cell clusters which in turn would hinder the objective of selective
stimulation. On the other hand, due to the presence of unmyelinated SGNs
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in the human, the resultant giant cell could alter the temporal component of
the auditory signal in a healthy ear. Since the cell clustering is prevalent in
the elderly people [131], it can be assumed that the alteration in the temporal
component of the signal could affect the hearing sensation. Perhaps, the
incidence of age-related deafness could be attributed to the gradual formation
of the cell clusters.
The worst-case scenario of cell clustering is shown in Figure 3.15 (A) where all
SGNs from a single cluster. Figure 3.15 (B)–(L) shows the cross-excitation of
SGNs in which only one SGN was allowed to excite initially. Since each SGN
has at least one contact point with the adjacent SGN in a cluster, all SGNs
consequently ﬁred the action potentials due to the ephaptic coupling. In the
present simulation case, adjacent SGNs ﬁred action potentials in the interval of
1 ms after the excitation of the ﬁrst SGN. This temporal delay in the generation
of the signal may produce a persistence ringing sound or tinnitus effect in the
ear [132]. In other words, an electric stimulation meant to excite a particular
SGN could excite the remaining SGNs in a cluster. This unintended excitation
of the SGNs could produce a noisy signal. Physiologically, this could be one
of the factors for the lack of ﬁne pitch perception in the CI users. However,
thorough experimental validation is required to support this argument.
3.3.4 3D results
FIGURE 3.16: Elelectric potential distribution in the 3D computational domain and
(inset) corresponding transmembrane potentials on the SGNs.
The bony labyrinth of the cochlea contains three ﬂuid chambers separated
by two membranes of low electric conductivity. Unlike the 2D model, the 3D
model of the cochlea facilitates these additional computational domains in the
simulation. Hence, the 3D modeling is helpful to visualize the realistic electric
ﬁeld distribution in the RC. Figure 3.16 shows the potential distribution in the
3D computational domain. The inset of Figure 3.16 shows the transmembrane
potential of symmetrically arranged SGNs in the RC. In the case of electric
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stimulation of SGNs in a homogeneous medium, additional computational
domains in the 3D model provide additional pathways to the impressed
current to reach the counter electrode. As a consequence, the 3D model gives
quantitatively different simulation results compared to those of the 2D model.
However, the effects of SGN orientation and cell clustering on the signal
initiation suppose to remain qualitatively similar in both 2D and 3D models.
Simulation results of the 3D model concerning the various aspects mentioned
in previous sections are not presented here to avoid the redundancy and
repetition of qualitatively similar 2D model results. Rather, the 3D cochlear
model has been utilized comprehensively in the next chapter.
3.4 Summary
The extracellular electric stimulation of neural tissues has been both beneﬁcial
and challenging in clinical applications. Through experimental studies, it is
not always possible to investigate the full spectrum of electric ﬁeld effects
on the tissues. Under some assumptions and simpliﬁcations, a mathematical
model can provide some useful insights about a bioelectric phenomenon that
is otherwise difﬁcult to understand. For example, neural tissue activation due
to extracellular stimulation in a homogeneous medium can be estimated by
the AF. If the morphology of the neural tissue and the characteristic of the
extracellular medium have to be considered, the sub-threshold transmem-
brane potential approximation could also be equally useful to estimate the
neural tissue activation. Electric stimulation of the auditory nerve by cochlear
implants is one such clinical application which needs to be understood down
to the activation of the SGNs to efﬁciently treat the profound deafness. Exper-
imental studies and modeling studies arguably suggest that the location of
the signal initiation on the SGN is either on the AIS or on the neuronal cell
body. In this chapter, through the sub-threshold transmembrane potential
approximation, it has been shown that the orientation and the clustering of
SGNs could affect the signal initiation and propagation in the auditory nerve.
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Chapter 4
Modeling the Porosity of the
Modiolus
In this chapter, two simple methods to model the porosity of the modiolus
bone in the cochlea are introduced. Since the porosity of the modiolus bone
was neglected in the existing in silico models while modeling the CI stimula-
tion of the auditory nerve, the present study investigates whether the effect of
modiolus porosity on the electric stimulation of the SGNs is negligible.
4.1 The Modiolus
The modiolus of the cochlea is a 100 μm thin multi-layered porous bony wall
that separates the perilymphatic duct from the RC [133, 134, 26]. Neverthe-
less, this interface is permeable to perilymph into the RC via modiolus pores.
The transportation of perilymph is essential to keep the adequacy of ion con-
centration of the extracellular medium in the RC [134]. Notably, pores on
the modiolus have no regular shape and no speciﬁc distribution pattern as
shown in Figure 4.1. Morphological studies suggest that the porous modiolus
is a prospective gateway for drug delivery for the artiﬁcial regrowth of the
neural structures in the RC [134]. Further, Malherbe and colleagues [135]
suggest that the electric conductivity of skull and other bony structures in
and around the cochlea would profoundly affect the electric ﬁeld distribution
in the RC. Besides, the transportation process of the perilymph through the
modiolus could also induce so-called streaming potentials similar to that in
the femoral trabecular bone in humans [136]. Further, during the electrode
insertion through the round window into the Scala tymphani, the tip of the
electrode could disrupt the sensitive bony structure of the modioulus. This in
turn not only induces the trauma but also could crack the porous modiolus
wall. However, in the context of mathematical modeling, existing in silico
models assumed the modiolus as a non-porous bone having isotropic electric
conductivity. In the case of deafness induced by depletion of peripheral pro-
cesses of the auditory nerve, the modiolus pores would be ﬁlled by perilymph
and amputated neural tissues. In this pathology, the electric conductivity of
multi-layered modiolus would not be equal to the conductivity of the bone
alone. Instead, the effective conductivity of the porous modiolus would be
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the combination of the electric conductivity of the perilymph and the bony
material.
FIGURE 4.1: (A) "Possible trauma sites for cochlear implantation and position of
neural elements in the human cochlea lower basal turn. Between scala tympani (ST)
and the SGNs (colored green), a thin mesothelial sheet (arrow) spans between bony
columns that guide nerve ﬁbers (colored red) to the osseous spiral lamina, SV–Scala
vestibuli, SM–Scala media". (B) and (C) The porous structure of the modiolus.
(D) Qualitative representation of the porous modiolus conductivity mapped through
image-based modeling. ( Image courtesy: (A)–(C) are taken from [26] and adapted for the
present study with the permission of Elsevier).
4.2 Modeling the modiolus porosity
Three dimensional reconstruction of the cochlea from micro computer tomog-
raphy (μCT) images would not sufﬁciently capture the porous structure of
the modiolus. Since the micro pores of the modiolus have no regular shape,
size, and distribution, an empirical formula suggested in [137] to calculate the
resultant electric conductivity of porous sheet is not applicable for modeling
the modiolus porosity. Also, no generalized data are available for the volume
fraction of the bone and pores of the modiolus.
Unless mentioned separately, all simulations in the present study are per-
formed with the same boundary conditions, dielectric properties, and the
governing equations those were implemented for the 3D cochlear model
described in the previous chapter.
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4.2.1 Image-based modeling
In the present study the gray scale pixel data of a SEM image shown in Fig-
ure 4.1 (C) was imported into COMSOL in which the pixel data are normalized
between 0 and 1, and stored in Im(x, y) function. Through the linear extrusion
of the pixel data obtained from the SEM image of the modiolus, the isotropic
conductivity of the bone and the pores was mapped on the modiolus domain
according to the conditional equation (4.1). Figure 4.1 (D) qualitatively rep-
resents the porosity of the modiolus of a portion of the cochlea. Here, all
modiolus pores are assumed to be ﬁlled with perilymph.
σmodiolus =
{
0.0334 (S/m), Im(x, y) > 0.5 (bone conductivity)
1.2 (S/m), Im(x, y) ≤ 0.5 (pore conductivity). (4.1)
By this method, modeling the actual geometry of the modiolus pores which
would demand an unprecedented number of mesh elements and computa-
tional cost during the simulation could be avoided without losing the gen-
erality of the problem. After mapping the conductivity of bony structure
and the pores (perilymph), the effective conductivity of the modiolus was
estimated by calculating the volume fraction of the bone and pores in the
ﬁrst stage of the numerical simulation. In the second stage, three simulation
cases were considered to investigate how the non-porous modiolus with only
bone conductivity (σbone), the porous modiolus with mapped conductivity
(σmap), and the non-porous modiolus with effective conductivity (σeff ) affect
the transmembrane potential of the SGNs.
Another interesting question would be how the degree of porosity of the
modiolus affects the transmembrane potential of the SGNs. The physiological
relevance of this question is apparent from the fact that the porosity of the
modiolus could change with the age and the pathology of the cochlea. For
instance, if younger child were to carry a cochlear implant all his life, the
functionality of the CI would vary with several age related-factors [138].
However, little is known by experimental studies and perhaps would be only
possible through in silico investigations to ﬁnd out how the variance of the
degree of porosity of the modiolus would affect the stimulation proﬁle of the
SGNs. To do so, nine samples of incremental bone porosity were derived from
Figure 4.1 (D) and equation (4.1). Figure 4.2 shows nine modiolus samples of
the indicated porosity and effective conductivity.
4.2.2 Results
Figure 4.3 shows the induced transmembrane potential of ﬁve SGNs for the
indicated electric conductivity of the modiolus. When the electric conduc-
tivity of the modiolus is assumed to be equal to that of a non-porous bone
(σbone= 0.0334 S/m), the induced transmembrane potential of SGNs is below
1.2 mV. All state-of-the-art in silico models have often assumed this case [139].
However, in the second case of mapped electric conductivity of the modiolus
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FIGURE 4.2: (S1–S9) Samples of the modiolus porosity derived from the image base
modeling. It is observable form these samples that the effective conductivity of the
modiolus is proportional to the modiolus porosity
with a given porosity, the induced transmembrane potential of SGNs is be-
tween 2.8 mV to 3.8 mV which is 300% more than that in the ﬁrst case. This
result shows how profoundly the modiolus porosity affects the stimulation
proﬁle of the SGNs. For example, any in silico model with non-porous modio-
lus that predicts the excitation of the SGNs based on the potential distribution
in the RC would certainly underestimate the magnitude of the electric poten-
tial in the RC. This implies, the number of stimulated SGNs would be much
higher than those predicted in the existing in silico cochlear models.
Another usual method to implement the effect of porosity of a bone in a
computational model without modeling the actual geometry of pores would
be considering the effective conductivity of the porous bone. Several analyti-
cal methods are available to calculate the effective conductivity of a porous
material [140, 141, 142, 143, 144]. However, in the present case, no data are
available about the volume fraction or the pore size to estimate the effective
conductivity of the modiolus. Nevertheless, after the liner extrusion of the
pixel intensity data on the modiolus domain, the modiolus porosity was esti-
mated by calculating the ratio of the volume occupied by the pixel intensity
that represents the pores (Im(x, y) < 0.5) to the total volume of the modiolus
domain. The estimated porosity of the modiolus in the present study by this
method is 46.5%. After assigning the electric conductivity of the modiolus do-
main using equation (4.1), the effective conductivity of the modiolus estimated
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FIGURE 4.3: Induced transmembrane potential (Vm) of ﬁve SGNs as a function of
electric conductivity of the modiolus. σbone: Conductivity of non-porous bone, σmap:
Conductivity of porous bone mapped with image based method, σeff : Effective
conductivity of non-porous bone obtained by volume fraction of the pores. On the
right: The stream lines of current density across the modiolus for three indicated
cases.
by the numerical simulation was approximately 0.576 S/m.
To check the correctness of the above method, the effective conductivity
values estimated through COMSOL simulations for the given porosity of the
modiolus were compared with the effective conductivity values calculated
by the analytical expression given in equation (4.3). Here, P1 and P2 are
the volume fractions of the sample where P1 + P2 = 1, and σ1 and σ2 are
the respective electric conductivites. σeff is the effective conductivity of the
sample between the lower (σL) and upper (σU ) Wiener bounds. Here upper
and lower Winer bounds are the arithmetic mean and harmonic mean of
the constituent conductivities weighted by the respective volume fractions
(analogous to the network of resistors in parallel and series respectively) [145,
146].
σL ≤ σeff ≤ σU (4.2)
Where
σU = P1σ1 + P2σ2
σL =
[
P1
σ1
+
P2
σ2
]−1 (4.3)
From Figure 4.4, the effective conductivity values calculated by COMSOL
have fairly satisﬁed the condition given in equation (4.2).
As the third case, this effective conductivity value was assigned to the modi-
olus. The induced transmembrane potential of the SGNs, in this case, is
between 3.5 mV to 4.5 mV which is around 20% more than that in the sec-
ond case. This implies, the assumption of the effective conductivity would
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FIGURE 4.4: Effective conductivity of modiolus as a function of the volume fraction
of pores obtained. Hard lines show the upper and lower Wiener bounds calculated
by equation (4.3) and red circles show the effective conductivity values calculated by
COMSOL.
overestimate the magnitude of the electric potential in the RC. Further, the
simulation results suggest that up to 50% modiolus porosity, the effective con-
ductivity of the modiolus would be as high as 0.6 S/m. This recommended
conductivity value for the modiolus is much higher than the conductivity of
the bone that had been implemented in the existing in silico models. Above
results also suggest that the effective conductivity approach for the modiolus
yields different results compared to those of the mapped electric conductivity
approach in the presence of modiolus porosity.
Figure 4.5 (A) shows the induced transmembrane potential of ﬁve SGNs as
a function of the modiolus porosity of nine samples. A steep growth in the
induced transmembrane potential of the SGNs can be seen as the modiolus
porosity increases from 8.5% to 56.3%. The variation in the porosity (S2–S6)
could occur due to aging (data not available). If this were physiologically
true, then the simulation results suggest that a very young CI recipients
would experience undesirable inconsistency in the performance of the implant
with the aging which in the worst case they may lead to a revision surgery.
Surprisingly this scenario has been observed in many young CI recipients [147,
148]. However, the modiolus porosity could not be the only factor for the
outcome of these studies. Further, a very high porosity indicated by S7–S9
could occur due to various cochlear diseases such as Paget’s disease in which
bone mineral density alters with the progression of the disease [149]. However,
if the porosity of the modiolus reaches above 70%, the modiolus would behave
like a good conductor. In this case, most of the impressed current would
spread in the RC and would reach the return electrode. However, this would
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FIGURE 4.5: (A) Induced transmembrane potential (Vm) as a function of mapped
porosity. (B) Vm as a function of effective conductivity obtained by respective porosity.
S1 through S9 indicate the modiolus sample numbers. The response of SGNs is not
identical in both cases.
be a hypothetical case; where the extreme modiolus porosities (below 20%
and above 60%) would only represent the worst case scenarios.
On the other hand, it is observable from Figure 4.5 (B) that the implementation
of the effective conductivity of assumed realistic modiolus samples (S3–S6) in
the model has predicted only 0.5 mV increment in the induced transmembrane
potential of the SGNs. Further, for S7, S8, and S9, both cases predicted almost
the same increment in the induced transmembrane potential of SGNs. For S1
and S2 where the modiolus porosity is low, the effective conductivity approach
has yielded 200% increment in the induced transmembrane potential of SGNs.
Whereas, for the same samples, mapped conductivity in the presence of the
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modiolus porosity produced 50% increment.
To the best knowledge of the author, the present study is ﬁrst of its kind
in silico study that has investigated the effect of modiolus porosity on the
induced transmembrane potential of SGNs. These results throw light on
crucial pitfalls in cochlear modeling that intended to simulate the electric
ﬁeld distribution in the cochlea. For instance, if one intended to simulate the
modiolus porosity using the parametric sweep of the effective conductivity
values within the assumed realistic range (S4–S6), the results would not be
signiﬁcantly different from one another. Thus, from these results, one can
deduce that the effect of modiolus porosity on the stimulation proﬁle of the
SGNs is negligible. Hence, neglecting the modiolus porosity in the cochlear
modeling would appear as a reasonable modeling assumption. However, for
the transmembrane threshold potential of 4 mV, the effective conductivity
method predicts the stimulation of all SGNs in the RC for above-assumed
modiolus conductivity values. This overestimation of the excitation of the
SGNs contradicts the experimental studies which has been a matter of concern
in in silico modeling of the electric stimulation of the auditory nerve [139].
However, by implementing the actual porosity of the modiolus through the
conductivity mapping method, a steep variation in the simulation results can
be seen. This implies, the ’latent’ inﬂuence of the modiolus porosity can only
be unraveled through the implementation of the realistic porosity in the model.
This suggests that the small increment (even 10%) in the modiolus porosity
caused by any internal or external factors such as the injury caused by the CI
electrode insertion could disproportionately affect the stimulation proﬁle of
the SGNs. Hence, the electric stimulation of auditory nerve should be patient-
speciﬁc, especially, customized according to the age of the CI recipient.
In the context of the present study, it is also important to investigate why the
effective conductivity method and the mapped conductivity method yields
different simulation results. One possible reason would be the local porosity
of the modiolus. In the effective conductivity method, the implementation
of a single isotropic and homogeneous conductivity value for the modiolus
would not capture the local porosity. In the next section, the effect of local
porosity on the induced transmembrane potential of the SGNs is investigated
through a set of modiolus samples with similar volume fraction but different
local porosities.
4.2.3 Equation-based modeling
A mathematical approach with a set of reaction-diffusion equations (R-D)
to model the formation of skin strips on various animals was proposed by
Alan Turing [150]. Turing’s R-D equations elegantly form desired patterns
with the aid of a few system parameters. Also, for each progressive time step
these R-D equations form different patterns initiated by the previous pattern.
Later, various analytical studies explored number of R-D equations to mimic
the formation of symmetric as well as asymmetric patterns occurring in the
nature [151, 152, 153]. In the light of these studies, one can assert that with
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the aid of relevant R-D equations the asymmetric microstructures such as the
modiolus porosity can be modeled.
Dwight Barkley and colleagues [154, 155] proposed a set of robust R-D equa-
tions to simulate the wave pattern in three-dimensional excitable media as
shown in equation (4.4).
∂u
∂t
=
1
c
(u(1− u)(u− (v + b)
a
)h(v)) + Δu,
∂v
∂t
= f(u, v) +DΔv,
h(v) = 1,
(4.4)
where f(u, v) deﬁnes the local reaction kinetics with the state variables u and
v, and system parameters a, b, and c . Δ and D are the Laplace operator and
the diffusion coefﬁcient respectively. Originally, to represent the spiral wave
fronts, f(u, v) is deﬁned in [155] as :
f(u, v) = g(u)− v
g(u) = u
(4.5)
However, g(u) could also be deﬁned differently to qualitatively represent
other wave forms such as spiral breakup and spiral turbulent waves [156].
In [157], g(u) was deﬁned with lower and upper limiting values to represent
the catalyst surface reactions as shown in equation (4.6).
g(u) =
⎧⎪⎨
⎪⎩
0, u < 1
3
1− 6.75u(u− 1)2, 1
3
≤ u ≤ 1
1, u > 1.
(4.6)
In the present study, a set of R-D equations obtained by modifying equa-
tions (4.4) and (4.6) has been proposed to model the pattern of non-deterministic
distribution of the modiolus pores as shown in equation (4.7):
∂u
∂t
=
1
c
u(1− u)(u− (v + b)
a
) +DΔu,
∂v
∂t
= g(u)− v − αu,
(4.7)
where
g(u) =
⎧⎪⎨
⎪⎩
0, u < 1
3
1− 9u(1− u)2, 1
3
≤ u ≤ 1
1, u > 1.
Here α controls the porosity of a sample. One advantage of equation-based
modeling over the image-based modeling is the ﬂexibility of creating hetero-
geneous distributions of pores in all three spatial directions by controlling
the diffusion coefﬁcient (D). In addition, for a given volume fraction, it is
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also possible to model an asymmetric distribution of the pores which could
result in local variability in the pore density. In other words, though several
modiolus samples have the same global porosity, the variation in the local
pore density could result in different local constituent porosities. Hence, the
implementation of effective conductivity derived from the volume fraction of
the modiolus would not represent the realistic scenario.
To study the effect of ’local porosity’ of the modiolus on the transmembrane
potential of SGNs, six modiolus samples of different local porosity patterns
with similar volume fraction have been modeled as shown in Figure 4.6. These
patterns are formed by equation (4.7) with D = 1, a = 0.64, b = 0.02, c = 0.08,
and α = 0.2.
FIGURE 4.6: (S1–S6) Equation based modiolus porosity samples with similar global
porosity and effective conductivity but different local patterns of pores.
Figure 4.7 shows on top the effect of local porosity on the induced transmem-
brane potential of the SGNs. Here, S2 and S6 have similar global porosity but
different pore distribution. Hence, a deﬁnite difference in the response of the
SGNs is apparent in two samples. Likewise, S3 and S5 also have the same
porosity; however, the difference in the pore distribution resulted in different
induced transmembrane potentials. It is also noticeable from S1 that though
the modiolus porosity is around 43%, the induced transmembrane potential
on all SGNs is around 1 mV (compare with S5 in Figure 4.5 (A)). On the other
hand, though the modiolus porosity in S4 is 49% which is highest among all
samples, the induced transmembrane potential of SGNs is not proportional to
the porosity.
This investigation is also critical to explore some new parameters for patient-
speciﬁc cochlear modeling. The variance in the anatomy of the cochlea and
electrode position have been the main parameters for the patient-speciﬁc
cochlear modeling [158]. Besides, global and local variations in the porosity of
the modiolus would be an essential modeling parameter to represent a realistic
cochlea. Since the porous modiolus could have an effective conductivity
which is ﬁfteen times more than the non-porous bone, the endosteal cochlear
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FIGURE 4.7: Top: Effective conductivity and corresponding porosity of each sample.
Bottom: Induced transmembrane potential (Vm) of indicated SGNs for six samples of
the modiolus (S1–S6) with similar porosity but different pore distribution.
implants would be a feasible option for retaining the residual hearing [159,
160].
4.3 Summary
Modiolus in the cochlea is a porous interface that separates the scala tympani
and the RC. During the electric stimulation of the auditory nerve by cochlear
implants, the applied current distribution in the cochlea largely depends on
the physiological and dielectric properties of surrounding interfaces. All state-
of-the-art in silico models have assumed the modiolus a non-porous bone with
very low electric conductivity. As a result, the activation threshold of SGNs
has been underestimated. However, with the implementation of modiolus
porosity using proposed innovative methods, the present in silico model
results suggest that the induced Vm could be 300% higher than that in the case
of a non-porous modiolus bone. The estimated effective conductivity of the
porous modiolus in terms of volume fraction of the pores could be ﬁfteen
times more than the previously assumed conductivity of a non-porous bone.
In addition, even with similar global porosity the heterogeneous distribution
of modiolus pores could result in an asymmetric excitation of the SGNs. These
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results suggest that the global and local modiolus porosity could serve as
additional parameters for modeling the patient speciﬁc cochlea.
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Chapter 5
Modeling Tissue Heterogeneity in
the Rosenthal’s Canal
In this chapter, an image based method to implement the tissue heterogeneity
in the RC in a 2D ﬁnite element model is introduced. Subsequently, the effect
of tissue heterogeneity on the induced transmembrane potential of type-1
SGNs and the clinical relevance of the simulation results are discussed. The
content of this chapter closely resembles with our recent publication [161].
5.1 The Rosenthal’s canal
A quick recapitulation about the composition of the RC excerpted from [162,
26] and [163, 164] is given below.
RC is a bony helical canal that extends up to one and half turn of the cochlea.
It contains neuronal cell bodies of all efferent and afferent innervations of the
auditory nerve. The peripheral processes of all SGNs protrude through the
modiolus and connect to their respective hair cells. The central processes of
all SGNs innervate towards the auditory cortex. Morphological studies of the
human temporal bone suggest that 96% of SGNs are of the type-1 category
which plays a crucial role in auditory transduction through their efferent
innervations. Remaining 4% of SGNs fall under the type-2 category which
connects the outer hair cells through the afferent innervations. Immunohisto-
chemical studies suggest that type-1 spiral ganglion neuronal bodies in the
human cochlea are unmyelinated, albeit loosely enwrapped by the satellite
glial cells (SGCs). Furthermore, AIS of type-1 SGNs are covered with non-
myelinated Schwan cells (NMSC), whereas the central processes of type-1
SGNs are myelinated. Besides, type-1 SGNs form cell clusters which share a
common membrane at the contacting boundaries. Apparently, various tissues
and cells asymmetrically envelop type-1 SGNs in the RC. As a result, each
SGN encounters a different degree of tissue heterogeneity around it. Although
all type-1 SGNs in a given accommodation have similar morphology per se,
tissue heterogeneity could impel each SGN to respond uniquely to the applied
electric ﬁeld.
Satellite glial cells, on the other hand, form a non-uniform tissue layer that acts
as a proxy membrane around each type-1 SGN. This SGC layer protects the
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SGN cell body and facilitates the ion exchange via gap junctions. Experimental
studies suggest that even a slight depletion of the SGC layer causes inﬂamma-
tion and pain that may lead to cell death [165]. In this context, it is necessary
to investigate how the presence of the SGC layer inﬂuences the electric ﬁeld
distribution around each SGN and vice versa. Further, arbitrary spatial dis-
tribution of the myelinated central axons, the type-2 SGNs, and a few blood
vessels could also inﬂuence the electric ﬁeld distribution in the RC. Above
stated tissue and cells stem from the basic crest cells. However, the dielectric
properties of the tissues may vary considerably with the age and maturation
of the crest cell. This implies that each tissue in the RC could contribute its
characteristic dielectric properties to the system. Hence, the assumption of a
homogeneous extracellular medium in the RC is not appropriate to model the
electric ﬁeld distribution in the RC.
5.2 Problem deﬁnition
The effects of tissue heterogeneity on the electric ﬁeld distribution in several
bioelectric phenomena have been reported in the literature [166, 167, 168,
169, 170]. In spite of evident tissue heterogeneity in the RC, existing in silico
models have not considered it in the modeling. Conceivably, modeling the
heterogeneity in the RC is challenging due to the microscopic topology of
the tissues. Besides, most of the tissues had neither deﬁned shape nor pre-
scribed spatial distribution in the RC. Hence, the classical image segmentation
methods based on the pixel data obtained by magnetic resonance tomography
(MRT) or μCT may not be efﬁcient to reconstruct the tissue geometry. Also,
the author could not come across the resource of μCT image stock of the RC at
the time of the present study. Moreover, to the best knowledge of the author,
the published data about the tissues in the RC are obtained by immunohis-
tochemistry or scanning confocal electron microscopy(SEM) or transmission
electron microscopy (TEM) which need specialized methods for the direct
implementation of the captured data in the simulations [171]. Further, the
SEM and the TEM provide incredibly detailed data of a minuscule sample
which is too tiny to model as a computational domain for the FEM.
Prospectively, immunohistochemistry of the RC provides the data of impor-
tant tissues in the context of the present study. An immunohistochemical
image of the RC contains various tissues delineated by false–color coding; the
color code of different tissues not only unveils the physiology and morphol-
ogy of the respective tissues but also visualizes the heterogeneous distribution
of the tissues. For example, Figure 5.1 shows various tissues along with their
respective color coding in the RC of the human cochlea. With the visual
inspection, it can be discerned that type-1 SGNs in the RC are surrounded by
randomly distributed myelinated central axons and type–2 SGNS and other
tissues. Further, the SGNs have unmyelinated axonal initial segments and are
loosely wrapped by SGCs. Once the tissues are classiﬁed, and the dielectric
properties of concerned tissue are obtained, the resultant data could be ma-
nipulated to model the tissue heterogeneity in the RC. The spatial distribution
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of the tissues in the RC can be extracted according to the pixel intensities of a
pertinent image.
However, all tissues in the present study are considered as passive and no
electrophysiological activity is expected to take place on any tissue other
than the SGNs membrane. Therefore, the continuity boundary condition is
applicable on the boundaries of the heterogeneous tissues. This implies, if the
complex geometry of the tissues were to exclude in the model, the distribution
of spatial coordinates of each tissue should be well known. Accordingly,
instead of modeling the actual geometry of the tissues, respective spatial
distribution of dielectric properties could be substituted in the computational
domain without losing the generality of the problem.
FIGURE 5.1: "Immunohistochemistry of the human spiral ganglion showing the
immunoreactivity of laminin–β2 and myelin basic protein (MBP) through confo-
cal microscopy. (A) Most type I SGNs are MBP–negative. Some non-myelinated
perisomal segments show rich expression of laminin (arrow). DAPI, cell nuclei.
(B) Laminin–β2 immunoreactivity of basement membrane lining the extracellular
surface of the SGCs of the SGN bodies, nerve ﬁbers and blood vessels (BV) (normal
audiogram). Type I SGN cell nuclei are round and darkly stained (∗) while SGC
nuclei are crescent-like (arrows) and more lucent. Their cytoplasm shows no laminin
expression. DAPI, nuclear staining. BV, blood vessels. (C) Collagen IV immunoreac-
tivity of basement membrane lining the extracellular surface of the SGCs of the SGN
bodies, nerve ﬁbers and blood vessels (BV). (D) A rendered confocal microscopy
stack showing laminin–β2 immunoﬂuorescence of the human spiral ganglion. A
laminin expressing NMSC is seen (thin arrow) as well as a laminin–negative SGC
(thick arrow)". Reproduced and adapted from [93] with permission from Elsevier.
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To implement the tissue heterogeneity in a 2D computational domain, an im-
munohistochemistry image of the RC shown in Figure 5.2 (A) was considered.
The segmentation technique suggested in [172] was utilized to segment the
image into two separate constituents viz. contours of the SGNs (Figure 5.2 (B))
and contours of all other tissues (Figure 5.2 (C)). The contours of SGNs are
not only useful to restore the realistic geometry of the SGNs but also essential
to calculate the transmembrane potential of the SGNs. Besides, the dimen-
sions of SGNs cell body (diameter ≈ 30 μm) located at the basal end of the
cochlea are large enough to model the cell geometry in the computational
domain. However, modeling the geometry of various thin tissues such as
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SGCs (thickness≈ 0.5 μm to 1 μm) in the RC is implausible. Since the geome-
try of tissues which contain multiple layers and sharp edges could result in
discretization errors as well as a substantial number of mesh elements that
would demand signiﬁcant computational cost even for a 2D model. Figure 5.3
shows the ﬁnal geometry of 2D computational domain.
FIGURE 5.2: (A) "False- color representation of Laminin/Tuj-1 immunohistochemistry
of human spiral ganglion in the RC: Green: SGNs labelled with Tuj-1, a neural
marker, Red: SGCs labelled with Laminin–β2, a marker for basement membrane
surrounding glial cells, Blue: cell nucleus labelled with DAPI, a DNA marker, Black:
not labelled but deﬁned as an extracellular medium" reproduced and adapted from [93]
with permission from Elseveir, (B) Segmented SGNs, (C) segmented tissues.
FIGURE 5.3: 2D computational domain embedded with contours of SGNs in the RC
(shown in the magniﬁed red circle). M–Modiolus, EL–Electrode, ST–Scala tympani,
TB–Temporal bone, SGNs–Spiral ganglion neurons, RC–RC.
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5.3.1 Allocation of electric conductivities to the tissues
Electric conductivities are assigned to various tissues according to their color
code in the selected image. To do so, an immunohistochemistry image of
the RC shown in Figure 5.2 (A) is imported into COMSOL using an inbuilt
’image import’ function. This function, indicated by Im(x, y) in equation (5.1),
converts pixel intensity data of the input image into normalized RGB (Red-
Green-Blue) color code as shown in Figure 5.4. After obtaining the color
threshold of each tissue, the electric conductivity of each indicated tissue is
assigned as shown in equation (5.1).
FIGURE 5.4: (Left) Rainbow representation of the imported image in COMSOL
where the pixel data of the image are stored as normalized RGB values in Im(x, y).
(Right) Electric conductivity distribution of corresponding tissues in the RC as per
equation (5.1).
σtissue =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σint, 0.3 < Im(x, y) ≤ 0.5
σSGC , 0.15 < Im(x, y) ≤ 0.3
σMyl, 0.05 < Im(x, y) ≤ 0.15
σExt, Im(x, y) ≤ 0.05
(5.1)
Here σint, σSGC , σMyl, and σExt, indicate the electric conductivities of intra-
cellular medium, satellite glial cell layer, myeline layer, and the extracellular
medium respectively.
Electric conductivity of satellite glial cells
As discussed earlier, SGCs form a non-uniform layer that could act as an
additional membrane around each SGN. As a consequence, the electric con-
ductivity of the SGC layer could profoundly affect the induced transmem-
brane potential and thereby the stimulation proﬁle of the SGNs. Therefore, the
allocation of proper electric conductivity to the SGC layer is crucial. However,
the unique conductivity values for the human sensory glial cells, especially
for the SGCs in the RC, are not readily available in the literature. Even though
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TABLE 5.1: Electric conductivity values of sub-domains.
Sub-domain Electric conductivity (S/m)
Platinum electrode 9×106
Tympanic medium 1.43
Modiolus bone 0.0334
Temporal bone 0.016
σint 0.31
σMyl 3.45×10−6
σExt 1.2
general dielectric properties of various glial cells are available in the litera-
ture, large discrepancies in the electric conductivity values are persistent. For
example, in [173, 174, 175] authors suggest that the electric conductivity of
glial cells is two to ten times lower than that of the neuronal soma. But it
was reported in [176] that the cultured human glial cells show much higher
electric conductivity than that of the soma membrane. As suggested in [177],
diverging experimental setups with different sample preparation methods,
and various measuring errors could have arguably resulted in the discrete
conductivity values.
Three hypothetical cases have been considered to study the effect of discrete
conductivity values of the SGCs on the transmembrane potential of SGNs.
The electric conductivity of an SGC layer is assumed to be ten times lower,
equal, and ten times higher than that of the soma. The electric conductivity
values of remaining computational sub-domains are given in Table 5.1.
σSGC =
⎧⎪⎨
⎪⎩
0.4×10−8 (S/m), Case1,
4×10−8 (S/m), Case2,
40×10−8 (S/m), Case3.
5.3.2 Tissue classiﬁcation in the Rosenthal’s canal
In the present study, the tissues delineated by typical protein markers in
Figure 5.2 (A) are classiﬁed into two groups based on their vicinity to the
SGNs. The SGCs which enwrap the SGNs are classiﬁed as Group-1 tissues.
All remaining tissues such as myelinated central axons, Schwan cells, and
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type-2 SGNs are classiﬁed as Group-2 tissues. This classiﬁcation allows cate-
gorical investigations to ﬁnd how each tissue group affects the electric ﬁeld
distribution in the RC. This approach is also useful to estimate the effect of
tissue density on the electric ﬁeld distribution in the RC. Following three
Scenarios have been considered for the systamatic study:
• Scenario1: In this Scenario, a homogeneous extracellular medium has been
considered in the RC. This Scenario is generally useful to qualitatively
replicate the state-of-the-art in silico model predictions.
• Scenario2: In this Scenario, the extracellular medium contains only Group1
tissues. This Scenario investigates whether the SGC layer alone affects the
induced transmembrane potential of SGNs. Since the pathology, aging or
injury to the cochlea could cause the depletion of SGC. As a consequence,
the resultant change in the dielectric propeties of the SGC layer could alter
the ﬁring behavior of SGNs.
• Scenario3: In this Scenario, the extracellular medium contains both Group1
and Group2 tissues. In addition to the SGC layer, the tissue mass present in
the extracellular medium could also alter the electric ﬁeld distribution in
the RC. Further, the pathology, drugs, age and electric stimulation could
modify the density of tissues in the RC. As a consequence, any change in
the ﬁring pattern of the SGNs could inﬂuence the hearing sensation of CI
recipients.
5.4 Simulation
Mapping the electric conductivity in the computational domain based on the
color code of the tissues enables the implementation of tissue heterogeneity
in the model. A major advantage of this method is the ease of inclusion
of dielectric properties of complex microstructures in the simulation which
would be cumbersome in any other way. However, since the edges of the
microstructures are not present in the model, the conductivity mapping based
on equation (5.1) could result in interpolation of conductivity values at the in-
terface of the two tissues. Nevertheless, to some extent, the ﬁnest mesh could
avoid the interpolation of tissue conductivity values in the domain. Further,
utmost care has been taken to retain the realistic shape of the SGNs by manu-
ally seeding the required number of elements on the boundaries of SGNs. The
element growth rate is kept minimum to ensure a dense mesh at the vicinity of
SGN boundaries. All domains are meshed by using a predeﬁned-mesh option
in COMSOL. Figure 5.5 shows the resultant mesh of the computational do-
main. Though extremely ﬁne, the automatic free mesh generated by COMSOL
could not ensure enough mesh points at the vicinity of spatial coordinates
of the randomly distributed tissues. As a result, an obvious interpolation
incurred especially on the tissue interfaces that are far from the boundaries of
the SGNs (shown by the white boxes in the zoomed RC in Figure 5.5).
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FIGURE 5.5: An automatic free mesh generated by COMSOL resulted in 251,030
mesh elements in the computational domain. White boxes in the zoomed RC show
the interpolation of the electric conductivity at the tissue interfaces.
To handle this issue more efﬁciently, a customized local mesh reﬁnement on
the thin tissues was performed with the following constraints.
Mesh size =
⎧⎪⎨
⎪⎩
Extreamly ﬁne on SGC layer, 0.15 < Im(x, y) ≤ 0.3,
Fine on myeline layer, 0.05 < Im(x, y) ≤ 0.15,
Normal on Extracellular medium, Im(x, y) ≤ 0.05.
(5.2)
The ﬁnal mesh of the computational domain using equation (5.2) is shown in
Figure 5.6 (Fm). Further, a few more test trails with different mesh parameters
have been performed based on equation (5.2). Mesh statistics of all test trails
along with the resultant meshes are shown in Figure 5.6 (m1)–(m5). The effect
of conductivity interpolation on the transmembrane potential of an SGN in
three stated Scenarios is shown in Figure 5.6 (A) and (B).
The ﬁnite element mesh at the vicinity of the SGNs remained dense in all
mesh cases due to numerous mesh points on the cell boundaries. As a results,
in Scenario1 where the extracellular medium is homogeneous, all mesh cases
have yielded the same transmembrane potential on the SGN. However, with
each successive mesh case in Scenario2 and Scenario3, the coarser the mesh
becomes, the larger the interpolation errors occurred. As a result, the induced
transmembrane potential of the SGN varied signiﬁcantly. This implies, the
minimization of the interpolation of conductivity values in the model is
necessary to obtain a reliable solution. The simulation results obtained by the
best mesh (Figure 5.6 (Fm)) that could minimize the interpolation of the tissue
conductivity are presented in the results section. Simulation parameters such
as boundary conditions for the present study are similar to those described in
previous chapters.
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FIGURE 5.6: Customized local mesh reﬁnement on the thin tissues for different mesh
cases. Mesh statistics are given for the whole computational domain. (Fm) Final
mesh accepted for the simulations. (m1–m5) Five different mesh cases obtained by
the successive increment of minimum element size by the factor of 2 on the SGC
layer, and by the factor of 4 on the myeline layer. Conductivity distribution of the
myeline tissues and the SGC layers is shown in red and blue color code, respectively,
while all other intermediate colors in m1–m5 indicate interpolation errors. (A) and
(B) show the induced transmembrane potential of an SGC (marked by the black
arrow in m3) for Scenario3, and for Scenario2, respectively. (Hm) Transmembrane
potential induced on the SGN in all mesh cases for Scenario1.
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5.5 Results
The simulation results for each stated Scenario are presented in the following
sections.
5.5.1 Scenario1
Figure 5.7 (A) and (B) shows the electric potential distribution and electric ﬁeld
distribution in the RC. The electric potential in the RC is varied from 0.431 V
to 0.441 V. Since the RC contains a homogeneous extracellular medium, all
SGNs respond like suspended biological cells exposed to the uniform electric
ﬁeld (compare the streamline plot). In this Scenario, the induced transmem-
brane potential depends explicitly on the cell morphology. This can be seen
from Figure 5.7 (C) where C1–C4 are located at roughly 400 μm from the
electrode. The corresponding maximal transmembrane potential induced
on the SGNs, for example on C1 and C4 (0.2 mV and 0.7 mV respectively),
varied proportionally to their effective radius (3.9 μm and 10.3 μm respec-
tively). Here the ’effective radius’ of a cell is deﬁned as the radius calculated
by assuming the arc length of an arbitrary cell as the perimeter of a circle. An
analytical expression to estimate the transmembrane potential of biological
cells having arbitrary shapes, such as the shape of SGNs in the present study,
is not available. Nevertheless, the proportionality between the effective radius
of a cell and the corresponding induced transmembrane potential is apparent
from the above results.
Further, the placement of CI electrode in the scala tympani which determines
the SGN–electrode distance was considered as one of the most inﬂuencing
factors of the CI output [159, 178, 179, 180, 181]. Since any accidental elec-
trode insertion into the scala vestibule could damage the microstructure of the
cochlea, the possibility of endosteal cochlear implants was discussed in [159,
182]. Figure 5.7 (D) shows the proportionality between the induced trans-
membrane potential and the SGN–electrode distance. Since C2, C8, and C10
have similar shape (effective radius ≈ 8.5 μm), the variance in the maximal
transmembrane potential induced on these SGNs (0.65 mV, 0.52 mV, and
0.41 mV, respectively) can be attributed to the variance in the SGN–electrode
distance (414 μm, 486 μm, and 533 μm, respectively).
Figure 5.8 (A)–(D) show the effect of cell shape on the induced transmembrane
potential. For example in Figure 5.8 (A), and (B) the induced transmembrane
potential on ellipse-like SGNs (C3, C14) is different from that on circle-like
SGNs (C7, C13). Theoretical, experimental, and numerical studies suggest
that the induced transmembrane potential may vary with the shape and
orientation of the cells [105, 107, 183]. Further, in spite of having the same
shape and size, the induced transmembrane potential on C11 is more than
that on C10. This could be due to the mutual electric shielding observed in
closely packed cells [184].
To summarize, in the presence of a homogeneous medium in the RC, the
induced transmembrane potential on SGNs depends on (a) size of the SGNs,
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FIGURE 5.7: Simulation results for Scenario1 in which the RC contains a homo-
geneous extracellular medium. (A) Electric potential distribution in the RC and
numbers 1–19 indicate the reference numbers for SGNs. (B) The surface plot rep-
resents the electric ﬁeld distribution while white streamlines show almost uniform
ﬁeld in the RC. (C) The induced transmembrane potential on C1–C4; though the cells
are situated in the same distance from the electrode, the maximal transmembrane
potential on each SGN varied proportionally to the respective cell size. (D) The
induced transmembrane potential on C2, C8, and C10; though the cells have the
same size, the maximal transmembrane potential on each SGN varied proportionally
to the distance of respective cell from the electrode.
(b) electrode–SGN distance, (c) cell shape and orientation, and (d) cell packing.
In addition to the simulation results discussed in Chapter 3, these results
provide a detailed picture of the sub-threshold phenomenon which has not
been considered in the state-of-the-art models.
5.5.2 Scenario2
In this Scenario, number of SGCs envelop an SGN depending on its sur-
face area in the RC. As suggested in [185], a discontinuous SGC layer of
non-uniform thickness composed of gap junctions plays a crucial role in the
survival of SGNs. In the context of present in silico modeling, not only the dis-
crete dielectric properties of the SGC layer but also its nonuniform thickness
could affect the transmembrane potential of an SGN. Moreover, no two SGNs
may have the same nonuniform SGC layer with same thickness. Hence, the
simulation results represent the cumulative effect of the electric conductivity
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FIGURE 5.8: Effect of SGN shape on the induced transmembrane potential (Vm) of
indicated SGNs in Scenario1. (A) and (C) Maximal Vm on ellipse-like cells is lesser
than that on circle-like cells. (B) and (D) The induced Vm on irregular shape SGNs is
more than that on the regular shape SGNs. Corresponding cell shapes are depicted
by color coded SGNs in the inset.
and the characteristic nonuniform thickness of the SGC layer around the
SGNs. Figure 5.9 (A), (B), and (C) show the potential distribution, electric ﬁeld
distribution, and conductivity distribution in the RC. Unlike in Scenario1, the
presence of SGCs around SGNs in Scenario2 resulted in nonuniform electric
ﬁeld distribution (compare the streamlines of the electric ﬁeld in (C) with
Figure 5.7 (B)) which could affect the induced transmembrane potential.
FIGURE 5.9: (A) and (B) Potential distribution and electric ﬁeld distribution, respec-
tively, in the RC for Scenario2. (C) Conductivity distribution in the RC. White lines
represent the electric ﬁeld streamlines.
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The effect of electric conductivity of the SGC layer on the induced transmem-
brane potential of the SGNs for the three stated cases is shown in Figure 5.10.
Three SGNs viz. C4, C5, and C6 which have similar size, shape, and vicinity
to the electrode have been chosen to interpret the results. From Figure 5.10 (A),
since the induced transmembrane potentials on C4–C6 are also almost the
same in Scenario1, the apparent effects of cell morphology would be negli-
gible in the comparative study. Figure 5.10 (B), and (C) shows a noticeable
increase in the transmembrane potential induced on C4 and C5 for case3
where the conductivity of the SGC is assumed ten times higher than that of
the cell soma. However, in case1 and case2 where the conductivity of SGC
was assumed ten times lower, and equal to that of the SGN, respectively, the
induced transmembrane potential has not changed signiﬁcantly.
A direct study relevant to the present in silico model is not available in the
literature to compare the stated results. Nevertheless, Klee and Plonsey [186]
numerically and analytically studied the effect of extracellular stimulation of
a spherical cell having a non-uniform membrane patch. They argued that a
low resistive membrane patch shifts the intracellular potential towards the
extracellular potential which increases the transmembrane potential of the
cell. In [186] the authors assumed a single isolated spherical cell with the
intracellular and extracellular medium having equal conductivity where the
low resistive patch occupies only 0.3% of the total cell area. Though the model
assumptions in [186] differ a number of ways with the present model, the
results of the present study are qualitatively consistent with the referred study
results. This implies that the presence of a low resistive membrane layer or
membrane patch such as nonmyelinated Schwan cells at pre and post somatic
regions of the SGN [93] could favor the signal initiation.
In contrast to above results, from Figure 5.10 (D) a high conductive SGC
layer has little effect on the maximal transmembrane potential of C5 in case3.
As discussed in [186], the current entering through a high conductive patch
should pass out from the remaining low conductive membrane. Thus, the
low conductive cell membrane controls the overall behavior of the cell and
allows only a small amount of inward current to maintain the continuity. This
implies, the nonuniform SGC layer with variable thickness, and the surface
area it occupies on an SGN could profoundly affect the response of the SGN
to the applied electric ﬁeld. Figure 5.10 (E) shows the distribution of the SGC
layer around the SGNs and a very ﬁne mesh on the SGC layer indicates the
absence of interpolation errors.
5.5.3 Scenario3
In this Scenario the SGNs in the RC are surrounded by group1 and group2
tissues. The proximal tissues to the SGNs (group1 tissues) show a profound
effect on the induced transmembrane potential of the SGNs. Most of the SGNs
are often run over by randomly distributed central axons in such a way that
they leave longitudinal impressions on the cell body (Figure 6 in [93]). Since
the electric conductivity of myelinated central axons is different from that
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FIGURE 5.10: Effect of SGC conductivity on the trasmembrane potential (Vm) of
SGNs. (A) Vm induced on C4, C5, and C6 in Scenario1. (B)–(D) Induced Vm on C4,
C5, and C6 respectively in three stated cases; the induced Vm is different in case3
due to the high conductive SGC layer around the SGNs. (E) SGC layer distribution
(blue) around the SGNs. High quality mesh at the interfaces ensures the absence of
conductivity interpolation.
of group1 tissues, the conductivity distribution around each SGN would be
different from that of its neighboring SGNs.
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FIGURE 5.11: (A) and (B) Electric potential and electric ﬁeld distribution (shown on
the logarithmic scale) respectively in the RC for Scenario3. (C) Heterogeneous spatial
distribution of group1 and group2 tissues and respective electric conductivity values
(shown on the logarithmic scale). Black stream lines represent the electric ﬁeld lines
in the RC for Scenario3.
In other words, an SGN responds against the applied electric ﬁeld like as if
the cell membrane has multiple patches of different conductivity viz. SGC,
cell membrane, group2 tissues, and extracellular medium. As discussed in
the previous section, the active area occupied by each patch on the membrane
determines the stimulation proﬁle of that SGN. Since group2 tissues have
a random distribution in the RC, no two SGNs would experience the same
conductivity matrix around them. This could be one of the reasons for the
dynamic ﬁring behavior of SGNs.
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FIGURE 5.12: A comparative depiction of the induced transmembrane potential (Vm)
in Scenario1 and Scenario3. Notably, the maximal Vm in Scenario3 is completely
different from that in scenaro1 in terms of magnitude and location on C4, C5, and C6.
Figure 5.11 (A), (B), and (C) depict the potential distribution, electric ﬁeld
distribution, and the conductivity distribution, respectively, in the RC for
Scenario3. A signiﬁcant change in the potential distribution and the electric
ﬁeld distribution is observable in Scenario3 compared to Scenario1. Since
the dense mesh at the tissue interfaces ensures the absence of conductivity
interpolation errors, the substantial variation in the electric ﬁeld distribution
around the SGNs could be attributed to the sudden change in the electric
conductivity at the tissue interfaces. Besides, many ﬁeld ’sinks’ and ’hot
spots’ are formed around the SGNs due to the heterogeneous distribution of
the tissues. This atypical electric ﬁeld distribution in Scenario3 is critical to
understand the CI functionality. Since the impressed current chooses the least
resistive path to reach the counter electrode, dense electric ﬁeld lines (black
lines in Figure 5.11 (C)) away from high resistive tissues can be seen in the
extracellular medium. Further, the effective conductivity of heterogeneous
tissues around each SGN would form a shunt-like low resistive path that
72
5.5. Results
could result in strong density variation in the electric ﬁeld lines across the
SGNs.
Figure 5.12 shows the essential differences between the simulation results
of electric stimulation of intact SGNs obtained by assuming a homogeneous
medium and a heterogeneous medium in the RC. For example, from Fig-
ure 5.12 (A), (B), and (C), since the induced transmembrane potential on C4,
C5, and C6 is almost the same in the case of a homogeneous medium in
the RC, the model predicts the uniform excitation of all three cells for Sce-
nario1. For instance, if 0.4 mV is assumed as the sub-threshold potential that
could cross the excitation threshold, then all three SGNs would ﬁre action
potentials in Scenario1. However, due to the heterogeneous distribution of
group1 and group2 tissues in the RC, the SGNs experience distinct electric
conductivity matrix and thereby different electric ﬁeld distribution around
them in Scenario3. As a consequence, only one SGN (C6) could ﬁre the action
potential in Scenario3. Also, from Figure 5.13 and Figure 5.14, only eight out
of nineteen SGNs ﬁre action potentials in Scenario3 whereas almost all SGNs
would ﬁre action potentials in Scenario1 for the sub-threshold potential of
0.4 mV. Further, though C1, C2, C3, and C7 are nearer to the electrode, the
induced transmembrane potential on them is lesser than that on C17, and C18
which are farther to the electrode. This implies that the proportionality of the
induced transmembrane potential with the cell morphology, and the electrode
distance does not always hold in case of Scenario3.
Above results could also explain the ’dynamic ﬁring’ behavior of SGNs ob-
served in in vitro studies [187, 188, 189, 190, 191]. For example, the referred
studies state that the SGNs with similar kinetic features such as AP duration,
peak voltage could substantially differ with their threshold voltage.
In other terms, two SGNs taken from two different accommodations may not
have a similar excitement proﬁle for a given stimulation. These endogenous
ﬁring properties of SGNs are attributed to the heterogeneous distribution of
slow and fast voltage gated sodium (Nav) and potassium (Kv) ion channels
on the SGNs with respect to the cell accommodation. However, they could not
explain the endogenous ﬁring properties of SGNs in the same accommodation
observed in in vivo studies. Apparently, the stated in vitro studies could not
capture the tissue heterogeneity, since those studies are conducted on isolated
SGNs. Within the scope of the present study it can be stated that even though
the electrophysiological properties such as ion channel distribution of the
SGNs are similar in a given accommodation, the excitement of SGNs could
signiﬁcantly vary with the degree of heterogeneity around each SGN.
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FIGURE 5.13: Comparison of the induced transmembrane potential of indicated
SGNs in Scenario1 and Scenario3. Stochastic response of the SGNs to the applied
electric ﬁeld can be seen in Scenario3.
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FIGURE 5.14: Comparison of the induced transmembrane potential of indicated
SGNs in Scenario1 and Scenario3. Stochastic response of the SGNs to the applied
electric ﬁeld can be seen in Scenario3.
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Another important observation from the comparative study of Scenario1 and
Scenario3 is the shifting of signal initiation sites on the SGNs. If a point where
the induced transmembrane potential is maximal on the SGN is assumed as
the signal initiation site, then the signal initiation sites for C4, C5, and C6 were
located at 20 μm, 19 μm, and 19 μm of arc length, respectively, in Scenraio1.
However, the signal initiation sites are shifted to 40 μm, 60 μm, and 23 μm arc
lengths of respective SGNs in Scenario3. The shifting of signal initiation sites
on the SGNs could be due to the modiﬁed electric ﬁeld distribution around
the SGNs in Scenario3. Electric conductivity distribution around the SGNs in
three step values on the logarithmic scale is shown in Figure 5.12 (B), (D), and
(F). The lowest step represent the conductivity of SGC (σSGC = 4×10−9 S/m
as in case1), the middle step represents the conductivity of myeline tissues
(σMyl = 3.45×10−6 S/m), and the highest step value represents the conductivity
of extracellular medium (σExt = 1.2 S/m). From Figure 5.12, it can be observed
that the electric ﬁeld has reached its extreme value where the SGN membrane
is exposed to extracellular medium. The contact point of the extracellular
medium and the SGN membrane could represent the high conductive mem-
brane patch such as a gap junction as reported in [185]. The gap junctions are
believed to regulate the ion exchange in the neural cells and thereby lower the
sensory thresholds [192, 193]. Hence, the formation of a ﬁeld ’hot spot’ near a
gap junction could increase the probability of cell excitation by inducing the
maximal transmembrane potential on the SGN (please refer Figure 5.12 (B),
(F)). In this case, a ’favorable’ orientation of SGN to the applied electric ﬁeld
would play a vital role in determining the fate of the cell excitation. This
can be seen from Figure 5.12 (D) where the ’unfavorable’ orientation of C5
hindered the possibility of inducing the maximal transmembrane potential at
the interface of a gap junction and a ’hot spot’. Above results could provide
some new insights into the knowledge of signal initiation sites on the auditory
nerve during CI stimulation.
5.5.4 Anisotropic conductivity of group2 tissues
The simulation results show the sensitivity of the model towards the accuracy
of the input conductivity values for various tissues. In Scenario2, the assumed
variation in the SGC conductivity did not drastically affect the electric ﬁeld dis-
tribution around the cell but signiﬁcantly altered the induced transmembrane
potential. This implies that the response of an SGN to the applied electric
ﬁeld largely depends on the conductivity matrix around it. In this context,
when the SGNs are surrounded by a large mass of group2 tissues, the effect
of anisotropic conductivity plays a crucial role in determining the excitation
proﬁle of an SGN. However, group2 tissues in the present case mainly consist
of myelinated central axons which are composed of myelin sheaths and nodes
of Ranvier, Schwan cells, and type2 SGNs. Each stated tissue has different
anisotropic conductivity ratios, for example, the longitudinal conductivity
of a node of Ranvier is ten times higher than its transversal conductivity
whereas the myelin sheath has different conductivity ratio. On the one hand,
the constituents of group2 tissues are not modeled as geometric subdomains;
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so the anisotropic conductivity of each tissue cannot be modeled. On the other
hand, any speciﬁc data such as diffusion tensor imaging data (DTI) in the case
of brain tissues which has been serving as a basis for modeling anisotropic
conductivity of the tissues [194, 195, 196] are not available for the present
study. For these reasons, modeling the accurate anisotropic conductivity of
group2 tissues is untenable. However, as a worst case Scenario, a hypothetical
conductivity ratio of group2 tissues can be assumed to investigate the qualita-
tive effect of anisotropic conductivity of the tissues on the stimulation proﬁle
of the SGNs.
In the present study the isotropic conductivity (σiso) of group2 tissues is taken
as 3.45×10−6 S/m. Since the model is in 2D and the conductivity tensor data of
the tissues are not available, a hypothetical diagonal anisotropic conductivity
is implemented in the model as deﬁned below
σhk
σiso
=
{
{0.1, 1, 10}, if h = k
0, otherwise
(5.3)
where the indexes h and k indicate x- and y- components of the coordinate
axis, respectively. From equation (5.3), σxx, and σyy stand for the conductivity
of the tissues in x-direction, and y-direction respectively in a global Cartesian
coordinate system. Further, as a consequence of equation (5.3), two simulation
cases would arise viz. σxx
σyy
= 1 and σxx
σyy
= 1. Here σxx
σyy
= 1 does not represent the
anisotropic conductivity of the group2 tissues per se. Nevertheless, the effect
of conductivity variation of group2 tissues on the induced transmembrane
potential of SGNs has been studied as the ﬁrst case. Figure 5.15 (A) shows
the transmembrane potential induced on C4 and C6 for one tenth, equal,
and ten times of σiso value taken for group2 tissues. It should be noted
that the change in the maximal induced transmembrane potential due to the
isotropic conductivity variance of group2 tissues is not identical for C4 and
C6. Notably, when the conductivity is taken ten times of σiso, the maximal
induced transmembrane potential increased from 0.45 mV to 0.5 mV for C4
and 1 mV to 3.25 mV for C6. This can be due to the different degree of tissue
heterogeneity around the SGNs.
Considering σxx
σiso
= {0.1, 1, 10}with σyy = σiso, and considering σyyσiso = {0.1, 1, 10}
with σxx = σiso, the variation in the transmembrane potential of C4 and C6 is
studied. The simulation results for above-mentioned two different modeling
cases of anisotropic conductivity is shown in Figure 5.15 (B) and (C).
These results once again highlight the decisive role of dielectric properties of
biological tissues in the in silico modeling. It should be noted that the variation
of electric conductivity of the tissues in x-direction did not yield the same
results when the same variation of the electric conductivity is assumed in
y-direction. For example, from Figure 5.15 (B) when σxx = 10(σiso) and σyy =
σiso, the maximal induced transmembrane potential of C4 and C6 is 0.6 mV
and 3 mV, respectively. However, from Figure 5.15 (C) when σyy = 10(σiso)
and σxx = σiso, the maximal transmembrane potential induced on C4 and
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FIGURE 5.15: (A) Induced transmembrane potential (Vm) as a function of incremental
isotropic conductivity of group2 tissues. (B) and (C) Vm as the function of incremental
anisotropic conductivity assumed for σxx and σyy of group2 tissues, respectively, on
C4 and C6.
C6 is 0.45 mV and 1.6 mV, respectively. In addition, the depolarized area of
cell membrane is also altered in both cases. Apart from tissue heterogeneity,
the orientation of tissues could also inﬂuence the simulation results [197, 198,
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FIGURE 5.16: (A) Global Cartesian coordinates and local curvilinear coordinates
in the RC. (B) and (C) Transmembrane potential induced on C4 and C6 when an
incremental change is assumed for σxx and σyy respectively in both coordinates
systems.
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146].
Since the anisotropic conductivity is a tensor quantity, the heterogeneous
spatial distribution of neural structures may not comply with the global
coordinate system. To address this problem, COMSOL offers an option for
modeling a local coordinate system namely, a curvilinear coordinate system.
The knowledge base and the relevant documentation of the COMSOL software
state that a computationally inexpensive method for the implementation of the
curvilinear coordinate system is solving the Laplace equation in the domain.
The gradient of the scalar quantity that follows the curvature of the area of
interest serves as the basis for the curvilinear coordinate system. For further
details and examples please refer [199, 200].
Figure 5.16 (A) shows the coordinate mapping of both Cartesian global coordi-
nate system and curvilinear coordinate system in the area of interest. Though
the group2 tissues have no speciﬁc topology and orientation, unlike the global
coordinates the curvilinear coordinates have concurred the distribution of the
tissues to some extent. Figure 5.16 (B) and (C) show a comparative depiction
of the qualitative and quantitative difference in the induced transmembrane
potential on C4 and C6 in both coordinates systems. For example, the incre-
mental change in the conductivity in two cases viz. σxx and σyy has induced an
incremental transmembrane potential on C4 in the global coordinate system.
However, for the same change in conductivity, the induced transmembrane
potential is decremental in the ﬁrst case and incremental in the second case
in the curvilinear coordinate system. Also, the response of C6 in the cases
mentioned above is dissimilar compared to the response of C4. The difference
between the results obtained by global and local coordinate systems can be
due to the orientation of the tissues. The stochastic response of SGNs has
been attributed to the intrinsic heterogeneity of SGNs such as the asymmetric
distribution of voltage speciﬁc ion channels [185, 201, 190, 191]. Nevertheless,
the present study suggests that the anisotropic conductivity and the spatial
heterogeneity of group2 tissues could also profoundly affect the cell response
to the applied electric ﬁeld.
5.5.5 Tissue depletion in Rosenthal’s canal
The pathology of the cochlea that incites the tissue depletion could cause a
change in the density of the tissues which would alter the degree of tissue
heterogeneity around the SGNs in the RC. Since the dynamic excitation of
the SGNs in the presence of heterogeneous tissues would be considered,
any change in the tissue density in the RC would implicate a change in the
excitation proﬁle of the SGNs.
Six samples of incremental depletion of group2 tissues have been considered to
study the effect of tissue depletion on the induced transmembrane potential of
the SGNs. Figure 5.17 (A) shows the tissue depletion in the RC for six samples
(numbered 1 to 6). The asymmetric depletion of group2 tissues has been
considered in the modeling which indicates the death of the neighboring SGNs
to the modeled nineteen cells in the RC. Figure 5.17 (B) shows the response of
80
5.5. Results
FIGURE 5.17: (A) Six samples of the RC depicting the gradual depletion of
group2 tissues. Gr.2–group2 tissues, Gr.1–group1 tissues, Int.–Intracellular medium,
Ext.–Extracellular medium. (B) Maximal induced transmembrane potential on the
indicated SGNs (inside the circles on the curves) as a function of tissue depletion.
all indicated SGNs for each sample. The maximal transmembrane potential of
SGNs varied stochastically with the depletion of the tissues. This indicates
that the functionality of the CI would be altered when the density of a tissue
varies. Eventually the change in the density of the tissues, especially group2
tissues is inevitable due to the progressive deterioration of the cells [202, 203,
204]. Experimental studies suggest that electric stimulation of the auditory
nerve also causes tissue growth as well as tissue depletion in the RC [205].
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The performance of the CI would change with the time due to the formation
of an unwanted tissue layer around the stimulating electrode that alters the
impedance of the electrode [206, 207, 208]. Nevertheless, present results
suggest that the performance ﬂuctuations of CI could be the result of the
gradual change in the tissue density. For example, considering the tissue
density in the sample1 is 100%, for 1 mV of threshold potential, only 4 out of
19 SGNs that is 20% of SGNs would be active. In sample2 where the tissue
density is 80%, only 3 out of 19 SGN would be active (18%). However, in
sample3 where the tissue density is around 60%, 7 out of 19 SGNs would
active. In samples 4, 5, and 6 where the tissue density is 50%, 40%, and 35%
respectively, the number of active SGNs would be 7, 6, and 8 for respective
samples. If these results are translated to the whole cochlea, the degeneration
and the heterogeneity of the tissues could also be considered as the inﬂuential
factors for the apparent inconsistency in the performance of the CI.
5.6 Discussion
The comparative study of Scenario1 and Scenario3 had shown the shortcom-
ings of state-of-the-art in silico models in which a homogeneous extracellular
medium was assumed in the RC. Unlike Scenario1 where the response of the
SGNs to an applied electric ﬁeld depends primarily on the SGN morphology
and SGN–electrode distance whereas in Scenario3 the stimulation proﬁle of
the SGNs varies with the degree of tissue heterogeneity, tissue density and the
electric properties of tissues around the SGN. Nevertheless, cell orientation
plays a pivotal role in both Scenarios. In the scope of the present study, it can
be concluded that the presence of various tissues in the RC is not negligible,
indeed, should not be neglected if an in silico model intends to replicate the
actual phenomenon of CI stimulation.
Variation in the electric conductivity values of the SGC layer around the SGN
which was studied under three hypothetical cases in Scenario2 also profoundly
affects the induced transmembrane potential of SGNs especially when the
SGC layer behaves like a low resistive layer. This prompts the importance
of implementing accurate dielectric properties of tissues in the model. Since
diverse biochemical and biophysical components exist across the human
samples, determining uniﬁed dielectric properties of various tissues with
universal applicability demands large data. Nevertheless, a few analytical
and numerical methods in the electric stimulation paradigm to quantify the
effect of uncertainties in the input parameters such as electric conductivity of
neural tissues are available in the literature [209, 195].
Interestingly, the interpolation of electric conductivity can be quantized by
assuming a low conductive layer similar to the electrical double layer at the
interfaces of various tissues in the RC. A rigorous theoretical framework for
such assumption is not available for the present case, but the concept of an
electric double layer at the interface of tissue membrane and the electrolyte in
the extracellular matrix has been discussed in the literature [210, 211, 212, 213].
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The electric conductivity distribution of heterogeneous tissues can be mod-
eled as a continues function of pixel intensities as shown in Figure 5.18 (A).
The steep dip at the tissue boundaries indicates an electric double layer with
the conductivity of minimum two orders of magnitude lower than the least
conductivity of the tissues at the interface. This approach is also useful to ap-
ply other boundary conditions whenever necessary on the tissue boundaries
without modeling the actual geometry of the tissues. The simulation results
obtained by implementing the electric conductivity of tissues as a continuous
function of the pixel data of the input image in comparison with the imple-
mentation of the conductivity values of the tissues based on equation (5.1) is
shown in Figure 5.18.
FIGURE 5.18: (A) Conductivity of the tissues expressed as a continuous function of
the pixel data of the input image. The steep dip at the interface of the extracellular
medium and the myeline tissues (EDL1), and at the interface of the myeline tissues
and the SGC layer (EDL2) indicates an assumed electric double layer. (B)–(D) Maxi-
mal transmembrane potential induced (Max.Vm) on the indicated SGNs (cell numbers
are marked inside the circles on the curves) in the presence of assumed electric double
layer in the continues function (FDL) and in Scenario3 (SC3). Notably, the variation
in maximal Vm of SGNs in both cases indicates that the induced Vm could be different
in other modeling scenarios which fall between FDL and SC3.
In the context of above assumption, an analytical expression to calculate the
potential distribution in an inhomogeneous medium was given by Plonsey
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and Heppner in [77]. The scalar potential (Φ) distribution in a piecewise
inhomogeneous medium was obtained by solving the Helmholtz equation
∇2Φ + k2Φ = ∇ · Js
jωεc
=
−ρ
σ + jωε
(5.4)
where
k2 = −jωμσ(1 + jωε/σ)
If each constituent sub-region is homogeneous with constant conductivity (σ)
and permittivity (ε), then the solution of equation (5.4) at ﬁeld point p that
satisﬁes the conditions for quasistatic approximation will be,
Φ(p) =
1
4π
ˆ
V ′
ρ′
σR
dV ′ − 1
4π
∑
i
ˆ
Si
En1 −En2
R
dSi, (5.5)
where Si is the surface component which separates region 1 and region 2. The
second term in equation (5.5) indicates the secondary equivalent sources at
the phase boundaries.
This implies that the assumption of a homogeneous medium in the RC would
not capture the essential bioelectric phenomena such as the formation of
secondary sources which would profoundly affect the stimulation proﬁle
of the SGNs. As a result, any in silico model describing the electric ﬁeld
distribution in the RC in the presence of a homogeneous medium would not
replicate or justify the stochastic and dynamic ﬁring behavior of the SGNs. For
example, such model could not predict the mismatch between the surviving
SGNs and the hearing quality in terms of word recognition reported in [214,
215, 216].
The spatial heterogeneity of the myelinated central axons could result in
an asymmetric distribution of the nodes of Ranvier in the basal end of the
cochlea. The length of the myeline sheath would be around 400 μm [65] for
the central axons, it can be speculated that very few nodes would come under
the inﬂuence of the stimulation. However, at the apical end, the RC tend to be
one turn shorter than the total cochlea, and a dense population of the nodes
could be expected. In this case, the presence of nodes would signiﬁcantly alter
the stimulation proﬁle of apical SGNs.
5.7 Summary
The assumption of a homogeneous medium in the RC is prevalent in the
existing in silico models of the cochlea. However, the RC contains various
heterogeneously distributed tissues around the SGNs. As a result, the electric
ﬁeld distribution in the RC would differ signiﬁcantly from that in the case
of a homogeneous medium in the RC. The irregular SGCs layer around the
SGNs profoundly affects the induced Vm of the SGNs. The gap junctions in the
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SGC layer also play a prominent role in the stimulation of SGNs. Along with
the SGCs layer, the mass of heterogeneously distributed myelinated central
axons and other tissues in the RC signiﬁcantly alter the stimulation proﬁle
of the SGNs. Further, any variation in the tissue density in the RC could
asymmetrically affect the induced Vm of the SGNs. Notably, the dielectric
properties of the tissues also play an essential role in the modeling. This study
suggests that in the presence of a heterogeneous medium in the RC, the cell
morphology and the SGN-electrode distance would not remarkably affect
the stimulation of the SGNs. Instead, the degree of heterogeneity around the
SGNs determines the stimulation probability of the SGNs.
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Persistent efforts of various in vivo, in vitro, and in silico studies have been
improving the functionality of the CIs. Especially, in silico models have been
efﬁciently harvesting the data from experimental studies and simulating the
complex bioelectric scenarios related to the electric stimulation of the auditory
nerve. The availability of overwhelming computational power and robust
numerical methods is facilitating the inclusion of intricate biophysical param-
eters in the modeling. For instance, an automatic patient-speciﬁc cochlear
modeling work ﬂow with numerous realistic features has been proposed and
tested for its clinical relevance in [217, 158, 218]. However, almost all cochlear
models have considered the macro anatomy of the cochlea embedded with
overly simpliﬁed auditory nerve ﬁbers [50]. As a consequence, the outcome
of various state-of-the-art in silico models of the cochlea are not different from
one another and could not satisfactorily match the in vivo observations [139].
Moderate simpliﬁcations and justiﬁed assumptions are prerequisites to model
a bioelectric phenomenon. However, it is apparent from the existing in silico
models of the cochlea that a few assumptions and simpliﬁcations have been
adapted without justiﬁcation and proper explanation. The validity of three
such model assumptions and simpliﬁcations has been studied in this thesis.
Firstly, the random spatial arrangement of SGNs and neuronal clusters in the
RC which are evident from morphological studies of the temporal bone have
not been considered in the existing in silico models. Instead, many state-of-
the-art in silico models have used linearly aligned nerve ﬁbers based on the
compartment model [65] or the generalized Schwarz–Eikhof–Frijns (gSEF)
model [60, 219]. In such auditory nerve ﬁber models, the AF has attained the
maximal value on the AIS. Hence, it has been concluded that the probability
of signal initiation is higher at the AIS of the spiral ganglion neuronal body.
However, the AF is prone to the disproportionate geometric irregularities [220,
221] which are intrinsic in the compartmental nerve ﬁber model or gSEF
model. Nevertheless, a few models [63, 222] implemented realistic nerve
ﬁber trajectories in the RC and expressed the spatial selectivity of electric
stimulation in terms of excitation density of the nerve ﬁbers. Since the AF
does not account for the presence of nerve ﬁbers in the electric ﬁeld, a few
theoretical studies [92, 87] suggested the sub-threshold membrane potential
approach to predict the neural excitation.
Chapter 6. Conclusion
In this context, a two-dimensional ﬁnite element model containing the stimu-
lating electrodes in the scala tympani and SGNs in the RC has been considered
for the simulation. In case of a symmetrical arrangement of the SGNs in the
RC ﬁlled with a homogeneous extracellular medium, both the AF and the
sub-threshold potential approach have predicted similar signal initiation sites
viz. peripheral axonal initial segments. However, in the presence of randomly
oriented SGNs in the RC, the AF predicted the probability of signal initiation
on the AIS irrespective of the SGNs orientation. On the contrary, the maximal
sub-threshold transmembrane potential was induced on different sites of the
SGNs depending on the cell orientation with respect to the applied electric
ﬁeld. If a high concentration of voltage-dependent sodium and potassium ion
channels on the AIS [94, 223] of a myelinated soma is considered, the signal
initiation would always take place on the AIS which is consistent with the
predictions of the AF. However, for randomly oriented SGNs in the human
cochlea, above argument does not hold true. Since the concentration of the
voltage-dependent sodium and potassium ion channels on the unmyelinated
soma and AIS was found to be similar [95], the signal initiation would take
place where the maximal transmembrane potential crosses the cell-speciﬁc
threshold potential. This implies the signal initiation sites could vary with the
orientation of the SGNs. In this case, even if the signal is initiated at the AIS,
the hyperpolarized and depolarized regions on the cell soma would block the
signal propagation [122]. Hence, the present study suggests that the signal
initiation and propagation would also depend on the SGNs orientation along
with various other physiological factors.
An increased number of cell clusters has been observed in the older peo-
ple [131]. The utility of the SGNs clusters in the RC has not been understood
well. It is also not known how the cell clusters respond against the electric
ﬁeld induced by the CI. In the present study, signal generation and propaga-
tion in the cell clusters is modeled using the FitzHugh-Nagumo nerve pulse
equations. The simulation results suggest that a cell cluster in the RC behaves
like a single giant cell in response to the applied electric ﬁeld. Since the SGN
cell soma is unmyelinated in humans, a delay in the signal propagation would
take place [65]. This expected delay would cause a persistent noise when the
signal propagates through a cell cluster. The present study suggest that the
cell clusters are easily prone to the electric stimulation due to the effective cell
size of the cluster. Hence, the persistence noise or tinnitus would be affected
in the cochlear implant recipients [132, 224].
Secondly, the modiolus that separates the scala tympani and the RC is a
highly porous and multi-layered bony wall. However, existing in silico studies
assumed the modiolus as a non-porous bone. Further, the electric conductivity
of the modiolus was considered to be equal to that of the temporal bone which
has very low conductivity [135]. As a result, the existing in silico models
have predicted the spreading of most of the applied current in the scala
tympani. Hence, with this assumption, the simulation models would have
underestimated the stimulation probability of the SGNs. In this context, in the
present study, a three-dimensional parametric model of the cochlea has been
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considered to model the modiolus porosity. Two innovative methods have
been proposed to address the typical modeling issues while implementing
the bone porosity in an in silico model.
In the ﬁrst method, the modiolus porosity was modeled through the linear
extrusion of the pixel data of the modiolus obtained by a SEM image. Through
a set of constraints, respective electric conductivities of the bone and the
pores which are ﬁlled with perilymph was mapped on the modiolus domain.
The simulation results suggest that the induced transmembrane potential
of the SGNs with the porous modiolus is around 300% higher than that
with the non-porous modiolus. The obvious reason for this discrepancy
would be the resultant effective conductivity of the porous modiolus which
is ﬁfteen times higher than the assumed conductivity of the non-porous
bone. A systematic study to estimate the impact of gradual increment of
the modiolus porosity revealed that within the physiological range of the
porosity (between 20% and 60%), the stimulation proﬁle of the SGNs would
change asymmetrically. This suggests that the functionality of a CI of a very
young child would change with the aging. Further, the implementation of
the effective conductivity obtained by the volume fraction of the pores would
overestimate the stimulation probability of the SGNs. Further, the effective
conductivity approach would not address the effect of local porosity on the
stimulation proﬁle of the SGNs.
In the second method, a set of reaction-diffusion equations is proposed to
model the modiolus of desired global porosity with different local pore distri-
bution. This method is useful for modeling a patient-speciﬁc cochlea. The pro-
posed equation based method is applicable on any computer aided cochlear
model. The simulation results of this method suggest that the local porosity
would also affect the stimulation of the SGNs. This also suggests that any
change in the local porosity induced by cochlear pathology or physical damage
caused by the CI electrode would affect the hearing performance. Therefore,
a substantial difference in the performance of CI recipients in terms of pitch
perception, comfortable stimulation levels, and implant performance [225] can
be arguably linked to the indeterministic variation in the modiolus porosity
of individuals. The present study stresses the importance of a prospective
study to ﬁnd out the relation between the stimulation levels and the modiolus
porosity. Further, present simulation results would support the feasibility of
endosteal cochlear electrodes for the auditory nerve stimulation.
To this end, the assumption of plane symmetry in the 2D model geometry
and the implementation of isotropic material properties in simulations is not
robust enough to replicate the realistic scenario. Nevertheless, this assumption
has provided a qualitative estimation of the electric ﬁeld distribution similar to
that in the state-of-the-art in silicomodels which have assumed a homogeneous
extracellular medium in the RC.
Throughout the stated cases in the present study, isotropic electric conductivity
was considered for all tissues. Admittedly, the anisotropic conductivity of
neuronal tissues does alter the electric ﬁeld distribution. Moreover, the CIs
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operate on low-frequency stimulation in which the anisotropic conductivity
may play a prominent role. Hence, the implementation of isotropic electric
conductivity is erroneous to model a realistic biological scenario. However, the
capacitive effects of biological tissues would be of negligible magnitude [226,
227] in a low-frequency stimulation.
Further, the electric double layer at the interface of the electrode and the
tympanic ﬂuid as well as at the interface of neural components and the
extracellular medium which could cause a charge imbalance in the system [77]
was not modeled. Moreover, the endocochlear potentials in the tympanic
chambers [228] are not considered in the study.
The most serious limitation in the above study is the implementation of the
homogeneous extracellular medium in the RC. Since the RC is situated very
near to the electrodes, the SGNs respond like biological cell suspensions in a
homogeneous medium exposed to a uniform electric ﬁeld . In this case, the
cell morphology prominently affects the induced transmembrane potential
there by the signal initiation. Hence, all contextual state-of-the-art in silico
models have focused on how the SGN shape, size, and vicinity to the stim-
ulating electrode affect the electric stimulation of the auditory nerve. In the
same context, the present study has shown that the cell orientation and cell
clustering also affect the induced transmembrane potential of SGNs. Further,
the assumption of a homogeneous medium in the RC was utilized to single
out the effect of modiolus porosity on the stimulation proﬁle of the SGNs.
Thirdly, the extracellular medium in the RC contains not only SGNs but also
a variety of other cells and tissues. Of those, the SGCs form a loose encap-
sulation layer around each SGN. Also, all other tissues such as myelinated
central axons could affect the electric ﬁeld distribution. However, all existing
in silico models have assumed a homogeneous extracellular medium in the
RC. Understandably, modeling the heterogeneous tissues in the RC is both
cumbersome and implausible in terms of modeling capabilities and com-
putational expenses. However, this would not justify the exclusion of the
signiﬁcant tissue mass from the modeling. To address the modeling issues, an
immunohistochemical image of the Rosenthal’s canal in which most of the
tissues are stained with respective neural markers has been considered. The
electric conductivity was mapped in the RC according to the pixel data of each
delineated tissue. The realistic geometry of SGNs was restored with image
segmentation. This method allowed the implementation of required tissues in
the RC with unprecedented detail in a 2D ﬁnite element model. The simula-
tion results suggest that the irregular encapsulation layer of the SGCs around
each SGN act as a proxy membrane which could determine the excitation of
that SGN. This implies any inﬂammation or injury to the SGC layer would
severely affect the excitation of the SGNs. Further, the presence of all other
myelinated tissues around the SGNs also profoundly affected the electric ﬁeld
distribution in the RC. The simulation results considering all tissues in the
RC signiﬁcantly contradicted the simulation results obtained by assuming a
homogeneous medium in the RC. Importantly, the impact of SGN-electrode
distance and SGN morphology on the induced transmembrane potential was
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trivial compared to the effect of tissue heterogeneity. This implies that the
electrode placement in the scala tympani more towards the modiolus through
modiolus-hugging electrodes may not improve the auditory nerve stimula-
tion. This also suggests that the successful stimulation of the SGNs depends
on the degree of heterogeneity and the favorable orientation of SGNs but not
on the total number of SGNs present in the RC.
In the modeling perspective, electric conductivity values assigned for the SGC
layer also showed a signiﬁcant effect on the induced transmembrane potential
of the SGNs. Additionally, the implementation of anisotropic conductivity
of the myelinated tissues has altered the electric ﬁeld distribution in the
RC. The simulation results show that the implementation of the anisotropic
conductivity is sensitive towards the chosen coordinate system.
The present modeling study can be improved prospectively in a number of
ways. The SGC layer around the SGNs was assumed as a passive layer with
constant electric conductivity. However, the SGCs show a rich ion pumping
activity in coordination with the soma [229]. Also, the SGCs contain various
ion channels including sodium and potassium ion channels [230, 231]. The
dynamic activity of the ion channels would not produce action potentials
in the SGCs [232] but result in higher resting potentials than the cell soma.
Hence, the active SGNs coupled with the dynamic ion channel of the SGCs in
the Hodgkin-Huxley modeling framework would be the most comprehensive
auditory nerve model. With such models, a more in-depth understanding can
be achieved about the nerve-electrode interactions.
In the present study, heterogeneous tissues are modeled in a simpliﬁed two-
dimensional cochlear model. However, the model can be extended to a three-
dimensional model with a stock of immunohistochemical images of the RC
using the proposed image-based method. Further, the implementation of the
modiolus porosity in such three-dimensional model of the cochlea embedded
with above mentioned comprehensive auditory nerve model would address
some of the most challenging problems of the auditory nerve stimulation.
Since the inclusion of microstructures such as modiolus porosity and tissue
heterogeneity in the cochlear model would yield contravening simulation re-
sults, all investigations performed through the existing state-of-the-art in silico
modeling studies could be re-investigated. For example, with the inclusion of
suggested microstructures, the induced transmembrane potential of SGNs can
be investigated by monopolar and tripolar stimulation strategies. Especially,
further simulations with monophasic and biphasic stimulating pulses could
yield some more interesting results. An immediate logical extension of the
present study would be investigating the quantitative effects of tissue het-
erogeneity and the modiolus porosity on the sub-threshold transmembrane
potential of the SGNs. A possible way for such a study would be quantify-
ing the pertaining uncertainties in the tissue density and spatial distribution,
modiolus porosity and the dielectric properties of the tissues.
Prospectively, present study could serve as an initial modeling framework for
ongoing research related to gene therapy to repair the cochlear pathology and
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drug-induced re-sprouting of auditory ﬁbers to cure profound deafness. Since
the tissue density in the RC has a profound effect on the stimulation proﬁle of
the SGNs, the combination of cochlear implants and stem cell transplantation
would serve as an advanced clinical intervention to cure profound deafness.
As rightly pointed out in [233], CI research has been facing the challenge
of ﬁnding the underlying factors for unusual variability in CI performance
across children and adults. It is also apparent that a reliable method that
can be clinically used as a preimplant predictor for CI functionality is not
yet available. The anticipation towards ﬁnding as many inﬂuencing factors
as possible would be the only way to overcome such challenges. To this
end, present in silico study explored three major factors which potentially
contribute some valuable insights to hearing research.
“The truth will always fall on deaf
ears!”
Anthony T.Hincks
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