Abstract. In this paper we introduce a novel, simpler form of the polytope of inner Bayesian approximations of a belief function, or "consistent probabilities". We prove that the set of vertices of this polytope is generated by all possible permutations of elements of the domain, mirroring a similar behavior of outer consonant approximations.
Introduction
Uncertainty description is a composite field in which different but related approaches compete to gain a wider audience in engineering [1] and business [2] applications. Belief [3] , probability, and possibility [4] measures can all be used to represent uncertainty, even though some of them may be more fit to specific domains of applications. Their relation is then a popular object of study. More specifically, it is interesting in several situations to pose the problem of transforming one uncertainty measure into a measure of a different class. In the case of belief functions, this issue goes under the name of "Bayesian" or "consonant" approximation problem, according to whether we seek to approximate a belief measure with a probability or a possibility. In particular we may request the approximating probabilities to be more informative of the original belief function. The "least commitment principle" [5] postulates indeed that, given a set of measures compatible with a number of constraints, the most appropriate one is the "least informative". However, there are many ways of measuring the information content of a belief function [6] [7] [8] . If 
According to Equation (1) this "credal set" of probability distributions is in fact the set of probabilities which admit the original b.f. b as a lower bound. A powerful semantics to belief functions comes from the remark that such probabilities can be obtained by redistributing the basic belief or "mass" of each event A ⊆ Θ to the elements it contains. Belief functions can indeed be seen as constraints acting on the probability simplex, on which they define the credal set (1).
Geometrically, inner Bayesian approximations or consistent probabilities are known to form a polytope (the convex closure of a finite number of points) in the space of probability measures, whose center of mass coincides with the pignistic transformation [9, 10] . The credal semantics of belief functions is central in the "Transferable Belief Model" [11] [12] [13] [14] . There belief is represented at credal level, while decision are made by recurring to the pignistic transformation. In robust Bayesian statistics, more in general, a large literature exists on the study of convex sets of probability distributions [15] [16] [17] .
The goal of this paper is to prove a new result on the geometry of consistent probabilities, which greatly simplifies its classical expression. We prove that the set of actual vertices of the polytope P[b] is indeed quite small, and determined by all possible permutations of elements of the domain:
where
is a probability determined by a permutation ρ = {x ρ (1) , ..., x ρ(n) } of the singletons of Θ. This generates a beautiful symmetry with the (dual) case of outer consonant approximations [18, 19] , i.e. the consonant b.f.s dominated by
here CO denotes the collection of all consonant b.f.s, i.e. belief functions whose focal elements are nested [3] ). As for each maximal chain of focal elements a vertex of the polytope of outer consonant approximations is also determined by a permutation of singletons, there exists a 1-1 correspondence between actual vertices of P [b] and O [b] .
Paper outline. We recall in Section 2 the interpretation of belief functions as lower bounds to a convex set of probability distributions, called "consistent probabilities". In Section 3, the core of the paper, we prove that the actual vertices of the polytope of all consistent probabilities are each associated with a permutation of the elements of the domain, and discuss their uniqueness. These vertices are in 1-1 correspondence with the vertices of the region of outer consonant approximations induced by singleton permutations (Section 4).
Probabilities consistent with a belief function
Belief [3] , probability, and possibility [4] theory are different but related descriptions of uncertainty, as (at least in the finite setting) both probabilities and possibilities are special cases of belief functions. If we suppose that the ideal knowledge state is represented by a "true", but unknown probability measure (which we cannot estimate precisely because of imprecise measurements, missing data, etcetera) belief measures have in turn a natural interpretation as lower/upper bounds to this unknown true probability. Each belief function is then naturally associated with the set of probabilities which actually meet these constraints.
Belief measures. Belief functions are mathematical representations of the bodies of evidence we possess on a given decision or estimation problem Q. We assume that the possible answers to Q form a finite set Θ = {x 1 , ..., x n } called "frame of discernment". A basic probability assignment (b.p.a.) [3] over Θ is a 
In the theory of evidence a probability is just a special belief function assigning non-zero masses to singletons only (Bayesian b.f.):
Consistent probabilities or inner Bayesian approximations. Even though originally defined as set functions of the form (2) on the power set of a finite universe [3] , belief functions have a natural interpretation as constraints on the "true", unknown probability distribution describing a state of belief. Given a certain amount of evidence we are allowed to describe our belief on the outcome of Q in several possible ways: the classical option is to assume a probability distribution on Θ. However, as we may need to incorporate imprecise measurements and people's opinions in our knowledge state, or cope with missing or scarce information, a more sensible approach is to assume that we have no access to the "correct" probability distribution but that the available evidence provides us with some sort of constraint on this true distribution. Belief functions are mathematical descriptions of such a constraint.
According to this interpretation a f.e. A of mass m b (A) can be seen as the indication of the existence of a mass m b (A) "floating" inside A. The mass assigned to each event A ⊆ Θ can float freely among its elements x ∈ A. A probability distribution compatible with b emerges by redistributing the mass of each focal element to its singletons. This set of Bayesian b.f.s is said "consistent" with b.
Example. To illustrate the notion of probability consistent with a belief function let us consider a little toy example, namely a b.f. b on a frame of cardinality three Θ = {x, y, z} with focal elements (Figure 1 
One way of obtaining a probability consistent with b is, for instance, to equally share the mass of {x, y} among its elements x and y, while attributing the entire mass of {y, z} to y (Figure 1-b) . Or, we can assign all the mass of the focal .
the distributions whose values dominate that of b on all events A.
A b.f. can then be interpreted as a "lower bound" to the set of probabilities it determines. For instance, the distribution of Figure 1 -b) meets all the lower and upper bounds determined by the belief function (4). Indeed:
Consistent belief functions as inner Bayesian approximations. Finally, consistent probabilities can be seen as the set of all the probabilities more committed than the original b.f. b. The "least commitment principle" [5] postulates that, given a set of b.p.a.s compatible with a number of constraints, the most appropriate mass functions is the "least informative". As pointed out by Denoeux [6] , in some sense it plays a role similar to that of maximum entropy in probability theory. There are many ways of measuring the information content of a belief function. This is done in practice by defining a partial order in the space of belief functions [7, 8, 20] . If we adopt the order relation called weak inclusion 
Vertices of consistent probabilities and permutations
The region of all consistent probabilities or inner Bayesian approximations of any given belief function b is a polytope, i.e. the convex closure of a finite number of probabilities in the probability simplex. Given an arbitrary belief function b with focal elements E 1 , ..., E m , we can define for each choice of m representatives {x 1 , ..., x m }, x i ∈ E i ∀i, the (extremal ) probability measure
i.e. the Bayesian b.f. we obtain by assigning the mass of each focal element E i to one of its elements x i ∈ E i . Recall what said above about the interpretation of focal elements as mass "floating" around in a subset of Θ. For instance, consider again the belief function (4) of Figure 1 -a. If we take as representative x 1 of E 1 = {x, y} the element y and as representative x 2 of E 2 = {y, z} the element z, we obtain the extremal probability
of Figure 1 -c. Note that instead the probability of Figure 1 -b, even though is consistent with b, cannot be obtained this way.
It is well known that P[b] is indeed the polytope formed by the convex closure of those extremal probabilities [21] :
That, though, does not imply that all the points (6) 
Each probability function (8) attributes to each singletons x = x ρ(i) the mass of all focal elements of b which contains it, but does not contain the elements which precede x in the ordered list {x ρ(1) , ..., x ρ(n) } generated by the permutation ρ.
In the binary case Θ = {x, y}, for instance, it is clear that there exist only two possible permutations of singletons: ρ 1 : {x, y}, ρ 2 : {y, x}. They correspond to the following probabilities (Figure 3 ):
Proof. We need to prove that: 1. each probability p ∈ P s.t. p(A) ≥ b(A) for all A ⊆ Θ can be put as a convex combination of the points (8) 
Point 2 is easily proven after we notice that each probability (8) 
is consistent whatever the permutation ρ. Therefore
Concerning point 1, we recalled in Section 2 that b (A) ≤ b(A) iff m b is the result of a redistribution of the mass m b (A) of each f.e. of b to its subsets. In the case of inner Bayesian approximations the mass of each event has to be redistributed among its elements x ∈ A:
Therefore, for all p such that
To prove (1) we then need to write (10) as a convex combination of the
where i is the position of the element x according to the permutation ρ. For all A ⊇ {x} there exists a permutation ρ such that the elements before x in {x ρ (1) , ..., x ρ(n) } fall outside A. Hence the above quantity reads as
, where again x = x ρ(i) . In summary we need to show that the system of equations
has at least one solution {α ρ } such that ρ α ρ = 1, α ρ ≥ 0 ∀ρ. Parenthesis: proof in the ternary case. It is useful to first illustrate the existence of a convex solution to (11) (11) which clearly admits as solution
which represents a valid convex combination of the p ρ [b] . Of course there are many ways of obtaining a reduced system, and therefore many acceptable convex solutions to (11) .
General solution. As like in the ternary case the normalization constraint is in fact trivially satisfied as from (11) it follows that when A = {x},
i.e. ρ α ρ = 1. Let us denote by x |A| any element representative of A. Due to the normalization constraint the system of equations (11) reduces to
Again ∀A s.t. |A| = 1 we get simply the normalization constraint.
To understand the structure of (12) consider some arbitrary ordering of the elements of Θ, x 1 , ..., x n . If we take as representative of any event A its last element according to this ordering, we can write (12) as
each block associated with x k , k = 1, ..., n − 1. The number of equations in each block k for a frame Θ of size |Θ| = n is |{A ⊆ Θ :
. Now, all the equations of each block k involve (amongst others) the α ρ related to permutations ρ which put x k in the first position: x k = x ρ (1) , as it obviously has no predecessors so that there is no j < i in the subscript of the sum in (12) or (13) . The number of such permutations is clearly (n − 1)! (the number of possible orderings of the n − 1 successors of x k ).
But for n > 4 we have that (n − 1)! ≥ 2 n−1 − 2 i−1 : Each block has less equations than the number of permutations associated with variables α ρ which appear in all the equations of the block. Therefore we can assign the first term of each equation of the block to one of those variables: α Variables associated with the remaining permutations can be set to zero. This yields a convex solution to (12) , and therefore to the original system (11) . If n = 3 we have seen that a solution also exists. For n = 2 the solution is trivial. If n = 4 the condition (n − 1)! ≥ 2 n−1 − 2 i−1 still holds for all blocks but the first one, for which the number of equations is 2 n−1 − 2 i−1 = 7 while the number of variables in common is (n − 1)! = 6. But it suffices to use the normalization constraint to replace the equation for Θ in the block x 1 (which is in excess) with an equation for Θ in the block x 3 and obtain an equivalent system of equations which meets the desired property.
Uniqueness. We may wonder whether all the extremal points (8) (8), (14) 
Bayesian and consonant approximations: a symmetry
Besides including finite probabilities are a special case, belief measures also generalize finite possibility [22] measures, i.e. functions P os : 2 Θ → [0, 1] on Θ such that P os( i A i ) = sup i P os(A i ) for any family of sets {A i , i ∈ I} (where I is an arbitrary set index). More precisely, a b.f. is consonant (co.b.f.) when its focal elements {E i , i = 1, ..., m} are nested:
As a matter of fact it can be proven that [4, 23] the plausibility function pl b associated with a belief function b on a domain Θ is a possibility measure iff b is consonant. As possibility measures form a subclass of belief functions we can pose the problem of approximate a belief function with a possibility (or equivalently with a consonant b.f.) in perfect analogy to the case of Bayesian approximation. In particular, "outer consonant approximations" form a dual couple with inner Bayesian approximations or consistent probabilities. Outer consonant approximations generated by permutations. In particular, with the purpose of finding outer approximations which are minimal with respect to the weak inclusion relation (5), Dubois and Prade [18] have introduced a family of outer consonant approximations obtained by considering all permutations ρ of the elements {x 1 , ..., x n } of the frame of discernment Θ: {x ρ (1) , ..., x ρ(n) }. A family of nested sets can be then built
so that a new consonant belief function co ρ can be defined with b.p.a. 
By Equation (16) 
Conclusions
Belief functions possess a strong credal semantics in terms of convex sets of probability distributions or consistent probabilities, for whose values on all events belief values provide lower bounds. These probabilities can also be seen as more committed or "inner" Bayesian approximations of the original b.f. In this paper we proved a more compact form of the polytope of consistent probabilities, as the latter has n! (candidate) vertices each corresponding to a different permutation of the elements of the domain. This unveils an interesting link with the vertices of the polytopes of outer consonant approximations also generated by permutations of singletons both in terms of their analytical expression and their convex geometry.
