We present two deterministic dynamic algorithms for the maximum matching problem. (1) An algorithm that maintains a (2 + )-approximate maximum matching in general graphs with O(poly(log n, 1/ )) update time. (2) An algorithm that maintains an αK approximation of the value of the maximum matching with O(n 2/K ) update time in bipartite graphs, for every sufficiently large constant positive integer K. Here, 1 ≤ αK < 2 is a constant determined by the value of K. Result (1) is the first deterministic algorithm that can maintain an o(log n)-approximate maximum matching with polylogarithmic update time, improving the seminal result of Onak et al. [STOC 2010]. Its approximation guarantee almost matches the guarantee of the best randomized polylogarithmic update time algorithm [Baswana et al. FOCS 2011]. Result (2) achieves a better-than-two approximation with arbitrarily small polynomial update time on bipartite graphs. Previously the best update time for this problem was O(m 1/4 ) [Bernstein et al. ICALP 2015], where m is the current number of edges in the graph.
INTRODUCTION
In this paper, we consider the dynamic maximum cardinality matching problem. In this problem an algorithm has to quickly maintain an (integral) maximum-cardinality matching or its approximation, when the n-node input graph is undergoing edge insertions and deletions. We consider two versions of this problem: In the matching version, the algorithm has to output the change in the (approximate) matching, if any, after each edge insertion and deletion. In the value version, the algorithm only has to output the value of the matching. (Note that an algorithm for the matching version can be used to solve the value version within the same time.) When stating the running time below, we give the time per update 1 . If not stated otherwise, these results hold for both versions.
The state of the art for maintaining an exact solution for the value version of this problem is a randomized O(n 1.495 )-time algorithm [16] . This is complemented by various hardness results which rules out polylogarithmic update time [1, 8, 11] . As it is desirable for dynamic algorithms to have polylogarithmic update time, the recent work has focused on achieving this goal by allowing approximate solutions. The first paper that achieved this is by Onak and Rubinfeld [13] , which gave a randomized O(1)-approximation O(log 2 n)-time algorithm and a deterministic O(log n) approximation O(log 2 n)-time algorithm. As stated in the two open problems in [13] , this seminal paper opened up the doors for two research directions:
1. Designing a (possibly randomized) polylogarithmic time algorithm with smallest approximation ratio.
2. Designing a deterministic polylogarithmic time algorithm with constant approximation ratio.
The second question is motivated by the fact that randomized dynamic approximation algorithms only fulfill their approximation guarantee when used by an oblivious adversary, i.e., an adversary that gives the next update without knowing the outputs of the algorithm resulting from earlier updates. This limits the usefulness of randomized dynamic algorithms. In contrast, deterministic dynamic algorithms fulfill their approximation guarantee against any adversary, even non-oblivous ones. Thus, they can be used, for example, as a "black box" by any other (potentially static)
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(1) Up to date, the best answer to the first question is the randomized 2 approximation O(log n) update time algorithm from [2] . It remains elusive to design a better-thantwo approximation factor with polylogarithmic update time. Some recent works have focused on achieving such approximation factor with lowest update time possible. The current best update time is O(m 1/4 / 2.5 ) [4, 3] , which is deterministic and guarantees a (3/2 + ) approximation factor.
(2) For the second question, deterministic polylogarithmictime (1 + )-approximation algorithms were known for the special case of low arboricity graphs [12, 11, 15] . On general graphs, the paper [5] achieved a deterministic (3 + )-approximation polylogarithmic-time algorithm by maintaining a fractional matching; this algorithm however works only for the value version. No deterministic o(log n) approximation algorithm with polylogarithmic update time was known for the matching version. (There were many deterministic constant approximation algorithms with o(m) update time for the matching version (e.g. [12, 5, 7, 4, 3] ). The fastest among them requires O(m 1/4 / 2.5 ) update time [4] .)
Our Results. We make progress on both versions of the problem as stated in Theorems 1 and 2.
Theorem 1. For every ∈ (0, 1), there is a deterministic algorithm that maintains a (2 + )-approximate maximum matching in a graph in O(poly(log n, 1/ )) update time, where n denotes the number of nodes in the graph.
Theorem 1 answers Onak and Rubinfeld's second question positively. In fact, our approximation guarantee almost matches the best (2-approximation) one provided by a randomized algorithm [2] .
2 Our algorithm for Theorem 1 is obtained by combining previous techniques [5, 7, 15] with two new ideas that concern fractional matchings. First, we dynamize the degree splitting process previously used in the parallel and distributed algorithms literature [9] and use it to reduce the size of the support of the fractional matching maintained by the algorithm of [5] . This helps us maintain an approximate integral matching cheaply using the result in [7] . This idea alone already leads to a (3 + )-approximation deterministic algorithm. Second, we improve the approximation guarantee further to (2 + ) by proving a new structural lemma that concerns the ratio between (i) the maximum (integral) matching in the support of a maximal fractional matching and (ii) the maximum (integral) matching in the whole graph. It was known that this ratio is at least 1/3. We can improve this ratio to 1/2 with a fairly simple proof (using Vizing's theorem [17] ). We note that this lemma can be used to improve the analysis of an algorithm in [5] to get the following result: There is a deterministic algorithm that maintains a (2 + ) approximation to the size of the maximum matching in a general graph in O(m 1/3 / 2 ) amortized update time.
Theorem 2. For every sufficiently large positive integral constant K, we can maintain an αK -approximation to the value of the maximum matching 3 in a bipartite graph G = (V, E), where 1 ≤ αK < 2. The algorithm is deterministic and has an amortized update time of O(n 2/K ).
We consider Theorem 2 to be a step towards achieving a polylogarithmic time (randomized or deterministic) fully dynamic algorithm with an approximation ratio less than 2, i.e., towards answering Onak and Rubinfeld's first question. This is because, firstly, it shows that on bipartite graphs the better-than-two approximation factor can be achieved with arbitrarily small polynomial update time, as opposed to the previous best O(m 1/4 ) time of [3] . Secondly, it rules out a natural form of hardness result and thus suggests that a polylogarithmic-time algorithm with better-than-two approximation factor exists on bipartite graphs. More precisely, the known hardness results (e.g. those in [14, 1, 11, 8] ) that rule out a polylogarithmic-time α-approximation algorithm (for any α > 0) are usually in the form "assuming some conjecture, there exists a constant δ > 0 such that for any constant > 0, there is no (1 − )α-approximation algorithm that has n δ− update time"; for example, for dynamically 2-approximating graph's diameter, this statement was proved for α = 2 and δ = 1/2 in [8] , implying that any better-than-two approximation algorithm for this problem will require an update time close to n 1/2 . Our result in 2 implies that a similar statement cannot be proved for α = 2 for the bipartite matching problem since, for any constant δ > 0, there is a (2 − )-approximation algorithm with update time, say, O(n δ/2 ) for some > 0. To derive an algorithm for Theorem 2, we use the fact that in a bipartite graph the size of the maximum fractional matching is the same as the size of the maximum integral matching. Accordingly, a maximal fractional matching (which gives 2-approximation) can be augmented by a fractional b-matching, for a carefully chosen capacity vector b, to obtain a better-than-two approximate fractional matching. The idea of "augmenting a bad solution" that we use here is inspired by the approach in the streaming setting by Konrad et al. [10] . But the way it is implemented is different as [10] focuses on using augmenting paths while we use fractional b-matchings.
Organization. In Section 1.1, we define some basic concepts and notations that will be used throughout the rest of this paper. In Section 2, we give an overview of our algorithm for Theorem 1. In Section 3, we highlight the main ideas behind our algorithm for Theorem 2. Finally, we conclude with some open problems in Section 4. All the missing details can be found in the full version of the paper.
Notations and Preliminaries
Let n = |V | and m = |E| respectively denote the number of nodes and edges in the input graph G = (V, E). Note that m changes with time, but n remains fixed. Let deg v (E ) denote the number of edges in a subset E ⊆ E that are incident upon a node v ∈ V . An (integral) matching M ⊆ E is a subset of edges that do not share any common endpoints. The size of a matching is the number of edges contained in it. We are also interested in the concept of a fractional matching. Towards this end, we first define the notion of a fractional assignment. A fractional assignment w assigns a weight w(e) ≥ 0 to every edge e ∈ E. We let Wv(w) = (u,v)∈E w(u, v) denote the total weight received by a node v ∈ V under w from its incident edges. Further, the support of w is defined to be the subset of edges e ∈ E with w(e) > 0. Given two fractional assignments w, w , we define their addition (w + w ) to be a new fractional assignment that assigns a weight (w + w )(e) = w(e) + w (e) to every edge e ∈ E. We say that a fractional assignment w forms a fractional matching iff we have Wv(w) ≤ 1 for all nodes v ∈ V . Given any subset of edges E ⊆ E, we define w(E ) = e∈E w(e). We define the size of a fractional matching w to be w(E). Given any subset of edges E ⊆ E, we let Opt f (E ) (resp. Opt(E )) denote the maximum possible size of a fractional matching with support E (resp. the maximum possible size of an integral matching M ⊆ E ). Theorem 3 follows from the half-integrality of the matching polytope in general graphs and its total unimodularity in bipartite graphs.
Theorem 3. Consider any subset of edges E ⊆ E in the graph G = (V, E). We have:
Further, if the graph G is bipartite, then we have: Opt f (E ) = Opt(E ).
Next, we recall that Gupta and Peng [7] Finally, we say that a fractional matching w is α-maximal, for α ≥ 1, iff Wu(w) + Wv(w) ≥ 1/α for every edge (u, v) ∈ E. Using LP-duality and complementary slackness conditions, one can show the following result. Lemma 1. We have Opt f (E) ≤ 2α · w(E) for every α-maximal fractional matching w in a graph G = (V, E).
GENERAL GRAPHS
We give a dynamic algorithm for maintaining an approximate maximum matching in a general graph. We consider the following dynamic setting. Initially, the input graph is empty. Subsequently, at each time-step, either an edge is inserted into the graph, or an already existing edge is deleted from the graph. The node-set of the graph, however, remains unchanged. Our main result in this section is stated in Theorem 1. Throughout this section, we will use the notations and concepts introduced in Section 1.1.
Maintaining a Large Fractional Matching
Our algorithm for Theorem 1 builds upon an existing dynamic data structure that maintains a large fractional matching. This data structure was developed in [5] , and can be described as follows. Fix a small constant > 0. Define L = log (1+ ) n , and partition the node-set V into L + 1 subsets V0, . . . , VL. We say that the nodes belonging to the subset Vi are in "level i". We denote the level of a node v by (v), i.e., v ∈ Vi iff (v) = i. We next define the "level of an edge" (u, v) to be (u, v) = max( (u), (v)). In other words, the level of an edge is the maximum level of its endpoints. We let Ei = {e ∈ E : (e) = i} denote the set of edges at level i, and define the subgraph Gi = (V, Ei). Thus, note that the edge-set E is partitioned by the subsets E0, . . . , EL. For each level i ∈ {0, . . . , L}, we now define a fractional assignment wi with support Ei. The fractional assignment wi is uniform, in the sense that it assigns the same weight wi(e) = 1/di, where di = (1 + ) i , to every edge e ∈ Ei in its support. In contrast, wi(e) = 0 for every edge e ∈ E \ Ei. Throughout the rest of this section, we refer to this structure as a "hierarchical partition". Theorem 5. [5] We can maintain a hierarchical partition dynamically in O(log n/ 2 ) update time. The algorithm ensures that the fractional assignment w = L i=0 wi is a (1 + )
2 -maximal matching in G = (V, E). Furthermore, the algorithm ensures that 1/(1 + ) 2 ≤ Wv(w) ≤ 1 for all nodes v ∈ V at levels (v) > 0.
Proof. Follows from Lemma 1 and Theorem 5.
Corollary 2. Consider the hierarchical partition in Theorem 5. There, we have deg v (Ei) ≤ di for all nodes v ∈ V and levels 0 ≤ i ≤ L.
Proof. The corollary holds since
Accordingly, throughout the rest of this section, we refer to di as being the degree threshold for level i.
An Overview of Our Approach
We will now explain the main ideas that are needed to prove Theorem 1. Due to space constraints, we will focus on getting a constant approximation in O(poly log n) update time. See the full version of the paper for the complete proof of Theorem 1. First, we maintain a hierarchical partition as per Theorem 5. This gives us a 2(1 + ) 2 -approximate maximum fractional matching (see Corollary 1) . Next, we give a dynamic data structure that deterministically rounds this fractional matching into an integral matching without losing too much in the approximation ratio. The main challenge is to ensure that the data structure has O(poly log n) update time, for otherwise one could simply use any deterministic rounding algorithm that works well in the static setting.
An Ideal Skeleton
Our dynamic rounding procedure, when applied on top of the data structure used for Theorem 5, will output a lowdegree subgraph that approximately preserves the size of the maximum matching. We will then extract a large integral matching from this subgraph using Theorem 4. To be more specific, recall that w is the fractional matching maintained in Theorem 5. We will maintain a subset of edges E ⊆ E in O(poly log n) update time that satisfies two properties.
There is a fractional matching w with support E such that w(E) ≤ c · w (E ) for some constant c ≥ 1. (1)
Equation 1, along with Corollary 1 and Theorem 3, guarantees that the subgraph G = (V, E ) preserves the size of the maximum matching in G = (V, E) within a constant factor. Equation 2, along with Theorem 4, guarantees that we can maintain a matching M ⊆ E in O(poly log n/ 2 ) update time such that Opt(E ) ≤ (1 + ) · |M |. Setting to be some small constant (say, 1/3), these two observations together imply that we can maintain a O(1)-approximate maximum matching M ⊆ E in O(poly log n) update time.
To carry out this scheme, we note that in the hierarchical partition the degree thresholds di = (1 + )
i get smaller and smaller as we get into lower levels (see Corollary 2) . Thus, if most of the value of w(E) is coming from the lower levels (where the maximum degree is already small), then we can easily satisfy equations 1, 2. Specifically,
Θ(poly log n), and define the edge-set Y = L j=0 Ej. We also define w + = i>L wi and w − = i≤L wi. Note that w(E) = w + (E) + w − (E). Now, consider two possible cases.
In other words, most of the value of w(E) is coming from the levels
Thus, we can simply set w = w
+ and E = Y to satisfy equations 1, 2.
In other words, most of the value of w(E) is coming from the levels [L + 1, L]. To deal with this case, we introduce the concept of an ideal skeleton. See Definition 1. Basically, this is a subset of edges Xi ⊆ Ei that scales down the degree of every node by a factor of di/d L . We will later show how to maintain a structure akin to an ideal skeleton in a dynamic setting. Once this is done, we can easily construct a new fractional assignmentŵi that scales up the weights of the surviving edges in Xi by the same factor di/d L . Since wi(e) = 1/di for all edges e ∈ Ei, we setŵi(e) = 1/d L for all edges e ∈ Xi. To ensure that Xi is the support of the fractional assignmentŵi, we set wi(e) = 0 for all edges e ∈ E \ Xi. Let X = ∪ i>L Xi and w = i>L ŵi. It is easy to check that this transformation preserves the weight received by a node under the fractional assignment w + , that is, we have Wv(ŵ) = Wv(w + ) for all nodes v ∈ V . Accordingly, Lemma 2 implies that if we set w =ŵ and E = X, then equations 1, 2 are satisfied.
For every other edge e ∈ E \ Xi, setŵi(e) = 0. Finally, define the edge-set X = i>L Xi and the fractional assignmentŵ = j>L ŵj.
Lemma 2. We have: deg v (X) = O(poly log n) for all nodes v ∈ V , andŵ(E) = w + (E). The edge-set X and the fractional assignmentŵ are defined as per Definition 1.
Proof. Fix any node v ∈ V . Corollary 2, Definition 1 imply that:
To prove the second part, consider any level i > L . Defi-
. Summing over all the nodes, we get:
A Degree-splitting Procedure
It remains to show to how to maintain an ideal skeleton. To gain some intuition, let us first consider the problem in a static setting. Fix any level i > L , and let λi = di/d L . An ideal skeleton at level i is simply a subset of edges Xi ⊆ Ei that scales down the degree of every node (w.r.t. Ei) by a factor λi. Can we compute such a subset Xi in O(|Ei| · poly log n) time? Unless we manage to solve this problem in the static setting, we cannot expect to get a dynamic data structure for the same problem with O(poly log n) update time. The SPLIT(Ei) subroutine described below answers this question in the affirmative, albeit for λi = 2. Specifically, in linear time the subroutine outputs a subset of edges where the degree of each node is halved. If λi > 2, then to get an ideal skeleton we need to repeatedly invoke this subroutine log 2 λi times: each invocation of the subroutine reduces the degree of each node by a factor of two, and hence in the final output the degree of each node is reduced by a factor of λi.
4 This leads to a total runtime of
The SPLIT(E) subroutine, where E ⊆ E. To highlight the main idea, we assume that (1) deg v (E) is even for every node v ∈ V , and (2) there are an even number of edges in E. Hence, there exists an Euler tour on E that visits each edge exactly once. We construct such an Euler tour in O(|E|) time and then collect alternating edges of this Euler tour in a set H. It follows that (1) H ⊆ E with |H| = |E|/2, and
The subroutine returns the set of edges H. In other words, the subroutine runs in O(|E|) time, and returns a subgraph that halves the degree of every node.
From Ideal to Approximate Skeleton
We now shift our attention to maintaining an ideal skeleton in a dynamic setting. Specifically, we focus on the following problem: We are given an input graph Gi = (V, Ei), with |V | = n, that is undergoing a sequence of edge insertions/deletions. The set Ei corresponds to the level i edges in the hierarchical partition (see Section 2.1). We always
The basic building block of our dynamic algorithm will be the (static) subroutine SPLIT(E) from Section 2.2.2.
Unfortunately, we will not be able to achieve our initial goal, which was to reduce the degree of every node by exactly the factor λi in a dynamic setting. For one thing, there might be some nodes v with deg v (Ei) < λi. It is clearly not possible to reduce their degrees by a factor of λi (otherwise their new degrees will be between zero and one). Further, we will need to introduce some slack in our data structures if we want to ensure polylogarithmic update time.
We now describe the structures that will be actually maintained by our dynamic algorithm. We maintain a partitionof the node-set V into two subsets: Bi ⊆ V and Ti = V \ B. The nodes in Bi (resp. Ti) are called "big" (resp. "tiny"). We also maintain a subset of nodes Si ⊆ V that are called "spurious". Finally, we maintain a subset of edges Xi ⊆ Ei. Fix two parameters , δ ∈ (0, 1). For technical reasons that will become clear later on, we require that:
We ensure that the following properties are satisfied.
Equation 4 implies that all the non-spurious big nodes have large degrees in Gi = (V, Ei). On a similar note, equation 5 implies that all the non-spurious tiny nodes have small degrees in Gi. Next, by equation 6, the number of spurious nodes is negligibly small in comparison with the number of big nodes. By equation 7, the degrees of the non-spurious big nodes are scaled by a factor that is very close to λi. Thus, the non-spurious big nodes satisfy an approximate version of the degree-splitting property required by Definition 1.
Moving on, by equation 8, the degrees of the non-spurious tiny nodes in Xi are at most
Since there are at most (L − L ) relevant levels in a hierarchical partition, we infer that:
Since for a non-spurious tiny node v ∈ Ti \ Si we have
, an exactly similar argument gives us:
Equations 10, 11 have the following implication: The levels where v is a non-spurious tiny node contribute a negligible amount towards the weights Wv(w + ) and Wv(ŵ) (see Section 2.2.1). Hence, although we are no longer guaranteed that the degrees of these nodes will be scaled down exactly by the factor λi, this should not cause too much of a problem -the sizes of the fractional assignments w + (E) andŵ(E) should still be close to each other as in Section 2.2.1.
Finally, Corollary 2 states that the degree of a node in Ei is at most di. Hence, according to the definition of an ideal skeleton (see Definition 1), the degree of a node in Xi ought not to exceed ( 
ensures that the spurious nodes satisfy this property.
If the set of edges Xi satisfies the conditions described above, then we say that we have an approximate-skeleton at our disposal. This is formally stated as follows. Definition 2. Fix any level i > L , and suppose that there is a partition of the node-set V into two subsets Bi ⊆ V and Ti = V \ Bi. Further, consider another subset of nodes Si ⊆ V and a subset of edges Xi ⊆ Ei. The tuple (Bi, Ti, Si, Xi) is an approximate-skeleton iff it satisfies equations (4) -(9).
One may object at this point that we have deviated from the concept of an ideal skeleton (see Definition 1) so much that it will impact the approximation ratio of our final algorithm. To address this concern, we now state the following theorem whose proof appears in Section 2.5. Theorem 6. For each level i > L , consider an approximate skeleton as per Definition 2. Let X = i>L Xi denote the set of edges from these approximate-skeletons. Let Y = i≤L Ei denote the set of edges from the remaining levels in the hierarchical partition. Then we have:
1. There is a fractional matching w on support
Here, w is the fractional matching given by Theorem 5.
In other words, the set of edges X ∪Y satisfies equations 1, 2.
As per the discussion immediately after equations 1, 2, we infer the following guarantee.
Corollary 3. Suppose that for each level i > L there is a dynamic algorithm that maintains an approximate-skeleton in O(poly log n) update time. Then we can also maintain a O(1)-approximate maximum matching in the input graph G in O(poly log n) update time.
It remains to show how to maintain an approximate skeleton efficiently in a dynamic setting. Accordingly, we state the following theorem whose proof appears in Section 2.4. Theorem 7. Consider any level i > L . In O(poly log n) update time, we can maintain an approximate-skeleton at level i as per Definition 2.
Corollary 3 and Theorem 7 imply that we can maintain a O(1)-approximate maximum matching in a dynamic graph in O(poly log n) update time.
Maintaing an Approximate Skeleton: Proof of Theorem 7
Fix a level i > L . We will show how to efficiently maintain an approximate skeleton at level i under the assumption that λi = 2. In the full version of the paper, if λi > 2, then we iteratively apply the algorithm presented here O(log 2 λi) = O(log 2 (di/d L )) = O(log n) times, and each iteration reduces the degrees of the nodes by a factor of two. Hence, after the final iteration, we get a subgraph that is an approximate skeleton as per Definition 2.
We maintain the set of edges EB i = {(u, v) ∈ Ei : {u, v} ∩ Bi = ∅} that are incident upon the big nodes. Further, we associate a "status bit" with each node v ∈ V , denoted by Status[v] ∈ {0, 1}. We ensure that they satisfy two conditions: Whenever an edge incident upon v is inserted into (resp. deleted from) Ei, we update the status bit of v in a lazy manner (i.e., we flip the bit only if one of the two conditions is violated). We define an "epoch" of a node v to be the time-interval between any two consecutive flips of the bit Status [v] . Since there is a gap of di/L between the thresholds in equations 4, 5, we infer that:
In any epoch of a node v, at least di/L edge insertions/deletions incident upon v takes place in Ei. (12) Our dynamic algorithm runs in "phases". In the beginning of a phase, there are no spurious nodes, i.e., we have Si = ∅. During a phase, we handle the insertion/deletion of an edge in Ei as follows.
Handling the Insertion/Deletion of an Edge
Consider the insertion/deletion of an edge (u,
The Subroutine TERMINATE-PHASE(.)
We scan through the nodes in Si. 
Correctness.
At the start of a phase, clearly all the properties hold. This fact, along with the observation that an edge is never inserted into Xi during the middle of a phase, implies that equations 8, 9 hold all the time. Whenever a node violates equations 4, 5, 7, we make it spurious. Finally, whenever equation 6 is violated, we terminate the phase. This ensures that all the properties hold all the time.
Analyzing the Amortized Update Time.
Handling an edge insertion/deletion in Ei in the middle of a phase needs O(1) update time. Just before a phase ends, let b and s respectively denote the number of big and spurious nodes. Since a phase ends only when equation 6 is violated, we have s ≥ δ · b. In the subroutine TERMINATE-PHASE(.), updating the edge-set EB i requires O(s·di) time, since we need to go through all the s nodes in S, and for each such node, we need to check all the edges incident upon it (and a node can have at most di edges incident upon it by Corollary 2). At this stage, the set Bi consists of at most (s + b) nodes, and so the set EB i consists of at most (s + b)di edges. Hence, the call to the subroutine SPLIT(EB i ) takes O((s+b)di) time. Accordingly, the total time taken to terminate the phase is O ((s + b) 
We thus reach the following conclusion: The total time spent on a given phase is equal to O(sdi/δ), where s is the number of spurious nodes at the end of the phase. Since Si = ∅ in the beginning of the phase, we can also interpret s as being the number of nodes that becomes spurious during the phase. Let C denote a counter that is initially set to zero, and is incremented by one each time some node becomes spurious. From the preceding discussion, it follows that the total update time of our algorithm, across all the phases, is at most O(Cdi/δ). Let t be the total number of edge insertions/deletions in Ei. We will show that C = O(tL/( 2 di)). This will imply an amortized update
The former guarantee holds since we set Xi ← SPLIT(EB i ) at the end of the previous phase, whereas the latter guarantee follows from equation 4. On the other hand, when the node v violates equation 7, we find that deg
. Accordingly, during this time-interval (that starts at the beginning of the phase and ends when equation 7 is violated), at least Ω( 2 di/L) edge insertions/deletions incident upon v must have taken place in Ei. To summarize, for each unit increment in C, we must have Ω( 2 di/L) edge insertions/deletions in Ei. Thus, we have
Approximation Guarantee from Approximate Skeletons: Proof of Theorem 6
We devote this section to the complete proof of Theorem 6. At a high level, the main idea behind the proof remains the same as in Section 2.2.1. We will have to overcome several intricate obstacles, however, because now we are dealing with the relaxed notion of an approximate skeleton as defined in Section 2.3.
We start by focussing on the second part of Theorem 6, which states that the degree of every node in X ∪ Y is at most O(poly log n). This is stated and proved in Lemma 3. Proof. We first bound the degree of a node v ∈ V in X. Towards this end, consider any level i > L . By equation 9, we have that 
By Definition 2, a node belongs to exactly one of the three subsets -Si, Ti\Si and Bi\Si. Combining all these observations, we get: deg v (Xi) ≤ (1+ )·d L = O(poly log n) for all nodes v ∈ V . Now, summing over all i > L , we get:
Next, we bound the degree of a node v ∈ V in Y . Note that the degree thresholds in the levels [0, L ] are all at most
To summarize, the maximum degree of a node in the edgesets X and Y is O(poly log n). Hence, for every node v ∈ V , we have:
This concludes the proof of the lemma.
We now focus on the first part of Theorem 6, which guarantees the existence of a large fractional matching with support X ∪ Y . This is stated in the lemma below. Note that Lemma 3 and Lemma 4 together imply Theorem 6.
Lemma 4. Consider the subsets of edges X ⊆ E and Y ⊆ E as per Theorem 6. Then there exists a fractional matching w on support X ∪ Y such that w(E) ≤ O(1) · w (E). Here, w is the fractional matching given by Theorem 5.
We devote the rest of this section to the proof of Lemma 4. As in Section 2.2.1, we start by defining two fractional assignments w + = i>L wi and w − = i≤L wi. In other words, w + captures the fractional weights assigned to the edges in levels [L +1, L] by the hierarchical partition, whereas w − captures the fractional weights assigned to the edges in the remaining levels [0, L ]. The fractional assignment w + has support ∪ i>L Ei, whereas the fractional assignment w − has support ∪ i≤L Ei = Y . We have w = w + + w − and w(E) = w + (E) + w − (E). If at least half of the value of w(E) is coming from the levels [0, L ], then there is nothing to prove. Specifically, suppose that w − (E) ≥ (1/2) · w(E). Then we can set w = w − and obtain
This concludes the proof of the lemma. Accordingly, from this point onward, we will assume that at least half of the value of w(E) is coming from the levels i > L . Specifically, we have:
Given equation 13, we will construct a fractional matching with support X whose size is within a constant factor of w(E). 5 We want to follow the argument applied to ideal skeletons in Section 2.2.1 (see Definition 1). Accordingly, for every level i > L we now define a fractional assignment wi with support Xi.
wi(e) = 1/d L for all edges e ∈ Xi = 0 for all edges e ∈ E \ Xi.
We next define the fractional assignmentŵ.
In Section 2.2.1 (see Lemma 2), we observed thatŵ is a fractional matching with support X whose size is exactly the same as w + (E). This observation, along with equation 13, would have sufficed to conclude the proof of Lemma 4. The intuition was that at every level i > L , the degree of a node v ∈ V in Xi is exactly (1/λi) times its degree in Ei. On the other hand, the weight of an edge e ∈ Xi under wi is exactly λi times its weight under wi. This ensured that the weight of node remained unchanged as we transitioned from wi toŵi, that is, Wv(wi) = Wv(ŵi) for all nodes v ∈ V . Unfortunately, this guarantee will no longer hold for approximate-skeletons. It still seems natural, however, to compare the weights a node receives under these two fractional assignments wi andŵi. This depends on the status of the node under consideration, depending on whether the node belongs to the set Bi \ Si, Ti \ Si or Si (see Definition 2). Towards this end, we derive Claims 1, 2, 3. The first claim states that the weight of a non-spurious big node underŵi is very close to its weight under wi. The second claim states that the weight of a non-spurious tiny node underŵi is very small (less than 2 /L). The third claim states that the weight of a spurious node underŵi is at most one. Claim 1. For all i > L and v ∈ Bi \ Si, we have:
Proof. Fix any level i > L and any node v ∈ Bi \ Si. The claim follows from equation 7 and the facts below: Proof. Fix any level i > L and any node v ∈ Si. The claim follows from equation 9 and the facts below:
Unfortunately, the fractional assignmentŵ need not necessarily be a fractional matching, the main reason being that at a level i > L the new weight Wv(ŵi) of a spurious node v ∈ Si can be much larger than its original weight Wv(wi). Specifically, Claim 3 permits that Wv(ŵi) = 1 for such a node v ∈ Si. If there exists a node v ∈ V that belongs to Si at every level i > L , then we might have
To address this concern regarding the weights of the spurious nodes, we switch fromŵ to a new fractional assignment w , which is defined as follows. For every level i > L , we construct a fractional assignment w i that sets to zero the weight of every edge in Xi that is incident upon a spurious node v ∈ Si. For every other edge e, the weight w i (e) remains the same asŵi(e). Then we set w = i>L w i .
The above transformation guarantees that Wv(w i ) = 0 for every spurious node v ∈ Si at level i > L . Thus, the objection raised above regarding the weights of spurious nodes is no longer valid for the fractional assignment w i . We now make three claims on the fractional assignmentsŵ and w . Claim 4 bounds the maximum weight of a node under w . Its proof appears in Section 2.5.1.
Claim 4. We have Wv(w ) ≤ 1 + 3 for all v ∈ V .
Claim 5 states that the size of w is close to the size ofŵ. Its proof appears in Section 2.5.2.
Claim 5. We have w (E) ≥ŵ(E) − 4 · w + (E).
Claim 6 states that the size ofŵ is within a constant factor of the size of w + . Its proof appears in Section 2.5.3.
Proof. Follows from Claims 5 and 6.
To complete the proof of Lemma 4, we scale down the weights of the edges in w by a factor of (1+3 ). Specifically, we define a fractional assignment w such that:
w (e) (1 + 3 ) for all edges e ∈ E.
Since w has support X, the fractional assignment w also has support X, that is, w (e) = 0 for all edges e ∈ E \ X. Claim 4 implies that Wv(w ) = Wv(w )/(1 + 3 ) ≤ 1 for all nodes v ∈ V . Thus, w is fractional matching on support X. Since the edge-weights are scaled down by a factor of (1 + 3 ), Corollary 4 implies that:
Equations 13 and 18 imply that w(E) ≤ O(1) · w (E). This concludes the proof of Lemma 4.
Proof of Claim 4
Throughout the proof, we fix any given node v ∈ V . We will show that Wv(w ) ≤ 1 + 3 . We start by making a simple observation:
Equation 19 holds since we get the fractional assignment w i fromŵi by setting some edge-weights to zero and keeping the remaining edge-weights unchanged (see equation 16).
By Definition 2, at every level i > L the node v is part of exactly one of the three subsets -Ti \ Si, Bi \ Si and Si. Accordingly, we can classify the levels into three types depending on which of these subsets v belongs to at that level. Further, recall that Wv(w ) = i>L Wv(w i ). We will separately bound the contributions from each type of levels towards the node-weight Wv(w ).
We first bound the contribution towards Wv(w ) from all the levels i > L where v ∈ Ti \ Si.
Claim 7. We have:
Proof. Claim 2 implies that:
The claim follows from equations 19 and 20.
We next bound the contribution towards Wv(w ) from all the levels i > L where v ∈ Bi \ Si.
Claim 8. We have:
Proof. Let LHS = i>L :v∈B i \S i Wv(w i ). We have:
Wv(wi) = (1 + ) · Wv(w)
Equation 21 Finally, we bound the contribution towards Wv(w ) from all the levels i > L where v ∈ Si. Adding up the bounds given by Claims 7, 8 and 9, we get:
This concludes the proof of Claim 4.
Proof of Claim 5
For any given fractional assignment, the some of the nodeweights is two times the sum of the edge-weights (since each edge has two endpoints). Keeping this in mind, instead of relating the sum of the edge-weights under the fractional assignments w ,ŵ and w + as stated in Claim 5, we will attempt to relate the sum of the node-weights under w ,ŵ and w + .
As we switch from the fractional assignmentŵi to the fractional assignment w i at some level i > L , all we do is to set to zero the weight of any edge incident upon a spurious node in Si. Hence, intuitively, the difference between the sum of the node-weights under w = i>L w i andŵ = i>L ŵi should be bounded by the sum of the weights of the spurious nodes across all the levels i > L . This is formally stated in the claim below.
Claim 10. We have:
Proof. The left hand side (LHS) of the inequality is exactly equal to two times the sum of the edge-weights under w . Similarly, the first sum in the right hand side (RHS) is exactly equal to two times the sum of the edge-weights underŵ. Finally, we can also express the second sum in the RHS as the sum of certain edge-weights underŵ.
Consider any edge (x, y) ∈ E. We will show that the contribution of this edge towards the LHS is at least its contribution towards the RHS, thereby proving the claim.
Case 1. (x, y) /
∈ Xi for all i > L . Then the edge (x, y) contributes zero to the left hand side (LHS) and zero to the right hand side (RHS).
Case 2. (x, y) ∈ Xi at some level i > L , but none of the endpoints of the edge is spurious, that is, {x, y} ∩ Si = ∅. In this case, by equation 16, the edge (x, y) contributes 2 · w i (x, y) to the LHS, 2 ·ŵi(x, y) to the first sum in the RHS, and zero to the second sum in the RHS. Further, we have w i (x, y) =ŵi(x, y). Hence, the edge makes exactly the same contribution towards the LHS and the RHS.
Case 3. (x, y) ∈ Xi at some level i > L , and at least one endpoint of the edge is spurious, that is, {x, y} ∩ Si = ∅. In this case, by equation 16, the edge (x, y) contributes zero to the LHS, 2 ·ŵ(x, y) to the first sum in the RHS, and at least 2 ·ŵ(x, y) to the second sum in the RHS. Hence, the net contribution towards the RHS is at most zero. In other words, the contribution towards the LHS is at least the contribution towards the RHS.
At every level i > L , we will now bound the sum of the weights of the spurious nodes v ∈ Si underŵ by the sum of the node-weights under wi. We will use the fact that each spurious node gets weight at most one (see Claim 3), which implies that v∈S i Wv(ŵi) ≤ |Si|. By equation 6, we will upper bound the number of spurious nodes by the number of non-spurious big nodes. Finally, by equation 7, we will infer that each non-spurious big node has sufficiently large degree in Ei, and hence its weight under wi is also sufficiently large. Claim 11. For every level i > L , we have:
Proof. Fix any level i > L . Claim 3 states that Wv(ŵi) ≤ 1 for all nodes v ∈ Si. Hence, we get:
Equation 6 implies that |Si| ≤ δ · |Bi| ≤ δ · (|Bi \ Si| + |Si|).
Rearranging the terms, we get: |Si| ≤ δ 1−δ · |Bi \ Si|. Since δ < 1/2 (see equation 3), we have:
From equations 24 and 25, we get:
Further, in the hierarchical partition we have Wv(wi) = (1/di) · deg v (Ei) for all nodes v ∈ V (see Section 2.1). Combining these two observations, we get:
Summing over all nodes v ∈ V , we get:
The claim follows from equations 26 and 27.
Corollary 5. We have:
Proof. Follows from summing Claim 11 over all levels i > L , and noting that since w + = i>L wi, we have Wv(w + ) = i>L Wv(wi) for all nodes v ∈ V .
From Claim 10 and Corollary 5, we get:
) and since the sum of the node-weights in a fractional assignment is exactly two times the sum of the edge-weights, Claim 5 follows from equation 28.
Proof of Claim 6
Every edge (u, v) ∈ X = ∪ i>L Xi has at least one endpoint at a level i > L (see Definition 2) . In other words, every edge in X has at least one endpoint in the set V * as defined below.
Definition 3. Define V * = {v ∈ V : (v) > L } to be the set of all nodes at levels strictly greater than L .
Thus, under any given fractional assignment, the sum of the node-weights in V * is within a factor of 2 of the sum of the edge-weights in X. Since both the fractional assignmentŝ w and w + have support X, we get the following claim.
Claim 12. We have:
Since we want to compare the sums of the edge-weights underŵ and w + , by Claim 12 it suffices to focus on the sum of the node-weights in V * instead. Accordingly, we first lower bound the sum v∈V * Wv(ŵ) in Claim 13. In the proof, we only use the fact that for each level i > L , the weight of a node v ∈ Bi \ Si remains roughly the same under the fractional assignmentsŵi and wi (see Claim 1).
Claim 13. We have:
Proof. Fix any node v ∈ V * . By Claim 1, we have:
Summing over all such levels, we get:
Wv(wi) (29) Sinceŵ = i>L ŵi, we have:
Hence, equation 29 implies that:
Wv(wi).
We now sum the above inequality over all nodes v ∈ V * .
It remains to lower bound the right hand side (RHS) in Claim 13 by v∈V * Wv(w + ). Say that a level i > L is of Type I, II or III for a node v ∈ V * if v belongs to Bi \ Si, Si or Ti \ Si respectively. By Definition 2, for every node v ∈ V * , the set of levels i > L is partitioned into these three types. The sum in the RHS of Claim 13 gives the contribution of the type I levels towards v∈V * Wv(w + 
From Claim 13, Corollary 6 and equation 3, we get:
Finally, from Claim 12 and equation 31, we infer that:
This concludes the proof of Claim 6. Accordingly, we devote the rest of this section to the proofs of Claims 14 and 15.
Claim 14. We have:
Proof. The proof of this claim is very similar to the proof of Claim 11 and Corollary 5. Going through that proof, one can verify the following upper bound on the number of spurious nodes across all levels i > L .
Since each wi is a fractional matching (see Section 2.1), we have Wv(wi) ≤ 1 for all nodes v ∈ V and all levels i > L . Hence, we get:
From equations 32 and 33, we infer that:
Since the sum of the node-weights under any fractional assignment is equal to twice the sum of the edge-weights, Claim 12 implies that:
Claim 14 follows from equations 3, 34 and 35.
Claim 15. We have:
Proof. Fix any node v ∈ V * . By equation 5, we have
Further, the fractional matching wi assigns a weight 1/di to every edge in its support Ei (see Section 2.1). Combining these two observations, we get:
If we sum equation 36 over all v ∈ V * , then we get:
A node v ∈ V * has level (v) > L . Hence, all the edges incident upon this node also have level at least L + 1. This implies that such a node v receives zero weight from the fractional assignment w − = i≤L wi, for any edge in the support of w − is at level at most L . Thus, we have: Wv(w) = Wv(w + ) + Wv(w − ) = Wv(w + ) for such a node v. Now, applying Theorem 5, we get:
Summing equation 38 over all nodes v ∈ V * and multiplying both sides by (1 + ) 2 , we get:
Since (1 + ) 2 ≤ 4 and V * ⊆ V , equations 37, 39 imply that:
The claim follows from equations 35 and 40.
BIPARTITE GRAPHS
Ideally, we would like to present a dynamic algorithm on bipartite graphs that proves Theorem 2. Due to space constraints, however, we will only prove a weaker result stated in Theorem 8 and defer the complete proof of Theorem 2 to the full version. Throughout this section, we will use the notations and concepts introduced in Section 1.1.
Theorem 8. There is a randomized dynamic algorithm that maintains a 1.976 approximation to the maximum matching in a bipartite graph in O( √ n log n) expected update time.
In Section 3.1, we present a result from [5] which shows how to maintain a (2 + )-approximation to the maximum matching in bipartite graphs in O( √ n/ 2 ) update time. In Section 3.2, we build upon this result and prove Theorem 8. In Section 3.3, we allude to the extensions that lead us to the proof of Theorem 2 in the full version of the paper.
The first step is to define the concept of a kernel. Setting = 0, d = 1 in Definition 4, we note that the kernel edges in a (0, 1)-kernel forms a maximal matching -a matching where every unmatched edge has at least one matched endpoint. 
for all nodes v ∈ T , and (3) every edge (u, v) ∈ E with both endpoints u, v ∈ V \ T is part of the subset H. We define the set of nodes T c = V \ T , and say that the nodes in T (resp. T c ) are "tight" (resp. "non-tight"). The edges in H are called "kernel edges". 
Proof. Let M ⊆ E be a maximum cardinality matching in G = (V, E). Let w be a fractional matching with support H as per Lemma 5. Since in a bipartite graph the size of the maximum cardinality matching is the same as the size of the maximum fractional matching (see Theorem 3), we get:
Lemma 6. In the dynamic setting, an ( , d)-kernel can be maintained in O(n/( d)) amortized update time.
Proof. (Sketch) When an edge (u, v) is inserted into the graph, we simply check if both its endpoints are non-tight.
If yes, then we insert (u, v) into H. Next, for each endpoint x ∈ {u, v}, we check if deg x (H) has now become equal to d due to this edge insertion. If yes, then we delete the node x from T c and insert it into T . All these operations can be performed in constant time. Now, consider the deletion of an edge (u, v). If both u, v are non-tight, then we have nothing else to do. Otherwise, for each tight endpoint x ∈ {u, v}, we check if deg x (H) has now fallen below the threshold (1 − )d due to this edge deletion. If yes, then we might need to change the status of the node x from tight to non-tight. Accordingly, we scan through all the edges in E that are incident upon x, and try to insert as many of them into H as possible. This step takes Θ(n) time in the worst case since the degree of the node x can be Θ(n). However, the algorithm ensures that this event occurs only after d edges incident upon x are deleted from E. This is true since we have a slack of d between the largest and smallest possible degrees of a tight node. Thus, we get an amortized update time of O(n/( d)). 
Proof of Lemma 5
First, define a fractional assignment w as follows. For every edge (u, v) ∈ H incident on a tight node, we set w(e) = 1/d, and for every other edge (u, v) ∈ E, set w(u, v) = 0. Since each node v ∈ V has deg v (H) ≤ d, it is easy to check that Wv(w) ≤ 1 for all nodes v ∈ V . In other words, w forms a fractional matching in G.
Next, we define another fractional assignment w . First, for every node v ∈ T c , we define a "capacity" b(v) = 1 − Wv(w) ∈ [0, 1]. Next, for every edge (u, v) ∈ H ∩ M whose both endpoints are non-tight, set w (u, v) = min(b(u), b(v)). For every other edge (u, v) ∈ E, set w (u, v) = 0.
We finally define w = w + w . Clearly, the fractional assignment w has support H, since for every edge (u, v) ∈ E \ H, we have w(u, v) = w (u, v) = 0. Hence, the lemma follows from Claims 16 and 17.
Claim 16. We have Wv(w ) ≤ 1 for all nodes v ∈ V , that is, w is a fractional matching in G.
Proof. If a node v is tight, that is, v ∈ T , then we have Wv(w ) = Wv(w) + Wv(w ) = Wv(w) ≤ 1. Hence, for the rest of the proof, consider any node from the remaining subset v ∈ T c = V \ T . There are two cases to consider here. 
Proof. Throughout the proof, fix any edge (u, v) ∈ M . We will show that Wu(w ) + Wv(w ) ≥ (1 − ). The claim will then follow if we sum over all the edges in M . Case 1. The edge (u, v) has at least one tight endpoint. Let u ∈ T . In this case, we have
Case 2. Both the endpoints of (u, v) are non-tight. Without any loss of generality, let Wu(w) ≥ Wv(w). In this case, we have Wu(w ) + Wv(w ) ≥ Wu(w ) = Wu(w) + Wu(w ) = Wu(w) + w (u, v) = Wu(w) + min(1 − Wu(w), 1 − Wv(w)) = Wu(w) + (1 − Wu(w)) = 1. This concludes the proof.
Better than 2-approximation
The approximation guarantee derived in Section 3.1 follows from Claim 17. Looking back at the proof of this claim, we observe that we actually proved a stronger statement: Any matching M ⊆ E satisfies the property that Wu(w )+Wv(w ) ≥ (1− ) for all matched edges (u, v) ∈ M , where w is a fractional matching with support H that depends on M . In the right hand side of this inequality, if we replace the term (1 − ) by anything larger than 1, then we will get a better than 2 approximation (see the proof of Corollary 7). The reason it was not possible to do so in Section 3.1 is as follows. Consider a matched edge (u, v) ∈ M with u ∈ T and v ∈ T c . Since u is tight, we have 1 − ≤ Wu(w) = Wv(w ) ≤ 1. Suppose that Wu(w ) = 1 − . In contrast, it might well be the case that Wv(w) is very close to being zero (which will happen if deg v (H) is very small). Let Wv(w) ≤ . Also note that Wv(w ) = Wv(w) + Wv(w ) = Wv(w) ≤ since no edge that gets nonzero weight under w can be incident on v (for v is already incident upon an edge in M whose other endpoint is tight). Hence, in this instance we will have Wu(w ) + Wv(w ) ≤ (1 − ) + = 1, where (u, v) ∈ M is a matched edge with one tight and one non-tight endpoint.
The above discussion suggests that we ought to "throw in" some additional edges into our kernel -edges whose one endpoint is tight and the other endpoint is non-tight with a very small degree in H. Accordingly, we introduce the notion of residual edges in Section 3.2.1. We show that the union of the kernel edges and the residual edges preserves the size of the maximum matching within a factor of strictly less than 2. Throughout the rest of this section, we set the values of two parameters δ, as follows. 
and since each edge e ∈ M r has weight w r (e) = δ, it follows that Wv(w r ) = δ for all nodes v ∈ F ⊆ T . Hence, we get v∈T Wv(w r ) ≥ δ · |F | ≥ (2δ/3) · |M1|. Next, we note that each edge in M r contributes the same amount δ towards the weights of both its endpoints -one tight and the other small. Thus, we have: Proof. Since |M | = |M1| + |M2|, the corollary follows from adding the inequalities stated in Claims 19 and 20, and noting that no node-weight under w is counted twice in the left hand side.
Extensions
We gave a randomized algorithm for maximum bipartite matching that maintains a better than 2 approximation in O( √ n log n) update time. In the full version of the paper, we derandomize this scheme using the following idea. Instead of applying the randomized maximal matching algorithm from [2] for maintaining the set of residual edges M r , we maintain a residual fractional matching using the deterministic algorithm from [5] (see Theorem 5) . To carry out the approximation guarantee analysis, we have to change the proof of Lemma 8 (specifically, the proof of Claim 20).
To get arbitrarily small polynomial update time, we maintain a partition of the node-set into multiple levels. The top level consists of all the tight nodes (see Definition 4) . We next consider the subgraph induced by the non-tight nodes. Each edge in this subgraph is a kernel edge (see Definition 4) . Intuitively, we split the node-set of this subgraph again into two parts by defining a kernel within this subgraph. The tight nodes we get in this iteration forms the next level in our partition of V . We keep doing this for K levels, where K is a sufficiently large integer. We show that (a) this structure can be maintained in O(n 2/K ) update time, and (b) by combining the fractional matchings from all these levels, we can get an αK approximate maximum fractional matching in G, where 1 ≤ αK < 2. By Theorem 3, this gives αK -approximation to the size of the maximum integral matching in G. See the full version of the paper for the details.
OPEN PROBLEMS
In this paper, we presented two deterministic dynamic algorithms for maximum matching. Our first algorithm maintains a (2 + )-approximate maximum matching in a general graph in O (poly(log n, 1/ ) ) update time. The exponent hidden in the polylogorithmic factor of the update time, however, is rather huge. It will be interesting to bring down the update time of this algorithm to O(log n/ 2 ) without increasing the approximation factor. This will match the update time in [5] for maintaining a fractional matching.
We also showed how to maintain a better than 2 approximation to the size of the maximum matching on bipartite graphs in O(n 2/K ) update time, for every sufficiently large integer K. The approximation ratio approaches 2 as K becomes large. The main open problem here is to design a dynamic algorithm that gives better than 2 approximation in polylogarithmic update time. This remains open even on bipartite graphs and even if one allows randomization.
