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Abstract 
We present a systematic formulation of the performance of a ring laser gyro (RLG) under the influence of 
a randomized sinusoidal dither. We develop the Fokker-Planck equation of such a system and find its 
steady state solution that we use to find exact equations for the average output rate and its variance. The 
former determines the RLG’s scale factor and the latter its angular random walk. We find a key 
parameter, called the residual lock-in rate, which affects both the scale factor and the random walk of the 
gyro. We show that when the noise amplitude is much larger than the residual lock-in rate the gyro rate 
output approaches that of an ideal gyro. However, this is at the expense of generating an angular random 
walk that is proportional to the residual lock-in rate. We present a formulation of the statistics of gyro 
output count and relate the average count and its standard deviation to gyro parameters. For example, we 
show that the angular random walk, in addition to being proportional to the residual lock-in rate, is also 
proportional to the inverse square root of the dither frequency.         
I. Introduction 
The two-mode ring laser is a remarkable instrument in that it not only improved our understanding of the 
effects of mode competition and random processes on laser operation but also, as a gyroscope, 
revolutionized the inertial navigation technology.  
The two counter-propagating beams circulating around the cavity can compete with each other for the 
photons emitted by the gain medium. The degree of competition is determined by the frequency 
difference between the laser operating frequency and the center of the emission line [1]-[2]. At the same 
time, the spontaneous emission of photons by the gain medium imparts noise on the two beams with some 
striking results not seen in single-mode lasers. These effects were extensively studied theoretically and 
experimentally [3]-[4]. For example, it was shown that for equal pump parameters and when the laser is 
operating at the line center where the mode competition is strongest neither of the two beams achieves 
full coherence no matter how far above threshold the laser is operating. And, for unequal pump 
parameters the stronger beam achieves coherence whereas the weaker beam does not.   
The interesting physics that the mode competition exhibits in the ring laser is detrimental to its operation 
as a gyro. For this reason, a two-isotope neon gas mixed with helium is used as its gain medium to ensure 
that mode competition does not occur [5]. Thus, the two modes achieve the highest degree of coherence 
consistent with their pump parameters and the total cavity losses.  
The behavior of a two-mode ring laser is governed by a set of four coupled nonlinear differential 
equations involving the intensities and phases of the two beams [6]. To simplify the set and focusing on 
the phases, we assume that the coupling between the two intensities is weak and they reach a steady state. 
The assumption reduces the set to a single nonlinear differential equation about the phase difference 
between the two counter propagating beams. Backscattering of one mode into the direction of the other 
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that leads to the lock-in phenomenon can be included in this equation [7] and will be the starting point of 
our investigation in this paper.  
To meet the performance needs of aircraft navigation systems, the ring laser gyro (RLG) imposed 
demanding requirements on its components [8]. For instance, the need for very narrow linewidth to 
achieve high resolution detection, required the optical cavity mirrors with total losses of under one parts 
per million with little change over the RLG lifetime. This, in turn, required the development of very low 
loss, dense and highly stable multilayer thin film technology. Also, to minimize the phase locking 
between the two counter-propagating beams at low rotation rates (the lock-in effect), mirror scatterings 
had to be extremely low. This led to the development of glass polishing techniques with sub-angstrom 
RMS roughness (known as Super Smooth Polishing). These technologies were used for the development 
of other high precision optical devices and instruments including LIGO.  
Despite the best effort, RLG mirrors have always had some scattering that resulted in the lock-in effect 
and phase equation nonlinearities. An effective method to circumvent the lock-in effect has been to apply 
a dither to the gyro body. Simulations of the RLG phase equation with a sinusoidal dither has shown the 
existence of nonlinearities in the RLG scale factor whose magnitude depends on the dither parameters [9]. 
Such nonlinearities also appear at all harmonics of the dither frequency.       
In Refs. [1]-[4] the effects of noise on the phases of the two counter-propagating beams were not 
considered. The subject was later studied in a number of papers using various mathematical techniques 
[10]-[11]. In these papers, expressions for the average gyro output as a function of noise parameters were 
derived but calculations of output variance were not presented. The latter is very significant as it relates to 
the gyro angular random walk (ARW), which is a key parameter for gyro performance and its alignment 
time.  
In this paper, we present a systematic derivation of the equations governing an RLG with randomized 
dither. In Section II, we obtain the phase equation of the RLG under a sinusoidal dither. In Section III, we 
add a random noise to the resulting equation to represent the randomized dither and use the Fokker-
Planck technique to develop the differential equation of the probability density of the gyro phase as a 
function of time. We then obtain the steady state solution to the Fokker-Planck equation in Section IV. 
Calculations of the average output phase and its variance are presented in sections V and VI, respectively. 
Although the focus of our discussion is the effects of added noise to the RLG but the formulation applies 
to any other random noise, including the spontaneous emissions of photons, as long as its correlation time 
is less than a characteristic time (Eq. 10, below),. The relationships between gyro output count and output 
phase are shown in Section VII. Finally, we summarize the main conclusions of this paper in Section 
VIII.  
Although the RLG is the focus of our presentation here, the mathematical framework and the formulation 
are applicable to any other nonlinear oscillator subjected to a Gaussian white noise. In RLG the phase 
nonlinearity is represented by a sinusoidal function which can be replaced by any other function 
appropriate for any given nonlinear oscillator.  
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II. RLG with Dither 
We start with the RLG phase equation that describes the rate of change in the phase difference, 
 , between the two counter-propagating waves as a function of input rotation rate,  ,  and the 
magnitude of the lock-in band 
L :  
( ) ( )Lt Sin 

   
The above equation, known as Adler equation, represents the locking behavior of two coupled 
oscillators when their frequencies are at or below a certain threshold [12]. In an RLG, the 
coupling between the two waves occurs via the scattering from the RLG mirrors or other 
components. The two-isotope gain medium does not make any measurable contribution to the 
coupling. In fact, measurements on a large number of RLGs showed that, to within the 
spontaneous photon noise limit, an RLG has the same lock-in band as its empty cavity 
counterpart [13]. 
 We now add a sinusoidal input to the Adler equation to represent the dither motion:  
                                 ( ) ( ) ( )d d Lt Sin t Sin  

                              (1) 
where,
d and d are the dither peak amplitude and frequency, respectively. Time integration of (1) 
yields: 
                        0( ) ( ) ( )d d Lt t Cos t Sin dt                                (2) 
d in (2) is the dither angle given by 
d
d
d



  and 
0  is the integration constant. If we use (2) for   in 
the sine function of (1) and keep terms up to the first order in
L , we obtain: 
                                0( ) ( ) [ ( ) ]d d L d dt Sin t Sin t Cos t    

                            (3) 
On the other hand, 
0 0[ ( ) ] [ ] ( )
0[ ( ) ] Im Im[ ]
d d d di t Cos t i t i Cos t
d dSin t Cos t e e e
                          (4) 
We also have [14]: 
                                          ( )izCos n inn
n
e i J z e 


        ,     ( ) ( 1) ( )nn nJ z J z                        (5) 
where ( )nJ z is the Bessel function of
thn order. Application of relations (5) to (4) yields: 
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[ ( ) ] ( ) ( )
2 ( ) 2 ( ) ( ) ( ) (2 1)( ) ( )
2 2
d d d
k d d k d d
k
Sin t Cos t J Sin t
J Cos k t Sin t J Sin k t Cos t
    
 
     



      
 
          
 

 
Due to the relatively high dither frequency (typically several hundred Hz) all terms in the summation will 
average to zero and we obtain: 
                                       
0 0( ) ( ) ( ) ( )d d d Lt Sin t J Sin t   

                                   (6) 
Comparison of (6) and (1) indicates that the sinusoidal dither reduces the lock-in threshold from 
L to  
                                                                
0 ( )R d LJ                                                                (7) 
that we call Residual Lock-in Threshold. Eq. (6) also suggests that the lock-in effect may be eliminated 
by choosing the dither angle to coincide with any of the zeros of 
0 ( )dJ  . However, at dither frequencies 
of several hundred hertz very large peak dither rates are needed to bring 
d close to the first zero of 
0 ( )dJ  which occurs at d = 2.405. In addition, maintaining the dither angle at a precise level in all 
environments is a rather difficult task. Nevertheless, dithered RLGs with static lock-in rates of several 
degrees per second have been able to measure the earth rotation rate. 
Regardless of dither parameters, in each dither cycle the RLG spends some time in the lock-in zone and, 
thus, it incurs some error. These errors can accumulate in time and lead to a substantial output error over 
the measurement time. For this reason, it has been customary to randomize the dither amplitude in each 
dither cycle by imparting a random signal to the dither mechanism at each dither reversal. Although dither 
randomization helps break up the RLG error accumulation it generates a new error called angular random 
walk, as will be discussed in below sections.  
III. RLG with Dither and noise 
It was shown in the previous section that application of a sinusoidal dither to an RLG reduces its 
lock-in range by a factor of the zero order Bessel function of the dither angle. We now add a 
random function to (6) to represent the added noise. Depending on the dither mechanism design, the noise 
can be applied to dither amplitude or frequency or both. In all cases we consider the noise as an additive 
term to the input rate. One might argue that adding noise to dither mechanism requires a multiplicative 
random process (through the expression for
R ) in the phase equation. However, the distinction between 
multiplicative and additive noise may not be significant for a one variable equation. For time independent 
  and R  the multiplicative noise always becomes an additive noise by a simple transformation of 
variables [15]. 
 Combining (6) and (7) and adding a noise term, we obtain: 
                                                  ( ) ( ) ( ) ( )d d Rt Sin t Sin t   

                                            (8) 
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where ( )t is the random function that represents the added noise. We assume ( )t to be a zero-mean  
 -correlated Gaussian white noise. Thus, 
                                    
* ' '( ) 0     and        < ( ) ( ) 2 ( ) t t t q t t                                            (9)    
q in (9) is the added noise amplitude. The  correlation of ( )t is an approximation.  In fact, the finite 
bandwidth of the dither mechanism imposes a finite correlation time
cor  on ( )t . It can be shown that 
our approximation is valid if  
                                                                       
cor
1
R


                                                                    (10) 
which is generally the case. 
In what follows, we will be dealing with various averages of ( )t

taken over  measurement times that are 
typically much longer than the dither period and ,hence, the sinusoidal dither term in (8) averages to zero. 
Thus, we have: 
                                                                ( ) ( ) ( )Rt Sin t  

                                               (11) 
Eq. (11) is the RLG’s stochastic Langevin equation which corresponds a Fokker-Planck equation for the 
probability density of the gyro phase. We use procedures described in [15] to transform the Langevin 
equation (11) with the assumptions (9) to the following Fokker-Planck equation: 
                              
2
2
( , ) ( ) ( , ) ( , )RP t Sin P t q P t
t
   
 
  
    
  
                (12) 
where ( , )P t is the probability density of gyro phase having the value at time t . The term  
 ( )RSin  on the right hand side of (12) is the drift vector and includes the particular phase 
nonlinearity of RLG. This term can be replaced by the function that represents the nonlinearity of any 
other sensor under consideration.     
Eq. (12) can be recast as: 
                                                                 ( , ) 0P t G
t


 
 
 
                                                       (13)   
where G  is the “probability current”, given by: 
                                             0 0 ( ) ( ) ( )RG q Sin P P  

 
     
                                        (14) 
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with:                                         
0 0         and          =    
R
R
q q

                                                (15) 
introduced as dimensionless input and residual lock-in rates, respectively. 
 
IV. Steady State Probability Density Function 
In general, and after a very short time all transient solutions of the Fokker-Planck equation die 
out and the system reaches a steady state characterized by: 
                                                                 ( , ) 0sP t
t




                                                              (16) 
and, Eq. (12) becomes: 
                                             
2
0 02
( ) ( ) ( ) 0s R s
d d
P Sin P
dd
  

                                   (17) 
Due to the fact that the system is periodic in phase with a 2 period, ( )sP  in (17) should satisfy the 
following boundary conditions: 
                         ( 2 ) ( )s sP P                  and                        
2
0
( ) 1sP d

                          (18) 
It can be shown [16] that the solution to (17) with the boundary conditions (18) is given by: 
                                     
' '
0 0 0 0
2
( ) ( ) '1( ) R R
Cos Cos
sP e e d
N
 
   

 

                                         (19) 
where N is the normalization constant. In Appendix A, we find the expression for N as : 
                                                     0
0
2
2
04 ( )i RN e I
                                                          (20) 
where ( )I z is the Modified Bessel Function of the First Kind. 
 
V. RLG Output Rate and Scale Factor 
We can now use the steady state solution given in (19) and (20) to determine various moments of the 
probability distribution. In particular, we are interested in the first two moments that relate to the RLG 
average output rate and its variance. Taking the average of Eq. (11), we can write: 
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                                                      ( ) ( )Rt Sin 

                                                    (21) 
where: 
    
' '
0 0 0 0
22 2
( ) ( ) '
0 0
1
( ) ( ) ( ) ( ) R R
Cos Cos
sSin Sin P d Sin e d e d
N
  
   

      

                  (22) 
Calculation of ( )Sin   follows the same steps we followed in calculating ( )Cos    shown in 
Appendix B (the K  integral). Substituting the result for ( )Sin    in (21), we obtain:  
                                              
0
2
0
0
0
( )
( ) ( )i R
Sinh
t I



 

 
    
 
                                      (23) 
and, the RLG Scale Factor given as: 
                                                
0
2
0
0
0
( )( )
( )i R
Sinht
I





  
  
  
                                      (24) 
To get some insight into relations (23) and (24) we use the series expansion of 
0
2
0( )i RI   . We show in 
Appendix B that 
                                                   
0
2
0
0 1
0
( )
( ) (1 )i R
Sinh
I S




  

                                      (25) 
where
1S is a sum defined as :  
                                                 
2
0
1 m
2 2 21
0
k=1
(2 )!
2
( !) (k )
m
R
m
m
S
m


 
  
 


                                (26) 
Inspection of (26) shows that successive terms in 
1S diminish rapidly (as
21/m ) for all reasonable values 
of 
0 and 0R , and one has to keep the first three or four terms for any numerical evaluation.   
If we use (25) and (26) in (23) the scale factor equation becomes: 
                                                                   
1
1
1 S


 

 
                                                         (27) 
It can be shown that when the random input rate is much smaller than the residual lock-in rate, Eq. (27) 
reduces to: 
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0 0
20
0 0
0
       0           if      
( )
1-( )     if       
R
R
R
t
    
   
  
     
                                 (28) 
which is the standard scale factor equation in the absence of random input [17]. In the opposite limit, we 
obtain: 
                                                        
2
0
2
0
( )
1
2(1 )
Rt

 
 
 
                                                    (29)    
In practice, the latter is the case and the second term on the right hand side of (29) represents the scale 
factor nonlinearity.  
It is seen that the larger the noise amplitude compared to the residual lock-in rate the more the RLG 
output approaches that of an ideal gyro. However, this improvement is accompanied by the emergence of 
a new error, as we shall see below. Nevertheless, to our knowledge, RLG is the only instrument that 
adding noise “improves” its performance. We believe this is due to the nonlinear nature of the instrument. 
 
VI. RLG Output Rate Fluctuations 
Having found the gyro average output we now calculate fluctuations about the average as a function of 
gyro parameters. It will be seen in Section VII that these fluctuations determine the gyro angular random 
walk. Fluctuations about the average are defined as: 
                                            
2 2 2 2( ) ( ) ( )    
    
                                (30) 
Neglecting the input noise variance, it seen that: 
                                                       
2 2( ) [ ( )]R Sin 

                                             (31) 
We show in Appendix B that the averaging process in (31) can be performed exactly to yield: 
                                    
0 0
0 0
1 0 1 02
0 0
( ) ( )
( ) 2
2 ( ) ( )
i R i R
i R i R
I Iq
G
I I
 

   
  
  
     
   
                        (31) 
where G is the probability current defined in (14).  If we substitute (31) and (23) in (30), we obtain: 
0 0 0 0 0
2
2 2 2
0 0 0 1 0 0 1 0( ) 2 ( ) ( ) ( ) ( ) ( ) 4
2
R i R i R i R i R i R
q
G I I I I I G  
 
       
                
(32) 
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and expressing the above in terms of 
1S  and 2S yields:    
                       
2 2 22
0 0
1 1 22 2 2
0 1 0 0
( ) 1
(1 )(1 )
1 2 (1 )
R
RR
S S S
S


       
        
       
        (33) 
where 
2S is given in Appendix B, Eq.(B25),  as: 
                                            
2
0
2 m
2 2 21
0
k=1
(2 1)!
2
( !) [(k+1) ]
m
R
m
m
S
m


  
  
 


                                  (34) 
Similar to
1S , successive terms in 2S  diminish rapidly (as
21/m ) for all reasonable values of 
0 and 0R
one has to keep the first three or four terms for any numerical evaluation.  
It is to be noted that the relative fluctuation of the gyro output rate is found from (27) and (33) as: 
                                              
22
0
1 1 22 2
2 0 0
( )
(1 )(1 )
2 (1 )
RS S S




  
   
  
                          (35) 
We now investigate limits of (33) and (35) when the noise amplitude is larger than the residual lock-in     
(
0 1R )  
Keeping terms up the second order in 
0R in 1S and 2 S , we obtain from (26) and (34): 
                                    
2
0
1 2
0
2
21
RS
 
  
  
       and      
2
0
2 2
0
6
24+
RS
 
  
  
                      (36) 
whose substitution in (33) and keeping terms up the second order in 
0R  yields: 
                            
2
0
2
0
1 2
1
212
R
R

    
   
     
     with     
2( )

 

                    (37) 
and, 
                                                        
2
2
0
2
( ) 1
2
R




  
 
 
                                        (38) 
We notice that in this limit the relative fluctuations are independent of the input rate. For low input rate 
compared to the noise amplitude (
0 1 ), Eq.(37) reduces to: 
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2
01 1
22
R
R

   
  
  
                                 (39) 
and in the opposite limit of 
0 1  we get: 
                                                          
2
0
0
1 1
1
22
R
R

    
    
    
                            (40) 
. 
VII. Gyro Output Counting Statistics 
So far we have studied the statistical properties of the gyro phase as functions of gyro and input 
parameters. In practice, the input rate information is obtained from the number of counts that the counting 
apparatus registers within the counting interval with each count corresponding to a change of gyro phase 
by 2 . Thus, the number of counts, n , registered within the time interval T can be written as: 
                                                                        
T
0
g
= ( )   
2
n t dt


                                      (41) 
where g is the gyro’s geometrical scale factor [5] (not to be confused with the Scale Factor discussed in 
Section V). For convenience, we set
g
2
  equal to one. 
Eq. (41) relates the statistics of the gyro counts to those of the gyro phase. In particular, we are interested 
in the statistical average and variance of the number of counts. The average is given by: 
                                                       
0
< >= ( ) ( )
T
n t dt t T 
 
                                           (42) 
where due to the stationarity of the 

 process, ( )t

  is independent of time. If we use the scale factor 
equation (27) in (42) the average count for the measurement time T will be: 
                                                                      
1
< >
1
T
n
S



                                                      (43) 
From (41), the variance of the random process n  is given as: 
                                                  
2
1 2 1 2
0 0
( ) ( ) ( )
T T
n t t dt dt 
 
                                      (44) 
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where the integrand is the two-time correlation function of the 

 process. It can be expressed in terms of 
its two-time correlation coefficient, given as: 
                                                          
1 2
1 2
2
( ) ( )
( , )
t t
t t
 


 

   

 
                                         (45) 
Due to the stationarity of the 

 process, 
1 2( , )t t is a function of the difference of the two times: 
                                                                   
1 2 2 1( , ) ( )t t t t                                                       (46) 
Using (46) and (45) in (44), the expression for variance becomes: 
                                                       
2 2
2 1 1 2
0 0
( ) ( )
T T
n t t dt dt 

                                      (47) 
The double integral in (47) can be converted to a single integral via: 
                                                     2 1 1 2
0 0 0
( ) 2 ( ) ( )
T T T
t t dt dt T d                                         (48) 
whose application to (47) yields: 
                                                        
2 2( ) ( )n T T
 
       
                                              (49) 
where we have defined: 
                                                           
0
( ) 2 (1 ) ( )
T
T d
T

                                                      (50) 
Since our Fokker-Planck equation (12) is a first order differential equation in time, it can be shown that 
that the correlation coefficient ( )  is, in general, of the form: 
                                                                  ( ) (0) c
T
e

  

                                                             (51) 
where 
cT is the correlation time of the 

 process.  From (45) and (51), we have: 
                                                              
2
2
( )
(0)





  

 
                                                           (52) 
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If we use (51) in (50), we get: 
                                                   ( ) 2 1 (0)c
T
Tc c
c
T T
T T e
T T

 
    
  
                                        (53) 
and the variance equation becomes: 
                                            
2 2( ) 2 1 ( )c
T
Tc c
c
T T
n TT e
T T

  
        
  
                          (54) 
Thus the gyro count variance is equal to the gyro output rate variance multiplied by a factor that is a 
function of measurement time and the dither noise correlation time. The two limits of the factor are of 
particular interest. It can be seen from (54) that: 
                                     when    
cT T             
2 2( ) 2 ( )cn TT 

                         (55) 
and, 
                                      when     
cT T            
2 2 2( ) ( )n T 

                          (56) 
From the standard deviation associated with each case we arrive at: 
                                                  
22 ( ) = 2   n c cT T
T 

  

           for     
cT T                (58) 
and, 
                                               
2( )  =n
T 

  

                   for     cT T                            (59) 
We notice that (58) represents a random walk coefficient of the gyro counts determined by 

   and the 
correlation time. In this case the output count standard deviation grows with the square root of 
measurement time. On the other hand, (59) shows that the gyro count standard deviation grows linearly 
with time and represents bias fluctuations whose magnitude is proportional to 

  .   
The treatment presented here for gyro count statistics applies to any stationary random process that is 
imparted to the gyro and can be described by a Fokker-Planck equation which is a first-order differential 
equation in time. In determining the random walk and bias fluctuations caused by each random process 
the 

   associated with that process should be in (58) and (59). 
During test and operation, the measurement time is always much larger than the random input correlation 
time. An exact knowledge of the relationship between the correlation time and other parameters requires 
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solution to the time-dependent probability density, ( , )P t , of the Fokker-Planck equation (12). 
However, if the random signal is applied to the gyro at each dither reversal, we would expect the 
correlation time to be of the order of half the dither period. With this assumption, Eq. (58) can be 
expressed as:  
                                                        n
dT f


 
                                                       (60) 
where
df is the dither frequency. Eq. (60) represents the gyro angular random walk (ARW) coefficient as 
a function of gyro and operational parameters. The general expressions for

   is derived from Eq.(33) 
with its various limits given by Eqs. (37), (39), and (40).    
 
VIII.  Summary and Conclusions 
In this paper, we have presented a systematic derivation of the effects of a randomized sinusoidal dither 
on the performance of an RLG. We have shown that a sinusoidal dither helps reduce the size of the 
RLG’s locking band. However, this leads to an accumulating bias error in each dither cycle. To break the 
cycle, a random signal has to be added to the dither at each dither reversal. This, in turn, leads to a de-
coherence of the RLG phase that leads to a new error. Depending on the length of the measurement time 
compared to the coherence time of the random signal, the new error can appear as a bias error or an 
angular random walk at the gyro output.  
We obtained the above results by developing the Fokker-Planck equation of an RLG that describes the 
time evolution of the phase probability density vs. time as a function of the gyro and operational 
parameters. We obtained the steady state solution to the Fokker-Planck equation that we used to develop 
exact expressions for the RLG’s average output and its variance. These two parameters determine the 
gyro scale factor and its angular random walk (ARW).  
We found various approximations to the exact formulas for scale factor and ARW in different operational 
regimes. It turns out that the residual lock-in rate plays a key role in the RLG performance. In general, we 
found the scale factor is most linear and most independent of the input rate when the noise amplitude is 
much larger than the residual lock-in rate, At the same time, the ARW reaches a constant value that is 
proportional to the residual lock-in rate.  
The statistics of RLG output count relate to those of its phase. We established the relationship between 
the two and obtained expressions for the average count and its standard deviation. The latter determines 
the RLG’s angular random walk that also depends on the coherence time of added noise. Exact derivation 
of the coherence time requires the time-dependent solution of the Fokker-Planck equation that we have 
not attempted here. We have argued that such a coherence time can be estimated as half the dither period 
as the random noise is added to the dither mechanism at each dither reversal. This makes the angular 
random walk inversely proportional to the square root of the dither frequency.  
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Although we have used terminologies appropriate for mechanical implementations of the randomized 
dither in an RLG, but the formulation equally applies to all other techniques that modulate the gyro phase. 
These include intra-cavity magneto-optic and electro-optic techniques that can be implemented as stand-
alone devices or built into the multi-layer stacks of one or more of the RLG mirrors. However, the intra-
cavity implementations of dither lead to higher cavity optical losses and, thus, reduced gyro resolution. 
Our discussion has been about the effects of dither and random noise on the (active) ring laser gyros but 
the results are equally applicable to (passive) ring resonator gyros. As we demonstrated in [13], a passive 
ring resonator gyro has a lock-in threshold of the same magnitude as an active ring laser gyro of the same 
size and the same level of mirror scattering. In this respect, deposited waveguide ring resonator gyros 
using MEMS technology may also benefit from this analysis. An implementation of dither and noise in 
such gyros can improve their performance. 
The treatment presented here can be extended to any nonlinear oscillator under the influence of any 
Gaussian noise whose correlation time is less than the oscillator’s characteristic time (see Eq. 10). The 
specific nonlinearity in ring laser gyros is through the sinusoidal function. Other forms of nonlinearities 
can be included in the Langevin equation (11) or the drift vector of the Fokker-Planck equation (12).  
Finally, although we have discussed the performance of an RLG under the influence of a random noise 
that is intentionally added to improve its performance, the formulation and the results are equally 
applicable to other noises that the RLG may experience. These include internal noises due to electronics 
or other components and environmental noises during test or operation. Formulas presented here can be 
used to assess the effects of any internal and environmental random process with Gaussian distribution 
and whose correlation time satisfy Eq. (10) on the RLG performance. In all likelihood the environment 
contains a large number of uncorrelated noises with different statistics, amplitudes, and correlation times. 
In such situations we can invoke the Central Limit Theorem and represent the entire ensemble of 
environmental random processes by a single Gaussian white noise as long as there is not a dominating 
noise in the ensemble and all correlation times satisfy Eq. (10). If these conditions are satisfied, our 
formulation can be used to assess the effects of internal and environmental noises on the RLG 
performance.         
     
Appendix A: Derivation of Normalization Constant 
The normalization constant, N, in ( )sP  can be determined from: 
                              
2
0
( ) 1sP d

                                                   (A1) 
which yields: 
        0 0 0 0
22
( ) ( )
0
R RCos CosN e d e d
 
   

 

                          (A2) 
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Changing the variable in the second integral from   to     , we obtain: 
0 0 0 0
22
( ) ( ) ( )
0
R RCos CosN e d e d
 
     

 

          
0
0
2 2
2 ( ) ( )
2 2
0 0
R Sin Sin
e d e d
   

  
 
              (A3) 
The second integral can be manipulated to yield: 
0
2
2 ( ) ( )
2 2
0 0 0
0 0
2 [2 ( ) ( )] 2 [2 ( )]
2 2
R Sin Sin
R Re d Cosh Sin Sin d I Sin
  
  
   
 
                          (A4) 
Where 
0(z)I is the Zero-Order Modified Bessel Function of the First Kind and we have used the relation 
8.431 in [14]. Thus, 
                                                    0
2
0 0
0
2 [2 ( )]
2
RN e I Sin d

                                                   (A5) 
With a change of variable from   to:            
1 1
( )    for    0< <        and    y= ( )    for    < <2         
2 2
y                 
equation (A5) becomes: 
0 0
2 2
- ( 2 ) - ( 2 )
0 0 0 0
0 0
N=4 e [2 ( )] e [2 ( )]
y y
R RI Cos y dy I Cos y dy
 
     
 
   
 
 
 
0 0
0 0
2
- -2
0 0 0 0 0
0
   =8 e (2 ) [2 ( )] 4 e ( ) ( )R i R i RCosh y I Cos y dy I I

           
0
0
2
-2
0=4 e ( )i RI
                                                                                                          (A6) 
where we have used the relation 6.681 in [14]. 
 
Appendix B: Calculation of the Integral in Gyro Output Fluctuations 
The integral in the Equation: 
2
2
0
[ ( )] 2 ( ) ( )R RSin G q Cos P d

                                    (B1) 
can be calculated exactly in the following manner: 
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' '
0 0 0 0
22 2
( ) ( ) '
0 0
1
( ) ( ) ( ) R R
Cos Cos
K Cos P d Cos e d e d
N
  
   

     

                  (B1) 
With a change of variable from 
' to '    , we obtain: 
0 0 0 0
00
2 2
( ) ( ) ( )
0 0
2 2
2 ( ) ( )
2 2
0 0
1
( )
1
    = ( )
N
R R
R
Cos Cos
Sin Sin
K Cos e d e d
N
e d Cos e d
 
     
   
  
  
     
 
  
 
                                                          (B2) 
We now define a new integral: 
2
( )
2
0
0
( )            where      a=2 ( )
2
aSin
RM Cos e d Sin
   

               (B3) 
M can be written as: 
( )
2
2
0
2 2
( ) ( )
2 2
0 0
( )
2 2
     =Cos( ) ( ) ( ) ( )
2 2 2 2
aSin
aSin aSin
M Cos e d
Cos e d Sin Sin e d


   
  
      

 
  
  

 
           (B4) 
But, 
2
( )
2
0
( ) 0
2
aSin
Cos e d
  

                                        (B5) 
and 
22 22
( ) ( ) ( )2
0 0
2
0
( ) ( ) ( )
2
                                          =2 Sin( )Sinh[ ( )]
aSin aSin aSinSin e d Sin e d Sin e d
aSin d
   


     
  


    

                      (B6) 
From relation 8.411 in [14], we have: 
                  1
0
Sin( )Sin[z ( )] ( )Sin d J z

                                    (B7) 
and choosing z=ia  with Sin( x)= Sinh(x)i i , we obtain: 
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1 1
0
Sin( )Sinh[ ( )] ( ) ( )i aSin d J ia iI a

                        (B8) 
whose substitution in (B6) yields: 
2
( )
2
1
0
( ) 2 ( )
2
aSin
Sin e d I a
   

                                (B8)  
If we now use (B8) and (B5) in (B4), the integral M  becomes: 
2
( )
2
1 0
0
( ) 2 ( ) [2 ( )]
2 2
aSin
RM Cos e d Sin I Sin
     

                    (B9) 
whose substitution in (B2) provides: 
0
0 0
2
1 0
0
2
1 0 1 0
0
2
( ) [2 ( )]
2 2
2
     = ( ) [2 ( )] ( ) [2 ( )]
2 2 2 2
R
R R
K e Sin I Sin d
N
e Sin I Sin d e Sin I Sin d
N


 
 

   
     

 
 
 
   
 

 
      (B10) 
A change of variable 2y    in the first integral and 2  y   in the second integral yields: 
0 0 0 0
0
0
0
/ 2 / 2
2 2
1 0 1 0
0 0
/ 2
0 1 0
0
/ 2
0 1 0
0
4
= ( ) [2 ( )] ( ) [2 ( )]
8
    = ( ) (2 ) [2 ( )]
8
    = ( ) (2 ) [2 ( )]
4
    =
y y
R R
R
R
K Cos y e I Cos y dy Cos y e I Cos y dy
N
e Cos y Cosh y I Cos y dy
N
e Cos y Cos i y I Cos y dy
N
e C
N
 
 









       
 
 
 
 
   
 
 
 
 


0
0 0 0 0
/ 2 / 2
0 1 0 0 1 0
0 0
2
0 1 0 0 1 0
(1 2 ) [2 ( )] (1 2 ) [2 ( )]
2
    = ( ) ( ) ( ) ( )
R R
i R i R i R i R
os i y I Cos y dy Cos i y I Cos y dy
e I I I I
N
 
  
      
 
       
 
      
 
 (B11) 
where we have used the relation 6.681.11 in [14]. If we use the expression for N in (B11), we obtain: 
0 0
0 0
2
1 0 1 0
0 00
( ) ( )1
( ) ( )
2 ( ) ( )
i R i R
i R i R
I I
K Cos P d
I I

  
   
  
  
   
   
                               (B12) 
and the variance of the gyro output rate becomes: 
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0 0 0 0 0
2
2 2 2
0 0 0 1 0 0 1 0( ) 2 ( ) ( ) ( ) ( ) ( ) 4
2
R i R i R i R i R i R
q
G I I I I I G  
 
       
                
(B13) 
Using B(13), the gyro out Standard Deviation in units of 
L  can be written as: 
0 0 0 0 0
0
1/ 2
2
0 0 0 0
0 0 1 0 0 1 02
0 0 0 00
( ) ( )1
1 ( ) ( ) ( ) ( ) ( )
2( )
R
i R i R i R i R i R
L R i R
Sinh Sinh
I I I I I
I


 
 


       

          
                             
(B14) 
where we have used Eq. (14 ) for the probability current G . 
We now use the relationship between ( )I z  and J ( )z and the series expansion of J ( )z given in Eq. 
(7), p. 147 of  [18] to obtain: 
0 0 0 0 0
2
2
0
0 0 0 0 0 2
0 0 0
(2 )!
( ) ( ) ( ) ( ) ( )
2( !) ( 1 ) ( 1 )
m
R
i R i R i R i R i R
m
m
I I I J i J i
m m i m i

      

 
         
         

(B15) 
But, 
2 2 2 2 2 0
0 0 0 0 0
0
m
2 20
0
k=10
( 1 ) ( 1 ) ( ) ( 1) .................(1 )
( )
                                             = (k ),    m=1,2,3,..........
( )
m i m i m m
Sinh
Sinh





               




  (B16) 
where we have used Eq. 6.1.31 (p.256) of [19] 
0
0 0
0
For  m=0    we have: ( 1 ) ( 1 )  
( )
m i m i
Sinh



        

                                         (B17) 
Thus, using (B16) and (B17) in (B15) yields, 
                                               
0
2
0
0 1
0
( )
( ) (1 )i R
Sinh
I S




  

                                               (B18) 
where, 
                                 
2
0
1 m
2 2 21
0
k=1
(2 )!
2
( !) (k )
m
R
m
m
S
m


 
  
 


                                 (B20) 
Similarly, we can write: 
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0 0 0 0 0 00 1 0 0 1 0 0 1 0
( ) ( ) ( ) ( ) 2Re[ ( ) ( ]i R i R i R i R i R i RI I I I I I                                   (B21) 
But, 
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 
     
              
                                 
2 1
0
0 0 0
(2 1)!
( 1)
!( 1)! ( 2 ) ( 1 ) 2
m
m R
m
im
i
m m m i m i


  
    
          
     (B22) 
Also, 
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so that: 
             
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where we have defined:  
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We can now express Eq. (B14) in terms of  
1S  and 2S to obtain: 
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Thus, in the limit of input noise much larger than the residual lock-in rate, the expressions for gyro Scale 
Factor and phase standard deviation become: 
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and 
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