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Abstract
This work proposes a general class of estimators for a finite population quantile using auxiliary information. This information
is provided by the population means of auxiliary variables. The optimum estimator in this class is derived. This result is supported
with a numerical example.
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1. Introduction
The utility of estimating population quantiles to describe the distribution of a population characteristic of interest
is well known.
Most research into quantile estimation [1,5] deals exclusively with the interest variable and does not make explicit
use of auxiliary variables in the construction of estimators. In practice, it is normal to have auxiliary information on one
or more population characteristics related to the principal variable. In many situations, the information is associated
with the interest variable but studied on a previous occasion when a census was carried out. Kuk and Mak [2], Rao
et al. [3], Rueda et al. [4] and Singh et al. [7] have considered the problem of median estimation when the population
median of an auxiliary variable is known.
In this work we suggest a class of estimators for a finite population quantile of the interest variable when the
population means of the auxiliary variables are known.
2. A proposed class of estimators for the quantiles
Assume that a sample s of size n is drawn from a finite population U of size N by a specific sampling design d
with first and second order positive inclusion probabilities, πi and πi j . Let y be the interest variable (which is the
object of study) and x the auxiliary variable. For each t ∈ R, the finite population distribution function of y is defined
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by Fy(t) = N−1∑i∈U Δ(t − yi), withΔ(a) = 1 if a ≥ 0 andΔ(a) = 0 otherwise. The finite population β-quantile,
Qy(β) (0 < β < 1), is defined by Qy(β) = F−1y (β) = inf{yi ∈ U : Fy(yi ) ≥ β}.
First, assume that there are x1, . . . , xk auxiliary variables, and that the finite population β-quantiles Qxi (β),
i = 1, . . . , k are unknown, but that the finite population means X 1, . . . , Xk of the auxiliary variables are known.
The usual unbiased estimators (the Horvitz–Thompson estimators) of X i and Qy(β) are x HT i = N−1∑ j∈s xi j /π j
and Q̂y(β) = F̂−1HT y(β) = inf{yi ∈ s : F̂HT y(yi ) ≥ β}, respectively, with F̂HT y(t) = N−1
∑
j∈s Δ(t − y j )/π j .
Following the approach adopted by Srivastava and Jhajj [8], we propose a family of estimators of Qy(β) as
tw = H (Q̂y(β), u1, . . . , uk), (1)
where ui = x HT i/X i , and H (·) is a function that is continuous and bounded in a closed subset P ⊂ Rk+1 containing
the point (Qy(β), X1, . . . , X k) such that:
• H (Qy(β), 1, . . . , 1) = Qy(β) and the first order partial derivative of H with respect to Q̂y(β),
H0(Qy(β), 1, . . . , 1) = 1.
• The first and second order partial derivatives of H (Q̂y(β), u1, . . . , uk) exist and are continuous and bounded in P .
Note that Q̂y(β) and Q̂ri (β) = Q̂y(β)Xi/x HT i , ∀i , are included in (1).
Expanding this function H about the point (Qy(β), 1, . . . , 1) in a second order Taylor series we obtain that the
bias of tw is of order O(n−1) and the mean squared error of tw, to the first degree of approximation, is given by
MSE(tw) = V (Q̂y(β)) + H ′CH + 2H ′C0,
where H ′ = (H1, . . . , Hk), Hi is the first order partial derivative of H with respect to ui at the point
(Qy(β), 1, . . . , 1), C = (ci j )k×k , C0 = (c01, . . . , c0k)′, c0i = cov
(Q̂y(β), x HT i) Qy(β)/Xi and ci j =
cov
(
x HT i , x HT j
) Qy(β)2/(X i X j ), i = 1, . . . , k.
Proposition 1. Up to terms of order O(n−1),
MSE(tw) ≥ V (Q̂y(β)) − C′0C−1C0. (2)
Proof. The optimum value of H can be obtained by differentiating the above expression for the MSE(tw) and equating
to zero. We obtain H = −C−1C0. 
Exponential and difference type estimators Q̂yex1(β) = Q̂y(β)
∏k
i=1
(
Xi/x HT i
)αi
and Q̂ydi f 1(β) = Q̂y(β) +∑k
i=1 ci (x HT i − X i ), are also included in (1). The optimum values of αi and ci (i = 1, . . . , k) can be obtained
by minimizing MSE(tw) with a respective function H . The resulting estimators with the optimum constants have the
minimum MSE, which is given by (2). Thus, asymptotically, Q̂yex1(β) and Q̂ydi f 1(β) are optimum in this class.
3. The proposed estimators under simple random sampling
Under SRSWOR design, x HT i reduces to the sample mean, xi = n−1∑ j∈s xi j , F̂HT y(t) reduces to the ordinary
sample empirical distribution function, and Q̂y(β) = F̂−1y (β) reduces to the sample β-quantile of y. In this particular
case, variances and covariances are easily obtained (see the Appendix):
v(xi ) = 1 − f
n
S2xi , v(Q̂y(β)) =
1 − f
n
β(1 − β)
(
1
fy(Qy(β))
)2
,
cov(xi , x j ) = 1 − f
n
Sxix j , cov(xi , Q̂y(β)) = −1 − f
n
ρzxi Sxi
√
β(1 − β)
fy(Qy(β)) ,
where z j = Δ(Qy(β) − y j ), ρzxi denotes the coefficient of correlation between z and xi . Variances and covariances
can be estimated from the sample and fy(Qy(β)) can be approximated following Silverman [6].
Asymptotic properties of estimators in the proposed class are derived assuming that the finite population embeds
in a sequence of populations {Uν}, where nν and Nν increase such that nνNν → f when nν → ∞. It is also assumed
314 A. Arcos et al. / Applied Mathematics Letters 20 (2007) 312–315
that when Nν → ∞, the multivariate distribution can be approximated by a continuous distribution with marginal
densities fy and fxi for y and xi , (i = 1, . . . , k) respectively, and fxi (Qxi (β)) are positive.
Under simple random sampling, the estimators in the proposed class tw are asymptotically unbiased and normal.
First, the asymptotic unbiasedness of the proposed class of estimators is easily derived from its linear expression
and since the estimators Q̂y(β) and xi are, respectively, asymptotically unbiased and unbiased for their respective
parameters. Second, as xi and Q̂y(β) are asymptotically normal [1], then so are the estimators in tw.
4. A more general class of estimators
We consider the situation in which the population means and the population β-quantiles associated with the
auxiliary variables xi , Xi and Qxi (β) are known. A family of estimators of Qy(β) that is broader than tw is defined
by
Tw = H (Q̂y(β), u1, . . . , uk, v1, . . . , vk), (3)
where ui = x HT i/X i , vi = Q̂xi (β)/Qxi (β) and H (Q̂y(β), u1, . . . , uk, v1, . . . , vk) is a function that satisfies similar
regularity conditions to those given in Section 3. Eq. (3) provides a class of estimators, of which tw is a particular
case. This class also includes:
– the ratio estimator proposed by Kuk and Mak [2], Qˆr (β) = Qˆy(β) Qxi (β)Qˆxi (β) ,
– the difference estimator proposed by Rao et al. [3],
Qˆdr (β) = Qˆy(β) + Rˆ
(
Qx (β) − Qˆx (β)
)
, with Rˆ =
∑
i∈s
yi/πi∑
i∈s
xi/πi
,
– the regression estimator proposed by Rueda et al. [4],
Qˆreg(β) = Qˆy(β) + bˆ
(
Qx (β) − Qˆx(β)
)
, with bˆ =
∑
i∈s
xi yi/πi∑
i∈s
x2i /πi
.
We can write (3) as Tw = H (Q̂y(β),w1, . . . , w2k) with wi = ui for i = 1, . . . , k and wi = vi for
i = k + 1, . . . , 2k. The bias and the MSE of the estimators in the class Tw can be derived using a method similar to
the one followed in the previous section.
Exponential and difference estimators:
Q̂yex2(β) = Q̂y(β)
k∏
i=1
(
Xi
x HT i
)γi k∏
i=1
(Qxi (β)
Q̂xi (β)
)δi
,
Q̂ydi f 2(β) = Q̂y(β) +
k∑
i=1
ai (Q̂xi (β) − Qxi (β)) +
k∑
i=1
di (x HT i − X i ),
are also asymptotically optimum in Tw . Thus, asymptotically, Q̂yex2(β) and Q̂ydi f 2(β) are more efficient than all the
cited estimators.
5. Numerical comparisons
The following examples reflect the potential gains from the use of the proposed estimators instead of the customary
estimators. Three well known populations are considered (see [4] for details): SUGAR CANE, MU281 and FAM1500.
Let consider us SRSWOR and the median estimation, Qy(0.5) = My . Assuming that the mean or the mean
and the median associated with an auxiliary variable, X and Mx , are known, the following five estimators are
compared: the simple estimator, M̂y , the usual difference (M̂d ) and ratio (M̂r ) estimators and the proposed estimators
M̂D1 = M̂y + ĉopt
(
X − x), and M̂D2 = M̂y + âopt (Mx − M̂x) + d̂opt (X − x). The root of the ratio, R, of the
variance to the variance of the simple estimator is computed as a measure of efficiency, R(θ̂) =
√
V (θ̂ )/V (M̂y).
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Table 1
Relative efficiencies (R) of the various estimators when the median is estimated
M̂y M̂d M̂r M̂D1 M̂D2
SUGAR CANE 1.0000 0.7882 1.1848 0.8058 0.7525
MU281 1.0000 0.9125 0.9317 0.8781 0.8766
FAM1500 1.0000 0.7477 0.8023 0.7074 0.6912
From Table 1 we deduce that the proposed estimators are more efficient than the simple estimator which does not
use information of the population means. Evidently, M̂D2 is the most accurate since this estimator uses population
information (mean and median) from the auxiliary variable.
Appendix
In this appendix, cov(xi , Q̂y(β)) is derived. The Taylor series expansion yields
Q̂y(β) − Qy(β)  1fy(Qy(β))
(
F̂y(Q̂y(β)) − F̂y(Qy(β))
)+ O(n− 12 )  (β − zy)fy(Qy(β))
where zy = F̂y(Qy(β)) = n−1∑ j∈s z j and fy(·) is the derivative of F̂y(·), the limiting value of Fy(·) as N → ∞.
Then
E
(
xi − X i
) (Q̂y(β) − Qy(β))  1fy(Qy(β)) E (xi − X i) (β − zy)
= −cov
(
xi , zy
)
fy(Qy(β)) = −
1 − f
n
ρzxi Sxi Sz
fy(Qy(β)) = −
1 − f
n
ρzxi Sxi
√
β(1 − β)
fy(Qy(β)) .
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