The differential -functional equations of .labotinsky are closely related to the translation equation. They are of importance in the iteration theory. In this paper we will give an explicit representation of the solutions of each of these equations in Banach spaces.
The so-called Jabotinsky equations are the three differential equations
iF(x,t) = aF(x,t) o G(x),
(1) at ax
aF(x,t) = G(F(x,t)),

cfF(x,t) G(x) = G(F(x,t)) (3) ax connected with the differential-initial condition (aF(x,t)/at)I to = G(x)
which allows us to call them a system of differential-functional equations (see Targonski   [161) . They were derived, in the one-dimensional analytic case, by Jabotinsky [9, 101 from the translation equation (5) and the initial condition
F(F(x,t),$) =F(x,t+s)
This can be generalized to solutions of (5) in more abstract spaces, e.g. in real or complex Banach spaces (see Acz1 and Gronau [ 2 1) . Equation (1) can be derived for every differentiable solution of (5) by differentiating both sides of (5) with respect to the variable t, putting t = 0 afterwards and using (6) . Equation (2) is derived from (5) by differentiating (5) with respect to the variable sand then putting s 0 (without using (6) ). Equation (3) is a combination of (1) and (2) . The o in (1) and (3) means composition of F/àx with G.
The Jabotinsky equations can be used to determine the set S of numbers t such that a given function
F(x)a,xfa2x2f...(ajE1OraiEC'al*0)
has a t -th iterate, that is, there exists a family of functions [Fr) CS such that FI -= F and F(x,t) Ft W satisfies equation (5) whenever t,s and t s are in S. This was done in the one -dimensional analytic case by Erdbs and Jabotinsky [8] . In view of this, the Jabotinsky equations may also be of advantage for the embedding problem in the higher dimensional case (see, e.g.,Targonski [15] or Reich [12] ).
In Aczl and Gronau [2] the following problem was treated:Do the Jabotinsky equations imply the translation equation? We there gave explicit representations of the general local solutions of each of the three Jabotinsky equations, without and with the initial conditions (6) and/or (4), in the real one-dimensional case (see also the condensed version AczeI and Gronau [31).
It seems to be desirable to have also similar representation theorems for the solutions of equations (1)- (3) in the higher dimensional case, say R" or C" or in abstract Banach spaces.This will be given in the present paper in the case where F and x take values in a real or complex Banach space X, and t is a real or complex variable. It should be emphasized that we can give existence, uniqueness and explicit representation theorems on all of the three Jabotinsky equations, without using standard existence theorems, except the one well-known theorem of the existence of a local flow, that is, the existence of a solution of the autonomous equation dy/dt = G(y), with the initial condition y(0) = X. The solution y y( t,x) depending on the initial value x exists, and is of class C' if the function G is of class C 1 (see Cartan [6] or Dieudonn [71). The presented results include of course the case that X is one of the spaces It" or C" (n 1). In this case ôF(x,t)/x is the Jacobian matrix ()F, (-,t) 
laxj)ij=,, of the function F(x, t) = t(F(x t).....F,,(x, t))
written as a column vector, and the symbol o in (1) and (3) is the matrix multiplication with the column vector function G(x) = t(Q(x)G(x)), where x = t(x ,..., x) is a column vector variable in R" or C". The real one-dimensional case is included herein in an obvious way.
Firstly, we will state three lemmas,which are important for the sequel.They are standard results from the theory of first order differential equations. But the first lemma is crucial for what follows. We will use an idea of L.Berg who gave an explicit representation of the solutii . ns of an autonomous system of ordinary differential equations in R", using the method of rectification. As a matter of fact, equation (2) is such an autonomous system. For so, we can apply the result of Berg [5] (see also Aczl [i]) to this equation.
The contents and the proofs of the following lemmas are standard (see, e.g., Lang [ii] or Arnold [4] ). The first lemma is the lemma of straithtening, the others give a characterization of functions with prescribed constant directional derivative. But, we will give the proofs here for the sake of completeness. We use some standard facts of functional analysis, for example the one, that every finite-dimensional subspace Vof a Banach space X has a closed complementary space R. This means that there is a closed subspace 2 of X,
In what follows, with Xwill always be denoted a real or complex Banach space and by K the field of real or complex numbers, according as X is real or complex. 
Proof: Set g G(x 0 )and <a> = (tal tE K).Then there exists a closed complementary subspace Xof <a> in Xwith A' <a> X. This subspace can be chosen in such a kind that g ( X. Therefore we also have A' <g> 4, X. Let now p p(t,) be a solution of the differential equation dp/dt = G(p)with the initial condition ç(0,2) = x0 +k, 2 € X. The function p is defined on a suitable neighbourhood I x U c K x X of (0,0). For x ta + E X we may define 4(x) cp(t, ?'), supposed that (t, £') € I x U. We have 4(0) x 0 and we will prove that 4 is a C'-diffeomorphism and! is the claimed diffeomorphism.
a) 4i is of class Ct (see, e.g., Cartan [61). b) '(0)c id, since 442) = p(0,R) r A' for .'.and 41(0)I<a>(hi8) =G(x 0 )h 1 = gh1 . Therefore, 4i'(0): <a> +'X-' <g> +,Z, being the direct sum of two isomorphisms, is itself an isomorphism. By the inverse mapping theorem, is invertible in a suitable neigh-
where 4i(0) = x0 € U,.
c) For h h 1a + h2 , h2 E X we have
) (h2). -at
Hence for h = a = la +0 the following calculations will hold:
Therefore f is the claimed diffeomorphismi 
Proof: Every function of the form (9) satisfies equation (8) . Contrary, suppose that H(y, t)is a solution of equation (8), and put l?(y, t) My -ta, t). Then (10) 
àH( y ,t) -àH( y -ta,t) + àH( y -ta,t) -
C) t - ày a at - Hence 17(y, t) is independent of t, say !7(y, t) H(y -ta, t) = (p(y), that is My, t) = Ii(y +ta,t) = (p(y •ta)U
onto ). Then a function H: U c A' -X, being differentiable in U, satisfies H'(x)(a)O,
if and only if there exists a differentiable function : it( U) -A' such that
(
ii)
Proof: Every function Hof the form (11) is a solution of equation (10):
because it,(a) = 0. Contrary, in view of X = <a> ± 2, we have the following unique representations for x, H(x) and h E X:
(h 1 €<a>,h 2 t 2).
For h = a, that is, h 1 = a and h 2 = 0 this yields 
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b) This function F satisfies the initial condition (6) if and only if cp I , i.e., if F(x,t) f(f(x) + ta). (13)
In this case F satisfies also the differential -initial condition (4) and equation (5) .
c) The solution (12) of equation (1) satisfies the condition (4) if and only if there exists a function x:,t.(f(U)) -'Xsuch that
In general, the function (14) is not a solution of equation (5) .
Proof: a)An easy computation, using (7), shows that every function F, defined by (12), is a solution of equation (1). We will prove that every solution F of equation (1) is of the form (12). For this, one could use existence and uniqueness theorems in the sense of Cauchy. But these are hard to find in the standard literature. Thus we may proceed as follows.
We have (10), which yields p ( y ) = f '(y) + o r(y) due to (11) . In this way we get the representation (14)1
aF(f '( y),t)(a) aF(f 1(y),r) o (f (f '(y)))(a) ax ày -aF(f1(yJj..) o G(f(y)) àF(f1(y),t_) -
Hence we can apply Lemma 2, that is, there exists a differentiable function p such that F(f _1(y),t) p(y i-ta). This yields to the representation (12) of F(x,t).
b) F(x,0) = x implies p(f(x)) = x hence p f'. An easy computation shows that the function (13) satisfies also condition (4) and equation (5). c) With respect to (12) we get àF(x, t)/at p'(f (x) + taX a). Hence condition (4) implies, in view of (7), p'(f(x)Xa) =(f(x))-i(a). Taking y f(x), i.e. x = f (y), we get p'(yXa) = f'(f( y)) -'(a). This is q'(yXa) = (f(y) -(a). Therefore p(y) -f (y) is a solution of equation
Theorem 2: The following statements hold. a) A function F is a solution of the second Jabotinsky equation (2), = G(F(x,t)), in a neighbourhood of (x 0 ,0) E X K if and only if there exists a function k: U' c X-*X (where U' is a neighbourhood of x 0 and k(U') is contained in the domain of definition off) such that F(x,t)f 1 (k(x) +ta) (15) b) This function F satisfies the condition (6) if and only if k = I, i.e., if F(x,t) = I _'(f (x) + ta). (16) In this case the function (16) is also a solution of the equations (4) and (5).
c) The solution (15) of equation (2) 
satisfies the condition (4), if and only if G(f(k(x))) =G(x). (17) Thus, if G is infective, we have k f, hence F(x,t) f -'(f (x) + ta). (18) In general, the function F even if it satisfies (17), is not a solution of equation (5).
Proof: a) Every function given by (15) is a solution of equation (2) . Since G is supposed to be continuously differentiable, the Cauchy problem for equation (2) (see Dieudonn [7] ),F(x,t)I,0 4i(x), for any given function 4), has a unique solution which is given by (15) , taking k = fe4i.
Another way to prove that every solution of equation (2) has the form (IS) is the following. Let Fbe a solution of equation (2) . Then from (2) and property (7) there follows that aF(x,t)/at =f' (F(x,t))-'(a).Thusf'(F(x,t) )oaF(x,t)/at aoraf (F(x,t) )/ata. This yields f(F(x,t)) = ta + k, where k is depending on x, say k k(x). From this we get the stated representation of the solution of equation (2).
b) The initial condition (6) implies f 1(k(x)) x hence k(x) 1(x). The function (16) satisfies also condition (4) and equation (5). c) In view of (15) we get cF(x,t )/c)t = f'(f '( k(x) + ta)) 1 (a), hence, by condition (4), 1(a) . Thus, in view of (7), G(f 1 (k(x ) )) G(x)I
Theorem 3: The following statements hold. a) A function F is a solution of the third Jabotinsky equation (3), aF(x,t) G(x)= G(F(x;t)) ax in a neighbourhood of( x0 ,O) e X K if and only if there exists a function
A: 7rk o f(U) x K --> X,
differentiable in its first variable, such that f( x) + A(7r 0 1(x), t) lies in the domain of definition off j, and F has the form F(x,t) = f -'(f (x) + A(itk of(x), t)). (19) b) This function Fsatisfies condition (6) if and only if Alto 0. But generally F, even with condition ( 6), is not a solution of equation (5). c) The solution (19) of equation ( 3) satisfies' both conditions (4) and (6) if and only if
A is differentiable with respect to t, at t = 0, and Al0 0 and (aA/at )1, =. = a. Even in the case that both conditions (4) and (6) 
are satisfied the solation Fof equation (3) is in general not a solution of equation ( 5).
Proof: a) Let F be given by (19). Thus a A( F(x,t) ))_l(a) = G (F(x,t) ).
Therefore every function F given by (19) satisfies equation (3) . Conversly, given any solution Fof equation (3) . To show that this solution has to be of the form (19), one cannot apply the standard existence and uniqueness theorems for the Cauchy problem, since it may be happen that (3) is a differential equation of singular type. One may proceed as follows. Equation (3) yields with respect to relation (7) (f lx)) t (a) = (r (F(x,t) 
)) (a).
Putting x I '(y) and multiplying by f (F(x, t ) ), one gets f' (F(f t(y),t)) 0   F(f (y),1 0 (f .(f 1 (y))) 1 (a) = a. ax Since (f * (f 1(y)))i dl 1 (y) /dy, the chain rule yields (af (F(r1(y),t) )/ay)(a) = a. Therefore, H(y) y being a particular solution of (oH(y)/ay)(a) a, Lemma 3 yields f (F(f 1 (y),t ) ) ry + A(t(y),t), where the function A depends also upon the parameter t. Therefore F(f (y),t) =f 1 (y +A(ir.(y),t) ), and the substitution y = 1(x) gives the representation (19).
b)The initial condition (6) implies f(x)+A(n of(x),O) = f(x), hence A(1t* of (x),0) 0. But I being invertible and it surjective yield A ir =0 0.
(a). at
Since A(,t o l(x),t)I t o = 0, one gets due to condition (6)
,t)/at) 0 = a. Again, finvertible and nM surjective yields (aA/c)t)I0 = a. Examples of solutions of (3),(4) and (6) which are not solutions of (5) were given in Aczl and Gronau [21)1
Next we will take a second look at an example of the third Jabotinsky equation,which has been treated inAczl and Gronau [2] , with regard to "commuting mappings". In connection with this subject we refer also to Reich [ 14 ] . A family [Fr I of mappings F(x) = x, t) is said to be commuting, if it satisfies the equation
F(F(x,$),t) F(F(x,t),$)
for all parameters sand t. As one can easily see, equation (3) (3) with condition (4) and equation (6) 
.,n, that is F(x,t)rA(t)x, where A (a ij ) is
an n x n matrix of functions If one choses A(0) E and (dA(t )/dt )I 0 = E (the iden- (3) together with conditions (4) and (6) , but this solution does not commute.
tity matrix) but A(t)A(s) *A(s)A(t), then this yields a solution of equation
As a further statement we can give the following remark. Remark 3 (on the uniqueness): a) The supposition of continuous differentiability of the function Gin Lemma! is a sufficient condition to guarantee the existence of a C'-diffeomorphism f, such that (7) holds. For all what follows to Lemma 1, only the existence of an invertible function f is necessary, where f and f' are differentiable and (7) holds. So, it is easy to see that the following statement on existence and uniqueness in the sense of Cauchy holds for equations (1) It should be pointed out that the above representation theorems may give some insight in the structure of the analytic iteration problem (as mentioned in the introduction).
Especially equation (3) can be of advantage, since in this case no regularity of the solution
Fwith respect to t is-required. We give here an example for the one-dimensional real or complex case.
Example 2:
Let Xbe Rot C. In this case the solution Fof equation (3) is given by
F(x,t) = f(f(x) + A(t)).
( 22) where the real or complex function A is only depending on t. The so defined function Fis a solution of equation (5) 
