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Introduction
Many organizations regularly collect massive amount of data, and there are strong demands of sharing these data with others, e.g., researchers, companies, citizens, etc., for academic, commercial, or public reasons. Such data often contain personal information about individuals. Therefore, they need to be processed properly in prior to their secondary use so that no sensitive information is released.
To publish data containing personal information, data anonymization [1] is commonly used to transform data from its original form into more generalized forms to prevent leakage of private information. Among others, kanonymity [2] is one of the most well-known models. Basically, a dataset is said to have k-anonymity property if each Manuscript record is identical to at least k − 1 other records. To this end, the quasi-identifiers of records are gradually generalized or suppressed until the k-anonymity property is satisfied. Notice that generalization/suppression incurs loss of information to the dataset. Therefore, it is quite important to minimize information loss in order to prevent degradation of utility. Thanks to its simplicity and generality, k-anonymity and its variants have been extensively studied [2] - [5] and have been widely used [6] , [7] .
As an alternative to k-anonymity, Tassa et al. [8] have proposed k-concealment model. The basic motivation for k-concealment model is that it is possible to improve utility of anonymized data without sacrificing the privacy level in a practical sense. More precisely, k-concealment achieves similar privacy goals as k-anonymity; it proposes to generalize records in a table in such a way that each record is indistinguishable from at least k − 1 other records, while achieving higher utility than k-anonymity.
We chose k-concealment in this work due to the advantage that it provides better utility than k-anonymity in the anonymized data; i.e., data anonymized by k-concealment retain more information than those anonymized by kanonymity, which would be beneficial in many real applications. However, one of the major drawbacks is that it is computationally expensive than k-anonymization. For example, the time complexity of one of the fastest algorithms for k-anonymity [9] is shown to be O(n log n), whereas the overall time complexity of the algorithm proposed in [8] is O(kn 2 ) where n is the number of records. This is too expensive particularly when dealing with large datasets containing large number of records. Therefore, to make k-concealment more practical in many real applications in the Big Data era, more efficient algorithms are required.
In this paper we propose a scheme for faster kconcealment anonymization. The main idea is to precompute neighbor lists (NLs) for each record. More precisely, we assume each quasi-indentifier is of totally ordered numerical domain, like integer or real number * . In the proposed scheme, first, we construct NLs by: 1) mapping each record to a point in a multidimensional space, 2) construct a multidimensional index (kd-tree) [10] for the mapped records, and 3) for each record, find s-nearest point where s is a user-defined parameter such that s ≥ k − 1. The algorithms for k-concealment have been modified so that they search records only within NLs, thereby making it possible to avoid exhaustive pairwise computations of loss metric. This causes significant reduction of the execution time from O(kn 2 ) to O(k 2 n+knlogn), In general, parameter k is far smaller than the number records (n). Consequently, the proposed algorithm is considered to be useful in many applications where large datasets need to be anonymized. We conduct several experimental evaluations using a real dataset to assess the feasibility and performance of the proposed scheme. The experimental results reveal that the proposed scheme can achieve same level of utility as k-concealment while drastically reducing execution time.
The rest of this paper is organized as follows. Section 2 introduces some basic definitions including k-type anonymization and k-concealment, which is the target of our proposal. The existing approach for k-concealment is reviewed in Sect. 3. The proposed scheme is then introduced in Sect. 4, followed by an experimental evaluation in Sect. 5. We conclude this paper and mention future work in Sect. 6.
Basic Definitions
In this section we introduce some basic definitions which are necessary to define k-concealment model, followed by introducing k-concealment model. We also mention information loss function to measure loss of information incurred by data anonymization. All definitions are basically based on Tessa et al. [8] but some notations are modified for brevity.
Generalized Database
We start our discussion by defining databases and their generalized forms. We deal with an original relational database R consisting of n records, where each record has m public attributes (a.k.a., quasi-identifiers) and additional private attributes. We denote by A j attribute set which is a set of possible values of the j-th attribute, thereby constituting a table of size n by m. We denote by R i, j (∈ A j ) the j-th attribute of the i-th record and also denote by R i (∈ A 1 × . . . × A m ) the i-th record. We denote by A j the power set of A j . We then define a generalized database R = {R 1 , . . . , R n } such that R i ∈ A 1 × . . . × A m . Given two records R i and R j , we say
l holds for l = 1, 2, . . . , m, and is denoted by R i ≺ R j .
k-Type Anonymity Model
Having defined generalized databases, we review wellknown k-anonymity, and then mention k-type anonymity models proposed by Tessa et al. [8] .
A k-anonymization of a database R is a generalization of R, where, for all i, there exist at least k generalized records R i :
We denote by A k R k-anonymization of database R.
As alternatives of k-anonymity, Tessa et al. proposed k-type anonymity models [8] , which are relaxations of kanonymity for improved utility.
(1, k)-anonymity A generalization of database R, R, is called a (1, k)-anonymization of R if each record in R is consistent with at least k records in R:
(k, 1)-anonymity R is called a (k, 1)-anonymization of R if each record in R is consistent with at least k records in R:
(k, k)-anonymity R is called a (k, k)-anonymization of R if it is both a (1, k)-and a (k, 1)-anonymization of R:
We denote by A 1,k R , A k,1 R , and A k,k R (1, k)-, (k, 1)-, and (k, k)anonymization of database R, respectively. Note here that the following interrelationship has been proven in [8] stating that k-anonymity is the most strict, followed by (k, k)anonymity; (1, k)-and (k, 1)-anonymity models are the most relaxed ones:
Bipartite Graph Representation
For better understanding, we introduce bipartite graph representation of k-anonymization and k-type anonymization models. Let us assume a bipartite graph G(R, R) = (U(R), V(R), E(R, R)), where U(R) and V(R) are sets of vertexes corresponding to R and R, respectively; and E(R, R) is a set of edges that connect
Using the bipartite graph representation, we can understand k-anonymity and k-type anonymity models as follows. For better understating, we show illustrative examples. The original database ( Fig. 1 ) has three attributes, namely, Name, Age, and Zipcode, and a private attribute Disease, and it is 2-anonymized.
k-anonymity A k R : G consists of some complete bipartite graphs that contain at least k + k vertexes ( Fig. 2) . 
k-Concealment
Having introduced k-anonymity and k-type anonymity models, we are ready to define k-concealment model. In fact, k-concealment is a stronger version of (1, k)-anonymity † ; while (1, k)-anonymity requires each record (or node) R ∈ D to have at least k adjacent edges, k-concealment additionally requires that each record R ∈ D has at least k adjacent (bipartite) matches.
More precisely, we introduce possible and impossible links. We consider that an edge e = (u i , v j ) is a possible link if G has at least one complete (bipartite) matching that contains e, whereas it is an impossible link if it does not contribute to any complete matching.
In the bipartite graph representation, k-concealment (denoted by C k R ) can be defined as follows: † In [8] , the authors mention that similar stronger versions of (k, 1)-and (k, k)-anonymity can also be possible. However, they chose (1, k)-anonymity as the basis by taking into account adversary's possible preference. k-concealment C k R : every vertex is of least degree k even though all impossible links are removed ( Fig. 6 ).
Note here that the following interrelationship including k-concealment has been shown in [8] stating that kconcealment is more relaxed than k-anonymity, but is more strict than (1, k)-anonymity; i.e.:
given a database, its anonymization by k-concealment can deliver better utility than its kanonymization.
Measuring Information Loss
In data anonymization it is important to minimize loss of information incurred by generalization of data. To quantify information loss, in [8] Loss Metric (LM) [11] , [12] (denoted by (R, R)) has been used:
where c(R i ) is a commonly used LM function defined as:
The intuition behind LM is to compute the average coverage ratio of all attributes. Table 1 shows an example of LM calculated by the original database R (Fig. 1 ) and its anonymization by kconcealment ( Fig. 6 ). In this database, attribute Age is of an integer domain whose range is [18, 30] , which comprises 13 distinct values. Taking the first record whose age is [21, 30] for example, it includes 10 distinct values. Therefore, we can calculate the cost for this record by 
Existing Algorithm
In this section we review algorithms for k-concealment
: end while 7: end for anonymization proposed in [8] . The whole process proceeds in the following steps: 1) transform from the original
Algorithm for (k, 1)-Anonymization
The first step is to apply (k, 1)-anonymization to the original database, and the algorithm is shown in Algorithm 1, which is a greedy version of the corresponding algorithm in [8] . It tries to find for each R i ∈ R other k − 1 records in R such that the generalization cost is minimized. Notice that the cost for generalization is calculated by:
After finding k records for R i , they are generalized to form R i . In fact, this algorithm does not always find the optimal combination in terms of cost, because it greedily finds records to generalize one by one. However, it was proven in [8] that it offers an approximation ratio guarantee of k − 1 with respect to LM .
Algorithm for (1, k)-Anonymization
The next step is to apply (1, k)-anonymization to (k, 1)anonymized data for transforming it to (k, k)-anonymized data. The algorithm is shown in Algorithm 2. For each record R i ∈ R that are consistent with less than k records in R, the algorithm scans records R j ∈ R that are not consistent with R i and finds k − l records with less generalization costs. Then it replace those k − l records R j with R i ∪ R j . This algorithm also does not always find optimal combination and there is no guarantee.
Algorithm for k-Concealment
As is discussed in Sect. 
Algorithm 3 Check possibilities of links.
2: Find all strongly connected components of H. Algorithm 3 is to check the possibility of each edge. We generate H and enumerate strongly connected components for subsequent possibility checking; i.e., the possibility of an edge (u i , v j ) can be identified by checking whether u i and v j belong to one or more strongly connected components (SCCs) or not. We can use any algorithm for SCC decomposition, e.g., Tarjan [13] or Cheriyan and Mehlhorn [14] . Both algorithms are linear in time.
Algorithm 4 shows an algorithm for k-concealment. If a degree of vertex u i is less than k by ignoring an impossible link (u i , u j ), we make (u i , v j ) a possible link by adding a new edge (u j , v i ). If there are some choices of impossible links, we choose the best one greedily according to loss metric. Again, this algorithm does not offer any optimality.
Time Complexity and Problem
The overall complexity of the above algorithms for kconcealment is shown to be O(kn 2 ). It is not very bad, but when dealing with large datasets, e.g., more than 10,000 records, it becomes impractical to apply k-concealment. For this reason, we need more efficient algorithms to make kconcealment practical to large datasets.
Proposed Scheme

Basic Idea and Assumptions
In this section we present the proposed scheme for efficient k-concealment anonymization. The basic idea of our scheme is to pre-calculate neighbor lists (NLs) for each record, and utilize them when searching such records that can be generalized at low costs.
First, we describe the basic assumptions. We assume that each attribute A i (i = 1, . . . , m) is of a totally-ordered numerical type, such as integer, real number, etc. In addition, we assume for each attribute there are the upper and the lower bounds. Thus we can map each record to a point in normalized m-dimensional space [0, 1] m . Notice that other data types, such as strings and categorical attributes, can also be handled by mapping such values to those in numerical domain. For example, let us consider a nominal or ordinal categorical attribute with values {A, B, C}. In this case we take an integer domain [0, 2] and map each value in the same order, i.e., A → 0, B → 1, and C → 2. Notice that such mappings impose total order in the mapped domain even though there is no explicit ordering in the original domain. However, in practice, this is not a big problem, there is no ordering even in the original domain.
We show an example of normalized database and its 2-D plot in Fig. 7 .
To quantify the cost for generalization, we use Loss Metric (LM) as mentioned above.
Neighbor List Construction
First, we construct for each record a NL to facilitate subsequent greedy-based generalization of records. More precisely, neighbor list NL i for record R i ∈ R contains top s records that have low generalization cost in LM w.r.t. R i , where s is a user-specified parameter such that s ≥ k − 1. To construct NLs, we need to compute pair-wise generalization costs in LM between two different records, which require O(n 2 ) in time.
To alleviate this problem we exploit an approximated cost function by taking advantage of the feature that each record can be represnted as a point in [0, 1] m . More precisely, we quantify generalization cost in terms of L 1distance in [0, 1] m :
In addition, we exploit a multidimensional index, kdtree [10] , to retrieve records, resulting in O(kn log n) time complexity for constructing NLs.
Algorithms for (k, 1)-Anonymization
To speedup (k, 1)-anonymization, we exploit NLs to avoid exhaustive search over records. Before explaining the idea, we introduce hyperrectangle-based representation of generalized records; i.e., we can regard a generalized record R i as a minimum bounding m-dimensional hyperrectangle that contains all records consistent with R i . Consequently, the distance (generalization cost) dist(R i , R j ) is equivalent to distance between R i and R j . Here we introduce an approximation of dist(R i , R j ):
In this approximation, instead of calculating the real distance between R j and R i , we identify the closest record in R i from R j and use its distance as dist(R i , R j ). Algorithm 5 shows an algorithm for (k, 1)-anonymization using NLs. Differences from Algorithm 1 lie in Line 3, 5, and 7. For each record R i , we maintain candidate set of records C and initialize it by the records in NL i . For each record R j ∈ C, we compute the cost by LM to find the one with least generalization cost. When we find it, we generalize R i with the record, and merge NL j with C to populate new candidates. Notice that we maintain the number of candidates in C at most 2s according to previously computed LM values.
Algorithm 5 Fast (k, 1)-Anonymization using NL
Require: Database R, integer k, Neighbor Lists NL 1 , NL 2 , . . . , NL n Ensure: Database R that satisfies (k, 1)-anonymity 1: for i = 1 . . . n do 2:
erase elements from C except s-elements with a little cost. 9: end while 10: end for Then we choose R 3 , because it has the minimum cost to generalize R 2 . (b) Consequently, we generalize R 2 by R 3 so that it subsumes R 2 and R 3 , and populate C by NL 3 , accordingly. Now, we need to reduce C = {1, 4, 5} by choosing records with less cost, resulting C = {4, 5}. (c) Likewise, we choose R 5 and generalize R 2 with it.
As can be seen, the proposed algorithm improves the processing performance by avoiding exhaustive pair-wise cost calculations. Instead, we only calculate costs over records populated from NLs in candidate set C. As a result the complexity of this step is decreased to O(kn log k) in time.
Algorithm for (1, k)-Anonymization
In this algorithm we need to find, for each record R i such that deg(u i ) < k, additional k − deg(u i ) generalized records R j that minimize dist(R j , R i ) for ensuring (1, k)-anonymity. To speedup this process, we again utilize NLs; i.e., we only search for records within NL i under the assumption that NL i likely contains records that are close to R i , thereby avoiding costly exhaustive search of records.
Algorithm 6 shows an algorithm using neighbor lists for faster (1, k)-anonymization. Differences from Algorithm 2 lie in Lines 3 and 4. In many cases we can expect that deg(u j ) is close to k. Thus we do not need to pay much efforts for finding additional generalized records, resulting in O(k 2 n) of time complexity.
However, there may be some undesirable cases, e.g., a record is consistent with all generalized records and the corresponding neighbor list is filled up with them, etc. In such cases the time complexity will become O(n 2 ). Such situations can be characterized by biased degree distribution in the bipartite graph model. Worse than that, biased degree distribution leads to more information to be lost; i.e., we need to add more edges to ensure (k, k)-anonymization, and this means that the data needs to be more and more gen- eralized. For this reason it is important to avoid extremely biased degree distributions. One possible workaround is to take into account degree distribution in the cost function, which is a part of our future work. Figure 9 is a running example of (1, k)-anonymization for i = 5 where k = 2. Note that R 5 is not visualized because it already included R 5 . We have to choose additional one generalized record includes R 5 . Suppose NL 5 = {3, 4}; then candidates are {R 2 , R 3 , R 4 }, because they subsume R 3 , R 4 . As a result, R 4 will be chosen and generalized with R 5 .
Algorithm for k-Concealment
Algorithm 7 shows the proposed algorithm for kconcealment. Differences from the original algorithm can be seen in Lines 1, 4, and 10. In the original algorithm, SCC de- Table 2 Complexities
composition needs to be performed whenever an additional edge is created. Instead, we initially enumerate SCCs, and merge two SCCs when an edge is created. The complexity of this step is reduced to O(kn) in such cases. In fact, the cost for this step is almost negligible. We can say that the number of generalization in this step is at most n − 1, because merging SCCs can happen at most n − 1 times. Consequently, the number of edges added in this step is at most 1 k of all edges. Furthermore, an edge (u j , v i ) always exists when we add edge (u i , v j ); therefore, we can expect that dist(R j , R i ) is small. For these reasons, we can ignore the increased cost by updating link possibilities lazily. Table 2 summarizes the computational complexities of the existing scheme and the proposed scheme. Overall, we can reduce from O(kn 2 ) to O(kn log n + k 2 n).
Computational Complexities
Experimental Evaluation
To evaluate the performance of the proposed scheme, we conducted some experiments. This section presents the experimental results. All programs were implemented with C++ and compiled by gcc 4.8.2. All experimentation was run on CentOS 7.0 with a 2.4 GHz 12 core processor, 192GB main memory.
Performance Comparison with the Original Algorithm
First, we compared the proposed method with the original kconcealment algorithm in term of information loss (utility) and execution time. As for the experimental data, we used Adult dataset in the UCI Machine Learning Repository [15] , and extracted four attributes of numerical domains. To prepare datasets with different numbers of records, we additionally generated synthetic records according to the data distribution in the original dataset. Figures 10 and 11 show the results when k = 10. We can see that the execution time significantly differs between the two methods; the proposed scheme is about 500x faster than the original algorithm with 100,000 records. In the meantime, the information loss remains almost the same level.
We also measured information loss and execution time when varying parameter k. Figures 12 and 13 show the results when the number of records n = 10,000. Again, the proposed scheme is significantly faster than the original algorithm, while the information loss remains the same level. More precisely, the difference of execution time by two methods will follow n k .
Compare with k-Anonymity
In addition, we compared the performance of the proposed scheme with one of the fastest k-anonymization algorithm, Mondrian [9] , and k-concealment algorithm as well. Figures 14, 15 , 16, and 17 show the results of execution time and information loss for four (4) and 14 attributes. In case of four attributes (upper figures), our scheme was the fastest, followed by Mondrian and k-concealment. As for information loss, we observe significant improvement for both our scheme and k-concealment to Mondrian as kconcealment offers better utility in anonymized data.
In the case of 14 attributes, we observe a similar tendency about information loss as four attributes, while Mon- drian is faster than the proposed scheme. This is due to the overhead of multidimensional index (kd-tree); i.e., it is known that the efficiency of kd-tree is affected by the number of dimensions. To make a more detailed analysis, Fig. 18 shows a breakdown of execution time in each step in the case of k = 20 when varying the number of attributes. As can be seen, NL construction is the most time-consuming part as the number of attributes grows. To this problem, we may choose another multidimensional index that are designed for high dimensional datasets.
Conclusion
In this paper we have proposed improved algorithms for efficient k-concealment anonymization. To speed up the process, we have introduced neighbor lists where, for each record, similar records are stored, and have presented al-gorithms that exploit them. We have conducted some experiments, and the experimental results have shown that the proposed scheme is significantly efficient than the original k-concealment algorithm, while offering improved utility at the same level. Furthermore, we have shown that for lowdimensional data the proposed scheme is as fast as one of the fastest k-anonymization algorithm, Mondrian, while improving utility in anonymized data.
In the future work we plan to improve the performance for high-dimensional data. For this purpose, we attempt to exploit another multidimensional index and improve the related algorithms. Another future work is to cope with biased degree distribution by improved cost function.
