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Individualization and Consumerization  
Jan Marco Leimeister1 and Hubert Österle 2 
1University Kassel, Germany 
 2 University St. Gallen, Switzerland 
Innovations in Consumer IT such as SmartPhones, App Markets, Car IT, or social 
media via the laptop or mobile devices have changed for many people their everyday 
live and the way they use IT. New service experiences (joy of use, ease of use, etc.), 
new ways of collaboration (mobile, context sensitive, etc.) and new value proposi-
tions have changed user expectations for IT and services in many other fields, driving 
service-dominant logic and consequently the customer expectations for personalized 
services to many new areas.  
This has also been infiltrating the corporate environment. This trend, referred to as 
“Consumerization”, will have a lasting impact on corporate information management, 
and in coming years will continuously confront IT managers with new challenges. 
This trend was initially observed with the emergence of Web 2.0 technologies, such 
as wikis, social networks, and blogs. These applications and technologies are current-
ly used by companies to improve collaboration (e.g., via Doodle), to exchange infor-
mation (e.g., via Twitter), or as a form of multilateral cooperation in conjunction with 
the use of social networks (e.g., via Facebook or LinkedIn). The emergence of con-
sumer markets as the primary driver of information technology innovation is seen as a 
major IT industry shift, challenging the way companies innovate and evolve with IT.  
The consumerization trend is currently being most strongly perceived in the use of 
privately purchased mobile hardware (smartphones and tablet computers) in the cor-
porate environment. In the future it can be expected that free or lowcost mobile con-
sumer applications (socalled “consumer apps”) will increasingly be integrated into 
corporate infrastructure. A look at the usage statistics for mobile applications supports 
this forecast. An average of 37mobile applications are used on private devices. In the 
corporate environment a significantly lower figure can currently be assumed, a market 
potential that is currently extremely attractive for many IT providers. 
What we are also seeing is the inclusion of elements typically to be found in games 
into application systems. This trend, referred to as “Gamification”, can be seen in the 
use of high scores, ranking lists, and experience points aimed at increasing staff moti-
vation during what are often monotonous tasks, or to increase the learning effective-
ness of training courses. One example of an application that combines both Web 2.0 
and game features is the mobile application of the social business network Jive. With 
this application, users are for example awarded status points for useful contributions 
and answers posted in the forums. In summary it can be said that consumerization has 
heralded a paradigm shift: Many application and usage innovations have their origin 
in the consumer market and from there they are forcing their way into corporate IT. 
The wide range of challenges for the management of corporate IT with all of its facets 





Service innovations, new ways of service creation, orchestration and consumption, 
using and creating vast amounts of openly available or user-generated data offer great 
potential for improving everyday life of large parts of our society. New business 
models and ways of value creation become critical, as a big opportunity, but also as a 
challenge for organizations and existing IT structures  
This track presents papers on consumer IT in the fields of education, recommenda-
tion in retailing, crowd sourcing, and mobile services. It puts a special emphasis on 
the user interface and factors influencing the acceptance of consumer services. A 
second part of papers looks at the impact of changed consumer behavior and expecta-
tions on enterprise IT and the online services market.  
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Examining the Potential for Tablet Use in a Higher 
Education Context 
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Abstract. Tablet devices are rapidly being adopted by consumers and organiza-
tions, but few universities have embraced them so far, since the feasibility of 
tablet use in higher education is still unclear. As an exploratory study, we exam-
ined the potential for tablet use in universities regarding three use cases that 
cover typical scholastic tasks. The study is based on focus group interviews and 
a longitudinal test user group study conducted over five months at a North 
American university. The analysis, grounded in the task-technology fit frame-
work for mobile information systems, shows that tablets are a useful addition to 
laptops for the consumption of learning materials as well as for collaborative 
and social activities, but need further improvements to be useful for the produc-
tion of content. We will conduct a confirmatory follow-up study in the form of 
a pilot rollout in a German higher education institution to confirm – or rebut – 
our initial findings. 
Keywords: E-Learning, Mobile Computing, Information Systems Adoption 
1 Introduction 
The remarkable commercial success of Apple’s consumer-oriented iPad has prompted 
organizations to evaluate the usefulness of tablets for corporate use. According to 
Gartner, 86% of Fortune 500 companies and 47% of Global 500 companies are test-
ing or deploying iPads in their organizations [1], [2]. However, the adoption of tablets 
at universities and related higher educational institutions has been slow to non-
existent [3], even though a tablet provides many features that could be valuable to 
university students, such as portability, an extended battery life, flexible interaction 
and input methods, as well as applications that can facilitate typical curricular tasks. 
Theoretically, a tablet should give students the ability to explore digital personalized 
curricula, to access supplementary web content tailored to their field of study, and to 
read searchable, annotatable, and more cost-effective digital textbooks, which would 





Given these promising possible benefits, it is surprising that scholarly research has so 
far largely neglected the potential of tablets in higher education, which motivates our 
study. The paper thus seeks to answer the following research question (RQ): 
 
(RQ1) Which typical student tasks can be effectively supported by a tablet device? 
(RQ2) Can the learning process in universities profit from the adoption of tablets? 
 
Based on empirical data gathered through focus group studies at a North American 
university, the paper evaluates the current potential for tablet use in higher education 
institutions regarding typical student activities. The empirical study has revealed three 
distinct use cases, namely the consumption of knowledge, the creation of knowledge, 
and collaborative activities, which we used to classify our results. Besides working 
with different use cases, it has proven useful to distinguish between different student 
groups, namely undergraduate, graduate, and doctoral students, as these groups per-
form different tasks and have different requirements regarding tablet use. We propose 
a confirmatory follow-up study, in which we plan to study a tablet deployment pilot 
project at a German higher education institution in order to verify the results of the 
current study and to derive further implications for the design of tablet use at educa-
tional institutions. The paper is theoretically grounded in the task-technology fit 
framework for mobile information systems developed by Gebauer, Shaw, and 
Gribbins [4], which is based on the initial conceptualization of task-technology-fit by 
Goodhue [5]. 
The paper is structured as follows: First, we provide a brief review of the current 
literature on mobile computing, tablet use, and the task-technology-fit framework for 
mobile information systems, in which the paper is rooted. Second, the methods sec-
tion outlines how we gathered empirical data to explore the research question. This is 
followed by the results of the study and a discussion and conclusion section that in-
cludes a number of action-oriented recommendations for higher education providers 
and discusses the changes in individual behavior caused by tablet use. 
2 Theoretical Foundations 
2.1 Mobile Computing 
Scholarly interest in mobile computing has picked up in recent years due to the emer-
gence of increasingly powerful mobile devices, such as smartphones, laptops, and 
tablets that are potent enough to rival stationary computers [6]. Mobile computing is 
concerned with the notion of “increasing our capability to physically move computing 
services with us” [7] and is a subset of Weiser’s [8] understanding of ubiquitous com-
puting. Because of their mobility, computing devices within this field are becoming 
ever-present and are increasingly being taken for granted. They facilitate a broad 
range of activities, from inscribing and storing data to handling communication and 
reasoning. Through sensors and receivers that can accurately determine the device’s 
geographical and spatial position as well as gather further data about its surroundings, 





ronment and can act upon changes in said environment. These capabilities make them 
superior to stationary devices for tasks that can benefit from such a digitally con-
structed environment [7]. Although laptops and traditional personal computers (PCs) 
are unlikely to disappear in the near future, the rapid technological advances in mo-
bile computing are fundamentally altering how we interact with computers [9], [10]. 
The focus of this paper is on tablets, which have a surprisingly long history as a 
class of devices. In this context, it is important to distinguish between tablet PCs and 
tablets: Tablet PCs are mobile PCs that employ large touchscreens as user-input de-
vices to be operated by a stylus, pen, or finger [11]. They usually run full desktop 
operating systems, such as Microsoft Windows or Linux. Initial forms of tablet PCs 
were developed in the early 1990s. These early devices were never truly able to con-
vince consumers or corporate users because of their bulky form factor, short battery 
life, and mismatched user interface [11]. In contrast, the Apple iPad has heralded in a 
new generation of tablet devices that carefully balance computing power and battery 
life, and utilize a large but easily manageable touchscreen display combined with a 
compact form factor and a heavily customized operating system. By clearly targeting 
a limited number of usage scenarios, such as communication via text and voice, Inter-
net browsing, and media consumption, it was able to set itself apart from the previous 
generations of tablet PCs [12]. The attuned combination of these hardware and soft-
ware features has led to a broad adoption by consumers as well as organizations [13]. 
The following section will introduce major technological developments in the higher 
education sector in order to put the use of tablets in universities in a broader context. 
2.2 Technology-Mediated Learning 
We apply Alavi and Leidner’s [14] understanding of technology-mediated learning as 
“an environment in which the learner’s interactions with learning materials, peers, 
and/or instructors are mediated through advanced information technology” (p. 2) to 
account for the fact that tablets may be used at home, in class, or in a team setting to 
support learning activities. Such learning activities are subsumed by the learning pro-
cess, in which “learners individually or collaboratively perform creation and actual-
ization of knowledge, through operating on individual or shared artifacts (i.e. data 
objects), assuming different roles and following specific rules and division of labor, 
towards fulfillment of specific pedagogical objectives” [15]. 
A common point of critique of the traditional lecture-based, instructor-centric 
learning model is that it does not engage students effectively enough [16], [17]. An 
intuitive thought of most education providers and students is that integrating technol-
ogy in the pedagogic process will improve this learning process and skill development 
[18]. Despite this reasoning, few technological tools have thus far been fully integrat-
ed into university curricula and classroom-based learning [16]. Tablets could be an 
ideal tool to enhance the learning process, the interaction of students among them-
selves, and that between students and instructors. 
In line with prior research on technology in education, this paper not only analyses 
the technology itself, but first and foremost it's potential to promote an active learning 





deal with the viability of tablet PCs in education [21], [22], they predate the emer-
gence of modern tablet devices, and academic literature on the actual use of tablets in 
educational institutions is consequently scarce. 
2.3 Task-Technology Fit for Mobile Information Systems 
The task-technology fit framework for mobile information systems [4] is an extension 
of Goodhue’s [5] initial conceptualization of task-technology fit to account for the 
specificities of mobile computing tasks and technologies. Gebauer et al. [4] argue that 
the mobile use context, referring to issues such as high user distraction and low quali-
ty of network connections, needs to be taken into account when evaluating the fit 
between tasks and mobile technologies. We account for this influence by incorporat-
ing a longitudinal test user group in our research design that uses the technology in 
question in a variety of different contexts, thereby mitigating the impact of use con-
text [23]. 
In line with the suggestions of Zigurs and Buckland [24], we conceptualize fit as 
profiles consisting of different characteristics for each of the student populations that 
participated in the study (undergraduates, MBA-level students, and doctoral students). 
This allows us to identify potential opportunities and problems, as the profiles are 
specific to the respective area of application. The following section describes the re-
search design that we applied to gather empirical data to explore the research ques-
tion. 
3 Research Approach and Data Gathering 
Given the lack of existing research concerned with this particular field, we opted for 
an explorative mode of inquiry via a number of focus groups [25] and a test user 
group [26], [27] as methods to conduct our study. The unit of analysis was the indi-
vidual. The data collection consisted of two parts: A longitudinal test user group study 
with bi-weekly group feedback sessions and five focus group sessions with a different 
set of participants (see Table 1). 
To conduct the study, five Samsung Galaxy Tab (7”) devices with 3G cellular data 
service were acquired by the university. Important requirements to be fulfilled by the 
device were openness and flexibility for easy development of prototype applications, 
and a high degree of customizability in order to be able to adapt the tablet to the spe-
cific requirements of students, which is why we chose a device running the Android 
operating system. The Samsung Galaxy Tab (7”) was ultimately selected because of 









Table 1. Overview of Research Approach 
Study conducted in:  Business school at U.S.-based university from 12/2010 – 05/2011 
Participating groups: 
 
(Total: 28 participants) 
 
Test user group consisted of one undergraduate student, two 
MBA students, one doctoral student, and one instructor 
Focus group #1 consisted of five undergraduate students who 
identified themselves as non-technology savvy 
Focus group #2 consisted of five undergraduate students who 
identified themselves as technology savvy 
Focus group #3 consisted of five MBA-level students who identi-
fied themselves as non-technology savvy 
Focus group #4 consisted of four MBA-level students who identi-
fied themselves as technology savvy 
Focus group #5 consisted of four doctoral students 
Mode of participa-
tion: 
Five 60-minute focus group sessions and test user longitudinal 
study over five months (with bi-weekly feedback sessions) 
Technology provided: Samsung Galaxy Tab (7”) with 3G cellular data service 
Data collection and 
analysis: 
 Field notes, observation of discussions, interactive capturing 
of results on whiteboard 
 Discussion of results between two researchers immediately 
following each focus group 
 
In order to gauge the usability of tablet devices in practice, the user experience was 
studied through a longitudinal test user group in the first part of the empirical study. 
Usability refers to the fit between a system and its users, while the broader notion of 
user experience analyses the response to the interaction with a system. It considers the 
impact of prior experiences, perceptions, and the users’ state of mind on the success 
of this interaction [28]. A large array of methods to test usability and user experience 
exists [29]. As the usability of a device that has multiple uses in multiple geographical 
setting is difficult to observe in a laboratory setting, we opted for a longitudinal test 
user group that exposes the group to the technology and allows for an extensive trial 
phase. The composition of the test user group can be seen from Table 1. Participants 
were drafted using a volunteer sample of 200 undergraduate and 150 MBA students 
who attended a specific lecture, six doctoral students, and five faculty members asso-
ciated with the IS department. Each participant was provided with a tablet device and 
cellular data service for a period of five months. This enabled participants to thor-
oughly evaluate the device and its features. Participants shared their experiences with 
the device in bi-weekly group feedback sessions. The sessions were semi-structured 
so that every participant could share what they discovered in terms of software, oper-
ating system features, or hardware issues during the previous two weeks of use. Dur-
ing the time between feedback sessions, participants were asked to solve curricular 
tasks, such as setting up a video conference between all test user group participants. 





pared to a laptop computer – was then discussed in the following feedback sessions. 
The longitudinal component of the study allowed the researchers to see if and how the 
benefits of using the tablet device changed over time and with greater experience and 
familiarity with the device [30], [31]. Results from previous feedback sessions were 
continually re-introduced to the group and discussed in subsequent sessions. The re-
searchers observed the discussions and took field notes. In addition, participants were 
asked to keep a diary of their usage behavior and to record comments and opinions in 
the period between feedback sessions. We analyzed both the field notes and student 
diaries by using content analysis [32]. 
In a second step, we conducted five focus group sessions in order to get further 
qualitative feedback on the issues that were uncovered by the test user group and to 
collect ideas from a larger sample of students. Focus groups have historically been 
under-used in information systems (IS) research [33], even though they can provide 
valuable insights through guided and open-ended discourses. We opted to conduct 
focus groups, rather than – for example – participant observations, as they enable the 
researcher to grasp the thoughts behind participants’ actions, and let participants find 
a consensus on issues in a group setting. This part of the study was deemed necessary 
and important because the results from the test user group may have been skewed by 
individual preferences, as only one or two representatives of each student group par-
ticipated in the test user group. We synthesized results from both parts of the study 
using triangulation [34], [35]. The composition of the focus groups is portrayed in 
Table 1. The distribution across the different student groups was chosen in order to 
approximately reflect the overall population of students, namely the presence of few 
doctoral students, many undergraduate students, and many MBA-level students, and 
to collect data from all potentially affected users. The different self-reported orienta-
tions towards technology were queried during the selection of participants in order to 
see the effect of this trait on the participants’ perception of tablets and tablet use in a 
scholastic setting, especially since each group will have different needs and require-
ments regarding technological devices. For the purpose of this study, we conceptual-
ized being non-technology savvy as having little or no prior experience with tablets 
and similar mobile computing devices, while all participants in the technology savvy 
groups owned or had at least used a tablet before. 
The focus groups were conducted as dual moderator focus groups to ensure that all 
topics were covered and that all results were collaboratively recorded on a white-
board. The focus group participants were provided with tablet devices after the pur-
pose of the focus group session was revealed so that they were able to acquaint them-
selves with the technology. They could naturally not develop the same deep under-
standing of the device as the longitudinal study participants, which was taken into 
consideration when choosing the guiding questions to ask during the session. 
As guiding questions, each group was asked to describe tasks they perform during 
a typical day, which problems they experience when using laptop computers and 
smartphones to support said tasks, the likelihood that tablets would be able to over-
come those shortcomings, and which essential features a tablet would need to have in 
order to be useful for their typical everyday tasks relating to university work. In addi-





which they set themselves apart from other mobile technologies such as laptops and 
smartphones. During the focus group sessions, we took field notes, interactively rec-
orded the results on a whiteboard, and observed the discussion. Immediately follow-
ing the sessions, two researchers discussed the results of each focus group session and 
the discussion results were recorded in writing. 
4 Results 
The consensus across all study segments was that participants are, to some degree, 
frustrated with their current laptop devices. This is due to a comparatively short bat-
tery life of most laptops, their heavy weight, interoperability issues between users of 
different operating systems, the dependence on wires for power supply, and frequent 
maintenance issues. Focus group participants agreed that most of these issues would 
be mitigated by tablets, as they weigh less, last for around eight hours on a single 
charge, are easier to carry due to their form factor, do not require a long time to start 
up, do not have any fragile moving parts, and use a very accessible and intuitive user 
interface. However, they lack a physical keyboard for text input and the simplicity of 
the operating system may, at the same time, restrict the breadth of possible uses. 
During the discussions in early test user group feedback sessions, it quickly be-
came apparent that there are three distinct use cases on which we should focus: The 
consumption of media, such as reading textbooks, studying for exams, and listening to 
lectures; the creation of media, such as developing essays, presentations, and answer-
ing exams; and collaboration between students, which includes organizing and con-
ducting group meetings, collaboratively editing documents, and participating in social 
events and university clubs. These three cases subsume most curricular tasks that 
students carry out during their academic life. The potential of tablet use in higher 
education can thus be judged based on how well tablets support these three use cases. 
The results of each part of the study have been categorized with regard to these use 
cases. An aggregated overview of the results can be found in Table 2. 
4.1 Media Consumption 
Knowledge acquisition through media consumption is one of the central processes of 
any student population. However, the focus group results revealed some differences 
that are relevant for gauging the potential for tablet use with regard to this use case: 
Undergraduates and MBA students read textbooks and supplementary materials, such 
as case studies and lecture notes. The latter are usually provided in digital formats and 
can thus, from the perspective of the focus group participants, easily be consumed on 
a tablet. Regarding textbooks, the test user group reported that most textbooks are not 
yet available in digital form and can thus not be read on tablets. For the e-textbooks 
that were available, test user group participants reported that the tablet enabled them 
to digitally highlight and annotate textbook passages. The search feature was rated 
positively, particularly for exam revision. A participant noted: “The search function is 





glossary is often not complete.” Another area of media consumption for undergradu-
ate and MBA-level students is constituted by attending lectures, where test user group 
participants stated that they were able to follow lecture slides on their devices and 
take digital notes on relevant slides in a more fluent, intuitive, and seamless manner 
than on laptops. This is due to the fact that there is no screen in the line of sight be-
tween student and instructor, input of notes and remarks can be made in a more intui-
tive way through finger input, and tablets last through multiple lectures on a single 
battery charge, without the need for a chord and power outlet, which participants rated 
as helpful. In addition, tablets were viewed as an ecological alternative to paper-based 
notes and slide print-outs by, as participants mentioned, for example, “I always feel 
bad when I need to print out hundreds of pages for a single class. With the tablet, this 
isn’t necessary anymore and I bet this saves tons of paper a year. “One core task of 
doctoral students consists of reading and reviewing academic literature, for which 
doctoral student focus group participants found the tablet useful. There was no differ-
ence between the technology savvy and non-technology savvy focus groups with 
regard to the media consumption use case. All focus groups evaluated tablets as help-
ful for media consumption. 
4.2 Media Creation 
A second important curricular task that could potentially be supported by tablets is the 
creation of media, such as essays, reports, academic papers, and presentation slides. 
During the first feedback session, test user group participants reported difficulties 
with text input of longer passages due to the small, non-tactile software keyboard that 
can be found on the provided tablet device and on most other tablets. A participant 
expressed this shortcoming: “For a short mail, the keyboard is fine, but for longer 
texts, writing on it is a pain.” In subsequent feedback sessions of the longitudinal 
study, participants reported higher levels of satisfaction with text input as their expe-
rience with the virtual keyboard increased over time. In addition, test user group par-
ticipants criticized the current absence of an application to create presentations and 
richly formatted documents. 
Focus group participants expressed similar concerns, as producing materials from 
scratch is currently a challenge on tablets. However, it is important to highlight that 
participants in both technology savvy groups (#2 and #4) conveyed that they were 
willing to use tablets for media creation regardless of the difficulty of text input, say-
ing, for example, “I think you can get used to writing on it even without a proper key-
board.” However, participants in these groups cautioned that tablets are currently 
unsuitable for tasks that require a high amount of storage space or processing power, 
such as sophisticated spread sheet calculation software or research software packages. 
Specifically, doctoral students noted the lack of citation management software and 





4.3 Collaboration and Social Interaction 
Undergraduate and MBA-level students often work in teams to complete assignments 
and, consequently, have to organize group meetings, coordinate work between stu-
dents, and collaboratively work on the same document or presentation. Test user 
group participants judged the potential of tablets to support students in conducting 
these tasks favorably, as tablets enable students to easily and effortlessly conduct 
virtual meetings via built-in cameras, share documents among each other, and use 
software tools to find available meeting times. This initial perspective was confirmed 
repeatedly over the five months of the longitudinal study, as test user group partici-
pants discovered more and more readily available virtual meeting applications and 
built-in features that support collaboration. Focus group participants remarked that 
while they did not yet use software tools to organize meetings, they would probably 
do so if they owned a tablet because of the increased ease of access. One participant 
said: “I guess organizing meetings could get easier with a proper app for it that oth-
ers are using, too.” Since collaboration was not a focal area of importance for the 
doctoral students that participated in focus group #5, they did not evaluate tablet use 
more or less favorably based on its collaboration features. 
4.4 Changes to Working Practices 
Outside of the specific use cases, test user group participants noted that the use of the 
provided tablets changed their working practices and behaviors to some extent: Partic-
ipants reported that they no longer felt bound to a desk to work and were using their 
device from multiple locations throughout the day. One test user group participant 
noted that, because of the always-on connectivity of the tablet, other participants ex-
pected him to always be available for a virtual meeting which participants were asked 
to arrange: “The tablet is always online, even when the screen is off. I can always be 
reached for meetings, no matter where I am.” 
Since participants across all focus groups remarked that tablets are currently lack-
ing applications that would be important for student use, and that the integrated sen-
sors of tablets open up the possibility for new types of educational applications, par-
ticipants were asked to imagine applications that would be helpful in a higher educa-
tion context. The focus group participants then rated the application ideas according 
to their expected usefulness. Following the completion of all focus group sessions, we 
rated the application ideas with regard to the difficulty of implementation. Among the 
ideas were, for example, the automatic synchronization of lecture times and deadlines, 
simple drag-and-drop printing, real-time availability and reservation of study rooms, 
and in-class voting and exam delivery applications. The ideas that were rated as most 
useful were a syllabus-synchronization application, a homework assignment synchro-
nization tool, and a dynamic campus public transport schedule application, which will 








Table 2. Overview of Results 
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4.5 Changes to the Learning Process 
Apart from the aforementioned changes to working practices of students, participants 
from the longitudinal test user group also reported that the tablet use significantly 
affected their overall learning process. In particular, they revealed that the learning 
process became more social, since the tablet facilitated social exchanges via integrat-
ed instant messaging tools, meeting apps, and social media tools that are also present 
on laptops, but can reportedly be accessed and used in a more fluent and natural way 
on tablets. In addition, participants observed that they interacted with the content of 
learning materials in a more immersed manner, as they were able to directly follow 
hyperlinks in e-books or research additional sources based on lecture materials. While 
a similar use of digital content would have been possible on, for example, laptops, 
participants noted that the use context of tablets enables a deeper engagement with the 
content, particularly in the absence of alternative preoccupations. Participants of the 





but more frequent exposure to the study material. This phenomenon can also be at-
tributed to the new use contexts of tablets: Study participants engaged with them in-
between lectures, during their commute to and from campus, and even in their leisure 
time that would normally not have been devoted to studying. Studies on learning pro-
cesses have noted that learning in shorter sessions with frequent breaks is more effec-
tive for the retention of content than a single study session, which is known as the 
spacing effect [36–38]. As this behavior occurs naturally with the use of tablets, it 
may indicate that tablets effectively improve the learning process. 
5 Discussion and Conclusion 
In this exploratory study, we examined whether tablets are able to effectively support 
three main scholastic use cases, namely the creation of media, the consumption of 
media, and collaboration and social interaction. The analysis has shown that, especial-
ly for non-technology-oriented users, tablets are currently missing some key features 
that would make them useful in supporting all three use cases, namely a more sub-
stantial number of digitized textbooks, note-taking applications that are easier to use, 
and a fast and effortless way to input longer pieces of text. Features such as a long 
battery life, portability, an easily manageable screen, and digital search and annota-
tion capabilities make a tablet ideally suited for the consumption of media. However, 
the use of a virtual keyboard limits the speed in which students can translate thoughts 
into digital text. Together with the absence of tools to create presentation slides and to 
adequately format text, this renders a tablet only partially useful for the creation of 
media. This confirms and extends the findings of Friedewald and Raabe [13], who 
call for new approaches to human-computer interaction techniques for mobile compu-
ting. Concerning our third use case, video conferencing and group meeting scheduling 
applications, as well as the possibility of easily sharing documents allow for an im-
proved collaboration and social interaction experience that would not be as rich and 
seamless on laptops or stationary PCs. 
Given the extensive need of students to engage in word processing, data analysis, 
and presentation tools, tablet devices seem at this time not ideally suited to exclusive-
ly meet all computing needs of students. Rather, they serve as an additional device to 
augment and expand the connectivity and lifestyle computing choices of students who 
desire increased connectivity and social interaction, with improved applications and 
interface choices not currently offered by smartphones or laptops. As a practical rec-
ommendation to higher education providers, we judge tablet use in universities as a 
promising approach to support the consumption of content and, thus, the process of 
knowledge acquisition. In addition, collaboration and social interaction between stu-
dents can be enriched. Although mentioned in the focus groups, it might be premature 
to classify tablet devices as an environmentally responsible alternative to paper-based 
note-taking, since the ecological impact of producing, recharging, and eventually 
disposing of the tablet device has to be factored into this equation. Nevertheless, tab-
lets leverage the technology skills of incoming students and alleviate some of the 





addition to laptop computers, but exhibit too many drawbacks in the area of content 
creation to be made a required tool for prospective students. 
A noteworthy outcome of the study is that the use of a tablet changed some of the 
work processes and behaviors of test user group participants: They developed an al-
ways-on mentality, as the tablet allowed them to connect to university resources and 
read messages instantly, everywhere. In addition, the expected availability of partici-
pants increased, as they no longer required a stationary PC to be able to attend virtual 
meetings. Moreover, tablet use changed the way test user group participants worked 
on certain tasks, as the tablet allowed them to complete these tasks in a more stream-
lined fashion when switching from one device to the other and from one location to 
the next. This result extends the findings of Bødker, Gimpel, and Hedman [39], who 
studied the user experience of smartphones and concluded that with continued use, 
mobile devices become more and more embedded in an individual’s lifestyle. 
This paper contributes to theory and practice in that it sheds light on tablet use in 
academia and examines whether tablet use is a promising pedagogic approach for 
higher education institutions, based on the task-technology fit framework for mobile 
information systems. Practical recommendations are provided to aid universities in 
judging the potential of tablets. In addition, it discusses the changes in processes and 
behavior resulting from tablet use, thereby extending the research stream initiated by 
Yoo [9]. A contribution to theory is the inductive development of three distinct use 
cases that subsume most tasks that students carry out as part of their academic life, 
namely the creation of content, the consumption of content, and collaboration with 
others. This may help researchers to better frame their findings and to make an a-
priori distinction between these use cases when developing their research design. 
Despite the practical implications of our study, there are limitations: The study was 
conducted at an early stage in the life cycle of modern tablet devices, and students 
might not yet have been familiar with this class of devices. Particularly the non-
technology savvy focus group participants did not have prior experience with tablet 
devices, which may have inhibited their judgment towards the full array of features of 
tablets. We only examined one particular incarnation of tablets, namely one specific 
device, which we, however, judge as being representative of the entire device class at 
the point in time of our study. In addition, the voluntary mode of participation in the 
study might have introduced a bias inasmuch that the sampled students may have 
viewed tablets in a more positive light than a typical student. In order to mitigate 
some of these initial limitations, we propose to conduct a confirmatory follow-up 
study. We plan to study an actual rollout of tablet devices in a German higher educa-
tion institution, which generates a larger amount of data, to which quantitative meth-
ods of analysis will then be applied. 
With the growing adoption rate of tablets among consumers and a greater level of 
choice between hardware vendors and ecosystems, a larger number of applications 
that are fit for curricular use will likely emerge naturally. In addition, accessories such 
as portable keyboards make the input of longer text passages more feasible. Currently, 
tablets are a suitable addition to laptop devices for the consumption of content as well 





learning applications and textbook publishers release forthcoming editions as e-books, 
universities will be able to make good use of tablets to support student learning. 
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Abstract. Online retailers provide review systems to consumers in order to im-
prove perceived trustworthiness and boost sales. We examine the effects of re-
view valence and valence intensity on consumer purchase intention. Review 
adoption emerges as a novel, important moderating variable. We find that posi-
tive reviews have a stronger effect on consumer purchase intention than nega-
tive reviews. Moderate reviews always lead to higher purchase intention than 
extreme reviews, but the size of the effect is greater for extremely negative re-
views than moderately negative reviews. The effect is reversed for positive re-
views. Our results imply that a recent innovation in Amazon’s review system, 
highlighting negative reviews along with positive spotlight reviews, must be 
designed carefully to avoid losing customers. Choosing the wrong combination 
of reviews can diminish the positive effect of spotlight reviews on sales by 
nearly 20%. 
Keywords: E-Commerce, Purchase Intention, Consumer Review System, De-
sign 
1 Introduction 
Online retailing figures are predicted to continue growing over the next years [1]. 
This will lead to increased competition among online retailers to attract consumer 
spending. Recent research indicates that online consumers are particularly attracted by 
vendors whom they perceive to be highly trustworthy, who offer websites with a high 
level of usability [2], and who make online shopping feel more sociable [3]. These 
factors drive consumers’ intention to use a vendor’s website and purchase products 
from this website [4].  
The decision to purchase a particular product also depends on other factors. Con-
sumers will not buy a product if they are uncertain whether it matches their prefer-
ences or whether its quality is as good as advertised [5]. But evaluating products first-
hand is costly. Among the possible sources of second-hand information, consumers 





third-party experts [7]. Retailers (e.g. Amazon, Walmart) thus introduced an imper-
fect but freely accessible substitute for first-hand product usage experience: consum-
er-generated reviews. Consumer review systems have indeed become extremely 
popular, and have been found to affect the sales of a variety of products [8-10].  
The growing popularity of consumer review systems has, however, raised new is-
sues. Consumers need to navigate increasingly large numbers of reviews to find those 
that are most relevant (or “helpful”) for product evaluation. Website designers are 
challenged to improve review system usability. In this context, one important feature 
is the “spotlight review” (e.g. Amazon). The most helpful positive review is displayed 
prominently near the top of each product’s review page (Fig. 1). Spotlight reviews 
reduce search and evaluation costs within the review system, since consumers are 
automatically presented with the review most likely to be of use for product evalua-
tion. Results by [11] show that the impact of (positive) Amazon spotlight reviews on 
sales rank is indeed larger than the impact of other reviews. Recently, Amazon added 
the most helpful negative review for the product and now shows these two reviews 
side-by-side to prospective buyers.  
 
 
Fig. 1. Amazon spotlight reviews 
Although presenting mixed spotlight reviews might be a good idea in the long term 
with a view to improving the review system’s perceived neutrality and trustworthi-
ness, it might also have rather unpleasant effects (at least in the short term) on sales. If 
highlighting positive reviews increases sales, highlighting negative reviews may lead 
to a corresponding decrease in sales. The drop in sales could be even larger than ex-
pected, since consumers are known to rely more heavily on negative reviews than on 
positive reviews [12-14]. 
Whether reviews lead to a noticeable change in consumer (purchasing) behavior 
also depends on the propensity of readers to include information proffered in a review 





to the best of our knowledge, the first to measure the moderating effect of review 
adoption on purchase intention. We find that review adoption indeed plays a crucial 
role. We also explain why certain combinations of positive and negative reviews have 
a less negative effect on purchase intention than others and present an optimal config-
uration for mixed spotlight reviews. 
The remainder of the paper is organized as follows. In section 2, we summarize 
previous research on the effect of review valence and valence intensity on purchase 
intention, and the moderating effect of review adoption. Section 3 describes our 
treatments, the experimental set-up and our sample. In section 4, we present the re-
sults of our data analysis. Finally, we discuss the findings and limitations of our study 
in section 5.  
2 Theoretical Foundations and Research Model 
Previous research indicates that review valence and valence intensity are the most 
salient review features for explaining sales success (e.g. [9], [15-16]). Review valence 
refers to positive or negative evaluation of a product or service [17]. Valence intensity 
describes the strength with which the opinion is voiced in the review [18]. Both va-
lence and valence intensity determine review diagnosticity [19]. Highly diagnostic 
reviews make it easy for readers to assign the reviewed product to precisely one cog-
nitive category, for instance “bad quality” [20]. They reduce product uncertainty by a 
greater degree than reviews with low levels of diagnosticity. Hence, readers are more 
likely to include a review with a high level of diagnosticity into their decision-making 
process. To account for the fact that some readers are generally more likely than oth-
ers to adopt third-party opinions [21], we introduce a moderating variable in subsec-
tion 2.3. Previous research on the effects of valence and valence intensity on purchase 
intention is discussed in the following two subsections.  
2.1 Valence of Online Consumer Reviews 
Ghose and Ipeirotis noted that the average customer rating had a significant effect on 
the sales rank of audio and video players [9]. The average rating also influenced digi-
tal cameras’ sales ranks [22] and books’ sales ranks on Amazon [8],[11],[23]. Several 
studies on the effect of valence on purchase intention found that negative reviews had 
a greater influence on purchase intention or sales than positive reviews [12],[24-25].  
Herr et al. showed that highly diagnostic product information is significantly more 
likely to be recalled than low-level diagnostic information, especially if the former is 
negative [14]. This finding is explained by the brilliant-but-cruel hypothesis, or nega-
tivity bias, which states that negative evaluators are assumed to be more intelligent 
and perceptive and their opinions are therefore accorded greater importance than posi-
tive ones [13]. 
Another reason why online consumers may be more inclined to believe negative 
reviews is put forward by [8]: consumers may expect a higher percentage of positive 





nipulation bias” in positive reviews, these reviews are no longer useful for reducing 
product uncertainty [26].  
If prospective customers view the purchase from a gains perspective and try to 
minimize the risk involved in the purchase [27], they may also be more likely to be 
influenced by negative reviews than positive reviews.  
 
H1: Negative product reviews have a stronger effect on consumer purchase in-
tention than positive product reviews. 
2.2 Valence Intensity of Online Consumer Reviews 
Extreme reviews exhibit a high level of diagnosticity: they permit the consumer to 
classify the reviewed product almost instantly as “good” or “bad”. Indicators for high 
valence intensity (extremity) are, for instance, excessive use of exclamation marks, 
use of emotionally charged words (“fantastic”, “horrifying”), and the intensity of 
different parts of speech, like adverbs (“hugely”, “superbly”) [18],[28]. 
Assigning category membership on the basis of moderate reviews demands a 
greater cognitive effort from the reader, which ought to lead to a smaller reduction in 
product uncertainty and lower persuasiveness. Another reason why consumers may be 
more likely to rely on extreme reviews rather than moderate reviews is the initial 
attitude towards a product. Reviews with moderate valence intensity have less impact 
on consumers’ evaluations when their prior preferences or their commitment to prod-
uct choice are neutral or negative, i.e. if initially they do not have strong interest in 
buying this product [29].  
Pavlou and Dimoka showed that extremely negative reviews for eBay sellers had a 
greater impact on price premiums than extremely positive or moderate reviews [30]. 
Forman et al. and Ghose and Ipeirotis found that moderate online consumer reviews 
were considered less helpful than strong negative or positive reviews [9],[31]. Results 
by [19] showed that, for utilitarian goods, extreme online consumer reviews were 
more helpful than moderate reviews, although for experiential goods they found the 
opposite effect. 
Previous research also examined the relationship between valence intensity and 
purchase intention. Extremely negative book reviews were found to have a greater 
effect on consumer purchase intention than extremely positive reviews, indicating that 
(extremely) negative recommendations draw more attention than strong positive rec-
ommendations [32-33].  
 
H2: Extreme reviews will have a greater effect on buying intentions than mod-
erate reviews. 
2.3 The Moderating Effect of Review Adoption 
Online reviews are a means of virtual knowledge transfer in the sense that consumers 
learn about (perceived) product quality from other consumers’ opinions and experi-
ences. How much they learn depends on how willing they are to adopt other consum-





try to infer from review content to which extent their preferences overlap with the 
reviewer’s preferences [34].  
Other determinants of review adoption, apart from review-related features like the 
reviewer’s preferences, are the reader’s personal characteristics. For one, individual 
product-related preferences dictate whether a particular review is suitable for adop-
tion. Second, some readers are generally more likely to adopt other people’s opinions 
than others (e.g. [21]). Bailey found that consumers who are more susceptible to 
third-party influence perceived review websites to be more important for the purchas-
ing process [35]. Recent research showed that this tendency influenced the intention 
of travelers to follow advice obtained in a travel community [36]. 
This suggests that review adoption moderates the effect of review valence and va-
lence intensity on consumer purchase intention. 
 
H3a: The effect of review valence on purchase intention will increase if review 
adoption is high.  
H3b: The effect of review valence intensity on purchase intention will increase 




Fig. 2: Research model 
3 Research Methodology 
3.1 Treatments 
We conducted a between-subject laboratory experiment with 170 participants to test 
our hypotheses. Based on valence and valence intensity, we designed four treatments 
and chose four reviews accordingly: moderately positive (MP), extremely positive 
(EP), moderately negative (MN) and extremely negative (EN). Each participant was 
randomly assigned to one of these treatments.  
For each treatment, we selected a review which fitted treatment valence and va-
lence intensity. In a first step, we manually selected 10 reviews from Amazon.com. 
Valence was determined on the basis of the overall “star” rating (5 or 4 stars for “pos-
itive” and 1 or 2 stars for “negative”). Valence intensity was determined based on the 
















In the second step, we carried out a pretest with 24 participants who evaluated the-
se 10 reviews with regard to their valence and valence intensity. We then chose the 4 
reviews that fitted our experimental conditions best. 
The object of all selected reviews is the smartphone “Samsung Star 5230”. We de-
cided to use this product because i) our sample (young with academic background) 
was likely to be familiar with the product category, ii) it has attracted a sufficient 
number of reviews for our purposes and iii) it has attracted both positive and negative 
as well as moderate and extreme reviews.  
We controlled for a number of factors that might influence reader reactions to a 
review. First, we made sure that the reviews focussed on the same product features, 
and that the features could be assumed to be reasonably relevant to most smartphone 
buyers. We selected reviews discussing screen, battery time, widgets, camera 
resolution and internet capabilities. Second, we chose reviews of approximately the 
same length: each review consisted of 246-270 words. Moderate reviews were 
characterized by significantly less personal and possessive pronouns (PM=1.9%, 
NM=1.5%) and exclamation marks (PE=20, NE=16) than extreme reviews (pronouns: 
PE=4.9%, NE=5.2%; exclamation marks: PM=2, NM=2).  
3.2 Experimental Procedure 
The participants first read a brief description of the smartphone. In order to avoid 
introducing design or brand bias, we anonymized the description and showed no pic-
tures to the participants. Each participant was then asked to reveal her initial purchase 
intention for the smartphone. Next, the participants were shown the treatments (i.e. 
the reviews) and asked to read them carefully. We then asked the participants to state 
their propensity to adopt the review and, again, their purchase intention. Finally, we 
inquired about their opinions on review valence and valence intensity to check wheth-
er they had interpreted the treatment correctly.  
The dependent variable, purchase intention, was measured with a single item on a 
seven-point-scale from “-3”, extremely unlikely, to “3”, extremely likely. The moder-
ating variable, review adoption, was measured on a seven-point scale with the follow-
ing four items (Table 1). The scale is highly reliable (Cronbach’s α=0.89). 
We measured the participants’ perceptions of review valence and valence intensity 
on two seven-point semantic differential scales (valence: -3=”negative”, 3=”positive”; 
valence intensity: -3=”extreme”, 3=”moderate”). 
Table 1. Items for review adoption 
Item Adapted from  
1 The review will crucially affect my decision to purchase 
or not to purchase the smartphone. 
Jeon & Park (2003) 
2 I will refer to this review in my purchase decision. Jeon & Park (2003) 
3 The review will make it easier for me to decide whether 
to purchase or not to purchase the smartphone. 
Cheung et al. (2009) 






Participants were nearly evenly distributed across the four treatment conditions (see 
Table 2). The participants were between 20 and 40 years of age; 65% were female. A 
total of 78% were students whilst 18% were currently employed. More than half the 
participants (61%) used a smartphone in everyday life. Although they frequently con-
sulted online consumer reviews to make purchase decisions, they did not write re-
views themselves. One-way ANOVA tests revealed no differences for either the de-
mographic or the review-related variables. 











Sample size 43  45  40  42  - - 
Reading 
reviews* 
3.21 (0.833) 3.18 (0.614) 3.33 (0.694) 3.36 (0.656) 0.658 0.579 
Writing 
reviews* 
1.47 (0.667) 1.60 (0.720) 1.48 (0.679) 1.52 (0.740) 0.336 0.799 
* (from 1=“never” to 4=”very often”) 
4 Data Analysis and Results 
4.1 Data Analysis 
We first conducted manipulation checks to examine whether the participants had in-
terpreted the reviews’ valence and valence intensity as we had intended. One-way 
ANOVA tests showed that the manipulation was successful (MEP=6.5, MMP=5.6, 
MEN=1.2; MMN=2.2, F=486.628, p<0.001). 
Since our dependent variable is measured on an ordinal scale, we chose ordered logit 
regression for testing our hypotheses.  
We measured the effects of valence and valence intensity on purchase intention 
with two dummy variables. The first dummy variable accounts for review valence, -1 
symbolizing negative and +1 positive reviews. The second dummy variable contrasts 
reviews with extreme (-1) and moderate (+1) valence intensity. Review adoption was 
measured on a seven-point scale. We standardized all independent variables to make 
their estimates comparable. Our model, including all interaction effects, is summa-







Our regression analysis indicates an outstanding fit with a highly significant likeli-
hood ratio (p<0.001) and Nagelkerke's R-square value of 0.483 (Table 3). Variance 
inflation factors of at most 1.06 indicate absence of multicollinearity. Valence has the 
strongest effect on purchase intention, followed by the interaction effect between 
review adoption and valence. The interaction between valence and valence intensity 
does not contribute to explaining purchase intention. Although it is nearly significant, 
the confidence interval reveals that the effect’s direction cannot be ascertained. 
Table 3. Results of ordered logit regression analysis 
Independent Variable Estimate Std. 
Err. 
Conf. Interval Sig. 
2.5% 97.5% 
Valence 1.478 0.180 1.135 1.840 <0.001 
Valence Intensity 0.390 0.146 0.105 0.679 0.008 
Valence x Valence Intensity -0.240 0.146 -0.527 0.046 0.103 
Review Adoption 0.204 0.157 -0.101 0.515 0.194 
Review Adoption x Valence 0.829 0.161 0.517 1.149 <0.001 
Review Adoption x Valence 
Intensity 
0.152 0.150 -0.140 0.451 0.311 
Review Adoption x Valence 
x Valence Intensity 
-0.095 0.151 -0.393 0.199 0.530 
Log-Likelihood -248.055*** 
Nagelkerke’s R² 0.483 
 
The positive estimate for valence indicates that positive reviews have a greater influ-
ence on purchase intention than negative reviews. We also found that moderate re-
views have a stronger effect on purchase intention than extreme reviews.  
Before we can continue to interpret our regression results, we need to put them into 
relation with the participants’ initial purchase intention, which we measured prior to 
the treatments. Initial purchase intention was slightly negative, with an average value 
of -1.38 (SD=1.40). Figure 3 shows that positive reviews lead to a greater change of 
the initial purchase intention (indicated by the black horizontal line) than negative 
reviews. Hypothesis 1 is not supported. 
An interesting finding illustrated in Figure 3 is the fact that moderately negative 
reviews have virtually no effect on purchase intention. In contrast, extremely negative 
reviews significantly decrease the intention to purchase. Positive reviews significantly 
change purchase intention regardless of valence intensity. The effect is greater, how-







Fig. 3. Impact of review valence and valence intensity on purchase intention 
 In H3a, we suggested that the relationship between review valence and purchase 
intention is moderated by review adoption. Our regression results strongly support 
this hypothesis. Figure 4 shows the interaction effect of valence and review adoption 
on purchase intention along with our participants’ initial purchase intention. Our re-
sults support the intuition that reviews only affect purchase intention if adopted by the 









The effect of valence intensity is not moderated by review adoption (Table 3). Hy-
pothesis 3b must be rejected. So far, our results appear to indicate that highlighting a 
negative review alongside a positive review will not have a negative short-term effect 
on sales. However, this holds true only if a greater number of consumers adopt the 
positive review. The overall effect on sales could become negative if the number of 
consumers who adopt the negative review is greater. 
When we compared how many of our participants had adopted the positive and 
negative reviews, we actually found that negative reviews (p=0.013) and moderate 
reviews (p=0.001) are adopted more often. 
These results suggest an interesting trade-off. On the one hand, positive reviews 
are more influential than negative reviews, but on the other hand negative reviews are 
adopted more often. This lends further support to the negativity bias reported in pre-
vious studies. 
The total effect of mixed “spotlight reviews” on purchase intention is unclear. It 
depends both on valence and valence intensity and on the propensity of consumers to 
adopt the presented reviews. We therefore decided to examine the total effect of 
mixed “spotlight reviews” in a simulation. 
4.3 Economic Effect of Spotlight Reviews 
We simulated 50,000 consumers presented with one negative and one positive review. 
Simulations were based on the initial purchase intention PIinitial, the review adoption 
decision (RA) and the final purchase intention (PI) in our experimental data. The 
following equation gives the total effect after both reviews have been read: 
  (2) 
A positive total effect indicates that the positive review has more influence than the 
negative review and, in other words, sales (rank) improve. We decomposed the total 
effect into its positive, negative and neutral fractions to improve the interpretability of 
our simulation. 
We estimated the proportions of all three effects for positive and negative reviews 
with moderate and extreme intensity respectively. In addition, we pooled all positive 
and negative reviews regardless of intensity to compute the effects of randomly se-
lected moderate and extreme reviews. Table 4 summarizes our simulation results. 
Table 4. Simulation results on the economic effect of “spotlight reviews” 
 Positive effect Neutral effect Negative effect 
Mod. pos. vs. mod. neg. 89.38 % 7.97 % 2.65 % 
Mod. pos. vs. ext. neg. 84.94 % 6.08 % 8.98 % 
Ext. pos. vs. mod. neg. 78.14 % 15.70 % 6.16 % 
Ext. pos. vs. ext. neg. 67.27 % 12.61 % 20.12 % 





Our results indicate that the combination of a moderately positive review and a mod-
erately negative review is superior to all others. It displays the highest proportion of 
positively affected consumers and the lowest proportion of negatively affected con-
sumers.  
Although our experimental results showed that extremely positive reviews have a 
strong impact on purchase intention, we must advise against highlighting extremely 
positive reviews. Our simulation results reveal that extremely positive reviews are 
much less often adopted than moderately positive reviews. Extremely negative re-
views have a noticeably stronger effect than moderately negative reviews – in particu-
lar when combined with extremely positive reviews. We advise strongly against using 
such a combination.  
5 Discussion 
In this paper, we examine the influence of valence, valence intensity and review adop-
tion on purchase intention and find a strong effect for all variables. In contrast to re-
cent literature, our results indicate that positive reviews have a greater impact on con-
sumers’ purchase intentions than negative reviews. Although moderate reviews lead 
to a higher purchase intention than extreme reviews, the size of the effect is greater 
for extremely negative reviews than moderately negative reviews. The reverse is true 
for positive reviews. As expected, review adoption is an important moderating varia-
ble. Only adopted reviews have an impact on purchase intention at all, and adopted 
positive reviews are more influential than adopted negative reviews. We also find that 
consumers are more likely to adopt negative rather than positive reviews, and moder-
ate rather than negative reviews. Our simulation results indicate that the total effect of 
presenting both negative and positive “spotlight reviews” is always positive, but that 
there is a noticeable difference between the best combination (both reviews are mod-
erate) and the worst combination (both reviews are extreme). The positive effect is 
reduced by over 22%, and the negative effect increases by nearly 18%. These results 
contain interesting implications for both practitioners and researchers. 
Online retailers such as Amazon encourage their customers to share their opinions 
about products. Customer reviews have emerged as an important sales driver. The 
major challenge for retailers now consists in balancing their review systems to meet 
very diverse demands. The review system’s perceived trustworthiness and neutrality 
must be protected, it being the antecedent for all gains to be realized from consumer 
opinion sharing. Second, review system usability must be sufficiently good for keep-
ing consumer search and evaluation costs at a reasonable level. Third, the review 
system must have an overall positive effect on sales to justify expenses incurred and, 
indeed, its very existence to both retailer and product manufacturers. 
In this context, the case of mixed “spotlight reviews” is particularly interesting. On 
the one hand, highlighting a negative review decreases purchase intention. On the 
other hand, it most likely increases perceived neutrality and trustworthiness of the 
entire review system. Having examined the effect on purchase intention, we conclude 
that presenting mixed “spotlight reviews” is not detrimental to sales in any scenario. 





reviews if they wish to maximize purchase intention. Although consumers are more 
likely to adopt moderate negative reviews, they have hardly any effect on purchase 
intention. Extremely positive reviews do have a higher impact on purchase intention 
than moderately positive reviews, but consumers are so unlikely to adopt extremely 
positive reviews that the total effect is actually smaller.  
Amazon chooses “spotlight reviews” based on their helpfulness scores. Since it has 
not been ascertained yet whether the most helpful reviews are also the ones that are 
most likely to be adopted (results by [9] indicate that this might not be the case), an 
additional mechanism for discerning moderate and extreme reviews within the cate-
gory “most helpful reviews” is required. One possible solution is tagging a small set 
of reviews manually and then training a support vector machine to classify these re-
views into extreme and moderate ones. This, of course, is assuming that there exist a 
number of reviews with comparably high helpfulness scores such that consumers are 
indifferent which one is presented as the “spotlight review”.  
For future research, it is vital that the relationship between review adoption and 
helpfulness be examined. Intuitively, one might suppose helpfulness to be an indicator 
for review adoption. However, there is little evidence why consumers vote on some 
reviews but not on others [37]: one explanation that has been put forward is that con-
sumers vote to express their (dis)agreement with the review opinion even if they are 
not deliberating the purchase of the reviewed product. No direct link between helpful-
ness and review adoption has been established so far. Moreover, there might even 
exist a voting bias. An analysis of six different product categories on Amazon shows 
that positive reviews have a largely higher absolute number of votes than negative 
reviews1 – which is particularly surprising in view of the evidence in favor of the 
existence of a negativity bias in reviews. If consumers are generally more likely to 
vote for positive reviews, helpfulness cannot be used to measure review adoption. 
This study presents, to the best of our knowledge, the first experiment on review 
adoption as a moderating variable in the relationships between valence and valence 
intensity and purchase intention. Most research in this area uses field data, which is 
subject to a number of potential biases. Recent research shows, for instance, that 
product descriptions reduce product uncertainty, but that this effect is moderated by 
the degree of vendor uncertainty [5]. Another issue is the fact that it is impossible to 
determine whether customers who bought an item actually read the reviews and, if so, 
whether the reviews were the decisive factor in their purchasing decision [19]. We 
decided to exclude all potential biases inherent in field data by setting up a laboratory 
experiment to examine the effect of valence, valence intensity and review adoption on 
purchase intention. 
Our findings are still subject to two major limitations. First, we used only one 
product in our experiment. Recent studies revealed significant differences between 
                                                           
1 We found the difference in the number of positive and negative votes to be highly significant 
across both experiential and utilitarian product categories (p<0.001). We collected data for 
digital cameras (positive: 249085, negative: 71486), smartphones (positive: 351762, nega-
tive: 165086), notebooks (positive: 43879, negative: 12588), daypacks (positive: 2499, 
negative: 215), board games (positive: 70415, negative: 18961), eau de toilettes (positive: 





reviews on products of different type and/or category, and also between readers’ per-
ceptions of reviews on different product types and categories [9],[19]. Our experi-
mental results are very likely not generalizable to other product types and categories. 
Second, review adoption may also depend on product type. Our study shows that 
negative reviews are adopted more frequently, but that the total effect of adopted 
positive reviews is larger than of adopted negative reviews. We used a smartphone, 
which is usually classified as utilitarian product [19],[38]. Sen and Lerman examined 
reviews of experiential products and found, contrary to our results, no evidence for a 
negativity bias [39]. They drew on attribution theory to explain this surprising result. 
Consumers attribute the negative opinion voiced in reviews of experiential products to 
the reviewers’ preferences and attitudes, not to product quality. This leads to de-
creased trust in negative reviews of experiential reviews and explains the absence of a 
negativity bias. Research into the moderating effects of product types and categories 
on review adoption is necessary to improve our understanding of online consumer 
behavior and derive more general guidelines on how to design online review systems. 
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Abstract. IT consumerization – defined as the use of privately-owned IT re-
sources for business purposes – is steadily growing, thus creating new challeng-
es for enterprises. While numerous practitioner studies suggest a positive effect 
of this trend on employee work performance, IS research still lacks a systematic 
understanding of the forces underlying this relationship. In order to close this 
research gap, we derive three major effects of IT consumerization on employ-
ees: 1) an increased workload 2) an elevated autonomy and 3) a higher level of 
competence. Drawing on cognitive stress model and self-determination theory, 
we develop an innovative theoretical model of the relationships between IT 
consumerization and work performance. We then conduct an embedded single-
case study, in order to evaluate the constructs and relationships of our structural 
model by means of qualitative research. Subsequently, the implications for th 
organizing and practicing IT consumerization are discussed and suggestions on 
further developing this study are presented. 
Keywords: IT Consumerization, Individual IS, Stress, Self-determination The-
ory, Work Performance 
1 Introduction 
Consumerization of information technology (IT) refers to privately-owned IT re-
sources, such as devices or software that are also used for business purposes. IT 
consumerization is regarded as a significant driver which is redefining the relationship 
between employees (in terms of consumers of enterprise IT) and the IT organization 
and “will present one of the biggest tests […] for business and IT executives within 
the next five years” [1]. Gartner views consumerization as one of five major IS trends 
and argues that although the topic has been discussed for a decade, the big wave of 
changes is still to come [2]. Accordingly, Fenn and LeHong state that this trend can-
not be stopped [3]. Picking up on this topic and revealing its practical importance, 






A fundamental element of IT consumerization is a shift of business-owned stand-
ard processes and technologies to more consumer-driven ones. Today, employees are 
more aware of technology in the workplace and able to choose software and devices 
that are optimally suited to their work. As a result, there is an conspicuous change in 
the IT innovation paradigm from a top-down to a bottom-up approach [4]. In this 
context, Andriole states that “[…] there’s a reverse technology-adoption life cycle at 
work: employees bring experience with consumer technologies to the workplace and 
pressure their companies to adopt new technologies” [5]. This trend is perceived as 
contributing significantly to work performance. Many studies report that employees 
are more productive when able to choose IT tools on their own (e.g. [6], [7]), suggest-
ing that it is worth adjusting corporate policies in this direction. However, it remains 
unclear as to what constitute the underlying forces that promote IT consumerization 
and under which circumstances they may be considered beneficial [8].  
From an IS research perspective, a rigorous application of methods and theory to 
help practitioners understand the phenomenon of IT consumerization in general, and 
its implications for employee performance in particular, remains lacking. While gains 
in work performance are generally associated with the trend in practice, research in 
the field lacks a systematic evaluation of the underlying forces leading to these in-
creases. However, without a clear understanding of these forces, organizations are 
unable to reveal the full potential of IT consumerization and are more likely to just 
see the negative aspects. For instance, Gens et al. found that currently, 80% of IT 
departments agree that IT consumerization will increase their workload [9]. Regard-
ing the focus of IS research in this context, Sawyer and Winter stated that “[…] the 
consumerization of ICT is growing at the very same time that the IS field is strug-
gling” [10]. Due to the fact that IT consumerization has only recently become a re-
search focus, the body of IS(-related) journals is unable to provide a specific vocabu-
lary and theory to grasp the phenomenon. However, several well-established theories 
in the IS context cover different aspects of IT consumerization and often directly ad-
dress work performance. For instance, recent IS top-basket research has focused on 
the acceptance of consumer technology [11], the influence of autonomy on motivation 
and task effort [12] or task-technology fit for mobile information systems [13]. 
Against the background of this significant research gap, we explore the relation-
ship between IT consumerization and (employee) work performance. We specifically 
intend to find out whether and, if so, which theories in the IS context can increase our 
understanding of this relationship. Our methodology is presented in detail in the next 
section. In order to address the research objective, the present paper draws on a com-
prehensive review of practitioner literature (Section 3) in which we use open coding 
technique to identify major themes with respect to the effects of IT consumerization. 
These themes are then used to identify and exploit potential theories in the IS context 
and to derive a structural model of IT consumerization (Section 4). In section 5, the 
constructs and relationships of this model are briefly validated using an embedded 
single-case study. Our paper concludes with a brief discussion of both the contribu-






We developed this study following a three-step approach. As there is only little scien-
tific research explicitly in the area of IT consumerization, the first step was a system-
atic analysis of practitioner literature, as proposed by Webster and Watson [14] to 
identify the advantages and disadvantages of consumerization from both employee 
and organizational perspectives. Most available studies on the topic take a quantita-
tive approach and were executed by consulting firms or market research institutes. 
Our search process resulted in a set of 22 studies, each specifically addressing IT 
consumerization. An initial screening revealed that 13 of these studies contribute to 
our research in order to explain the effects of IT consumerization on the work perfor-
mance of individuals. We used iterative open coding [15] to break down the study 
data line by line. Thereafter, open coding continued by conducting workshop meet-
ings, where all researchers shared their thoughts about the codes. Looking for inner-
group similarities and intergroup differences [16], the original 115 codes could be 
clustered into three argumentative constructs (explained in section 3). 
In the second step of this study we developed a research model, illustrating the re-
lationship between IT consumerization and work performance. Drawing on related 
theory, we established relationships between our argumentative constructs. Inspired 
by Sarker et al. [17], we looked for broad theoretical frameworks, which are not relat-
ed to the substantive area of research. This was first done individually by each re-
searcher and then consolidated in a workshop. We identified cognitive model of stress 
and self-determination theory as relevant to explain our causal relationships and 
building up the model (see section 4). 
In the last step we used an embedded single-case study [18] to perform an initial 
check of both the constructs and the relationships within our research model. Compar-
ing our emergent relationships with practical evidence from the case enhanced confi-
dence their validity [16]. The case company “CouplingCo” (name changed to protect 
anonymity) was selected because they operate internationally, have a firm-wide IT 
infrastructure and recently started a program on policy development with regard to IT 
consumerization. CouplingCo is a medium-size manufacturing enterprise focusing on 
the development of coupling technology. It has more than 2000 employees world-
wide and created a turnover of over $400 million in 2011. A total of 13 semi-
structured expert interviews were conducted within the firm (60,000 words of tran-
script). We collected data at both the corporate level as well as in different sub-units. 
Interview partners included the CEO, CFO, CIO, as well as sub-unit executives and 
employees. The data was again analyzed using open coding methodology [15]. This 
time, we coded the different aspects of the research model using the argumentative 
constructs from step one as a-priori framework. Consistent with Eisenhardt, we meas-
ured our constructs accurately to prove if they provide an empirical grounding for the 






3 Aspects of IT Consumerization 
After finishing the process of open coding of the practitioner literature, we were able 
to derive three distinct arguments from the codes that address the relationship be-
tween IT consumerization and work performance: 1) an increased workload, 2) ele-
vated employee autonomy and 3) a higher level of perceived competence in the con-
text of IT. 
 
Workload. Although a considerable part of the workforce appreciates flexible work-
ing procedures [19], they may also lead to heavier workloads for employees [20]. The 
Aerospace Industries Association frankly states that member associations may benefit 
from longer employee work hours as a consequence of IT consumerization [21]. For 
instance, if employees use their private devices for business-related communication, 
private time is no longer clearly defined and the boundary between private life and 
working hours dissolves. In this scenario, managers know that employees are able to 
work off-hours and are thus more likely to give them work tasks during these times. 
In many cases, IT consumerization leads to a pressure to work longer hours and em-
ployees are "less able to switch off from work" [20]. As a consequence, Volkswagen, 
for instance, reacted to this development by restricting its mobile device access after 
work hours [22]. Thus, we derive increased workload as first potential effect of IT 
consumerization. 
 
Autonomy. On the positive side, consumerization is often associated with ‘greater 
freedom’ or ‘new freedoms’ for employees [23], [24]. Consequently, there is an in-
creased autonomy and independence for employees, as they may make IT decisions 
on their own or provide technical support for themselves [1], [25]. Greater responsi-
bilities for employees, particularly younger ones [26], are closely related to more 
autonomy. A Cisco study showed that students prefer to have a budget to purchase 
their own notebook or mobile device [27]. It seems plausible that especially capable 
workers may enhance their earning potential if provided with greater autonomy [24]. 
Furthermore, freedom of choice regarding work organization and structure contributes 
to the happiness of knowledge workers [8], [28]. Dell and Intel found in their study 
that six out of ten employees enjoy work more, if they are able to use their own tech-
nologies [20]. Gens et al. state that half of the IT organizations name employee satis-
faction as a primary benefit of IT consumerization [9]. Therefore, we identify a higher 
level of autonomy as the second potential effect of IT consumerization. 
 
Competence. Firstly, end users perceive their consumer applications and devices as 
easier to use and more intuitive [1], [23]. This seems obvious, as the employees are 
working with tools they purchased themselves. Secondly, employees use their IT not 
only in a business setting, but also privately and are therefore more familiar with it. 
Consequently, it can be assumed that individuals benefit personally from greater 
competence, i.e. being able to solve problems more easily [20], when using private 
IT. In contrast, existing corporate IT infrastructures create innovation barriers and 





tools into their organizational portfolio, they can expect existing technological compe-
tence among their employees to accelerate the adoption of new technologies [30]. 
Hence, we derive a higher level of perceived competence as the third major effect 
related to IT consumerization. 
Table 1 provides an overview of practitioner studies which contribute to these three 
lines of argument (indicated by an “x”). In the following section, we use both psycho-
logical and IS theories to build upon and integrate the causal relationships suggested 
by the practitioner studies and to create a preliminary theoretical model of IT 
consumerization. 
Table 1. Advantages and disadvantages for individuals according to the studies analyzed 






Aerospace Industry Association [21] x   
Avenade [26]  x  
Cisco [27]  x  
Dell and Intel [20] x x x 
Dell and Intel [24]  x x 
Gens et al. [9]  x  
Harris et al. [1]  x x 
Harris, Junglas, and Long [31]   x 
Moschella et al. [29]   x 
Murdoch et al. [23]  x x 
Prete et al. [30]   x 
Price Waterhouse Coopers [25]  x  
Vile [8]  x  
Sum 2 9 7 
4 Theory development 
4.1 Cognitive Model of Stress 
In their cognitive model, Lazarus and Folkman define stress as the result of an inter-
action between an individual and the environment, including stressful situations or 
conditions, which they refer to as “stressors” [32]. Especially in an organizational 
context, stressors emerge when individuals cannot cope with new technologies or a 
high workload [33]. As a result, the individual’s well-being and hence the organiza-
tional productivity is influenced negatively [34]. Within the IS literature, the effects 
of stress have recently been discussed in the context of turnover intention [35], [36], 
job satisfaction [37], [38] and innovation with IT [39]. Recently, a couple of authors 
have discussed the concept of “technostress”, i.e. the role played by information and 





Technostress is the result of constant multitasking, relearning and insecurity, as a 
consequence of frequent IT paradigm changes [42]. 
Numerous studies have demonstrated the influence of stressors on employee stress 
perception. Our (practical) literature review revealed that an increase in workload and 
greater autonomy are familiar effects of the IT consumerization trend. High work-
loads and a lack of autonomy are essential stressor variables in both the psychological 
[43], [44] and IS literature [36], [39]. Tarafdar et al. mention that telecommunicating 
and constant connectivity have extended the workplace into other areas of life, lead-
ing to a sometimes dangerously higher workload [41]. Ahuja and Thatcher note that 
contemporary work environments are characterized by both work overload and au-
tonomy, providing workers with more freedom, but simultaneously with greater re-
sponsibilities [39]. 
As regards workload our literature review shows that IT consumerization comes 
along with work extension [20], [21]. Through corporate influence on private IT, the 
workplace is extended into the private sphere and there are higher expectations con-
cerning connectivity and willingness to work, which extend into what would normally 
be off-hours [24]. Hence, we propose: 
 
P1: Employees who use private IT for business purposes experi-
ence a higher workload. 
 
While it is plausible that, after all, higher workloads lead to a higher work perfor-
mance, the downside of work extension is potential work overload, especially in the 
long run. Workload changes become work overload, if, amongst other factors, an 
individual perceives that there are critical resources lacking to fulfill a particular task 
[39]. It is likely that the consumerization of IT also contributes to this development. 
Based on the above considerations, we propose two distinct effects of workload:  
 
P2: Workload has a positive influence on work performance. 
 
P3: If workload becomes overload, it raises the stress level at work. 
 
Hackman and Oldham define autonomy as “the degree to which the job provides sub-
stantial freedom, independence, and discretion to the individual in scheduling the 
work and in determining the procedures to be used in carrying it out” [45, p. 5]. As IT 
consumerization is considered to provide employees with greater autonomy, for in-
stance, by allowing them to choose their own IT equipment, e.g. [23], hence: 
 
P4: Employees, who are given the choice of using private IT for 
work purposes, perceive a greater autonomy at their work-
place. 
 
Ahuja and Thatcher found in their study an interactive relationship between autonomy 
and overload [37]. Following demand-control theory [46], they propose that joint 





be derived from psychological literature, which suggests that a higher job control of 
individuals, a variable similar to autonomy, lessens stress perception and, consequent-
ly, increases work outcomes [43, 46]. Based on the above, we propose: 
 
P5: Autonomy lowers the stress level at work. 
 
The influence of stress on human performance has been widely discussed in the psy-
chological literature [47–49]. Following the theoretical work of Lazarus et al. [32], 
stressor can either be associated negatively with threat or hindrance or positively with 
challenge [50]. Drawing on this concept many authors support an inverted-U shaped 
relationship between stress and performance, meaning moderate stress is optimal for 
employee performance, because it is stimulating and challenging. By contrast, very 
low and very high stress level trigger boredom and anxiety respectively, which im-
pacts negatively on performance [51]. As our study focuses on work overload as es-
sential stressor, we consider perceived stress as detrimental to work performance, in 
line with negative linear stress models. Conceivably, overload can be perceived as 
challenge stressor, when high performers take on more tasks because of their motiva-
tion to perform them well [47]. However, grounded in the practitioner reports ana-
lyzed, we see overload as a clear hindrance stressor in the context of our study. This is 
supported by Gilboa et al., who besides other considerations of hindrances and chal-
lenges still expects the relationship between stressor and performance to be negative 
[47]. Hence, we posit: 
 
P6: High stress levels have a negative influence on work perfor-
mance. 
4.2 Self-determination Theory 
IT consumerization affects user autonomy and choice to select and to use IT tools in 
the work context. The practitioner literature suggests that this increased autonomy 
enhances work performance, because users select devices and software with which 
they are familiar and are able to handle more productively [20], [27]. This direct rela-
tionship is also supported by recent IS research. For instance, Elie-Dit-Cosaque et al. 
stated that “[…] autonomy is what enables individuals to cope effectively with chang-
ing work conditions, including those from IT” [52] while Ahuja and Thatcher found a 
significant correlation between autonomy and IT innovativeness [39]. Hence, 
 
P7: Perceived autonomy exerts a direct positive effect on work per-
formance. 
 
From a psychological perspective, the relationship between autonomy and perfor-
mance can be explained using self-determination theory (SDT). Autonomy is an 
commonly cited construct in the context of intrinsic motivation [53], [54]. For in-
stance, Deci and Ryan stated that “[...] the experiences of competence and autonomy 





excitement and interest towards the particular subject and thus to higher performance 
[54]. On the other hand, if a high level of external control is imposed, performance 
may decline, for example due to task monotony [55]. In the IS literature, little atten-
tion has so far been paid to SDT in the context of performance research. While sever-
al studies have elaborated on the effects of autonomy on technology acceptance [56], 
[57], few have directly addressed the relationship between autonomy and perfor-
mance. One exception is Ke and Zhang, who found that satisfying needs for autono-
my may raise motivation and task effort in the context of open software development 
[12]. Thus, we expect: 
 
P8: Perceived autonomy raises intrinsic task motivation. 
 
P9: Higher intrinsic motivation positively influences work perfor-
mance. 
 
In addition to an increase in autonomy, the practitioner literature also suggests a posi-
tive influence of IT consumerization on competence, because private devices are gen-
erally easier to use and existing knowledge and skills gained through their usage may 
be easily transferred to and utilized in a work context [30]. This is underlined by a 
recent IS study that found a significant positive correlation between perceived compe-
tence and perceived ease of use [57]. Thus, if a technology is perceived as easier to 
use, the general perceived competence with regard to this technology will also rise. 
Hence, we propose: 
 
P10: The use of private IT for business purposes exerts a positive ef-
fect on perceived competence. 
 
In this context, perceived competence is closely related to the concept of computer 
self-efficacy. Compeau and Higgins define computer self-efficacy as “[…] an indi-
vidual's perceptions of his or her ability to use computers in the accomplishment of a 
task […] rather than reflecting simple component skills” [58]. This resembles defini-
tions of perceived competence from self-determination theory [54]. Also, very similar 
to perceived competence, IS studies have revealed a positive correlation between 
computer self-efficacy and ease of use [59]. The concept has a clear task focus and, in 
IS theory, is often directly related to task performance [58], [60]. Computer self-
efficacy affects choices about how to behave and act, as well as the persistence and 
effort exerted when facing obstacles [61]. Thus, if people feel more self-confident in 
the use of IT, it is likely that they will find more innovative and faster ways for deal-
ing with a particular task and will thus be more productive. Therefore, we propose: 
 
P11: Perceived competence exerts a direct positive effect on work 
performance. 
 
In addition, SDT suggests an indirect relationship between competence and perfor-





evaluation theory – a sub-theory within SDT – claims that social-contextual factors 
leading to a feeling of competence may positively increase intrinsic motivation to-
wards the task [54]. This relationship has also been validated with respect to IS-based 
tasks [12]. Thus, task performance may not only increase because of a more effective 
IT tool selection, i.e. the task-technology fit, but also due to an elevated level of in-
trinsic motivation. Hence, we propose that: 
 
P12: Increased perceived competence raises intrinsic motivation. 
 
Figure 1 shows our theoretical model including the individual propositions. For each 
concept, it is specified whether it is grounded in theory and/or found in the practition-
er literature. 
 
Fig. 1. Theorizing IT Consumerization 
5 Case Study: Preliminary Results 
Drawing on the related theory, the investigated case offered a variety of insights to 
perform an initial check of the proposed research model. With regard to workload, we 
could find supporting evidence for our propositions P1 and P2 within the case. Several 
interviewees conceded that by using private devices, they tend to extend working 
time. Exemplary, one employee stated: 
 
“Inevitable, I spend a lot of time at ‘dead places’ where I am not able to do anything 
except working with my smartphone. By using it, I can start working on open tasks.” 
 
Similarly, the private life of employees is affected by work extension, indicating an 
advancing work-life overlap. One unit manager stated that some employees with high 





home with their private tools over the weekend, and show up on Monday with the 
results. Several employees consider that as a negative consequence of 
consumerization, indicating work overload and supporting P3. A service manager 
stated: 
 
“It leads to a state where free time is not really free anymore, and you always feel 
connected to work, think about work issues and even work on some stuff during your 
off-times.” 
 
However, few interviewees had a negative perception of this trend. Instead, they ap-
preciated the increased flexibility to schedule work times and the chance to carry just 
one device for private and work purposes. The freedom of hardware and software 
choice is not a decisive factor for most employees, because the current IT infrastruc-
ture of CouplingCo is satisfying. In general, the positive effect of increased autonomy 
was far more strongly supported in the case than the negative aspects related to work-
load and stress, thus supporting our propositions P4 and P5. The CIO stated: 
 
“If employees can decide themselves which tools to use, they will commit to tasks 
that, I guess, we wouldn’t even have time for otherwise.” 
 
Moreover, the case supports the general perception that IT consumerization leads to a 
higher level of employee motivation (P8). However, the interviewees did not elaborate 
on the reasons of this increase in motivation (P12). An IT project manager stated: 
 
“The possibility of using private IT will certainly have a positive effect on motivation. 
Whether this effect is high or low will depend on the people. Some would cut corners, 
if they were told that they could do everything they wanted with their android device.” 
 
The proposed positive influence of the use of private IT on competence (P10) was also 
evident in the case. Employees use private IT tools to perform work tasks, because 
they enable the exploitation of privately gained competences and thus enhance per-
formance. An employee stated:  
 
“Concerning performance, usability, and speed, I could work better with my private 
device because I am used to it and can carry out standards” 
 
Overall, we found evidence to support most of our theoretical constructs and relation-
ships. However, while we have found several statements about motivation, stress 
levels and employee competence employees, we were not able to distinguish between 
different effects from the qualitative study on work performance (P6, P7, P9 and P11). 
Nonetheless, we found substantial evidence to support the positive relationship of IT 
consumerization on work performance. Interviewees talked frequently about practices 
and scenarios, where the use of their private hardware and software enabled them to 
work faster or more efficiently. Examples included checking business E-Mails from 





using private cameras to take pictures of the production process and bringing along 
the private tablet PC to business meetings or on business trips. 
6 Discussion 
With this paper, we lay the basis for an integrated and specific IT consumerization 
theory. The phenomenon of IT consumerization, defined here as the co-use of private-
ly-owned IT resources for business purposes, is gaining immense attention in practice. 
IS research, however, has yet to provide the necessary vocabulary and a systematic 
understanding of this important phenomenon. Our paper contributes to closing this 
research gap. On the basis of a comprehensive, practice-oriented literature review, we 
extracted potential (direct) effects of IT consumerization, namely increased work-
loads, perceived autonomy, and perceived competence. We then connected IS theory, 
namely the cognitive model of stress and self-determination theory, with these lines of 
argument and concepts. While both theoretical perspectives originate from the field of 
psychology, they have already been applied effectively in IS. Our resulting theoretical 
model of IT consumerization and its effects on individual work performance consists 
of seven constructs and twelve hypothesized relationships. In an initial effort to test 
and to potentially extend this model, we conducted an embedded case study at 
CouplingCo that relied on 13 semi-structured interviews as the primary source of 
data. The results of this initial case study (pre-test) encourage us to proceed with the 
given model for two reasons. Firstly, we found the major case study concepts and 
arguments to be covered by our theoretical model and, secondly, the data supports the 
majority of the hypothesized relationships. One exception is the negative relationship 
of stress and performance which is, however, dealt with comprehensively in the litera-
ture. We assume this discrepancy to be a result of employee self-assessment and self-
reported information. Overall, we contribute to the IS body of knowledge, an initial 
theoretical model for understanding IT consumerization and, specifically, its multi-
facetted consequences for individual work performance. 
On the basis of this paper, we plan a quantitative analysis as the next major step. 
CouplingCo has committed to send out a survey questionnaire to its employees in 
(still to be determined) selected departments, such as sales or R&D. The measurement 
model we need to develop for this endeavor will be able to rely on the academic liter-
ature and can be complemented by qualitative information/quotes from the case study. 
For instance, the IS literature does not yet provide a measurement instrument for IT 
consumerization as a theoretical concept and our qualitative data can help to develop 
just this. Moreover, we assume that a quantitative-empirical analysis will be able to 
contribute to solving still prevailing discrepancies between theory and qualitative 
interview data (e. g., the stress-performance relationship). In addition, a sound defini-
tion of constructs and corresponding measurement instruments can potentially help to 
overcome “under-defined” statements in the practitioner literature. For instance, mo-
tivation, stress, productivity, and other (psychological) aspects relevant for IT 
consumerization are often “laundry-listed” in the practitioner literature, rather than 





ing of the relationship between IT consumerization and individual work performance 
will enable a positive manipulation of specific effects. In turn, enabling organizations 
to benefit from the full performance-related potential of IT consumerization, despite 
concerns about, for instance, security and maintenance [9].  
Nonetheless, our approach is limited in several respects, which opens up the field 
for additional future research. The current model has been developed on the basis of 
IS practice literature as well as IS theory. However, this is certainly not exhaustive 
and other theoretical perspectives could potentially contribute to explaining how IT 
consumerization relates to work performance. We hope that, in such contexts, our 
model can serve as a viable starting point and general framework that is open to ex-
tension. Moreover, we identified individual autonomy as one of the key concepts 
relevant to IT consumerization. Privately-owned hardware and software are, by defi-
nition, part of ongoing information system individualization. Baskerville [60] calls for 
research revolving around “individual IS” and we note that consumerization thor-
oughly embodies this phenomenon in prevailing IS practice. We see a potentially 
fruitful avenue for future research in investigating the relationship between 
consumerization and the individualization of information technology/information 
systems. 
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Abstract. Many organizations are now starting to introduce crowdsourcing as a 
new model of business to outsource tasks, which are traditionally performed by 
a small group of people, to an undefined large workforce. While the utilization 
of crowdsourcing offers a lot of advantages, the development of the required 
system carries some risks, which are reduced by establishing a profound theo-
retical foundation. Thus, this article strives to gain a better understanding of 
what crowdsourcing systems are and what typical design aspects are considered 
in the development of such systems. In this paper, the author conducted a sys-
tematic literature review in the domain of crowdsourcing systems. As a result, 
17 definitions of crowdsourcing systems were found and categorized into four 
perspectives: the organizational, the technical, the functional, and the human-
centric. In the second part of the results, the author derived and presented com-
ponents and functions that are implemented in a crowdsourcing system. 
Keywords: crowdsourcing, crowdsourcing system, crowdsourcing application, 
crowdsourcing platform, systematic literature review 
1 Introduction 
The research of crowdsourcing is a vigorous research area that has been steadily in-
creasing over the last several years [1] and there is still an ongoing need for scientific 
engagement in this field [2], [3]. Crowdsourcing is a powerful mechanism for out-
sourcing tasks, which are traditionally performed by a specialist or small group of 
experts, to a large group of humans [4]. It is used for a variety of applications, such as 
evaluating ideas, creating knowledge repositories, or developing new products collab-
oratively. The main advantage of crowdsourcing lies in the way how it significantly 
changes the business processes by harnessing skills, knowledge or other resources of 
a distributed crowd to achieve an outcome at lower cost and in shorter time [5]. Be-
sides using existing external crowdsourcing solutions, such as Amazon Mechnical 
Turk or Innocentive, many organizations are now starting to develop their own 
crowdsourcing systems (CSS). However, the development of a CSS as well as its 
integration into an existing information and communication technology environment 
is a risky and difficult undertaking, which has to be planned thoroughly based on a 





architectural design of CSSs, the main objectives of this paper are first to provide a 
better understanding of what CSSs are from the technical point of view, and second to 
identify components and functions that are considered when designing a CSS. To this 
end, the author conducts a systematic literature review to revise current research ef-
forts in the field of CSSs. The results from this article are an attempt to move the 
procedure of developing CSSs from an ad hoc manner to a planned routine that is 
based on a list of typically implemented components and functions. 
The remainder of this article is structured as follows: The second section gives an 
overview of related conceptual work in the domain of crowdsourcing. The research 
method used in this study is described in the subsequent section. In section four, defi-
nitions of CSSs are categorized and typical components and functions of CSSs are 
presented. Finally, the author critically reflects on the results, depicts limitations of 
the work and highlights future research directions. 
2 State-of-the-Art 
Theoretical examinations in the domain of crowdsourcing have been conducted in a 
variety of directions and fields of research. One of the first attempts in scientific liter-
ature to define crowdsourcing as a new model for problem solving was made by 
Brabham [6]. Since then a lot of various crowdsourcing definitions have been pro-
posed. Recently, Estellés-Arolas and González-Ladrón-de-Guevara analyzed existing 
definitions of crowdsourcing and created an integrated definition that considers sever-
al specific aspects of the crowd, the initiator and the underlying process [7]. 
The process perspective on crowdsourcing was examined in detail by Geiger et al. 
who developed a taxonomic framework for crowdsourcing processes [8]. The authors 
identified four dimensions that describe how crowdsourcing processes can be config-
ured, ranging from pre-selection of contributors, accessibility of contributors, and 
aggregation of contributors to remuneration for contribution. 
Several authors have drawn their attention to crowdsourcing taxonomies. Rouse, 
for example, decomposed the term “crowdsourcing” into several subtypes [9]. These 
subtypes form a crowdsourcing taxonomy that is based on the nature of the task (sim-
ple, moderate or sophisticated tasks), the distribution of the benefits (individualistic, 
community or mixed), and the forms of motivation. Another typology of crowdsourc-
ing practices is illustrated by Schenk and Guittard [10]. Two aspects are relevant for 
their typology. The first aspect focuses on the value of the individual’s contribution, 
which may either only be valuable when combined with other contributions (integra-
tive crowdsourcing) or already be valuable by addressing a specific problem of the 
initiator directly (selective crowdsourcing). The second aspect addresses, similar to 
Rouse’s taxonomy, the type of the issued tasks (simple, complex and creative tasks). 
According to a well-established model of the computer supported cooperative work 
(CSCW) domain that proposes a classification based on the distribution over time and 
space, Erickson derived his own four-quadrant crowdsourcing model, in which he 
suggests four modes of crowdsourcing: audience-centric (same time and place), 





place) and global crowdsourcing (different times and places) [11]. Yuen et al. sur-
veyed various crowdsourcing literatures and allocated them into four categories: the 
type of application (voting system, information sharing system, game, or creative 
system), the used algorithm, the performance (user participation, quality management 
and cheating detection) and the datasets available [12]. The most recent, sophisticated 
classification of CSSs was proposed by Doan et al. [13]. They defined nine dimen-
sions to classify existing CSSs: the nature of collaboration, the type of target problem, 
the design of incentive mechanism, the type of contribution, the approach to combine 
solutions, the method to evaluate users, the degree of manual effort, the role of human 
users, and the type of architecture (standalone versus piggyback). 
Several well-established conceptual frameworks have been proposed to guide deci-
sion-makers, software architects and project managers through the design process of 
CSSs. Kazman and Chen, for instance, argue that prior life-cycle models in software 
development, such as the waterfall model or the spiral model do not meet properly the 
requirements of commons-based peer production and the service-oriented nature of 
crowdsourcing [14]. Thus, they suggest a new system-development model called the 
metropolis model that offers a new logic of thinking and propose several principles to 
design CSSs. Malone et al. specify a further conceptual framework. Their proposed 
framework contains four building blocks that are important in designing collective 
intelligence systems [15]. They classify the four building blocks, also called “genes,” 
by addressing the following four questions: What is being done? Who is doing it? 
Why are they doing it? and How is it being done? 
While there have been a number of valuable studies regarding (i) the definition of 
crowdsourcing [6], [7], (ii) the characterization of the crowdsourcing process [8], 
(iii) the development of a crowdsourcing taxonomy [9-13], and (iv) the introduction 
of a conceptual framework that supports the designing of CSSs [14], [15], little has 
been investigated to define a CSS and its technical design precisely. However, a clear 
theoretical understanding supports a structured development process of CSSs. There-
fore, an extensive literature review was conducted that on the one hand aimed for 
categorizing existing definitions of CSSs and on the other hand gave insights of typi-
cal design aspects of a CSS. 
3 Research Method 
To improve the understanding on functional and technical requirements of CSSs, a 
systematic literature review (SLR) was conducted, which will be described in the 
following section. A SLR provides a well-structured and repeatable procedure to 
identify, evaluate and interpret existing literature relevant to a specific research ques-
tion [16]. The main goal of a SLR is not only to methodically aggregate scientific 
studies in a certain research domain but also to support the development of evidence-
based guidelines for practitioners [17]. 
The procedure of the literature review including all created results was carefully 





review, (ii) conduct search of articles, (III) screen papers and (iv) extract data (see 
Fig. 1). 
 
Fig. 1. Systematic literature review procedure 
3.1 Planning the Systematic Literature Review 
In the planning stage of the literature review several steps were taken. First, the re-
search interest of the paper was stated in the form of two research questions. Second, 
after formulating the research questions an appropriate search strategy was derived. 
Research Questions. The main goal of the SLR was to investigate the research ar-
ea of crowdsourcing from a system point of view. Therefore, the literature review 
addresses the following research questions (RQ): 
─ RQ1: How and in which detail are CSSs defined in current research literature? 
 What design aspects do they cover? 
─ RQ2: What type of components and functions of a CSS can be conceptualized? 
Search Strategy. The search strategy comprises the determination of the population, 
the selection of search resources, the identification of search strings, and the defini-
tion of inclusion and exclusion criteria.  
 
Population. The author searched for peer-reviewed conference proceedings and jour-
nal papers since 2006 when the term crowdsourcing was first coined by Jeff Howe 
[18]. For getting a general overview, there was no need to cover the broad range of 
publication types. Hence, books, dissertations, newspaper articles, unpublished works 
or non-scientific articles were not considered. The databases used below focus on 
English scientific papers (except SpringerLink). For that reason, articles that were not 
published in English were removed from the initial population. Finally, only full pa-
pers that could be accessed through the database subscription of the library were in-
cluded. 
Search Resources. With respect to search resources, all databases that contained arti-
cles of the relevant population as well as were accessible through the library subscrip-
tion, such as ACM Digital Library, Ebscohost (Academic Search Complete and Busi-
ness Source Complete), Emerald, IEEE Xplore Digital Library, Sage Journals, 
ScienceDirect, SpringerLink and Wiley, were used. 
Search Terms. From the RQs, crowdsourcing system was derived as a first search 





related terms were found in the same context: crowdsourcing application and 
crowdsourcing platform. However to support the decision of the chosen search terms, 
several other test queries were conducted (see Table 1). First, the term crowdsourcing 
was applied to all databases considering all document metadata fields. In this case, the 
total amount of publications reached 1699 entries. To limit the set of articles, the 
same term was used again, but with the restriction that only keywords were taken into 
account. The population of the paper was reduced to 337, an amount that could be 
handled in a reasonable amount of time. Finally, the initial choice of search terms: 
crowdsourcing system, crowdsourcing application and crowdsourcing platform (both 
in singular and plural form) resulted in 220 research papers in total. After checking 
the relevance of several abstracts of the prior results, the initial variant was chosen, 
which was most appropriate to address the RQs stated above. 
Table 1. Number of publications found by applying diverse databases and search terms 
Database / Search string1 and re-
strictions 





all fields keyword all fields 
ACM Digital Library 843 184 139 
Ebscohost 66 17 4 
Emerald 55 5 3 
IEEE Xplore Digital Library 138 83 14 
SAGE Journals 73 11 8 
ScienceDirect 203 18 18 
Springerlink 166  152 22 
Wiley 155 4 12 
Total amount of publications found 1699 337 220 
 
Inclusion Criteria. The literature review includes peer-reviewed journal articles and 
conference contributions that: 
─ define or at least propose a description of what CSSs are (RQ 1), 
─ address design issues of CSSs (RQ 2), or 
─ classify or give an overview of CSSs (RQ 2). 
Exclusion Criteria. Articles that used CSSs, such as Amazon Mechnanical Turk for 
evaluation research purposes, but that do not discuss any design issues were excluded. 
                                                           
1 Requested on July 18, 2012 
2 Since SpringerLink does not provide a keyword search, the search was restricted to the title 





3.2 Conduction of the Search 
The selection of relevant studies was processed in two stages. At first, the abstract, 
introduction and conclusion of all relevant studies were reviewed. This approach has 
proved to be necessary for literature of information technology and software engineer-
ing, in which the abstracts are too poor to rely solely on them [19]. An article was 
included in the set of relevant studies if it either met all inclusion criteria or was not 
rejected by any of the exclusion criteria. Simultaneously, each paper was classified 
according to publication type and research approach (see Fig. 2) [20]. 
  
Fig. 2. Article distribution regarding publication type (left) and research type (right) 
After having identified all relevant studies, in sum 72, all articles were carefully read 
in order to find and record all definitions, descriptions and uses of the term 
crowsourcing system, crowdsourcing application and crowdsourcing platform. With 
the aid of content analysis, all definitions were grouped in different perspectives of 
CSSs [21]. Furthermore, keywords were collected which either addressed a compo-
nent or a function of a CSS. Iteratively, specific keywords were aggregated to more 
generic terms. Finally, a concept map was created that maps all relevant literature to 
one or more of the derived generic components and function terms3. 
4 Results 
In this section, the author presents the results that were obtained by the literature re-
view. I first address the question of existing definitions of CSSs and then draw atten-
tion to several design aspects of components and functions of a CSS. 
4.1 Crowdsourcing System Definitions (RQ1) 
By analyzing the primary studies, the author found 17 different kinds of definitions 
that relate to any of the terms: crowdsourcing system, crowdsourcing application, or 
                                                           
3  see also http://larshetmank.com/documents/wi2013_css_concept_map.pdf for more details of 





crowdsourcing platform (see Table 2). All definitions vary in the level of detail and 
address different aspects of CSSs. After labeling the definitions and integrating them 
to more general groups, four perspectives of CSSs were identified [21]: 
─ The organizational perspective (O) highlights the role of the CSS as an agent 
which distributes the crowdsourcing tasks that are issued by the requesters (system 
owner, employer) to the potential recipients (crowd, human worker). Only defini-
tions that explicitly state this role by using terms, such as mediator, marketplace, 
interface, or trusted broker, are associated to this perspective. 
─ The technical perspective (T) focuses on technical aspects of the CSS. These defi-
nitions enumerate software components, technical functions, or data objects that 
are generally implemented in a CSS, such as user interface, user authentication, us-
er profiles, including skills and expertise, history tracking, payment mechanisms, 
quality control, workflow support or application programming interfaces (API). 
─ The process perspective (P) details actions that are usually performed to data ob-
jects or users of the CSS. As compared to the organizational perspective, the pro-
cess perspective goes beyond the issue of submitting, distributing and accepting a 
crowdsourcing task and describes more clearly what happens inside the black-box 
of a CSS. Some of these actions or process steps are, for example, define task, set 
time period, state reward, recruit user, split task, assign task, provide contribution, 
combine submissions, select solution, evaluate user, or pay user. 
─ The human-centric perspective (H) emphasizes that human brainpower and collec-
tive intelligence are the main drivers of a CSS. In this perspective, the interaction 
between the users and the collaborative nature of the CSS plays a central role. 
The labeling and categorization process revealed that the found definitions vary in 
detail and none of them covers all of the four derived perspectives. For example, 
whereas the definition of Vukovic [34] addresses at least the organizational, the tech-
nical, and the process perspective, the definition of Treiber et al. [32] is only weakly 
associated to the process perspective. As the quality of the development process and 
further theoretical contributions rely deeply on a profound definition, future research 
should sharpen the definition of CSSs regarding all perspectives. One first effort to 
detail the technical perspective is presented in the next section. 
4.2 Crowdsourcing Components and Functions (RQ 2) 
To further improve the understanding of CSSs, the author drew the attention to typical 
components and functions that may be implemented. Out of the concept map, as a 
result from the literature review, the author could derive four components: user man-
agement, task management, contribution management, and workflow management. In 
this section, I depicted for each component several functions that should be addressed 










Table 2. Collected definitions 
Article Definition of crowdsourcing system and its assigned perspective (O, T, P, H) 
DiPalantino and 
Vojnovic [22] 
… exhibit a similar structure – a task is described, a reward and time period are stated, and during the period users 
compete to provide the best submission. At the conclusion of the period, a subset of submissions are selected, and the 
corresponding users are granted the reward. (P) 
Doan et al. [13] … if it enlists a crowd of humans to help solve a problem defined by the system owners, and if in doing so, it addresses 
the following four fundamental challenges: How to recruit and retain users? What contributions can users make? How to 
combine user contributions to solve the target problem? How to evaluate users and their contributions? (P) 
Franklin et al. [23] …creates a marketplace on which requesters offer tasks and workers accept and work on the tasks. (O) 
Fraternali et al. [24] … has a Web interface that can be used by two kinds of people: work providers can enter in the system the specification 
of a piece of work they need …; work performers can enrol, declare their skills, and take up and perform a piece of 
work. The application manages the work life cycle: performer assignment, time and price negotiation, result submission 
and verification, and payment. In some cases, the application is also able to split complex tasks into microtasks that can 
be assigned independently …. In addition to the web interface, some platforms offer Application Programming Interfac-
es (APIs), whereby third parties can integrate the distributed work management functionality into their custom applica-
tions. (T, P) 
Hirth et al. [25] Every employer needs a mediator to access the worker crowd. This mediator is called a crowdsourcing platform … (O) 
Hirth et al. [26] … offers an interface for the employer to submit his tasks and an interface for the crowd workers to submit the complet-
ed tasks. These platforms also provide a reward system which allows the employer to pay for the completed tasks. (O, T) 
Hossfeld et al. [27] … distributes the work submitted by an employer among the human worker resources and acts as mediator between 
worker and employer. (O) 
Jayakanthan et al. 
[28] 
… enterprise crowdsourcing applications which aim to utilize the capabilities of members within the organization itself – 
particularly the employees within a large company. (H) 
Karger et al. [29] … establish a market where a “taskmaster” can submit batches of small tasks to be completed for a small fee by any 
worker choosing to pick them up. (O) 
Lofi et al. [30] … an effective tool making human skills and intelligence accessible to machines. (H) 
Ross et al. [31] … that allows users to distribute work to a large number of workers. This work is broken down into simple, one-time 
tasks that workers are paid to complete. (P) 
Treiber et al. [32] … distribute problem-solving tasks among a group of humans. (only weakly associated to P) 
Venetis et al. [33] … must post tasks for the humans, collect results, and cleanse and aggregate the answers provided by humans. (P) 
Vukovic [34] … is a trusted broker ensuring that providers successfully complete the task requests and that requestors pay for the 
charges. … issues authentication credentials for requestors and providers when they join the platform, stores details 
about skill-set, history of completed requests, handles charging and payments, and manages platform misuse. … can 
execute crowdsourcing requests in a number of different modes, by advertising them on the marketplace, allowing 
providers to bid for them, or in the form of a competition, where requestor identifies criteria to be used for selection of 
the winning submission. … may further allow requestors and providers to team-up. (O, T, P) 
Zhai et al. [35] … collaborative cyberinfrastructure that can aggregate scattered resources, including both human brainpower and 
machine computational capacities. (H) 
Zhang and van der 
Schaar [36] 
… systems where small tasks (typically on the order of minutes or seconds) and performed in exchange for rewards 
awarded to the users who performed them. (P) 
Zhao and Zhu [1] … are man-made socio-technical systems to support interaction and connectivity between people and technology in 







Fig. 3. Components and functions of crowdsourcing systems 
User Management. The first component that is worth considering in a CSS is user 
management that contains functions to register users, evaluate users, to form user 
groups for different purposes, and to establish coordination mechanisms among the 
users: 
─ Register User. A user profile may record both the user identity of the worker and 
of the requester. To improve the trust between workers and requesters, the 
crowdsourcing identity may also be associated with public profiles on social net-
work sites [37]. 
─ Evaluate User. Users may be evaluated before they start the first task (ex-ante) or 
after they have finished a task (ex-post). The former applies entry questions, pre-
qualification tasks or gold standard data to determine the expertise or skill level of 
a worker [38]. The latter considers acceptance and rejection decisions of historic 
contributions [39]. Sometimes a certain user’s answer will be directly compared to 
the answers of the other users responding to the same question [29]. The evaluation 
of a user may either be done automatically by the CSS or manually by the re-
quester of the task. Additionally, ranking scores that presents the skill level, the 
reputation or the quality of the worker may be employed [40], [41], [42]. 
─ Form User Group. Different types of users are motivated differently and hence 
need specific incentive mechanisms [43]. Crowdsourcers can form either open 
groups that can be seen as partners of the underlying project or closed groups that 
get paid for their work and have mostly no benefit from the outcome [43]. Differ-
ent types of tasks may require different amounts of people. Sometimes, only one 
individual per task is needed; in other cases a closed group which has specialized 
skills is necessary to solve the problem and again in some cases the whole open 
community is asked to find a solution [24]. 
─ Enable Coordination. A CSS needs appropriate mechanisms to facilitate collabora-
tion and coordination [44]. On the one hand, the crowd may interact to solve the is-
sued task collaboratively. On the other hand, direct links between the provider of 
the task and the crowd may be established in both directions to give feedback to 
the intermediate results of the crowd (from provider to crowd), and to ask for more 





[45]. In this regard, the utilization of social software may support human interac-
tion as it provides functionalities to manage personal identities, maintain relation-
ships, share information or collaboratively document knowledge. 
Task Management. The task management handles the incoming submissions of tasks 
and their distribution to the crowd that will solve the task. It should provide at least 
the following functions:  
─ Design Task. The quality of the contributions highly depends on the task design. 
Cheat submissions can be prevented if the task is defined appropriately (implicit 
crowd filtering). Thus, an important aspect is the formulation of the right question 
and the corresponding instructions and constraints [38]. Furthermore, the type 
(e.g., straightforward, novel), the size, the reward or incentive scheme [22], [46], 
the submission time, the latency (e.g., immediate, waitable) [47], [48], the degree 
of confidentiality and the designated crowd should be carefully defined [49], [26]. 
Additionally, the requester’s user profile and other contextual information, such as 
the location or time may be automatically assigned to the task specification. This 
information may support the interpretation of the task by the crowd. To further as-
sist the task definition procedure, a CSS may also provide information about previ-
ous projects to the requester [50] or knowledge that is gained by applying social 
network analysis techniques to the existing crowd network [24]. Another important 
issue when designing a task lies in the question of how a task should be modular-
ized in subtasks or vice versa bundled in a compound task, so it can be efficiently 
processed by the crowd [51]. Finally, a requester may configure if the contributions 
of the solver can be seen by the other users or not [52]. 
─ Assign Task. Allocating the right task to the right person at the right time is a key 
issue for the success of crowdsourcing projects. A task may either be sent to a sin-
gle person, to a selected group or to the whole crowd. Intelligent task routing, 
where workers are selected based on the task specification and the user profile, be-
comes important when a large number of tasks have to be handled [53]. Two as-
pects have to be considered when assigning a task to the crowd. The first one de-
notes to the question of if the worker has sufficient skills and knowledge to accom-
plish the task, and the second one aims for choosing an appropriate point of time 
when the worker can or is willing to work [47]. 
Contribution Management. The contribution management heavily relates to quality 
control and contains functions that evaluate, pre-process, combine and select solutions 
of the crowd: 
─ Evaluate Contribution. Evaluation plays a central role in providing feedback to the 
task solver in order to increase quality as well as in selecting the best result from a 
large set of solutions. Several aspects have to be considered when designing an ef-
fective feedback or evaluation mechanism [54]. First, the source has to be speci-
fied, which may be the solver himself (self-assessment), a person from the crowd 





may be a simple accept or reject answer, a filled assessment form with predefined 
questions or a custom response as free text. Finally, when considering the time as-
pect, feedback can be given simultaneously while the workers are still involved in 
the task, or asynchronously after the task is completed. 
─ Select Contribution. Several methods may be used to detect cheat submissions and 
to sustain quality of the final result, such as the majority decision or the control 
group approach proposed by Hirth et al. [25]. The majority decision approach as-
signs the task to multiple users who submit their individual result to the CSS, and 
finally selects the result that was mostly returned. In contrast, the control group ap-
proach assigns the task only to one worker who completes the task. Afterwards, the 
CSS sends to the control group multiple validation tasks with the request to rate the 
submitted solution. The solution will be accepted if the majority of the control 
group decides it is correct. There exist several other crowdsourcing algorithms 
(e.g., sort, join, max) that model the performance of a CSS and have to be carefully 
designed [55], [33]. Furthermore, various data processing techniques, such as data 
mining or machine learning algorithms may be applied to pre-process, select and 
combine results that are often noisy and comprise redundant data [56]. 
Workflow Management. A workflow management component is of crucial im-
portance when designing complex tasks with global requirements and constraints 
[57], and helps to secure contribution quality [35]. A workflow management system 
comprises the following functions: 
─ Define Workflow. A workflow coordinates among the inputs and the outputs of 
independent human or machine functions in order to get an optimal result [57]. 
Workflows are either defined by the requester of the task or the crowd itself [58]. 
─ Manage Workflow. The definition of crowdsourcing tasks requires experimentation 
of different influence parameters such as latency, the delay between issuing and 
commencing the task, the price of the work done, the quality of workers and con-
tributions, and time that is needed to complete a specific task [59]. There are often 
several iterations required to find an efficient crowdsourcing workflow that com-
bines the issued task, the contributions of the crowd and powerful crowdsourcing 
algorithms. A graphical representation of the workflow may support the creation 
process by serving as a mental model of a task flow [59]. 
5 Main Insights, Limitations and Future Research 
The purpose of this paper was to gain a better understanding of what CSSs are and 
what typical design aspects have to be considered in the development of such sys-
tems. Therefore, this study aimed first to give an overview of how the term CSS is 
defined in scientific literature, and second, to derive typical components and functions 
of CSSs. After reviewing several definitions of CSSs, the author identified four per-





centric. In the second part of the results, the author drew attention to design aspects of 
generic components and functions that are usually incorporated by CSSs. 
Several main insights were gained during the SLR and categorization process. First 
of all, the found definitions of CSSs are heterogeneously defined in the literature. 
They cover different aspects as the mapping between the definitions and the four per-
spectives showed it. They also vary in detail within each of the perspectives. For ex-
ample, within the technical perspective, none of the definitions described the broad 
range of functions and software components that are implemented in a CSS. There-
fore, future research should focus on the development of an integrated CSS definition 
that covers all the needed aspects for a structured development process. Moreover, 
while tacking a closer look at the technical perspective of CSSs by categorizing the 
found literature according to typical functions and components that are implemented 
in a CSS, it was noticed that there exists a high dependency between the identified 
elements that are currently not well represented, for example, the evaluation of a con-
tribution directly affects the rating of the user and determines the reward. Hence, an 
accurate and complete description of a CSS has also to consider these interdependen-
cies, which needs further investigation.  
When critically reflecting this work, two issues are worth mentioning. First, the 
current diversity of CSSs, which are found in practice and described in research litera-
ture, makes it difficult to derive a unified list of components and functions that are 
usually implemented in a CSS. Nevertheless, the recent strong interest of the compa-
nies in CSSs requires not only knowing how crowdsourcing works and where it is 
applied, but also how it is technically implemented. Therefore, the components and 
functions proposed in this work may be used as a checklist and may guide decision 
makers, software developers and managers to better crowdsourcing solutions. Second, 
the result heavily relies on theoretical scientific literature and thus momentarily lacks 
insights from practice. Therefore, the found components and the incorporated func-
tions should be contrasted to business case studies and real practical examples, and be 
refined or adjusted where applicable. However, the results of this paper are a decent 
starting point to get a deeper understanding of the technical nature of CSSs. 
With the aid of the results of this work, the next step in future research will en-
compass the designing of a semantic model for corporative knowledge-intensive 
problem solving in crowdsourcing environments that will be used to improve data 
portability between different CSSs as well as to connect to other business application 
software. 
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Abstract. The potential of mobile service innovations to create valuable eco-
nomic impact makes their development desirable for companies. To develop 
and launch successful mobile services, the integration of customers in the idea 
generation process bears high potential. However, such Open Innovation activi-
ties usually demand for investments, whereas the precise relation between the 
money invested and the generated economic effect is still indistinct. The objec-
tive of this paper is to replace the black box between investments in Open Inno-
vation and the thereby generated profits through formal-deductive analysis. For 
this purpose, we analyze the effect chain between Open Innovation and eco-
nomic profit by adapting the model of Kano and putting special emphasis on the 
specifics of mobile services. Building on that, we develop a quantitative formal 
model to determine the optimal investment amount in Open Innovation activi-
ties for mobile services. The model’s utility is illustrated with an example based 
on real-world data.  
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1 Introduction 
According to recent studies, the market for mobile services via mobile apps will grow 
to €115 billion globally and €32 billion in the European Union by 2020 [35]. The 
study’s results point out that mobile service innovation can generate valuable eco-
nomic impact for companies. Simultaneously, competition is expected to grow dra-
matically leaving some industries behind if they are not able to offer innovative mo-
bile services that create customer satisfaction and consequently profits. For develop-
ing and launching successful mobile services, customer integration in the idea genera-
tion process bears high potential, as one prior risk of new service development results 
from the narrow range between inventing a sought-after service on the one hand and 
creating something that does not meet the market needs at all on the other hand [29]. 
Regarding the mass of mobile services, the speed of technological advancements, and 
an average failure rate of 35-60 % of new products in the consumer markets, compa-
nies need a quick development of mobile services that meet the customers’ expecta-





management paradigm according to which companies use the purposive inflow of 
knowledge to accelerate innovation [7]. Various companies from different industries 
apply OI activities to integrate customers in the development of mobile services as 
shown by HTC’s “Tomorrow Talks”, Google’s “2012 Apps Developer Challenge” or 
Hilti’s “2013 Mobile App Competition”. However, though some companies have 
developed methods for the economic analysis of activities and decisions regarding 
innovation and technological collaboration [8], only in very few cases, “[…] financial 
analyses are used to support decision-making concerning innovations and technologi-
cal collaboration” [25]. Hence, the precise relation between OI activities and econom-
ic profit is indistinct and well-founded economic decisions regarding OI are missing. 
We approach this research gap by developing a formal-mathematical model that is 
based on the relations between OI, customer expectations and customer satisfaction of 
mobile services. The focus on mobile services is useful since mobile services are 
characterized by e.g., high customer product knowledge and quick and easy develop-
ment and update possibilities with continual feedback opportunitnies for the users 
making them a very appealing object for OI activities. We derive important aspects of 
the well-recognized work of Kano et al. [22] who laid a strong foundation for research 
on customer satisfaction. The objective of this paper is to replace the black box be-
tween investments in OI activities and the generated economic profit by analyzing the 
effect chain between the two in section 3. In section 4, we formalize the whole effect 
chain putting special emphasis on the specifics of mobile services. We aim at deter-
mining the optimal investment amount in OI activities for mobile service develop-
ment and illustrate our findings with an example on the basis of real-world data from 
an industry project. 
2 Relevant Literature 
Integrating customers in the creation and design of new services is part of research 
discourses since the early 1980s. Von Hippel [41] quite early presented the lead user 
concept as users can provide more accurate data on future needs. Other authors em-
phasize the customers’ contribution to the concept, design, performance testing or 
validation in the development of new products and services [15], [23], [26]. The ef-
fectiveness and benefits in form of more customer-oriented products that meet expec-
tations more precisely is stressed by various past and recent research papers and stud-
ies [2], [3], [11]. Next to the benefits, also risks associated with customer integration 
in innovation processes are examined [9]. Turning away from internal and isolated 
idea creation in the beginning was called “Open Innovation” by Chesbrough [7]. 
“New information and communication technologies (ICT) have reduced the perceived 
distances between the actors of the innovation process […]” [12] and so allowed for a 
broader integration of customers. OI experienced a vital exchange in research as well 
as in practice in the last decade and is expected to increase further over the next few 
years [13], [20]. Though literature is rich of qualitative case-study research and OI 
best practices in different industries, different kinds of users or different stages of the 





activities is virtually non-existent. The analysis of van de Vrande et al. [40] who ex-
amined a broad range of OI publications within the last decade show a lack of formal-
methodological approaches that aim at an economic valuation. The rising impact of 
mobile devices and the dramatically increasing market for mobile services and prod-
ucts requires innovative services that serve the customer’s mobility needs. Bouwman 
et al. [4] for that stress the importance and relevance of OI approaches for mobile 
service models as companies in this area often lack experience and best practices. 
Hence, integrating customers in the innovation process within an OI approach seems 
to be promising for mobile service development [4], [38]. However, experience from 
past open or traditional innovation approaches have to be adapted with regard to mo-
bile services as the speed of technological advances regarding mobile devices and 
hence the possibilities of mobile services do not fit in regular innovation processes. 
Yet, literature still lacks contributions that provide methods for determining the right 
amount on how much to invest in mobile service OI activities and how the effect 
chain between OI and customer satisfaction works. As one of the few papers, Platzer 
[37] extended the classic Technology Acceptance Model and developed a taxonomy 
that enables user integration in terms of an OI approach for automated classification 
of user reviews. This enables a learning environment within mobile app development 
during the innovation process to increase the probability to develop mobile apps that 
meet the customers’ needs. In the very early stage of mobile services, Aalto et al. [1] 
described the prototypical implementation of an OI approach for the development and 
testing of mobile applications. Based on our literature review and the finding that 
“[…] future research has to continue to broaden the scope of open innovation research 
to exploit its full potential” [40], we find a research gap regarding OI approaches in 
the innovation process of mobile services in general. Additionally, research lacks 
well-founded economic analysis and formal-methodological models that aim at the 
determination of the optimal investment amount in OI activities for mobile services in 
particular. 
3 OI and the Kano Model for Customer Satisfaction  
In order to increase revenue generated through mobile services, companies increas-
ingly open up their innovation process. However, as stated above, the precise relation 
between OI investments and thereby generated revenue is still indistinct leading to a 
lack of well-founded economic decisions regarding investments in OI activities. 
 
 
Fig. 1. Black box between investments in OI activities and thereby generated revenue 
As we will show in the following, simply assuming that higher investments in OI 
activities will always increase the revenues of mobile services neglects important 





the over-fulfillment of customer expectations in sub-section 3.1. In sub-section 3.2, 
we analyze the relation between the over-fulfillment of customer expectations and 
customer satisfaction using the Kano model. On that basis, we can analyze the idio-
syncratic relationship between investments in OI activities for innovative mobile ser-
vices and customer satisfaction in sub-section 3.3. In chapter 4, we develop a formal 
model to determine the precise relation between investments in OI activities and rev-
enue under consideration of all mentioned elements of the effect chain. Figure 1 illus-




Fig. 2. Effect chain between OI investments and revenues 
3.1 OI Activities and Over-fulfillment of Customer Expectations 
Initially, literature states that the integration of customers in the innovation process 
reduces the risk of developing mobile services which do not meet customer needs 
[38]. This is due to the fact that integrating the customer allows for a much deeper 
level of individualization especially regarding mobile services [38] since mobile ser-
vices by nature require individualization and are very familiar to today’s customers. 
For that, companies need to integrate customers early, significantly and along the 
whole innovation process regarding new products like mobile services [30], [38]. 
Consequently, we are in line with Enkel et al. [9], Bruce and Biemans [5], and Kohli 
and Jaworski [24] when we conclude that investments in OI activities positively in-
fluence the possibility to create auspicious mobile services that lead to over-
fulfillment of customer expectations.  
3.2 Over-fulfillment of Customer Expectations and Customer Satisfaction 
Meeting or even over-fulfilling customer expectations is not a direct driver of quanti-





tion which directly leads to financial impacts for the company [6], [14], [21], [33]. In 
order to determine customer satisfaction [34], the confirmation/disconfirmation para-
digm is a widely spread and well acknowledged method. In case a considered service 
over-fulfills customer expectations, it is above a customer’s so called confirmation 
level and thus generates customer satisfaction and vice versa. The Kano model [22] 
distinguishes three different kinds of attributes of a product or service, which deter-
mine customer satisfaction through the respective over-fulfillment of customer expec-
tations.  
Must-be attributes are considered fundamental and natural by the customer. Under-
fulfillment of must-be attributes leads to customer dissatisfaction. However, over-
fulfilled expectations of must-be attributes will not increase customer satisfaction as 
must-be attributes are perceived only implicitly. Must-be attributes of mobile services 
e.g. are implicit expectations regarding availability and stability.  
One-dimensional attributes generate dissatisfaction or satisfaction depending on 
the extent of a service’s over- or under-fulfillment of expectations. Over- /under-
fulfilling expectations towards a one-dimensional attribute leads to a proportional 
increase / decrease of customer satisfaction. Customers are aware of one-dimensional 
attributes and explicitly demand them. Application speed or productivity increases are 
examples for a mobile service’s one-dimensional attributes.  
Attractive attributes are service features that are not expected by customers. Over-
fulfillment of customer expectations by developing services that include attractive 
attributes leads to a disproportional increase of customer satisfaction. With regard to 
mobile services, attractive attributes e.g. are unique and breakthrough solutions to 
problems, customers were not even aware of in advance [6]. Figure 1 illustrates the 
determinants of customer satisfaction following Kano et al. [22]. 
 
 
 Fig. 3. Determinants of customer satisfaction following the Kano model 
In Figure 1, the influence of must-be attributes on customer satisfaction is illustrated 
as a monotonically increasing, concave function in the section of expectations under-





tomer satisfaction, resulting in a linear, non-increasing or decreasing function. The 
influence of one-dimensional attributes to customer satisfaction is consequently di-
rectly proportional. Finally, the high contribution of attractive attributes is illustrated 
as a monotonically increasing, convex function in the section of expectation over-
fulfillment. As customers do not expect attractive attributes, they are not defined for 
the case of under-fulfillment.  
3.3 Effects of Investments in OI Activities on Customer Satisfaction 
We in the following will discuss idiosyncrasies of OI activities on customer satisfac-
tion when applied in mobile service development. 
OI investments and the attributes of customer satisfaction of the Kano mod-
el.According to Peppers and Rogers [36] exploiting the customer’s knowledge 
through integration in the innovation process can be a key success driver for increas-
ing customer satisfaction. As such OI activities aim at the generation of innovative 
and completely new mobile services, we argue that OI activities in the first place pro-
duce attractive attributes of services and do not produce must-be or one-dimensional 
attributes. Regarding must-be attributes, this is due to the fact that customers perceive 
must-be attributes only implicitly whereas mobile service innovations can assumed to 
be perceived explicitly. One-dimensional attributes make existing functions quicker, 
cheaper or at higher quality and are explicitly demanded by customers, i.e. they are 
neither generated by OI activities in the first place. Consequently, OI activities in the 
first place only produce attractive attributes which, in case of over-fulfillment, are 
surprising for the customer and hence lead to customer satisfaction. Increased cus-
tomer satisfaction through attractive attributes then directly links OI activities to cus-
tomer loyalty, long-term competitive advantage and thus financial impact [17], [31]. 
However, OI activities produce customer satisfaction through attractive attributes 
only in the first place and not constantly. In case of mobile service development, con-
ducting several OI activities is not likely to reveal always more innovations, but can 
create one-dimensional or even only must-be attributes.  
The subsiding impact of mobile service OI activities on customer satisfaction. 
As illustrated in the previous section, investments in OI activities positively influence 
customer satisfaction by leading to services with attractive-attributes that over-fulfill 
customer expectations. Consequently, one could assume that the execution of all OI 
activities available always makes good economic sense. Yet, mobile services show 
some idiosyncrasies that speak against this assumption and that are to consider when 
applying OI activities. Though technological developments as web-based social col-
laboration methods today allow for customer integration at reasonable costs for infra-
structure – transaction costs, consultancy, legal expenses, software tools etc. still state 
for significant investment payouts linked with OI activities in the early and middle 
phases of mobile service development [19], [38]. Furthermore, the positive contribu-
tion of OI to customer satisfaction usually slows down throughout its use [6]: Product 
features identified through OI activities that initially created unexpected excitement 
later on are considered as normal by the customer [19]. These product features in-





quence, their status as a service’s attractive attribute. In this vein, a mobile service’s 
attractive attributes can become one-dimensional attributes and one-dimensional at-
tributes can become must-be attributes [6] as implied above. The extent of this nega-
tive effect depends on the amount of customers, which experience true excitement by 
surprising mobile service features on the one hand and the amount of customers, 
which already have expected the mobile service innovation on the other hand. Re-
garding OI activities, all customers involved in the service development process are 
likely to belong to the second group. Customers that took part in the idea generation 
process are likely to know and expect innovative product features already before the 
mobile service is on the market. If features that were discussed in the innovation pro-
cess or submitted by the customers are not implemented or only to a limited extent, 
this is likely to lead to disappointment of customers who took part in the OI activity. 
The positive influence of OI activities on customer satisfaction will then be solely 
determined by the degree to which the explicitly raised expectations will be fulfilled 
(through one-dimensional or basic attributes). All other customers will be delighted 
by the innovations through excitement attributes. Beyond that, it is also conceivable 
that over a certain threshold, OI activities do not generate additional customer satis-
faction at all or even negatively influence customer satisfaction. Customers contacted 
repeatedly and on versatile marketing channels by companies executing large scale OI 
activities can react with rejection which causes decreasing customer satisfaction [9], 
[27]. The former positive influence of creating a fashion around an OI activity can 
then turn the OI activities into a transient fad which only attracts bandwagon behavior 
instead of thorough collaboration with breakthrough ideas for new mobile services. 
This subsiding effect of OI is especially important for our consideration, since mobile 
service customers are significantly more online and usually well connected to each 
other via their mobile device (e.g. by social networks). The consequently tend to 
spread negative experiences with innovative services and rejection with high frequen-
cy, extremely fast and with a potentially huge dispersive character.  
4 Model 
In this section, we introduce a formal-deductive mathematical model that aims at 
optimizing the investment amount in OI activities regarding the trade-off between the 
up- and downsides of OI activities in mobile service development mentioned above. 
Though determining the optimal amount of OI activities seems suitable to a broad 
range of products beyond mobile services, it seems particularly useful for mobile 
service development due to the following idiosyncrasies: First, mobile services by 
nature are services where customers are eager to engage in since their utility directly 
is perceived by the customer. Second, due to the vast number and variety of mobile 
services, the ease of installation and low costs, customers have a broad knowledge on 
various mobile services making them very capable in providing feedback and sugges-
tions. Third, the development and update of mobile services on average is easy, quick 
and requires much less resources than traditional product or software innovation. This 





a standardized evaluation and development approach without being subject to heavy 
changes in the company’s market environment. The applied Kano model and its for-
mal description by Buhl et al. [6] build the methodological basis for our work. After 
describing the research methodology used, we introduce the mathematical optimiza-
tion model and illustrate its practical utility with an example based on real world data. 
4.1 Research Methodology 
According to the research framework of Meredith et al. [32], research activities have 
to fit in an iterative cycle of description, explanation and testing. Our contribution 
shall correspond to the first two phases, the description and explanation of an observ-
able economic fact. Since some new research insights cannot always be derived from 
observations in practice, a formal-deductive approach can be used. Testing the dis-
covered insights according to its prognosis robustness shall be subject to future empir-
ical research. For that, our approach aims at providing a basis for deriving hypothesis 
for empiricism. As a first step towards this direction, we will use a simplified practi-
cal example on the basis of real world data to illustrate our model’s utility. 
4.2 Setting and Assumptions 
We consider a company which aims on integrating customers in the idea generation 
process for a mobile service. For this purpose, different OI activities for active cus-
tomer integration like mobile idea communities, mobile service prototypes, mobile 
app idea competitions, lead user workshops etc. are available to the company [43]. As 
our model’s scope is the optimal investment amount in OI activities, we do not focus 
on single OI activities with different principles of operation, but on the optimal in-
vestment amount I*>0 to be spent on a sum of OI activities with the objective to max-
imize the company’s profit. We aim at formalizing the impact of OI activities on cus-
tomer satisfaction and hence, the company’s revenue. As we use a formal-deductive 
mathematical approach, we refer to Hevner et al. [18], who stated that in order to 
“[…] be mathematically rigorous, important parts of the problem may be abstracted”. 
This consequently implicates assumptions that we state in the following. 
 
A1: Taken alone, all available OI activities are equal regarding their positive impact 
on the over-fulfillment of customer expectations and the therefore necessary payout. 
OI activities are divisible and can be executed separately and independently.  
 
Though we can find weak evidence in literature [43] for this simplifying assumption 
A1, we can state that our model’s results are also valid for scenarios where 
OI activities have differing impact. In this case, the company would conduct the OI 
activities in descending order sorted by the ratio “impact on the over-fulfillment of 
customer expectations/payouts”. As a result of assumption A1, the investment amount 
in OI activities has a positive linear influence on the over-fulfillment of customer 
expectations. Consequently, we substitute the qualitative determinant of customer 





titative measurable determinant (investments in OI activities) and focus on the specific 
impact of OI on customer satisfaction. Considering not a single OI activity taken 
alone, but several OI activities, we have to account for the Kano model and the sub-
siding effect of OI activities. In this vein, we can model the relationship between OI 
activities and customer satisfaction, which is stated in assumption A2: 
 
A2: Investments in OI activities influence customer satisfaction in different manner 
(i.e. changing between convex and concave sections). To model the different impact 
of OI activities on customer satisfaction, we arrange Kano’s attributes of customer 
satisfaction in descending order (i.e. attractive attributes  one-dimensional attributes 
 must-be attributes) and extend it by rejection through customers with regard to the 
respective amount of money invested. 
Figure 4 illustrates the influence of the investment amount in OI activities  on cus-
tomer satisfaction as a curve . Due to the different positive as well as negative 
impacts of OI activities on customer satisfaction, the function on the one hand inherits 
a convex section where OI activities lead to attractive attributes (section 1). The func-
tion in section 2 shows a proportional progress, when OI activities only produce one-
dimensional attributes and concave progress in section 3, when OI activities only 
produce must-be attributes due to too much customer integration [6]. The negative 
effect of OI activities is illustrated in section 4 where additional OI activities even 
lead to a decreasing progress due to rejection of the customers.  
 
 
Fig. 4. The different effects of OI on customer satisfaction 
To model all described positive and negative effects of OI, we need a formal descrip-
tion for cs(l). One possible function to model the curve shape pictured in Figure 4 
adequately is the so called classic earnings function from production theory [42]. This 
function which originally aims at mathematical relations of partial factor variation is a 
scientifically acknowledged way to accurately describe the relation between an input 





satisfaction cs). In its general form, the function is transferable to other application 
fields than production theory. By using the classic earnings function, we can consider 
all aforementioned effects of OI. We state assumption A3. 
 
A3:  The effect of the investment amount in OI activities l on customer satisfac-
tion cs follows a classic earnings function in the following form:  
cs (l) = - a * l3 + b * l2 + c * l + cs0  with a , b , c > 0                     (1) 
The parameter cs0>0 thereby guarantees that a company not investing in OI activities 
in mobile service development at all will end up at a basic but positive customer satis-
faction level. The parameters a, b, and c are necessary to model the changing course 
gradient and curvature progression of the customer satisfaction curve as seen in Fig-
ure 4. In order to reach a decision model with economic parameters, we have to con-
sider that investing in OI activities influences customer satisfaction and, eventually, 
the financial performance of the company [16], [33]. Since we do not focus on the 
monetary valuation of customer satisfaction, we state the simplifying assumption A4. 
 
A4: A company’s revenue originating from mobile services r (cs(l)) for a considered 
period of time equals the customer satisfaction achieved by investing in OI activities 
multiplied by the conversion factor d > 0. Other influences are neglected.  
Assuming a linear correlation between customer satisfaction and a companies rev-
enue from mobile service innovations by all means is simplifying matter. Neverthe-
less, we refer to the work of Mittal et al [33] who state that “[…] the assosication 
between customer satisfaction and long-term financial performance is positive […]”. 
They emphasize this correlation to be stronger in case companies are able to simulta-
neously increase customer satisfaction and decrease costs at the same time. As 
OI activities through enhanced innovation processes and more customer oriented 
products increase customer satisfaction and also partly support cost reduction (at least 
in the long-term), they indirectly are able to contribute (weakly) to both goals as 
shown by Faems et al. [10]. Thus, we can state this simplifying assumption without 
distorting reality and our model’s results too much. In case a company’s revenue 
stands in other than a linear relation to customer satisfaction, e.g. convex, concave, 
relations, the model could easily be tailored to such other relations by adapting the 
factor d to be a function of cs (l). However, empirically examining the association 
between customer satisfaction through OI activities is still due to further research.We 
incorporate this simplifying correlation by formalizing the company’s revenue by r 
(cs(l)) = cs(l) * d. In order to come to a decision model, we state our last assumption 
A5. 
A5: The company’s major objective is to maximize its profit P(l). For reasons of sim-
plicity, all parameters are assumed to be deterministic and the time value of money is 
neglected.  
Neglecting the time value of money is simplifying matters but reasonable due to 
the short time periods of innovation processes and market penetration with mobile  
services. On the basis of these assumptions and the presented profit function we are 





4.3 Determining the Optimal Investment Amount 
The company evaluates the economic utility of OI activities on the basis of the profit 
function, which is thereby also the function to be optimized:P(l)= r(cs(l)) - l 
By including the revenue function and the classic earnings function in the profit func-
tion P(l), we can derive the final objective function for investments in OI:  
max!P(l) r( cs (l)) - l = cs (l) * d - l = (- a * l3 + b * l2 + c * l + cs0 ) * d - l       (2) 
In order to determine the optimal investment amount in OI activities, we maximize 
the objective function by setting the first derivative of P(l) equal to zero.  
 
(3) 
By solving this term for l, we get two candidates ,  for the maximization of the 




and therefore  remains as the only candidate. Given that  is in the assumed do-
main , which is the optimal investment amount in 
OI activities maximizing the company’s profit under the given assumptions. In case 
, l* = 0. Consequently, it is reasonable to raise the investment amount up to 
l*. Investments in OI activities with l < l* do not maximize the company value. Thus, 
an increase of the investment amount in OI activities leads to an increased over-
fulfillment of customer expectations and, hence, customer satisfaction. In contrast, the 
positive effects of investments in OI activities with l > l* in fact still exceed the initial 
payouts. However, the subsiding effect of OI activities on customer satisfaction leads 
to disproportionally high capital expenditures and to less additional customer satisfac-
tion.  
5 Practical Example with Real-World Data Basis 
We demonstrate our model’s practical utility with the data of a large manufacturing 
company of a current industry (research-in-progress) project in the context of mobile 
app innovations. The company is developing several mobile apps for its customers 
and sales representatives. The company has already performed OI activites and now 
wants to decide on the investment amount to be spent on an OI activity for its next 
mobile app projects. With regard to the company’s experience with OI, the company 
has tracked occurred payouts of five already completed OI activities from the past 





mobile apps emerged from the OI activities, the company is able to estimate values 
for productivity increase, realized cross selling potential, brand value and revenue 
increase and other benefits of two mobile service innovations. Moreover, the compa-
ny can use a quantitative estimation method to estimate the financial benefits of the 
ideas generated by the three other OI activities [39]. This is done by estimating pay-
outs and intervals for financial benefits through the responsible business experts. By 
aggregating these figures to project values and summing them up, the company is able 
to determine values for payouts and profits of the OI activities in mobile app devel-
opment projects which can be seen in Table 1. Project risk is obviously no issue here, 
which is subject to further research. The values for payouts include payouts for the 
actual execution of the OI activity, but also for preparation, conceptualization, the 
processing of results including the description and evaluation of ideas emerged from 
the respective OI activities. Due to the confidential character of the data, all values 
were transformed. 
Table 1. Input values for the practical example 
OI 
activitiy  
Description Payouts l (estimated) profit P (l)  
1st  Lead user interviews 1 45 thousand (T)€ 0.5 T€ 
2nd  Lead user interviews 2 20 T€ 8 T€ 
3rd  Field observation 25 T€ 49.25 T€ 
4th  Online survey 60 T€ 168.25 T€ 
5th  Idea competition 100 T€  290 T€ 
 
By using the values from Table 1 in the profit function P (l), a linear system of five 
equations with five unknown variables comes into being. Thus, the company is able to 
determine the values for the objective function (a = 0,01, b = 5, c = 1, d = 0,005 and 
cs0 = 50). For the next investment amount on OI activities we can find the overall 
optimum to be l*=312,078 € resulting in a maximized profit of P(l*)=604,844 €. Thus, 
it makes good economic sense for the company to invest this overall amount of mon-
ey in OI activities. Below or above this amount, the over-fulfillment of customer ex-
pectations is lower, customer satisfaction decreases and revenue is below the maxi-
mum. In this example, investing more than the economic optimum will lead to worse 
results than investing an equal amount less, e.g. an investment sum of l =250,000 € (-
62,078 € less the optimum) will result in 532,750 € profits, whereas an investment 
sum of l = 374,156 € (+62,078 € more than the optimum) will only generate 508,827 
€ profit. Investing more than 456,424 € will even lead to losses, since the continuous 
OI activities lead to customer dissatisfaction. Since the company already invested 
250,000 € for the OI activities above in sum, the recommendation for the management 
is to invest another 62,078 € to reach the optimum l* with the next OI activity. Above 
this amount of money, it is not reasonable to invest more in OI activities. However, in 
practice, the calculated optimum from our theoretical model cannot be assumed to be 
exactly valid. The calculated optimum should therefore be interpreted as an indicator 
for a range for the next investment in OI activities rather than an exact number. In 





in mobile service development and refining the input values for the objective function 
is advisable. This holds especially true with regard to the fact that the values of the 
objective function may change over time due to influences like a dynamic competitive 
environment, company restructuring or scale and learning effects. For this reason, we 
suggest not to rely on a unique determination of the optimal investment amount in OI 
activities but to stress the input values on a regular basis and update the data basis 
with current project data.  
6 Summary and Outlook 
Mobile service innovations’ potential for valuable economic impact attracts compa-
nies to conduct significant investments. To develop and launch successful mobile 
services, integrating customers in the idea generation process through OI activities 
bears high potential and is hence desirable. However, the lack of a precise analysis of 
the relation between OI investments and generated revenues leads to a lack of well-
founded economic decisions regarding investments in OI activities. This paper aims at 
replacing the black box between OI investments and revenue with an effect chain in 
section 3. In section 4, we formalized the effect chain putting special emphasis on the 
specifics of mobile services and represented the effects of OI with a flattening curve 
assembled from the attributes of customer satisfaction of the Kano model regarding 
mobile services. Through mathematical optimization, we aim at determining the op-
timal investment amount in OI activities and show the model’s utility in section 5 
with an example based on real-world data. Nevertheless, several restricting assump-
tions and resulting conditions of this paper have to be examined critically. First, the 
relation between OI investments and the over-fulfillment of customer expectations 
must be examined in more depth in order to calibrate the model to practice thus guar-
anteeing valid outcomes. Second, Peppers and Rogers [36] note that the success of OI 
depends on the quality of information that is gained by customer integration. Thus, it 
is necessary to distinguish between different kinds of OI activities and integrate them 
in the model. Third, all factors of the model are considered to be deterministic. Due to 
the high dynamics of the domain, it is likely that the estimation of parameters neces-
sary for the objective function is quite demanding. The enhancement of the model to a 
decision calculus considering risk therefore requires further research. Fourth, though 
the model formalizes the effect of customer integration in an economic model, it is 
necessary to validate all assumptions and the effect chain by testing through empiri-
cism. However, the model presents a starting point for further research on the eco-
nomic effects of customer integration in mobile service development to take full ad-
vantage of the high potentials of OI in mobile industries. 
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Abstract. Content personalization is identified as a key technology for enabling 
ubiquitous access to social media. Recommender systems implement media 
personalization, by suggesting relevant content and helping users in addressing 
the “information overload” problem. In this paper, our aim is to improve per-
sonalization by increasing the accuracy of recommendations. We propose a 
novel method, called Content Relationships Matrix Factorization (CRMF), 
which exploits additional information in the form of content relationships that 
express relevance between items. We model content relationships based on af-
finity graphs and use them in the context of matrix-factorization, which are cur-
rently the state-of-the-art prediction models for recommender systems. In our 
experimental evaluation with a real data set, we demonstrate the accuracy im-
provement of CRMF compared to matrix factorization models that do not take 
into account content relationships. Our experimental results show that CRMF 
compares favorably to the baseline method, demonstrating the usefulness of 
considering content relationships. 
Keywords: Media, Personalization, Recommender Systems, Matrix Factoriza-
tion, Content 
1 Introduction 
Recent reports about trends in consumer-technology markets indicate that users, ubiq-
uitously connected to social networks, place an ever increasing quantity of media 
online, thus, posing a challenge to traditional brand relationships and business mod-
els.1 What is, therefore, required to address this challenge, is the development of ser-
vices that will offer personalized access to content. 
Recommender systems, which suggest to users relevant content, are the key-
technology for media personalization. Recommender systems traditionally develop 
                                                           





models based on machine learning and statistics for predicting items suited to the 
personal preferences of users [1],[12]. Such models learn users' preferences through 
either implicit feedback, such as click rates or time spent (e.g., track listening, video 
watching); or explicit feedback, such as ratings (e.g., in a 1-5 star scale). 
The interest of researchers in recommender systems for media applications has in-
creased rapidly in the previous years, mainly due to the Netflix Prize2, an open com-
petition for the best recommender system to predict user ratings for films, based on 
previous ratings, without providing any additional information about the users or 
films. Netflix Prize has clearly demonstrated the superiority of latent-factor models, 
especially matrix factorization [7], compared to classic collaborative-filtering tech-
niques. Nevertheless, the problem of sparsity is still a major obstacle in the case of 
recommender systems for media, due to the appearance of power laws in users’ pref-
erence data; i.e., a larger portion of the preferences data is available only for a very 
small percentage of users and items. 
In this paper, we propose a novel way to address the aforementioned challenge by 
exploiting content relationships that express relevance between items (such items can 
have various media formats).Thus, in contrast to traditional recommender systems, 
our method takes into account not only data about preference of users to items, but 
additionally considers the relationships between items themselves; see Fig. 1. Content 
relationships provide an additional source of information that can be exploited to 










Fig. 1.User preferences and content relationships. 
Our approach models content relationships in the form of an affinity graph between 
items, with higher the affinity between two items the more strong their relationship. 
Nowadays, Web 2.0 content providers offer information about content relationships, 
and thus, enable the development of such affinity graphs. For instance, last.fm Web 
Services3discloses information related to the artists, geography, usage (playlists, pop-
ularity), or social tags [9]. As another example, Flickr4provides information about 
relationships between collections pertaining to photographs, user comments and tags, 
as well as annotations about geo-location. In our study, we propose to utilize infor-
mation offered by Web 2.0 content providers in order to develop affinity graphs used 












in the context of matrix-factorization, which constitute the state-of-the-art prediction 
models for recommender systems. Based on the premise that items with a strong rela-
tionship should be also related in the latent-factor space that matrix factorization cre-
ates, our proposed method is able to define an effective way of interaction between 
items during the learning process of matrix factorization, by updating the positions of 
items in the latent-factor space according to the position of their related items from 
the affinity graph. This approach is especially beneficial for items in the “long-tail” of 
power laws (i.e., items with sparse feedback data), because information from items 
with abundant feedback propagates to them. Our contributions are summarized as 
follows: 
 We propose a novel and general approach to model content relationships between 
items through an affinity graph.  We exploit affinity graphs to allow matrix-factorization models to propagate in-
formation between items during the learning process.  We conduct experimental results with real data from the Million Song dataset and 
last.fm, which indicate the superiority of the proposed approach compared to the 
state-of-the-art matrix factorization method that does not utilize content relation-
ships. 
The rest of this paper is organized as follows. Section 2 describes the related work. In 
Section 3 we present the proposed method. Experimental results are presented in Sec-
tion 4. Finally, Section 5 concludes this paper. 
2 Related Work 
2.1 Collaborative Filtering (CF) 
Collaborative Filtering (CF) systems [14] generate predictions based on preference 
data (e.g., ratings) of similar users. CF has attracted a lot of interest and researches 
have been improving its performance continually. Users of CF systems receive rec-
ommendations mainly based on memory-based (a.k.a., nearest-neighbor) algorithms, 
which can be either user-based or item-based. 
User-based CF first finds for users a rating pattern similar to the one of the active 
user, and then uses the ratings of these users to perform the predictions about the rat-
ings of the active user for specific items, by calculating the weighted average of the 
ratings of similar users for the same item. In contrast, item-based CF generates predic-
tions by first detecting asset of similar items. CF, due to its simplicity and efficacy, 
has attracted popularity in e-commerce applications. For example, Amazon’s recom-
mendation system has been reported to use item-based CF [8]. 
2.2 Content-based (CB) Recommender Systems 
Content-based (CB) recommender systems [11] typically perform predictions by uti-





functions can detect the most related items, following the assumption that items that 
are similar in content will be rated similarly. The main advantage of CB recommender 
systems is that their performance is not based on the existence of preference data, and 
thus they are suitable in the case of the so called “cold-start” problem. However, pure 
CB recommender systems ignore information about user preferences, in case it is 
available, which can lead to overspecialization and low level of personalization. 
CB recommender systems are used in several real-world applications. Pandora Ra-
dio is a popular example that recommends music with similar characteristics to that of 
a song provided by the user as an initial seed. 
2.3 Hybrid Recommender Systems (HS) 
As mentioned previously, CF and CB recommender systems have advantages and 
disadvantages. The important difference between them is that CF systems are based 
mainly on preference data, whereas CB systems are based on the content of items. For 
this reason, recent research has focused on the combination of CF and CB, which led 
to the so called hybrid recommender systems [4]. A prominent hybrid method is the 
Content-Boosted Collaborative Filtering (CBCF) [10], which learns a content-based 
model over the training data to generate ratings for unrated items. This process results 
in a dense rating matrix, because of the predictions made for all empty places in the 
original rating matrix (i.e., cells without any given rating). The derived matrix is then 
used by a CF recommender system. 
2.4 Model-based Recommender Systems (MB) 
Model-based recommender systems differ from the previously mentioned categories, 
because they develop a prediction model based on patterns detected in training data. 
Several techniques have been used for this purpose, such as Bayesian networks, clus-
tering models, probabilistic latent semantic analysis, etc. [15]. 
Matrix factorization is technique that has demonstrated its ability to build accurate 
prediction models for model-based recommender systems [7]. Matrix factorization 
generates recommendations based on latent features that determine users’ preferences. 
A state-of-the-art matrix factorization method is called Probabilistic Matrix Factoriza-
tion (PMF) [13].  
2.5 Comparison of Approaches and Motivation 
Table 1 provides a comparison of the presented approaches in recommender systems, 
by summarizing their advantages and disadvantages. It also reports (last column) 












CF explainability of results, easy to 
implement; fast execution 
accuracy decreases with 
sparsity and cold-start 
no 
CB addresses cold-start not high accuracy partially 
HS improved accuracy compared to CF 
and CB 
high complexity and 
expensive to implement 
partially 
MB handles sparsity; best reported 
accuracy 
expensive model building 
no 
 
As a main conclusion from Table 1, model-based (MB) approaches present the best 
accuracy of recommendations compared to the rest approaches (CF, CB, and HS). 
Recent advances in the field of recommender system have demonstrated the superiori-
ty of model-based approaches, which are nowadays considered as state-of-the-art 
methods [7]. For this reason, in contrast to CF, CB, and HS approaches, our proposed 
method is model-based. 
However, existing MB approaches, in contrast to CB and HS approaches, do not 
take into account content relationships. This fact forms the motivation behind our 
study. Our proposed method opts for combining the superior accuracy of state-of-the-
art model-based approaches with the ability of CB and HS approaches to take into 
account content relationships. 
Additionally, compared to CB and HS, our proposed method opts for generalizing 
content relationships, which are only partially considered by CB and HS, because 
they are based solely on the similarity between items. Our proposed method uses the 
concept of affinity graphs to model potentially more general relationships. Moreover, 
compared to CB, our proposed method does not use only relationships between items, 
since it considers preference data, too. Finally, compared to HS, our proposed method 
combines content relationships and preference data, but this is performed in a princi-
pled, model-based way, and thus it does not make arbitrary combinations of CF and 
CB, in contrast to most of the variations of hybrid techniques. 
Recently, Jamali and Ester [5] proposed an extension to PMF, which takes into ac-
count social relationships between users. Our proposed method shares with this work 
the principle of considering relationships between users or items, but is complemen-
tary to [5], because it considers relationships between items instead of users. Moreo-
ver, our proposed method considers affinity graphs with varying degrees. 
3 Content Relationships Matrix Factorization 
In this section we describe our proposed method, denoted as Content Relationships 





then we provide the necessary background information about generic matrix factori-
zation models, and finally we explain how CRMF extends matrix factorization 
through the use of affinity graphs that represent content relationships. 
3.1 Problem Definition 
Assume that UD is a domain of N users and ID  is a domain of M items. As described 
in Section 1, users can express their preference to items either implicitly or explicitly. 
In this paper, we focus on explicit information in the form of an  N M rating matrix 
,u iR R    , where each element ,u iR  denotes the rating of the u-th user of UD  on the 
i-th item of ID . If such rating is not available, then element ,u iR  is assumed to be 
unknown (i.e., null). Matrix R is usually very sparse, since most of its elements are 
expected to be missing. 
An affinity graph is represented with an  M M matrix ,i jA A    , which ex-
presses the content relationships between items. Each element ,i jA  is set to one, if the 
i-th item of  ID is related to the j-th item of  ID ; otherwise is set to zero. Matrix A can 
be in general non-symmetric, but in our experimental study we will use a symmetric 
one. 
The recommendation problem that we study is described in technical terms as fol-
lows: Given a matrix R  with existing ratings of users from domain  UD on items 
from domain ID , as well as an affinity matrix A, the goal is to predict the rating ,u iR , 
in case ,u iR  is unknown. Our aim is to improve the accuracy of predicted ratings. 
3.2 Matrix Factorization Models 
Matrix factorization techniques create a latent-feature D-dimensional space in which 
they represent each user and item. Let D NU  R  be a D N  matrix whose u-th col-
umn vector, denoted as uU , represents the coordinates of the u-th user of domain UD  
in this D-dimensional space.5Similarly, let D MV R  be a D M  matrix whose i-th 
column vector, denoted as iV , represents the coordinates of the i-th item of domain 
ID  in the same D-dimensional space. 
Using a N M  rating matrix R  as training data, matrix factorization techniques 
learn (i.e., compute the elements of) matrices U and V so that they can approximate 
matrix R  with matrix R

 such that: 
 TR R U V
   (1) 
                                                           





Having learned matrices U and V, and computed matrix R

 based on Equation 1, each 
element ,u iR

 comprises the prediction for the rating of the corresponding u-th user of 
 UD on the corresponding i-th item of ID . 
The process of learning matrices U and V can be expressed in a probabilistic 
framework developed by Salakhutdinov and Mnih [13]. According to this framework, 
the likelihood of observing a specific set of ratings represented with a given rating 
matrix R , can be expressed as: 
     1 ( , )2 2,
1 1
 | , ;  | ; 
R u iN M T
R u i u i R
u i
p R U V R U V 
 
     (2) 
where 2 ( , )   denotes the normal distribution with mean   and variance 2 ; and 
1 ( , )R u i  denotes the indicator function with value 1 when element ,u iR  is known (i.e., 
not null), or 0 otherwise. More precisely, Equation 2 makes the premise that each 
known rating, represented with the element ,u iR , is an independent and identically 
distributed (iid) random variable that follows a normal distribution whose mean value 
is equal to the element , Tu i u iR U V
   (see Equation 1) and whose variance 2R  is treat-
ed as a hyper-parameter6. 
Based on Bayes theorem, from the likelihood function of Equation 2 we can obtain 
the posterior probability of U and V: 
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  (3) 
where Equation 3 makes the premise that the coordinates uU of each user u, as well as 
the coordinates iV of each item i in the D-dimensional latent space, are also iid ran-
dom variables following normal distribution with zero mean and variances 2 U  and 
2
V , respectively (both variances are treated as hyper-parameters). 
In this section we presented the representation of the original rating matrix R  by 
an approximation matrix R

 that is a product of matrices U and V. Matrix R

 is not 
sparse and its elements give the predicted ratings. To compute R

 we have to find 
those U and V matrices that maximize the probability of observing the given ratings in 
matrix R , i.e., we pose the computation of U and V as a problem of maximizing the 
posterior probability in Equation 3. The procedure for this maximization is explained 
in the following. 
                                                           
6  A hyper-parameter is a parameter that is not automatically tuned by the learning algorithm 





3.3 Exploiting Content Relationships 
The proposed method, denoted as Content Relationships Matrix Factorization 
(CRMF), extends the matrix factorization models presented in Section 3.2. CRMF 
exploits an affinity graph, A, between items, as they it has been defined in 
Section 3.1. 
Dependence on Affinity Graph. Given an affinity graph, A, CRMF has the following 
principle: Consider the i-th and the j-th item of domain ID . Let iV  and jV  denote the 
coordinate vectors of the i-th and the j-th item, respectively, in the D-dimensional 
latent-feature space. If the i-th item is related to the j-th item, i.e., ,i jA =1, then the 
learning process of matrix factorization should compute iV  by taking into account  jV . 
This should hold for all items related to the i-th item through the affinity graph A. 
Equation 4 expresses this dependency of matrix V on the affinity graph A: 
  2 2 2 2 | ; , ( | ; ) ( | )V A A Vp V T p V T p V                                  (4) 
The second factor  2|  Vp V  in Equation 4 is the prior probability of V, for which we 
make the same assumption as in Equation 3, i.e., that V is an iid random variable fol-
lowing normal distribution with zero mean and variances 2V . The first factor 
2( | ; )Ap V T   expresses the dependence of V on A. We make the same assumption for 
normal distribution, thus: 
  2 2,
1 ( )
 | ; | ;  
M
A i i j j A
i j N i
p V T V A V I 
 
            (5) 
where N(i) denotes the neighborhood of the i-th item, i.e., all items j for which 
, 1i jA  . More specifically, Equation 5 assumes that the coordinate vector of the i-th 
item, denoted as iV , follows normal distribution with mean equal to the average of 
the coordinates of the items that belong to its neighborhood N(i). 
Based on Equation 5, we reformulate the posterior probability of U and V (see 
Equation 3) as follows: 
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  (6) 
Objective Function and Gradient Descent. Equation 6 provides the basis for learn-
ing U and V by exploiting the existence of the affinity graph A. The learning proce-





probability of Equation 6. Since the natural logarithm function   2 2 2 2ln , | ; , , ,R U V Ap U V R      is monotonically increasing, we proceed by minimiz-
ing its arithmetic-negation function     2 2 2 2 , ln , | ; , , ,R U V AL U V p U V R       in-
stead of maximizing directly Equation 6. This gives the following objective function  ,L U V  for which we seek the values of variables U and V that minimize it7: 
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where  , , U V A    are the regularization hyper-parameters that are equal to 
2 2 2 2 2 2
, , , / / /R U R V R A       respectively, which help in avoiding model overfitting. 
To minimize  ,L U V , which is a convex function, we can use the gradient de-
scent on uL U  and iL V  for each coordinate pair uU  and iV , and repeatedly up-
date their values. In each repetition, called epoch, updating is performed according to 
the following rules: 










                                       (8) 
where   is the learning rate, which controls the speed of convergence. 
In summary, this section presents a way to take into account the information in the 
affinity matrix A, by relating with Equation 5 the latent features of each item, given in 
matrix V, with the latent features of all its related items, given in matrix A. This al-
lows to extend the problem of finding the matrices U and V that maximize Equation 
3, by additionally incorporating in Equation 6 the connections between related items 
are given through Equation 5. Finally, by equivalently restating the problem as mini-
mization in Equation 7, we presented its solution based on the gradient descent meth-
od, a fast and effective way to solve optimization problems. These characteristics of 
the gradient descend method are suitable in the examined case due to the large size of 
the data. The performance of the aforementioned procedure is examined experimen-
tally in the next section. 
4 Experimental Evaluation 
In this section, we present the experimental evaluation of the proposed method 
(CRMF) based on a real dataset. We consider as baseline the state-of-the-art PMF 
                                                           





matrix factorization of [13], which does not utilize any content relationships. This 
way, we can demonstrate the superiority of CRMF against PMF due to the utilization 
of content relationships. In the rest of this section, we first describe in Section 4.1 the 
formation of the real data set, in Section 4.2 we explain the experimental set up, 
whereas Section 4.3 gives the experimental results. Finally, in Section 4.4 we present 
the discussion of these results. 
4.1 Data Set 
Experimental evaluation of the proposed method was performed based on the Million 
Song dataset8 and last.fm. To the best of our knowledge, this is the only publicly 
available dataset containing observations expressed through users’ preferences, along 
with information about relationships between items. In our future work, we intend to 
examine cases with different types of content, when such data sets become publically 
available. 
The items in the examined case are songs of various genres and their relationships 
are expressed through similarities provided by last.fm. For each user, the data set 
contains the number of playcounts, which denotes the number of times the user has 
listened to a song, where the case of zero playcount is not explicitly provided and 
represents missing preference (corresponding to null, as described in Section 3.1). 
In our experiments, playcounts are considered as a measure of preference of users 
to songs, since the more times a user listens to a song, the more it is assumed that the 
user prefers this song. To clean noise from this data set, we filtered out as spurious 
observations with playcounts lower than 2 and greater than 15, since the former can 
happen unintentionally and the latter are outliers of the dataset, comprising 2.25% of 
the total observed ratings, which may have resulted by automatic crawlers. This filter-
ing process resulted into 11,190,628 playcounts for 892,237 users and 296,604 songs. 
In addition, to map the playcounts into a 5-stars rating scale, which is popular in e-
commerce sites, we performed equal-frequency binning of playcounts, using 5 bins as 
presented in Table 2. Bins in this case correspond to stars, e.g., playcounts that belong 
to the second bin corresponds to 2 stars. 
Table 2. Equal-frequency binning of playcounts into 5 bins/stars 
Bin/Stars Playcounts Num. of observed ratings Percentage 
1  =3 3,214,271 28.72% 
2  =4 1,805,081 16.13% 
3  =5 2,250,999 20.12% 
4  =6 1,680,384 15.02% 
5  ≥7 2,239,893 20.02%  
 
Finally, we focused on the more dense part of the dataset, in order to examine the 
collaborative effects between users. Thus, we applied the commonly used technique 
                                                           





of p-core filtering [2]. The p-core of level p has the property, that each user and song 
has/occurs in at least p observations (in our experiments we set p to be 0.001% of the 
total number of playcounts). 
The distributions of users and songs in the evaluation dataset are illustrated in 
Fig.2(a) and (b), respectively. In Fig.2(a) we notice that only few users (below 0.05%) 
have many observed ratings; moreover Fig.2(b) shows that the number of observed 
ratings of the majority of songs is rather low. Therefore, the problem of cold-start for 
users and songs appears in the examined dataset, as also appears in real-world rec-
ommender systems. As we experimentally show, this impacts negatively the perfor-
mance of the state-of-the-art PFM method [13], which does not consider content rela-
tionships. 
 
   
(a)                                                                         (b) 
Fig. 2. Distribution of users (a) and songs (b) in the evaluation dataset. 
For each song s, up to k related songs (called neighbors of s) are provided by last.fm 
as those songs that are more similar to s (last.fm determines similarity between songs 
based on user listening criteria). In our experiments, we set k equal to 5. However, for 
each song s, the actual number of related songs (denoted as neighborhood degree) 
varies, as depicted in Fig.3, which indicates that the majority of songs has neighbor-
hood degree lower than 4. 
 
 
Fig. 3. Neighborhood degree distribution (the vertical axis is in the range [0, 1]). 
4.2 Experiment Setup 
To measure performance, we split the data set as follows: 50% of data are used each 





are the averages out of 5 executions with different 50%-50% splits. In our experiment 
we use the evaluation metric of Root Mean Squared Error (RMSE), defined as: 
2





   
where Rtest is the set of all pairs (u,s) in the test data.  
In all our experiments, we set hyper-parameters  1U V   , since we found that 
for these settings the lowest RMSE for the PMF and CRMF methods are achieved. 
We tuned hyper-parameters A  based on grid searching over the training set. 
4.3 Experiment Results 
First, we evaluate the convergence of PMF and CRMF in terms of RMSE as function 
of the number of epochs. Fig. 4 presents the results, where D=20 was the number of 
dimensions of the latent-feature space. CRMF has lower RMSE than the original 
PMF. The improved accuracy of CRMF can be explained by the positive effect of the 
content relationships that bring additional information about items with fewer ratings, 
a problem which appears in our evaluation dataset, as presented in Section 4.1. 
Additionally, CRMF converges after a smaller number of epochs (in this case, in 
40 epochs) compared to PMF (in this case, at least 80 epochs are required). This 
means that CRMF requires less run time for building the prediction model. 
 
Fig. 4. RMSE of CRMF and PMF for D=20 dimensions of the latent feature vectors, by varying 
the number of epochs. 
Next, in Fig. 5 we compare CRMF with PMF in terms of RMSE, by varying the di-
mensionality D of the latent-feature space. We can observe that CRMF has lower 
RMSE than PMF for all different number of examined dimensions. By considering 
the high impact of the dimensionality of the latent-feature space on the model com-
plexity, as described in [13], the lower D value for the proposed method results into 






Fig. 5. RMSE of PMF and CRMF by varying dimensionality of the latent feature vectors (D). 
4.4 Discussion 
Assessment of experimental results. Our experimental results showed that CRMF 
compares favorably to PMF in terms of achieving a lower RMSE. Based on the com-
parison of approaches in Section 2.4, PMF is a state-of-the-art model-based method, 
which has been demonstrated to be more accurate (i.e., offering lower RMSE) than 
the rest approaches. Therefore, CRMF provides a clear advancement of the state-of-
the-art. The source of this advancement by CRMF, in comparison to PMF, is the ex-
tension of the optimization problem considered by PFM (see Equation 3) in order to 
take into account content relationships that are described in Section 3.3 (see Equation 
5). The reason that content relationships provide an improvement is the fact that they 
comprise an additional source of information that is exploited to overcome the prob-
lem of sparsity which incurs in ratings data. Since sparsity exists in all real-world 
recommender systems, our results demonstrate that exploiting additional sources of 
information, such as the content relationships, can be beneficial. 
Application in real-world recommender systems. The presented experimental 
results demonstrate the suitability of the proposed CRMF method for a wide range of 
real-world applications, including media personalization for mobile devices (e.g., 
formation of playlists), home entertainment (e.g., suggestions about movies or music), 
or e-commerce involving media (e.g., sales of DVDs), as well as other types of goods 
when relationships can be determined between them. CRMF can be easily integrated 
in existing recommender systems for the aforementioned applications, as it does not 
add significant complexity in terms of its implementation and due to its run-time per-
formance, compared to state-of-the-art model-based approaches that are becoming 
increasingly popular in real-world recommender systems. Regarding the additional 
source of information, i.e. content relationships, that is exploited by CRMF, a large 
number of databases already exists for this purpose. Our experimental investigation 
showed this for publically available data of prominent media provider in the music 
domain. A similar approach can be followed for other media types, too; for instance, 





several options (see also the related discussion in Introduction), such as the similarity 
between items computed based on the content or/and on other features, such as textual 
annotations; their usage data (e.g., how often are items consumed together); or user-
provided social input about them (e.g., social tags, geo-tags, etc.). These kind of data 
needed to form content relationships, are nowadays available in most applications of 
online media and, therefore, they can be easily integrated in the proposed method. 
Economic value. Regarding the economic value due to the improvement in rec-
ommendation accuracy achieved by the proposed method, experience in applications 
of recommender systems has shown that even small improvement in RMSE translates 
into improvement that is very important for the quality of recommendations. The 
reason is that such improvement can make a big positive difference in the identity of 
the most recommended items for a user [6]. Based on additional studies about online 
consumer-generated reviews, improvement in accuracy of recommendations has been 
shown to have a positive impact on purchase behavior, since consumers report being 
willing to pay from 20% to 99% more for a 5-star-rated item than a 4-star-rated item.9 
Therefore, the application of the proposed CRFM in real-world recommender systems 
has the potential of improving customer attraction, satisfaction and retention. Finally, 
although we focused our investigation on personalization of media, it is possible to 
extend the use of CRMF for other types of goods, e.g., in the case of e-commerce. In 
such cases, content relationships can be formed based on available information 
sources, e.g., information about co-purchase of items in the same basket, which are 
commonly maintained in such settings. This fact shows the wide range of possible 
applications that the proposed method can find. 
5 Conclusions 
Personalized access to content has been identified as a key consumer technology for 
users that ubiquitously access media through social networks. Recommender systems 
enable media personalization, by suggesting relevant content to such users and help-
ing them to address the “information overload” problem. 
In this paper, our aim was to improve personalization by increasing the accuracy of 
recommendations. We proposed a novel method, called Content Relationships Matrix 
Factorization (CRMF), which exploits an additional source of information in the form 
of content relationships that express relevance between items. We performed an ex-
perimental evaluation of the accuracy of CRMF compared to a state-of-the-art matrix 
factorization that does not take into account content relationships. Our experimental 
results with a real data set showed that CRMF compares favorably to the baseline 
method, demonstrating the usefulness of considering content relationships. 
In our future work, we will extend our approach in order to examine both content 
and social relationships (i.e., relationships between users), whenever they are both 
concurrently available. 
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Abstract. For consumers, online product reviews have become an important 
source for product-related information. Furthermore, they represent a beneficial 
addition to online retailers’ websites. Due to the increasing amount of available 
product reviews, identifying the most helpful product reviews represents an im-
portant task in order to reduce information overload. Therefore, the factors in-
fluencing review helpfulness have to be identified. Thus, in order to explain re-
view helpfulness, we build upon and extend review diagnosticity theory with 
concepts from marketing research and propose a research model that includes 
product quality, review sentiment and review uncertainty. Based on a sample of 
amazon.com product reviews, we evaluate our research model and find that 
statements about product quality positively influence review helpfulness. Fur-
thermore, we identify that sentiment as well as uncertainty expressed in product 
reviews have an impact on review helpfulness. Finally, we confirm that the 
product category has a moderating effect on these relationships. 
Keywords: Product Review, Review Diagnosticity, Helpfulness, Content 
Analysis 
1 Introduction 
In recent years, online product reviews have become important both for online con-
sumers as well as online retailers. On the one hand, online product reviews represent 
an important source of information to consumers who base their purchase decisions 
on reviews provided by websites like amazon.com [1]. On the other hand, online 
product reviews are an important asset for online retailers since they attract online 
consumers who may also buy the related products [2]. 
Due to the enormous amount of reviews available for several products, customers 
may suffer from information overload, which reduces the beneficial aspects of prod-
uct reviews [3], [4]. As a consequence, online retailers often display the most helpful 
product reviews first. In order to determine how helpful a product review is and to 
rank reviews according to their helpfulness, many online retailers offer their custom-





However, reviews receive votes over a long time period which hampers the ranking of 
recent ones. Furthermore, ranking of reviews that have not received any vote is not 
possible at all [3]. As follows, an appropriate understanding of what makes a review 
helpful is required for online retailers to assess the helpfulness of reviews that have 
not been evaluated by online consumers yet.  
Next to the impact of online product reviews on sales that has been a field of re-
search for several years [1], [5], [6], recent studies already provide first insights into 
the characteristics which determine online review helpfulness. Since Mudambi and 
Schuff (2010) provided evidence that review extremity, review depth and product 
type have an impact on review helpfulness [2], further studies have explored related 
characteristics such as specific emotions [4], [7] and review readability [3], [8]. How-
ever, previous studies neglect a main factor determining the readers’ purchase deci-
sion and thus presumably affecting review helpfulness: product quality [9], [10]. As a 
consequence, it can be assumed that product reviews focusing on product quality will 
also provide diagnostic value and consequently, contribute to review helpfulness. 
Furthermore, previous research does not provide deeper insights into the writing 
style of the product reviews under investigation since sentiment is often measured by 
the star rating rather at a textual level [7] or the focus lies on manual analyses of small 
sample sizes [11]. As already investigated within marketing research, consumers’ 
purchase decisions are influenced by sentiment and the level of certainty expressed 
within advertising campaigns [12–14]. Consequently, we also investigate whether 
review sentiment and review uncertainty influence review helpfulness.  
Overall, recent studies often neglect the differentiation between two important 
product categories: search goods and experience goods [15], [16]. Search goods are 
characterized as products for which information about their quality can be easily ob-
tained before purchasing the product. In contrast, experience goods are defined as 
goods that often require purchase to evaluate product quality [2]. Thus, these product 
categories are supposed to influence the information required by consumers and con-
sequently, may also impact perceived review helpfulness [2]. 
Consequently, our research aims at contributing to review diagnosticity theory by 
means of providing a better understanding of what contributes to the helpfulness of 
product reviews in the purchase decision process. Therefore, we build upon the initial 
model of review helpfulness by Mudambi and Schuff (2010) [2]. Our model extends 
the original factors review extremity, review depth and product type in order to incor-
porate product-related and stylistic aspects in the form of product quality, review 
sentiment and review uncertainty. To empirically validate our model, we acquire 
product reviews related to the 20 most popular products of 6 different amazon.com 
product categories. Thereafter, we analyze the reviews related to the variables under 
consideration. 
The remainder of this paper is structured as follows. Section 2 presents the back-
ground and the research model of our study, including our research hypotheses and 
the rationale behind them. Subsequently, section 3 provides an outline of our research 
methodology. The empirical results are presented in section 4. Finally, section 5 





2 Background and Research Model 
Our study aims to extend the existent research on review helpfulness by laying a fo-
cus on product-specific and stylistic aspects as actually expressed within product re-
views. Building upon marketing research, we identify product quality, review senti-
ment and review uncertainty as important factors influencing customers’ purchase 
decisions [9], [17], [18]. Accordingly, these factors may also affect the helpfulness of 
product reviews that are used to provide information during the purchase decision 
process [2]. Therefore, our research model includes these factors as independent vari-
ables with a hypothesized relationship to review helpfulness (H1a – H3a). Further-
more, we also hypothesize a moderating effect of product type, i.e. search good or 
experience good (H1b – H3b). To improve the robustness of our results and to be able 
to compare our content-related factors with existent research, our research model (Fig. 
1) also includes the basic factors proposed by Mudambi and Schuff (2010) [2]. There-
fore, review extremity and review depth are treated as control variables to check 
whether our analysis confirms the original findings. In the following sections, we 


















Fig. 1. Research Model on Review Helpfulness 
2.1 Review Diagnosticity, Review Extremity and Review Depth 
Review diagnosticity theory is closely related to the notion of information 
diagnosticity, which encompasses the question of whether a certain piece of infor-
mation is helpful during the decision-making process or not [4], [19]. Analogously, 
review diagnosticity theory explains which factors make a review helpful during the 
different phases of a consumers’ purchase decision-making process [2]. Thereby, 
online consumers can use online product reviews in order to evaluate a product and 
the available alternatives [1], [2]. 
Within the basic model of review diagnosticity, Mudambi and Schuff (2010) con-
sider review depth and review extremity as relevant factors determining review help-





dresses “whether the review is positive, negative, or neutral”, review depth has been 
defined as “the extensiveness of the reviewer comment” [2].  
For product reviews that usually provide a one (worst) to five (best) star rating, re-
view extremity “is the extent to which an individual's attitude deviates from the mid-
point” [20]. In the literature, different studies have investigated the effect of review 
extremity, whereas mixed results have been found. On the one hand, extreme book 
reviews have been found to be more helpful compared to moderate reviews [5] and 
extreme evaluations have been shown to increase the likelihood of acceptance of ad-
vices given [21]. On the other hand, it is shown that extreme positions can negatively 
impact perceived source competence [22]. These presumably contradictory results 
guided Mudambi and Schuff (2010) to consider product type (i.e. experience vs. 
search good) as a moderating factor because the impact of review extremity could 
depend on the product type explored [2]. Based on their argument that, for experience 
goods, objective content should be preferred over extreme content, they hypothesize 
that for experience goods, extreme reviews are less helpful than moderate ones. To 
cover this aspect in our model, and to be able to compare the factors of the original 
model with the factors of our extended model, we include review extremity as well as 
the moderating effect of product type as control variables. 
Furthermore, review depth represents another factor related to review helpfulness 
[2]. High review depth increases the amount of information available to the consumer 
which helps in the process of making a purchase decision. Consequently, increased 
review helpfulness has been found for reviews providing more detailed information 
[23] since increased review depth contributes to an increased amount of information 
that is available to consumers without any additional search costs [2]. Moreover, the 
effect of review depth on review helpfulness has also been argued to depend on prod-
uct type. Following Mudambi and Schuff (2010), consumers of search goods are more 
likely to be interested in objective attributes and features, which are delivered by re-
views providing more detailed information. Consequently, their hypothesis suggests 
that review depth in general has a positive effect on a review’s helpfulness, which will 
be even more significant for search goods [2]. To control for this aspect, we also in-
clude review depth and the moderating effect of product type as control variables in 
our extended model. 
2.2 Product Quality 
Product quality can be defined as the “consumer's judgment about a product's overall 
excellence or superiority” [9] and covers the aspect of whether a product review pro-
vides detailed information on a products’ core characteristics. In contrast to review 
depth, which is usually assessed on the basis of review word count [2], [7], product 
quality accounts for the level of detail with regard to relevant product performance 
characteristics, i.e. how much information on relevant quality characteristics is in-
cluded within the review.  
Product quality plays an important role for the product choice of consumers, but as 
compared to price information, product performance characteristics are much more 





highly relevant related to consumer attitudes and intentions [10], [24]. We therefore 
hypothesize: More detailed statements on product quality have a positive effect on 
review helpfulness (H1a). 
As product features and characteristics of search goods, including product quality, 
can be evaluated more easily before purchase compared to experience goods [15], 
[25], it can be assumed that information related to product quality is more valuable to 
consumers when it is hard to obtain. As a consequence, we hypothesize: The product 
type moderates the effect of statements related to product quality on review helpful-
ness, and the effect is greater for experience goods than for search goods (H1b).  
2.3 Review Sentiment 
Sentiment represents an “attitude, thought, or judgment prompted by feeling” [26]. In 
the context of product reviews, sentiment covers the emotional statements expressed 
within the text. Thereby, review sentiment differs from other review aspects such as 
the star rating. Although the star rating is often used for sentiment classification [27], 
it rather focuses on the overall product evaluation than on the language used within 
the review. In recent years, the impact of sentiment expressed in textual sources on 
purchase decisions has been confirmed [28].  
From a theoretical perspective, the potential relevance of review sentiment can be 
derived from the emotional value perceived by a customer related to the product. The 
emotional value affects the purchase decision and can be defined as “the utility de-
rived from the feelings or affective states that a product generates” [17]. As follows, 
the more positive the review sentiment is, the higher may be the positive impact on 
the emotional value of the product and thus the review could be more helpful to con-
sumers since it signalizes that the product is worth to consider [11]. In consequence, 
positive (negative) online review sentiment is supposed to lead to higher (lower) pur-
chase intentions [29]. In this context, it can be assumed that an increased emotional 
value also leads to an increased satisfaction with the product review and thus increas-
es review helpfulness. We therefore hypothesize: More positive review sentiment has 
a positive effect on review helpfulness (H2a). 
However, to a certain extent, even negative sentiment can be helpful to consumers. 
For experience goods (first-run films in the UK), critical reviews have been found to 
have a significant effect on consumers as they positively affect revenues [30]. Thus, 
unfavorable product information may play a more important role for consumer behav-
ior compared to favorable product information [31]. This phenomenon is widely dis-
cussed as negativity bias, after which, and compared to positive attitude, a negative 
attitude does have a stronger effect on behavior [32], [33]. As already discussed, ex-
perience goods are harder to evaluate before purchase than search goods. In this con-
text, negative sentiment can be perceived to be more accurate and helpful [7]. As 
follows, online consumers will rather value negative sentiment representing other 
customers’ perceptions. We therefore hypothesize that product type has a moderating 
effect on the relationship between review sentiment and review helpfulness: The 
product type moderates the effect of review sentiment on review helpfulness, and for 





2.4 Review Uncertainty 
In general, (un-)certainty can be defined as “the degree to which an individual is [not] 
confident that his or her attitude toward an object is correct” [20]. More specific, re-
view uncertainty addresses a reviews’ ability to provide a clear judgment or evalua-
tion of a certain products’ attributes that are relevant for the customers’ purchase de-
cision [18]. An impact of higher certainty on perceptions of others has been found to 
be significant in the literature. As illustrated by Marks and Miller (1985), certainty 
about one’s opinion correctness positively affects its projection [12]. Further, and in 
the context of buyer behavior theory, having an overall confidence in a product brand 
positively affects the corresponding purchase decision [13]. In the case of a product 
review mainly conveying high uncertainty, it can be assumed that the product review 
as well as the information within the product review is perceived to be less helpful for 
the following purchase decision. We therefore hypothesize: Review uncertainty has a 
negative effect on review helpfulness (H3a). 
With regard to search goods, consumers are more interested in specific and objec-
tive information on actual product characteristics [2]. In contrast, the evaluation of 
experience goods is more subjective and depends on each reviewer’s personal percep-
tions [15]. Thus, in the case of conflicting perceptions and attitudes between review-
ers and online consumers, it can be assumed that product reviews which are connect-
ed with uncertainty are perceived to be less provoking. Consequently, it can be as-
sumed that the general negative impact of review uncertainty is reduced for experi-
ence goods. As follows, we expect a moderating effect of the product type and hy-
pothesize: The product type moderates the effect of review uncertainty on review 
helpfulness, and the effect is greater for search goods than for experience goods 
(H3b).  
3 Research Methodology 
3.1 Dataset Acquisition 
To evaluate our research model empirically, we focus on product reviews that have 
been published on amazon.com. Thereby, we select reviews related to search and 
experience goods. For that purpose, we focus on the six product categories as applied 
by Mudambi and Schuff (2010) [2] and select the 20 best selling products for each 
category. A detailed definition of the different product categories covered can be 
found in Table1. For each product, we acquire the corresponding product reviews. 
Therefore, we download review text, star rating, the number of people rating the re-
view as helpful and the total number of people rating the review. 
Table 1. Product categories taken into account within this study as defined by [2] 
Product Type Product Categories 
Search Good Camera & Photo, Computer Printers, Cordless Telephones 





Overall, we focus on product reviews that received at least ten votes in total, which 
ensures reliability of results: In the case of a small amount of votes, a small number of 
online customers could have a large influence on the helpfulness score: in the case of 
one total vote, this vote determines whether the helpfulness score is 0% (not helpful) 
or 100% (which indicates that the review is very helpful).  
3.2 Variable Operationalization  
In order to be able to test our research hypotheses, we operationalized the different 
variables of interest by means of content analysis and direct extraction from the prod-
uct review. Content analysis encompasses the process of “making inferences from a 
symbolic medium, usually texts” by classifying “textual material, reducing it to more 
relevant, manageable bits of data” [34]. Thereby, content analysis can consist of dif-
ferent techniques [35] and is often applied within psychology to make inferences 
about the writer of a message or about the communication between different individu-
als [36]. Overall, this process shall be conducted as objective as possible [37]. 
In general, different forms of content analysis exist [36]: On the one hand, manual 
coding of documents is used. On the other hand, different automated approaches for 
content analysis are available. In comparison to manual coding, no problems with 
inter-coder reliability prevail in the case of automated content analysis because this 
methodology is dictionary-based and can be repeated without a loss in quality [34]. 
Furthermore, automated content analysis has been proven to be reliable [35], [36] and, 
compared to manual coding, less time consuming [36]. Finally, since the dictionaries 
used are oftentimes publicly available, automated coding of documents is transparent 
and the results can be reproduced easily [38]. 
In the course of automated content analysis, dictionaries are used in order to map 
different words of a text to several pre-defined categories representing psychological 
concepts. As a next step, the frequencies of how often a certain category prevails 
within a document can be used for further analyses [34]. In this context, several dic-
tionaries have been developed and evaluated that provide measurements for several 
psychological constructs, whereas in our study, we make use of the dictionary that is 
used within the General Inquirer (GI) [37], [39]. The GI represents a text analysis 
framework that has already been applied in several studies (see [37]). Building upon 
such well-established dictionaries is advantageous due to several reasons, including 
standardized classifications and the dictionary’s extensive previous validation [40]. 
We conduct an automated content analysis of the product reviews included in our 
dataset. To measure product quality, we determine the amount of terms related to the 
GI category “Quality” in relation to the total number of terms within the document 
(exemplary terms in this category are “secure”, “stable” or “weak”). In the case of 
review sentiment, we apply a sentiment polarity measure that takes into account the 
GI categories “Positiv” and “Negativ” (exemplary terms are “great” or “unhappy”). 
Finally, review uncertainty is determined on behalf of the “If” word list which covers 
feelings of uncertainty (exemplary terms are “almost” or “may”). Table  provides an 













H1: Product  
Quality 
Quality 
Ratio based on GI-Category “Quality” 
related to the total number of words. 
H2: Review  
Sentiment 
Polarity 
Ratio based on GI-Categories “Positiv” 
and “Negativ”:  




Ratio based on GI-Category “If” related 
to the total number of words. 
Control  
Variables 
ProductType 1 if experience good; 0 if search good. 
Extremity Star Rating - Mean Rating. 
Depth Number of Words. 
TotalVotes Number of Votes. 
DV  
Helpfulness 
Number of Helpful Votes divided by 
TotalVotes. 
 
Next to these variables that are measured by means of automated content analysis, we 
also extract several control variables from the review pages and operationalize these 
variables as defined in [2]: We include a dummy variable representing the product 
type, i.e. the question whether the product is a search or an experience good. Further-
more, we measure review depth as the number of words the review consists of. 
TotalVotes is measured as the number of people who participated at the voting, i.e. 
who voted the review to be either helpful or not helpful.  
In the case of review extremity, Mudambi and Schuff (2010) only use the star rat-
ing as well as the squared star rating for operationalization [2]. However, since our 
study covers different products per category having different average ratings, we op-
erationalize review extremity by the absolute difference between the star rating of the 
review and the average star rating of the product and are thus in line with the defini-
tion by [20]. This ensures that extremity measures how extreme a review is related to 
the average review concerning a certain product.  
Finally, review helpfulness is measured as the number of helpful votes divided by 
the number of total votes. Due to the fact that we only consider reviews with at least 
ten votes, this measure can always be calculated and is not as volatile as in the case of 
a small number of votes taken into account. 
3.3 Regression Analysis 
To investigate the impact of the independent variables on review helpfulness, we 
follow previous research and use Tobit regression [2], [4], [8]. In comparison to OLS 
regression, Tobit regression is appropriate because it covers the following aspects. At 
first, the dependent variable is censored [2], which means that it has lower and upper 
bounds: if nobody considers a review as helpful, review helpfulness is zero and can-





fulness is 100%. At second, there exists a selection problem concerning the customers 
participating in the voting since not every reader also evaluates the reviews’ helpful-
ness [2]. Equation 1 shows the regression run within our study. Thereby, we include 
the different hypothesized independent variables including the moderation effects as 
well as the control variables (ProductType, Extremity, Depth, TotalVotes) and, as 
proposed by Mudambi and Schuff (2010), the corresponding interaction effects (Ex-
tremity x ProductType, Depth x ProductType) [2]. 
 
          Helpfulness = Constant + 1Quality+ 2Polarity+ 3Uncertainty 
  + 4(Quality x ProductType) 
  + 5(Polarity x ProductType) 
  + 6(Uncertainty x ProductType) + 7Controls+ε 
(1) 
4 Empirical Study 
4.1 Descriptive Statistics 
In total, our dataset consists of 4,970 product reviews. As can be seen from Table 3, 
1,245 product reviews deal with search goods and the remaining 3,725 product re-
views deal with experience goods. 
In order to provide first insights into the difference between search and experience 
goods, we test whether both product types differ. Therefore, the Wilcoxon-signed-
rank test for equality of the different variables’ medians is applied. As Table  shows, 
product reviews related to search goods contain a significantly larger amount of 
statements related to product quality. Additionally, reviews related to experience 
goods also contain more uncertain statements as compared to search goods. This re-
sult can be explained by the fact that the evaluation of experience goods is oftentimes 
more subjective and thus, reviewers are less certain as compared to objective criteria. 
In the case of sentiment polarity, no significant difference can be detected. Related to 
the control variables, we confirm that the reviews related to search goods are per-
ceived to be more helpful than reviews related to experience goods [2].  
In order to ensure that our regression setup leads to satisfactory results, we check 
the corresponding variable correlations in order to avoid multicollinearity. As Table  
shows, the correlations between the different independent variables are very low. It 
has to be noted that there is a negative correlation between review helpfulness and 
review extremity: if the star rating of the review deviates from the average star rating, 
review helpfulness decreases. Additionally, these results provide evidence that the 
different categories of the General Inquirer used in this study are almost independent, 








Table 3. Descriptive Statistics 
Variable 
























































n 4970 1245 3725  
(p-value indicates the results of a Wilcoxon rank-sum test for equality of medians  
related to search and experience goods) 
Table 4. Variable Correlations 
 Variable 1 2 3 4 5 6 7 
1 Quality 1       
2 Polarity -0.03 1      
3 Uncertainty -0.01 0.01 1     
4 Extremity -0.05 -0.11 0.02 1    
5 Depth -0.03 0.00 0.04 -0.21 1   
6 TotalVotes 0.02 0.01 0.02 -0.07 0.20 1  
7 Helpfulness 0.09 0.01 -0.05 -0.53 0.25 0.13 1 
4.2 Empirical Results 
Table  shows the regression estimates of our research model. Related to the impact of 
statements related to product quality on review helpfulness, we confirm H1a at a 10% 
level of significance. As follows, if reviews focus on product quality, review helpful-
ness increases. However, the significance level of Quality is lower than the signifi-
cance levels of other explanatory variables. This indicates that statements related to 
product quality influence review helpfulness, but the influence of other variables is 
more evident. In contrast, H1b has to be rejected since the moderating effect Quality x 
ProductType is not significant. Thus, product type does not moderate the positive 





Related to H2a, we find that positive review sentiment polarity increases review 
helpfulness, which is significant at a 1% level. Related to H2b, we confirm the nega-
tivity bias for experience goods: the moderating effect (Polarity x ProductType) is 
negative and significant at a 1% level of significance. If the regression coefficients are 
taken into account, it can be noted that for reviews with negative sentiment polarity, a 
positive impact on review helpfulness can be measured since the coefficient for the 
moderating effect has an absolute value that is larger than the coefficient of polarity. 
In contrast, positive sentiment polarity decreases review helpfulness because negative 
sentiment is perceived to be more accurate and helpful [7]. 
In order to test H3a, we consider whether statements related to uncertainty have a 
negative impact on review helpfulness. As can be seen from the negative coefficient 
that is significant at a 1% level of significance, H3a can be confirmed. Consequently, 
if a reviewer is not convinced of his review and uses statements expressing uncertain-
ty, the review is perceived as less helpful. However, related to H3b, it can be noted 
that for experience goods, uncertain statements have a minor impact on review help-
fulness: the moderating effect is positive and significant at a 5% level of significance. 
As a result, H3b can be accepted. 
Finally, related to the control variables, we confirm that reviews related to search 
goods are generally perceived to be more helpful than reviews related to experience 
goods. This is evidenced by the significant negative impact of the ProductType dum-
my variable. Furthermore, product reviews that are connected with a star rating hav-
ing a large deviation from the average star rating are also perceived to be less helpful. 
This effect is significant at a 1% level of significance. Additionally, the variables 
controlling for review depth and total votes as well as the corresponding moderating 
effects have a significant impact on review helpfulness. 





Constant 0.8763 0.0198 44.24 0.000  *** 
Quality 0.4774 0.2897 1.65 0.099 * 
Polarity 0.0910 0.0197 4.63 0.000 *** 
Uncertainty -1.2251 0.3846 -3.19 0.001  *** 
Quality x ProductType -0.3463 0.3660 -0.95 0.344  
Polarity x ProductType -0.1621 0.0226 -7.18 0.000 *** 
Uncertainty x ProductType 0.9658 0.4490 2.15 0.032  ** 
ProductType -0.0727 0.0226 -3.22 0.001  *** 
Extremity -0.1227 0.0069 -17.82 0.000 *** 
Depth 0.0002 0.0000 7.85 0.000 *** 
TotalVotes 0.0001 0.0000 3.85 0.000 *** 
Extremity x ProductType -0.0356 0.0082 -4.34 0.000 *** 
Depth x ProductType -0.0001 0.0000 -2.95 0.003 *** 






Our study shows that, next to general text characteristics such as review length, a 
more fine-grained textual analysis enhances the understanding of review helpfulness. 
Thereby, the hypothesized impact of textual aspects related to product quality, review 
sentiment and review uncertainty on the perceived helpfulness of online product re-
views is confirmed. 
Furthermore, our results confirm and extend the knowledge about the impact of the 
product type on review helpfulness. In line with previous research, we find that re-
views related to search goods have, compared to experience goods, a higher helpful-
ness rating [2]. In this context, we also show that variables can have a reversed impact 
on review helpfulness for different product categories: as positive review sentiment 
increases the helpfulness of product reviews dealing with search goods, negative re-
view sentiment increases the helpfulness of reviews about experience goods. 
Taking into account the control variables, we confirm previous results in terms of 
the positive impact of review depth and the negative impact of review extremity. In 
contrast to Mudambi and Schuff (2010), who find a negative impact of the number of 
total votes on review helpfulness [2], we measure a small positive impact. This result 
can be explained by the fact that we only take into account reviews that received at 
least 10 votings in order to improve the reliability of our results. 
In line with Mudambi and Schuff (2010), we are aware of one limitation that is 
caused by the methodology used to assess review helpfulness [2]. Since review help-
fulness is measured on the basis of the votes of the online retailers’ clients who partic-
ipate in the voting, the results may not fully cover the perceptions of clients who do 
not participate. From a methodological point of view, automated content analysis 
bears the limitation that the results depend on the dictionary used. If a term that char-
acterizes a certain category is not included in the dictionary, the results may be biased 
[36]. However, we address this issue by applying standardized and well-established 
dictionaries as delivered by the General Inquirer [37], [39]. Furthermore, especially in 
the context of sentiment analysis, an approach that is based on term frequencies does 
not cover complex language constructs such as irony [41]. However, these concepts 
are often hard to identify by humans and related term-based approaches (as used with-
in this study) have already been successfully applied for sentiment analysis in other 
disciplines [42]. 
Finally, since product reviews have been found to influence sales, different product 
manufacturers have already started to publish very positive product reviews to in-
crease the sales of their products or very negative product reviews in order to decrease 
the sales of their competitors [1]. Thus, analyzing product reviews published within 
the internet bears the risk that such manipulated reviews are part of the dataset and 
thus, the results of the study may be biased. However, this issue is addressed due to 
the fact that our results are based on an analysis of different products, so a manipula-
tion related to a single product would only have a small impact on the overall results. 
Furthermore, since the products analyzed in our study are best sellers and connected 





manipulated reviews which makes a manipulation more time-consuming and less 
probable. 
5 Summary and Conclusion 
Product reviews have become important for online consumers and online retailers. In 
order to reduce information overload, previous research has started to identify the 
factors influencing review helpfulness in order to evaluate the helpfulness of unrated 
product reviews and to display the most helpful ones. Within this study, we extended 
the basic research model by Mudambi and Schuff (2010) [2] that only takes into ac-
count review extremity, review depth and product type and find that product quality, 
review sentiment and review uncertainty influence the level of review helpfulness. 
Thereby, product category moderates these relationships except from product quality. 
With this study, we contribute to review diagnosticity theory by providing and 
evaluating a research model in order to explain which factors has an impact on review 
helpfulness. As follows, we confirm the impact of review extremity and review depth 
and extend review diagnosticity theory with the incorporation of product quality, 
review uncertainty and review sentiment. From a methodological point of view, we 
perform a deeper text analysis and also measure review sentiment based on textual 
content analysis rather than the number of stars. 
From a practical point of view, we provide a basis for online retailers who want to 
develop review ranking systems for unrated reviews. In this context, they can apply 
the text analysis methodology which is part of this study in order to evaluate the dif-
ferent aspects of unrated online product reviews to identify the most helpful ones. 
Furthermore, review sentiment, product quality and review uncertainty could also be 
used as input variables for machine learning classifiers evaluating review helpfulness. 
Our study also provides helpful insights for online retailers to update their guidelines 
for online consumers on how reviews should be structured so that they are perceived 
as helpful. In this context, they should advise online consumers to basically focus on 
product-related characteristics, avoid uncertain statements and use positive sentiment 
for search goods and negative sentiment for experience goods. 
Within future research, we plan to extend our study in multiple research directions. 
At first, we plan to investigate whether the cultural background of reviewers influ-
ences review style and the corresponding helpfulness assessments. Therefore, we 
want to examine product reviews related to products that are sold in different coun-
tries. Furthermore, our current study takes into account product reviews published on 
amazon.com which facilitates us to take a variety of products into account. Within 
further research, we want to extend our study on further data sources such as 
tripadvisor.com or imdb.com to validate whether the results remain robust also for 
reviews focusing on hotels and movies. Finally, since this study has the objective to 
explain what makes reviews helpful, as a next step, we plan to apply the understand-
ing gained within this study in order to train and evaluate different machine learning 
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Abstract. In today`s mobile world there is a high potential for m(obile)-
payment services, but the mere existence of such services does not mean that 
the market is ready for them. M-payment services must add value to attract new 
users. After years of research regarding technology acceptance (TA) of m-
payment, the aim of this paper is to examine how technology readiness (TR) in-
fluences customers’ perception and acceptance of m-payment. TA of consumers 
in combination with TR is investigated for m-payment in Finland, Germany, the 
USA and Japan. We conduct an online survey to collect data in those four coun-
tries. We use that data to carry out a TA analysis using a structural equation 
model (SEM). The research model arises from the findings of a priori explora-
tive study and a comprehensive literature review. Evaluation results based on an 
extended TA model (TAM) show that user acceptance of m-payment differs in-
fluenced by constructs. 
Keywords: M-Payment, Technology Readiness, Customer Acceptance and 
Perception, Empirical Study, Structural Equation Model  
1 Introduction 
1.1 Motivation 
The spread of mobile information and communication technologies has increased 
strongly in the recent years. There were nearly six billion mobile phone subscriptions 
by the end of 2011, and the tendency is still rising [1]. Being available and able to 
operate anytime and anywhere is a feature of modern society [2]. M-payment allows 
consumers to make electronic payments using their mobile devices [3]. As more users 
adopt various types of mobile devices, new mobile business models are constantly 
opened up and developed. Considering these requirements the possibilities and oppor-
tunities are huge, and m-payment has a realistic chance to become the future standard 
payment method. The challenge lies in an implementation that creates value for the 
consumers. Considering, that the idea and hype around m-payment was already pre-





ful in a few countries. The success or the failure of m-payment depends heavily on the 
consumer acceptance and their technology readiness [4], [5]. Several theoretical mod-
els have been proposed to explain a person's attitude and behavior towards new in-
formation technologies (IT). One of the most widely accepted models is the TAM [6-
9], [11]. Previous studies in the sector of consumer acceptance and adoption of m-
payment focused on costs [10-14], convenience [15-17], security [18], [14], [17], [19] 
trust [16], [13], ease of use, and usefulness [18-21] but there are no specific studies 
that examine the adoption of m-payment extending the TAM by TR in different coun-
tries and cultures. The importance of the combination of TAM and TR in general is 
also seen by Lin et al. who remark that “TAM and TR are interrelated” and “the 
measurement of usefulness and ease of use in TAM is specific for a particular system 
(i.e., system-specific) while TR is for general technology beliefs (i.e., individual-
specific)” [22]. Given the ongoing globalization, there is an urgent need to learn how 
widely TAM applies in other countries and cultures [23]. Individuals are different in 
their technological interactions and cultural differences. This “may affect a multina-
tional organization’s ability to adopt and utilize IT” [23]. Analogously nowadays, this 
effect could also affect mobile services like m-payment. While some individuals may 
perceive m-payment with more interest, others might feel more concerned. Such dis-
tinctions can make the difference between success and failure in implementing mobile 
systems [23]. Therefore, when examining the perception and behavior towards m-
payment, this paper takes the individual’s personality traits regarding the tendency to 
use technology into account [23]. Parasuraman states that “There is also a need for 
comparative studies of technology readiness across countries and cultures” [5]. This 
paper’s contribution is to analyze how TR affects the acceptance of consumers to-
wards m-payment in different countries. In order to do this, an empirical study in 
Finland, Germany, the USA, and Japan is conducted. These four countries are chosen, 
because each is at a different developmental stage regarding m-payment [25]. Due to 
this, the current study aims to fill the research gap by developing and evaluating an 
extended TAM that integrates the direct role of TR. We investigate if differences in 
user acceptance of m-payment are influenced by constructs and cultures. For this 
purpose, we give an overview of the current state of each regarded country. Section 2 
describes the research methodology and the underlying hypotheses. Section 3 presents 
the data collection, data analysis and modeling. Section 4 presents and discusses the 
results, followed by the limitations of this study. Ultimately, Section 5 gives a conclu-
sion from the findings and an outlook for further research.  
1.2 Status Quo 
The mobile industry in Finland has always been an important sector, not at least, be-
cause of the Finnish mobile phone manufacture, Nokia. In Europe, the northern coun-
tries, especially Finland, are regarded as pioneers in the mobile industry. Table 1 pre-
sents the mobile penetration for each country and the GDP per capita. As we can see 
Finland shows a very high mobile penetration. In Finland m-payment is mostly used 
for public transportation (e. g. Helsinki City Transport) and vending machines. Ger-





implementing m-payment, so far m-payment is in its infancy and mostly used for 
public transportation (e. g. Deutsche Bahn). The use of m-payment in the USA has 
been lagging behind expectations [25] and m-payment is just beginning to emerge in 
the USA. At the moment, there are several projects involving m-payment, e. g. in 
gastronomy segments (e. g. Starbucks), or m-payment solutions such as Google Wal-
let or PayPal Mobile. Japan is currently the biggest market for m-payment. M-
payment is used for different scenarios, such as for gastronomy (e. g. McDonalds), 
retail, vending machines, and public transportations (e. g. East Japan Railway Group).  
Table 1. Statistics – FIN, GER, USA, JPN 






Finland 5.38 million 8.4 million 156% $36.700 
Germany 81.75 million 109 million 133% $38.400 
USA 311.98 million 302.9 million 97% $49.000 
Japan 127.66 million 124.19 million 97% $35.200 
1.3 Cultural Differences  
In the literature, we find different views on how a culture can be characterized, meas-
ured and compared. The most accepted research is the framework by Hofstede [26-
28]. Hofstede [31] separates the cultural dimension into five bipolar dimensions, 
which became the basis of his characterizations of culture for each country [29], [30]: 
Power Distance Index (PDI) describes the degree to which the less powerful members 
of a society expect and accept that wealth and power is distributed unequally [30], 
[31]. Individualism versus Collectivism (IDV): Individualism which reflects the high 
side of this dimension, can be understood as a preference for a social framework in 
which individuals are only expected to take care of themselves and their immediate 
families. In contrast, collectivism defines unquestioning loyalty between members of 
a particular group in a society [31]. Masculinity versus Femininity (MAS), the mascu-
linity side of this dimension represents a preference in society for achievement, hero-
ism, assertiveness and material reward for success. Femininity on the other side, 
stands for a preference to care for the weak and quality of life as well as for coopera-
tion [31]. Uncertainty Avoidance (UAI), the uncertainty avoidance dimension ex-
presses the degree to which the members of a society feel uncomfortable with uncer-
tainty and ambiguity and Long-Term Orientation (LTO). The LTO dimension can be 
interpreted as dealing with society’s search for virtue [31]. A sixth dimension, Indul-
gence versus Restraint (IVR) has been added, but since there were no scores availa-
ble, we have excluded this dimension. Table 2 presents the cultural dimensions of 
Finland, Germany, the USA, and Japan. The values for each country are taken from 
Hofstede’s research on cultural dimensions [31]. The PDI shows a low score which 
indicates that inhabitants seek for equal treatment regardless from formal positions. 
IDV show for the USA a high score (91) and indicate that the Americans tend to 





Table 2. Cultural Dimensions for Finland, Germany, the USA and Japan 
Country PDI IDV MAS UAI LTO 
Finland 33 63 26 59 41 
Germany 35 67 66 65 31 
USA 40 91 62 46 29 
Japan 54 46 95 92 80 
MAS indicate for Japan a high score (95) and express a stronger preference for imma-
terial and material rewards for success, while Finland shows a low score (26), ex-
pressing the care for the weak and the quality of life. UAI for Finland, Germany and 
the USA are roughly the same, while Japan shows again a high score (92). It indicates 
the maintenance of codes and beliefs and the rejection of extraordinary. LTO shows 
for Japan a high value (80) and indicates a stronger adjustment for the future. Overall, 
it seems that Japan strongly differs in three of five dimensions (MAS, UAI, LTO).  
2 Research Design and Hypotheses Generation 
TAM, as one of the most frequently used theories in Information Systems (IS) re-
search [32], was inspired by the theory of reasoned action (TRA) of Fishbein and 
Ajzen [33]. It was an early attempt to apply psychological factors to computer and IS 
adoption [34]. The TAM models how users accept and use a technology. It was origi-
nally introduced and developed by Davis [6], based on the TRA [33]. TAM adopts the 
causal relationships to explain an individual’s IS acceptance behavior and is a specif-
ic, preeminent theory of technology acceptance in IS research. Two factors determine 
user acceptance: 
 Perceived usefulness (PU) is defined as”the prospective user’s subjective probabil-
ity that using a specific application system will increase his or her job performance 
within an organizational setting” [7].  Perceived ease-of-use (PEOU) refers to “the degree to which the prospective user 
expects the target system to be free of effort” [7]. 
Davis et al. [7] determined that the frequency and intensity of using computer tech-
nology can be reasonably well predicted from a person’s intention. PU is a major 
determinant of people’s intention to use computer technology (INTUSE). PEOU is a 
significant secondary determinant of the same. Beyond PEOU and PU, the user’s 
attitude towards using technology influences INTUSE, which is again influenced by 
PEOU and PU. The explanatory power of TAM is just as good as without regarding 
the originally included construct of ‘attitude towards using a technology’ [8]. TAM 
posits that PU is influenced by PEOU because, other things being equal, the easier a 
technology is to use, the more useful it can be [9]. Consistent with the TRA, TAM 
suggests that the effect of external variables (e. g. system design characteristics) on 
INTUSE is mediated by the key beliefs (e. g. PEOU and PU) [9]. Therefore, we pro-





 H1: PEOU will have a positive effect on PU. 
PEOU has a direct effect on the INTUSE to use m-payment, and an indirect effect on 
INTUSE via PU. This is in consequence an initial hurdle that must be overcome for 
acceptance and finally adoption and usage of a system or service [6]. 
 H2: PEOU will have a positive effect on INTUSE.  H3: PU will have a positive effect on INTUSE. 
To identify other important factors influencing the TA of m-payment and to get valid 
information for the following quantitative analysis, we conducted an a priori explora-
tive study. Sampling includes experts in the field of m-payment from Finland, Ger-
many, the USA and Japan. The results of this explorative study were used to gain an 
overview as well as to brighten and outline the problem areas. Additionally, we gath-
ered the most important and most consistent positions from the literature to adjust 
them with the results of the explorative study. Within these investigations it became 
apparent that it seems to be promising to combine TAM with the direct role of TR 
considering an intercultural background.  
 
 
Fig. 1. Conceptual Research Model 
Research by Rogers [35] suggests that there are differences in people’s attitudes to-
wards using technologies. TR is an attitudinal construct referring to an individual’s 
predisposition to use new technologies and refers to people’s propensity to embrace 
and use new technologies to accomplish goals at work and in leisure time [5]. TR can 
be viewed as an overall mental state resulting from a gestalt of mental enablers and 
inhibitors that together determine a person’s tendency to use new technologies and 
services. Research on the determinants and consequences of adopting new technolo-
gies and services has gone on for years. New technologies in general are now prolif-
erating through various facets of everyday life at a much faster speed than ever be-
fore. The proliferation of technology-based services and products, and evidence of the 
frustrations and challenges associated with using them effectively, suggest an urgent 
need for academic inquiries into important issues like aspects on how ready potential-





overall-construct of TR consists of four sub-dimensions: optimism (OPT), innova-
tiveness (INNO), discomfort (DISCOM), and insecurity (INSEC). The scale to meas-
ure these constructs in the context of TR is developed by Parasuraman [5] and 
Parasuraman & Colby [37]. These four dimensions are relatively independent of each 
other, with each trait indicating a person’s openness to technology. OPT and INNO 
are drivers of TR, while DISCOM and INSEC are inhibitors. The correlation between 
people’s TR and their propensity to employ technology is empirically confirmed by 
Parasuraman [5]. Yen [36] found that not all users of technology-based products or 
services are equally ready to embrace these products or services. Additionally, 
Parasuraman & Colby [37] argue that user segments with differing TR profiles vary 
significantly in terms of internet-based behaviors. TR cannot be ignored in assessing 
users’ adoption of technology-based services like m-payment. The current paper fills 
this research gap by integrating TR into TAM in the context of m-payment. 
The first dimension of TR, OPT is related to a positive view of technology. OPT 
refers to “a belief that technology offers people increased control, flexibility and effi-
ciency in their lives” [5], and represents a positive view and a dimension of confi-
dence in technology. Optimists are more willing to use new technologies like m-
payment because they tend to accept their situation and are less likely to be escapist 
[38]. OPT is one of two contributors that increase TR.  
INNO, which is the second contributor to increase TR, reflects the extent to which 
an individual believes he or she is at the leading edge of new technologies or technol-
ogy-based services and products like m-payment [5]. This is similar to the theory 
construct of personal innovativeness in IT in the IS field [39]. Different studies sup-
ported including this attribute in explaining TA decisions, particularly for identifying 
early adopters of new technologies and services. Innovative consumers tend to learn 
new technology on their own, and may need less support. On the contrary, consumers 
who are low on innovative beliefs may want and need more advice, guidance and 
support. INNO is most closely related to ease of use, but might be less concerned with 
ease of use, because users are quite willing, and prefer, to “figure it out” themselves.  
DISCOM is a perception of lack of control over technology and a feeling of being 
overwhelmed by it [5]. It represents the extent to which people have a general anxiety 
about technology-based services or products. DISCOM is one of two inhibitors of 
technology use, or making users reluctant to use technology. This construct overall 
measures the degree to which people have a general prejudice against technology-
based services or products such as m-payment.  
In addition to OPT, INNO, and DISCOM, the next sub-dimension that is consid-
ered in the research model is INSEC. Future visions of mobile services like m-
payment present solutions where information about the user is increasingly collected 
and transferred to the services, for instance to provide users with more personally and 
contextually relevant services. The user needs to feel like they are in control while 
still having their privacy protected [5]. Underlying the construct TR is the acknowl-
edgement that technology has been shown to simultaneously trigger both negative and 
positive feelings [40-41]. In this context Parasuraman [5] suggests that one of these 
feelings will exhibit relative dominance in the individual. Therefore, individuals’ 





from strongly negative to strongly positive. Therefore, we propose the following hy-
potheses: 
 H4: TR will have a positive effect on PEOU.  H5: TR will have a positive effect on PU.  H6: TR will have a positive effect on INTUSE. 
3 Data Collection, Data Analysis and Modeling 
3.1 Sample and Procedure 
To test the relationships implied by the research model and the research hypotheses, 
this study used a survey instrument for data collection. The first part of the survey 
was designed to capture respondents’ PU, PEOU and INTUSE m-payment. The se-
cond part measured respondents TR including the subdimensions OPT, INNO, 
DISCOM, and INSEC. We used two approaches to collect the data. First, we used 
online networking websites. Second, to increase the response rate, the link to the 
questionnaire is mailed to further participants with personalized cover letters that 
explained the study and guaranteed the confidentiality of the collected data. The de-
mographic profile of the sample is shown in Table 3. 
Table 3. Demographic Profile 
Construct FIN = 50 GER = 115 USA = 52 JPN = 53 
N  % N  % N  % N  % 
Gender         
Female 35 70,0 41  35,7 36    69,2 35  66,0 
Male 15  30,0 74  64,3 16  30,8 18  34,0 
Age         
<18 3   6,0 0   0,0 2   3,8 3   5,7 
18-25 26   52,0 86   74,8 25  48,1 31  58,5 
26-35 9  18,0 29   25,2 16  30,8 9  17,0 
36-45 1   2,0 0  0,0 3   5,8 6  11,3 
46-60 9   18,0 0   0,0 5   9,6 2  3,8 
>60 2  4,0 0   0,0 1   1,9 2  3,8 
Profession         
Student 22  44,0 96  83,5 31   59,6 29  54,7 
Employee 13   26,0 15  13,0 14   26,9 15   28,3 
Public officer 4  8,0 3   2,6 0  0,0 1   1,9 
Self employed 5   10,0 1   0,9 4   7,7 5   9,4 
Pension 0   0,0  0   0,0 0   0,0 2   3,8 
Not specified 6  12,0 0   0,0 3   5,8 1   1,9 
 
The survey consists of closed-ended questions on a five point Likert type scale (5 – 





instrument used by Anckar & D’Incau [42], respondents were instructed to indicate 
how strongly they agree or disagree with a number of statements relating to their per-
ceived magnitude of some barriers to embrace mobile services with a special rele-
vance in m-payment. The survey was conducted in English and sent out to the re-
spondents in all four countries. One thousand questionnaires were issued and 438 
people responded, for an initial response rate of 43, 8 %. Incomplete or otherwise 
unusable entries were discarded from the data set, leaving 270 usable responses 
(27%). 
3.2 Measurement and Model Testing 
The literature was examined for validated measures involving the constructs already 
mentioned. The TAM scales of PU, PEOU, and INTUSE were measured using indica-
tors adapted from Davis [6] and Davis et al. [7]. The measurement of TR was partly 
adapted from Parasuraman [5] and we created a composite TR based on the averages 
of each sub-dimension. Hence, the final latent construct TR consists of four indicators 
which reflect the average of each sub dimension. Due to the large number of indica-
tors in the questionnaire, a factor analysis was conducted as a dimensional reduction 
method. The factor analysis was conducted using varimax rotation as the extraction 
method. The indicators are identified based on a value of greater than one. The total 
number of indicators was reduced based on the four constructs, with a total of 23 
indicators. These constructs are expected to make the SEM efficient. 
Empirical data is analyzed with SEM to test the causal-effect relations among the 
latent constructs. This method is based on latent variable modeling, where the meas-
urement error is minimized through the use of multiple indicators of latent variables 
before testing model fit. SEM provides the flexibility to model a relationship among 
criterion variables and multiple predictors, such as model errors in measurements for 
observed variables, to design unobservable latent variables, and statistically test a 
priori theoretical and measurement assumptions against empirical data [43]. SEMs 
consist of latent variables that are generally operationalized through measurement 
models. Measurement models are based on indicators that relate to the hypothesized 
construct in order to “turn” it into a comprehensive and measureable construct. Meas-
urement validation and model testing were conducted using SmartPLS (Partial Least 
Squares) version 2.0.M3, a variance analytical SEM technique that utilizes a compo-
nent-based approach to estimation. The PLS approach by Chin [43] is used to test our 
research model, using the empirical data from the survey. PLS is advantageous when 
the research model has variety indicators, is relatively complex, and the measures are 
not well established [44].  
3.3 Measurement Validation 
The measurement model analyzes the relationship between the latent constructs and 
their associated indicators. Indicators, also known as items or measures, are quantifia-
ble, observable scores obtained through empirical means such as quantitative study 





tion, PEOU, and predicted usage, where the unobservable can be considered to give 
“rise to something observed” [46]. Researchers believed the measures in TAM are 
well specified reflectively [47].  
Table 4. Quality Criteria – Measurement Model 
Reliability and Validity Criterions 
Construct 
Composite 
Reliability (ICR)  
(ρ ≥ 0.7) 
Loadings          
(≥ 0,50)a 
Average Vari-
ance Extracted      







PU 0.916 0.744 0.731 
PEOU 0.937 0.752 0.654 
INTUSE 0.961 0.880 0.780 
TR 0.779 0.888 0.448 
JPN 
PU 0.844 0.729 0.579 
PEOU 0.922 0.610 0.600 
INTUSE 0.939 0.796 0.691 
TR 0.776 0.516 0.477 
FIN 
PU 0.907 0.732 0.711 
PEOU 0.954 0.792 0.721 
INTUSE 0.938 0.786 0.686 
TR 0.803 0.574 0.513 
USA 
PU 0.927 0.814 0.760 
PEOU 0.934 0.779 0.641 
INTUSE 0.951 0.688 0.740 
TR 0.804 0.506 0.522 
a Loadings - Smallest indicator loading for each construct  
b Convergent validity 
 
All constructs in this model are conceptualized as reflective, because of the direction 
of the causality, the interchangeability of the indicators, the covariation among the 
indicators, and the nomological net of the constructs, which should not differ [48]. In 
this context, the composite reliability and the convergent and discriminate validity 
were examined. The composite reliability (also known as internal consistency reliabil-
ity-ICR) is similar to Cronbach’s alpha and measures its internal consistence, except 
that the latter presumes, a priori, that each indicator of a construct contributes equally 
(e. g. the loadings are set to unity) [43], [49]. This measure, which is unaffected by 
scale length, is more general than Cronbach`s alpha, but the interpretation of the val-
ues obtained is similar and the guidelines offered by Nunnally [50]. ICR should be 
0.70 or higher [51]. Here, ICR (smallest ICR = 0.776) is above the threshold, so that 
the ICR is given. Convergent and discriminant validity by the average variance ex-
tracted (AVE) were assessed. AVE represents the overall amount of variance in the 





recommended threshold, yet, research suggests that lower AVE estimates are ac-
ceptable for newer scales (e. g. Netemeyer et al. [52]). Overall, the evidence of relia-
bility, convergent validity, and discriminant validity indicates that the measurement 
model was appropriate for testing the structural model at a subsequent stage. The 
reflective constructs of the SEM fulfill all of the quality criteria regarding validity and 
reliability for all four samples (cf. Table 4). 
4 Results, Discussion and Limitations 
4.1 Results and Discussion  
Table 5 shows the hypotheses related path coefficients for each country. The related t-
value with its level of significance and if the related hypothesis is supported or not. 
Table 5. Overall View of the Results  
Hypotheses
FIN GER USA JPN FIN GER USA JPN FIN GER USA JPN
H1 PEOU positive influences PU 0.623 0.447 0.559 0.493 6.169*** 5.713*** 4.694*** 3.381* ● ● ● ●
H2 PEOU positive influences INTUSE 0.299 0.257 0.292 0.249 1.650° 2.607* 1.968** 2.591* ● ● ● ●
H3 PU positive influences INTUSE 0.390 0.403 0.458 0.447 1.745° 4.839*** 2.777* 4.269*** ● ● ● ●
H4 TR positive influences PEOU 0.736 0.718 0.641 0.415 9.551*** 17.791*** 10.248*** 3.310* ● ● ● ●
H5 TR positive influences PU 0.288 0.406 0.360 0.335 3.022* 5.283*** 3.236* 2.181** ● ● ● ●
H6 TR positive influences INTUSE 0.206 0.308 0.175 0.325 1.255 n.s. 3.707*** 1.548 n.s. 3.273* ○ ● ○ ●
    * denotes significance at the p < 0.05 level
  ** denotes significance at the p < 0.01 level
*** denotes significance at the p < 0.001 level
Path coefficient T-Value Hypothesis supported 
Hypothesis supported = ●;  Hypothesis not supported = ○
     ° denotes significance at the p < 0.10 level
 
 
As predicted, H1 is confirmed for each country. Considering H2, PEOU would have a 
positive effect on PU, the results show that H2 is also supported for each country. H3: 
PU is positively related to INTUSE. H3 is supported for all four countries as well. H4 
is supported for Finland and Germany with the highest path coefficient, followed by 
the USA and Japan with the weakest path coefficient. H5: TR will have a positive 
effect on PU. H5 is also supported for all four countries with the weakest path coeffi-
cient for Finland. H6: TR will have a positive effect on INTUSE. H6 is supported for 
Germany and Japan, but not supported for Finland and the USA. Although the path 
coefficients of Finland and the USA are positive the t-values are not significant. 
Overall the TAM with its original constructs (PEOU, PU, and INTUSE) shows almost 
the same results as previous studies in the field of m-payment [10], [18-21], cf. Figure 
2. Companies should pay attention on simple and practical functions while also in-
creasing useful features. These features are important to prevent consumers’ frustra-
tion if m-payment is difficult to use and it should fulfill the different needs of con-
sumers to reach the broad mass. There is no "one size fits all" approach and the use of 
technology by consumers is not a foregone conclusion. To achieve this, target compa-







Fig. 2. Modified Research Model – Results  
We found out that TR was positively associated with all constructs of TAM for each 
country and that TAM and TR overall represent suitable approaches to evaluate TA 
and technology readiness in an international context for m-payment. Supplementary 
the effect of TR on INTUSE (H6) for Finland and the USA is not as expected. The 
relationship between TR and on INTUSE for those both countries is not statistically 
significant. Figure 2 shows the relationship between the constructs and INTUSE for 
the four countries. As we introduced in Section 1 the cultural dimensions of Hofstede 
[53] show significant differences in IDV for the USA, in MAS for Finland and in UAI 
a slightly difference for Finland and the USA compared to the other countries. It is 
important to figure out in which way the cultural dimensions are related to TR and 
INTUSE (H6). It can be argued that cultures that are more masculine (GER and JPN) 
will be more technology ready than in less masculine cultures. A further implication 
concerns the relationship between PU and the INTUSE m-payment. In the Finnish 
sample this relationship is weak significant while in the German and Japanese sample 
it is strong significant. This underlines the argument that a perception of a technolo-
gy’s usefulness in the context of m-payment is more significant than in less masculine 
cultures like Finland. If m-payment providers become familiar with these differences, 
the more likely they are to create an m-payment solution that meets the needs of the 
consumer. The current study may serve as a guide for researchers to examine the in-
fluence of cultural dimensions towards m-payment. The conceptual framework from 
this study is applicable for future research on m-payment in different countries. Previ-





acceptance of new technologies [5], [54], [55]. We can assume that TR is an im-
portant factor to measure the consumer acceptance of IS. Lin et al. [22] came to the 
same conclusion towards consumer adoption of e-service systems that TR influences 
PEOU and PU but is not statistically significant for INTUSE. Due to this TR should 
also be considered when examine the acceptance of m-payment. TR provides a more 
comprehensive measurement of the consumers’ overall state of mind resulting from a 
gestalt of mental enablers and inhibitors that collectively determine a persons’ predis-
position toward technologies [5]. Companies should strengthen positive TR drivers 
(OPT, INNO) that encourage the use of m-payment. Further, companies have to con-
sider to promote the development of positive attitudes towards m-payment. On the 
other hand, companies have to reduce TR inhibitors (DISCOM, INSEC) to lower 
aversion to use m-payment. H4 states out that consumers with a higher TR are less 
concerned with the adoption of m-payment technology. The more the consumers are 
enthusiastic with new technologies such as m-payment, the easier it is for them to use. 
A stronger PEOU will increase the INTUSE m-payment (H1).  
4.2 Limitations 
First and foremost, a bias existed because the sample is self-selected. Second, this 
study considers the adjustment of users in Germany, Finland, the USA and Japan, but 
other countries might demonstrate notable differences for cultural and economic rea-
sons. Therefore, developing (e. g. Kenia) and newly industrializing countries (e. g. 
India) should be considered. This study did not directly measure cultural dimensions. 
For this reason, it is not possible to say that a link between cultural factors and tech-
nology as well as technology readiness has been empirically established [23]. Third, it 
is important to think about the research model and other constructs that influence the 
acceptance of m-payment, such as network effects [56], and other factors such as 
psychological or information and system quality or differences in individuals person-
alities itself, which are factors that affect the success of information systems [57]. 
Fourth, the survey was only provided in English. This can lead to misunderstandings 
by the respondents due to language barriers. To avoid these misunderstandings, it has 
to be considered that the surveys for Germany, Finland and Japan should be written in 
their native languages. Ultimately, Venkatesh et al. [8] stated out that not all of the 
variance in consumer's intention can be explained by the current TAM research ap-
proach. Lin & Chang [24] recommend to examine qualitative investigations that aim 
at exploring and capturing the subtleties of consumer behaviors that cannot be directly 
observed or measured by quantitative research [24]. 
5 Conclusion and Further Research 
From the theoretical point of view, our paper contributes to acceptance research by 
providing a better understanding of the impacts of factors, particularly technology 
readiness and therefore acceptance of m-payment in an international context. The 





given in a status quo for Finland, Germany, the USA and Japan. For this purpose, an 
extended TAM is carried out. Several techniques are used to validate measurements 
and examine the model testing. We concentrate on consumer desires and preferences 
and which aspects of m-payment need to be improved to increase acceptance. This 
paper provides a better understanding of the impacts of the following constructs tech-
nology readiness (innovativeness, optimism, discomfort, and insecurity), perceived 
usefulness and perceived ease of use on the intention to use m-payment. Factors such 
as perceived ease of use and perceived usefulness show similarity in all four countries 
and increase the intention to use m-payment. We can assume that technology readi-
ness is an important factor to measure the consumer acceptance of m-payment and 
that there are differences in the way individuals adopt and perceive new technologies 
due to their cultural background. This study reveals some features and effects and 
may be valuable to business organizations in the m-payment sector. As organizations 
internationalize, there is a growing need to understand how cultural factors might 
affect the adoption of m-payment. Our results suggest future research for constructs 
related to our model. Future research in the context of m-payment has to note socio-
cultural differences, because this field has not been considered sufficiently.  
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Abstract. Individualized services are common in distributed computing sys-
tems: Consumers demand custom solutions and service providers tailor their of-
fering. In negotiating a service contract, providers and consumers frequently 
fail in identifying the optimal combination of non-functional properties and 
price. A key reason is that negotiators simultaneously try to create and claim 
value leading to strategic bidding and inefficient outcomes.  
We present a theoretical comparison of three negotiation mechanisms in the 
scenario of self-interested, rational agents bilaterally negotiating over service 
quality and price. Two mechanisms are stylized representations of mechanisms 
commonly used in theory and practice, one is newly introduced. The mecha-
nisms are characterized in terms of truthfulness of agents, efficiency of out-
comes, and distribution of welfare. 
The analysis is an extension to the field of bilateral multi-attribute negotiations, 
relevant for researchers and practitioners designing markets for individualized 
IT services and for human and computer agents acting in such markets. 
Keywords: Consumerization, Service Quality, Service Management, Negotia-
tion Strategy, Automated Negotiation 
1 Introduction 
Today, consumerization of products and services is well-set in almost any domain. 
For services, individual and close interaction between consumer and provider happens 
almost by definition. With technological progress and rising customer expectations, 
off-the-shelf offerings to fit the greatest common denominator of consumer demands 
go out of date in favor of individualized solutions. In this trend, quality marks the 
center of attention besides price and functional requirements. This is especially the 





1.1 Individualized Quality-Differentiated Services 
There are different types of Cloud services available, forming a continuum from very 
small atomic services that serve a very distinct purpose to very large services, built 
manually and on demand for important consumers. Atomic services are highly stand-
ardized and typically address the volume business segment, trying to sell the same 
service to as many customers as possible while keeping transaction costs at a mini-
mum. An example for such a very small service is WhatsApp, a messaging service for 
smartphone users. It is offered in a single quality for a fixed price. Very large services 
on the other hand are situated in the value business segment, trying to meet the very 
individual needs of substantial consumers. Examples include IT outsourcing by IBM, 
SAP and others. 
In this work, we focus on medium sized service offers in the middle of the afore-
mentioned continuum. With Dropbox and Amazon Web Services as examples, these 
services are characterized by a set of different service levels. They try to compromise 
value and volume business by advertising different versions and qualities of the same 
basic functionality. With increasing number of versions, services are provided in a 
mass customization manner, which becomes very profitable if transaction costs can be 
effectively reduced by automation. 1&1 Dynamic Cloud Server, for example, offers 
almost a continuum of different service configurations for consumers to choose from 
through a simple Web interface.1 In this example, the configurations are rather close 
to technical specifications, the extension to Service Level Agreements (SLAs) is, 
however, straightforward. 
In the trend of an increasing demand for short-lived and ad hoc outsourcing, it be-
comes even more important to reduce transaction costs through automating the 
agreement process for customized services. The agreement on quality attributes of a 
customized service is neither black nor white: The consumer may have an optimal 
service offer in mind which would perfectly fulfill her needs along multiple quality 
dimensions, paired with a maximum willingness to pay. Offerings that yield slightly 
lower quality may still be good enough, yet come along with a decreased willingness 
to pay. In the following we assume that the consumer’s preferences over quality at-
tributes can be expressed in a scoring rule or function [1-3]. 
1.2 Negotiation of Service Agreements 
It has long been postulated that the wide-spread, fine-grained use of IT services in 
cross-organizational environments requires low transaction costs in negotiating ser-
vice agreements [4]. This implies multiple challenges: Negotiating parties need to 
have a common understanding of the negotiation object, e.g., via a domain ontology. 
Parties need a negotiation mechanism to follow in their negotiation and, finally, each 
party needs a decision making model to automate its internal decision making. See [4-
6] for early approaches to these challenges. Over the last years, economic mecha-
                                                           





nisms for service negotiation and management became more prominent; see [7] for a 
recent survey. 
In this paper, we address the challenge of selecting a negotiation mechanism, by 
proposing and comparing three mechanisms. Multiple mechanisms need to be de-
signed and deployed as consumers and providers have different goals, objectives, 
strategies, and requirements [7]. A multi-dimensional negotiation between consumer 
and provider typically includes an integrative and a distributive element. The integra-
tive element shall identify the optimal service level that maximizes the difference 
from consumer utility and provider costs. In other words and when expressing con-
sumer utility in monetary terms, it specifies the economic surplus created in the nego-
tiation. The distributive element determines how the economic surplus is actually 
distributed between the negotiating parties. Thus, in this part, the market participants 
claim their stake in the value created by the agreement. Negotiators acting strategical-
ly typically address integrative and distributive elements in parallel. They thereby 
limit their own ability to mutually maximize the economic surplus. 
A negotiation mechanism or, more general, a market mechanism is typically 
judged with respect to four desirable economic characteristics: individual rationality, 
incentive compatibility, (ex-post) allocation efficiency, and budget balance [8]. The 
economic outcome of such a setting is restricted by a multitude of strong theoretic 
results: Given quasi-linear preferences, it is impossible to design a mechanism that 
achieves individual rationality, efficiency, and budget balance at once, regardless if 
incentive compatibility is fulfilled or not [8].2 However, incentive compatibility is the 
prerequisite for an efficient outcome. Hence, the named characteristics need to be 
balanced. Efficient mechanisms can lead to a considerable need to plough in money, 
as the Vickrey-Clarke-Groves (VCG) mechanisms give proof of [e.g., 9]. Likewise, 
individually rational and budget balanced mechanisms can result in highly inefficient 
outcomes [10]. Additionally, budget balance and individual rationality are required to 
enable sustainability and implementability over time [11].  
In this work, we evaluate three suitable mechanisms for bilateral negotiations on 
multiple attributes with respect to their economic properties. Two are stylized repre-
sentations of existing mechanisms, one – DISCOUNTBIDDING – is newly introduced in 
this article. We maintain the requirements of individual rationality and budget bal-
ance, abandon incentive compatibility, and study the effect of strategic bidding on 
efficiency and distribution of economic surplus in different settings. Following, we 
define the market scenario in more detail and review related work. We then formalize 
the negotiation mechanisms, analyze strategic behavior and outcomes, and compare 
the mechanisms in settings under complete and incomplete information with different 
levels of risk and risk aversion. In the last section, we summarize the results, sketch 
the limitations, and outline future work. 
                                                           
2 The result is derived in Theorem 1 of [8]. Their Theorem 2, provides the grounds for testing 
whether a given incentive-compatible, individually rational mechanism maximizes the ex-
pected economic surplus. This does, however, not apply to the present scenario, as its ro-
bustness depends on knowledge of both distributions of player types, it is restricted to sin-





2 Scenario & Related Work 
In order to evaluate the performance of different negotiation mechanisms, we consult 
a market scenario that is typical for custom services such as Cloud services: Multiple 
consumers are interested to procure a service of a particular functionality. Price and 
quality attributes play a major role. The consumers are endowed with heterogeneous 
preferences; their individual willingness to pay subject to a certain quality level is not 
fully known to the public. 
Multiple providers are present in the market. They offer one or more custom ser-
vices that fit the functional requirements of the consumer, yet differ in their quality of 
service and price. A key assumption is that providers have different technologies and 
internal processes and, thus, different costs for service provision. Or they serve as so 
called service supply hubs, forming a single interface to the customer and using mul-
tiple service suppliers in the backend [12]. These factors and associate costs to the 
service provider are not fully known to the consumers.  
Consumers and providers interact bilaterally. There is no third party running a cen-
tral exchange. All parties act rationally and strategically in their own interest. Since 
consumers’ and providers’ types are not publicly known, the market exhibits uncer-
tainty of the optimal matching. To facilitate online scenarios with low transactions 
costs, interaction is restricted to two-stage mechanisms, in preference to more compli-
cated negotiation mechanisms. This simplification follows the standard assumption in 
bargaining models that delay of reaching an agreement is costly and, thus, rational 
agents should reach an agreement immediately with their first offers (cf. the seminal 
paper by [13] and the literature building on it). It remains future work to extend the 
analysis to more complex, iterative mechanisms. 
Academia suggests several market mechanisms to be used in such a scenario. The 
simplest and most widely used mechanism is a fixed price for a specifically defined 
service without any further information exchange. Such a fixed price can either be set 
by the provider or the consumer. In both cases, the bidding language is very simple, 
yet very little information is transferred hindering the discovery of the optimal service 
specification given the provider’s and consumer’s types. In game theoretic terms, 
such a fixed price offer is an ultimatum game, the simplest form of a negotiation 
mechanism. A subtle variation commonly observed in practice is to not offer a single 
quality-price combination, but a small set of such combinations to choose from. This 
increases the likelihood of discovering the optimal service specification at the cost of 
complexity of decision making for both sides. 
More complex mechanisms to tackle the multi-dimensionality are multi-attribute 
negotiations and auctions. They allow for the negotiation on non-price attributes [e.g., 
14]. Many examples for electronic markets that can handle the complex sale or pro-
curement of multi-attribute services and products through automated negotiation exist 
[15-17]. Such mechanisms’ bidding languages are rich – a lot of information is ex-
changed. Multi-attribute auctions based on the family of VCG mechanism are incen-
tive compatible and efficient, yet they suffer from the impossibility to balance the 
budget. Approaches to achieve budget balance by foregoing efficiency mostly result 





complex transfer functions, with respect to the strategies. For instance, [2] introduces 
an iterative protocol while [11] proposes budget balanced approximations of VCG 
mechanisms, at the cost of sophisticated transfer functions which lead to complex 
strategy considerations. 
In summary, common mechanisms in the scenario sketched above either reveal 
very little information, or their bidding language and/or transfer function is complex. 
The information exchanged is oftentimes biased by strategic behavior of the partici-
pants. This circumstance suggests that there is a trade-off between the simplicity of a 
mechanism and the information content exchanged between the negotiating parties. 
Moreover, strategic misrepresentation of preferences can be observed due to the mix-
ture of integrative and distributive parts of the negotiations. 
We seek a mechanism that fulfills individual rationality and budget balance and, at 
the same time, keeps efficiency as well as truthful information content high, while 
maintaining a simple bidding language. In order to evaluate how different mecha-
nisms perform in the present setting, we scrutinize the following three mechanisms: 
1. TUPLEBIDDING: One party poses a fixed price offer, i.e. a single price-
quality tuple. The other party either accepts or not. 
2. SCORINGBIDDING: One party proposes a complete scoring function over the 
set of possible price-quality combinations. The other party either selects one 
tuple described by this function or rejects to agree at all. 
3. DISCOUNTBIDDING: Like SCORINGBIDDING, but in addition to the scoring 
function, the proposing party requests a price discount it requires on any tu-
ple described by the scoring function. 
TUPLEBIDDING and SCORINGBIDDING represent extreme cases on the continuum of 
simple and rich information exchange. They are stylized representations of commonly 
used fixed price and multi-attribute mechanisms. Intermediate versions like proposing 
multiple price-quality tuples and extensions like repeated offer exchanges are possible 
but offer only limited insight in qualitative differences of the mechanisms’ mechanics. 
DISCOUNTBIDDING is newly introduced as an extension of SCORINGBIDDING. The 
basic idea is to separate the integrative and distributive element of the negotiation 
with the scoring function allowing to identify the optimal price-quality combination 
and the discount factor allowing to claim value. All three mechanisms are formally 
characterized and evaluated in the following. 
3 Formalization and Evaluation of Negotiation Mechanisms  
In this section, we first formalize the model of preferences and the negotiation mech-
anisms. We then evaluate the mechanisms under complete information, i.e. the pro-
vider and the consumer knowing each other’s types. While this setting is rather hypo-
thetical, it serves as benchmark for the more realistic case of incomplete information. 
An evaluation of the mechanisms under incomplete information with different de-
grees of risk and risk aversion will provide a thorough understanding. A comparison 
of all mechanisms concludes this section and discusses which mechanism will prevail 





3.1 Model of Preferences and Key Assumptions 
Consider two parties, service provider P  and consumer C , both being individually 
rational and maximizing their utility. P  and C  negotiate over quality  q and 
price   p of a service. Quality q  may be an aggregated abstraction of various quality 
attributes of interest to C  [cf. 12]. Following standard micro-economic theory [e.g., 
18] we assume that the consumer C  has decreasing marginal returns from increasing 
quality, i.e. a concave scoring function. Analogously, we assume that the provider P  
has a production technology which yields decreasing marginal returns. An example: 
This assumption asserts that a provider who guarantees availability of a Cloud service 
requires more resources to increase availability from 98% to 99% than he needs to 
increase it from 94% to 95%. Adding the assumption of approximately linear costs of 
resources, this yields a convex cost function, which is again typical in micro-
economic modeling [e.g., 18].  
Operationalization of the assumptions: Both quality and price are individually 
normalized to the unit interval: (0,1)q  , (0,1)p  . This simplification allows for more 
comprehensible analytical considerations without significantly limiting interpretabil-
ity of results. The provider’s cost function and the consumer’s scoring function are 
both modeled as monomials for three reasons: (1) It is a common approach in the 
related literature to capture each quality-attribute with one monomial [e.g., 1, 19]. (2) 
It allows for both simple and comprehensible analytical considerations along with 
computational tractability and (3) it ensures proximity to realistic scenarios under 
consideration of the preference elicitation challenges. In effect, we assume the pro-
vider P  has a cost function   b C q q  with b [1, )  representing the cost of provid-
ing a service of given quality. 1 b  yields a linear, b 1  a convex cost function with 
positive and increasing marginal costs of quality. The provider P  has the quasi-linear 
utility function    U q p C q P . For consumer C  we assume the scoring func-
tion   aS q q  with (0, )a b . 0a   ensures strong monotonicity in quality, i.e. C  pre-
fers a higher quality over a lower quality, and a b  ensures the existence of a mutual-
ly beneficial agreement. In practice and for a given provider and consumer it might be 
the case that no mutually beneficial agreement on a q-p-tuple exists. However, in this 
case no mechanism could yield an individually rational agreement. We omit this case 
and assume the existence of a mutually beneficial agreement for comparing the ability 
of different negotiation mechanisms in identifying the optimal agreement. 
Under incomplete information, we allow for the consumer being risk neutral or risk 
averse. To capture C ’s risk preferences, we employ – analogous to the provider – a 
quasi-linear utility function additionally wrapped by a term that introduces constant 
relative risk aversion [e.g., 20].  C ’s utility function becomes      11 rU q S q p  C ; 
0r   implies C  being risk-neutral, while an increasing 0r   implies C  being in-
creasingly risk averse.  
The economic surplus – also termed welfare – generated by an agreement is de-





plete information, this simplifies to      a bW q q q  , i.e. welfare is determined by the 
quality that the two negotiating parties agree on. The price is merely the mechanism 
for distributing welfare.3 
The optimal quality *q  maximizing welfare is 
 
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Fig. 1 sketches an example of the above model with  0.5a  ,  2b   and resulting 
*q 0.397 . The price is arbitrarily chosen as    * *0.35 [ , ]p C q S q   and both parties’ 

















Consumer Scoring Function (a=0.5)
Provider Cost Function (b=2.0)
Negotiated Agreement
 
Fig. 1. Example for scoring and cost functions, optimal quality, price and utilities 
Graphically, the assumptions on ( )C q  and ( )S q  assure the existence of an area of 
individually rational potential agreements in between the two curves. The objective of 
a negotiation is to determine a point { , }q p  within this area. It is in both parties’ inter-
est and Pareto optimal to choose *  q q . This maximizes welfare. The price p  any-
where on the intersection of *  q with the area distributes this welfare. For an omnisci-
ent arbitrator with given fairness perception, this is relatively easy. For P  and C  
under incomplete information and strategic behavior, this is, however, very complex. 
3.2 Negotiation Mechanisms 
Three negotiation mechanisms can help P  and C  in their complex task. Without loss 
of generality, we assume the consumer C  going first and the provider P  responding 
to the offer. As the scenario and model are symmetric with respect to the roles, the 
evaluation with an inverted order of action follows analogously. 
TUPLEBIDDING: C  submits a binding bid { , }q p . P  can accept this tuple as 
agreement or reject it leading to no agreement. Assuming myopic utility maximiza-
                                                           
3 In order to compare welfare across levels of risk aversion and in order not to overvalue the 






tion within the negotiation, P  accepts if ( )p C q  and rejects otherwise. For brevity 
of the analysis, we assume acceptance in case of indifference. 
SCORINGBIDDING: C  submits a binding bid of a scoring function ˆ( )S q  or (in a 
less generic setting) the parameters of a scoring function, e.g., â  for   ˆˆ aS q q . C  can 
(and will) choose  ˆ ( )S q S q , i.e. she can strategically misrepresent her type. P  sets 
a quality q̂  and price ˆ( )ˆp̂ S q . {ˆ, }ˆq p  is the agreement. If there exists a q̂  with 
  Cˆ ˆ q)ˆ(S q  , P  maximizes his utility with  ˆˆ ˆp S q  and  arg ( )ˆmaxˆ
q
q S q C q  . Oth-
erwise, P  rejects any agreement. 
DISCOUNTBIDDING: C  submits a binding bid of a scoring function  Ŝ q  or a sin-
gle parameter, e.g., â . In addition, C  submits a discount value d . P  sets a quality q̂  
and price  ˆˆ ˆp S q d  . {ˆ, }ˆq p  is the agreement. If there exists a q̂  with   dˆ (q̂)ˆ CS q   , 
P  maximizes his utility with  ˆˆ ˆp S q d   and  ˆˆ argmax ( )
q
q S q d C q   . Otherwise, 
P  rejects any agreement. 
3.3 Evaluation 
For the case of complete information, we derive optimal bidding behavior, utility, and 
welfare for both C  and P  analytically. With complete information, C  knows P ’s 
cost function ( )C q  and profit maximizing decision function. Analytically, one can 
derive the following equilibria: In either of the three mechanisms, provider P  will be 
left with a utility of zero. Consumer C  can claim the entire maximum possible surplus 
in both TUPLEBIDDING and DISCOUNTBIDDING, yielding a utility  
a b
a b a b
*b bU w
a a
            C . SCORINGBIDDING is sub-optimal from both welfare and con-






  C .4 
Let us consider the more realistic case of incomplete information and risk aversion. 
Incomplete information implies risk in the decision making of C . C  continues being 
perfectly informed with one exception: the provider’s cost function, here operational-
ized as parameter b . C  only knows that b  is uniformly distributed:  ,b m s m s  U  
with m  and s  being public knowledge. s  is a proxy for C ’s risk; the higher s , the 
higher the risk. P  still knows b , i.e. his cost function. The case of complete infor-
mation could be solved analytically; for incomplete information, we choose a numeri-
cal analysis with a wide range of parameters a , b , s , r  as input to the simulation in 
order to test for sensitivities and assure robustness of the results. For brevity and sim-
plicity, the following presentation focuses on a limited set of parameters ( 0.5a  , 
2b  , 1r  ,  0,1 s ).5 
                                                           
4 Proofs can be obtained from the authors upon request. 





Three reasons make us believe that the numerical solution is accurate: (1) For the 
border case of complete information, the numerical and the analytical solution coin-
cide; (2) all strategic effects and utility comparisons vary either smoothly within the 
parameter range or, in case of step functions, are straightforward to explain; (3) the 
qualitative effects hold true for all parameter configurations tested. 
TupleBidding.Obviously,  C ’s bid consisting of q  and p  has two effects: It de-
termines the likelihood of reaching an agreement and the utility of an agreement, 
should it be achieved. In bidding, C  trades-off these two directly opposed effects for 
maximizing her expected utility. In the border case of complete information ( 0s  ), 
bidding is straightforward and the numerical simulation coincides with the analytical 
solution presented above. Any  ,q p -tuple belongs to either of two sets: Either it 
leads to agreement with certainty or to disagreement with certainty. Among the tuples 
that lead to an agreement, C  maximizes her utility by choosing the efficient alloca-
tion. 
When introducing risk ( 0s  ), C ’s optimization problem becomes more tricky. 
For increasing s , C  initially prefers bidding more conservatively, i.e. she foregoes 
utility from the agreement but assures reaching agreement with 100% certainty. She 
does so by simultaneously lowering q  and increasing p  (both to her disadvantage in 
case of agreement), i.e. by moving the bid to the upper left in Fig. 2. At one point – 
called “tipping point” t  from here on –, s  becomes excessive from C ’s viewpoint. C  
stops retracting and starts bidding more aggressive. From s t  onwards, C  simulta-
neously increases q  and decreases p ; she demands higher utility in case of agree-
ment and takes the risk of not reaching an agreement. 
Under complete information ( 0s  ), the efficient agreement is reached, C  claims 
all the value, and P  has a utility of zero. Welfare, i.e. the sum of utilities, is at its 
maximum. With increasing risk 0s  , C ’s utility decreases monotonically and in-
creasingly rapidly – up to the tipping point (Fig. 2a). At the tipping point, C  changes 
her strategy (see above): The monotonic decline of expected utility persists, but is 
slowed down. As C ’s risk increases, P ’s utility increases – again, up to the tipping 
point, when P ’s expected utility reaches its maximum and then sharply declines with 
further increasing risk (Fig. 2b). The effect on welfare is straightforward: Welfare is 
optimal for 0s  . With risk, the parties on average no longer agree on the efficient 
allocation; welfare declines gradually. With risk s  beyond the tipping point t , when 
P ’s utility declines, the decline of welfare increases its speed (Fig. 2c). 
ScoringBidding. C  faces the same trade-off as with price-quality tuples: utility in 
case of agreement vs. the likelihood of reaching agreement. C ’s strategy in bidding a 
scoring function follows the same pattern as in bidding a price-quality tuple: With 
increasing risk ( s ), the consumer bids more conservatively. Technically, he decreases 
â  and bids more truthfully. He does so sufficiently to assure certainty of reaching an 
agreement. Again, this holds up to the tipping point t , at which C  starts gambling, 
i.e. she gradually increases â  for claiming more value at the risk of not reaching 
agreement. With increasing risk aversion, the cost of gambling rises and, thus, the 
tipping point rises. Interestingly, the tipping point coincides with the tipping point for 





fare all three qualitatively resemble the patterns from TUPLEBIDDING for varying s  
and r . 
C ’s expected utility is maximal for 0s   and decreases monotonically for increas-
ing s  (Fig. 2a). The decrease speeds up for increasing s  up to the tipping point and 
slows down from t s  onwards. P ’s expected utility is zero for 0s  , increases 
monotonically for increasing s  up to the tipping point. It sharply kinks at s t  and 
decreases thereafter (Fig. 2b). 
Interestingly, welfare is optimal for s t . 
Strategic bidding by C  hinders the integra-
tive part of the negotiation. Risk initially 
lowers C ’s strategic misrepresentation and 
thereby allows  P  to come closer to the 
efficient quality. At 0s  , C  submits a bid 
of â  as close as possible to b , optimizing 
her own utility, yet sacrificing efficiency by 
overbidding by almost four times the real 
value a  (for 0.5a   and 2.0b  ). As be-
fore, with increasing risk ( 0s  ), C  will 
lower her bid, thus increasing efficiency 
simultaneously. After passing the utmost 
efficient point for s t , C  starts gambling 
by raising â  and welfare starts to rapidly 
decline again (Fig. 2c). 
DiscountBidding. C ’s trade-off is the 
same as for the other mechanisms, only the 
vehicle of bidding more or less conserva-
tively differs. It can be implemented by 
either lowering â , or by lowering d , or 
both. The interesting question is which of 
these vehicles C  chooses to maximize her 
expected utility. 
Analogously to the analytical results in 
case of complete information, bidding the 
scoring function truthfully ( â a ) and 
claiming value via d  is the strategy max-
imizing C ’s expected utility. For the func-
tional forms of  C q  and  S q  being 
strongly convex/concave, bidding the scor-
ing function truthfully is the only optimum. 
Considering, for instance, the border case 
of 0s  : C  knows the efficient allocation 
that maximizes her utility and needs to derive a bid {ˆ, }a d  to meet that very allocation. 
With â a , the provider’s optimization will yield a sub-optimal quality; value is lost 





























































(a) Expected Utility of C  
 
(b) Expected Utility of P  
(c) Expected Welfare 
Fig. 2. Comparison of negotiation mecha-





under risk. For more general scoring and bidding functions, however, bidding the 
scoring function truthfully might not be the only optimum – it is, however, always 
one optimum, as long as P  chooses the efficient quality q  for a truthful bid. Again, 
the qualitative patterns in strategies and utilities resemble what is known from the 
other mechanisms: With increasing s , C  initially bids more and more conservative, 
lowering d . The tipping point t  exists at which this pattern inverts and C  switches to 
gambling, i.e. to increasing d . Up to t , C ’s utility decreases in s  and P ’s utility 
increases. For increasing s t , the decline of C ’s utility slows down (Fig. 2a) and 
P ’s utility decreases as well (Fig. 2b). Welfare decreases in s  with a kink at t  (Fig. 
2c). Increasing risk aversion r  increases t  but does not qualitatively affect behavior 
or outcomes. All variation in C ’s bidding depending on s  and r  takes place in the 
discount d ; the revelation of the scoring function remains truthful ( â a ). 
In summary, discount bidding effectively disentangles the integrative and distribu-
tive elements of the negotiation. Bidding the scoring function truthfully allows max-
imizing the consumer’s expected utility and expected welfare in any given state of the 
world, i.e. for any combination of provider cost function (parameter b ), consumer 
scoring function (parameter a ), and consumer risk aversion (parameter r ). A com-
parison of DISCOUNTBIDDING and SCORINGBIDDING shows that this truthfulness is 
only possible, as the discount factor d  provides the consumer a vehicle to claim val-
ue, i.e. d  is the distributive element of the negotiation. Truthfulness in the scoring 
function is an interesting and potentially beneficial property of the discount bidding 
mechanism. The even more interesting question is, however, how the three mecha-
nisms compare in terms of utility for one or the other party, as this will drive adoption 
in the marketplace. The following section presents this comparison. 
3.4 Implication for Adoption of Negotiation Mechanisms 
This section provides a comparison of the three mechanisms regarding utility and 
welfare and discusses which mechanism will prevail depending on who decides on 
the mechanism. With complete information TUPLEBIDDING allows the consumer to 
choose the efficient allocation *q  while claiming the entire surplus by setting the 
price to the value of P ’s cost function. The same is possible when 
DISCOUNTBIDDING is implemented, as C  can use the discount d  to obtain the entire 
surplus, while ensuring efficiency by truthfully bidding â . Thus, under complete 
information, both mechanisms result in the same allocation, utility and welfare. 
Intuitively, SCORINGBIDDING cannot achieve the same efficiency, as C  is always 
tempted to misrepresent her type by overbidding â , thus leading to a quality other 
than *q . Despite the fact that it yields the same utility for P , it turns out that 
SCORINGBIDDING leads to a lower utility for C , which also implies a lower welfare 
than when using TUPLEBIDDING or DISCOUNTBIDDING as negotiation mechanism.  
With incomplete information, Fig. 2a shows that for any given risk s , the consum-
er’s expected utility is equal for DISCOUNTBIDDING and TUPLEBIDDING (the lines are 
exactly on top of each other) and strictly lower for SCORINGBIDDING. This result is 





the consumer can choose the mechanism, she will prefer either DISCOUNTBIDDING or 
TUPLEBIDDING over SCORINGBIDDING. The consumer may have the ability to choose 
the mechanism when either there are multiple providers offering different mecha-
nisms, or when she has sufficient purchasing power to dictate the mechanism. (2) 
When the consumer has the chance to reduce her risk at a reasonable cost in terms of 
time and money, she will do so. She may have the chance to acquire information ei-
ther by standard market research, or by learning from repeated negotiations with a 
single or with multiple providers. 
From the provider’s view, there is a clear ranking of the three mechanisms  
(Fig. 2b): SCORINGBIDDING is preferred over DISCOUNTBIDDING which is preferred 
over TUPLEBIDDING. This holds for all 0s  ; for 0s  , the provider is indifferent 
between the three mechanisms. The implication is, again, twofold: (1) When the pro-
vider chooses the mechanism, he will choose SCORINGBIDDING. (2) When the provid-
er can influence the consumer’s risk, he will do so. He will try to provoke conserva-
tive bidding by the consumer but will not exaggerate the risk to a level where the 
consumer starts gambling and the provider risks not reaching an agreement at all. The 
provider can, e.g., influence risk by withholding information on the exact technology 
employed and on his costs. Both are common in real-world settings. The provider has, 
however, an interest on providing some information on technology and, thus, on im-
plied costs. Again, this is a common behavior in real-world settings. The ranking of 
mechanisms from the provider’s viewpoint is independent of the consumer’s risk 
aversion. The provider’s strategic manipulation of the consumer’s risk, e.g., by 
providing or withholding information on the technology and associated costs, depends 
on the consumer’s risk aversion. This, in turn creates risk on the provider side with 
regard to the exact degree of the consumer’s risk aversion. The analysis of equilibria 
in this extended game is beyond the scope of this paper. 
The welfare perspective combines the above perspectives and, again, provides a 
ranking of mechanisms. Interestingly, for the case of the consumer being risk averse, 
this ranking depends on the level of risk (Fig. 2c). For low risk, welfare from 
TUPLEBIDDING is higher than from SCORINGBIDDING. For high risk and risk aversion, 
this ranking inverts. In any case, DISCOUNTBIDDING results in at least the same wel-
fare for the special case of 0s   and strictly higher expected welfare for the general 
case of 0s  . This result leads to the following implication: When a third party can 
choose the mechanism and intends to maximize welfare, it will select 
DISCOUNTBIDDING, independent of risk and risk aversion. Note, however, that in the 
scenario studied in this paper, it is rather unlikely that a third party like a regulator 
imposes a mechanism to the bilateral negotiation. 
Looking beyond the scope of a single negotiation, two observations stand out: 
Firstly, the provider will strategically manipulate the consumer’s risk prior to the 
negotiation, if he has the chance of doing so (which will hold true in most real-world 
settings). His challenge is to find the optimal degree of risk, as neither a low nor a 
high risk by the consumer is optimal for the provider. Secondly, DISCOUNTBIDDING is 
an attractive mechanism, but far from certain to be adopted in practice. In the extend-
ed game of selecting a mechanism, TUPLEBIDDING is not Pareto-optimal, it is domi-





sumer or a third party have the discretion or power to impose a mechanism. Bidding 
scoring functions will be adopted when the provider decides on the mechanism. 
A positive side effect exists that might increase the provider’s utility from 
DISCOUNTBIDDING in the long term: DISCOUNTBIDDING promotes truthful revelation 
of the consumer’s scoring function and, thereby, allows the provider to optimize his 
technology portfolio and cost structure in the long-term. This effect – that is not re-
flected in the provider’s utility function in this paper – might lead to all parties unan-
imously preferring discount bidding over the other mechanisms. 
4 Conclusion & Future Work 
This paper is set in the scenario of IT-based individualized services that require 
matching of functional requirements and in addition the negotiation of non-functional 
aspects. Specifically, we studied bilateral negotiations on quality and price of a ser-
vice between the service provider and the consumer. In this setting, a negotiation has 
an integrative facet – many possible qualities of service are sub-optimal, but by means 
of communication within the negotiation mechanism, the parties can identify a Pare-
to-optimal quality of service. On the other hand, the negotiation has a distributive 
facet – either party has an interest in claiming as large a share in the value from an 
agreement as possible. Strategic bidding typically leads to negotiators mixing the 
integrative and distributive facets which results in inefficient outcomes. 
In such a scenario, the selection of an “optimal” or at least “satisfying” negotiation 
mechanism is a challenge. In the light of mechanism design theory [8], we postulated 
individual rationality and budget balance for analyzing economic properties of differ-
ent negotiation mechanisms, namely in how far agents’ negotiation strategies deviate 
from truthful revelation of their types and in how far efficiency of negotiated agree-
ments deviates from the efficient agreement an omniscient arbitrator would define.  
On this theoretical background, we compared three negotiation mechanisms: 
TUPLEBIDDING, SCORINGBIDDING and DISCOUNTBIDDING. TUPLEBIDDING serves as a 
proxy for commonly used fixed price mechanisms; SCORINGBIDDING resembles the 
widely used approach of agents bidding a scoring function, e.g., in multi-attribute 
auctions. DISCOUNTBIDDING was newly introduced in this paper – it allows bidding a 
scoring function and additionally a discount that the consumer demands from the 
provider. The intuition is that this approach disentangles the integrative and distribu-
tive facets of the negotiation and increases efficiency. Our results confirmed this in-
tuition: For complete information, we derived these results analytically from the game 
theoretic equilibrium; for the extended case of incomplete information, risk and risk 
aversion, we used a numerical simulation to characterize the mechanisms. 
TUPLEBIDDING is not Pareto-optimal but dominated by DISCOUNTBIDDING. Thus, 
it is unlikely to prevail in a marketplace for custom services as soon as this market 
matures. Nowadays, comparable mechanisms are used by some Cloud service provid-
ers, for example. It has the advantage of a simple bidding language and very little 





and as automated negotiations become more prevalent, the disadvantageous economic 
properties will weigh heavier and TUPLEBIDDING might become less relevant. 
SCORINGBIDDING emphasizes the integrative facet and yields higher expected utili-
ty for the provider than either of the other mechanisms. When the provider can dictate 
the choice of the mechanism, he will presumably favor SCORINGBIDDING. However, 
the consumer’s strategic misrepresentation of her scoring function leads to sub-
optimal agreements. DISCOUNTBIDDING captures even more of the integrative facet: it 
promotes truthful revelation of the consumer’s scoring function and thereby allows 
reaching an efficient agreement more often than with SCORINGBIDDING. The expected 
welfare from DISCOUNTBIDDING is higher than from SCORINGBIDDING for any level 
of risk and risk aversion. Compared to SCORINGBIDDING, the discount factor in 
DISCOUNTBIDDING shifts utility from the provider to the consumer. Whenever the 
consumer or an independent third party can dictate the negotiation mechanism, she 
will tend to favor DISCOUNTBIDDING. A positive long-term effect of 
DISCOUNTBIDDING is that truthful revelation of the consumer’s scoring function al-
lows the provider to adapt his technology and service offering. In the long run, this 
may even overturn the provider’s favoritism for SCORINGBIDDING. 
All mechanisms show a tipping point in the consumer’s behavior depending on the 
risk: with risk below this tipping point, the consumer bids conservatively and assures 
reaching an agreement; beyond this risk, she bids aggressively and risks not reaching 
an agreement. For a given level of risk aversion, this tipping point is – somewhat 
surprisingly – identical for all three mechanisms. 
In each mechanism, the provider has an incentive to strategically manipulate the 
consumer’s risk via the information provided on his technology and costs. Neither full 
transparency nor opacity are optimal for the provider; he will have to carefully chose 
the level of information depending on the consumer’s risk aversion. The higher the 
consumer’s risk aversion, the less information will be given by the provider. All re-
sults hold inversely when inverting the roles of consumer and provider. 
The presented work has four main limitations: (1) We assume individually rational 
utility maximizing agents. (2) The results depend on the model of preferences, espe-
cially on the functional forms of cost, scoring, and utility functions. While we believe 
that similar results can be obtained for other preferences, this has not been proven yet. 
(3) We study “only” three distinct mechanisms without deriving an “optimal mecha-
nism” in the mechanism design sense. However, given the complexity and impossibil-
ity theorems, we believe this comparison of existing mechanisms and introduction of 
DISCOUNTBIDDING as additional mechanism is a valuable contribution to the field. (4) 
All three mechanisms only allow for a single offer and its acceptance or rejection by 
the counterparty. More complex negotiation mechanisms with an alternating offer 
exchange are possible, so is the introduction of a central marketplace. 
Future work will address these limitations and, for instance, study other formaliza-
tions of preferences, behavior by human agents, more complex negotiation mecha-
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Abstract. Gegenstand dieses Beitrags ist ein Optimierungsmodell zur Auswahl 
und Koordination der Kommunikationskanäle zur Kundenansprache im Multi 
Channel Management. Dieses ordnet unter Berücksichtigung der verfügbaren 
Kanal-Kapazitäten den kundenbezogenen Geschäftsprozessen kundengruppen-
spezifisch den geeignetsten Kommunikationskanal zu.  
Dabei benennt zunächst eine kurze Motivation den Hintergrund und Zweck 
des Beitrags. Weiterhin wird die zentrale Problemstellung, die Frage nach dem 
Einsatz differenzierter Kanäle für verschiedene Kundensegmente und Prozesse 
erläutert. Die Struktur des Optimierungsmodells wird durch eine beispielhafte 
Anwendung vorgestellt. Schließlich werden Limitationen und mögliche Erwei-
terungen expliziert. 
Keywords: Marketing, Multi Channel Management, Koordination, Optimie-
rungsmodell 
1 Motivation 
In letzter Zeit werden von Unternehmen immer mehr Kanäle genutzt, um mit Kunden 
zu interagieren. Die Gründe bestehen einerseits in einem geänderten Kundenverhal-
ten, andererseits entstehen aus technologischen Entwicklungen neue Einsatzmöglich-
keiten von Kanälen, die den Unternehmen helfen können, sich bei der Leistungser-
bringung im stärker werdenden Wettbewerb zu differenzieren [1-4]. So gewinnen 
neben den „klassischen Kanälen“ wie Briefpost oder Telefon in der Kundenkommu-
nikation zunehmend neue Technologien, wie E-Mail, SMS, Social Media oder mobi-
les Internet an Bedeutung. 
Ergebnis dieser Entwicklung ist zunächst eine steigende Anzahl gleichzeitig einge-
setzter Kanäle im Unternehmen. Die oft damit verbundene grundsätzliche Erhöhung 
des Kontaktvolumens des Unternehmens steigt ohne eine Koordination der verschie-
denen Kanäle zusätzlich. Dies kann zur Folge haben, dass dieselben Informationen 
gleichzeitig über verschiedene Kanäle an den Kunden herangetragen werden, als In-
formationsüberlastung empfunden werden und zu Kundenreaktanz führen [5].  
Darüber hinaus nutzen Kunden verschiedene Kanäle gleichzeitig und wechseln 





Hopping) [6-10]. Ohne eine gezielte Kanalkoordination führt dies zu Informationsver-
lusten im Prozessverlauf und Störungen in der Abwicklung kundenbezogener Ge-
schäftsprozesse. 
Der Einsatz von Multi Channel Management (MCM) zur Koordination von Kanä-
len rückt daher immer stärker in den Fokus von Unternehmen, die mehrere Kanäle in 
der Kundenkommunikation einsetzen [11-14].  
Dennoch zeigt der Überblick über die einschlägige Literatur in Tabelle 1, dass, ab-
gesehen von groben konzeptionellen Ansätzen bei Gronover, die Koordination von 
Kanälen bisher in der wissenschaftlichen Diskussion keine Beachtung fand. 
Tabelle 1. Identifizierte relevante MCM-Ansätze  
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Arthur D. Little 
   
Stern/Sturdi-
vant [16-17] 
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Die einzusetzenden Kanäle resultieren grundsätzlich aus einer Abwägung von Kosten 
und Nutzen unter Berücksichtigung der kanalbezogenen Kundenpräferenzen und der 
geschäftsprozessspezifischen Kanaleignung [24], [25]. Entsprechend den unterschied-
lichen Präferenzen verschiedener Kundensegmente und der kundensegmentspezifi-
schen Ausgestaltung von Geschäftsprozessen (z. B. für normale und ‚Premium-
Kunden‘) werden oft unterschiedlichen Kundensegmenten unterschiedliche Kanäle 
zugeordnet.  
Für die zentrale Frage, welche Kanäle für welche Kundensegmente in welchen 
Prozessen eingesetzt werden sollen sind damit die nachfolgend aufgezeigten Charak-
teristika von Kundensegmenten, Geschäftsprozessen und Kanälen ausschlaggebend: 
─ Kundensegmente: Sie unterscheiden sich durch ihre demografischen, psychografi-
schen und soziografischen Eigenschaften, die mit unterschiedlichen Kompetenzen, 
Vorlieben oder Abneigungen bezüglich bestimmter Kanäle korrespondieren [26], 
[27]. In der Literatur ist dies unter dem Begriff ‚Kanalaffinität‘ beziehungsweise ‚-
präferenz‘ bekannt und führt zur kundenspezifischen Kanalwahl [10], [28]. Eine 
der bekanntesten Kundensegmentierungen stammt vom Marktforschungsinstitut 
Sinus, das die deutsche Bevölkerung in 10 Milieus eingeteilt hat, die sich hinsicht-
lich des sozialen Status und den der Lebensauffassung zugrunde liegenden Werte 
unterscheiden (siehe Abb. 1). 
 
Abb. 1. Die Sinus-Milieus in Deutschland [29] 
Außer in ihrer Kanalaffinität unterscheiden sich Kundensegmente auch hinsichtlich 





Sie können sich z. B. hinsichtlich ihrer Erklärungsbedürftigkeit und Komplexität 
unterscheiden und damit ebenfalls unterschiedliche Anforderungen an die in den 
kundenbezogenen Geschäftsprozessen eingesetzten Kanäle spezifizieren. Dieser 
Aspekt wird nachfolgend als ‚Produktfit‘ bezeichnet und charakterisiert die Eig-
nung eines Kommunikationskanals für bestimmte Kundensegmente unter dem Wa-
renkorbaspekt [27], [30-31]. 
─ Geschäftsprozesse: Ausgehend von den operativen Kernprozessen des Customer 
Relationship Management (CRM) lassen sich auf der operativen Ebene z. B. die 
kundenbezogenen Kernprozesse Kampagnen, Leads, Opportunities, Ange-
bot & Auftrag, Feedback und Service unterscheiden. Diese Geschäftsprozesse un-
terscheiden sich hinsichtlich der Anforderungen an die einzusetzenden Kanäle z. B. 
hinsichtlich der Notwendigkeit einer asynchronen, nonverbalen oder audiovisuel-
len Kommunikation oder auch hinsichtlich der zeitlichen Verfügbarkeit und Res-
ponsezeit. Die Wahl des Kanals für die Abwicklung eines kundenbezogenen Ge-
schäftsprozesses kann damit erhebliche Auswirkungen auf die Prozessqualität ha-
ben [32]. ‚Prozessqualität‘ charakterisiert deshalb nachfolgend die Eignung eines 
Kommunikationskanals für bestimmte kundenbezogene Geschäftsprozesse unter 
dem Prozessqualitätsaspekt [27], [31]. In der Prozessqualität wird die Fähigkeit 
bewertet, mit welcher Qualität (Prozessergebnis, Fehlerrate, Durchlaufzeit) die 
Prozesse über die Kanäle abgewickelt werden können. Darüber hinaus hat der ein-
gesetzte Kanal erheblichen Einfluss auf die Prozesskosten der kundenbezogenen 
Geschäftsprozesse. So verursacht z. B. eine persönliche Kundenberatung vor Ort 
ein Vielfaches an Prozesskosten gegenüber einer telefonischen Kundenberatung 
durch ein Call Center. Deren Kosten liegen wiederum um ein Vielfaches höher als 
ein Kundenberatungs-Prozess über einen Produktkonfigurator im Internet. Die 
‚Kostenattraktivität‘ charakterisiert deshalb nachfolgend die Kostenvorteile eines 
Kanals hinsichtlich der Prozesskosten eines kundenbezogenen Geschäftsprozesses 
[22], [27].  
Die kundensegmentabhängigen Kanal-Charakteristika ‚Kanalaffinität‘ und ‚Produkt-
fit‘ können im ‚Kundenfit‘ zusammengefasst werden, um die Eignung eines Kanals 
für ein Kundensegment zu beschreiben (siehe Abb. 2). Analog können die geschäfts-
prozessabhängigen Kanal-Charakteristika ‚Prozessqualität‘ und ‚Kostenattraktivität‘ 
zusammen als ‚Prozessfit‘ die Eignung eines Kanals bezüglich eines Geschäftsprozes-
ses wiedergeben. Die Zusammenführung von ‚Kundenfit‘ und ‚Prozessfit‘ zum ‚Ge-
samtfit‘ ergibt schließlich eine Größe, welche die Eignung eines Kanals für einen 










































Abb. 2. Bestimmungsfaktoren der Kanaleignung für einen bestimmten Geschäftsprozess in 
einem ausgewählten Kundensegment 
Die Messung von Kanalaffinität, Produktfit, Prozessqualität und Kostenattraktivität 
kann auf beliebigen Skalen in beliebiger Dimensionierung erfolgen, muss jedoch vor 
der Zusammenführung zum Gesamtfit durch Normierung oder Standardisierung 
kommensurabel gemacht werden, um maßstabsbedingte, implizite Gewichtungen der 
vier Charakteristika auszuschließen. Die Zusammenführung kann dann nach dem 
Prinzip der Nutzwertanalyse über eine lineare Nutzenfunktion durch gewichtete Addi-
tion erfolgen. 
Bei der empirischen Bestimmung der kundensegmentspezifischen Kanalaffinitäten 
und Produktfits sowie der geschäftsprozessspezifischen Prozessqualität und Kostenat-
traktivität kann auf empirische Datenanalysen oder (strukturierte) subjektive Schät-
zungen des Managements zurückgegriffen werden. Dabei können empirische Daten 
über Kundenbefragungen oder aus der Analyse vorhandener Kanalnutzungsdaten 
gewonnen werden. Weiterhin besteht die Möglichkeit die Koeffizienten über subjek-
tive Schätzungen der Kanal-, Marketing- und Sales-Verantwortlichen zu bestimmen, 
deren Expertise mit Verfahren wie z. B. dem Analytical Hierarchy Process strukturiert 
werden kann [33-35]. 
3 Struktur des Optimierungsmodells 
Zur Bestimmung des geeignetsten Kanal-Mix für alle Kundensegmente und Ge-
schäftsprozesse kann der Gesamtfit über alle Kundensegmente und Geschäftsprozesse 
in einem linearen Optimierungsmodell, unter Berücksichtigung der benötigten Kun-
denkontakt-Anzahl, in den Kundensegment-Geschäftsprozess-Kombinationen und 
unter Beachtung der verfügbaren (oder geplanten) Kapazitäten der Kanäle maximiert 
werden.  





Tabelle 2. Modellparameter  
Parameter Erläuterung Verwendung im Modell 
m Kanal Indizes 
k Kundensegment Indizes 
p kundenbezogener Geschäftsprozess Indizes 
fmkp 




Kontaktmenge über Kanal m in Kundenseg-
ment k in Geschäftsprozess p  
Entscheidungsvariable 
F 
Summe des Gesamtfit als Produkt des Gesamt-
fit fmkp und der Kontaktmenge xmkp, aufsummiert 




benötigte Kontaktmenge in Kundensegment k 




Mindest-Anzahl (UG)/Maximal-Anzahl (OG) 
der Kontaktmenge über Kanal m in Kunden-




Kapazitätsuntergrenze (UG)/  
Kapazitätsobergrenze (OG) Kanal m 
Restriktionsparameter 
 
Zielfunktion des Modells ist die Maximierung der Summe des Gesamtfit (F), die den 
Gesamtfit über alle Kundenkontakte in sämtlichen Kundensegmenten, Geschäftspro-
zessen und Kanälen abbildet:  
    p mkpmkpkmx xfFmkpmax  (1) 
Formel 2 legt Unter- und Obergrenzen für die Anzahl der Kundenkontakte fest, die 
über einen Kanal abgewickelt werden können. Sie resultieren aus vorgegebenen und 
kurzfristig nicht anpassbaren Kapazitäten in den entsprechenden Organisationseinhei-
ten (z. B. Call Center, Kundenberater im Außendienst). 
 mOGxUG mp mkpkm   ,  (2) 
Darüber hinaus können in Formel 3 auch für die Anzahl Kundenkontakte in einzelnen 
Kundensegment-Geschäftsprozess-Kombinationen Unter- und Obergrenzen festgelegt 
werden, die sich aus der begrenzten Steuerbarkeit der Kunden auf bestimmte Kanäle 
oder aus Prozesserfordernissen ergeben können. 





Formel 4 legt die Deckung des Bedarfs an Kundenkontakten über alle Kanäle hinweg 
für Geschäftsprozess p in Kundensegment k fest. 
 pkBx kpm mkp ,,  (4) 
Darüber hinaus stellt Formel 5 die Nichtnegativität der Entscheidungsvariablen xmkp 
sicher. 
 0mkpx  (5) 
4 Exemplarische Anwendung des Optimierungsmodells 
Im Folgenden soll die Ausgangssituation und das Ergebnis der Optimierung eines 
exemplarischen Anwendungsszenarios präsentiert werden. 
4.1 Ausgangssituation 
Die Anwendung des Optimierungsmodells wird anhand eines fiktiven Zahlenbeispiels 
mit folgenden Gegebenheiten vorgestellt:  
Ein Finanzinstitut bearbeitet drei Kundensegmente k1, k2 und k3, die über die drei 
Geschäftsprozesse p1 (Marketing), p2 (Sales) und p3 (Service) betreut werden. Aktu-
ell nutzt das Finanzinstitut den kostengünstigen Kanal Brief und den vergleichsweise 
teuren Kanal persönlicher Kontakt. 
Die Geschäftsführung möchte die Auswirkungen der Nutzung der zusätzlichen 
Kanäle Internet, E-Mail und Telefon prüfen. Der Gesamtfit fmkp wird dabei unter Be-
rücksichtigung der vorgestellten vier Koeffizienten zu gleichen Gewichten und mit 
fiktiven Zahlenwerten berechnet.  
Die zugrunde liegenden, analytisch vorbereiteten Zahlenwerte finden sich in Tabel-
le 5 und 6. Beispielhaft wurden für die Kanalaffinität fiktive Werte für moderne, kon-
servative und Konsumenten der bürgerlichen Mitte angenommen (siehe Tab. 5 und 6). 
Für den Produktfit und damit den Warenkorbaspekt wurden erklärungs- und nichter-
klärungsbedürftige Warenkörbe unterstellt.  
Die in den einzelnen Kundensegmenten und Geschäftsprozessen benötigten Kon-
taktmengen sowie die in den verschiedenen Kanälen anfallenden Kosten pro Kontakt 
sind in Tabelle 3 dargestellt. Die Kapazitätsuntergrenze pro Kanal liegt bei 
1.000 Kontakten, die Kapazitätsobergrenzen liegen in der Ausgangssituation bei je-
weils 15.000 Kontakten, im Fall der Einführung der neuen Kanäle bei 
5.000 Kontakten pro Kanal, wobei der Kanal Internet mit 10.000 Kontakten eine 
Ausnahme bildet. Zur Evaluierung des Ergebnisses wird, neben dem mittleren Ge-
samtfit, ein Faktor zur Abbildung der Kostenattraktivität (mittlere Kontaktkosten) 
herangezogen. Dieser wird durch die Multiplikation der Kosten pro Kontakt mit den 
jeweiligen geschäftsprozess- und kundensegmentspezifischen Mengen, geteilt durch 
die Gesamtmenge, ähnlich dem mittleren Gesamtfit, berechnet. Tabelle 4 zeigt die 





Tabelle 3. Vorgaben  
Benötigte Kontakte 
 






p1 p2 p3 p1 p2 p3 
k1 2.500 1.500 1.000 Internet 1,00 1,33 2,00 
k2 5.000 2.500 1.500 E-Mail 1,33 1,78 2,67 
k3 10.000 5.000 1.000 Brief 2,00 2,67 4,00 
    Telefon 4,00 5,33 8,00 
    persönlicher Kontakt 10,00 13,33 20,00 
Tabelle 4. Ausgangssituation 
Kanal (m) 
Kundensegment (k), Geschäftsprozess (p) 
k1, p1 k1, p2 k1, p3 k2, p1 k2, p2 k2, p3 k3, p1 k3, p2 k3, p3 
Brief 0 0 0 5.000 0 0 10.000 0 0 
persönlicher 
Kontakt 
2.500 1.500 1.000 0 2.500 1.500 0 5.000 1.000 
mittlerer Gesamtfit: 0,539; mittlere Kontaktkosten: 8,167 








k1 k2 k3 k1 k2 k3 
Internet 1,00 0,63 0,25 Internet 0,10 0,75 1,00 
E-Mail 0,75 0,50 0,25 E-Mail 0,30 0,75 0,75 
Brief 0,25 0,38 0,50 Brief 0,50 0,50 0,65 
Telefon 0,50 0,63 0,75 Telefon 0,60 0,75 0,55 
persönlicher 
Kontakt 
0,50 0,75 1,00 
persönlicher 
Kontakt 
1,00 0,50 0,25 








p1 p2 p3 p1 p2 p3 
Internet 1,00 0,75 0,75 Internet 1,00 0,75 0,50 
E-Mail 0,75 0,25 0,50 E-Mail 0,75 0,56 0,38 
Brief 0,66 0,25 0,25 Brief 0,50 0,38 0,25 
Telefon 0,50 0,50 0,25 Telefon 0,25 0,19 0,13 
persönlicher 
Kontakt 
0,33 0,85 0,50 
persönlicher 
Kontakt 
0,10 0,08 0,05 
4.2 Ergebnis der Optimierung  
Tabelle 7 zeigt das Ergebnis der Optimierung bei Einführung der neuen Kanäle. Wer-
teveränderungen im Vergleich zur Ausgangssituation wurden mit hochgestelltem 






Tabelle 7. Ergebnis der Optimierung  
Kanal (m) 
Kundensegment (k), Geschäftsprozess (p) 
k1, p1 k1, p2 k1, p3 k2, p1 k2, p2 k2, p3 k3, p1 k3, p2 k3, p3 
Internet 0 0 0 4.000+ 0 0 6.000+ 0 0 
E-Mail 2.500+ 0 0 1.000+ 0 1.500+ 0 0 0 
Brief 0 0 0 0– 0 0 4.000– 0 1.000+ 
Telefon 0 0 0 0 2.500+ 0 0 2.500+ 0 
persönlicher 
Kontakt 
0– 1.500 1.000 0 0– 0– 0 2.500– 0– 
mittlerer Gesamtfit: 0,644+; mittlere Kontaktkosten: 4,356– 
 
Beim Hinzufügen der neuen Kanäle zeigt sich eine deutliche Umverteilung der Kon-
taktmengen in allen Kanälen. Die mittleren Kontaktkosten sinken um 46,7 Prozent 
und der mittlere Gesamtfit steigt um 19,5 Prozent. Beim Vergleich mit der Ausgangs-
situation sind gegebenenfalls noch die Einrichtungsinvestitionen und Fixkosten für 
die neuen Kanäle in Ansatz zu bringen.  
5 Zusammenfassung und Ausblick 
Um mit Kunden zu interagieren, werden in letzter Zeit von Unternehmen immer mehr 
Kanäle genutzt. Die Koordination des Einsatzes dieser Kanäle über die Kundenseg-
mente und kundenbezogenen Geschäftsprozesse wird damit essentiell. Der vorgestell-
te Beitrag zeigt durch ein lineares Optimierungsmodell eine Lösungsmöglichkeit für 
diese Problemstellung auf. 
Die Anwendung dieses Modells ist aufgrund seiner Granularität im Bereich des 
strategischen CRM und des strategischen Multi Channel Management zu sehen, wo 
Grundsatzentscheidungen über die zu nutzenden Kanäle und den Kanal-Mix in den 
strategischen Kundensegmenten und Kernprozessen getroffen werden. 
Diese Grundsatzentscheidungen sind im Rahmen des operativen CRM und des 
operativen Multi Channel Management in detaillierte Sollkonzepte für die einzelnen 
kundenbezogenen Geschäftsprozesse und Ressourcenzuweisungen an die für den 
Betrieb der Kanäle zuständigen Organisationseinheiten und Dienstleister umzusetzen. 
Ein Optimierungsmodell zur Unterstützung dieser operativen Ebene des Multi Chan-
nel Management befindet sich in der Entwicklung.  
In der aktuellen Modellversion werden mögliche Zielkonflikte zwischen Kundenfit 
und Prozessfit (oder deren Komponenten) über eine lineare Nutzenfunktion mit kon-
stanten Gewichten der Teilziele abgebildet. Da Kundenfit und Prozessfit sowie deren 
Komponenten auch als eigenständige, partiell konkurrierende strategische Ziele im 
CRM gesehen werden können, wäre auch an die Entwicklung eines Mehrkriterien-
Modells auf der Grundlage des vorliegenden Modellansatzes zu denken, mit dessen 
Hilfe die Tradeoff-Beziehungen zwischen Kundenfit und Prozessfit und deren Konse-
quenzen für den Kanal-Mix transparent gemacht werden können. Ebenso ist eine 
formelle Erweiterung des Modells im Hinblick auf die Auswahl der zu nutzenden 





nen diesbezüglich aber auch durch sensitivitäts- und marginalanalytische Betrachtun-
gen auf der Basis des vorliegenden Grundmodells gewonnen werden.  
Weiterhin besteht eine wichtige Prämisse in einer Führungsstruktur, die den Ein-
satz eines zentralen Koordinationsansatzes im Multi Channel Management ermög-
licht. Dies kann ein formaler Abstimmungsprozess zwischen den Kanalverantwortli-
chen sein oder eine zentrale übergeordnete Instanz, welche über die zur Kanalkoordi-
nation erforderliche Entscheidungskompetenz verfügt. 
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 Integrated Systems in Manufacturing Industries 
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Globally there has been a renewed focus on the importance of the real economy. 
Germany, in particular, demonstrates the benefits that can be derived from a well-
developed industrial base. If manufacturing companies are to be successful in global 
markets, they have to remain competitive at the highest level, either through the 
uniqueness of their products or the efficiency of their production. Against this back-
ground information technology continues to play a crucial role. 
The track “Integrated Systems in Manufacturing Industries” focuses on the deeply 
integrated enterprise systems (ERP, PPC, SCM, CRM, SRM), which are essential in 
high-performance industrial companies. These systems often lack effective integration 
with production systems and need to improve their external integration capabilities in 
order to support cooperation in value-creating networks. The integration of new con-
cepts into these systems, such as event handling, in memory computing or master data 
management provides promising opportunities and creates new challenges at the same 
time. In addition, it becomes increasingly evident that the requirements of such sys-
tems and their implementation processes are different when viewed from the perspec-
tive of small and medium-sized manufacturing enterprises as compared with large 
industrial companies. New delivery models, such as software as a service, may pro-
vide a new starting point; however existing research is still not comprehensive enough 
with regards to many aspects, e.g. the integration with systems running locally. 
The seven papers presented in this track were carefully chosen from 24 submis-
sions and address the aspects mentioned above. In a first group of papers the manu-
facturing context is the main topic of the discussion: Himmler & Amberg conduct a 
literature review of research about the concept of the digital factory that uncovers 
major problems to be solved with integration issues at the data, process and the over-
all application landscape level. Also the selection of integrated solutions still seems to 
pose problems. Hufgard & Krüger’s analysis of ERP usage in 56 manufacturing com-
panies provides insights into the ERP functionality used in a manufacturing setting. 
The need for better planning systems within the supply chain and the potential of in-
memory computing is addressed by Schmalzried et al. The authors argue that real 
time supply chain planning will enhance planning accuracy and will offer new simu-
lation capabilities to substantially improve sales and operations planning. Koch et al. 
analyze 67 industrial companies from a management perspective and explore whether 
their suggested framework effectively supports identifying the information needs of 
decision makers in a manufacturing environment. 
In a second group of papers success factors in choosing or deploying information 
technology are of major interest: Kosch et al. empirically analyze whether the selec-





et al. examine electronic invoicing and suggest, derived from expert interviews, that 
the use of taxonomies along with other factors is critical for e-invoice adoption. On 
the basis of seven case studies, Link provides advice on how to decide between SaaS 
and On-Premise ERP systems based on company characteristics.  
The organizers of this track are confident that the seven selected papers will meet 
our readers’ interest by providing new insights and will inspire new research within 
the field of integrated systems in manufacturing industries.  
Program Committee 
Peter Fettke, Saarlandes University  
Andreas Fink, Helmut-Schmidt-Universität  
Norbert Gronau, University Potsdam  
Wolfgang Maass, Saarlandes University 
Jorge Marx Gómez, Carl von Ossietzky University Oldenburg  
Uwe Kubach, SAP Research  
Uwe Leimstoll, University of Applied Sciences and Art Northwestern Switzerland 
Boris Otto, University St. Gallen  
Matthias Schumann, Georg-August-University Göttingen 
Oliver Thomas, University Osnabrück 
Klaus Turowski, Otto-von-Guericke-University Magdeburg 
Stefan Voß, University Hamburg 
Axel Winkelmann, University Münster 
165 
 
11th International Conference on Wirtschaftsinformatik, 
27th February – 01st March 2013, Leipzig, Germany 
Die Digitale Fabrik – eine Literaturanalyse 
Florian Himmler und Michael Amberg 
Universität Erlangen-Nürnberg, Nürnberg, Deutschland 
{florian.himmler,amberg}@wiso.uni-erlangen.de  
Abstract. Aufgrund immer kürzer werdender Produktlebenszykluszeiten bei 
gleichzeitig steigender Produktkomplexität, setzen immer mehr Unternehmen 
auf die Digitale Fabrik. Der Begriff Digitale Fabrik steht für ein IT-Konzept, 
welches angewandt werden kann, um alle Aktivitäten und Ressourcen in Ver-
bindung mit der Entwicklung und Fertigung eines Produkts digital zu planen, 
abzusichern und zu optimieren, noch bevor mit der tatsächlichen Fertigung des 
Produkts begonnen wird. Im Rahmen dieses Beitrags wurde eine Literaturana-
lyse zu diesem Thema durchgeführt, welche den aktuellen Stand in Forschung 
und Praxis hinsichtlich Begriffsverständnis, Anforderungen, Nutzenpotenziale, 
Erfolgsfaktoren, Problemfelder sowie bereits gemessenem Nutzen einer Umset-
zung darstellt. Anhand dieser Analyse konnte festgestellt werden, dass vor al-
lem in den Bereichen Prozessintegration, Datenintegration, Softwarelandschaf-
ten und Softwareauswahl noch diverse Problemfelder existieren. Um das Kon-
zept der Digitalen Fabrik in der Praxis langfristig zu etablieren gilt es künftig, 
sich diesen Problemfeldern zu widmen und diese zu lösen. 
Keywords: Digitale Fabrik, Literaturanalyse, Literature Review, Digital Facto-
ry, Virtual Factory 
1 Einführung 
Industrieunternehmen sehen sich heutzutage wachsenden Anforderungen hinsichtlich 
immer kürzer werdender Produktlebenszyklen bei gleichzeitig steigender Produkt-
komplexität gegenüber. Dies stellt die Unternehmen vor die Herausforderung, sowohl 
die Effizienz als auch die Qualität ihrer internen Planungsprozesse zu erhöhen. Ein 
Ansatz diesen Anforderungen zu begegnen, ist die Einführung der Digitalen Fabrik, 
einem IT-Konzept, welches angewandt werden kann, um alle Ressourcen und Aktivi-
täten in Verbindung mit der Entwicklung und Fertigung eines Produkts digital zu 
planen, abzusichern und zu optimieren, noch bevor mit der tatsächlichen Fertigung 
des Produkts begonnen wird. Dass diesem Ansatz ein enormes Zukunftspotenzial 
zugeschrieben wird, zeigt sich vor allem an den Investitionen, welche Großkonzerne 
wie die Siemens AG [43] oder die Daimler AG [77] in diesem Bereich tätigen. 
Gleichzeitig sind praktische Erfahrungswerte aber bisher nur in sehr begrenztem Um-
fang verfügbar. Wissenschaftliche Veröffentlichungen hingegen existieren zwar in 
einer Vielzahl, diese verteilen sich allerdings auf die verschiedensten Fachdisziplinen 





Aus der Motivation heraus, die bisherige Forschung auf diesem Gebiet zusammen 
zu führen, um sie aus dem Blickwinkel der Wirtschaftsinformatik zu betrachten und 
mit bereits vorhandenen Erfahrungen aus der Praxis zu kombinieren, wurde im Rah-
men dieses Beitrags eine Literaturanalyse zum Thema Digitale Fabrik durchgeführt. 
Diese Analyse soll dazu beitragen, die in Abb. 1 definierten, für die Entscheidungs- 
und Umsetzungsphase eines Prozesses zur Einführung der Digitalen Fabrik relevanten 
Forschungsfragen zu beantworten. 
Forschungsframework
1. Forschungsfrage
Aus welchen Gründen entscheiden sich 






Prozess „Einführung Digitale Fabrik“










Abb. 1. Verwendetes Forschungsframework 
Hierzu wurde ein Framework definiert, welches bei der Beantwortung dieser For-
schungsfragen behilflich ist. Es wird zunächst analysiert, aufgrund welcher Business-
Anforderungen Unternehmen die Digitale Fabrik einführen und welchen Nutzen sie 
sich dadurch erwarten. Anschließend werden die Erfolgsfaktoren, die aktuell auf dem 
Gebiet existierenden Problemfelder, sowie bereits in der Praxis erzielter Nutzen einer 
Umsetzung der Digitalen Fabrik ausgewertet. Abschließend wurden auf Basis dieser 
Analysen einige Forschungsfragen abgeleitet, welche zukünftig auf dem Gebiet der 
Digitalen Fabrik bearbeitet werden sollten. 
2 Begriffsdefinition 
Der Begriff der Digitalen Fabrik existiert seit etwa den 1990er Jahren. Bis zum heuti-
gen Zeitpunkt haben sich zu diesem Thema Definitionen mit sehr unterschiedlichen 
Interpretationen entwickelt [97]. Insgesamt konnten in der Literatur 45 Definitionen 
des Begriffs „Digitale Fabrik“ bzw. „Digital Factory“ identifiziert werden. Aus 
diesen Definitionen heraus konnten drei Begriffskategorien abgeleitet werden, in 
welche sich diese jeweils einordnen lassen (Tabelle 1). So sehen zehn Definitionen 
die Digitale Fabrik lediglich als Abbild einer bereits bestehenden Fabrik, meist um 
bereits existierende Strukturen darzustellen und datentechnisch abzubilden (Kategorie 
„Abbild“). In 19 der Definitionen wird der Begriff der Digitalen Fabrik deutlich wei-
ter gefasst als in der vorangegangenen Kategorie. Hier wird die Digitale Fabrik als ein 
Konzept gesehen, bestehend aus digitalen Modellen und Methoden, um Fabrik und 





Realität umgesetzt werden (Kategorie „Fokus Fabrik- und Produktionsplanung“). 
Weitere 16 Definitionen fassen den Begriff Digitale Fabrik noch etwas weiter und 
schließen zusätzlich zur Fabrik- und Produktionsplanung explizit auch den noch vor-
gelagerten Prozess der digitalen Produktentwicklung mit ein (Kategorie „Einbezie-
hung der Produktentwicklung“). 
Tabelle 1. Kategorisierung der Digitale Fabrik Definitionen 







Die Digitale Fabrik wird 
lediglich als Abbild einer 
Fabrik gesehen, meist um 
bereits existierende Struk-
turen darzustellen. 
[1], [22], [44], 
[51], [60], [65], 







Die Digitale Fabrik be-
steht aus digitalen Model-
len/Methoden, um Fabrik 
und Produktion im Vo-
raus zu planen und abzu-
sichern. 
[10], [23], [26], 
[27], [34], [41], 
[46–48], [54], 
[55], [57], [71], 
[78], [86], [87], 







Die Digitale Fabrik be-
zieht zusätzlich zum 
„Fokus Fabrik und Pro-
duktion“ explizit auch die 
digitale Produktentwick-
lung mit ein. 
[5], [8], [11], 
[13], [17], [18], 
[21], [24], [29], 






In den letzten Jahren hat sich die Definition des Vereins Deutscher Ingenieure (VDI) 
als die gebräuchlichste herausgebildet. Der VDI definiert die Digitale Fabrik in seiner 
Richtlinie 4499 als „Oberbegriff für ein umfassendes Netzwerk von digitalen Model-
len, Methoden und Werkzeugen – u.a. der Simulation und 3D/VR-Visualisierung –, 
die durch ein durchgängiges Datenmanagement integriert werden. Ihr Ziel ist die 
ganzheitliche Planung, Evaluierung und laufende Verbesserung aller wesentlichen 
Prozesse und Ressourcen der Fabrik in Verbindung mit dem Produkt“ [82]. 
Die Kernanwendungsgebiete der Digitalen Fabrik sieht der VDI in der Produkti-
ons- und Fabrikplanung in Verbindung mit dem zu fertigenden Produkt. Im Folgen-
den wird der Begriff Digitale Fabrik definiert wie in der VDI-Richtlinie 4499 be-
schrieben, erweitert um die explizite Unterstützung der Zusammenarbeit zwischen 






Nach [38] hat sich die Durchführung einer Literaturanalyse als Forschungsmethodik 
etabliert, um aktuell vorliegende Erkenntnisse methodisch zu erarbeiten und auf Basis 
dessen, existierende Forschungslücken zu identifizieren. In Anlehnung an die in [85] 
und [30] definierte Methodik, wurde im Rahmen dieses Beitrags eine solche Litera-
turanalyse zum Themenkomplex Digitale Fabrik durchgeführt. 
3.1 Auswahl der Literaturquellen 
Der für die Literaturanalyse relevante Zeitraum wurde auf Veröffentlichungen aus 
den Jahren 2000 bis 2011 begrenzt. Als Ausgangspunkt für die Literatursuche wurden 
zunächst die relevanten Suchbegriffe „Digitale Fabrik“, „Digital Factory“, „Virtual 
Factory“, „Digital Manufacturing“ und „Virtual Manufacturing“ definiert. Um si-
cherzugehen, dass qualitativ hochwertige wissenschaftliche Veröffentlichungen die 
Basis für die Analyse darstellen, wurden zunächst die im „AIS Senior Scholars' 
Basket of Journals“ [79] definierten Publikationen sowohl manuell als auch mithilfe 
von Datenbankrecherchen auf relevante Artikel durchsucht. Da auf Basis dieser Su-
chen lediglich eine sehr geringe Anzahl an Beiträgen identifiziert werden konnten, 
wurde die Recherche auf die etablierten Literaturdatenbanken EBSCOHost, ACM 
Digital Library, IEEE Xplore, ScienceDirect, SpringerLink, WISO sowie Google 
Scholar ausgeweitet und Schlüsselwortsuchen in Titel, Abstract und Volltext der Ar-
tikel durchgeführt. Anhand zusätzlicher Vor- und Rückwärtssuchen, ausgehend von 
den bis zu diesem Zeitpunkt identifizierten Artikeln, wurde versucht, die Liste der 
potenziell relevanten Artikel weiter zu vervollständigen. 
3.2 Identifizierte Literaturquellen 
Durch die im vorangehenden Abschnitt beschriebene Vorgehensweise konnten über 
einen Zeitraum von elf Jahren zunächst 219 Beiträge identifiziert werden, welche sich 
mit dem Thema Digitale Fabrik beschäftigen. Anhand der Häufigkeitsverteilung der 
Veröffentlichungen im Zeitverlauf zeigt sich die stetig wachsende Bedeutung der 


































Für zehn der identifizierten Beiträge war kein Zugang zum Volltext verfügbar, wo-
durch die Anzahl auf 209 reduziert wurde. Anhand eines detaillierten Reviews der 
verfügbaren Volltexte auf Themenrelevanz und einer Fokussierung auf Fachbücher, 
Fachzeitschriften, Konferenzbeiträge sowie Dissertationen wurde die Anzahl weiter 
um 95 Artikel auf 104 reduziert. 
Die aus dieser Vorgehensweise resultierenden Artikel wurden anschließend im De-
tail analysiert, um die Beiträge zu identifizieren, welche inhaltlich bei der Beantwor-
tung der Forschungsfragen unterstützen. Hierdurch wurde die Anzahl relevanter Arti-
kel abschließend auf 88 reduziert (Abb. 3). 
Literatur-
datenbanken









Abb. 3. Literaturauswahlprozess 
4 Digitale Fabrik – Status Quo 
In den folgenden Abschnitten wird im Detail auf die Auswertung der analysierten 
Literatur hinsichtlich der Beantwortung der zuvor genannten Forschungsfragen, deren 
zeitliche Abhängigkeiten sowie den Abhängigkeiten zu den in Abschnitt 2 identifi-
zierten Begriffskategorien eingegangen. 
4.1 Business-Anforderungen 
Produzierende Unternehmen müssen sich vielfältigen Herausforderungen stellen, 
wenn sie erfolgreich am Markt agieren wollen. Im Folgenden werden die Business-
Anforderungen analysiert, welche in der Literatur als Treiber für die Einführung der 
Digitalen Fabrik identifiziert wurden (Tabelle 2). 
Insgesamt konnten elf Beiträge identifiziert werden, welche sich mit diesem The-
ma beschäftigen ([4], [9], [17], [26], [28], [33], [59], [64], [75], [91], [97]). Von allen 
Autoren werden die stetig kürzer werdenden Produktentwicklungs- und Produktle-
benszyklen als Grund genannt, die Digitale Fabrik einzuführen (11 Nennungen). Als 
weitere relevante Motivatoren werden der stetig steigende Kostendruck in der Pro-
duktentwicklung (5 Nennungen) sowie die von den Endkunden immer mehr geforder-
te, steigende Variantenvielfalt in den Endprodukten (5 Nennungen) identifiziert. 
Ebenfalls von Bedeutung ist der Druck, stetige Verbesserungen in der Produktqualität 
(4 Nennungen) bei gleichzeitig kürzeren Lieferzeiten (3 Nennungen) zu erreichen. 
Stetig steigende Komplexität der zu fertigenden Produkte (3 Nennungen) sowie die 
vermehrte Produktion in global verteilten Netzwerken (1 Nennung), stellen ebenfalls 





Tabelle 2. Business-Anforderungen als Treiber für die Einführung der Digitalen Fabrik 
Business-Anforderung 
Anzahl Nennungen 






11  Auf Basis der ausgewer-
teten Literatur konnten 
keine eindeutigen Ab-
hängigkeiten zu den in 




Steigender Kostendruck 5 




Steigende Produktkomplexität 3 
Global verteilte Netzwerke 1 
SteigendeVariantenvielfalt 5  
Kürzere Lieferzeiten 3 
4.2 Nutzenpotenziale 
18 der insgesamt 88 analysierten Beiträge befassen sich mit den Nutzenpotenzialen, 
welche sich Unternehmen durch die Einführung und Verwendung der Digitalen Fab-
rik erwarten ([6], [18], [21], [25], [40], [41], [52], [54–56], [58], [62], [73–75], [84], 
[89], [99]). Aus den in diesen Beiträgen genannten Nutzenpotenzialen lassen sich am 
Ende drei wichtige Ziele der Digitalen Fabrik – Prozessdurchlaufzeitverkürzung, 
Kostensenkung sowie Qualitätsverbesserung – ableiten. 
Folgende Nutzenpotenziale zur Unterstützung bei der Erreichung dieser Ziele wer-
den dabei in den analysierten Veröffentlichungen explizit angeführt: 
 Prozessdurchlaufzeitverkürzung 
─ Reduzierte Planungszeiten in der Produktentwicklung (14 Nennungen) 
─ Kürzere Ramp-Up-Zeiten im Produktionsanlauf (8 Nennungen) 
─ Reduzierte Durchlaufzeiten in der Fertigung (2 Nennungen) 
─ Erhöhte Wiederverwendbarkeit bestehender Strukturen (2 Nennungen) 
 Kostensenkung 
─ Reduzierung der Produktionskosten (6 Nennungen) 
─ Einfachere und abgesicherte Änderungen (5 Nennungen) 
─ Reduzierung der Planungskosten (4 Nennungen) 
─ Reduzierung der Änderungskosten (2 Nennungen) 
─ Prozesstransparenz (2 Nennungen) 
 Qualitätsverbesserung 
─ Planungsabsicherung (6 Nennungen) 
─ Bessere Planungsqualität (5 Nennungen) 
─ Höhere Produktqualität (4 Nennungen) 





Während sich die Nennungen hinsichtlich Prozessdurchlaufzeitverkürzung und Quali-
tätsverbesserung im Zeitverlauf auf einem konstanten Niveau bewegten, haben vor 
allem die Nutzenpotentiale, welche der Kostensenkung dienen, zunehmend an Bedeu-
tung gewonnen. Eindeutige Abhängigkeiten zu den in Kapitel 2 identifizierten Be-
griffskategorien konnten hingegen nicht identifiziert werden. 
4.3 Erfolgsfaktoren 
Um die Methoden und Werkzeuge der Digitalen Fabrik in einem Unternehmen einzu-
führen und zu verwenden, sind gewisse Faktoren zu beachten, welche für den Erfolg 
des Projekts ausschlaggebend sein könnten (Tabelle 3). 
Insgesamt wurden in 32 der analysierten Beiträge ein oder mehrere solcher Er-
folgsfaktoren identifiziert ([1], [6], [7], [9], [10], [14–16], [20], [25], [26], [31], [40–
42], [49], [52–54], [56], [58], [59], [62], [63], [68–72], [75], [96], [99]). Von den 
Autoren wurden dabei 19 unterschiedliche Faktoren genannt. In diesem Beitrag wer-
den aus Übersichtsgründen nur diejenigen Erfolgsfaktoren erwähnt, welche in mehr 
als zehn Prozent der relevanten Beiträge genannt wurden. Von der überwiegenden 
Mehrheit der Autoren wird die Prozessthematik – eine mit Einführung der Digitalen 
Fabrik einhergehende Anpassung und Harmonisierung bestehender Prozesse an die 
neu entstehende IT-Struktur – als einer der kritischsten Erfolgsfaktoren erachtet (19 
Nennungen). Damit einher geht vor allem auch eine Abkehr davon, das Thema Digi-
tale Fabrik als reines Softwarethema sondern vielmehr als prozessübergreifendes IT-
Thema zu betrachten. Um Anpassungen an bestehenden Prozessen erfolgreich umset-
zen zu können, ist zusätzlich eine möglichst weitgehende Unterstützung der Unter-
nehmensleitung notwendig (6 Nennungen). Ebenfalls als erfolgskritisch erachtet wird 
die Integration der Einzelanwendungen in ein Gesamtsystem (14 Nennungen), da auf 
dem Gebiet der Digitalen Fabrik eine Vielzahl an Einzelanwendungen verfügbar sind, 
welche jeweils bestimmte, eng abgegrenzte Prozessschritte unterstützen. Hier ist es 
nun essenziell, diese einzelnen Anwendungen nicht isoliert einzusetzen, sondern sie 
im Idealfall über standardisierte Schnittstellen zu integrieren um nahtlosen Informati-
onsaustausch zu gewährleisten. In eine ähnliche Richtung zielt die ebenfalls häufig 
genannte Umsetzung eines gemeinsamen Datenmanagement (11 Nennungen). Neben 
der Integration der Anwendungen ist es zusätzlich nützlich, wenn alle diese Anwen-
dungen auf eine gemeinsame Datenbasis zugreifen können um somit eine redundanz-
freie, prozessübergreifende Datenhaltung im Rahmen der Digitalen Fabrik zu gewähr-
leisten. Ebenso erfolgskritisch ist eine an die Unternehmensanforderungen angepass-
te, individuelle Softwareauswahl der Einzelanwendungen auf dem Gebiet der Digita-
len Fabrik (7 Nennung) sowie deren Einbettung in eine an die Unternehmensprozesse 
angepasste Softwarearchitektur (5 Nennungen). Zwei weitere, den Erfolg der Digita-
len Fabrik beeinflussende Faktoren, sind die Know-How-Vermittlung (5 Nennungen) 
um eine breite Akzeptanz bei den Anwendern zu erreichen sowie die Umsetzung 
einer Kopplung mit dem im Unternehmen verwendeten MES-System (4 Nennungen), 
um einen Informationsfluss aus der tatsächlichen Produktion zurück in die Planungs-






Tabelle 3. Erfolgsfaktoren für die Einführung der Digitalen Fabrik 
Erfolgsfaktor 
Anzahl Nennungen 




Gemeinsames Datenmanagement 11 
 




keiten zu den in 
Kapitel 2 identifizier-
ten Begriffskatego-






 Integration der Einzelanwendun-
gen 
14 
Individuelle Softwareauswahl 7 
Führungsunterstützung 6  
Know-How-Vermittlung 5 
4.4 Problemfelder 
Neben den im vorangegangenen Abschnitt genannten Erfolgsfaktoren existieren al-
lerdings auch einige Problemfelder, welchen sich Unternehmen gegenüber sehen, und 
welche eine erfolgreiche Einführung und Verwendung der Digitalen Fabrik erschwe-
ren (Tabelle 4). 
In 55 der im Rahmen dieses Beitrags analysierten Veröffentlichungen wurden von 
den Autoren 17 verschiedene Problemfelder auf diesem Gebiet identifiziert ([2–4], 
[6], [9], [10], [12], [14–23], [25], [27–29], [32], [33], [35–37], [39], [40], [44], [51], 
[55–59], [61], [64], [66–73], [75], [76], [80], [84], [89], [93], [95–97], [99]). Im Fol-
genden werden diejenigen Problemfelder explizit erwähnt, welche in mehr als zehn 
Prozent der Beiträge identifiziert wurden. Die größten, aktuell bestehenden Probleme 
sind die Datenintegration (34 Nennungen) in Verbindung mit der mangelnden Intero-
perabilität bzw. fehlenden Schnittstellen bestehender Softwarelösungen (17 Nennun-
gen) sowie die existierenden, heterogenen Systemlandschaften (25 Nennungen). Die 
aktuell verfügbaren Softwarelösungen auf dem Gebiet der Digitalen Fabrik bieten nur 
sehr begrenzte generische Schnittstellenfunktionalitäten, um Daten mit anderen Kom-
ponenten auszutauschen. Die führt dazu, dass die Datenintegration, also die Schaffung 
einer gemeinsamen Datenbasis über mehrere Softwarelösungen und Prozessschritte 
hinweg, nur sehr schwierig bis überhaupt nicht umsetzbar ist. Zusätzlich sind in exis-
tierenden Unternehmen häufig sehr heterogene Systemlandschaften zu finden, mit 
einer Vielzahl an einzelnen Softwarelösungen – sowohl Eigenentwicklungen als auch 
Standardsoftware – welche meist nur als Insellösungen zum Einsatz kommen und 
nicht in den Gesamtprozess integriert sind. Weiter genannte Problemfelder sind die 
hohen Kosten für die Anschaffung der benötigten Hard- und Software (8 Nennungen) 
sowie die Tatsache, dass es keine Software-Komplettlösung gibt, welche alle Prozesse 
der Digitalen Fabrik aus einer Hand abdeckt (7 Nennungen). Von einigen Autoren 
wurden auch Probleme bei der Integration der Softwarelösungen in die bestehenden 





schwach ausgeprägten Workflowfunktionalitäten der Lösungen begründet liegen. Ein 
weiteres, von einigen Autoren genanntes Problem besteht in uneinheitlichen Daten-
formaten (6 Nennungen). So existiert zum aktuellen Zeitpunkt kein standardisiertes 
Datenaustauschformat, über welches alle Digitale Fabrik Softwarelösungen kommu-
nizieren können, was wiederrum die Softwareübergreifende Datenintegration er-
schwert. 
Tabelle 4. Problemfelder bei der Einführung der Digitalen Fabrik 
Problemfeld 
Anzahl Nennungen Abhängigkeit zu  
Begriffskategorie Gesamt im Zeitverlauf 
Fehlende Schnittstellen 17  Auf Basis der ausgewer-
teten Literatur konnten 
keine eindeutigen Ab-
hängigkeiten zu den in 






 Heterogene Systemlandschaft 25 
Uneinheitliche Datenformate 6 
Fehlende Komplettlösung 7 
Kosten 8  
4.5 Tatsächlicher Nutzen 
Trotz der bestehenden, teilweise grundlegenden Problemfelder, existieren in der Lite-
ratur bereits Beiträge die dokumentieren, dass einige Unternehmen die Digitale Fabrik 
bereits aktiv umgesetzt und den daraus entstandenen Nutzen quantifiziert haben. In 
acht der analysierten Beiträge werden Nutzenbewertungen in den Kategorien Ent-
wicklungszeit, Planungszeit, Herstellkosten, Anlaufkosten, Diverse Kosten, Änderun-
gen, Ressourcen und Produktivität angeführt. 
So konnten Entwicklungszeiten von Produktion und Produktionslinien um bis zu 
30% reduziert werden bzw. achtmal so viele Design-Iterationen in derselben Zeit 
durchgeführt werden als vor Einführung der Digitalen Fabrik. Die Planungszeiten 
konnten von einigen Unternehmen um etwa 20% bis 30% reduziert, die Herstellkos-
ten um 3% bis 5% sowie die Anlaufkosten um 15% gesenkt werden. Zusätzlich wur-
den durch Qualitätsverbesserungen und verbessertes Änderungsmanagement die Pro-
duktfehler im Design um 50% und die Anzahl der benötigten Designänderungen um 
65% reduziert, die Problemlösungszeiten um 70% verkürzt sowie die Änderungskos-
ten insgesamt um 15% gesenkt werden. Im Bereich Ressourcen konnte die Anzahl der 
benötigen Maschinen um bis zu 40% reduziert werden, was in der Folge zu geringe-
rem Platzbedarf in der Produktion und zu reduzierten Investitionssummen führt. Eini-
ge Beiträge konnten zusätzlich signifikante Produktivitätssteigerungen um ca. 15% 
bis 20% messen, sowie 80% Zeitersparnisse bei der Informationsbeschaffung. Zum 
Nutzen aus der Kategorie Diverse Kosten zählen beispielsweise die Reduzierung der 
Materialflusskosten um 35% oder die Senkung der Kosten für Aufspannvorrichtungen 





Aufgrund der geringen Anzahl der Veröffentlichungen, welche einen tatsächlich 
realisierten Nutzen durch die Digitale Fabrik dokumentieren, wurde für den gemesse-
nen Nutzen keine Betrachtung in Abhängigkeit zum Zeitverlauf durchgeführt. Ein-
deutige Abhängigkeiten zu den in Kapitel 2 identifizierten Begriffskategorien konnten 
ebenso nicht identifiziert werden. 
5 Diskussion 
In den Abschnitten 4.3 und 4.4 wurden die kritischsten Erfolgsfaktoren und die aktu-
ell existierenden Problemfelder bei Einführung und Verwendung der Digitalen Fabrik 
analysiert. Beim Vergleich der Ergebnisse beider Analysen ist festzustellen, dass 
diejenigen Faktoren, welche am kritischsten für den Erfolg sind, gleichzeitig auch die 
größten Problemfelder darstellen (Tabelle 5). 
Tabelle 5. Gegenüberstellung Erfolgsfaktoren und Problemfelder im Bereich Digitale Fabrik 
Thematik Erfolgsfaktoren  Problemfelder 
Prozesse  Prozessharmonisierung  
 Integration der Digitale 





  Datenintegration  MES-Kopplung 
Insellösungen/ 
Schnittstellen 
















Um das Konzept der Digitalen Fabrik langfristig in der Praxis zu etablieren und damit 
die in Abschnitt 4.2 genannten Nutzenpotenziale zu realisieren, ist es deshalb zukünf-
tig von Bedeutung, vor allem die Problemfelder zum Thema Prozesse, Datenintegra-
tion, Insellösungen/Schnittstellen und Softwareauswahl möglichst frühzeitig anzuge-
hen und zu lösen. Daraus lassen sich folgende potenzielle Forschungsfragen ableiten, 
welche zukünftig bearbeitet werden sollten: 
 In wie weit ist es möglich, die unüberschaubare Systemvielfalt auf dem Gebiet der 
Digitalen Fabrik unter Verwendung eines Referenzprozesses zu strukturieren und 
somit die Individuelle Softwareauswahl zu erleichtern?  In wie weit ist es möglich, auf Basis existierender Datenaustauschformate standar-
disierte Schnittstellen zu generieren, welche eine Integration der Einzelanwendun-





 In wie weit ist es möglich, die Softwarelösungen der Digitalen Fabrik zu optimie-
ren um deren Integration in bestehende Prozesslandschaften zu ermöglichen? 
6 Zusammenfassung 
Ziel dieses Artikels war es, einen Überblick über den aktuellen Stand der Forschung 
zum Thema Digitale Fabrik darzustellen und daraus mögliche Handlungsfelder abzu-
leiten. Insgesamt ist festzustellen, dass es sich bei dem Begriff der Digitalen Fabrik 
um ein noch relativ junges Konzept handelt, für welches bisher noch kein einheitli-
ches Begriffsverständnis existiert. Die Nutzenpotenziale, welche durch die Digitale 
Fabrik ermöglicht werden, sind vielversprechend und könnten dazu beitragen, dass 
produzierende Unternehmen den Herausforderungen, welchen sie sich derzeit stellen 
müssen, gerecht werden. Dies lässt sich einerseits anhand erster positiver Rückmel-
dung über die in der Praxis erzielten Erfolge mit der Digitalen Fabrik belegen. Auf 
der anderen Seite existieren derzeit aber auch akute Probleme, vor allem auf den Ge-
bieten Prozesse, Datenintegration, Schnittstellen sowie Softwareauswahl, welche der 
erfolgreichen Einführung und Verwendung der Digitalen Fabrik in der Praxis noch im 
Wege stehen und möglicherweise dazu führen, dass Unternehmen sich aktuell noch 
scheuen, in dieses Thema zu investieren. 
Abschließend wurden einige Forschungsfragen definiert, welche dazu beitragen 
könnten, die bestehenden Problemfelder zu beseitigen und die Digitale Fabrik lang-
fristig in der Praxis zu etablieren. 
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Abstract. Nutzungsdaten von Industrieunternehmen, die auf systembasierten 
Analysen fundieren, liegen als empirisches Datenmaterial der Wirtschaftsin-
formatik kaum vor. Der Beitrag stellt 53 detailliert analysierte Industrieunter-
nehmen vor, deren Daten Aufschluss über Häufigkeit der Nutzung von Produk-
tionsprozessen liefern und die Tätigkeitsschwerpunkte von Anwendern quanti-
fizieren. Der Datenbestand wurde gewonnen auf Basis von Nutzungsanalysen 
von SAP-Systemen mittels RBE Plus, einem Reverse Business Engineering 
Werkzeug. Die Systemdaten basieren auf den Aktivitäten von mehr als 191.000 
Anwendern in Unternehmen aus Europa und den USA. Die Erkenntnisse liefern 
dem Einzelunternehmen einen Vergleichsmaßstab und zeigen, wo Verbesse-
rungspotenziale in den Teilprozessen liegen. 
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1 ERP-Nutzung in Industrieunternehmen 
ERP-Systeme sind, besonders in Industrieunternehmen, kaum mehr wegzudenken. 
Doch wenn untersucht werden soll, welche Geschäftsprozesse mit IT-Unterstützung 
durchgeführt werden, gab es bisher lediglich zwei Ansatzpunkte: Referenzmodelle 
analysieren und Anwenderbefragungen durchführen. 
Eine Möglichkeit besteht darin, sich von der angebotenen Funktionalität der Soft-
ware zu nähern, die in Referenzmodellen abgebildet ist [1]. Man muss allerdings da-
von ausgehen, dass aus diversen Gründen nicht alle verfügbaren Funktionen genutzt 
werden. Deswegen wird versucht durch eine Befragung von Unternehmen herauszu-
finden, wo die Nutzungsschwerpunkte liegen [2]. Der Nachteil bei solchen Befragun-
gen ist allerdings, dass die Qualität aufgrund subjektiver Aussagen, Wissensstand und 
Position des Befragten sowie des hohen Bearbeitungsaufwands und damit verbunde-
nen geringen Stichprobengröße nur schwer den Anforderungen gerecht wird. 
In diesem Artikel soll daher eine andere (objektive) Datenquelle verwendet wer-
den, um die tatsächliche Nutzung in Industrieunternehmen zu bestimmen. Es handelt 
sich dabei um eine Datenbank mit 77 toolbasierten Systemanalysen, die mit der RBE-





lichen Nutzung entsprechen und die Berechnungsgrundlage für alle Kennzahlen die 
gleiche ist. 
Die generelle Forschungsfrage, die dem Beitrag zu Grunde liegt, ist, wie kann die 
Nutzung von SAP ERP durch Fachanwender quantitativ bewertet und eingeordnet 
werden, um daraus Orientierungshilfen für Software- und Organisationsgestaltung 
abzuleiten? Konkret wird in diesem Beitrag die Frage beantwortet, welche produkti-
onsnahen Funktionalitäten, die in SAP ERP enthalten sind, wie intensiv von den 
Fachanwendern verwendet werden.  
In Kapitel 1.1 und 1.2 wird ein Überblick über den aktuellen Stand der ERP-
Diskussion sowie vergleichbare wissenschaftliche Ansätze zur Analyse von Produkti-
onsunternehmen gegeben. Danach wird in Abschnitt 1.3 die systemtechnische Analy-
semethode der SAP-Nutzungsanalyse eingeführt und das verwendete Werkzeug ‚RBE 
Plus‘ vorgestellt, das die Datensätze aus 53 Industrieunternehmen gewonnen und 
aufbereitet hat. Die Forschungsfragen werden in Abschnitt 1.4 formuliert. Der unter-
suchte Datenbestand der Anwenderunternehmen wird in Abschnitt 2.1 vorgestellt, 
anhand von 6 Komplexitätskriterien charakterisiert und die enthaltenen Industrieun-
ternehmen identifiziert. Um die Datenbasis weiter zu erschließen, werden in Ab-
schnitt 2.2 Beleg-, Anwender- und Stammdatenschwerpunkte in Teilprozessen der 
Produktion und der Disposition ermittelt. In Abschnitt 2.3 werden Fragen geklärt, wie 
sich externe Integration und individuelle Erweiterungen in Systemen der Industrie 
von anderen Systemen unterscheiden sowie welche Teilprozesse typischerweise ge-
meinsam oder gegensätzlich eingesetzt werden. Das Kap. 3 fasst die Erkenntnisbei-
träge zusammen und liefert Ansatzpunkte für Forschung und Anwenderunternehmen 
aufgrund der untersuchten Kriterien. Kapitel 4 liefert ein Fazit.  
1.1 Moderne ERP-Systeme 
Viele Unternehmen haben weltweit Enterprise-Resource-Planning-Systeme wie SAP 
ERP eingeführt, um wettbewerbsfähig zu bleiben und ihren sich ständig ändernden 
Geschäftsstrategien besser und schneller folgen zu können [4-5]. ERP-Systeme sind 
integrierte Informationssysteme, die Geschäftsprozesse für viele Anwender auf einer 
einzigen integrierten Datenbasis zur Verfügung stellen [6]. ERP-Systeme bieten dafür 
ein breites Spektrum an Funktionalität und Geschäftsprozessen. Gleichzeitig können 
sie für die spezifischen Bedürfnisse des jeweiligen Anwenderunternehmens konfigu-
riert werden [1], [7]. Daher gehören ERP-Systeme zum Typus der adaptierbaren 
Standardanwendungssoftware [8], die an neue Anforderungen des Marktes, den orga-
nisatorischen Wandel im einzelnen Unternehmen und die veränderlichen Aufgaben-
zuordnungen der Fachanwender angepasst werden kann [9-10]. 
Oft spricht man hier auch von integrierten Systemen, d. h. die einzelnen Teilberei-
che der Software müssen semantisch korrekt miteinander zusammenarbeiten [11]. 
Moderne ERP-Systeme zeichnen sich dadurch aus, dass die Integration gar über die 
Unternehmensgrenzen hinaus erweitert wird. Dies kann beispielsweise durch eine 
elektronische Anbindung von Lieferanten, Kunden oder Regulierungsbehörden statt-





zusätzlich einen Planungsaspekt, spricht man in diesem Zusammenhang auch von 
Supply Chain Management (SCM) [12]. 
Besonders in Industrieunternehmen sind diese Aspekte sehr wichtig. So können 
Zulieferbetriebe ihre Kunden oder große OEMs ihre Lieferanten anbinden, um für den 
Endkunden möglichst direkt verbindliche Lieferterminzusagen machen zu können. In 
jedem Fall profitieren sie aber auch selbst davon, jederzeit alle Kundenaufträge, Be-
stellungen, Fertigungsaufträge, Ressourcen oder Kontosalden abrufen zu können. Die 
Integration der einzelnen Module sorgt dafür, dass jeder Geschäftsvorfall in allen 
Bereichen zu den notwendigen Buchungen führt. So wird beispielsweise bei der 
Rückmeldung eines Fertigungsauftrages der Wert der Einsatzprodukte sowie die Kos-
tensätze der Mitarbeiter und Maschinen ermittelt, Bestandszu- und -abgänge gebucht, 
entsprechende Kostenstellen be- und entlastet und der Kapazitätsverbrauch registriert. 
Aufgrund der zunehmenden Leistungsfähigkeit der Hardware konnte sich auch die 
Software in den letzten Jahren ständig weiterentwickeln und immer neue Funktionen 
bereitstellen. So hat sich die SAP Business Suite zur umfassendsten Standardanwen-
dungssoftware für mittlere bis sehr große Unternehmen entwickelt und wird heute von 
über 100.000 Kunden, darunter viele Großunternehmen und Dax-Konzerne, einge-
setzt [13]. Durch den breiten Einsatz von ERP-Systemen in der Unternehmenspraxis 
finden sich eben dort aktuelle empirische Daten.  
1.2 Nutzung von ERP-Systemen 
Entscheidet sich ein Unternehmen für die Software, bedeutet dies aber noch lange 
nicht, dass alle implementierten Funktionalitäten auch tatsächlich eingesetzt werden 
[14]. Ähnlich wie man z. B. bei einer Microsoft Office Installation zuerst wählen 
muss, welche Bestandteile (Excel, Word, Outlook, etc.) installiert werden sollen, kann 
sich das Unternehmen auch für verschiedene Module (Vertrieb, Einkauf, Finanzwesen 
etc.) entscheiden. Genauso wie dann beispielsweise bei Outlook auch zuerst der 
Email-Account konfiguriert werden muss (Servereinstellungen, zu synchronisierende 
Elemente wie Email, Kalender, Notizen etc.), muss auch eine Standardsoftware an 
den vorgesehenen Stellen geeignet parametrisiert werden, was bei SAP auch als ‚Cus-
tomizing‘ bezeichnet wird. 
Beachtet man nun, dass Einführungen der Business Suite oftmals viele Monate, 
teilweise sogar Jahre dauern, wird schnell klar, dass die Nutzung einer Funktion teils 
erhebliche Barrieren besitzen kann. Im Umkehrschluss bedeutet dies, dass die Nut-
zung zwar zum einen von den Bedürfnissen der Unternehmen, aber zum anderen auch 
davon abhängt, ob der erwartete Nutzen den Einführungsaufwand aufwiegt. 
Eine Analyse der Nutzung und des Anwenderverhaltens bzgl. seiner Tätigkeiten in 
Geschäftsprozessen oder seine Differenzierung nach Schwerpunkten wird als hilf-
reich, aber sehr schwierig eingeschätzt [15]. Auch in internationalen Veröffentlichun-
gen mit Bezug zur Nutzungsphase von ERP-Systemen basiert die Begründung ganzer 
Modelle lediglich auf Befragungen einzelner Anwender [2], [16] oder gar auf den 
Auswertungen von Kundenpräsentationen auf SAP-Veranstaltungen [17].  
Bisherige Studien untersuchen die Nutzung nur rudimentär: So führten JONES und 





Unternehmen in 50 Fällen eine gültige Antwort erhielten. Erhoben wurden 26 Multip-
le-Choice-Fragen, darunter die Anzahl der Anwender (<500, 50 - 1.000, 1.000 - 
2.500, 2.500 - 5.000, >5.000) oder die Anzahl der eingesetzten Module. Problema-
tisch ist, dass auch der Detaillierungsgrad der Fragen sehr gering ist. So beschränkt 
sich die Ermittlung des Funktionsumfangs auf die Modulebene [2]. Zusätzlich ist der 
Wahrheitsgehalt der Aussagen genauso wenig überprüfbar wie die Frage, wer den 
Fragebogen tatsächlich ausgefüllt hat. 
Diesen der verhaltensorientierten Forschung zuzurechnenden Verfahren steht eine - 
hier verwendete - wesentlich untrüglichere Datenbasis gegenüber in Form der Aktivi-
tätsdaten, die Anwender in ihrer Unternehmenssoftware hinterlassen haben. Diese bis 
jetzt brachliegende Erkenntnisquelle zu erreichen und aufzubereiten ist allerdings mit 
gewissen Hürden verbunden. 
 Für eine Analyse müssen diese Detaildaten identifiziert und in anonymisierter 
Form aufbereitet werden, um den Datenschutz- und Firmenanforderungen gerecht 
zu werden. Es dürfen (zumindest in Deutschland) keine Rückschlüsse auf einen 
einzelnen Anwender und das einzelne Unternehmen mehr möglich sein.   Darüber hinaus müssen die Rohdaten zu sinnvollen Nutzungsindikatoren zusam-
mengefasst und strukturiert werden, um die Fragestellungen zu beantworten. 
1.3 SAP-Nutzungsanalyse mit RBE Plus 
Für die Aufgabe, Modelle aus produktiven R/3-Systemen abzuleiten, wurde der Be-
griff Reverse Business Engineering (RBE) von Hufgard und Wenzel-Däfler geprägt 
[3]. Bestimmung des entsprechenden Analysewerkzeugs „RBE Plus“ ist es, basierend 
auf den Gestaltungs- und Nutzungsdaten der SAP-Unternehmenssoftware herauszu-
finden, welche Prozesse, Funktionen, Customizing-Einstellungen, Stammdaten oder 
Transaktionen tatsächlich wie oft, von welchen Anwendern und wie intensiv genutzt 
werden. Auf diesem Weg wird eine objektive Faktenbasis geschaffen, die eine Bewer-
tung der System- und Prozessgestaltung und der wirklichen Nutzung durch den Fach-
anwender ermöglicht [14]. 
Die Nutzungsanalytik dient zur Identifizierung der verwendeten und brachliegen-
den Gestaltungsmöglichkeiten eines SAP-Kundensystems mittels Kennzahlen und 
Referenzstrukturen. Weiterhin können die RBE-Analysen inhaltlich zeigen, welcher 
SAP-Lösungsumfang konfiguriert (ausgewählt, angepasst) und wo Funktionalitäten 
dazu ergänzt wurden. So lässt sich die Soll-Konzeption von Organisationsstrukturen, 
Geschäftsprozessen und ihren Varianten rekonstruieren und mit der Ist-Nutzung aus 
den aktiv genutzten Stamm- und Bewegungsdaten vergleichen. 
Mit RBE Plus werden keine Umsatzzahlen, Bestandswerte oder weitere kritische 
Finanzdaten analysiert, sondern die Konfiguration, Prozesskennzahlen und andere 
strukturelle Nutzungsindikatoren. Trotzdem gibt es auch für solche Nutzungsinforma-





1.4 Forschungsfrage und –methode 
Die funktionale Nutzung von ERP Software ist ein sehr aussagekräftiger Indikator für 
die IT-Durchdringung in Unternehmen. Allerdings dürfen nicht nur die installierten 
Module gezählt, sondern es müssen auch die Aktivitäten der Anwender in der Pro-
zessabwicklung bewertet werden. Die generelle Forschungsfrage, die dem Beitrag zu 
Grunde liegt, ist deswegen, wie kann die Nutzung von SAP ERP durch Fachanwender 
quantitativ bewertet und eingeordnet werden, um daraus Orientierungshilfen für 
Software- und Organisationsgestaltung abzuleiten? Da die Nutzung eines Teilprozes-
ses durch 4 oder auch durch 400 Mitarbeiter erfolgen kann, muss dabei die Frage 
beantwortet werden, wo die Schwerpunkte der Anwendertätigkeiten liegen, da diese 
für die Unternehmen ein entscheidender Kostenfaktor sind. Neben der Arbeitszeit 
stellt sich auch die Frage nach dem Qualifizierungsbedarf.  
Der betriebswirtschaftliche Untersuchungsbereich sind die produktionsnahen 
Funktionalitäten, die in SAP ERP enthalten sind. Die Frage stellt sich daher, welche 
produktionsnahen Fähigkeiten einer ERP-Software werden wie intensiv eingesetzt? 
Indirekt kann damit auch die Frage beantwortet werden, ob sich für die untersuchten 
Unternehmen der Schritt zu ERP - statt zu einer Branchensoftware - gelohnt hat. Je 
mehr Funktionen im Einsatz sind, desto lohnenswerter war die Investition in Stan-
dard-ERP und eine Branchensoftware hätte demnach keinen Zusatznutzen aufgewie-
sen. Um diese Erkenntnis abzusichern, sollten auch Fragen nach Erweiterungen und 
Schnittstellen gestellt werden.  
Um die Forschungsfragen zu beantworten, werden zunächst die analysierten pro-
duzierenden Unternehmen vorgestellt und anhand von sechs Kennzahlen charakteri-
siert (2.1). Die deskriptiven Ergebnisse (2.2) zur Häufigkeit der Verwendung von 
Teilprozessen, zu den erzeugten Belegvolumina in der Produktion, zu den Anwender-
schwerpunkten und zu der Verwendung von Stammdaten liefern Fakten, um die For-
schungsfragen zu beantworten. Die zusätzlichen Analysen (2.3) zu externer Kommu-
nikation und Zusatzentwicklungen zeigen eine weitere Perspektive und dienen der 
Absicherung der Ergebnisse. Gleiches gilt für die Korrelationsanalyse bzgl. der Zu-
sammenhänge in der Verwendung. Die Autoren versuchen auch jeweils eine adäquate 
statistische Darstellungsmethode einzusetzen. Die Erklärungen hierfür sind kurz ge-
halten und beschränken sich auf die Förderung des inhaltlichen Verständnisses. Kapi-
tel 3 dient der inhaltlichen Diskussion und Interpretation der Erkenntnisse. 
2 Analyseergebnisse 
2.1 Analysierte Anwenderunternehmen 
Die in Tabelle 1 vorliegenden 53 Datensätze sind eine Teilmenge von 77 RBE Plus-
Analysen der Jahre 2011/12. Es handelt sich jeweils um einen Satz von ca. 4.000 
Messwerten und Kennzahlen von Anwenderunternehmen aus Europa - mit Schwer-
punkt Deutschland - und den USA. Um die produzierenden Unternehmen innerhalb 
des vorliegenden Datenbestands zu identifizieren, wurde ermittelt, in welchen Syste-





oder Kanban gearbeitet wurde. Die Identifikation der Prozessnutzung erfolgte auf-
grund der genutzten Stamm-, Bewegungs- und Customizingdaten [14]. Diese Unter-
nehmen werden von nun an als Industrieunternehmen behandelt. Wie in Tabelle 1 zu 
erkennen, bleiben von den 77 Analysen schließlich 53 Industrieunternehmen übrig, 
die von nun an für die weiteren Untersuchungen verwendet werden.  
Tabelle 1. Charakterisierung der untersuchten Systeme 





53 3.620 140 26.000 5.924 
SAP-Module  53 18,6 11 30 5,0 
Erweiterungen  53 2.956 100 19.000 3.643 
Schnittstellen  53 948 5 3.700 1.053 
Organisationen  53 2.878 40 21.500 5.611 
Länder  53 10,0 1 80 15,8 
 
Zur Charakterisierung der Systeme in Tabelle 1 wurden sechs Komplexitätsindikato-
ren ausgewählt, die neben der Anzahl aktiver Anwender aus den genutzten SAP-
Modulen, den vorgenommenen Erweiterungen, den implementierten Schnittstellen, 
der Anzahl aktiver Organisationseinheiten und der Anzahl der Länder, in denen bilan-
ziert werden muss, bestehen [14][19].  
Während in allen 77 Systemen durchschnittlich 3.289 Dialoganwender aktiv wa-
ren, weisen Industrieunternehmen mit 3.620 Anwendern einen überdurchschnittlich 
hohen Wert auf. Dies bedeutet, dass die Nutzungskennzahlen zusammen durch über 
insgesamt 250.000 Anwender generiert wurden, wovon dann 191.000 Anwender in 
der Industrie tätig sind. Damit bestätigt sich indirekt auch die hohe Bedeutung, die 
dieser Wirtschaftszweig sowohl in der Realwirtschaft, als auch in der Wirtschaftsin-
formatik besitzt.  
Aus Gründen der eingegangenen Verpflichtungen gegenüber den untersuchten Un-
ternehmen sind die Daten zweifach anonymisiert. Die Benutzerdaten gibt es nur als 
aggregierte Kennzahlen und alle beschreibenden Daten zum Unternehmen sind elimi-
niert, so dass kein Rückschluss auf ein einzelnes Unternehmen mehr möglich ist. Eine 
Differenzierung nach Branchen oder Ländern ist aufgrund der Anonymisierung nicht 
möglich. Weiterhin werden Einzeldaten wie das Minimum und Maximum nur gerun-
det oder als Intervall angegeben. Alle sonstigen statistischen Werte – wie der Mittel-






2.2 Deskriptive Ergebnisse 
Teilprozesse. Bevor untersucht wird, wie viele Belege durch verschiedene Prozesse 
erzeugt werden, soll zuerst dargestellt werden, wie häufig diese Prozesse im Einsatz 
sind. Dazu wird zu jeder Kennzahl „Beleganzahl“, die die Anzahl der Belege beinhal-
tet, nach dem Schema (1) der „Nutzungsindikator“ bewertet, indem geprüft wird, ob 
die Anzahl größer als Null ist. Falls ja, ist der Nutzungsindikator 1 („wahr“), falls 
nicht 0, („falsch“). 
 Nutzungsindikator = Beleganzahl > 0 (1) 
Berechnet man über den Nutzungsindikator dann das arithmetische Mittel, ergibt sich 
automatisch die Häufigkeit, mit der dieser Belegtyp verwendet wurde. Abbildung 1 
zeigt die verschiedenen Teilprozesse der Produktion und der Disposition sortiert nach 
der Häufigkeit des Einsatzes der Teilprozesse. Es ist ein klarer Unterschied zwischen 
Funktionen, die sehr oft bzw. immer im Einsatz sind, und Funktionalitäten, die nur 
selten genutzt werden, zu erkennen. 
Die drei Teilprozesse aus der Disposition wie ‚Planaufträge‘, ‚Bedarfsplanung‘ und 
‚Primärbedarfe‘ liegen bei einem Verbreitungsgrad von über 90%. Am wenigsten 
verwendet werden ‚Serienaufträge‘, ‚Leitteileplanung‘ und ‚Kanban‘, die nur bei 
einem Fünftel der Produktionsunternehmen im Einsatz sind. Eine detaillierte inhaltli-
che Beschreibung und Abgrenzung der aufgeführten Teilprozesse ist bei Mertens et.al 
zu finden [18].  
 
 
Abb. 1. Häufigkeiten der Teilprozesse für Disposition und Produktion (N=53) 
Belegvolumina. Es fällt auf, dass die Bereiche mit der häufigsten Nutzung nicht 
gleichzusetzten sind mit der Erzeugung von großen Belegmengen, wie Tabelle 2 für 
die Teilprozesse der Produktion zeigt. Obwohl die Auftragseinplanung mit N=46 die 
am häufigsten genutzte Funktionalität in der Produktion darstellt, gibt es hier durch-
schnittlich die geringste Beleganzahl pro Monat. Bei der Planung kann dies bei-
spielsweise darauf zurückzuführen sein, dass die Aufgaben nicht täglich, sondern nur 





flusst, was die hohe Standardabweichung belegt. Dieser Effekt lässt sich durch die 
große Heterogenität der Unternehmensgrößen erklären. Es wird daher bewusst nur ein 
kleiner Auszug gezeigt und im Folgenden wenn möglich mit relativen Werten gear-
beitet, die den Effekt der Unternehmensgrößen weitgehend bereinigen. 








Auftragseinplanung 5.125 46 3 67.112 11.176 
Fertigungsaufträge 13.368 36 7 124.724 24.656 
Serienaufträge 37.167 11 0 317.133 93.539 
Prozessaufträge 16.447 21 106 80.751 27.111 
Kanban 56.612 8 3 338.206 115.750 
 
Anwenderschwerpunkte. Um diese relativen Zahlen bilden zu können, wird als 
Referenz die Gesamtanzahl der Anwender mit Transaktionsnutzung verwendet, die 
bereits in Kapitel 2.1 zur Bestimmung der Systemgröße genutzt wurde. Darin enthal-
ten sind sowohl User, die Belege gebucht haben, als auch diejenigen, die nur Lesezu-
griffe ausgeführt haben. 
Betrachtet werden nun Anwender, die Daten erfasst und Belege gebucht oder ge-
ändert haben und somit in den entsprechenden Tabellen des SAP-Systems dokumen-
tiert sind. Nach der Transformation in relative Werte ergibt sich das Ergebnis wie in 
Tabelle 3 zu sehen. 










Kanban 6,5% 8 0,4% 18,7% 6,2% 
Prozessaufträge 6,2% 21 0,2% 18,3% 4,8% 
Primärbedarfe 5,9% 42 0,2% 25,2% 4,9% 
Auftragsrückmeldung 4,6% 31 0,1% 24,8% 6,4% 
Fertigungsaufträge 4,1% 35 0,1% 13,4% 3,5% 
Bedarfsplanung 4,0% 47 0,1% 15,3% 3,8% 
Auftragseinplanung 3,6% 43 0,2% 36,0% 5,6% 
Planaufträge 2,5% 50 0,1% 11,0% 2,4% 
Serienaufträge 1,8% 10 0,1% 7,4% 2,2% 














Sekundärbedarfe 1,2% 36 0,0% 21,6% 3,6% 
Absatz- und Produkti-
onsgrobplanung 
0,7% 14 0,0% 2,7% 0,8% 
Langfristplanung 0,3% 17 0,0% 1,8% 0,4% 
Prognose 0,2% 17 0,0% 1,2% 0,3% 
 
Stammdaten. Neben Belegen und Anwenderaktivitäten gibt es noch eine weitere 
Möglichkeit festzustellen, welche Prozesse wie intensiv im Einsatz sind: Stammdaten 
geben Auskunft darüber, welche Prozesse benutzbar sind. Gibt es beispielsweise 
Stücklisten und Arbeitspläne, ist davon auszugehen, dass eine Sekundärbedarfsermitt-
lung durchgeführt wird und Produktionsaufträge für die diskrete Fertigung angelegt 
werden. Um die Effekte der unterschiedlichen Unternehmensgrößen erneut zu umge-
hen, wird analog zum Schema (1) wieder mit dem Nutzungsindikator und der Häufig-
keit des Einsatzes gearbeitet. Abbildung 2 zeigt in absteigender Reihenfolge, in wie 




Abb. 2. Häufigkeiten der Stammdatenanlage (N=53) 
2.3 Analyse 
Nachdem nun die grundsätzliche Nutzung der zur Verfügung stehenden Teilprozesse 





plexität dieser Systeme durch kundenindividuelle Zusatzentwicklungen1 oder externe 
Kommunikation2 mit Fremdsystemen per Schnittstellen signifikant erhöht und somit 
fehlende Standardfunktionalität zu einem möglicherweise hohen Preis erkauft wurde. 
Kommunikation und Zusatzentwicklung. Mit diesen beiden Komplexitätsindi-
katoren kann auch festgestellt werden, ob die industriespezifischen Funktionen aus-
reichen, oder von den Kunden viele Zusatzentwicklungen erstellt werden mussten. Es 





Abb. 3. Boxplot der externen Kommunikation und individuellen Zusatzentwicklungen 
In Abbildung 3 werden die 53 Systeme von Industrieunternehmen mit den übrigen 24 
Systemen der Datenbasis verglichen. Die Ergebnisse legen nahe, dass Systeme in der 
Industrie mit deutlich mehr externen Kommunikationsschnittstellen arbeiten, bei den 
individuellen Zusatzentwicklungen aber - bis auf wenige Ausreißer - kaum signifikan-
te Unterschiede aufweisen. Das generell leicht höhere Niveau lässt sich auch über die 
insgesamt größeren Systeme und höheren Nutzerzahlen erklären. Es scheint zumin-
dest nicht der Fall zu sein, dass beim Einsatz von Funktionen in der Produktion ein 
erhöhter Individualisierungsaufwand entsteht, zumindest nicht höher als bei den übri-
gen Modulen. 
Komplexität. Es lässt sich insgesamt feststellen, dass Industrieunternehmen eine 
höhere Komplexität besitzen: Bei den Komplexitätskriterien aus Tabelle 1 kann an-
hand der sechs Kriterien (Anzahl Anwender, genutzte Module, vorgenommene Erwei-
terungen, implementierte Schnittstellen, Anzahl aktiver Organisationseinheiten und 
                                                           
1 Unter dem Begriff ‚Zusatzentwicklungen‘ werden hier genutzte, vom Kunden entwickelte 
Programme, modifizierte SAP-Programme, modifizierte Tabellen, aktive Business Addins 
sowie Customer Exits subsumiert [14]. 
2 Als Maßzahl für die externe Kommunikation werden alle extern aufgerufenen Transaktionen 






Anzahl der Länder, in denen bilanziert wird) und einer Two-Step-Clusteranalyse der 
Datenbestand in zwei Peergroups aufgeteilt werden. Während das Verhältnis von 
komplexen zu normalen Systemen in der Industrie bei 25:28 liegt, ist es bei den übri-
gen Unternehmen nur bei 6:18. Somit stammen 25 der 31 komplexen Unternehmen 
aus der Industrie. 
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Fertigungs-
aufträge 
      -0,6                   
Serienaufträge         0,56   0,28             
Prozessaufträge   -0,6                       
Kanban     0,56           0,34         
Prognose                     0,35     
Langfrist-
planung 




            0,29   0,37         
Leitteile-
planung 




Primärbedarfe                     0,3     
Sekundär-
bedarfe 
0,37         0,35       0,3       
Bedarfsplanung                         
0,
86 
Planaufträge                 -0,3     0,86   
 
Korrelation der Teilprozesse. Die Fragestellung nach den Zusammenhängen bei der 
Nutzung der Teilprozesse beantwortet die Korrelation nach Pearson in Tabelle 4. Die 
stärkste negative Korrelation mit -0,6 haben ‚Fertigungs- und Prozessaufträge‘, da 
diskrete Fertigung und kontinuierliche Prozessfertigung sich faktisch gegenseitig 
ausschließen. Auf der positiven Seite korrelieren die ‚Bedarfsplanung‘ und ‚Planauf-
träge‘ am stärksten miteinander. 
Hervorzuheben sind weiterhin Teilprozesse mit mehreren signifikanten Beziehun-
gen. So schließt die ‚Leitteileplanung‘ zwar die ‚Planaufträge‘ oft aus, tritt aber häu-
fig zusammen mit der ‚Absatz- und Produktionsgrobplanung‘ und ‚Kanban‘ auf. Die 





tigungsaufträge und Prozessaufträge schließen sich zwar aus, haben aber keine weite-
ren signifikanten Zusammenhänge mit anderen Teilprozessen. 
3 Diskussion der Ergebnisse 
3.1 Theoretische Erkenntnisse 
Im Beitrag werden neue Kennzahlen zur Verbreitung und Anteil der aktiven Anwen-
der in Teilprozessen der Produktion auf Basis einer systembasierten Analysetechnik 
und -methodik eingeführt. In diesem Zusammenhang werden Ergebnisse in einer 
Datenqualität bereitgestellt, die weit über die Qualität der bisher üblichen Ergebnisse 
von Befragungen hinausgeht. 
In der deskriptiven Darstellung der Nutzungsindikatoren werden mehrere Perspek-
tiven auf den Produktionsbereich eröffnet und kombiniert: Teilprozesse, Anteil der 
Anwendertätigkeiten, Belegvolumina und Stammdaten. Diese Kombination von Nut-
zungsdaten erscheint notwendig, um die ERP-Nutzung richtig quantitativ zu bewerten 
und einzuordnen. Dies beweisen die gegensätzlichen Aussagen zu ‚Kanban‘: Der 
Teilprozess wird mit 16 % der Unternehmen zwar selten verwendet (Abbildung 1). 
Tabelle 3 zeigt aber demgegenüber, dass Kanban mit 6,5 % die meisten Anwender 
aller Teilprozesse der Produktion erreicht, wenn es eingesetzt wird. Ein selten ver-
wendeter Teilprozess wie Kanban, der aber einen Anwenderschwerpunkt in den In-
dustrieunternehmen bildet, erreicht mehr Anwender, als sein Verbreitungsgrad zu-
nächst vermuten lässt.  
Die Konsequenz dieser beiden extrem unterschiedlichen Kennzahlenwerte ist, dass 
sie zusammen betrachtet werden müssen. Die richtige Bewertung und Quantifizierung 
der Nutzung ist demnach nur durch die Kombination mehrerer Kennzahlenperspekti-
ven möglich, die die hier vorgestellten Nutzungsaspekte eines Informationssystems 
einbeziehen. Damit ist der erste Teil der Forschungsfrage beantwortet.  
3.2 Praktische Erkenntnisse 
Im zweiten Teil der Forschungsfrage wurde die Umsetzbarkeit für Organisatoren im 
Unternehmen und Softwarehersteller adressiert. Aus den Erkenntnissen der hier aus-
gewerteten 53 Produktionsunternehmen lassen sich einige wichtige Prinzipien ablei-
ten, die in Verbesserungsmaßnahmen in der Unternehmenspraxis umgesetzt werden 
können.  
Die Häufigkeit der Verwendung von Teilprozessen in der Produktion in Abbildung 
1 zeigt sowohl den Unternehmen, als auch dem Softwarehersteller SAP, dass im Be-
reich der Produktion zwei große Gruppen bezüglich der Verbreitung existieren. Die 
erste Gruppe umfasst die klassischen Prozesse des MRP II Ablaufes, beginnend mit 
der Prognose über die Bedarfsplanung bis hin zu Primärbedarfen, Sekundärbedarfen 
und Planaufträgen, die mit Verwendungshäufigkeiten von nahe 80% zur Standardnut-
zung in fast jedem Unternehmen gehören. Die zweite Gruppe bezieht sich auf Funkti-





onsgrobplanung, Langfristplanung, Serienaufträge, Leitteileplanung und Kanban. Da 
Fertigungsaufträge und Prozessaufträge additiv betrachtet werden müssen, werden sie 
aus dieser Betrachtung herausgenommen, zumal sie notwendigerweise in fast jedem 
Produktionsunternehmen in einer ihrer Formen vorliegen müssen. 
Die Schlussfolgerung aus dieser Betrachtung ist, dass es sich bei der ersten Gruppe 
um die Kernfunktionalität einer Produktions-ERP-Software handelt. Die zweite 
Gruppe besteht aus Randfunktionalitäten, die für besondere Einsätze in einzelnen 
Branchen verwendet wird. 
Die Zahlen zu den Anwenderschwerpunkten in Tabelle 2 zeigen generell, dass nur 
ein recht geringer Anteil an Fachanwendern im Unternehmen in produktionsnahen 
Prozessen tätig ist. Die Zahlen können sich allerdings prozentual, wie die Maximal-
werte zeigen, nach oben bewegen, wenn das SAP-ERP-System in einem 
produktionslastigen Unternehmensbereich eingesetzt wird und dort weniger die Ver-
triebs-, Einkaufs- und sonstigen Bereiche den Schwerpunkt der Nutzung darstellen. 
Diese Differenzierung in Abhängigkeit von der Organisationsform muss Gegenstand 
einer weiteren Untersuchung sein. 
Die höchsten Anwenderschwerpunkte stellen mit dem dezentralen Kanban-
Prozess, dem rückmeldungs- und steuerungsintensiven Prozessauftrag und der direk-
ten Erfassung von Primäraufträgen Teilprozesse dar, die einen hohen manuellen Ein-
griff verlangen. Es ist davon auszugehen, dass die Werte durch Einsatz von Automati-
sierungsmaßnahmen im Einzelfall stark beeinflusst werden können. Eine Untersu-
chung in diesem Bereich ist in weiteren Veröffentlichungen geplant. 
Betrachtet man die wenig genutzten Funktionalitäten, wird deutlich, dass es sich 
bei der Prognose, der Langfristplanung, der Absatz- und Produktionsgrobplanung 
nicht nur um relativ wenig verbreitete Produktionsprozesse handelt, sondern auch um 
absolute Expertenthemen. Im Unternehmen sind nur wenige Mitarbeiter an dieser 
Stelle ausgebildet bzw. notwendig, um die entsprechenden Planungsprozesse durch-
zuführen. 
Die in der Analyse angestellten zusammenhängenden Betrachtungen mit den indi-
viduellen Erweiterungen und der externen Kommunikation zeigen, dass Schnittstel-
lenkommunikation sicherlich zum Tagesgeschäft eines Produktionsunternehmens 
gehören muss. Die Anbindung von Geschäftspartnern und Lieferanten ist für Produk-
tionsunternehmen eindeutig stärker ausgeprägt als für den Rest der ERP-Systeme. Die 
Anzahl der Zusatzentwicklungen ist zwar im Mittel höher, jedoch vor allem aufgrund 
einiger Ausreißer, wie die Darstellung im Boxplot bestätigt. Dies kann ein Hinweis 
darauf sein, dass Produktionsunternehmen, die generell mehr Module einsetzen, auch 
mehr Zusatzentwicklungen benötigen. Es kann aber auch darauf hindeuten, dass diese 
Zusatzentwicklungen spezielle Branchenfunktionalität ersetzen. Die genaue Ursache 
muss in weiteren Untersuchungen geklärt werden, auch wenn die Abweichung nicht 
auf große Lücken bzgl. fehlender Branchenfunktionalität hinweist. 
Die Korrelationsanalyse der einzelnen Teilprozesse kann Unternehmen Anhalts-
punkte geben, die einen bestimmten Prozess einsetzen, ohne die damit signifikant 
korrelierenden Partnerprozesse zu verwenden. Die Überlegung hinter dieser Aussage 





überwiegend zum Ergebnis kamen, dass die zusätzlichen Prozesse eine sinnvolle Er-
gänzung bilden, um mehr Nutzen zu generieren. 
4 Fazit, Limitationen und Forschungsausblick 
Die systembasierte Nutzungsanalyse zeigt ihre Stärke in der Kombination von Nut-
zungsindikatoren, die es erlauben Perspektiven wie Teilprozesse, Belege, Anwender, 
Stammdaten und Zusatzentwicklungen heranzuziehen, um Fragestellungen systema-
tisch zu beantworten.  
Die Verfasser haben sich bisher darauf konzentriert den ERP-Datensatz aufzubau-
en, um eigene Fragestellungen zu beantworten. Es geht hierbei nicht primär um die 
Frage, welche Prozesse in Industrieunternehmen ablaufen, sondern welche Prozesse 
in der ERP Software wie intensiv genutzt werden. Der vorliegende Datenbestand hat 
erste Ergebnisse im Rahmen der Forschungsfragestellung aufbereitet. Nahezu jeder 
der dargestellten Aspekte kann weiter vertieft und mit zusätzlichen Fragestellungen 
verknüpft werden.  
Im Rahmen der Diskussion mit der Community sollen neue Fragestellungen identi-
fiziert und möglichst beantwortet werden. So wäre ein Vergleich zwischen der erwar-
teten betriebswirtschaftlichen Nutzung von Prozessen mit der Systemnutzung mög-
lich, um Abläufe außerhalb des SAP ERP-Systems zu identifizieren. Auch eine Er-
weiterung der Kennzahlenbasis oder die Ableitung neuer Kennzahlen wird angestrebt. 
Dazu sind Partner aus Forschung und Praxis eingeladen. 
Die Herausforderung der systembasierten Nutzungsanalytik liegt in der möglichst 
weitgehenden Förderung und Absicherung des Erkenntnisgewinns. Auf Basis des hier 
erstmals vorgestellten und kontinuierlich wachsenden Datenbestandes auf Grundlage 
von systembasierten Nutzungsanalysen wird es weitere Veröffentlichungen geben. 
Dabei dürfen die berechtigten Wünsche nach Vertraulichkeit und Datenschutz der 
Anwenderunternehmen nicht außer Acht gelassen werden. 
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Abstract. Veränderte produktionslogistische Rahmenbedingungen und neue 
Ziele im Supply Chain Management (SCM) erfordern ein Redesign aktueller 
Supply Chain Planning (SCP)-Systeme. In-Memory-basierte betriebliche In-
formationssysteme bieten viele Vorteile und können bei der Definition neuer 
SCM-Systeme zugrunde gelegt werden. Allerdings sind noch Defizite in der 
Datenorganisation und den User Interfaces zu überwinden sowie Geschäftspro-
zesse anzupassen. Basierend auf den Erfahrungen aus mehreren Forschungspro-
jekten und den dort praktisch realisierten Demonstratoren werden die Eigen-
schaften von Real-Time-SCP-Lösungen definiert und anhand des Sales and 
Operations Planning (SOP)-Prozesses Perspektiven zur Überwindung bestehen-
der Defizite aufgezeigt. 
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1 Motivation und Handlungsbedarf 
1.1 Ausgangslage 
Aufgrund veränderter produktionslogistischer Rahmenbedingungen, wie Wechselkur-
se, Rohstoff- und Transportkosten, und neuer Ziele im SCM sind heute verwendete 
SCP-Systeme nicht mehr suffizient [1], [2], [3]. Erweiterte technische Möglichkeiten 
bezüglich Hardware, Datenbanken und Architekturen ermöglichen deutlich leistungs-
fähigere SCM-Systeme [4]. Die zunehmende Komplexität, Fragilität und Dynamik 
der Supply Chain-Prozesse verstärkt den Wunsch nach genaueren und schnelleren 
Ergebnissen im SCP und weckt zusätzlich den Bedarf nach Simulationsfähigkeit. 
Das Design aktueller SCM-Systeme hatte zum Zeitpunkt seiner Konzeption Mitte 
der 1990er Jahre Hardwarelimitationen zu berücksichtigen. Die dadurch in den Sys-





unterschiedlicher Modelle waren nicht nur prozess- sondern vor allem auch technisch 
bedingt. Sie können heute durch bessere technische Möglichkeiten behoben werden 
[1], [4]. Seit der Designzeit der SCM-Systeme hat sich die verfügbare Rechenleistung 
mehr als vertausendfacht. Zudem ermöglichen aktuelle Hardwaresysteme die Nutzung 
von Mehrkern-Prozessoren. Durch moderne In-Memory (IM)-Systeme kann eine 
Beschleunigung der Datenübertragung um den Faktor 10³ gegenüber den Möglichkei-
ten zur Designzeit der SCM-Systeme erzielt werden [4]. 
Dieser Beitrag beruht auf der in Kapitel 2 durch Literaturanalyse untersetzten The-
se, dass derzeit in SCP-Systemen umgesetzte Konzepte zu Defiziten bezüglich Zuver-
lässigkeit, Aktualität, Realisierbarkeit und Genauigkeit der Planung führen, die wie-
derum negativ auf die Zielerfüllung des SCM wirken. IM-basierte Real-Time (RT)-
Systeme können die Grundlage für künftige RT-SCP-Systeme darstellen, um die ana-
lysierten Defizite zu beheben [4], [5], [6]. Abb. 1 stellt die Ausgangslage und eine 
mögliche Transformation zu RT-SCM-Systemen dar. 
 
 
Abb. 1. Handlungsbedarf zum Entwurf neuer RT-SCP-Systeme 
1.2 Stand der Technik und Forschung 
Zu Beginn sollen die verfügbaren Ansätze zu RT- und IM-Lösungen klassifiziert 
werden. Neben klassischen SCM-Systemen ohne IM-Technologie kann der Markt an 
Systemen mit IM-Konzepten bezüglich ihrer Architektur wie folgt klassifiziert wer-
den: 
(a) Vollständige SCM-Systeme mit strukturierten IM-Komponenten, wie SAP SCM 





(b) Engines oder Add-Ons zu führenden ERP-Systemen oder zu SCM-Systemen mit 
IM-Technologie ohne eigene permanente Datenhaltung, wie die ORSOFT Manu-
facturing Workbench [5],  
(c) auf generischen IM-Datenbanken gegründete betriebliche Software, z.B. Oracle 
Demantra auf Times Ten [8] oder SAP ERP auf HANA [9] und 
(d) IM-Datenbanken mit darauf zugeschnittenen Applikationen im selben Arbeits-
speicher, wie SOP powered by SAP HANA [9]. 
Schematisch und stark vereinfacht lassen sich diese vier Architekturvarianten wie in 
Abb. 2 darstellen. Die Varianten (a) und (b) nutzen spezifische interne Datenstruktu-
ren, während die Varianten (c) und (d) als auch von außen zugreifbare IM-
Datenbanken organisiert sind.  
 
 
Abb. 2. Architekturen existierender In-Memory-Systeme im Bereich des SCP 
In der Forschung zu IM- und betrieblichen RT-Systemen werden vor allem Themen 
der Datenverarbeitung, der Architekturveränderungen und verschiedene Themen aus 
dem Bereich des Business Intelligence wie Explorative Analyse betrachtet [10]. So 
sehen bspw. Fabian und Günther in [10] vor allem Anwendungsfelder im analytischen 
Bereich (u.a. Business Intelligence). 
Während in den Architekturvarianten (a) und (b) seit längerem IM-Lösungen für 
SCP verfügbar sind, sind doch Untersuchungen im Bereich der Adaptiven Planung für 
die Varianten (c) und (d) hingegen noch selten. Insbesondere die Transformation 
bestehender Geschäftsprozesse basierend auf IM- und RT-Systemen ist kaum thema-
tisiert. Piller et al. [6], [11] sowie Plattner und Zeier [4] befassen sich mit planeri-
schen Themen ohne, Tinnefeld et al. [12] hingegen mit praktischen Realisierungen.  
Ein Grund für die bisher nur sporadische Auseinandersetzung könnte sein, dass 
hauptspeicherbasierte, spaltenorientierte Datenbanken nicht nur Vorteile bieten, wenn 
SCP-Systeme darauf gegründet werden sollen. Die Nachteile liegen vor allem bei 
Schreiboperationen, deren Konsistenzsicherung in spaltenorientierten Datenbanksys-
temen weitreichendere Konsequenzen haben können. Bei den bisher vorgestellten und 
angekündigten Applikationen stehen daher zuerst analytische und lesende Prozesse im 
Vordergrund. Hier sind sehr schnell Verbesserungen zum derzeitigen Stand der Tech-
nik möglich und für Hersteller kommerziell wirksam. Auch SOP powered by HANA 





jedoch bisher noch nicht auf schreibende Prozesse der Produktionsplanung. Daher 
scheint die Auseinandersetzung mit dem Themenfeld RT-SCP-Systeme nötig. 
1.3 Vorgehen 
Zunächst werden die Ziele des SCM in der Literatur analysiert und in eine generali-
sierte Definition überführt. Künftige RT-SCP-Systeme werden sich daran messen 
lassen müssen, wie viel besser sie die Ziele des SCM befördern, als dies klassische 
Legacy-Systeme oder auch bereits existierende IM-Systeme vermögen. 
Um weiterhin Merkmale und Eigenschaften von RT-SCP-Systemen zu definieren, 
wird anschließend eine Analyse der in der Literatur benannten Defizite bestehender 
klassischer SCM-Systeme durchgeführt. Dabei können in Anlehnung an das Business 
Process Reengineering [13] drei Ebenen unterschieden werden: Konzeptionelle (Stra-
tegische) Ebene, Prozessebene sowie Architekturebene (Systemebene). Ausgehend 
von den Defiziten werden Eigenschaften ermittelt, die künftige RT-SCP-Systeme 
auszeichnen und in Tab. 1 dargestellt.  
Insbesondere werden in Kapitel 2 solche Defizite einer detaillierteren Betrachtung 
unterzogen, die von bereits bestehenden IM-Systemen (s. Abb. 2 und Tab. 1) noch 
nicht behoben werden. Folgend wird ein neues Konzept künftiger SCP-Systeme vor-
geschlagen, das sich durch eine jederzeit zuverlässige Planung mit kurzen und garan-
tierten Antwortzeiten (real-time) auszeichnet. 
Anhand einer induktiven Argumentationsstruktur werden sowohl die Nützlichkeit 
als auch die Machbarkeit dieses neuen Konzeptes in den Kapiteln 3 und 4 anhand von 
praktisch realisierten Demonstratoren1 (s. Kap. 3.3 und Tab. 1, Spalte 4) veranschau-
licht. Diese Demonstratoren wurden nach Architekturvariante (b) (s. Abb. 2) erstellt 
und ermöglichen die Erprobung der neuen Methoden für Datenhaltung, User Inter-
faces, Modell und transformierte planerische Prozesse im Bereich der SOP. Sie bele-
gen beispielhaft, wie erkannte Defizite bestehender Systeme praktisch in RT-SCP-
Systemen behoben werden können.  
2 Anforderungen des SCP und Defizite bestehender Systeme 
Gegenstand des SCM ist die Gestaltung, Planung, Koordination und Steuerung von 
Netzwerken, in denen eine Wertschöpfung durch Produktion, Handel oder Dienstleis-
tung stattfindet. Das SCM umfasst Informations-, Material- und Geldflüsse. Ziel ist 
das nachhaltige, wirtschaftlich erfolgreiche Agieren der beteiligten Akteure am Markt 
durch die Konzeption, Planung und Steuerung der Logistikkette derart, dass die fünf 
Klassen Bedarfsbefriedigung, Zeitziele, Qualitätsanforderungen, Flexibilitätsziele 
und nachhaltige Rentabilität optimal erfüllt werden [1], [2], [14]. 
Gartner definierte ein Echtzeitunternehmen (Real-Time Enterprise) in der deut-
schen Übersetzung von Grauer et al. als ein „Unternehmen, das zur Sicherung seiner 
                                                           
1 z. T. im Rahmen zweier vom Bundesministerium für Bildung und Forschung (BMBF) geför-





Wettbewerbsfähigkeit aktuelle Informationen nutzt, um nach und nach Verzögerungen 
im Management und Ablauf seiner kritischen Geschäftsprozesse abzubauen“ [15]. 
Es werden im folgenden Defizite sowohl bestehender, klassischer SCP-Systeme 
analysiert, als auch solche Defizite, die aktuelle, bereits auf IM-Technologien basie-
rende SCP-Systeme weiterhin aufweisen. Aus der literaturbasierten Defizitanalyse 
werden Eigenschaften abgeleitet, die Unternehmen darin unterstützen, mithilfe eines 
RT-SCP-Systems möglichst verzögerungsarm zu agieren [16]. 
Konzeptionelle Defizite klassischer SCP-Systeme ohne IM-Komponente sind ins-
besondere durch den Bruch vom ungenauen Masterplanungsmodell zum detaillierten 
operativen Modell gegeben [17]. So sind oft keine zuverlässige Bewertung der Mach-
barkeit (feasibility) von Plänen und keine Verrechnung von Grob- und Feinplanungs-
ergebnissen möglich. Die SCP-Module innerhalb der Systeme beruhen zudem teil-
weise auf unterschiedlichen Messmethoden und Kenngrößen, die eine übergreifende 
Planung und Steuerung in herkömmlichen SCP-Systemen verhindern. Dadurch wer-
den strategische Ziele in der Planung nur unzureichend berücksichtigt [1]. Zudem 
werden die Kennzahlen meist retrospektiv erhoben und nicht zur Verbesserung der 
Prozesse proaktiv im Prozess genutzt. Diese konzeptionellen Nachteile werden nicht 
nur in Systemen ohne IM-Komponente (s. Tab. 1, Spalte 2), sondern auch teilweise in 
bereits bestehenden IM-basierten Realisierungen nicht behoben (s. Tab. 1, Spalte 3). 
Tabelle 1. Eigenschaften klassischer SCP-Systeme, RT-SCP-Systeme und der Demonstratoren 
(a) (b) (c) (d) I II III
a. einheitlich strukturiertes Modell für alle Planungsebenen und -bereiche O O  O    
b.
gleiche Kennzahlen auf allen Planungsebenen; prospektives Nutzen 
analytischer Funktionen [1]
O O    
c. kurze, garantierte Antwortzeiten auf Anfragen (real-time ) O      
d. Sicherstellen der Aktualität u. Gültigkeit von Informationen (anytime ) O O  O   
e.
semantische und zeitliche Aggregationen und Disaggregationen von
Daten zur Laufzeit anstelle voraggregierter und veraltender Zeitreihen
O O     
f. inkrementelle und interaktive Planungsfunktionen statt Batch-Läufe       
g. jederzeit konfliktfreie Verrechnung aller Planungsebenen O O  O   
h.
Neuentwurf von Geschäftsprozessen zur Realisierung von Wett-
bewerbsvorteilen und Differenzierungszielen des Unternehmens
O O    
i.
Planung basierend auf multidimensionalen Lösungsräumen, anstelle
eines ausprobierenden, sukzessiven Vorgehens
O   O  
j. Gründung der Daten und Anwendungen im Arbeitsspeicher O       
k. Umgang mit großen Datenmengen und effiziente Datenorganisation O     
l. Propagierung von Änderungen, z.B. durch Materialization O O  O  
m. parallele Berechnung und parallele Speicherzugriffe [12] O O O O 
n. Simulationsfähigkeit und vergleichende Betrachtung von Varianten O   O  
o. Skalierbarkeit    O O   












Prozessuale Defizite bestehender Systeme resultieren vor allem daraus, dass SCP-
Prozesse nur lose gekoppelt werden und an mangelnder Aktualität und Genauigkeit 
der Informationen leiden [3]. Feste Planungszyklen (wochen-, monats- oder quartals-
weise), lange Planungshorizonte und die fehlende Simulationsfähigkeit sind Defizite 
typischer SCP-Prozesse [18]. Verzögerungen im Ablauf kritischer Geschäftsprozesse 
nach der Gartner-Definition können zum einen aus den langen Antwortzeiten der 
Systeme, zum anderen aber auch aus der mangelnden Aktualität und Zuverlässigkeit 
der Daten resultieren. Bei der Entscheidung, welche Prozesse für eine RT-
Transformation relevant sind, kann man zwischen Planungsprozessen, bei denen kur-
ze Antwortzeiten wegen der geforderten Interaktivität im System nötig sind, und rea-
len Prozessen unterscheiden, bei denen der nächste Prozessschritt von der planeri-
schen Verarbeitung des vorhergehenden Schrittes abhängt. Ein Beispiel ist die neue 
Zuordnung von Materialien mit verfehlter Spezifikation zu Kundenaufträgen, z.B. 
solange die Schmelze noch im Ofen ist und es Energie kostet, sie warm zu halten. Ein 
weiteres Beispiel ist die Online-Anbindung an Terminbörsen für Hedging-Geschäfte. 
Der Aspekt der garantierten maximalen Antwortzeit wird durch den Terminus „re-
al-time“ charakterisiert. Die jederzeit mögliche, verzögerungsfreie Planung soll im 
Folgenden mit „anytime“ bezeichnet werden und bezieht sich auf die Aktualität, Gül-
tigkeit und Zuverlässigkeit der zugrundeliegenden Daten [10]. Das Wissen um die 
Gültigkeit der verarbeiteten Daten ist nicht in allen RT-Konzepten gegeben. 
Systemseitige Defizite bestehender SCP-Systeme liegen in technischen Realisie-
rungen, die den Merkmalen real-time und anytime entgegenstehen, vor allem im Be-
reich Datenspeicherung, Datenorganisation und Datenmanipulation, aber auch im 
Bereich der User Interfaces. Insbesondere die Nutzung eines detaillierten Modells 
erfordert einen effizienten Umgang mit großen Datenmengen (s. Tab. 1).  
3 Überwindung der Defizite auf Prozessebene 
3.1 Sales and Operations Planning 
Basierend auf den technischen Möglichkeiten von RT-Systemen können typische 
SCM-Prozesse im Hinblick auf das Zeitverhalten, die erreichte Genauigkeit und eine 
höhere und garantierte Aktualität neu definiert werden. Prozesse, die über einen ho-
hen Grad an Dynamik und Variationen in den Daten sowie über ein großes Datenvo-
lumen, viele Analyseoptionen, zeitlich dringende Ergebnisse und hohe Komplexität 
verfügen, sind besonders für eine Betrachtung geeignet [11]. Planungsprozesse allge-
mein und auch der SOP-Prozess verfügen über deutlich häufigere schreibende Zugrif-
fe als analytische Prozesse. Er wird in der Praxis aufgrund der mangelnden Aktualität 
der Daten oft nur in größeren zeitlichen Abständen ausgeführt und eignet sich daher 
aus technischer Perspektive gut als Anwendungsfall für eine nähere Untersuchung. 
Mit dem SOP-Prozess als mittel- bis langfristigem Prozess auf der taktischen Ebe-
ne wird das Ziel verfolgt, die prognostizierten und bekannten Bedarfe an Fertigpro-
dukten (Nachfrage) mit der geplanten Produktionsmenge und der verfügbaren Kapazi-
tät (Angebot) abzustimmen, um Produktions- und Beschaffungsrisiken zu minimie-





nen von Unternehmen her, um eine optimierte Produktionsplanung zu erreichen. Dies 
soll mittels Integration und Abstimmung unterschiedlicher Bereiche und deren kos-
teneffizienter Ausrichtung an den Unternehmenszielen verwirklicht werden [19]. 
Es wird eine Weiterentwicklung von einer rein funktionalen hin zu einer prozes-
sualen Betrachtungsweise im SOP angestrebt. Viele Unternehmen haben die Notwen-
digkeit für die Umsetzung erkannt. Jedoch wird SOP meist nur als taktisches Mittel 
eingesetzt oder die Ausführung ist noch defizitär [20]. Die Gründe dafür sind neben 
einem mangelnden Change-Management vor allem die oft noch fehlende Prozessaus-
richtung sowie der Mangel an adäquaten technischen Unterstützungsmöglichkeiten 
durch SCP-Systeme, wie sie in Kapitel 2 analysiert wurden.  
Im Rahmen dieser Forschung liegt das Augenmerk auf dem Einsatz von RT-SCP-
Systemen in Kombination mit der Gestaltung und der Integration des SOP-Prozesses. 
Der SOP-Prozess besitzt dabei vier Teilbereiche [14], [19], [21]: 
 Absatz- und Bedarfsplanung (Sales Forecast, Demand Planning) – Prognose 
zukünftiger Verkäufe (Absatzmengen) der Produktgruppen   Produktionsgrobplanung / Masterplanung – Abstimmen von Kapazitätsangebot 
und -nachfrage unter Berücksichtigung vorgegebener Budgets   Beschaffung und Distribution – Optimierung von Beständen, Liege- und Trans-
portzeiten; Planung von Lagerung, Kommissionierung und Transport  Finanzplanung – Erstellung und Kontrolle des Finanz-Budgets (Budget Forecast) 
Da die Betrachtung aller Teilbereiche hier zu komplex ist, analysiert dieser Beitrag 
aktuelle Defizite und Verbesserungsmöglichkeiten mit einem RT-SCP-System bei-
spielhaft am Zusammenspiel der Bedarfs- und Produktionsgrobplanung. 
3.2 Erkannte Defizite im SOP-Prozess 
Resultierend aus den Literaturrecherchen sowie ersten Erfahrungen aus der Praxis 
wurden verschiedene Defizite im beschriebenen Prozess identifiziert: 
Mangelnde Prozessorientierung. Eine unzureichende Prozessorientierung zeigt 
sich im skizzierten Prozess z.B. in der mangelnden Abstimmung über bestehende 
Abteilungsgrenzen hinweg. Der Bedarfsplaner hat oft keinen Einblick auf die in der 
Produktion noch zur Verfügung stehenden Kapazitäten und weiß nicht, ob seine an-
gegebenen Bedarfe in den jeweiligen Monaten realistisch produzierbar sind. Diese 
Konflikte treten erst beim Masterplaner auf. Zur Klärung bedarf es mehrerer aufwän-
diger und damit kostenintensiver Rückkopplungsschleifen. Außerdem erfolgt eine 
Zusammenkunft der Verantwortlichen oft nur einmal im Monat oder Quartal [20]. 
Mangelnde Aktualität. Im Rahmen der Erstellung von Absatz-, Produktionsgrob- 
und Bestandsplänen spielen verschiedenste heterogene Kosten- und Zeitfaktoren eine 
Rolle, wie bspw. saisonale Abhängigkeiten, Lagerkosten oder Preisannahmen für 
verschiedene Rohstoffe, die für die Produktion benötigt werden. Für die Erreichung 
der Unternehmensziele, wie z.B. die Reduzierung von Fertigungskosten oder die Er-
zeugung von Produkten in einer hohen Qualität, ist eine genaue Kenntnis und optima-
le Abstimmung aller einfließenden Faktoren nötig. Oft sind aber alle dafür notwendi-





tiven Planung vorhanden, bzw. fließen in das Masterplanungsmodell nur verzögert ein 
[22]. Außerdem sind die Abstände zwischen den einzelnen Planungszyklen von einem 
Monat und mehr im Hinblick auf die bestehende Dynamik im Prozess (geänderte 
Aufträge, Preise, Kosten etc.) zu lang. Auch die bisher eingesetzten Systeme können 
diesen Mangel an Aktualität und Transparenz nicht beheben [18].  
Mangelnde Simulationsfähigkeit. Um eine Abstimmung verschiedener Einfluss-
faktoren auch abteilungsübergreifend zu erreichen, ohne in die planerische Hoheit der 
anderen Abteilungen einzugreifen, ist es notwendig, verschiedene Möglichkeiten von 
Ressourcenbelegungen miteinander zu vergleichen. Wie bspw. durch Gierth und 
Schmidt [23] beschrieben, ist der Einsatz von Simulationsanwendungen bisher sehr 
zeitintensiv. Simulative Änderungen in den Plänen sind umständlich, weil zuerst eine 
Plankopie erstellt werden muss. Ändert der Masterplaner im Rahmen der Produkti-
onsplanung einen der Bedarfswerte, muss dieser zunächst in das ERP-System zurück-
geschrieben werden. Danach erfolgt ein neuer Material Requirements Planning 
(MRP)-Lauf zur Ermittlung der neuen Produktionspläne. Dieser erstreckt sich über 
Stunden und ist damit nicht für eine interaktive Bearbeitung geeignet. War die Ände-
rung nur simulativ, muss anschließend noch die Simulationsversion mit der zwischen-
zeitlich bereits veränderten Realversion abgeglichen werden. 
Mangelnde Genauigkeit. Die Planung von Aufträgen in der Masterplanung er-
folgt z.Zt. wochen-, monats- oder quartalsweise. Da die operativen, detaillierten Da-
ten für den SOP-Prozess nicht verwendet werden, sind die Ergebnisse des Prozesses 
oft ungenau. Bei der Transformation in die operative Planung können Brüche auftre-
ten. Aufgrund der bspw. fehlenden Berücksichtigung von Rüstzeiten kann ein Mas-
terplan eventuell nicht umgesetzt werden, wenn im späteren Verlauf bei einer Produk-
tion mehrere Produkte auf den gleichen Anlagen zu einer höheren Kapazitätsauslas-
tung der Ressourcen führen. Dies schlägt sich auf die Zuverlässigkeit der vereinbarten 
Liefertermine und damit auf die Servicequalität gegenüber dem Kunden nieder [18]. 
3.3 Erzielte Verbesserungen im SOP-Prozess 
Der bestehende planerische Prozess wurde daraufhin untersucht, welche Prozessver-
änderungen zu Verbesserungen quantitativer und qualitativer Aspekte führen. Aus 
den Erkenntnissen der Literaturrecherche in Kapitel 3.1 über die Tätigkeiten in der 
Bedarfs- und Produktionsgrobplanung wurde die Prozessdarstellung in Abb. 3 entwi-
ckelt. Die Prozessteile, die durch eine RT-Architektur verbessert werden können, sind 
mit grau gestrichelten Rechtecken hinterlegt und nachfolgend beschrieben. Aus der 
Kenntnis dieser Defizite wurden verschiedene Demonstratoren auf Grundlage eines 
RT-SCP-Systems nach der Architekturvariante (b) (s. Abb. 2) umgesetzt. Sie basieren 
auf einem gemeinsamen Modell in der Struktur des operativen Modells, einer speziel-
len Variante der Datenhaltung und neuartigen User Interfaces. Ihnen liegen reale, 
anonymisierte, aus SAP ERP abgeleitete Produktionsmodelle aus verschiedenen 
Branchen zugrunde, die jeweils mit einem Umfang von weniger als 8 GB im Arbeits-
speicher handelsüblicher PCs verarbeitet wurden. Demonstrator I) nutzt Modelle aus 
der Konsumgüter-Industrie, II) aus der Pharmazeutischen Industrie und III) aus der 





I) Demonstrator zur Aktualität. Die Nutzung der Struktur des operativen Modells 
anstelle von vorberechneten Zeitreihen (Masterplanungsmodell periodisch aktuali-
siert) hat den Vorteil, dass im operativen Modell jederzeit alle Änderungen einfließen. 
Das letzte Änderungsdatum der Planobjekte kann als ein Maß für die Aktualität der 
im Modell enthaltenen Informationen dienen. Es wurde in verschiedenen praktischen, 
anonymen ERP-Modellen beobachtet, dass die Aktualität im operativen Modell deut-
lich höher ist als im Masterplanungsmodell. Durch das zugrunde gelegte operative 
Datenmodell können den Beteiligten im SOP-Prozess damit aktuellere und detaillier-
tere Daten zur Verfügung gestellt werden. Für die gewählten Teilprozesse werden 
aktuellere Verkaufszahlen bereits im Rahmen der Bedarfsprognosen sichtbar und die 
Prognosen können schon im gleichen Schritt konsolidiert werden (s. Abb. 3, A und 
Tab. 1).  
 
  
Abb. 3. Delta Ist-Soll-Prozess SOP, Teil Bedarfs- und Produktionsgrobplanung 
II) Demonstrator zur Prozessorientierung und Simulation. Jeder Prozessbeteiligte 
darf basierend auf der Lösung simulativ während der Planung Daten aus anderen 
Verantwortungsbereichen ändern. Dies kann er schrittweise oder durch Aufspannen 
von Lösungsräumen tun. So kann er neben der Simulation seiner eigenen Entschei-
dung durch den Einblick in die anderen Prozessbereiche auch zielgerichteter zu einer 
Kompromissfindung beitragen (s. Abb. 3, C). Bei nicht ausreichenden Produktionska-





z.B. optimistisch erscheinende Prognosen zu hinterfragen oder Bedarfe im Hinblick 
auf Kapazitätsengpässe zu verschieben. Durch die in der Masterplanungssicht inte-
grierte Perspektive des Bedarfsplaners können die Prozessschritte der aufwändigen 
Rückspracheschleifen zwischen Bedarfs- und Masterplaner entfallen (s. Abb. 3, D) 
und damit Zeit und Prozesskosten eingespart werden.  
Der Masterplaner kann im Rahmen der Simulation zwischen Szenarien umschal-
ten, diese Szenarien speichern und verschiedene Standpunkte einnehmen. Die Daten-
hoheit bleibt aber beim Prozess-Eigner. Der SOP-Prozess wird sowohl interaktiver als 
auch bereichsübergreifender gestaltet und parallele Simulationen werden ermöglicht. 
Die RT-Architektur ist an dieser Stelle auch die Voraussetzung für den vorteilhaf-
ten Einsatz von Simulationen, weil so die neuen – durch geänderte Bedarfe notwendi-
gen – Produktionspläne sofort berechnet und verfügbar gemacht werden. Während ein 
MRP-Lauf in der Regel bis zu mehreren Stunden dauerte, sind die Pläne nun inner-
halb weniger Minuten zur weiteren Analyse vorhanden (s. Abb. 3, B und Tab.1). Wie 
dies nicht nur prozess- sondern auch systemseitig umgesetzt und wie die Resultate 
geeignet präsentiert werden können, wird in Kapitel 4 dargestellt.  
III) Demonstrator zur Genauigkeit. Durch Verwendung eines Modells in ähnlicher 
Strukturierung wie das operative Modell wird eine genauere Planung möglich. Beim 
Abgleich von Bedarf und vorhandener Kapazität können sowohl falsch positive als 
auch falsch negative Aussagen im SOP vermieden werden. Falsch positive Aussagen 
bewirken Rückkopplungsschleifen im Prozess (s. Abb. 3, E) und resultieren z.B. aus 
der mangelnden Berücksichtigung von Engpassressourcen, auf die von verschiedenen 
Produktgruppen konkurrierend zugegriffen wird. Basierend auf einem Produktions-
modell eines Automobilzulieferers konnte dies in einer Fallstudie für die gleichzeitig 
geplante Produktion von Primärkomponenten und Ersatzteilen nachgewiesen werden. 
Während jede Produktgruppe für sich richtig im Grobplanungsmodell abgebildet 
wurde, war die eintretende deutlich geringere mögliche Monatsstückzahl bei gleich-
zeitiger Produktion der unterschiedlichen Materialgruppen wegen der Limitierung 
durch die gemeinsam genutzten Ressourcen nicht berücksichtigt worden 
Während dieses Szenario offensichtlich ist, tritt aber in der Praxis auch der umgekehr-
te Fall ein. So kann eine Kapazitätsprüfung durch den Masterplaner negativ ausfallen, 
obwohl durch die Verschachtelung der Aufträge für zwei unterschiedliche Materialien 
in einem genaueren Modell eine höhere Produktionsmenge erreicht werden kann. In 
einer weiteren Fallstudie basierend auf einem Modell aus der Chemischen Industrie 
konnte gezeigt werden, dass die im Prozess E in Abb. 3 auftretende unzureichende 
Kapazitätsnutzung vermieden werden kann. Bei der Transformation vom operativen 
zum SOP-Modell werden Monatsmengen ermittelt.  
Sollen in einem Monat zu gleichen Teilen Produkt A und B hergestellt werden, so 
liefert das Grobplanungsmodell 31.500 Liter als produzierbare Menge. Es ergeben 
sich aber positive Effekte beim Verschachteln von Prozessaufträgen, die in der Men-
genbilanz einen Unterschied von bis zu 15% bewirken, wenn die Menge basierend auf 
einem operativen Modell ermittelt wurde (s. Abb. 4 und Tab. 1). So wurde im Ergeb-







Abb. 4. Mehrwerte des operativen Modells am Beispiel chemischer Prozesse 
4 Überwindung der Defizite auf der Systemebene 
4.1 Einordnung 
Die zuvor genannten prozessualen Aspekte Aktualität und Genauigkeit können vor 
allem durch das konzeptuelle Merkmal der Gründung auf ein gemeinsames, detaillier-
teres Modell (s. Tab 1.) befördert werden. Die prozessualen Aspekte Prozessorientie-
rung und multidimensionale Lösungsräume hingegen lassen sich durch systemseitige 
Merkmale Datenhaltung im Arbeitsspeicher, Simulation und parallele Berechnungen 
unterstützen. Die daraus abgeleiteten Konzepte der Simulation und des Variantenver-
gleichs sind zusätzlich im Hinblick auf Nutzerinteraktionen im Umgang mit den ver-
schiedenen Simulationsvarianten zu untersuchen. Daher werden in diesem Kapitel die 
Erkenntnisse der untersuchten Demonstratoren auf der Systemebene vorgestellt, wel-
che die in Kapitel 2 aufgeführten systemseitigen Defizite mildern und die in Kapitel 3 
vorgestellten Prozesse und prozessualen Aspekte befördern.  
4.2 Bessere Prozessorientierung und Simulation durch geeignete 
Datenhaltung 
In bisherigen IM-Systemen basierend auf spaltenorientierten RAM-Datenbanken 
können konsistenzgesicherte schreibende Prozesse ein limitierender Faktor sein. Die 
Spaltenorientierung führt zu weitreichenden Sperren, weshalb Tinnefeld et al. [12] die 
Verwendung von Engines neben den RAM-Datenbanken vorschlagen. Ein alternati-
ves Konzept ist der Shared Memory. Es vereint IM-Datenhaltung mit effizienten Zu-
griffskonzepten mehrerer simultaner Prozesse und eignet sich zur Ausnutzung aktuel-
ler Mehrkernarchitekturen. Dem Interprozesskommunikations-Mechanismus liegt 
eine gemeinsame Datenbasis zugrunde, auf die alle Prozesse wahlfreien Zugriff besit-
zen und diesen wie lokaler Speicher erscheinen. Dadurch wird eine größtmögliche 
Performance des Zugriffs auf die Daten erreicht. Es bedarf weiterführender Ansätze 
zur Konsistenzsicherung, da der gleichzeitig schreibende Zugriff mehrerer Prozesse 
auf ein und dieselbe Speicherstelle zu inkonsistenten Datenständen führt. Konsistenz-





ren in RT-Systemen zu Performanceeinbußen. Mehrkernsysteme verstärken das Prob-
lem durch die nichtdeterministische Reihenfolge der parallelen Ausführung der Pro-
zesse, wodurch unvorhergesehene Deadlocks durch parallele Speicherzugriffe entste-
hen können [25].  
Sperr- und wartefreie Zugriffskonzepte [24] prüfen dagegen vor dem Schreiben ei-
nes Datums, ob sich in der Zeit zwischen dem initialen Lesen und dem geplanten 
Rückschreiben der Wert an der Speicheradresse verändert hat. Im SOP-Prozess kön-
nen somit zeitgleich mehrere Planvarianten (s. Abb. 3, B) verwaltet werden, ohne 
Kopien gemeinsam genutzter Daten anzulegen. Weiterhin werden parallele Berech-
nungen ermöglicht, und das System kann durch die Hinzunahme weiterer Ressourcen 
die Berechnungen schneller ausführen [26]. Die Prozessorientierung wird ebenso 
verbessert wie der simultane Vergleich prognostizierter Preisentwicklungen. Es wer-
den die in Kapitel 2 definierten Eigenschaften RAM-Basierung, parallele Berechnun-
gen und Skalierbarkeit befördert. 
Aktualitätsdefizite bestehender IM-Konzepte, die bisher eher ein Report-artiges 
Arbeiten unterstützen, werden durch aktive Konzepte der Änderungsverwaltung, wie 
z.B. Materialization und Caching, überwunden. Damit wird die in Kapitel 2 definierte 
Eigenschaft der Aktualität erfüllt. Die berechneten Daten werden in einem Netzwerk 
zwischengespeichert und bei Änderungen selektiv invalidiert und ggf. neuberechnet. 
Einem Nutzer kann die veränderte Datensituation sofort angezeigt werden, wodurch 
im Gegensatz zu herkömmlichen Reports sichergestellt ist, dass jederzeit aktuelle und 
gültige Daten die Entscheidungsgrundlage bilden. Die nutzerbezogenen Aktualisie-
rungen erfolgen dabei im Hintergrund zu Zeiten geringer Systemlast. Dies führt ins-
besondere zu Verbesserungen in den Prozessen A und B (s. Abb. 3), bei denen jede 
auftretende Änderung am Plan sofort als potenziell ungültiger Plan bzw. ungültige 
Simulationsvariante sichtbar wird und anschließend durch den Nutzer oder automa-
tisch zu einer Aktualisierung des Plans genutzt werden kann.  
4.3 Bessere Prozessorientierung und Simulation durch neue User Interfaces  
Die Simulation im gegenwärtigen SOP-Prozess weist insbesondere bei der zielgerich-
teten Generierung und der anschließenden vergleichenden Gegenüberstellung von 
Planvarianten erhebliche Defizite auf (s. Abb. 3). Solche Planvarianten können z.B. 
durch das Zuordnen unterschiedlicher Standorte, durch verschiedene Preisannahmen, 
vermutete Wechselkursentwicklungen für die Zukunft oder eine andere Variation von 
Parametern entstehen. Der sequenzielle Vergleich von Planungsergebnissen in tabel-
larischer Form ist keine hinreichende Methode für deren übersichtliche Bewertung. 
Während man durch eine daraus generierte, diagrammartige Darstellung bereits eine 
erhöhte Vergleichbarkeit erreichen kann, erhält man jedoch keine Unterstützung be-
züglich der weiterführenden, iterativen Generierung verbesserter Pläne mit ähnlichen 
Parametern.  
Um auch diesen Aspekt in den propagierten Soll-Prozess einzubeziehen, erscheint 
ein iterativer Nutzerdialog zielführend. Dieser beginnt mit der Auswahl und Anpas-
sung eines Parametersets für einen initialen SOP-Planungslauf. Das Parameterset der 





ausgewählten Zeitraum. Auf Basis dieses Parametersets können mehrere Planvarian-
ten parallel generiert werden. Der Anwender möchte die generierten Ergebnisse hin-
sichtlich zahlreicher Kriterien wie etwa der erzielbaren Marge oder abzuschließender 
Währungssicherungsgeschäfte simultan vergleichen und bewerten. 
Ein zielführender Ansatz scheint hier der Vergleich zusammenfassender, unter-
nehmensweit einheitlicher Key Performance Indikatoren (KPI) zu sein (s. Tab. 1, b.). 
Diese KPI geben eine aufsummierte Auskunft über die Zielerreichung einer jeden 
Planungsalternative bezüglich der SCM-Zielklassen Bedarfsbefriedigung, Flexibilität, 
Qualität, Rentabilität und Zeitziele. Um die Vielzahl der nunmehr aggregierten Pla-
nungsvarianten in einer zusammenfassenden Übersichtsgrafik darzustellen, wird sich 
der Metapher des Datengebirges bedient. Auf der Grundfläche dieses Gebirges, das 
durch zwei Kriterien-Achsen aufgespannt wird, werden nun die aggregierten Planva-
rianten platziert. Somit ist eine erste Aussage zur Ähnlichkeit der so angeordneten 
Varianten anhand ihrer Nähe zueinander leicht gegeben. Auf dieser Grundebene wer-
den in der dritten Dimension die KPI der jeweiligen Pläne als Stützstellen aufgetragen 
und mit Hilfe von Radial Basis Functions zu einem zusammenhängenden Datenge-
birge verbunden. 
 
Abb. 5. Schema der Generierung einer vergleichenden Ergebnisvisualisierung 
In Abb. 5 ist das Prinzip des neuen User Interfaces zusammenfassend dargestellt. In 
einem ersten Schritt werden die Parametersets in einer algorithmischen Ermittlung der 
Planvarianten genutzt. Die resultierenden Planvarianten werden von der tabellarischen 
Darstellung des IST-Prozesses in aggregierte KPI überführt und nach einer Ähnlich-
keitsfunktion nachbarschaftserhaltend in eine zweidimensionale Ebene gefaltet. 
Durch die Abtragung der KPI in der Höhe entsteht das beschriebene Datengebirge. 
Der Vorteil dieser Visualisierung ist die direkte Vergleichbarkeit der vorgeschlagenen 
Planungslösungen in aggregierter Form. Hohe Stellen können durch Drill-Down auf 
die zugrundeliegenden Pläne z.B. im Gantt Chart näher untersucht werden. 
5 Zusammenfassung und Ausblick 
Dieser Beitrag analysierte sowohl die Defizite klassischer SCM-Systeme, als auch 





künftiger RT-SCP-Systeme wurden bezüglich der Ebenen Konzeption, Prozess sowie 
System klassifiziert. Anhand verschiedener Demonstratoren zum SOP-Prozess wurde 
aufgezeigt, dass die Defizite mithilfe der vorgestellten Daten-, Prozess- und User 
Interface-Methoden konsistent und stringent überwunden und so die Ziele des SCM 
befördert werden können. Weiterhin wurde gezeigt, dass durch den Einsatz von RT-
SCP-Systemen die Aktualität, Simulationsfähigkeit und die Genauigkeit der SOP-
Planung sowie die Prozessorientierung verbessert werden können. Als Voraussetzun-
gen dieser Potentiale wurden die Nutzung eines gemeinsamen, detaillierten und aktu-
ellen Datenmodells im RAM, die effiziente Speicherorganisation sowie bedarfsge-
rechte User Interfaces manifestiert. Da die Erkenntnisse auf Grundlage praxisnaher 
Forschungs- und Entwicklungsvorhaben generiert wurden, folgte dieser Beitrag einer 
induktiven Argumentationsstruktur im Sinne des Design Thinking, die sowohl Nütz-
lichkeit als auch Machbarkeit der Teilaspekte anhand von Demonstratoren veran-
schaulicht. 
Ein künftiger Forschungsaspekt widmet sich der Übertragbarkeit der Ergebnisse 
auf weitere Domänen über die SOP-Planung hinaus. Sowohl im Bereich des SCM, als 
auch in weiteren Planungsbereichen (z.B. Healthcare) zeichnen sich potenzielle 
Mehrwerte ab. Weiter wird untersucht, inwieweit sich Konsistenzbedingungen bei der 
Datenorganisation abschwächen lassen, um bei stets nachvollziehbarer Gültigkeit eine 
höhere Performanz im Agieren auf dem Datenmodell zu erzielen. In diesem Kontext 
sollen auch die in Kapitel 4.2 betrachteten Performance-Vergleiche ausgedehnt wer-
den. Während im Fall der betrachteten Demonstratoren als Add-On zu bestehenden 
ERP-Systemen die Wirtschaftlichkeit gut ermittelt werden kann und positiv ausfällt, 
ist eine künftige TCO-Berechnung für die Architekturvarianten (c) und (d) komple-
xer.  
Auf der Prozessebene liegt der künftige Fokus auf der Entwicklung eines Modells 
zur Bewertung der Wirtschaftlichkeit von Echtzeitunterstützung in Prozessen sowie 
der Analyse von zu erfüllenden Eigenschaften um Echtzeit-Potenziale zu nutzen. 
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Abstract. Die fortschreitende Digitalisierung und Modularisierung in den Pro-
duktionsbereichen industrieller Unternehmen ermöglicht wandlungsfähige 
Strukturen, die eine zeitnahe und effiziente Fertigungsanpassung an sich än-
dernden Marktrahmenbedingungen erlauben. Diese primär durch die ingeni-
eurwissenschaftlichen Disziplinen induzierten Forschungsansätze im Kontext 
der Digitalen Fabrik stellen das Informationsmanagement eines Unternehmens 
vor große Herausforderungen, da Aufgabensegmentierungen, Verantwortungs-
bereiche und Entscheidungsbefugnisse sich in vormals rein operativen Berei-
chen gravierend ändern können. Der folgende Beitrag fokussiert dieses Thema. 
Im Mittelpunkt steht die aufgabenträgerorientierte Analyse der Komponenten 
des Informationsbedarfs in Produktionskontexten. Hierfür wird auf der Basis 
einer im Jahre 2012 durchgeführten Exploration in 67 industriellen Unterneh-
men zunächst eine Bestandsaufnahme der positionsbezogenen Aufgabenzuord-
nungen im Produktionsbereich erarbeitet. Basierend auf diesen empirischen Er-
kenntnisse sowie Ergebnissen aus Theorie und vorangegangenen Forschungen 
werden im weiteren Verlauf die Determinanten des Informationsbedarfs abge-
leitet und ein erstes Modell der relevanten Komponenten zur Durchführung 
aufgabenträgerorientierter Informationsbedarfsanalysen erstellt.  
Keywords: Industrielle Unternehmen, Informationsbedarf, Informationsmana-
gement, Produktion 
1 Motivation und methodisches Vorgehen 
Verschärfte Konkurrenzsituationen und sich weltweit verknappende Ressourcen sind 
fundamentale Herausforderungen, denen sich industrielle Unternehmen insb. durch 
innovative Gestaltung- und Steuerungsoptionen des Produktionsbereiches stellen 
müssen. Wandlungsfähigkeit und Ressourceneffizienz sind aus diesem Grund in den 
letzten Jahren primäre Forschungs- und Handlungsfelder ingenieursorientierter Dis-
ziplinen geworden. Hierbei hat das Konzept der Digitalen Fabrik besondere Beach-
tung gefunden, das auf der Basis einer konsequenten Digitalisierung operativer, pro-
duktionsbezogener Strukturen und Abläufe industrieller Unternehmen neue Lösungen 





ten einhergehende Transparenz des produktionsspezifischen Umfeldes bietet erhebli-
che Potentiale, die traditionelle Form der Arbeitsteilung im Produktionskontext zu 
verändern. Aktuelle Ablaufdaten der Prozessinstanzen, detaillierte Real-time-
Informationen über Art sowie Auslastung von Produktionsanlagen und konsistente 
Daten über Konfigurationsmöglichkeiten lassen im Produktionsbereich innovative 
Steuerungsmöglichkeiten zu. So können Entscheidungen über Variantenwahl, Ma-
schinenbelegungen, Fertigungsreihenfolgen und Ressourcenallokation vermehrt direkt 
und situativ im Produktionsbereich getroffen werden. Auf diese Weise ändert sich das 
Aufgabenfeld der betroffenen Mitarbeiter insb. in qualitativer Form, da Entschei-
dungsbefugnisse nun vermehrt in vormals eher operativ orientierten Unternehmensbe-
reichen zu berücksichtigen sind. Diese Form des ‚Enrichments‘ stellt das Informati-
onsmanagement von industriellen Unternehmen vor die Aufgabe, den Informations-
bedarf dieser Positionen zu bestimmen, um eine adäquate IT-Unterstützung zu ge-
währleisten. Diesem Themenfeld ist der vorliegende Beitrag gewidmet.  
Zielsetzung des vorliegenden Beitrags ist die Herleitung der Komponenten aufga-
benträgerorientierter Informationsbedarfe im Produktionsbereich industrieller Unter-
nehmen.  
Hierbei wird unter dem Terminus ‚Komponenten des Informationsbedarfs‘ die de-
taillierte Betrachtung der Zusammensetzung des aufgabenträgerspezifischen Informa-
tionsbedarfs im Umfeld industrieller Unternehmen verstanden. 
In der wissenschaftlichen Literatur werden zahlreiche Aspekte des Informationsbe-
darfs in unterschiedlichen Anwendungsfeldern thematisiert, jedoch war die Suche 
nach einer Forschungsarbeit, die die relevanten Aspekte vor dem Hintergrund der 
Digitalisierung und Dezentralisierung beleuchtet und in einem Konzept zusammen-
führt nicht erfolgreich. Der vorliegende Beitrag versucht mit einem ersten Modell 
einen Beitrag zur Schließung dieser Forschungslücke zu leisten.  
Der vorliegende Beitrag geht zunächst auf die theoretische Fundierung des Infor-
mationsbedarfs ein und beleuchtet im Nachgang die notwendigen informationellen 
Grundlagen der Produktion. Hieraus wird die dem Beitrag zugrunde gelegte Problem-
stellung abgeleitet. Kapitel 3 geht auf die Konzeption und die Ergebnisse der empiri-
schen Untersuchung ein. Nachfolgend werden entsprechend dem Ziel des Beitrags 
zunächst in Kapitel 4.1 die Determinanten identifiziert und operationalisiert sowie 
darauffolgend in Kapitel 4.2 die Komponenten des Informationsbedarfs entwickelt. 
Abschließend wird ein Fazit gezogen und der weitere Forschungsbedarf aufgezeigt. 
Die vorliegende Arbeit basiert auf Vorarbeiten der Autoren [1],[2] und orientiert sich 
hierbei am Memorandum der Gestaltungsorientierten Wirtschaftsinformatik [3].  
2 Theoretische Fundierung und Problemstellung  
2.1 Informationsbedarf 
Das Thema Informationsbedarf ist eines der grundlegendsten Forschungsbereiche und 
wird seit Jahrzehnten in der betriebswirtschaftlichen Forschung behandelt. So unter-





frage und Informationsangebot. Zum heutigen Zeitpunkt sind insb. zwei ‚Sichtweisen‘ 
in Bezug zum Begriff des Informationsbedarfs erkennbar. Hierbei wird in beiden 
Fällen zwischen objektiven und subjektiven Informationsbedarf unterschieden. In der 
ersten Sichtweise wird der objektive Informationsbedarf als der sog. ‚richtige‘ bzw. 
der anzustrebende Informationsbedarf angesehen, an den der subjektive Informations-
bedarf anzunähern ist. Abweichungen im subjektiven Informationsbedarf ergeben sich 
hierbei bspw. aus einer mangelnden Motivation oder Qualifikation des Aufgabenträ-
gers. Ziel dieser ersten Sichtweise ist die Annäherung des subjektiven an den objekti-
ven Informationsbedarf [5-11]. In der zweiten Sichtweise wird die Zuordnung zum 
objektiven oder subjektiven Informationsbedarf vom Aufgabentyp abhängig gemacht. 
So kann der objektive Informationsbedarf für strukturierte Aufgaben bestimmt wer-
den, jedoch wird eine Erhebung des objektiven Informationsbedarfs für unstrukturier-
te Aufgaben als nicht möglich angesehen; daher ist hier der subjektive Informations-
bedarf zu identifizieren [12-18]. Letztere Sichtweise wird dem vorliegenden Beitrag 
zugrunde gelegt und im Weiteren kurz erläutert (vgl. Abb.2).  
 
 
Abb. 2. Theoretisches Verständnis des Informationsbedarfs (z.B. [12], [14]) 
In der Wissenschaft werden Aufgabentypen üblicherweise nach Kriterien wie Struktu-
rierungsgrad, Veränderlichkeit oder Umfang unterschieden [19], [20]. Unter allen 
Kriterien kann der Strukturierungsgrad als ein zentrales Unterscheidungsmerkmal 
angesehen werden [10], [21],[22]. Die Strukturiertheit wird im Folgenden operationa-
lisiert. 
Unter strukturierten Aufgaben werden solche verstanden, deren Lösungsweg ein-
deutig, bspw. durch algorithmische Abbildung, vorgegeben ist und in seiner Ursache-
Wirkungs-Beziehung bekannt ist. Somit können die notwendigen Informationen di-
rekt aus dem Lösungsweg bestimmt werden, so dass mit zunehmenden Strukturie-
rungsgrad einer Aufgabe die Möglichkeit zur Automatisierung der Aufgabenerfüllung 
steigt [10]. Bei unstrukturierten Aufgaben können hingegen zur Lösung einer Aufga-
be unterschiedliche Lösungswege eingesetzt werden, die zum gleichen Resultat füh-
ren können [12], [14], [17],[23], [24]. Hieraus lässt sich für den objektiven und sub-
jektiven Informationsbedarf zusammenfassend ableiten: Zur Lösung strukturierter 





darf). Bei unstrukturierten Aufgaben ist dieser hingegen lediglich subjektiv erfassbar 
und somit vom jeweiligen Aufgabenträger abhängig [12], [14].  
Die oben beschriebene Herleitung des Informationsbedarfs bezieht sich auf eine 
Aufgabenstellung. Im unternehmerischen Kontext führt ein Aufgabenträger jedoch 
i.d.R. mehrere Aufgabenstellungen (sog. Elementaraufgaben) aus, die dem Aufgaben-
träger durch eine vorhergegangene Aufgabenanalyse und -synthese zugeordnet wur-
den [25]. Als etabliert angesehen werden kann, dass dem operativen Bereich eines 
Unternehmens eher strukturierte Aufgaben zugeordnet werden und mit zunehmender 
Hierarchiestufe (Lower, Middle, Top Management) der Strukturierungsgrad der Auf-
gaben abnimmt [26]. Gleiches gilt in umgekehrter Form für die strategische Relevanz 
einer Aufgabe. Zur Deckung der daraus resultierenden Informationsbedarfe werden 
auf den oberen Hierarchiestufen dispositive IT-Systeme wie beispielsweise Business 
Intelligence eingesetzt. Im operativen Bereich findet sich eine zunehmende Anzahl an 
IT-Systemen, die im Kontext der Digitalen Fabrik zur partiellen Unterstützung von 
operativen Aufgaben eingesetzt werden. Beispiele im Bereich der Produktion sind 
Manufacturing Execution Systems (MES), Computer Aided Manufacturing (CAM) 
Systeme oder Produktionsplanungs- und Steuerungssysteme (PPS) [27]. Abb. 3 ver-
anschaulicht die etablierte Form der Informationsversorgung.  
 
  
Abb. 3. Etablierte Form der Informationsversorgung zur Deckung der Informationsbedarfe (in 
Anlehnung an [25-27]) 
2.2 Informationelle Grundlagen der Produktion industrieller Unternehmen 
Im Folgenden werden die informationellen Grundlagen der Produktion betrachtet. 
Ausgangspunkt ist ein informationelles Schichtenmodell, das im Rahmen einer vo-
rausgehenden Untersuchung erstellt und bereits publiziert wurde [1]. Eine Abgren-





ven Aufgaben konnte anhand der empirischen Erkenntnisse, die in einer von den Au-
toren im Vorfeld durchgeführten Studie im Jahr 2010 erhoben wurden, nicht vorge-
nommen werden. Die Bildung der Schichten innerhalb des in Abb. 4 dargestellten 
Modells erfolgte daher basierend auf dem Informationsbedarf der Aufgabenträger. 
Hierbei konnten vier Schichten identifiziert werden: Schicht der Unternehmensfüh-
rung, 1. und 2. Führungsschicht des Produktionsmanagement sowie die Ausführungs-
schicht (vgl. Abb. 4).  
Zentrale Erkenntnis ist, dass eine Übertragung der oben beschriebenen etablierten 
Form der Informationsversorgung (vgl. Abb. 3) in den Produktionskontext, die eine 
strikte Trennung in operativen und dispositiven Bereich zu Folge hätte, nicht zielfüh-
rend sein kann. Vielmehr kommt es auf der Ausführungsschicht und 2. Führungs-
schicht zu einer Vermischung operativer und dispositiver Aufgaben.  
 
 
Abb. 4. Informationelles Schichtenmodell der Produktion [1] 
In die gleiche Richtung deuten erste IT-basierte Integrationsansätze im Ingenieurs-
kontext (z.B. auf Basis von MES – Manufacturing Execution Systems) [28], [30] als 
auch in den betriebswirtschaftlichen Domänen (z.B. im Bereich des Operational Bu-
siness Intelligence) [31], [32] hin. In der Vergangenheit wurden im operativen Be-
reich IT-Lösungen wie BDE (Betriebsdatenerfassung), MDE (Maschinendatenerfas-
sung) oder Leittechnik [28], [29] zur Deckung des Informationsbedarfs, der sich aus 
operativen Aufgaben (strukturierten Aufgaben mit geringer strategischer Relevanz) 
ableitet, eingesetzt. 
Treiber dieser Integration sind vor allem zwei im Produktionskontext zu verzeich-





Die Digitalisierung wird insb. durch die Verbreitung von Entwicklungen im IT-
Bereich vorangetrieben [33],[34]. Neue Möglichkeiten in der Sensordatenanbindung 
[35] als auch in der RFID-Technologie [36] sowie das Konzept der Digitalen Fabrik 
[37] beschleunigen die Digitalisierung der Produktionsprozesse bis hin zu ‚neuen‘ 
potentiellen Informationsangeboten.  
Daneben führen organisatorische Umgestaltungen [34] zu einer Veränderung der 
Informationsbedarfe der Aufgabenträger. Hier sind insb. Konzepte der Modularisie-
rung bzw. des ‚Job Enrichments‘ zu nennen, die zu veränderten Zuordnungen der 
Elementaraufgaben führen. Diese Konzepte werden durch die Auflösung großer Leis-
tungseinheiten als ein wirksamer Weg zur Schaffung flexibler und effizienterer Pro-
duktionsformen gesehen. Die Konzepte beinhalten die Verteilung der bis dato zentral 
organisierten Aufgaben und Entscheidungskompetenzen an Aufgabenträger niedrige-
rer Hierarchieebenen [38], [39]. Durch die Modularisierung entstehen insb. auf den 
unteren Hierarchieebenen veränderte Informationsbedarfe [1], die – unter Berücksich-
tigung der durch die Digitalisierung ermöglichten Informationsangebote – einer An-
passung bisheriger Informationsversorgungskonzepte bedürfen (vgl. Abb. 5). Die 
oben beschriebenen Entwicklungslinien zeigen prägnant den Bedarf einer Erhebung 
der ‚neu entstandenen‘ Informationssituation auf.  
 
 
Abb. 5. Auswirkungen der Entwicklungslinien im Produktionskontext 
3 Empirische Untersuchung 
3.1 Konzeption und Annahmen der empirischen Untersuchung 
Vorrangiges Ziel der diesem Beitrag zugrunde liegenden empirischen Studie 2012 
war die Evaluation des informationellen Schichtenmodells. Wie zuvor beschrieben, 
sind im Schichtenmodell die Aufgabenträger des Produktionsbereichs hierarchisch 
den unterschiedlichen Schichten und Bereichen der Produktion zugeordnet.  
 
Im Rahmen der Modularisierung kommt es, wie bereits erwähnt, zu Aufgabenver-
schiebungen innerhalb der Organisation. In der empirischen Studie 2012 wurden die 





Auszug aus einem zuvor erstellten, umfassenden Aufgabenkatalog von Elementarauf-
gaben der Produktion [1] per Drag-and-Drop den Aufgabenträgern des informationel-
len Schichtenmodells zuzuordnen. Hierbei konnten die Probanden die jeweiligen 
Elementaraufgaben auf einen Aufgabenträger bzw. eine Schicht ablegen. Abb. 6 im 
Anhang zeigt exemplarisch einen Screenshot einer Aufgabenzuordnung eines Pro-
banden der empirischen Studie. Ziel der Studie war es, für bestimmte Rahmenbedin-
gungen (Branche, Fertigungstyp etc.) typische Aufgabenzuordnun-
gen/Aufgabenbündel der Aufgabenträger bzw. einer Schicht zu identifizieren. Zur 
Realisierung der Studie wurden die standardisierten Webtechnologien AJAX, PHP 
und SQL angewendet. Die Studie wurde im Zeitraum von 02/2012 bis 06/2012 
durchgeführt. Befragt wurden Fachexperten aus industriellen Unternehmen über alle 
Branchen sowie Unternehmensgrößen hinweg. 
3.2 Ergebnisse der empirischen Untersuchung 
Basierend auf den in Abschnitt 2.2 vorgestellten theoretischen Grundlagen sowie den 
Erkenntnissen aus der empirischen Studie 2010 wurden der explorativen, empirischen 
Studie 2012 die nachfolgenden Annahmen1 zugrunde gelegt. Die erste Annahme fo-
kussiert die Evaluation des Schichtenmodells. 
A1: Anhand des informationellen Schichtenmodells kann aufgrund einer homoge-
nen Aufgabenzuordnung der Informationsbedarf der Aufgabenträger in den einzelnen 
Schichten ermittelt werden. 
Diese Annahme konnte durch die Erkenntnisse der Exploration nicht gestützt werden. 
Vielmehr waren in den befragten Organisationen die Aufgabenzuordnungen unter-
nehmensindividuell. Eine Korrelation der Rahmenbedingungen (unabhängige Variab-
len) Unternehmensgröße, Art der Produktionssteuerung, Fertigungstyp sowie Branche 
mit der Aufgabenzuordnung kann nicht nachgewiesen werden. Es liegt kein ausrei-
chendes Signifikanzniveau vor, um hier statistisch untermauerte Cluster zu bilden. 
Eine Erkenntnis ist, dass eine Aufgabenverschiebung aus den oberen Hierarchieebe-
nen in die 2. Führungsschicht des Produktionsmanagement bei über der Hälfte der 
industriellen Unternehmen festgestellt werden kann. Da die Aufgabenzuordnung von 
zahlreichen unternehmensspezifischen Rahmenbedingungen abhängt und eine Ver-
schiebung stattfindet, ist es zur Gewährleistung einer adäquaten Informationsversor-
gung notwendig, eine Erhebung der Informationsbedarfe nach Änderung der Aufga-
benzuordnungen und somit nach Änderungen der Rahmenbedingungen durchzufüh-
ren. Die empirische Studie zeigt, dass das informationelle Schichtenmodell als ein 
geeignetes Instrument zur Aufgabenzuordnung im Produktionskontext gesehen wer-
den kann. Jedoch muss zur Identifikation des Informationsbedarfs eine aufgabenträ-
gerorientierte Betrachtung innerhalb der einzelnen Schichten erfolgen. So konnte 
bspw. kein typisches Aufgabenbündel der Position ‚Meister‘ identifiziert werden. 
Daraus kann die zuvor erstellte Annahme wie folgt modifiziert werden: 
                                                           
1 Die dargestellten Annahmen dienen als Ausgangspunkt zur Konzipierung und Auswertung 





A1modifiziert: Das informationelle Schichtenmodell kann als ein geeignetes Hilfsmittel 
zur Identifikation von Aufgabenzuordnungen bzw. Aufgabenbündeln gesehen werden. 
Zur Identifikation des Informationsbedarfs ist im Anschluss eine aufgabenträgerori-
entierte Betrachtung in den einzelnen Schichten unter Berücksichtigung der betriebli-
chen Rahmenbedingungen notwendig.  
Die zweite Annahme der empirischen Studie fokussiert die in der Literatur be-
schriebene Dezentralisierung mit dem Ziel einen ersten Anhaltspunkt über den Ver-
breitungsgrad dezentraler Organisationsformen zu erlangen. 
A2: In industriellen Unternehmen hat die in der Literatur beschriebene Verschie-
bung von Entscheidungsbefugnissen oberer in die unteren Hierarchieebenen (Dezent-
ralisierung) bei der Mehrzahl der Unternehmen stattgefunden.  
Die Untersuchung der Annahme erfolgte durch einen Vergleich der von den Teil-
nehmern der Studie modellierten 67 Aufgabenzuordnungen sowie einer anschließen-
den Gruppierung nach dem Dezentralisierungsgrad. Hierbei konnten die in der Abb. 7 
dargestellten Formen identifiziert werden. Die ‚starke Dezentralisierung‘ ist dadurch 
gekennzeichnet, dass die meisten Aufgaben von den Aufgabenträgern in der Ausfüh-
rungsschicht ausgeführt werden. Diese Form war mit 1,5% im Sample vertreten und 
wird daher im Folgenden aus der Betrachtung ausgeklammert. 43,3% der Unterneh-
men wiesen eine ‚zentralisierte Verteilung‘ auf. Hier wurden die Aufgaben mehrheit-
lich der 1. Führungsschicht des Produktionsmanagement oder der Unternehmensfüh-
rung zugeordnet. Die restlichen 55,2% der Unternehmen waren der Verteilungsform 
‚Dezentralisierung‘ zuzuordnen.  
 
 
Abb. 7. Verteilungsformen der Aufgabenzuordnungen in industriellen Unternehmen aus der 
empirischen Studie 2012 
Basierend auf den beschriebenen Ergebnissen lässt sich die oben aufgestellte Annah-
me wie folgt modifizieren:  
A2modifiziert: In industriellen Unternehmen lassen sich insb. zwei Verteilungsformen 





sierte‘ Aufgabenverteilung. Eine dezentralisierte Verteilungsform weisen über die 
Hälfte der befragten industriellen Unternehmen auf.  
Die zentralen Erkenntnisse der empirischen Untersuchung sowie der theoretischen 
Untersuchung können wie folgt zusammengefasst werden: 
 Die Aufgabenzuordnung zu Aufgabenträgern erfolgt unter Berücksichtigung be-
trieblicher Rahmenbedingungen unternehmensindividuell.  Die in der Literatur beschriebene Dezentralisierung kann für die Mehrzahl der 
befragten Unternehmen durch die Exploration unterstützt werden.   Nach den empirischen Erkenntnissen kann das informationelle Schichtenmodell als 
ein geeignetes Instrument zur Bildung von Aufgabenbündeln einzelner Schichten 
gesehen werden. Zur konkreten Erhebung des Informationsbedarfs ist eine aufga-
benträgerorientierte Betrachtung innerhalb der Schichten durchzuführen.  
Im Folgenden wird daher ein aufgabenträgerorientiertes Konzept des Informationsbe-
darfs entwickelt. Der Fokus des vorliegenden Beitrags liegt hierbei auf der Berück-
sichtigung der Dezentralisierung. Das Konzept der aufgabenträgerbasierten Kompo-
nenten des Informationsbedarfs kann jedoch auch in zentralisierten Produktionsberei-
chen Anwendung finden. 
4 Herleitung der Komponenten des aufgabenträgerorientierten 
Informationsbedarfs  
4.1 Identifikation und Operationalisierung der Determinanten des 
Informationsbedarfs  
In der wissenschaftlichen Literatur werden Determinanten thematisiert, die bei der 
Erhebung des Informationsbedarfs berücksichtigt werden sollen. Im Produktionskon-
text spielen insb. vor dem Hintergrund der beschrieben Entwicklungslinien die De-
terminanten der Unternehmensstrategie, der Ziele der Führungskräfte als auch der 
Grad der Arbeitsteilung eine entscheidende Rolle.  
Unternehmensstrategie/Ziele der Führungskräfte. Die Berücksichtigung der 
Determinante der Unternehmensstrategie wird insb. in Arbeiten im Zusammenhang 
mit den Erhebungsmethoden der CSF (Critical Success Factors) und der BSC 
(Balanced Scorecard) thematisiert [40]. Zudem existieren Arbeiten, die die Ziele von 
Führungskräften anführen [11]. Hierbei soll die Erhebung des Informationsbedarfs 
unter Berücksichtigung der betrieblichen Rahmenbedingungen eines Unternehmens 
erfolgen [9], [13], [16], [41], [42]. 
Grad der Arbeitsteilung. Mit zunehmender Aufgabensegmentierung entsteht ein 
erhöhter Koordinationsaufwand, der sich wiederum in einem erhöhten Kommunikati-
onsaufwand und Informationsbedarf niederschlägt [11], [41]. Weiter führen Mun-
ro/Wheeler an, dass Aufgaben in Abhängigkeit zu anderen Aufgaben berücksichtigt 
werden müssen („not in isolation“) [22].  
Die Untersuchung der Arbeiten zum Informationsbedarf macht deutlich, dass zum 





formationsbedarf fokussieren sowie zum anderen Arbeiten, die insb. im Rahmen von 
Erhebungsverfahren die beschriebenen Determinanten behandeln. In der vorliegenden 
Arbeit werden beide Ansätze bei der Herleitung der Komponenten des Informations-
bedarfs für den Produktionsbereich berücksichtigt: sowohl die Strukturiertheit (objek-
tiver/subjektiver Informationsbedarf) als auch die Determinanten des Informationsbe-
darfs. Zu diesem Zweck wird in der vorliegenden Arbeit der Informationsbedarf in 
Komponenten unterteilt, die sowohl die Strukturiertheit als auch die Determinanten 
einbeziehen. Diese Komponenten sollen dann bei einer anschließenden Informations-
bedarfsanalyse wieder Berücksichtigung finden. Zur Herleitung der Komponenten 
werden zunächst die in der Literatur genannten Determinanten operationalisiert. Wie 
in Abschnitt 2.1 verdeutlicht, spielt bei der Bestimmung des Informationsbedarfs der 
Aufgabentyp eine wesentliche Rolle, der auf Basis des Merkmals ‘Strukturiertheit’ 
unterschieden wird. Zur Berücksichtigung der identifizierten Determinanten wird die 
bisherige Aufgabentypisierung nach der Strukturiertheit im Folgenden erweitert.  
Berücksichtigung der Unternehmensstrategie/Ziele von Führungskräften. Im 
vorliegenden Beitrag wird Strategie nicht mit Fristigkeit gleichgesetzt, sondern eine 
Aufgabe als strategisch relevant eingestuft, wenn diese Einfluss auf die Markt- und 
Ressourcenbasis des Unternehmens ausübt. Hierbei werden die Ansätze des Resour-
ce-based View [44-46] und des Market-based View [47-49] berücksichtigt. Nicht alle 
Aufgaben eines Aufgabenträgers tragen im gleichen Umfang zur Erreichung der Un-
ternehmensziele bei. Die Annahme, dass Aufgabenträgern des operativen Bereichs 
lediglich Aufgaben mit geringer strategischer Relevanz zugeordnet werden, kann vor 
dem Hintergrund der Dezentralisierung in Zweifel gezogen werden. Im Umkehr-
schluss heißt dies, dass Aufgabenträger in operativen Bereichen Aufgaben mit einer 
mittleren bis hohen strategischen Relevanz ausführen können. Daher wird der Ein-
fluss einer Aufgabe auf die Unternehmensstrategie operationalisiert und in die Aufga-
bentypisierung integriert. Zur Aufgabentypisierung ist die Vorgabe von konkreten 
Kriterien dienlich, die für die Ressourcenbasis in Anlehnung an De Wit & Meyer [50] 
erfolgt. Die Kriterien der Marktbasis werden in Anlehnung an das Fünf-Kräfte-
Modell nach Porter [48] abgeleitet. Die strategische Relevanz einer Aufgabe wird 
umso höher eingestuft, je mehr Kriterien aus Abb. 8 beeinflusst werden.  
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Ziele von Führungskräften werden in industriellen Unternehmen üblicherweise in 
Zielsystemen formuliert, die für Funktionsbereiche, Abteilungen bis hin zur Arbeits-
platzebene heruntergebrochen werden können [43]. 
Berücksichtigung der Arbeitsteilung. Arbeitsteilung in industriellen Unterneh-
men wird determiniert von betrieblichen Entscheidungen in der Aufgabenanalyse und 
-synthese. Koordinationsaufwand zwischen Aufgabenträgern entsteht dann, wenn in 
der Aufgabensynthese Elementaraufgaben einer Teilaufgabe verschiedenen Aufga-
benträgern zugeordnet werden. Zur Bestimmung des Informationsbedarfs ist zu unter-
suchen, welchem Aufgabenträger die dazugehörigen Elementaraufgaben zugeordnet 
wurden, um hieraus den resultierenden Informationsbedarf zu erheben. 
Basierend auf den Determinanten, werden im nachfolgenden Abschnitt die Kom-
ponenten des aufgabenträgerorientierten Informationsbedarfs hergeleitet.  
4.2 Aufgabenträgerorientierte Komponenten des Informationsbedarfs  
Im Folgenden werden die Komponenten des Informationsbedarfs vereinfachend für 
zwei Aufgabenträger hergeleitet. Abb. 9 veranschaulicht die beiden Aufgabenträger 
ATa und ATb, die aufgrund vorangegangener betrieblicher Entscheidungen die Ele-
mentaraufgaben (EA1-EA4) ausführen. Die Teilaufgabe 1 besteht u.a. aus den Ele-
mentaraufgaben EA1 und EA3, die Teilaufgabe 2 aus den Elementaraufgaben EA2 und 
EA4. Beide Aufgabenträger befinden sich jeweils in einem Zielsystem, das nicht 
zwangsläufig identisch sein muss, d.h. die Aufgabenträger können hierbei ihre Auf-
gaben an unterschiedlichen Zielen ausrichten. So kann der Aufgabenträger ATa seine 
Aufgaben bspw. an der Durchlaufzeit orientieren, wohingegen Aufgabenträger ATb 
seine Aufgaben kostenorientiert löst. Die Aufgaben EA1, EA2 sowie EA3 sind un-
strukturierte Aufgaben, zu deren Lösung die subjektiven Informationsbedarfskompo-
nenten IB1, IB2 und IB3 notwendig sind. Aufgabe EA4 ist eine strukturierte Aufgabe, 
zu deren Lösung es der objektiven Informationsbedarfskomponente IB4 bedarf. Dies 
entspricht bislang der aus der Theorie bekannten Betrachtung auf Aufgabenebene und 
der Unterscheidung nach der Strukturiertheit, die nun um die aufgabenträgerorientier-
te Betrachtung erweitert wird. 
Unter der Annahme, dass die Aufgaben EA2 und EA3 in der erweiterten Aufgaben-
typisierung (Abschnitt 4.1) als strategisch relevante Aufgaben eingestuft wurden, 
benötigt der Aufgabenträger ATa bzw. ATb zu deren Lösung die strategiebezogenen 
Informationsbedarfskomponenten IBUS (Determinante Unternehmensstrategie). Der 
Aufgabenträger ATa orientiert sich bei der Lösung seiner Aufgaben am Zielsystema – 
hierzu ist die Informationsbedarfskomponente IBZSa notwendig (Determinante Ziele 
von Führungskräften). Entsprechendes gilt für den Aufgabenträger ATb und das 
Zielsystemb. Durch die Trennung der Elementaraufgaben entsteht zwischen den Auf-
gabenträgern ATa und ATb ein Koordinationsaufwand.  
Zur Lösung der Aufgabe EA1 sind Informationen über die Aufgabe EA3 notwendig 
und umgekehrt (entsprechend EA2 und EA4). Der durch Arbeitsteilung entstandene 
Informationsbedarf wird als koordinativer Informationsbedarf bezeichnet und ist in 





Der Informationsbedarf eines Aufgabenträgers in industriellen Unternehmen be-
steht aus der Summe der folgenden Komponenten:  
 objektiver Informationsbedarf aus strukturierten Aufgaben  subjektiver Informationsbedarf aus unstrukturierten Aufgaben oder Aufgaben mit 
einem unstrukturierten Aufgabenanteil  Strategiebezogener Informationsbedarf aus strategisch relevanten Aufgaben  Zielsystembezogener Informationsbedarf zur Ausrichtung der Aufgaben des Auf-
gabenbündels auf die im Zielsystem definierten Ziele  Koordinativer Informationsbedarf zur Lösung arbeitsteiliger Teilaufgaben 
 
Abb. 9. Konzept der aufgabenträgerorientierten Informationsbedarfskomponenten 
Zur Ermittlung des strategie- und zielsystembezogenen sowie des koordinativen In-
formationsbedarfs sind analog zu unstrukturierten Aufgaben subjektive Erhebungsme-
thoden einzusetzen. Eine Berücksichtigung des Strategie-, Zielsystem- und Koordina-
tionsbezugs erfolgt bei strukturierten Aufgaben über den Lösungsweg.  
5 Fazit und weiterer Forschungsbedarf 
Die detaillierte Betrachtung des Informationsbedarfs auf Aufgabenträgerebene zeigt 
prägnant auf, dass die bisherige Betrachtung des Informationsbedarfs auf Aufgaben-
ebene zu überdenken ist. Das vorgestellte Konzept des aufgabenträgerbezogenen 
Informationsbedarfs liefert zunächst durch die Operationalisierung der Determinanten 





bündel eines Aufgabenträgers. Das vorgestellte Konzept berücksichtigt weiter durch 
die entwickelten Komponenten alle durch die Determinanten identifizierten Aspekte 
des Informationsbedarfs. Weiterer Forschungsbedarf besteht in der Entwicklung einer 
Informationsbedarfsanalyse unter Berücksichtigung der entwickelten Komponenten 
des Informationsbedarfs. Hierzu ist ein geeignetes Vorgehensmodell zu entwickeln, 
welches die dynamische Aufgabenumwelt in industriellen Unternehmen 
miteinbezieht, damit eine adäquate Informationsversorgung ermöglicht und die Be-
wältigung der Herausforderungen der verschärften Wettbewerbssituation erreicht 
wird. Hier sind insb. Trigger zu identifizieren, die eine Anpassung der Informations-
versorgung aufzeigen. Nach Vorliegen des Informationsbedarfs können die Anforde-
rungen an eine informationstechnische Unterstützung abgeleitet werden. Im An-
schluss hierzu ist zu prüfen, ob mit den bestehenden IT-Systemen diese Anforderun-
gen befriedigt werden können und inwieweit eine weitere Digitalisierung der Prozesse 
erforderlich ist. Des Weiteren gewinnen insb. Anforderungen in Bezug auf die Daten-
präsentation und Zugriffsregelungen an Bedeutung. Wie dargestellt, weiten sich die 
Anspruchsgruppen (Nutzer) der Informationssysteme, so dass z.B. Aufgabenträger 
unterer Hierarchieebenen Zugriff auf dispositive Systeme und andererseits Führungs-
kräfte für ihre Entscheidungen Kennzahlen aus operativen Systemen benötigen. Die 
Gestaltung adäquater IT-Infrastrukturen im Kontext der Produktion stellt damit ein 
wichtiges Feld weiterer Forschung dar, das einen Beitrag zur Wettbewerbsfähigkeit 
von Industriebetrieben leisten kann. 
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Abstract. Die strukturierte Auswahl von Customer Relationship Management 
(CRM) Systemen gilt als eine kritische Voraussetzung für den Implementie-
rungserfolg. Ein indirekter Zusammenhang zwischen Auswahlkriterien und 
dem Systemerfolg lässt sich u.a. basierend auf dem Modell zur Erfolgsmessung 
von Informationssystemen nach DeLone und McLean darstellen. Im vorliegen-
den Beitrag wird das Modell modifiziert, um Auswahlkriterien für CRM-
Systeme erweitert und empirisch überprüft. Für die Datensammlung werden 
Experten aus dem Umfeld von CRM-Systemen identifiziert und mittels eines 
standardisierten Fragebogens befragt. Aus einer Stichprobe von 105 Datensät-
zen wird ein Strukturgleichungsmodell generiert. Die Auswertung des Struktur-
gleichungsmodells unterstützt die Annahme, dass die Berücksichtigung und 
Priorisierung bestimmter CRM-Auswahlkriterien einen positiven Einfluss auf 
die drei Dimensionen System-, Informations- und Servicequalität sowie den 
Nettonutzen eines CRM-Systems haben. Die Zusammenhänge zwischen den 
Auswahlkriterien und den einzelnen Komponenten des DeLone und McLean 
IS-Erfolgsmodells sind dabei unterschiedlich stark ausgeprägt. 
Keywords: Customer Relationship Management, Systemauswahl, Systemer-
folg, DeLone und McLean IS-Erfolgsmodell, Strukturgleichungsmodellierung 
1 Einleitung 
Das Management der Kundenbeziehungen, Customer Relationship Management 
(CRM), gilt als profitversprechende Initiative, bei der viele Unternehmen bereit sind 
größere Investitionen zu tätigen. Dabei wird CRM nach [38] definiert als eine Reihe 
von Geschäftsaktivitäten, die dem Zweck der Verbesserung der Unternehmensleis-
tung im Bereich des Kundenmanagements dienen und durch die entsprechenden 
Technologien sowie an der Strategie eines Unternehmens ausgerichteten Prozesse 
unterstützt werden. CRM-Systeme dienen der Erleichterung des Aufbaus von Kun-
denbeziehungen durch die Bereitstellung der entsprechenden Infrastruktur innerhalb 





spieligen Softwarepaketen unterstützen die CRM-Initiativen und werden seitens der 
CRM-Softwareanbieter häufig als erfolgsversprechend und wirtschaftlich für ein Un-
ternehmen angepriesen. Dennoch scheitern viele Unternehmen daran, den erwarteten 
Mehrwert durch den entsprechenden Softwareeinsatz zu erzielen [18].  
Die effektive Messung des Erfolgs von CRM-Maßnahmen als Teil der Entschei-
dungsunterstützung des CRM-Managements scheitert oft an fehlender Definition von 
CRM-Werttreibern und deren adäquater Messung [38]. Obwohl die präzise Messung 
der Amortisation von CRM-Investitionen noch nicht in Gänze möglich ist [21], ver-
langt die Höhe der IT-Investition im CRM-Bereich eine Auseinandersetzung mit die-
sem Thema. Der Umfang von CRM-Prozessen nimmt stetig zu, da Kunden die Integ-
ration neuer Kommunikationskanäle, z. B. mobiler Anwendungen, einfordern, neue 
CRM-Prozesse, z. B. Social CRM, etabliert werden und größere Datenmengen, bspw. 
für intelligente Analysen oder in Cloud-basierten Systemen, verarbeitet werden müs-
sen [43]. Investitionen in CRM-Technologien haben im laufenden Jahr die höchste 
Priorität unter den Führungskräften aller Branchen [43]. Die Bedeutung und Höhe der 
Investitionen im Bereich der Informationssysteme (IS) führen zu großem Interesse der 
Praxis und der Forschung an der a priori und a posteriori Evaluation der IS im Sinne 
einer generellen Aussage über einen Beitrag zum Erfolg im Allgemeinen und die 
beeinflussenden Kriterien sowie Aspekte der Performance-Messung im Speziellen.  
CRM-Systeme dienen der systematischen Zusammenführung und Analyse von 
Kundendaten zur Integration der Kommunikationskanäle im Rahmen der kommuni-
kativen, operativen und analytischen CRM-Prozesse [21] und müssen sorgfältig aus-
gewählt werden, um eine erfolgreiche Etablierung und Optimierung von CRM-
Prozessen zu erreichen. Die Literatur zu IS bietet viele Forschungsbeiträge zum The-
ma Erfolgsmessung. Es wurden in den vergangenen Jahren einige generische Er-
folgsmodelle entwickelt und getestet, vgl. z. B. Davis, DeLone und McLean oder 
Seddon [30]. Diverse Wissenschaftler, vgl. [18], [30], haben Analysen speziell im 
Bereich des IS-Erfolgs und der kritischen Erfolgsfaktoren von CRM-Systemen durch-
geführt. Jedoch mangelt es an Untersuchungen, die den Zusammenhang zwischen der 
CRM-Systemauswahl und dem späteren Systemerfolg messen. Das Ziel des vorlie-
genden Beitrages ist daher ein konzeptionelles Framework zu entwickeln, welches 
prüfen soll, inwiefern die CRM-Auswahlkriterien in einem Zusammenhang zu Sys-
tem-, Service- und Informationsqualität stehen und sich somit auf den Erfolg des ein-
geführten CRM-Systems auswirken. Dabei lauten die konkret untersuchten For-
schungsfragen wie folgt: (a) Welche Kriterien für die Auswahl von CRM-Systemen 
sollten eingesetzt werden? (b) Wie wirkt sich die CRM-Systemauswahl auf den Erfolg 
des ausgewählten CRM-Systems aus? 
Der Beitrag ist folgendermaßen gegliedert: Kapitel 2 präsentiert die theoretischen 
Grundlagen des DeLone und McLean IS-Erfolgsmodells sowie die aus der Literatur 
abgeleiteten CRM-Auswahlkriterien. Im Anschluss werden auf Grundlage der Litera-
turrecherche Hypothesen für die vorliegende Arbeit gebildet. Im Kapitel 3 wird die 
methodische Vorgehensweise vorgestellt. Anschließend werden die Ergebnisse der 
Untersuchung präsentiert und diskutiert (Kapitel 4). Die Grenzen des Beitrags, die 





2 Literaturübersicht und Hypothesenbildung 
Das Forschungsfeld der IS-Erfolgsmessung ist ein heterogenes und komplexes Ge-
biet, das verschiedene Definitionen und Perspektiven des IS-Erfolgs vertritt. Einen 
Überblick bieten u. a. [40], [46]. Die zentrale theoretische Grundlage in diesem For-













Abb. 1. Das D&M IS-Erfolgsmodell [9] 
Das D&M IS-Erfolgsmodell [8] aus dem Jahre 1992 vereint vorherige Forschungsan-
sätze zum IS-Erfolg und beschreibt ganzheitlich den kausalen Zusammenhang zwi-
schen den Qualitätsdimensionen eines IS, der Nutzerwahrnehmung des Systems so-
wie dem Nutzerverhalten und den Auswirkungen der Systemnutzung auf individueller 
und organisationaler Ebene. Basierend auf empirischen Untersuchungen des Modells 
in verschiedenen Kontexten [9] wurde das IS-Erfolgsmodell 2003 weiterentwickelt 
und beschreibt die kausale Beziehung zwischen System-, Informations- und Service-
qualität und der daraus resultierenden Nutzerperspektive. Letztere setzt sich zusam-
men aus der beabsichtigten und tatsächlichen Nutzung sowie der in Wechselwirkung 
stehenden Nutzerzufriedenheit. Aus der Nutzerperspektive resultiert der Nettonutzen, 
der den individuellen und organisationalen Nutzen vereint (vgl. Abb. 1). Das D&M 
IS-Erfolgsmodell ist aufgrund seiner Verständlichkeit sowie Einfachheit und der em-
pirischen Validität zu einer wichtigen Grundlage der IS-Erfolgsforschung geworden 
[46] und wurde sowohl auf der individuellen als auch organisatorischen Ebene empi-
risch überprüft, vgl. [9], [40].  
In der Entwicklung des konzeptionellen Strukturmodells zur Messung des System-
erfolgs in Verbindung mit der CRM-Auswahl bildet das D&M IS-Erfolgsmodell eine 
entscheidende Grundlage. Aus diesem Grund sind möglichst viele bereits existierende 
Konstrukte und Messindikatoren verwendet worden [11]. Abb. 2 zeigt die relevanten 
Variablen des konzeptionellen Strukturmodells. Zunächst finden sich die drei Quali-
tätsdimensionen des D&M IS-Erfolgsmodells SysQ, InfQ und SerQ im Modell wie-
der. Das vereinfachte Konstrukt UseP in diesem Beitrag ist eine Zusammenfassung 
der zwei bzw. drei Konstrukte des klassischen D&M Modells. Da das primäre Ziel 
dieses Beitrags die Messung des Einflusses der CRM-Auswahlkriterien auf die Quali-
tätsdimensionen nach D&M sowie die Ermittlung derer Auswirkungen auf den NetB 
ist, wurde das zusammengesetzte Konstrukt Nutzungsabsicht/Nutzung und Nutzerzu-





insofern modifiziert, als dass die rückkoppelnde Wirkung von NetB auf UseP ver-
nachlässigt wurde. Ein ähnliches Vorgehen haben bereits [3] und [45] bei der empiri-
schen Untersuchung der Auswirkungen von Auswahlkriterien für Enterprise Resource 
Planning (ERP) Systeme auf den ERP-Systemerfolg gewählt. D&M argumentieren, 
dass für jede Anwendung des IS-Erfolgsmodells die Erfolgsdeterminanten mit dem 
Kontext der Untersuchung in Übereinstimmung gebracht werden sollten. 




Abb. 2. Konzeptionelles Strukturmodell 
Da die Variable Servicequalität im Kontext von eCommerce-Lösungen eingeführt 
wurde [10], [11] sollte für die vorliegende Untersuchung der CRM-Systemauswahl 
verdeutlicht werden, dass die Variable primär auf die CRM-Systemnutzer im Unter-
nehmen und weniger auf den Endkundenservice bezogen wird. Dabei steht die wahr-
genommene Qualität der Leistungen, die durch den IT-Support erbracht werden, im 
Vordergrund. Als Messinstrument können, wie üblich, die Indikatoren des 
SERVQUAL genutzt werden [11], [51]. Für die Operationalisierung weiterer Kon-
strukte des ursprünglichen D&M IS-Erfolgsmodells wurden ebenso bestehende Mess-
indikatoren aus der Literatur zusammengestellt (vgl. Tab. 1). 
Zwecks Identifizierung der relevanten CRM-Systemauswahlkriterien wurde eine 
umfassende Literaturanalyse durchgeführt. Es konnten hierbei 20 relevante akademi-
sche Publikationen identifiziert werden. Zwei Wissenschaftler haben unabhängig 
voneinander die relevanten Publikationen analysiert und jeweils eine Liste der Aus-
wahlkriterien erarbeitet. Anschließend wurden die Listen aggregiert, so dass insge-
samt 33 Auswahlkriterien aus den übergeordneten Kategorien „Qualität“, „Kosten“, 





weiteren Schritt wurde eine Gliederung der Kriterien innerhalb der Kategorien vorge-
nommen, um im Rahmen der Strukturgleichungsmodellierung eine präzisere 
Hypothesenbildung sowie anschließend besser interpretierbare Ergebnisse zu erzielen. 
So konnten die latenten Variablen für die Operationalisierung der CRM-
Auswahlkriterien (BenO, AnbQual, ImpQual, ImpKost, SysKost, IntF, SysE, Flex, 
Func) definiert werden (vgl. Abb. 2). Die jeweils zugeordneten Kriterien wurden als 
Messindikatoren herangezogen. 
Tabelle 1. D&M IS –Erfolgsmodell: Konstrukte und Messindikatoren 
Konstrukt Messindikatoren Quellen
Systemqualität
Funktionalität, Zuverlässigkeit, Nutzbarkeit, Effizienz, Wartbarkeit, 
Portabilität
[10], [11], [14], 
[20], [22], [23], 
[34], [35]
Informationsqualität Genauigkeit, Relevanz, Verständlichkeit, Vollständigkeit, Aktualität
[20], [23], [32], 
[34], [44],  [45]
Servicequalität





Arbeitsqualität, Akzeptanz, wahrgenommene Nützlichkeit, Zufriedenheit 
der Nutzer mit der Aktualität von Daten und mit den Systemfunktionen
[2], [23]
Nettonutzen
Kundenstammwachstum, Umsatzsteigerung, Marktanteil, 
Vertriebseffizienz, verbesserte Reaktionsfähigkeit, verbesserte 
Kundensegmentierung, Verbesserung der Produkt-und Businessinnovationen, 
Kostensenkung, Verbesserung der Geschäftsprozesse und der 
Mitarbeitereffizienz, verbesserte Service Levels, bessere Kundenbindung
[10], [11], [20], 
[47]
 
Die CRM-Auswahlkriterien der Kategorie Qualität wurden zu Charakteristika in Be-
zug auf den Benutzer, Anbieter und Prozess der Implementierung gruppiert. Dabei 
handelt es sich bei der Benutzerorientierung um die Einschätzung der Benutzer-
freundlichkeit des Systems sowie der zu erreichenden Nutzerakzeptanz. Auch der 
Umfang der Schulungen und Dokumentationen, die dem Nutzer angeboten werden 
(Training&Support) [5], [36] bestimmt die Qualität der Benutzerorientierung eines 
CRM-Systems und beeinflusst damit die Servicequalität [45]. Darüber hinaus führt 
die Arbeit geschulter Benutzer in einem leicht zu bedienenden System zur Verbesse-
rung der Informationsqualität [30]. Umso mehr Benutzerorientierung während der 
CRM-Systemauswahl priorisiert wird, desto höher ist die Service- (H1a) und Infor-
mationsqualität (H1b) des ausgewählten CRM-Systems. Bei der Beurteilung der An-
bieterqualität handelt es sich um Anbieter/Produktcharakteristika [6], [30] wie Repu-
tation, spezieller Branchenfokus des Herstellers sowie Produktreifegrad. Das Vorhan-
densein von unternehmensinternem Know-how sowie Verfügbarkeit und Erfahrung 
externer Berater sind von dem zur Auswahl stehenden Produkt eines spezifischen 
Herstellers abhängig und beeinflussen, zusammengefasst unter dem Begriff Personal-
ressourcen [6], [28], [48] ebenso die Anbieterqualität. Die Leistung des IT-Supports 
und somit die Servicequalität könnte verbessert werden, wenn bspw. zum Zeitpunkt 
der Systemauswahl eine Entscheidung zugunsten des Anbieters mit hoher Reputation 
und reifem Produkt getroffen wird [45]. Daraus folgt, dass umso mehr Anbieterquali-
tät während der CRM-Systemauswahl priorisiert wird, desto höher ist die Servicequa-





Tabelle 2. Literaturrecherche zu Kriterien der CRM-Systemauswahl 
[1] [4] [5] [7] [13] [15] [17] [25] [26] [27] [28] [29] [31] [33] [37] [39] [41] [42] [45] [48]
Anbieter-/Produktcharakteristika x x
Personalressourcen x x x x
Kompatibilität x x x x x x x x x x x x
Sicherheit x x x x x
Implementierungsdauer x x
Training & Support x x x x
Benutzerfreundlichkeit x x x x x x x x x
Nutzerakzeptanz x x x
Wartungskosten x x
Installationskosten x x x x
Personalkosten x x x x
Kosten für Training & Support x x x x
Systemanschaffungskosten x x x x x
Upgradekosten x x x x
Datenintegration x x x x x x x
Inbetriebnahme x x
Integration & Infrastruktur x x x x x
Konformität mit techn. Standards x x x
Systemleistung x x x x
Verlässlichkeit & Robustheit x x x x x x
Skalierbarkeit x x
Mobilität x
Modifizierbarkeit & Wartbarkeit x x x x x x x x x x
Kommunikationsunterstützung x x x x
Kampagnenverwaltung x x x x
Kontaktmanagement x x x x
Kundenservice x x
Außendienstunterstützung x x x x
Internet x x
Akquise- & Verkaufsmanagement x x x
Beziehungsmanagement x x x
Berichtswesen x x x x x x x x
































































Die Implementierungsqualität variiert basierend auf der Berücksichtigung der vom 
Hersteller vorgesehenen Mindestimplementierungsdauer [28], [33] sowie Sicherheits-
standards eines CRM-Systems bei dessen Auswahl. Weiterhin wird die Qualität der 
Implementierung eines CRM-Systems durch die Kompatibilität, d. h. Vereinbarkeit 
mit verschiedenen Datenbankmanagementsystemen, Verwendbarkeit diverser Daten-
austauschstandards sowie Lauffähigkeit auf den unterschiedlichen Plattformen [30] 
beeinflusst. Wird bei der Systemauswahl ein CRM-Produkt bevorzugt, das bspw. mit 
den im Unternehmen eingesetzten Datenbanken kompatibel ist, ein hohes Level an 
Datensicherheit erreicht und in der für das CRM-Einführungsprojekt zur Verfügung 
stehenden Zeit implementiert werden kann, kann von höherer Nutzbarkeit, Effizienz 
und Zuverlässigkeit des Systems sowie relevanteren und verständlicheren Daten aus-
gegangen werden [7], [17]. Umso mehr Implementierungsqualität während der CRM-
Systemauswahl priorisiert wird, desto höher die System- (H3a) und Informationsqua-
lität (H3b) des ausgewählten Systems.  
In der Literatur waren die mit den Kosten zusammenhängenden Kriterien am we-
nigsten repräsentiert. Dies könnte mit der häufigen Auslagerung der Kostenüberle-
gungen aus dem Evaluationsprozess zusammenhängen. Die identifizierten Kostenkri-
terien konnten zu Implementierungs- und Systemkosten gruppiert werden. Dabei 
wurde davon ausgegangen, dass die Höhe der Systemkosten, dessen größter Posten 





sind, während die im Vorfeld geschätzten und die tatsächlichen Implementierungs-
kosten häufig voneinander abweichen. Gerade die Personal- und Installationskosten 
werden vielfach unterschätzt. Die Nichtberücksichtigung oder eine falsche 
Priorisierung der Kosten kann sich direkt auf den CRM-Systemerfolg auswirken [7], 
[39]. In diesem Zusammenhang können folgende zwei Hypothesen formuliert wer-
den: Umso mehr Implementierungskosten während der CRM-Systemauswahl priori-
siert werden, desto höher ist der Nettonutzen (H4). Umso mehr Systemkosten wäh-
rend der CRM-Systemauswahl priorisiert werden, desto höher der Nettonutzen (H5). 
Aus technischer Sicht sollte bereits im Vorfeld der Anschaffung die Integrationsfä-
higkeit des CRM-Systems geprüft werden. Notwendig werdende Zusatzentwicklun-
gen (Integration & Infrastruktur), Datenintegration, Verwendung allgemein anerkann-
ter technischer Standards sowie die Schätzung des Aufwands für die Inbetriebnahme 
sind maßgebliche Kriterien, die später eine Auswirkung auf die Qualität des Systems 
haben werden [28]. Umso mehr Integrationsfähigkeit während der CRM-
Systemauswahl priorisiert wird, desto höher die Systemqualität des ausgewählten 
CRM-Systems (H6). Berücksichtigung von Systemeigenschaften wie Verlässlichkeit 
& Robustheit, maximal zu erwartende Systemleistung sowie Fähigkeit des CRM-
Systems der steigenden Benutzeranzahl und hohen Transaktionsbelastung gerecht zu 
werden (Skalierbarkeit) [1], [28], [30] wirkt sich später auf die Zuverlässigkeit und 
Effizienz des ausgewählten Systems aus [29], [45]. Umso mehr Systemeigenschaften 
während der CRM-Systemauswahl priorisiert werden, umso höher die Systemqualität 
des ausgewählten CRM-Systems (H7). Für viele Unternehmen spielt die technische 
Flexibilität eine besondere Rolle. Sind Möglichkeiten für Customizing und Eigenent-
wicklungen sowie individuelle Auswertungen (Modifizierbarkeit & Wartbarkeit) 
gegeben, können Verbesserungen von IT-Support und Datenqualität nach der Sys-
temeinführung erwartet werden. Mobilität im Sinne von orts- und zeitunabhängiger 
Systemnutzung außerhalb unternehmenseigener Strukturen erhöht Aktualität und 
Relevanz der Informationen sowie die Qualität des IT-Supports [7]. Umso mehr Fle-
xibilität während der CRM-Systemauswahl priorisiert wird, desto höher die Service- 
(H8a) und Informationsqualität (H8b) des ausgewählten CRM-Systems.  
Die funktionalen Kriterien beziehen sich speziell auf den CRM-Prozess und wei-
chen daher in der Literatur stark von den Auswahlkriterien anderer IS ab. Der starke 
Systembezug der funktionalen Kriterien lässt deren starke Wirkung auf die System-
qualität annehmen. Des Weiteren lässt die Diversität der Funktionalitäten sie nicht in 
kleinere Gruppen aggregieren, sodass diese im Modell als eine Kategorie abgebildet 
werden. Es ist bspw. bei Kommunikationsunterstützung [45], [47] zu berücksichtigen, 
inwiefern Beschwerdemanagement, Anfragenmanagement, Anrufprotokollierung von 
der zur Auswahl stehenden Software abgedeckt werden. Die Relevanz von Ver-
triebsmanagementfunktionen [15], [17] wie Produktkonfiguration, Preisgestaltung, 
Angebotsmanagement, Cross- und Upselling-Aktivitäten wird ebenso bewertet, bevor 
eine Softwareauswahl fällt. Wird bspw. keine Systemauswahl durchgeführt oder wer-
den bestimmte, für ein Unternehmen essentielle Funktionalitäten bei der Auswahl zu 
niedrig oder nicht priorisiert, könnte dies zu einer Verschlechterung des Kundenma-
nagements führen, da bestimmte Services nicht eingehalten werden. Langfristig ist zu 





Funktionalität während der CRM-Systemauswahl priorisiert wird, desto höher die 
Systemqualität (H9a) und der Nettonutzen (H9b) des ausgewählten CRM-Systems.  
Es wird davon ausgegangen, dass zwischen der Systemauswahl und der Schöpfung 
eines tatsächlichen Nettonutzens eine längere Zeitspanne liegt, sodass nicht eindeutig 
argumentiert werden kann, ob ein direkter Zusammenhang zwischen den Auswahlkri-
terien und dem CRM-Systemerfolg besteht. Lediglich die Berücksichtigung von funk-
tionalen und kostenbezogenen Kriterien könnte eine direkte Auswirkung auf den Er-
folg haben. Bei den anderen Kriterien wird von einem über die Qualitätsdimensionen 
mediierten Einfluss ausgegangen. So zeigt sich der notwendige mediierende Effekt an 
folgender Beispielüberlegung: die Benutzerorientierung kann sich entgegen der Er-
wartung nicht direkt auf die Nutzerperspektive auswirken, da der wahrgenommene 
Nutzen erst mit der tatsächlich wahrgenommenen Informations- und Servicequalität 
des CRM-Systems entsteht. Dabei sollen die bereits vielfach nachgewiesenen Verbin-
dungen des D&M IS-Erfolgsmodells im Kontext der CRM-Systemauswahl geprüft 
werden [11], [40]. Die Qualitätsdimensionen des CRM-Systems wirken sich positiv 
auf die Nutzerperspektive aus (H10-H12). Die Nutzerperspektive wirkt sich positiv 
auf den Nettonutzen des CRM-Systems aus (H13). 
3 Methodische Vorgehensweise 
Die Datensammlung wurde mittels einer Online-Befragung mit dem Befragungstool 
Surveymonkey.com durchgeführt. Hierzu wurde ein Fragebogen mit dem folgenden 
Aufbau entwickelt: (a) Allgemeine Informationen zur Unternehmensgröße, Branche 
und Position des Befragten, (b) projektbezogene Informationen zu Erfahrung mit 
CRM-Systemauswahl sowie –implementierung, (c) Messung der Priorität einzelner 
Auswahlkriterien auf einer 5-Punkt-Likert-Skala und (d) Messung des angepassten 
D&M IS-Erfolgsmodells auf einer 5-Punkt-Likert-Skala. Im Juni 2012 hat ein Pretest 
mit 7 Experten (4 Forscher und 3 Praktiker) stattgefunden. Zur Generierung einer 
adäquaten Datenbasis für die geplante Auswertung wurde Experten- und Erfahrungs-
wissen von CRM-Experten benötigt. Für die Datensammlung wurden die professio-
nellen Portale xing.de und linkedin.com sowie die CRM-spezifischen Portale crm-
experts, crm-finder, online-marketing-experts, crm-forum etc. genutzt. Insgesamt 
konnten 1893 Personen mit einem entsprechenden Profil identifiziert und via Email 
kontaktiert werden. Die Rücklaufquote entspricht ca. 10% (190 Personen). Da der 
Fragebogen aufgrund der notwendigen abzufragenden Konstrukte eine überdurch-
schnittliche Länge aufwies, mussten 85 Fragebögen wegen Unvollständigkeit ausge-
schlossen werden. Vollständig auswertbar waren 105 Fragebögen (vgl. Abb. 3).  
Wenn möglich, wurden latente Konstrukte mithilfe von anerkannten Messindikato-
ren operationalisiert. Die neun exogenen, latenten Variablen sowie die enthaltenen 
Auswahlkriterien wurden aus der Literatur extrahiert (vgl. Tab. 2). Die verwendeten 
Messindikatoren für die Überprüfung des D&M Modells wurden ebenfalls der Litera-
tur entnommen, bevorzugt wenn das Modell in ähnlichen Kontexten empirisch über-
prüft wurde (vgl. Tab. 1). Die Messindikatoren für das Konstrukt „Nettonutzen“ wur-





wurde. Zur Dimensionsreduzierung wurde eine Faktorenanalyse mit IBM SPSS 19 
basierend auf dem Kriterium Eigenwert > 1 durchgeführt. Reflektive Messindikato-
ren, die das Kriterium nicht erfüllen und damit die Eindimensionalität gefährden, 
wurden aus dem Messmodell ausgeschlossen. Die hervorgehobenen Messindikatoren 




- Zentral 76 14 30 23 11 12
- West 6 14 21 25 14 13
Amerika 16
Indien 4 Rolle im Unternehmen (n=103) Projektbeteiligung (n=89)
Upper management 38 Project Manager –Business 0,404
Firmengröße (n= 105) Middle management 21 Project Manager - IT 0,281
1-10 31,7% Junior management 2 Project Member 0,213
10-50 20,2% Verwaltung 1 Berater/Analyst 0,64
50-250 16,3% Berater 28 Software-Anbieter 0,202
250-1000 19,2% Wissenschaftler 3 Software-Entwickler 0,079
1000-10000 6,7% Selbständige 7 Fachabteilung 0,303
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Abb. 3. Demografika der Stichprobe 
Die Auswertung wurde mittels Strukturgleichungsmodellierung durchgeführt. Zur 
Berechnung des Mess- und Strukturmodells sowie der Gütekriterien wurde 
SmartPLS2 eingesetzt. SmartPLS basiert auf der Methode der Partial Least Squares 
und ist für kleine Stichproben, explorative Zusammenhänge und die gleichzeitige 
Verwendung von reflektiven und formativen Konstrukten in einem Modell geeignet 
[6]. Für die latenten Variablen des D&M IS-Erfolgsmodells ist die 
Operationalisierung mithilfe reflektiver Messindikatoren aus der Literatur bekannt 
und hinreichend geprüft [9]. Formative Konstrukte sind dadurch charakterisiert, dass 
Veränderungen der Messindikatoren eine Änderung des gesamten Konstruktes bewir-
ken [12]. Für die neun exogenen, latenten Variablen wurde ein formatives Messmo-
dell gewählt. Die Gütekriterien des Messmodells können Tabelle 3 entnommen wer-
den. Die Konstruktreliabilität wurde durch Cronbach’s Alpha (α) und 
Faktorreliabilität (CR=composite reliability) gemessen. Die konvergente Validität 
wird durch die durchschnittlich erfassten Varianz (AVE=average variance extracted) 
ausgedrückt. Tabelle 3 zeigt ebenfalls die Erfüllung der diskriminanten Validität 
(Fornell/Larcker-Kriterium) [16], da die Wurzel aus AVE stets größer ist als die zu-
gehörigen Korrelationen zwischen latenten, reflektiven Variablen. Die formativen 
Konstrukte unterliegen abweichenden Gütekriterien. Hier sollte die Multikollinearität 
mit dem Varianzinflationsfaktor (VIF) ausgeschlossen und die Kommunalität geprüft 
werden. Beide Gütekriterien treffen auf die formativen Konstrukte des vorliegenden 
















SysQ 0,84 0,89 0,68 0,82 *Wurzel aus AVE in Diagonale SysK 1 0,67
InfQ 0,81 0,89 0,73 0,64 0,85 IntF 1 0,41
SerQ 0,86 0,91 0,78 0,60 0,66 0,88 SysE 1 0,67
UseP 0,80 0,91 0,83 0,62 0,57 0,59 0,91 Flex 1 0,74
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4 Ergebnisse und Diskussion 
Die CRM-Systemauswahl wird häufig zugunsten einer bestehenden Anbieterpräfe-
renz oder aufgrund eines eingeschränkten Budgets vernachlässigt bzw. verkürzt [19]. 
Die Ergebnisse der vorliegenden Studie zeigen, dass die Berücksichtigung einiger 
CRM-Auswahlkriterien einen signifikanten Einfluss auf den späteren Erfolg des 
CRM-Systems ausübt. In Abb. 4 wird das Strukturmodell mit den ermittelten Pfadko-
effizienten für die bestätigten Verbindungen, den R²-Werten der endogenen Variablen 
und den Faktorladungen der formativen latenten Variablen präsentiert. Dargestellt 
sind nur die bestätigten Verbindungen H2, H4, H7, H8a-b, H9a-b, H10-13. Die 
Faktorladungen der Messindikatoren des D&M IS-Erfolgsmodells sind hochsignifi-
kant mit p<0,001. Die Beziehungen zwischen latenten Variablen des D&M Modells 
sind signifikant positiv. Insgesamt kann das D&M Modell als modifiziertes Teilmo-
dell des in diesem Beitrag angenommenen Strukturmodells bestätigt werden. InfQ 
wird durch die Variable Flex (β=0,26; p<0,01) positiv beeinflusst. SerQ wird von 
Flex (β=0,2; p<0,01) und AnbQ (β=0,27; p<0,01) positiv beeinflusst. SysQ wird 
durch SysE (β=0,26; p<0,01) und Func (β=0,34; p<0,01) positiv beeinflusst. Dabei 
wurden durch die befragten CRM-Experten die technischen Auswahlkriterien Ska-
lierbarkeit (n=43), Systemleistung (n=39) sowie Modifizierbarkeit & Wartbarkeit 
(n=39) als besonders wichtig herausgestellt. NetB wird von ImpK (β=0,22; p<0,01) 
und Func (β=0,31; p<0,001) direkt positiv beeinflusst. ImpK umfasst die schwer 
prognostizierbaren Kosten für die Festsetzung des Implementierungsbudgets. Eine 
intensive Beschäftigung mit dieser Kostenkategorie vor der Implementierung könnte 
daher einen nachhaltigen, direkten Effekt auf den CRM-Systemerfolg haben. Als 
vorrangig bedeutende funktionale Auswahlkriterien wurden Kontaktmanagement 
(n=66), Beziehungs- (n=45) und Akquise-&Verkaufsmanagement (n=43) genannt. 
Grundsätzlich lassen sich der funktionale Umfang sowie die Kompatibilität mit den 
CRM-Prozessen nur mit hohem finanziellem und personellem Aufwand verändern, 
sodass die Berücksichtigung der funktionalen Kriterien einen mediierten Einfluss über 






Abb. 4. Strukturmodell mit Pfadkoeffizienten und R²-Werten 
Interessanterweise kann der angenommene Einfluss der Variablen SysK, BenO, ImpQ, 
IntF weder auf die Qualitätsdimensionen noch auf NetB bestätigt werden. SysK sind 
feste, gut schätzbare Hard- und Softwarekosten sowie Kosten für erwartete Upgrades. 
Da diese mit einem ziemlich genauen Wert in die Evaluierung einfließen können, ist 
der Effekt auf den CRM-Systemerfolg in Anbetracht der guten Vergleichbarkeit der 
Anbieter vernachlässigbar. BenO umfasst die Benutzerfreundlichkeit des Systems, die 
Akzeptanz der Nutzer sowie verfügbares Trainingsmaterial. Obwohl den ersten zwei 
Kriterien eine hohe Priorisierung (n=56/46) in der Befragung zugesprochen wurde, 
kann kein positiver Effekt auf die durch die Nutzer wahrgenommen InfQ und SerQ 
nachgewiesen werden. Dies könnte mit der häufigen Vernachlässigung [45] bzw. der 
unterschiedlichen Interpretation [27] dieser „weichen“ Faktoren begründet werden. 
Denkbar ist daher eine Fehleinschätzung der im Projekt geplanten Priorisierung im 
Vergleich zur tatsächlichen Berücksichtigung der BenO. ImplQ umfasst die Kriterien 
Kompatibilität mit der vorhandenen IT-Landschaft, Implementierungsdauer und Si-
cherheit. Die letzten zwei Kriterien konnten durch [45] im Kontext von ERP-
Systemauswahl ebenfalls nicht bestätigt werden. Der Einfluss von ImplQ auf SysQ 
und InfQ ist insgesamt nicht nachweisbar, da die erwartete, durch Anbieter und Bera-
ter berechnete Implementierungsdauer keine zuverlässige Prognose darstellt und trotz 
einer Abweichung eine gute SysQ und InfQ erreicht werden können. Die Kompatibili-
tät wird zwar als relativ wichtig eingeschätzt (n=36), es ist jedoch denkbar, dass die 
technische Kompatibilität einer dynamischen Entwicklung unterliegt und aufgrund 
der langen Zeitspanne zwischen Auswahl und Erfolgsmessung Störfaktoren durch die 
Veränderung der IT-Landschaft gegeben sind. IntF beschreibt die Integration der 
Daten und des CRM-Systems in die Infrastruktur sowie die Systemkonformität. Die 





werden. Dass SysQ durch InfF nicht positiv beeinflusst wird, kann darin begründet 
sein, dass die IT-Landschaft vor der Systemauswahl häufig keiner hinreichenden Ana-
lyse unterzogen wird [19]. Daher können die notwendigen Einschätzungen in Bezug 
auf die InfF nicht die Realität abbilden und haben keine positive Wirkung auf SysQ. 
5 Limitationen, Zusammenfassung und Ausblick 
Die vorliegende Untersuchung unterliegt folgenden Einschränkungen. Die relativ 
kleine Stichprobe von 105 auswertbaren Datensätzen zur Prüfung komplexer Zusam-
menhänge stellt eine Limitation dar. Die PLS-Methode ist dennoch gut für kleine 
Stichproben geeignet und ist dafür bekannt auch hier valide Ergebnisse zu liefern. 
Eine erneute Prüfung des Modells mit einer noch größeren Stichprobe zur Bestätigung 
bzw. Anpassung der Ergebnisse ist sinnvoll. Die aus der Literatur abgeleiteten Aus-
wahlkriterien sind derzeit nur in Bezug auf ihre Relevanz in der vorliegenden Unter-
suchung evaluiert worden. Ihre Gruppierung und die Vollständigkeit der wichtigsten 
Auswahlkriterien kann im Rahmen qualitativer Forschung geprüft und ggf. erweitert 
werden. Dies kann das Ergebnis der Strukturmodellierung in einer weiteren Erhebung 
verändern. Die Aussagekraft des Modells erscheint aufgrund der relativ kleinen R²-
Werte der Qualitätsdimensionen des D&M IS-Erfolgsmodells gering bis moderat 
(vgl. Abb. 4). Da es sich hierbei um eine explorative Erweiterung und teilweise 
Respezifikation des D&M Modells handelt, sind R²-Werte in diesem Bereich zu er-
warten (ähnliche Ergebnisse erzielten [49]). Der Ansatz von CRM ist ein umfassen-
des, wertorientiertes Konzept, das über den Einsatz eines CRM-Systems hinausgeht 
[15]. Die erfolgreiche Implementierung eines CRM-Systems ist nur eine hinreichende 
Vorbedingung für den Erfolg [21]. Die vorausgehende Auswahl eines CRM-Systems 
und deren optimale Ausgestaltung im Sinne der Berücksichtigung aller Auswahlkrite-
rien ist lediglich ein kleiner Baustein auf dem Pfad zum CRM-Systemerfolg. Zahlrei-
che weitere Einflussgrößen in den Phasen der Strategiedefinition, der Implementie-
rung und des Betriebs sind für den CRM-Erfolg entscheidend. Dieses Gebilde kann 
jedoch in seiner Komplexität nicht adäquat und umfassend im Rahmen einer quantita-
tiv-empirischen Methodik abgebildet werden.  
Ziel des vorliegenden Beitrags war es die CRM-Auswahlkriterien aus der Literatur 
abzuleiten und anschließend zu prüfen, inwiefern die Kriterien in einem Zusammen-
hang zur System-, Service und Informationsqualität stehen und sich somit auf den 
Erfolg des eingeführten CRM-Systems auswirken. In Bezug auf die gestellten For-
schungsfragen kann wie folgt zusammengefasst werden: (a) Eine umfassende Litera-
turrecherche hat ein Kriterienkatalog von 33 CRM-Auswahlkriterien ergeben. (b) Die 
Ergebnisse der Strukturgleichungsmodellierung haben gezeigt, dass sich das D&M 
IS-Erfolgsmodell im Kontext der CRM-Systemauswahl bestätigen lässt. Ferner hat die 
statistische Analyse ergeben, dass fünf der neun Variablen Func, SysE, AnbQ, Flex 
und ImpK einen positiven Effekt auf mindestens eine Qualitätsdimension des D&M 
Modells bzw. direkt auf NetB haben. Daher kann ein gewisser Einfluss der CRM-
Systemauswahl auf den CRM-Systemerfolg geschlussfolgert werden. Im Rahmen wei-





anderer denkbarer Einflussgrößen, bspw. CRM-Strategie, projekt- oder branchenspe-
zifische Faktoren, möglich. Hierzu ist eine qualitative Befragung der CRM-Experten 
geplant. Circa 30 % der aktuell Befragten haben sich bereit erklärt an ausführlichen 
Experteninterviews teilzunehmen. Hierbei wäre es auch von Interesse zu hinterfragen, 
ob der Katalog der Auswahlkriterien erweitert werden soll und wie die nicht bestätig-
ten Kausalbeziehungen eingeschätzt werden. Außerdem könnten branchen-
spezifischen Anpassungen oder Ergänzungen notwendig werden. 
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Abstract. Trotz hoher erwarteter Einsparpotentiale bleibt die Verbreitung der 
elektronischen Rechnungsabwicklung hinter den Erwartungen der Europäischen 
Kommission und der Marktteilnehmer zurück. Gesetzesvereinfachungen auf eu-
ropäischer und nationaler Ebene sowie Standardisierungsbestrebungen zahlrei-
cher Organisationen haben bisher die Einführung der elektronischen Rechnung, 
insbesondere bei kleinen und mittleren Unternehmen, nicht in ausreichendem 
Maße fördern können. In diesem Aufsatz sollen die Anforderungen der Praxis 
an die elektronische Rechnungsabwicklung und die Voraussetzungen für die 
Etablierung der elektronischen Rechnung erörtert werden. Es werden qualitati-
ve, leitfadengestützte Interviews mit Experten aus den Gruppen Unternehmen, 
Steuerberatung und Lösungsanbieter für elektronische Rechnungsabwicklung 
durchgeführt. Aus den Ergebnissen werden Handlungsempfehlungen abgeleitet 
und die Rechnungstaxonomie als Erfolgsfaktor für die Verbreitung der elektro-
nischen Rechnungsabwicklung identifiziert. Die kritischen Erfolgsfaktoren ei-
ner Rechnungstaxonomie werden aus der Expertenbefragung abgeleitet. 
Keywords: Elektronische Rechnung, Expertenbefragung, Standardisierung, 
Taxonomie 
1 Einleitung 
Innerhalb der Europäischen Union (EU) werden jährlich Milliarden von Rechnungen 
ausgetauscht [2]. Die erwartete Ersparnis in der EU beim Einsatz der elektronischen 
Rechnung innerhalb von sechs Jahren wird mit 240 Mrd. Euro als sehr hoch einge-
schätzt [8]. Im Business-to-Consumer (B2C) Bereich etabliert sich die elektronische 
Rechnungsstellung immer mehr als Standard-Abrechnungsmethode [1]. Im Business-
to-Business (B2B) Bereich ist der elektronische Rechnungsaustausch allerdings noch 
auf einem relativ niedrigen Niveau [1]. Zwar sind die Transaktionen im B2B denen 
im B2C ähnlich, erstere sind jedoch vielfältiger und komplexer [1],[2],[10]. Im B2B 
hat die Rechnung nicht nur wirtschaftliche Folgen, sondern auch rechtliche [1]. Sie ist 
die Basis für die Berechtigung zum Vorsteuerabzug [6]. Nicht nur die komplexen 
Prozesse sind ein Grund für die langsame Verbreitung der elektronischen Rechnung 





schiede in den nationalen gesetzlichen Rahmenbedingungen in der EU und die Viel-
falt an Standards und eingesetzten Technologien [1]. Insbesondere für kleine und 
mittlere Unternehmen (KMU) ist der elektronische Austausch von Rechnungen zu 
kompliziert und kostspielig [8]. Nur 22 % der KMU in der EU nutzen die elektroni-
sche Rechnung, während es unter den Großunternehmen 42 % sind [8]. In Deutsch-
land versenden 31 % der Unternehmen elektronische Rechnungen, wobei nur 7 % der 
Unternehmen elektronische Rechnungen versenden, die in den Informationssystemen 
(IS) des Rechnungsempfängers automatisch weiterverarbeitet werden können [19]. 
Elektronische Rechnungen, die eine automatische Weiterverarbeitung ermöglichen, 
werden von 16 % der Unternehmen in Deutschland empfangen [19]. Zwischen den 
Unternehmen mit mehr als 250 Beschäftigten und den Unternehmen mit 10 bis 249 
Beschäftigten besteht dabei eine teilweise gravierende Diskrepanz [19]. Die EU defi-
niert Unternehmen mit weniger als 250 Beschäftigten und höchstens 50 Millionen 
Euro Jahresumsatz als KMU [6]. Mit einem Anteil von über 99 % aller Unternehmen 
nehmen die KMU in Europa einen signifikanten Anteil der Unternehmen ein [8]. Die 
EU Kommission [8] hat erkannt, dass der Masseneinführung der elektronischen 
Rechnung rechtliche, organisatorische und technische Barrieren entgegenstehen. Es 
werden praxisnahe und interoperable Lösungen benötigt, die nicht nur den Bedürfnis-
sen der Großunternehmen entsprechen, sondern auch den KMU einen wahrnehmba-
ren Nutzen bieten [8]. Der vorliegende Aufsatz beschäftigt sich daher mit den folgen-
den Forschungsfragen: a)Welche Anforderungen der Praxis bestehen an den Einsatz 
der elektronischen Rechnung? b)Welche Handlungsempfehlungen können daraus 
abgeleitet werden? 
Um diesen Fragen nachzugehen, wird in Abschnitt 2 der derzeitige Stand der For-
schung dargestellt. In Abschnitt 3 wird die ausgewählte qualitativ-empirische For-
schungsmethodik thematisiert. Es wurden 18 leitfadengestützte Experteninterviews 
durchgeführt, kodiert und methodisch ausgewertet. Die Ergebnisse der Datenauswer-
tung werden in Abschnitt 4 beschrieben und sind die Basis für die Identifikation der 
kritischen Erfolgsfaktoren einer Rechnungstaxonomie. Der Aufsatz schließt mit Fazit, 
Limitationen und Ausblick auf weiterführende Forschung. 
2 Literaturüberblick zur elektronischen Rechnungsabwicklung 
2.1 Organisatorische und technische Grundlagen 
In der Regel wird in der Literatur unter der elektronischen Rechnung nicht allein der 
Versand einer Rechnung auf elektronischem Weg verstanden, sondern die umfassen-
de Prozessintegration. Die elektronische Rechnungsabwicklung impliziert den kom-
pletten Prozess des elektronischen Rechnungsaustauschs, von der Rechnungsstellung 
über die Rechnungseingangsbearbeitung, bis hin zur Zahlungsabwicklung [2],[6]. 
Eine durchgängige Integration der Einkaufs-, Rechnungs- und Zahlungsprozesse er-
möglicht erhebliche Kostensenkungspotentiale [9]. Gemäß einer Studie über die 
Trends im E-Procurement [20], ist für den Großteil der befragten Schweizer Großun-





kunft. Bisher tauschen nur wenige der Unternehmen ihre Geschäftsdokumente vollau-
tomatisch aus [20]. Die Rechnung ist hierbei schon jetzt neben der Bestellung das am 
häufigsten ausgetauschte Dokument [20]. Es wäre vorteilhaft für die Unternehmen, 
den kompletten Prozess vom Auftrag bis zur Zahlung elektronisch zu integrieren, um 
eine vollständige automatisierte Bearbeitung zu ermöglichen [8],[9]. So können nicht 
nur die Druck- und Portokosten, sondern auch auf beiden Seiten die Kosten für die 
manuelle Bearbeitung eingespart und die Fehlerquellen reduziert werden [8-10]. Die 
in der Studie [20] identifizierten Hauptgründe für die geringe B2B-Prozessintegration 
sind das fehlende Bewusstsein und der Mangel an Infrastruktur für B2B-




Abb. 1. Ebenen der elektronischen Rechnung 
Es gibt eine Vielzahl von Lösungen für die elektronische Rechnungsabwicklung, die 
sich nicht nur in Funktionsumfang, sondern auch in der technischen Ausgestaltung 
(vgl. Abb. 1) und dem Grad der Prozessintegration unterscheiden. Die Lösung mit der 
geringsten Prozessintegration ist der Austausch per E-Mail. Die am weitesten fortge-
schrittene Prozessintegration auf beiden Seiten bietet das Electronic Data Interchange 
(EDI) Verfahren. Beim traditionellen EDI werden die Daten vollautomatisch zwi-
schen IS über ein Value Added Network (VAN) ausgetauscht [5], [22]. Für Unter-
nehmen ist das EDI-Verfahren nur dann rentabel, wenn sie ein ausreichend hohes 
Transaktionsvolumen und mit ihren Geschäftspartnern eine mittel- bis langfristige 
Geschäftsbeziehung unterhalten [5]. Aufgrund der Komplexität und der hohen Ein-
führungs- und Betriebskosten ist dieses Verfahren eher für Großunternehmen als für 
KMU vorteilhaft [5], [17], [22]. Im XML/EDI-Verfahren werden Geschäftsdaten im 
XML-Format über das Internet oder VAN ausgetauscht [5]. Der Versand einer elekt-
ronischen Rechnung kann direkt aus einer Anwendungssoftware oder über einen 
Dienstleister erfolgen. Der Dienstleister kümmert sich in der Regel nicht nur um den 
Austausch der Rechnung, sondern auch um die Konvertierung der Daten in den vom 
jeweiligen Unternehmen gewünschten Nachrichtenstandard. Im WebEDI-Verfahren 
findet kein automatischer Austausch zwischen den IS statt [5]. Der Rechnungsemp-
fänger lädt sich die Rechnungen aus dem Portal herunter bzw. der Rechnungssteller 
gibt die Rechnungsdaten über ein Webformular direkt ein oder überträgt sie über eine 
Druckertreiberlösung an das Portal. Diese Lösungen werden von einem Dienstleister, 
dem Rechnungssteller oder dem Rechnungsempfänger betrieben. Das Datenformat 





strukturiertes Format wie PDF sein. Die strukturierten Datenformate basieren auf 
diversen Nachrichtenstandards.  
2.2 Gesetzliche Grundlagen 
Gemäß §14 Umsatzsteuergesetz (UStG) ist eine elektronische Rechnung eine Rech-
nung, „die in einem elektronischen Format ausgestellt und empfangen wird“. Das 
steuerpflichtige Unternehmen ist dafür verantwortlich, dass die Authentizität (Echt-
heit der Identität des Rechnungsausstellers), die Integrität des Inhalts und die Lesbar-
keit der Rechnung vom Zeitpunkt der Ausstellung bis zum Ende der gesetzlich gefor-
derten Aufbewahrungsdauer sichergestellt sind [4]. Diese Verantwortung ist unab-
hängig davon, ob es sich um eine Papierrechnung oder um eine elektronische Rech-
nung handelt und kann unter anderem durch ein innerbetriebliches Kontrollverfahren 
erwirkt werden. Die Rechnung soll mit der Zahlungsverpflichtung abgeglichen wer-
den [4]. Für die Sicherstellung der Authentizität und Integrität bei elektronischen 
Rechnungen haben sich bereits Technologien etabliert, die beispielhaft im §14 Abs. 3 
UStG genannt werden: die qualifizierte elektronische Signatur und das EDI-Verfahren 
mit einer Vereinbarung auf Basis der Empfehlung 94/820/EG der Kommission. Das 
innerbetriebliche Kontrollverfahren „soll lediglich die korrekte Übermittlung der 
Rechnungen sicherstellen“ [4], indem es einen verlässlichen Prüfpfad zwischen 
Rechnung und Leistung sicherstellt. Stimmt die Rechnung mit der erbrachten Leis-
tung überein und sind die Angaben zu den Geschäftspartnern korrekt, kann davon 
ausgegangen werden, dass beim Rechnungsaustausch weder die Authentizität noch 
die Integrität der Rechnung versehrt wurden. Die Gutschrift (die Abrechnung durch 
das leistungsempfangende Unternehmen) wird unter der Rechnung subsummiert. 
2.3 Standardisierung 
Die Fähigkeit einer nahtlosen Kommunikation und Zusammenarbeit zwischen Unter-
nehmen ist ein wichtiger Wettbewerbsfaktor [13]. Diese Fähigkeit basiert u. a. auf der 
Kompatibilität der IS hinsichtlich der ausgetauschten Daten [13],[22]. So definieren 
Standards die Syntax und die Semantik von Dokumenten sowie die Interpretation des 
Inhalts [21]. Die Theorie der Standardisierung basiert vorwiegend auf positiven Netz-
effekten, die dadurch entstehen, dass Marktteilnehmer einen Vorteil daraus ziehen, 
wenn weitere Marktteilnehmer den Markt betreten und das gleiche Gut konsumieren 
[5],[18]. Empirische Untersuchungen haben gezeigt, dass eine Koexistenz verschie-
dener Standards möglich ist [21]. Die technische Überlegenheit eines Standards stellt 
jedoch keine Garantie für dessen Durchsetzung dar. Entscheidend ist vielmehr die 
Zuversicht der Anwender, dass sich ein Standard etablieren wird [5]. Für die elektro-
nische Rechnung existieren zahlreiche unabhängige, branchen- und länderspezifische 
Standards (vgl. Tab. 1). Deren Vielfalt verdeutlicht, dass die Anforderungen an Stan-
dards unterschiedlich, komplex und teilweise inkompatibel sind [5],[22]. Ferner sind 
die vorhandenen Standards derzeit noch nicht vollständig entwickelt und harmonisiert 
[13]. Das langfristige Ziel ist, sich auf einen gemeinsamen Standard zu einigen, doch 





competitive pressures and regulatory demands“ [12]. Unter dem Dach der ISO 20022 
Richtlinie wurde eine Vielzahl von Formaten und Standards des Finanzsektors zu-
sammengefasst, um langfristig eine Entwicklung zu einem einzigen Standard zu er-
möglichen [12]. Die durch die Europäische Kommission gegründete Expertengruppe 
für elektronische Rechnungsstellung formuliert in Ihrem European Electronic 
Invoicing Framework (EEIF) [9] sechs übergeordnete Handlungsempfehlungen zur 
Unterstützung einer flächendeckenden Verbreitung der elektronischen Rechnungsstel-
lung in der EU. Im EEIF werden unter anderem die Rolle der KMU, die Schaffung 
von interoperablen Lösungen und die Harmonisierung der Europäischen Gesetz-
gebung thematisiert. Das EEIF empfiehlt ein gemeinsames semantisches Referenz-
Datenmodel für Unternehmen und öffentliche Verwaltung, um die Interoperabilität 
der Lösungen zu gewährleisten [9]. Zukünftige Standards sollen kompatibel mit den 
im UN/CEFACT Cross-Industry Invoice (CII) v.2 definierten Anforderungen an den 
Inhalt und den Prozess der elektronischen Rechnung sein [9].  
Tabelle 1. Ausgewählte Standards für die elektronische Rechnungsabwicklung 
Standard Institution Vorteile Nachteile
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nationale Verbreitung und Rechtssicherheit keine internationale Anwendung
 
3 Forschungsmethodik 
Qualitative Forschung im Rahmen der Wirtschaftsinformatik wird eingesetzt, um den 
Einsatz von IS aus der Sicht der Nutzer zu beleuchten, den organisationalen und sozi-
alen Kontext der Nutzung zu hinterfragen und kausale Prozesse im Detail  
herauszuarbeiten [14]. Die vielfältigen Zusammenhänge und Nutzerperspektiven im 
Rahmen der elektronischen Rechnungsabwicklung sowie die Vielzahl der äußeren 
Einflüsse erhöhen die Komplexität dieses Themas und lassen den Einsatz qualitativer 
Methoden als sinnvoll erscheinen. Zur Klärung der Fragen nach den Anforderungen 
der Unternehmen an die elektronische Rechnungsabwicklung bietet sich als Erhe-
bungsmethodik das explorative, leitfadengestützte Experteninterview an. Als ein In-





einheitlichen theoretischen und methodischen Verständnis“ [11], sondern berücksich-
tigt die unterschiedlichen subjektiven Betrachtungsweisen. Der Experte verfügt über 
Wissen, „das sich auf sein spezifisches professionelles oder berufliches Handlungs-
feld bezieht“ [3] und wird daher als Repräsentant gesehen [11].  
Die Erhebung fand im Zeitraum von Januar bis Juli 2011 statt. Die Auswahl der 
Experten erfolgte nicht aus Gründen der Repräsentativität, sondern aus Gründen der 
Relevanz für das Thema [11]. Für die Befragung war nicht die praktische Erfahrung 
der Experten im Rechnungswesen entscheidend, sondern dass sie über ein umfangrei-
ches und fundiertes Wissen zur elektronischen Rechnungsabwicklung verfügen. Es 
wurden insgesamt 18 Experten aus den Gruppen Steuerberater, Lösungsanbieter und 
Unternehmensangestellten befragt. Die vier Steuerberater sollten ihr Wissen rund um 
die elektronische Rechnungsabwicklung aus der Perspektive der KMU einbringen. 
Steuerberater erledigen für KMU die Finanzbuchführung und beraten sie bei der Un-
ternehmenssteuerung. Somit verfügen sie nicht nur über rechtliches, sondern auch 
über betriebswirtschaftliches Wissen. Die 11 Lösungsanbieter konnten einen breiten 
Erfahrungshorizont zur Einführung der elektronischen Rechnung bei Unternehmen 
jeder Größenklasse aufweisen. Die befragten Lösungsanbieter sind Mitglieder im 
Verband der elektronischen Rechnungen Deutschland und größtenteils international 
tätig. In der Regel leiten sie auch Projekte, die die ganze Prozesskette vom Angebot 
bis zur Bezahlung betreffen. Bei den Lösungsanbietern wurden Geschäftsführer oder 
leitende Angestellte aus den Bereichen Vertrieb, Information und Telekommunikation 
(IT), Recht oder Kundenbetreuung befragt. Teilweise sind sie auch in EU Arbeitskrei-
sen zur elektronischen Rechnungsabwicklung, wie z. B. dem Forum elektronischer 
Rechnung Deutschland, engagiert. Die drei befragten Unternehmensangestellten 
konnten Erfahrungen aus Unternehmenssicht bei der Einführung von komfortablen 
Lösungen zum elektronischen Rechnungsaustausch mit Kunden und Lieferanten ein-
bringen, da sie für diese Lösungen in den Bereichen Vertrieb oder IT verantwortlich 
sind. Die befragten Unternehmen sind Großunternehmen mit einem großen Ge-
schäftspartnerstamm und internationaler Tätigkeit. Bei allen Interviews wurde der 
gleiche Leitfaden zugrunde gelegt, der in [7] vollständig eingesehen werden kann. Er 
bestand aus offenen und allgemein gefassten Fragen. Die Auswertung bezieht sich auf 
die Fragen zu „strukturierte Daten“, „Standard“ und „Voraussetzungen“. In der Rub-
rik „strukturierte Daten“ wurden die Anforderungen an einen strukturierten Datensatz 
und die Abhängigkeit zum Rechnungssteller und Rechnungsempfänger erfragt. Die 
Rubrik „Standard“ erörterte die Voraussetzungen und die Verantwortlichkeit für die 
Etablierung eines Standards. Die Befragung endete mit den „Voraussetzungen“ für 
die Verbreitung der elektronischen Rechnung. Detailliertere Nachfragen ergaben sich 
direkt aus dem Gesprächsverlauf oder basierend auf den Erkenntnissen aus vorherigen 
Interviews. 
Die Datenauswertung erfolgte in Anlehnung an die qualitative Inhaltsanalyse nach 
[16], da sie „zur Analyse subjektiver Sichtweisen mit Leitfadeninterviews verwendet“ 
[11] wird. Entsprechend der Methode der induktiven Kategorienbildung wurde das 
Datenmaterial systematisch analysiert und mittels des Kodierverfahrens reduziert, 
ohne vorher ein Theoriekonzept entwickelt zu haben [16]. Die Antworten der Exper-





Die Transkription der aufgezeichneten Gespräche verlief parallel zu der Befragung 
der Experten. Dies hat den induktiv-zyklischen Charakter der qualitativen Daten-
sammlung und –analyse unterstützt [14], indem aus neu gewonnenen Erkenntnissen 
Diskussionspotential identifiziert und in den folgenden Interviews in Form von detail-
lierten Nachfragen umgesetzt wurde. Die transkribierten Interviews wurden anschlie-
ßend anonymisiert und komprimiert. Danach wurden die Paraphrasen den Rubriken 
der Befragung zugeordnet, teilweise erfolgte auch eine Zuordnung zu mehreren Rub-
riken. Im nächsten Schritt wurde ein induktives Kategoriensystem innerhalb der ein-
zelnen Rubriken über die Kernaussagen der Experten erstellt (vgl. Abb. 2). 
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Um einen Standard zu etablieren müsste der Staat tätig 
werden.In einigen Ländern akzeptiert der Staat nur noch 
elektronische Rechnungen. Er gibt das Format und das 
Verfahren vor. Aus diesen Vorgaben könnte sich dann ein 
Standard entwickeln. Staatliche Anreize und Eingriffe sind 








Abb. 2. Auszug aus dem Kodierverfahren 
4 Ausgewählte Ergebnisse der Expertenbefragung 
4.1 Anforderungen an strukturierte Rechnungsdaten 
Eine Verarbeitung ohne manuellen Eingriff setzt strukturierte Daten voraus (vgl. 2.1). 
Die Experten wurden nach den Anforderungen an die strukturierten Rechnungsdaten 
befragt. Sie haben die strukturierten Rechnungsdaten in der Regel in Kopf-, Positions- 
und Fußdatensatz unterteilt und die wesentlichen Angaben für eine automatische 
Weiterverarbeitung, insbesondere die Rechnungsprüfung, genannt (vgl. Tabelle 2) 
Die Experten heben hervor, dass der Rechnungssteller kein grundsätzliches Inte-
resse hat, strukturierte Rechnungsdaten bereitzustellen. Er möchte seinen Aufwand 
möglichst gering halten und elektronische Rechnungen rechtskonform versenden. In 
der Regel ist es der Rechnungsempfänger, der strukturierte Rechnungsdaten für die 
automatische Weiterverarbeitung in seinem IS mit dem Ziel der Prozessoptimierung 
fordert. Primär werden Daten für das Rechnungswesen und die Warenwirtschaft be-
nötigt. Für die strukturierten Rechnungsdaten gibt es keinen Standard, weder für das 
verwendete Datenformat noch für den Inhalt. So müssen die auszutauschenden Daten 
immer zwischen den Geschäftspartnern oder deren Dienstleistern abgestimmt werden. 
Der Aufwand für den Rechnungssteller steigt, wenn er eine heterogene Kundenstruk-
tur hinsichtlich der technischen Möglichkeiten und der Branche hat. Außerdem kann 
nicht jeder Kunde strukturierte Rechnungsdaten verarbeiten. Für das Rechnungswesen 
werden Daten für die Finanzbuchführung, die Rechnungsprüfung, die Kostenstellen-
buchführung und den Zahlungsverkehr benötigt. Unabhängig von der rechtlichen 





steuerlich relevanten Daten gefordert. Aus Datenschutzgründen sollten gemäß eines 
Experten keine weiteren Daten enthalten sein. Neben der rechtlichen Relevanz dieser 
Daten, werden sie für die automatisierte formale Rechnungsprüfung gefordert. Für 
eine vollständige Rechnungsprüfung werden Positionsdaten benötigt. Für den Ab-
gleich mit der Bestellung werden die Bestellinformationen, teilweise auch auf Positi-
onsebene, gefordert. Bei der automatisierten Rechnungsprüfung können diese nur 
dann automatisiert verarbeitet werden, wenn sie bereits in gleicher Struktur im Sys-
tem vorliegen. Bei der Rechnungsprüfung werden Berechnungen auf der Rechnung 
durch das System automatisiert geprüft. Auch Positionsdaten werden benötigt, wenn 
auf Warenebene gebucht wird oder die Rechnung unterschiedliche Leistungen enthält. 
Um die Lieferung oder Leistung klar zuordnen zu können, werden zum einen die 
Stammdaten wie z. B. Unternehmensname und Adresse, die erweiterten Stammdaten 
wie die Bankverbindung und zum anderen geschäftspartnerspezifische Daten zur 
Identifikation des Rechnungsstellers oder des Leistungsempfängers benötigt. 
Tabelle 2. Angaben für eine automatische Rechnungsprüfung 
- Rechnungsnummer - Mehrwertsteuersätze 
- Rechnungsdatum - Valutadatum
- Daten des Rechnungsstellers - Zahlungsbedingungen
- Daten des Rechnungsempfängers - Zu- und Abschläge wie Zuschüsse, Fracht-,
- Daten des Warenempfängers,   Werbungs-, Versicherungskosten
   insbesondere wichtig bei Filialen - Referenzen, wie z. B. Bestell-, Lieferscheinnummer 
- Bezeichnung des Artikels - Listeneinzelpreis
- EAN-Code - Rabatte
- Artikelnummer des Lieferanten - Einzelpreis inklusive aller Rabatte
- Mengenangaben - Mehrwertsteuersatz
- Einzelpreisinformationen
- Rechnungsbetrag je Mehrwertsteuersatz





























4.2 Voraussetzungen für die Etablierung eines Standards 
Die Prozessintegration wurde in der Literatur als wesentlicher Faktor für Kostenein-
sparungen genannt (vgl. 2.1). Wie in 2.3 skizziert, müssen für den elektronischen 
Austausch und eine automatische Verarbeitung die Rechnungsdaten von den IS der 
Geschäftspartner gleichermaßen interpretiert werden. Es wurden viele Rechnungs-
standards entwickelt, jedoch konnte sich bisher keiner durchsetzen (vgl. 2.3). Die 
Experten wurden nach den Voraussetzungen für die Etablierung eines Standards be-
fragt. Sie haben Treiber, Grenzen und Anforderungen als die Kernaspekte der Etablie-
rung eines Standards identifiziert (vgl.Tabelle 3).  
Um einen Rechnungsstandard zu etablieren, sehen die meisten Experten den Staat 
in der Verantwortung. Entsprechend dem Vorbild anderer europäischer Länder soll er 
Vorgaben und Anreize setzen und bestenfalls nur noch elektronische Rechnungen in 
einem bestimmten Format akzeptieren. Ein Steuerberater hingegen ist der Meinung, 
dass die öffentliche Verwaltung auf keinen Fall tätig werden soll. Ein Lösungsanbie-





gungen, so dass die Marktteilnehmer selbst einen Standard definieren können. Weite-
re Treiber sind die Gremien und Verbände und die Unternehmen selber. Die Experten 
heben hervor, dass die Marktteilnehmer zusammenarbeiten und dabei auch die Belan-
ge der kleinen Unternehmen berücksichtigen sollen, damit ein Standard auch von 
allen Unternehmen getragen wird. Der meinungsbildende Vertreter für die KMU in 
solchen Fragen ist in Deutschland der Steuerberater. Bei der Definition eines Rech-
nungsstandards sollte berücksichtigt werden, dass nicht jedes Unternehmen über 
Know-how in der technischen Schnittstellenimplementierung verfügt. 
Tabelle 3. Voraussetzungen für die Etablierung eines Standards 
Unterkategorie Handlungsempfehlungen der Experten
Staatliche Anreize und 
Vorgaben
Behörde auf supranationaler und nationaler Ebene sollte Standard determinieren; 
Öffentliche Verwaltung sollte nur noch elektronische Rechnungen akzeptieren.
Gremien und Verbände Die entsprechenden Arbeitskreise, Verbände und Gremien sollten innerhalb ihrer 
Branchen klare Vorgaben machen.
Zusammenarbeit der 
Marktteilnehmer
Führende Unternehmen sollten selbst tätig werden und einen gemeinsamen Standard 
definieren.
Akzeptanz der Steuerberater Der Steuerberater als Vertrauensperson der KMU sollte einbezogen werden.
Heterogene Bedingungen in 
Unternehmen
Die heterogenen Bedingungen hinsichtlich eingesetzter Informationssysteme, 
vorhandenem Know-how und etablierten Geschäftsprozessen sollten berücksichtigt 
werden.
Hohe Kosten Die Nutzung und Implementierung sollte insbesondere für KMU und den Anbietern 
von Rechnungsschreibungslösungen finanziell tragbar sein.
Gesetzgebungsverfahren Die Gesetze sollten immer auf dem Stand der Technik sein.
Vielzahl an Standards Heterogenität der Standards und Schnittstellen sollten überwunden werden, auch wenn 




Erweiterbarkeit hinsichtlich branchenspezifischer und nationaler Besonderheiten sollten 
integrierbar sein.
Einfachheit Die Umsetzung und Anwendung sollte einfach sein.
Konsolidierung der 
Anforderungen
Die Anforderungen sollten konsolidiert werden und mindestens die steuerlich 
relevanten Angaben enthalten. Neben strukturierten Daten für die Weiterverarbeitung 
sollte es eine bildhafte Darstellung der Rechnungsdaten geben.
Rechtliche Anforderungen Die Praxis sollte der Gesetzgebung Vorschläge machen, die diese in ein Gesetz umsetzt. 
Die Gesetzgebung sollte klare Aussagen machen, welche Verfahren zulässig  und welche 
Bedingungen konkret zu erfüllen sind.
Vermarktung Die Unternehmen sollten Vertrauen in den Standard haben, dazu müssen sie einbezogen 


















Die Geschäftsprozesse in den Unternehmen sind unterschiedlich und auch die einge-
setzten IS. Es existiert bereits eine Vielzahl an Rechnungsstandards. Die Chance einer 
Konsolidierung dieser Standards ist gering, zumal die Hersteller von Enterprise-
Resource-Planning Software kein Interesse daran haben, sich für fremde Systeme zu 
öffnen. Die Investitionskosten für die Implementierung eines „weiteren“ Standards 
sind hoch und können nicht von jedem Unternehmen getragen werden. Erschwerend 
kommt hinzu, dass das Gesetzgebungsverfahren meistens langwierig und somit nicht 
auf dem neuesten Stand der Technik ist. Folglich muss die Umstellung auf einen 
Standard einen Mehrwert im Vergleich zur bisherigen Vorgehensweise bieten. Au-





ben klaren rechtlichen Vorgaben sollte die Praxis einen Vorschlag entwickeln, der 
rechtlich umgesetzt wird. Die Mindestangaben sollten die vom Gesetz vorgegebenen, 
rechnungsrelevanten Angaben sein. Hilfreich wäre eine Vereinheitlichung der Be-
zeichnungen für die Rechnungsdaten nicht nur für die strukturierten Rechnungsdaten, 
sondern auch für das Rechnungsbild. Der Standard sollte so flexibel sein, dass bran-
chenspezifische und nationale Besonderheiten abgebildet werden können. Der Stan-
dard sollte definieren, dass es immer ein Rechnungsbild und strukturierte Rechnungs-
daten geben muss. Bei der Vermarktung sollte darauf geachtet werden, das Vertrauen 
und die Akzeptanz der Unternehmen für diesen Standard zu gewinnen. 
4.3 Voraussetzung für die Verbreitung der elektronischen Rechnungs- 
abwicklung 
Abschließend sollten die Voraussetzungen für die Verbreitung der elektronischen 
Rechnung aus der Sicht der Praxis erörtert werden. Die Experten haben Rechtssicher-
heit, Treiber, Rentabilität, Standardisierung, Flexibilität und Akzeptanz als die Kern-
aspekte identifiziert (vgl.Tabelle 4).  
Nach Aussagen der Experten sind verständliche und konkrete rechtliche Rahmen-
bedingungen unerlässlich. Sie heben hervor, dass diese von den Unternehmen ohne 
Interpretationen zu verstehen sein sollten. Ein Experte empfiehlt für eine eindeutige 
Rechtslage Grundsatzurteile. Ferner sollte der Bekanntheitsgrad der elektronischen 
Rechnungsabwicklung erhöht werden. Verlangen oder fördern die öffentlichen Be-
hörden die elektronische Rechnungsstellung, so ist eine positive Auswirkung auf die 
Verbreitung der elektronischen Rechnungsabwicklung bei den Unternehmen zu er-
warten. Neben dem Staat können auch die anderen Marktteilnehmer, wie Gremien 
und Verbände oder die Unternehmen selbst Vorgaben definieren und so die Verbrei-
tung vorantreiben. Die Bereitschaft zur Teilnahme an der elektronischen Rechnungs-
abwicklung ist abhängig von der kritischen Masse. Dies gilt nicht nur für das einzelne 
Unternehmen, sondern auch über alle Unternehmen hinweg. Große Unternehmen 
sehen die Prozessoptimierung als einen wichtigen Nutzen der elektronischen Rech-
nungsabwicklung. Sie benötigen strukturierte Rechnungsdaten zur automatischen 
Verarbeitung im IS. Gemäß den Experten sind für die KMU hingegen ein effizienter 






Tabelle 4. Voraussetzungen für die Verbreitung der elektronischen Rechnungsabwicklung 
Unterkategorie Handlungsempfehlungen der Experten
Verständliche rechtliche 
Rahmenbedingungen
Die Finanzverwaltung sollte die Anforderungen an die elektronische Rechnung einfach und praxisnah beschreiben, 
so dass sie ein jeder ohne Interpretation versteht.
Grundsatzurteile Grundsatzurteile sind vorteilhaft, denn die Unternehmen werden erst bei eindeutiger Rechtslage bereit sein, sich 
bewusst für oder gegen die elektronische Rechnung zu entscheiden.
Staatliche Vorgaben Die öffentliche Verwaltung sollte nur elektronische Rechnungen akzeptieren und klare Vorgaben für die 
elektronische Rechnung machen.
Vermarktung Es sollte eine Image-Kampagne "elektronische Rechnung ist In" gestartet werden. Der Bekanntheitsgrad ist 
fortlaufend zu erhöhen, sowie eine Aufklärung über die Gesetzeslage ist notwendig.
Gremien und Verbände Gremien und Verbände sollten das Thema elektronische Rechnung vorantreiben und innerhalb ihrer Bereiche klare 
Vorgaben machen.
Prozessoptimierung Es werden strukturierte Rechnungsdaten benötigt, damit die Daten automatisch in die nachgelagerten 
Informationssysteme übernommen werden und eine automatische Rechnungsprüfung erfolgen kann. Dabei sollten 
auch die Belange der KMU berücksichtigt werden und hier insbesondere die Weitergabe in das 
Buchführungssystem des Steuerberaters.
Aufwand Die Nutzung und Implementierung der elektronischen Rechnung sollte leicht zu handhaben und finanziell tragbar 
sein. Der Aufwand für die Abstimmung sollte möglichst gering sein.
Kritische Masse Es sollten Maßnahmen eingeleitet werden, damit die kritische Masse an Lieferanten und Kunden für die 
elektronische Rechnung erreicht wird.
Prozessintegration Die elektronische Rechnungsabwicklung sollte sich in die bestehenden Geschäftsprozesse der Unternehmen 
integrieren lassen. So sollte es den KMU möglich sein, weiterhin eine manuelle Rechnungseingangsbearbeitung 
durchzuführen und mit den elektronischen Rechnungen wie mit den Papierrechnungen zu arbeiten.
Unternehmensgröße Die Lösung sollte für alle Unternehmen unabhängig davon, ob es sich um ein Großunternehmen oder ein KMU 
handelt, einsetzbar sein.
Technik Der Softwareeinsatz im Unternehmen ist für die Verbreitung der elektronischen Rechnung entscheidend. Es sollte 
ein Angebot von Standardsoftware für die Grundanforderungen der elektronischen Rechnung kostengünstig 
angeboten werden.
Individuelle Anforderungen Ein Rechnungsstandard sollte um individuelle Anforderungen wie Branchenspezifika oder bilateral abgestimmte 
Anforderungen erweiterbar sein.
Einheitliches frei zugängliches 
Datenformat
Es sollte einen einheitlichen frei zugänglichen Rechnungsdatenstandard geben. Dieser sollte sich auf die 
wesentlichen Inhalte einer Rechnung reduzieren.
Lesbarkeit der Rechnung Die Rechnungsdaten sollten für das menschliche Auge lesbar sein. Es bedarf einer bildhaften Aufbereitung der 
strukturierten Rechnungsdaten, in einem standardisierten Datenformat. Es wird das PDF als Medium empfohlen.
Bildhafte Darstellung inkl. 
strukturierter Daten
Der Rechnungsstandard sollte definieren, dass es immer eine bildhafte Darstellung der Rechnungsdaten und einen 
strukturierten Rechnungsdatensatz gibt.
Standardisierte Lösungen Es sollten standardisierte Lösungen für die elektronische Rechnungsabwicklung entwickelt werden.




Es bedarf klarer rechtlicher Regelungen, die ohne Interpretation zu verstehen sind und vertrauenswürdige Lösungen, 
die die rechtlichen Anforderungen einhalten.




Es sollten Maßnahmen eingeleitet werden, damit die Bereitschaft der Unternehmen, die elektronische Rechnung 
einzuführen, steigt, wie z. B. die Zurverfügungstellung von Standardsoftware.
Akzeptanz der Steuerberater In Deutschland ist der Steuerberater die Vertrauensperson der KMU und hat daher eine entscheidende Rolle für die 
Akzeptanz der elektronischen Rechnung. Der Steuerberater sollte bei den Maßnahmen zur Förderung der 










































Ferner sollte der Aufwand für Anpassungen an Schnittstellen zu IS für die Ausgabe 
bzw. Verarbeitung strukturierter Rechnungsdaten für die Unternehmen rentabel sein. 
Vorteilhaft für die Verbreitung der elektronischen Rechnungsabwicklung ist ein Stan-
dard, der frei zugänglich ist und sich auf die wesentlichen Eigenschaften einer Rech-
nung reduziert. Allerdings sollte er auch branchenspezifische Besonderheiten abde-
cken. Da die Lesbarkeit der Rechnungsdaten für Unternehmen und die Finanzverwal-
tung entscheidend ist, soll im optimalen Fall neben den strukturierten Rechnungsdaten 
auch die bildliche Darstellung der Rechnung nicht fehlen. Die Anforderungen an die 





Software und den etablierten Geschäftsprozessen ab. Neben Unternehmen, die ihre 
Prozesse automatisieren, gibt es auch Unternehmen, deren Prozesse noch manuell 
laufen. Die Lösungen zur elektronischen Rechnungsabwicklung sollten daher flexibel 
und unabhängig von Unternehmensgröße, Branche und Softwareeinsatz sein. Außer-
dem sollten sie einfach anzuwenden sein und auf steuerrechtlich anerkannten Verfah-
ren beruhen. Es hat sich gezeigt, dass gerade bei den KMU die Akzeptanz des Steuer-
beraters für die Teilnahme an der elektronischen Rechnungsabwicklung wichtig ist. 
Grundsätzlich muss bei den Geschäftspartnern die Bereitschaft, Geschäftsprozesse 
anzupassen, existieren. Ein Experte weist daraufhin, dass ca. 90 % des Rechnungsvo-
lumens eines Unternehmens national ist. Somit macht es seiner Meinung nach erst 
Sinn, die Verbreitung auf europäischer Ebene anzustreben, wenn sich die elektroni-
sche Rechnungsstellung auf nationaler Ebene etabliert hat. 
4.4 Erfolgsfaktor Rechnungstaxonomie 
Neben der Sicherstellung des Vorsteuerabzugs sehen die Experten die Prozessopti-
mierung als eine wichtige Aufgabe der elektronischen Rechnungsabwicklung. Sie 
stellten dar, dass es eine Vielzahl an Lösungen gibt, die sich u. a. in der Integrations-
tiefe mit anderen Geschäftsprozessen differenzieren. Sie sind teilweise erst ab einem 
bestimmten Rechnungsvolumen rentabel. Die Lösungsauswahl wird zum einen durch 
die Anforderungen und zum anderen durch die Möglichkeiten im Unternehmen, wie 
z. B. Know-how und technische Ressourcen, determiniert. Ferner entscheidet die 
strategische Bedeutung des elektronischen Datenaustausches, den ein Unternehmen 
bereit ist, zu investieren. Die Interoperabilität der Lösungen sollte überwunden wer-
den, denn je mehr Unternehmen elektronische Rechnungen austauschen, umso einfa-
cher wird es für Unternehmen, weitere Geschäftspartner zu motivieren. Obwohl viele 
Rechnungsstandards entwickelt wurden und die Aussichten eines gemeinsamen Stan-
dards derzeit nicht realistisch erscheinen, haben die Experten die Standardisierung als 
eine wichtige Voraussetzung für die Verbreitung hervorgehoben. Abweichend zu den 
bisherigen Standardsierungen beschränken sich die Experten nicht allein auf die Not-
wendigkeit, strukturierte Daten zu spezifizieren, sondern heben die Lesbarkeit der 
Daten hervor. Ferner sollte der Standard nicht so komplex wie die bisherigen Stan-
dards sein, sondern primär die rechnungsrelevanten Daten definieren. So ist der Stan-
dard leichter zu verstehen und zu implementieren, was insbesondere für die KMU 
wichtig ist. 
Aufbauend auf dem Ergebnis der Expertenbefragung wird eine Rechnungstaxono-
mie vorgeschlagen. Die identifizierten Erfolgsfaktoren für die Verbreitung der elekt-
ronischen Rechnung werden klassifiziert und strukturiert. Damit die Rechnungstaxo-
nomie erfolgreich sein kann, sollte sie einen hohen Bekanntheitsgrad erreichen, ak-
zeptiert werden, die Kernanforderungen der Unternehmen abbilden, sich am Markt 
verbreiten und immer auf dem aktuellen Stand sein (vgl. Tabelle 5). Sie sollte durch 
einen Arbeitskreis, bestehend aus den Treiber-Institutionen, entwickelt werden. 
Die Experten heben hervor, dass das Gebiet der elektronischen Rechnung für alle 
Unternehmen transparent sein sollte. Daher sollten in einer Rechnungstaxonomie 





nungsabwicklung in einem unterschiedlichem Detaillierungsgrad dargestellt werden. 
Die Unternehmen sollten sich in den Beschreibungen zu Geschäftsprozessen, Soft-
wareeinsatz und Geschäftsvorfällen wiederfinden können. Hilfreich sind praxisnah 
erklärte Referenzimplementierungen. Eng verbunden mit der Transparenz ist die Ak-
zeptanz, die von den Anforderungen der Unternehmen abhängt. Die Rechnungstaxo-
nomie sollte sich in die bestehenden Prozesse integrieren lassen, aber auch die Mög-
lichkeit geben, diese zu optimieren. Bei der Lesbarkeit der Rechnungsdaten handelt es 
sich um eine der rechtlichen Anforderungen der Finanzverwaltung. Vorteilhaft ist, 
wenn die Rechnungstaxonomie frei zugänglich, einfach anzuwenden und erweiterbar 
ist. Ferner sollten die führenden Unternehmen und die Lösungsanbieter aus eigenem 
Anlass die Rechnungstaxonomie umsetzen und als Vorreiter fungieren. Neben dem 
Staat sollten die Gremien und Verbände sowie die Steuerberater in ihren Bereichen 
die Rechnungstaxonomie verbreiten und den Unternehmen beratend zur Seite stehen. 
Die zentrale Aufgabe der Rechnungstaxonomie ist die Definition eines Standards, 
der neben den strukturierten Daten auch die Verpflichtung eines Rechnungsbilds um-
fasst. Neben dem Inhalt einer Rechnung, der Bedeutung und Syntax dieses Inhalts, 
sollten die Abhängigkeiten der Inhaltselemente erläutert werden. Die Anwendbarkeit 
soll durch Richtlinien und Vorgaben des Datenformats ermöglicht werden. 
Tabelle 5. Kritische Erfolgsfaktoren einer Rechnungstaxonomie 
Rechtliche 
Rahmenbedingungen
Informationen über rechtliche Anforderungen 
Elektronische 
Rechnungsabwicklung
Darstellung der Vorteile und Varianten des Lösungsangebotes mit unterschiedlichem Detaillierungsgrad
Best Practices Referenzimplementierungen von steuerrechtlich anerkannten Verfahren und Grundsatzurteile
FAQ Liste Praxisnahe Darstellung der rechtlichen, technischen und organisatorischen Rahmenbedingungen
Geschäftsvorfälle Beschreibung der betroffenen Geschäftsvorfälle und Prozesse
Staat Verpflichtung zur elektronischen Rechnungsstellung und Förderung eines Standards
Gremien und Verbände Publikmachung und Beratung
Unternehmen Bereitschaft zur Vorreiterrolle und Unterstützung der Geschäftspartner
Steuerberater Publikmachung und Beratung
Lösungsanbieter Umsetzung und Beratung
Inhalt Festlegung der Inhalte unter Berücksichtigung von notwendigen und optionalen Angaben
Semantik Festlegung der Bedeutung der Inhalte, Determination eines Datenmodells
Syntax Festlegung der Bezeichnung, der Struktur, Datenelemente,…
Interpretation Darstellung der Abhängigkeiten der Inhalte und Beschreibung von deren Anwendbarkeit
Richtlinien Aufstellung von Regeln zur Anwendung
Format Festlegung des Datenformats für die strukturierten Rechnungsdaten und für die visuelle Darstellung der 
Rechnung
Rechtskonformität Abbildung der rechtlichen Anforderungen an den Rechnungsinhalt
Lesbarkeit Lesbarmachung der Rechnungsdaten, indem neben strukturierten Rechnungsdaten auch ein 
Rechnungsbild vorhanden ist
Flexibilität Möglichkeit der automatischen und manuellen Rechnungsverarbeitung
Prozessintegration Kaum Eingriff in die bestehenden Geschäftsprozesse
Leichte Anwendung Frei zugängliche Informationen und Technologien
Erweiterbarkeit Möglichkeit der Erweiterung um branchspezifische, nationale sowie bilaterale Anforderungen
Akteure Auswahl der Akteuere aus den Marktteilnehmern (Rechnungssteller, Rechnungsempfänger, 
Lösungsanbieter, Softwarehersteller, Steuerberater, öffentliche Verwaltung)
Vermarktung Publikation und Verbreitung des Bekanntheitgrades










































5 Fazit, Limitationen und Ausblick 
Nicht nur die Praxis hat das Potential der elektronischen Rechnungsabwicklung er-
kannt, sondern auch der Staat. So ist die EU Kommission insbesondere daran interes-
siert, die automatische Rechnungsabwicklung zu fördern [8]. Gerade die Verpflich-
tung, Rechnungen elektronisch an die öffentliche Verwaltung zu senden, sieht nicht 
nur die EU Kommission als entscheidende Voraussetzung für die Verbreitung [8], 
sondern auch die befragten Experten. Um die elektronische Rechnungsabwicklung zu 
fördern, müssen die vor- und die nachgelagerten Geschäftsprozesse berücksichtigt 
werden, da die Rechnung die Brücke „between the order and delivery cycle and the 
payment cycle” [1] ist. Des Weiteren müssen die Belange und Besonderheiten der 
KMU mit einbezogen werden. Insbesondere in Deutschland ist durch die Beziehung 
zum Steuerberater eine besondere Konstellation gegeben.  
Der vorliegende Aufsatz leitet Handlungsempfehlungen aus einer Expertenbefra-
gung ab. Es wird eine Rechnungstaxonomie vorgeschlagen. Diese sollte in einer wei-
teren Stufe mit dem EEIF abgeglichen werden. Trotz der Berücksichtigung der Exper-
ten aus den drei relevanten Bereichen Unternehmen, Lösungsanbieter und Steuerbera-
ter, können weitere Interessensgruppen involviert werden. So sollten Sichtweisen der 
Beteiligten aus Standardisierungsgremien, aus staatlichen Institutionen wie den Fi-
nanzämtern und aus den zuständigen Organisationen der EU in eine Befragung inte-
griert werden. Eine Erweiterung der Befragung ist derzeit in Planung. Um umfassen-
dere Anforderungen der Unternehmen zu erfassen, ist ebenfalls eine quantitative Um-
frage zum Stand der elektronischen Rechnungsabwicklung, dem Reifegrad der Rech-
nungsprozesse und den internen und externen Einflussfaktoren sinnvoll. Weiterfüh-
rende Forschung ist notwendig, um die Anforderungen der Praxis quantitativ zu eva-
luieren und die tatsächliche Struktur und die notwendigen Elemente der elektroni-
schen Rechnung zu präzisieren. 
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Abstract. Today, companies selecting an ERP must decide between SaaS- and 
On-Premise-ERP. This special topic of deciding between ERP operation modes 
has not been addressed since the first SaaS-ERP system was introduced. To 
provide guidance in the selection of ERP operation modes, systemic differences 
between SaaS and On-Premise have been researched and considered together 
with the company’s characteristics. For this purpose a short list of all main sys-
temic operation mode differences is presented. These differences are the star-
ting point for matching the company characteristics with the respective opera-
tion mode. 7 single case studies of ERP customers have been conducted and an-
alyzed for the purpose of developing these claims of superior fit and offering 
first evidence of their validity. The case study results, as well as the developed 
claims, show the ERP selecting reader which characteristics fit best with which 
operation mode, enabling him to take all main criteria into consideration. 
Keywords: ERP operation modes, SaaS-ERP, company characteristics, system-
ic difference, decision support 
1 Introduction 
Relatively complex IT systems such as ERPs1 could until recently only be operated as 
licensed products on local servers. The SaaS2 innovation, drawing on existing tech-
nology, made it possible for the first time for providers not only to offer a more com-
plex system but also to deliver it over the Internet. However, the high complexity of 
an ERP system and the requirement that it be in line with all the customer’s internal 
procedures makes the selection of the operation mode in ERP systems a special case 
[7]. This selection is not as easy as for clearly defined applications, such as word pro-
cessors. Each new operating model allows additional application options; the question 
for research is then which of the two operating modes, SaaS or On-Premise (abbr.: 
OP), offers better long-term value in a particular ERP case. It is then left to each 
                                                           
1 Enterprise Resource Planning is a set of functional modules that support the core activities of 
a company. More concrete definitions are available, e.g., in: [18] or [24]. 






company to select those solutions that offer the lowest cost with the best possible 
support for their operational procedures. 
For that purpose it is necessary to identify all the main criteria that can influence 
the ERP operation mode selection. Two crucial factors determine whether a SaaS- or 
an OP-ERP should be selected: the systemic differences between the ERP operation 
modes and the characteristics of the selecting company. The first factor has been pre-
viously investigated by the author and the results will be briefly summarized in the 
next section. This contribution hence deals with the second factor: the different cus-
tomer characteristics as they relate to the systemic differences of ERP operation 
modes. The intent is to extract general characteristics that perform best with one of 
the two ERP operation modes. This paper lays the foundation in a qualitative way by 
using case study research to investigate different company characteristics and align 
them to the respective systemic operation mode differences. After a brief description 
of the research method in the 3rd section, all these characteristics will be identified and 
matched to the respective systemic differences in the 4th section. This paper closes 
with a short discussion in the 5th section and the conclusions in the 6th section. 
2 Previous Research and Results 
A “rigorous literature review” as described by vom Brocke et al. had been conducted 
to gain insight into what already exists [30]. This literature review enabled a detailed 
exploration of all existing general operation mode differences between cloud compu-
ting and OP, which may be applied to the more specific domain of ERP operation 
modes and further to identify the remaining research gap with respect to the more 
specific ERP operation mode differences [9]. The data from the literature were ana-
lyzed using both open coding and operation mode-contrasting meta-matrices. The 
matrix thus obtained, when analyzed using pattern coding, revealed 6 main pattern 
clusters and many systemic differences [17], [28]. The applicability of the general 
differences found in the literature had been investigated by case study research at ERP 
producers’ premises. This investigation enabled the applicability to be verified, with 
the inappropriate differences discarded and the general operation mode differences 
extended by further ERP special systemic differences. These case studies moreover 
provided more background information, allowing explanations to be found for the 
systemic differences or a better understanding of their contexts. In total, 15 interviews 
with 4 different ERP producers had been conducted and transcribed. The data collec-
tion was supplemented by document analysis (Web sites, informational material, pric-
ing lists, internal documents, etc.), researcher’s notes and real artifacts (ERP systems, 
test accounts, instructional videos) [2], [6], [34]. These case data were analyzed using 
selective and open coding and were structured in a contrasting meta-matrix where 
operation-mode specific explanations and contextual information had been assigned 
to the respective systemic difference criteria [17], [28]. The meta-matrices for each 
case had been condensed to an aggregate contrasting meta-matrix; the most important 





Table 1. Classification of Differences between SaaS- and OP-ERP 
SaaS-ERP On-Premise-ERP 
Total Cost of Ownership / ERP System Costs 
Liquidity saved (+) 
Registration is sufficient to access system (+) 
Maintenance, updates, releases included in service (+) 
No special service contract needed (+) 
Subscription costs: service fee to rent ERP system, 
may or may not be monthly usage-dependent (-) 
License costs (-) 
Installation: time and money needed to install 
ERP system (-) 
Installation difficulties may arise (-) 
Maintenance contract required (-) 
Service contracts are often required (-) 
Operation, Hardware and Software Maintenance, Updates 
Neither IT professionals nor IT know-how needed (+) 
No special hardware or infrastructure needed (+) 
Incremental release / update interval and immedi-
ately available (+) 
Multitenant capability allows bundling of multiple 
customers to achieve economies of scale (+) 
All releases / updates have to be adopted (-) 
Loss of control over ERP system, backups and data (-) 
Not forced to adopt all releases / updates (+) 
IT professionals or ERP-partner needed to deploy 
ERP system (-) 
IT infrastructure must be acquired first, incurring 
acquisition costs (-) 
Updates / releases are bundled; some innovations 
will only be available in the new version (-) 
Backup is the customer’s responsibility (-) 
Initiation and Implementation 
Shorter implementation time, because no hardware or 
software needs to be acquired (+) 
Pre-configuration allows immediate operation (+) 
Training concepts (Web- or E-Learning) result in 
lower cost and in less time (+) 
Long migration projects may partially offset the 
shorter implementation time (-) 
No pre-configuration (-) 
Traditional individual and group classroom learn-
ing predominates (-) 
Flexibility, Changeability  
Flexibility in module scaling (+): 
service extension by adding modules or 
service reduction by deselecting modules 
Number of users can be changed each month → "pay 
as you go" principle (+): 
compensation for seasonal fluctuations (+) 
Short change periods: most monthly (+) 
Bundling of modules (-) 
Location independence of system access / access via 
mobile devices (+) 
Minimum number of users (-) 
Data history of reduced modules must be migrated (-) 
Modules can often be selected individually (+) 
No minimum number of users (+) 
Typically inflexible to change (-) 
module extension generally incurs high imple-
mentation cost (installation, migration, etc.) 
module reduction not possible, only reduction of 
maintenance contract 
Peak-load capacity has to be provided (-) 
Capacity expansion requires investment (-) 
Long contractual terms: most 1 to 3 years (-) 
Customization, Configurability and Adaption 
Strongly configurable (+) 
Pre-configured (+) 
Limited customizability (-) 
Unlimited user-adaptability (+) 
Programming and major adaption incur high costs (-
) 
Few options for self-configuration (-) 
Security 
Certificates ensure professionalism and reliability (+) 
SSL-encryption (+) 
Loss of control over data and application (-) 
Higher access and transmission risk (-) 
Highly sensitive data can be better protected (+) 
Backup and professional maintenance is the 
responsibility of the customer. Therefore safety 
gaps may arise, when not well done (-) 
Further Characteristics 
Cost certainty and transparency (+) 
OS independence (+) 
No specialized modules available (-) 
ERP customer has no influence on the performance(-) 
Depends on the internet speed; lower upload-speed (-) 
Discontinuation of ERP system requires replacing it(-) 
Full scope of services and modules available (+) 
Full-clients are faster than Web-clients (+) 
No immediate system replacement in case of 
discontinuation needed (+) 
Cost accrual difficult: ERP system vs. other IT (-) 
Hard- and software failure is at customer’s risk (-) 






The previous section shows a classification of systemic criteria that does not consider 
the customers’ perspectives, situations and characteristics. This contribution fills this 
gap by conducting 7 single case studies with multiple sources of evidence [34]. The 
company is used as the unit of analysis; its characteristics, considered to be the main 
factor in ERP operation mode selection, are analyzed to identify ERP customers’ 
general selection strategies [34]. For each single case, semi-structured interviews 
were conducted with the key information persons; an interview guide, developed 
using the information described in the classification section, had been made available 
in advance. All interviews were transcribed and analyzed. The information obtained 
was enriched through document analysis (Web sites and internal documents) and the 
researcher’s notes [2], [6], [34]. 
The case companies were chosen by looking for variety in operation modes, sec-
tors, sizes and characteristics. The choice was also limited in time. The ERP system 
had to have been introduced a maximum of 3 years previously, to avoid losing useful 
information and to ensure that the selecting company did have a choice between a 
SaaS and an OP. In addition, the intention was to take into consideration only those 
companies that had actively chosen between the two ERP operation modes, but unfor-
tunately this criterion remained in use only for all SaaS-ERP implementing compa-
nies. No OP Company could be found, which had evaluated a SaaS system in detail. 
All of them rejected the SaaS in the pre-evaluation phase, for diverse reasons (case 1: 
company characteristics; case 4: personal preference; case 6: functional reason, no 
offer found; case 7: functional reason and personal preference). Lastly, multiple ERP 
solutions were examined to avoid a bias towards a certain ERP product. The cases are 
briefly described in the annex. 
The case data were analyzed using selective coding with the systemic difference 
criteria as coding parameters [28]. The data were structured in a case ordered meta-
matrix (as described by Miles & Huberman [17]) which crosses the case with a char-
acteristic criterion, as can be seen in the annex. This matrix allowed replication to be 
identified and enabled the hypotheses to be constructed in relation to the respective 
contexts, discussed in the next section [34]. The reliability of the hypothesis, graded 
according to the replication found in the data, is shown after each hypothesis: “Strong 
evidence” means that the hypothesis statement and interrelation were found in most of 
the cases; “weak evidence” shows that the hypothesis statement was found in one of 
the cases without contradiction by other cases; "evidence not consistent" indicates that 
there were cases that supported and cases that contradicted the hypothesis. The hy-
pothesis was rejected (not supported) when only contradicting cases to the hypothesis 
statement were found. 
4 Case Company Characteristics: Case Study Results 
A company usually selects an ERP system according to functional criteria [11]. For 





ate according to these, to get a list of the most appropriate ERP systems (cf. [29]). The 
requirements themselves are derived from the company’s needs. But the needs are no-
thing other than a characterization of the company. In effect, the company’s charac-
teristics are the main determinants of the company’s needs, which are in turn used to 
formulate the requirements. This principle should hold when comparing different ERP 
operation modes as well, because the operation mode differences can generate ad-
vantages when the company’s requirements are best met. Therefore a company char-
acteristic should be directly assignable to an operation mode difference criterion. 
Hence, it is presumed in this contribution, that the company characteristics have a 
direct relationship to the operation mode selection. To collect evidence for this hy-
pothesis, each characteristic of the case companies should be isolated and compared 
with the operation mode differences. Hence, for this purpose all determined character-
istics of the case companies that favor a particular operation mode advantage will be 
discussed and classified in the categories used in section 2. 
4.1 Total Cost of Ownership / ERP System Costs 
Financial Power. One of the main critical characteristics is the financial power of a 
company, especially when an OP-ERP is to be implemented. Purchasing a license 
creates a high financial burden on the company. Company 6 indicated that the system 
was a very high burden on its finances and could only be realized by long-term plan-
ning and putting aside money for the ERP system. This was necessary to meet the 
high purchase price without having to fund the system with external loans. For com-
pany 7 the price represented a high financial burden too, and the company was not 
able to fund the ERP system. The company instead leased the ERP from the ERP-
partner. In case 4, a short-term bank loan was taken out to finance the ERP system, 
creating a high financial burden for a short time frame. Only company 1 indicated that 
the ERP system was not a high financial burden. One reason may be the lower prices 
of the myfactory software in comparison to its competitors. But even if this is the 
reason in case 1, the affordability of an OP-ERP system is directly dependent on the 
financial situation of the company. So when not enough capital is available to buy the 
system, loans are needed or the system must be leased. 
Claim 1: SaaS-ERP is the better choice, when the system is a high financial burden 
due to high interest rates. [we]3 
Investment Advantage. Another option would be to choose SaaS, for which no li-
censes have to be bought. This investment advantage was utilized by company 5 spe-
cifically to avoid using all its starting capital for the ERP system. According to com-
pany 5’s predictions, SaaS will cost more in the long run. The same statement was 
given by company 3, but not by company 2. It seems to depend on the specific case 
situation and option calculation between the two operation modes, whether SaaS or 
OP costs more in the long run. One further criterion in this respect is the size of the 
company, because the size is most often directly related to the number of users to be 
                                                           
3 se = strong evidence, we = weak evidence, ne = no evidence; enc = evidence not consistent; ns 





paid for. Company 3 has 10 full users and 25 light users, far more than the 3 users of 
companies 2 and 5. This may explain why SaaS may be more expensive than OP in 
the long run for company 3, but cannot explain the different projections of the compa-
rable companies 2 and 5. 
Claim 2: SaaS-ERP is better suited to preserving liquidity. [se] 
Claim 3: SaaS-ERP is less expensive for small companies even in the long run. [enc] 
4.2 Operation, Hardware and Software Maintenance, Updates 
Maintenance. Some companies have IT personnel or at least know-how to operate 
and maintain the ERP system. The others, especially the small companies, have no IT 
know-how (companies 2, 3, 4, 5), and must purchase these services from an IT-
partner if using an OP [4]. This holds even for companies with IT know-how: compa-
nies 4, 6 and 7 engage ERP-partners to maintain their OP-ERP systems. But in cases 6 
and 7, the hardware maintenance is done by their own personnel, whereas in case 4 
the hardware maintenance is also transferred to the ERP-partner. Only company 1 
does all its own maintenance. 
Claim 4: SaaS-ERP should be selected when the company is not in a position to main-
tain the ERP system on its own. [enc] 
Claim 5: SaaS-ERP should be selected when the company is not in a position to main-
tain the hardware on its own. [se] 
IT Know-how.Engaging an ERP-partner to maintain the ERP system is not required 
when using a SaaS-ERP, because the provider handles all the operation and mainte-
nance [15]. Hence SaaS is simply the better choice, when no IT know-how is availa-
ble and the service has to be purchased anyway [22], [33]. In contrast, an OP would 
be better when IT personnel are on site or the specific IT know-how creates a compet-
itive advantage, which would be outsourced with a SaaS (cf. knowledge-based view: 
[23]). Exactly this would have been the case with company 1 if it had opted for a 
SaaS. As an IT security specialist, company 1 chose an OP system, even though it has 
only 6 employees, which would be a typical size for a SaaS. Companies 2 and 5 are 
small sized and are pure software users. They have neither the IT know-how nor the 
human resources to operate an ERP system. In contrast, companies 6 and 7 have 
(part-time) IT officers and have the essential know-how to operate the ERP system as 
an OP. Company 3 has some IT know-how and outsources the IT when it can be op-
erated with more reliability or at a lower price. This case is therefore not clear-cut, but 
does not contradict the assumptions stated here. Company 4 is a contradicting case, 
where an OP-ERP is operated with no particular IT know-how. Company 4’s need for 
customization was paramount; it will likely create a part-time IT job in the future. 
Claim 6: OP-ERP should be selected when a competitive advantage would be out-
sourced by taking a SaaS-ERP. [se] 
Claim 7: SaaS-ERP is the better choice, when no IT personnel or no IT know-how is 
available. [we] 
Backup.A professional backup is an important advantage of SaaS, as was mentioned 





cure backups of all the ERP data. Company 7 does its own backup, but this backup is 
maintained by the ERP-partner to achieve a high data reliability and security. This 
high security standard is not achieved by company 4. In companies 1 and 4 the back-
up media have to be changed manually and stored secure from fire and water. Thus, 
when a high data security standard is essential for a company, then a SaaS-ERP will 
be better suited in this respect, or at least a hybrid SaaS data backup of an OP-ERP, 
automated and at a second location. 
Claim 8: SaaS-ERP should be selected when no professional and automated backup is 
available in-house. [se] 
Update Constraint.In a SaaS-ERP all updates are immediately available and in-
stalled by the provider; in an OP-ERP the updating has to be done by the customer. 
The OP customer can therefore choose whether or not to adopt the respective update. 
In contrast, the SaaS customer has no choice in this respect [3], [5], [33]. Company 5 
is therefore worried about needing to retrain the employees often because of changing 
masks or screen designs, whereas companies 2 and 3 are relaxed about this constraint. 
Claim 9: Updates in SaaS-ERPs are immediately available for no additional expense 
beyond the subscription costs; SaaS is therefore better suited when this is a 
need. [we] 
Claim 10: SaaS-ERP customers have to accept all the updates and therefore worry 
about having to retrain the employees more often. [we] 
4.3 Initiation and Implementation 
Demo Account and Pilot Phase.In all of the cases, demo accounts were available for 
the companies to test the ERP systems, so no difference between SaaS and OP was 
found in this respect. Only company 6 found the demo account very useful for making 
the decision, and companies 2 and 4 tested the demo account, whereas companies 1, 3 
and 7 did not use it at all. No information about a demo account or pilot phase was 
received from company 5. Companies 1 and 3 instead conducted a more intensive 
pilot phase to pre-implement and configure the system. No pilot phase at all was con-
ducted in cases 2 and 7. Companies 4 and 6 preferred a forerun on the definitive ERP 
system to pre-implement and configure the system. Hence, in most of the cases at 
least one of the two options, demo account and pilot phase, was used to get more 
information on the system, irrespective of the ERP operation mode. 
Claim 11: SaaS-ERP needs no pilot phase, because the ERP can easily be tested using 
a demo. [enc] 
Claim 12: OP-ERP needs a pilot phase to pre-implement and configure the system.
 [enc] 
Installation, Configuration and Immediate Use. Each OP system has to be installed 
by the ERP-partner on the customer’s server, which therefore must have the appropri-
ate hardware and operating systems. This is not necessary in a SaaS, but the ad-
vantage will never be really significant. Further, the standard system rarely meets the 
needs of the customer, and therefore has to be configured prior to the first use. By 





with the system [8], [10], [15]. But none of the case companies could start to work 
with the system right away. Each company required some configuration first: compa-
nies 1, 3 and 6 configured part of their systems on their own, whereas companies 2, 4, 
5 and 7 left the configuration for their ERP-partners. This correlates strongly with the 
company’s having IT capabilities, with the exception of company 7. In cases 4 and 7 
some adaptations were carried out prior to going live. Hence, the time required be-
tween implementation and going live is strongly dependent on the simplicity and 
characteristics of the ERP implementing company, but not on the selected ERP opera-
tion mode. 
Claim 13: SaaS-ERP is the better choice when immediate use is essential. [ns] 
Training. A new self-training concept is available for SaaS systems, using Web- or 
E-learning content, instead of the traditional individual and group learning in class-
rooms. In all the OP cases, classroom learning was the predominant style, even 
though in cases 6 and 7 Web-learning lessons were available. Company 2 used class-
room learning as well as unguided self-training to become informed about their ERP 
system. In case 3, the E-learning content, as well as unguided self-training, was used. 
No learning was necessary in company 5, because of previous experience. So it re-
mains somewhat unclear, whether the training concept is typical to SaaS, because 
only company 3 waived the traditional classroom learning. But company 2 was able 
to save time and money by using self-training. 
Claim 14: SaaS-ERP is better suited to having employees trained by Web- or E-
learning content, without the wait for classroom learning sessions. [we] 
4.4 Flexibility, Changeability 
Functional Change. The architecture of SaaS allows more flexibility or functional 
change, because its configuration enables or disables all the functions, settings or 
customer processes that the ERP system should include. So no further installations or 
integrations have to be conducted to implement a new module, as they do in an OP 
system. Hence, all contained modules in a SaaS-ERP can be introduced immediately 
with a few mouse clicks, whereas additional requirements would generate a level of 
effort comparable to what is required in an OP-ERP. Furthermore, SaaS systems are 
always in the latest version; ERP system replacement will never arise in a SaaS [5]. 
These compatibility problems may arise at any time in OP systems, as was the case in 
company 4. After 5 years, the existing ERP system was already outdated and no long-
er supported, and so had to be replaced with a newly revised system, incurring very 
high costs. Changes are planned in companies 1, 4 and 6, which are all working on 
OP systems. But none of the SaaS-ERP customers have planned any change in the 
future, even though it would be simpler than in an OP. It may be exactly because of 
this simplicity that all SaaS-ERP customers have just implemented systems that meet 
all their needs, whereas OP customers need money and resources to realize their pro-
jects. 
Claim 15: Functional changes are simpler and faster with a SaaS-ERP, as long as they 





Claim 16: SaaS-ERP is always on the latest version, whereas OP-ERP will be outdated 
after a while and need to be reinstalled on a new platform. [se] 
Scalability, Seasonality and Growth. Scalability is a special feature of SaaS, allow-
ing more or fewer user accounts to be rented according to the company’s economic 
situation [8], [14], [33]. None of the companies have utilized this advantage, but for 
company 2 a temporary user expansion at the beginning would have been useful. 
Unfortunately they did not know that a temporary user expansion could be negotiated 
with their providers. Furthermore, none of the investigated companies have a strong 
seasonality, which would be the typical case for a temporary user expansion or reduc-
tion in SaaS. Besides this temporal volatility of users through seasonality there can be 
a long-term expansion of users due to corporate growth. Company 5 avoided integrat-
ing an OP-ERP because the system would have had to be sized for the next 5 to 10 
years. With a SaaS, the company could begin with a small number of user accounts 
and increase the number economically as the company grows. Most of the companies 
(2, 3, 4, 5, and 6) predict at least a small expansion in staff, so the potential to expand 
or adapt the size of the system to the business’s needs is a common requirement. 
Claim 17: The number of users can be adapted to the economic situation in a SaaS-
ERP.  [we] 
Claim 18: SaaS-ERP is better suited when the company faces a strong seasonality.  [ne] 
Claim 19: SaaS-ERP is better suited when the ERP system should grow with the com-
pany. [we] 
Peak-Loads and Performance. In an OP-ERP, peak-load capacity has to be provided 
for the system to perform well, even when the peak-loads are short lasting or occur 
infrequently. This leads, then, to a high idle time if the excess capacity is provided, or 
otherwise to a low performance when the system capacity reaches its limit. The out-
sourcing of this problem by adopting a SaaS-ERP has the advantage that short but 
high peak-loads can be balanced by the provider, because customers’ peaks often 
arise at different times [14]. The excess capacity needed will therefore be smaller in a 
data center than in-house. But, on the other hand, the SaaS-ERP customer loses the 
control over the provided performance, which is moreover directly dependent on the 
internet speed [14]. Companies 3 and 5 are satisfied with the provided speed, but for 
company 2 the provided speed is only just enough. Neither high uploads nor high 
peak-loads could be determined in the investigated cases, so no evidence for these 
claims can be investigated. 
Claim 20: SaaS-ERP is better suited when high peak-loads emerge. [ne] 
Claim 21: OP-ERP is better suited when high uploads to the ERP system are required.
 [ne] 
Claim 22: SaaS-ERP customers relinquish control over the provided performance, so 
may suffer a low performance. [we] 
Projects and Collaboration. SaaS is better suited for business projects or collabora-
tion from different locations, bcause it does not require clients to be installed on local 
computers and allows accounts to be opened up or closed down easily according to 
the project status. So companies with a project orientation have the flexibility to invite 





invited company can place an order or can call up the current project status. The po-
tential for collaboration between several companies was exactly the reason why com-
pany 3 selected the SAP Business ByDesign. In this case, 3 companies at 2 different 
locations collaborate on the same SaaS-ERP platform without having to roll out sev-
eral clients on local computers. 
Claim 23: SaaS is better suited for business projects or collaboration from different 
locations. [se] 
Location Independence and Mobile Access. The location independence of SaaS 
makes it easily possible to integrate the local offices or locations into one system. 
This was, as mentioned above, only necessary at company 3, where foreign compa-
nies collaborated with each other. None of the other companies has a second location, 
but all require location independence in the sense of accessing the system from out-
side of the company, e.g. at home or at the customer’s premises. This is typically a 
requirement for company representatives or field-services, where the access to the 
ERP system is needed at the customer’s site. This is the case at company 2, which 
also has mobile access to the SaaS system, but also at the companies 4 and 6, where 
the access is not given by the ERP system per se. At company 4, a client has to be 
rolled out on each laptop, and there are no solutions for mobile devices. Company 6 
solved this problem with a terminal server for laptops and mobile devices. The latter 
solution was also employed by company 7, which needed the access for field-
services. The remaining 3 companies have no travelling representatives, so mobile 
access is not important for them. 
Claim 24: SaaS-ERP is better suited to integrating several locations into one system.
 [se] 
Claim 25: By default, SaaS-ERP is better suited to accessing the system from outside 
the company. [se] 
Claim 26: SaaS-ERP is better suited to accessing the system from anywhere, with mo-
bile devices. [se] 
Dependence on the Provider or Internet. The SaaS-ERP systems depend on the 
supply, service quality and stability of the SaaS provider, as well as on the service 
quality of the internet [4], [10], [14], [25]. Both factors are required for a high-
performance SaaS system. The OP system, in contrast, depends only on the compa-
ny’s own infrastructure. If the SaaS-ERP system support is discontinued, the system 
must be replaced immediately. Company 2 indicated that discontinuation would mean 
losing the whole implementation effort and all adaptations. Companies 3 and 5 have 
also recognized the extent of their dependence, but the latter could easily change sys-
tems because of the simplicity of the business. In contrast, company 1 indicated that 
they could proceed with the outdated ERP system, without any support and company 
7 pointed out that the employees could perhaps solve the problems or the company 
would look for another ERP-partner. 
Even a short outage would be critical for companies 2, 4 and 6. In case 2, with no 
in-house IT know-how, it is clear that a SaaS provider would be faster at fixing a 
problem. Company 4 indicated that SaaS would never work for the company because 





ERP-partner would be notified immediately. But the interviewee was not able to esti-
mate whether this would be faster than with a SaaS system. Company 6 cannot esti-
mate which operation mode is faster in fixing problems either. 
Furthermore, the OP system is not dependent on the internet, whereas the SaaS 
does not work without access to the data center. But all the SaaS customers noted that 
access via mobile internet would be an alternative way to overcome the temporary 
outage. 
Claim 27: SaaS-ERP is better suited when the risk and cost of a system change is low.
 [we] 
Claim 28: The SaaS-ERP provider is faster at fixing a problem when no internal know-
how is available. [we] 
4.5 Customization and Adaption 
One of the main disadvantages of SaaS-ERP systems are their restricted customiza-
tion capabilities [10], [26]. SaaS customers are not free to change whatever they want. 
And often, the provider will add the desired customization to the standard package, as 
was the case with company 2. Thus company 2 paid for something that future cus-
tomers will use for free. No customization was necessary for companies 3 and 5. One 
of the main criteria for companies 4, 6 (CRM seminar system) and 7 to adopt an OP-
ERP was the freedom to adapt the system at their own discretion. 
Claim 29: OP-ERP is better suited when major adaptations have to be carried out. [se] 
4.6 Security 
System Security. One of the main problems with SaaS is that it is perceived as inse-
cure, because the customer loses control over the data, the security system applied, 
and the maintenance of the system [14]. Even companies 3 and 5, which chose SaaS, 
have these concerns. Company 2 mentioned trusting only Swiss data centers with 
good reputations, whereas company 1, an IT security expert, does not trust any SaaS 
data center. In contrast, the remaining companies operating an OP-ERP are not at all 
concerned about security: Company 4 has no business secrets on the ERP system and 
company 7 carries the security over to the ERP-partner. This dichotomy cannot really 
be explained, especially because companies 1, 3, 4 and 7 would prefer local data stor-
age, in order to avoid being dependent on the provider and the provider’s security 
standards. Only companies 2 and 6 are open to giving away the data into a data cen-
ter. 
Claim 30: OP-ERP is better suited when the loss of control over data, security system, 
maintenance or performance poses an evident security risk. [enc] 
Data Encryption and Certificates. Security certificates and data encryption are the 
best way to show the security professionalism of the provider. In cases 2 and 5 no 
know-how is on hand to reach this security stage, so they seem to be better advised by 
trusting a provider with the corresponding certificates. In contrast, company 1 has 
exactly this know-how and can therefore secure its own system. What is interesting in 





er’s certification, even though company 3 uses SaaS. Of the other OP users, company 
7 considers encryption important, while companies 4 and 6 do not. 
Claim 31: SaaS-ERP with corresponding certificates and data encryption is better suit-
ed when no internal know-how is available. [se] 
5 Implications and Recommendations: A Brief Discussion 
The analysis and results of the case studies generated 31 claims relating company 
characteristics to systemic operation mode differences. These claims suggest, for each 
criterion, which operation mode is preferable given the company characteristics. The 
significance and implications of these claims will be briefly discussed by embedding 
the results in basic theoretical concepts: 
The main systemic advantages of SaaS-ERP are the provisioning of the system, the 
greater flexibility and the savings in capital. Therefore the following general selection 
strategies can be stated: 
ERP selecting customers without an IT-department or which have neither IT know-
how nor the capacity to maintain and secure the ERP system in-house are, according 
to claims 4, 5, 7, 8, 28 and 31, clearly strategically better served with a SaaS-ERP 
system. This postulation correlates with the resource-based view principle of out-
sourcing non-core competencies (cf. [19-20], [23]). 
Customers needing flexibility, scaling or ubiquity, now or in the future, due to 
growth, expansion, change or seasonality can meet this need only with the SaaS oper-
ation mode. The postulations in claims 17, 18, 19 and 20 rely strongly on considera-
tions of production cost economics, where optimal resource management entails pay-
ing for neither too many nor too few modules and user accounts [33]. Claims 15, 23, 
24, 25, and 26 can be underpinned by transaction cost theory; using the internet for 
information transfer enables all desired software functions to be integrated into the 
ERP system, which eliminates dispersed data entries and data synchronization ex-
penditures, and allows internal processes to be optimized [23]. 
Companies that are less financially strong or want to save money or invest it in dif-
ferent strategic projects, as indicated by claims 1, 2 and 3, are better served by con-
sidering the SaaS operation mode. The investment in more strategic assets and there-
fore the outsourcing of minor strategic resources will lead to higher asset specificity, 
as postulated by the resource-based view ([33], with further references). 
The above-mentioned characteristics that a SaaS-ERP preferring customer should 
have are typically, but not exclusively, observed in SMEs, especially in the trade and 
services sector, where locations are dispersed or company representatives or field-
servicers need mobility. Startup companies also tend to require agility and flexibility, 
since their growth and business development mean the ERP system requirements will 
change over time. 
According to claims 29 and 30, one of the main systemic advantages of OP-ERP 
systems is the possibility of adapting the system beyond the standard, enabling it to be 
specialized to the business’s needs [31]. When the ERP is so essential that its special-





availability or high performance is indispensable, then a customer will be better 
served by choosing an OP-ERP system. By outsourcing, such a customer would risk 
losing his strategic resources if what is a competitive advantage becomes broadly 
available with expansion of the SaaS standard to include the specific know-how, or 
else if the ERP provider is not able or willing to expand his SaaS standard, so that the 
core competencies cannot be used at all [33]. Both implications are based on the re-
source-based view, where in the first case the rareness and imitability is violated 
through disclosure, and in the second no value can be gained from the competitive 
advantage [1], [31]. The knowledge-based view provides a similar argument (c.f. 
[23]). 
Typical customers of an OP-ERP system should have quite stable businesses with-
out much need for flexibility. Unlike with most service or trade-driven businesses, 
their competitive advantage comes from the uniqueness of their service or product. 
So, the ERP system likely must be adapted during implementation to support their 
business processes best, but not subsequently changed. These characteristics, which 
typically fit best with OP-ERP systems, are most often found in the specialized ser-
vice sector and manufacturing industries, especially when adapted PPC4 systems are 
required. 
6 Conclusion and Outlook 
Systemic differences exist between SaaS- and OP-ERP, and as such one will be pref-
erable to a customer selecting an ERP: the operation mode which is aligned to the 
internal business processes and requirements. As with functional requirements, where 
the functions are selected and implemented in line with the daily business, ERP op-
eration modes must be aligned with internal requirements and strategies and by this 
means deliver a unique type of value to the business (Porter, cited in [12]). On the one 
side, systemic differences indicate where an operation mode can be more advanta-
geous; on the other side, the company characteristics and needs require the proper 
ERP functions and operation mode characteristics to be selected. Exactly these com-
pany characteristics and their interconnection to the respective systemic difference 
criteria were the focus of this contribution, in order to specify general types of cus-
tomers as having a better fit to SaaS- or OP-ERP. 
In general, SaaS-ERP customers should need flexibility, scaling or ubiquity, 
whereas OP-ERP customers should need high performance or system specialization. 
This rough segmentation of typical ERP customers with respect to the ERP operation 
modes shows general strategies about when to use which ERP operation mode. These 
guidelines help a selecting customer to choose the proper operation mode after limit-
ing all possible ERP offers by functional requirements. The challenge in this respect 
arises from the fact that the selecting company will have a combination of different 
characteristics, which will most often lead to conflicts in selection when considering 
                                                           
4 Production Planning and Control: PPC systems manage the production activities of manufac-
turing companies. PPC systems typically include materials and capacity planning and 





all the individual systemic difference criteria. The large number of difference criteria 
makes it impossible to give advice for each possible case. Hence, the selecting cus-
tomer will soon observe that the ideal picture does not always fit his case and that he 
must always overcome some conflict in selection criteria by evaluating which criteria 
bring more benefits to that particular business. More precise statements of how to 
choose between operation modes in cases of conflict between the selection criteria 
will come from the hypothesis tests combined with analysis of the respective 
weighting factors. The hypothesis tests could further serve to verify the inconsistent 
evidence that was identified for some of the claims stated here. The hypothesis tests, 
as well as the respective survey, are currently pending, but will be published soon in a 
follow-up contribution. 
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Annex: Case Study Descriptions and Interview Results - an Overview 
Case 1: The first case illustrates how despite a company’s very small size, other com-
pany characteristics may determine the operation mode. It seemed nearly self-evident 
that, irrespective of the company’s size, an IT security specialist would never prefer a 
SaaS-ERP, because he has the know-how to implement and maintain the ERP system. 
Case 2: The second case has all the characteristics of a typical SaaS-customer: The 
company is extremely small and therefore gains cost advantages in choosing a SaaS-
ERP system. Furthermore, no internal IT know-how is available. Last but not least, 
the trade with mobile devices is highly competitive: the company needs the flexibility 
to adapt to all new situations, even in respect to the ERP system. 
Case 3: The unique aspect of the third case is its collaboration requirement. This 
company runs an ERP system to which 2 additional companies need to have access. 
The integration of 3 different companies in 1 ERP system is unusual and a really 
strong case for a SaaS system, even though several further characteristics could be 
found that favor an OP system instead. The choice to use SaaS would not have been 
as clear without this collaboration aspect. 
Case 4: The fourth case is a typical case, where two competing requirements, flexibil-
ity and specificity, have an impact on the operation mode selection. On the one hand, 
flexibility is needed in the highly competitive tire sector, to react to each new situa-
tion. Tires are, on the other hand, exchangeable and standardized generic goods, 
which can be bought around the world. This company requires a highly specific ERP 
system, which is adapted to the customer’s business processes. Furthermore, this 
company is sensitive to ERP- or internet outages. 
Case 5: The fifth case is characterized by very simple conditions, with a typical fi-
nancial situation when the company was founded. The high up-front prices of ERP 
systems are often problematic for emerging companies, which may react by not im-
plementing any ERP system. Therefore this is a typical case, where a SaaS can reme-
dy the negative effect of the high initial costs. Furthermore an external accountant is 
employed, who needs access as well. 
Case 6: The important criterion in the sixth case is location independence, which is 
inherent only to a SaaS-ERP. But this company uses an OP system, which required 
additional software to be installed. The case shows that a simple terminal server ap-
plication has been used to overcome this problem. The reasons for not choosing a 
SaaS were that no comparable SaaS-ERP with the same functional range could be 
found and the company’s need for a special seminar system, which was specifically 
programmed for it. 
Case 7: The last case was explicitly chosen because of the large number of employ-
ees, to compare the difference between small and midrange companies and exclude 
any possible impact size may have on the ERP operation mode selection. The compa-
ny is production-oriented and needs a highly adjusted PPC module, which, like most 
specialized modules is only available as an OP from most ERP-partners. As expected, 
SaaS was not considered, because the main focus was on the functional capabilities of 







 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 
ERP system myfactory BusinessWorld myfactory Global.ON! SAP Business byDesign Microsoft NAV ABACUS SaaS ABAWEB SAP Business One SAP Business One 
operation mode On-Premise SaaS SaaS On-Premise SaaS On-Premise On-Premise 
case type comparative case (to case 2) typical case unique case typical case typical case typical case comparative case (comp. size) 
specials IT security specialist; size size, commercial sector, 
needs flexibility 
collaboration between 3 
companies / organizations 
specificity of the software, 
customization 
liquidity protection, account-
ing is handled externally 
location independence 
needed by the representatives 
midrange size, production 
sector 
sector / segment service sector: IT security commerce and service 
sector: mobile devices and 
tablets 
service sector: development 
and training 
commerce: import and 
export of tires 
service sector: hair salon commerce: import, export 
of hair products, general 
representative Switzerland 
production: customer-
specific tool milling 
machines 
company size / no. 
of locations / users 
6 employees / 1 location 
6 users 
3 employees / 1 location 
3 users 
 – / 2 locations 
users:10 full, 25 light 
20 employees / 1 location 
18 users 
 – / 1 location 
3 users 
36 employees / 1 location 
users: 16 local, 15 mobile  
> 100 employees / 1 location 
47 users 
modules fin. accounting, CRM, 
MIS, HR, inventory 
management 
fin. accounting, CRM, 
MIS, B2B, Webshop 
fin. accounting, CRM, HR, 
PM 
fin. accounting, CRM, 
inventory management, 
purchasing, sales, Webshop 
fin. accounting fin. & cost accounting, 
CRM & seminar system, 
inventory management, 
purchasing, sales, HR 
fin. & cost accounting, 
CRM, inventory manage-
ment, purchasing, sales, 
HR, marketing, mainte-
nance & service module, 
PPC Characteristics (excerpt*) 
 
 SaaS: more expensive in 
the long run. Break-Even 
quickly reached. OP would 
need no debt financing. 
 Investment advantage. 
Lower turnover at the 
beginning. OP less expen-
sive in the long run. 
cost & financing no debt financing SaaS is always less 
expensive than OP 
very high costs; short-term 
debt financing 
long-term funding by 
planning 
high costs; leasing of ERP 
system 
cost certainty quite important, difficult to 
allocate the internal cost to 
the ERP 
Uncertain whether more 
cost certainty is given. 
Costs difficult to estimate. 
some relevance there New server purchased recently. 
High variability (15% to 20%) 
each year. → no certainty. 
- important, especially 
external costs; difficult to 
allocate internal cost toERP 
very important, mainte-
nance costs and additional 
expense can be estimated 
IT department / IT 
know-how 
IT know-how no, and no personnel for 
this purpose 
IT know-how partially in-
house, but part of IT outsourced 
no, partner is concerned 
with maintenance 




on their own by ERP provider by ERP provider, but not an 
important criterion 
Webshop is hosted. 
Maintenance contract with 
partner fixed for 5 years. 
by ERP provider on their own; maintenance 
by ERP-partner. Proximity 
to partner important. 
infrastructure on their own 




jointly / no, config. first partner / no, config. first jointly / no, config. first & 
getting familiar with functions 
partner / no, config. & 
adaptations for 2 monthfirst 
partner / immed. available, 
but set up by partner 
jointly / no, config. first partner / no; installation, 
config. and adaptation first 
training classroom learning classroom learning, 
tutorials, self-training 
E-learning, self-training classroom learning with all 
employees 




classroom learning, but 
sporadic Web-learning 
functional change next module planned: 
portals 
not needed yet not needed yet New ERP-installation after 
5 years (outdated). 1-2 add. 
modules per year 
not needed yet next module planned: 
mobile access 
not needed yet, but exten-
sions with next release 
location independ-
ence / collaboration 
access: required / - access: required and OP 
would incur extra costs / no 
access: rather important, but 
optional for OP / collabora-
tion between 3 companies 
access: more and more 
important; installation of 
clients / no 
access: not required, but 
conceivable in the future / 
no 
access: not required qua 
ERP, growing need; 
terminal server / no 
access: growing need; 
implementation of VPN 
solution / no 
mobile access not important very important not important not important not important via terminal server growing; via VPN 
dependence on the 
provider 
relatively high, but con-
tinuation without support 
possible 
relatively high: fear of account 
locking when deficit in 
payment; cessation would incur 
loss of the individualizations 
very high; dependence is 
not welcome 
loss of control was an 
important factor against 
SaaS 
relatively high, but change 
is an option, because of the 
company’s simplicity 
OP: dependence on the 
operation system require-
ments 
relatively high; but one can 
try to fix the problem by 
oneself; otherwise there are 
of course further partners 
customization and 
adaption 
requirements realizable in 
SaaS; unclear whether 
upcoming changes would 
be possible in SaaS 
interfaces to the Webshop; 
filter functionalities; every-
thing has been included 
into the standard 
not necessary; standard interfaces, synchronization to 
the Webshop; multicurrency 
& multilingual capability. 
Free in all adaptation options 




Free in all the adaptation 
options. 
system security SaaS is less secure Safety gaps depend on data 
location & provider’s 
reputation. Difficult to reach 
the security standard on their 
own 
loss of control over security 
and maintenance; pro-
vider’s reputation important 
security is less important, 
because no secrets are 
stored in the ERP 
loss of control over data Security like in a data 
center is not necessary. 
Security is own responsibil-
ity. 
The partner is responsible 
for the security. 
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Eine große Bandbreite von Dienstleistungen müssen heute effizient, standardisiert, 
aber auch kundenspezifisch angeboten, erbracht und abgerechnet werden. Leistungs-
fähige integrierte Informationssysteme, die oft Kunden, Partner und Lieferanten ein-
beziehen, d.h. dynamische, anreizbasierte Wertschöpfungsnetzwerke, sind dafür uner-
lässlich. Beispielsweise müssen dann  
 diverse Endgeräte, z.B. Mobile Systeme wie Smartphones und Touchpads, teils 
nicht von Dienstleistern selbst administriert („bring your own device“), sicher inte-
griert werden,   Geschäfts- und Unterstützungsprozesse – wenn möglich medienbruchfrei oder -
arm, auch unternehmensübergreifend – modelliert, entwickelt, optimiert und um-
gesetzt werden,   integrierte Geschäftsmodelle sowie moderne Organisationsformen und Entschei-
dungsstrukturen etabliert werden,   zum Beurteilen von Lösungen „state of the art“ Return on IT-Investment (RoITI) 
und Value of IT (ValIT) Modelle entwickelt und angepasst werden,  gute, intuitive Mensch-Maschine Schnittstellen für einfache und komfortable Be-
dienbarkeit konzipiert und implementiert werden oder   eine sinnvolle Auswahl, Anpassung, Einführung und Migration bewährter Stan-
dardsoftware, wie zum Beispiel SAP oder HISinOne, bewältigt werden. 
In Track 3 wurde die hohe Anzahl von 50 Aufsätzen eingereicht, von denen zwei ein 
„desk reject“ erhalten haben. Zu 48 Aufsätzen wurden je mindestens drei fundierte 
Gutachten eingeholt. Die Track Chairs danken den aktiven Associate Editoren Prof. 
Dr. Andrea Back, Prof. Dr. Martin Bichler, Prof. Dr. Hans-Ulrich Buhl, Prof. Dr. 
Dimitris Karagiannis, Prof. Dr. Ulrike Lechner, Prof. Dr. Jan Marco Leimeister, Prof. 
Dr. Gustaf Neumann, Prof. Dr. Alexis Papathanassis, Prof. Dr. Niels Pinkwart, Prof. 
Dr. Leena Suhl, Jun.-Prof. Dr. Hans-Jörg von Mettenheim und Prof. Dr. Peter Weber 
für ihr Engagement und ihre Professionalität bei der Auswahl und Betreuung der Gut-
achter und für ihre fundierten Metareviews. Herzlich gedankt sei auch den über 50 
Reviewern von Track 3 für ihre fundierten Reviews und für ihre konstruktive Kritik 
an die Autoren der eingereichten Aufsätze. 
Nachdem 11 Aufsätze ein „conditionally accept“ erhalten haben und die Autoren 
zur gründlichen Überarbeitung aufgefordert wurden, konnten 9 Aufsätze final ange-
nommen werden. Mit 18% liegt die Annahmequote von Track 3 damit im internatio-
nalen Vergleich bei „B+“ oder sogar „A-“. Die Track Chairs gratulieren allen Autoren 
der angenommenen Aufsätze zu diesem Erfolg und danken diesen Autoren für die 






der Aufsatz „Success Measurement of Enterprise Social Networks“ der Autoren Ale-
xander Richter, Julia Heidemann, Mathias Klier und Sebastian Behrendt (Universität 
der Bundeswehr München und Universität Regensburg) nominiert. Die Internationali-
sierung der biannualen Wirtschaftsinformatik Tagung schreitet sichtbar voran: bereits 
vier der angenommenen Aufsätze sind englisch verfasst. Neben der Internationalisie-
rung ist auch eine steigende wissenschaftliche Qualität klar erkennbar. Alle ange-
nommenen Aufsätze präsentieren wissenschaftlich valide, intersubjektiv gut nach-
vollziehbare Forschungsergebnisse und Handlungsempfehlungen sowie -strategien. 
Sowohl die gestaltungsorientierten, als auch die empirischen angenommenen Aufsät-
ze zeichnen sich durch sehr gute Rigorosität und hohe (Praxis-)Relevanz aus und sind 
modellbasiert sowie theoriegeleitet. Alle angenommenen Aufsätze bieten ausführli-
che, fundierte Diskussion der Ergebnisse, Erkenntnisse, Handlungsempfehlungen und 
-strategien und zeigen die Grenzen der dargestellten Forschung (Limitationen) klar 
auf. 
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Abstract. Never before has IT been so crucial to the success of a service busi-
ness like in today’s highly competitive environment. Given the huge advance-
ments of information technologies, automation in service processes has become 
a key design element. At the same time, designers of services must consider the 
impact of automation on the customer who is typically involved into the service 
delivery process. In this paper, we analyze customer preference for automation 
of service processes based on a conjoint experiment in the Unified Communica-
tions industry and derive managerial implications for optimal service design. 
The results show that including higher levels of automation into the design of 
Unified Communications services is promising both from a customer and a cost 
perspective. 
Keywords: Service Automation, Service Process Design, Conjoint Analysis, 
Unified Service Communications Market 
1 Introduction 
Advances in communications and information technology have a profound impact on 
how service providers interact with their customers during the service delivery pro-
cess. Today, automation is ubiquitous, not only in the business environment but also 
in private life. Automation aims at consigning activities within a process to artificial 
systems. The introduction of technology often replaces face-to-face encounters and 
proliferates self-service by involving the customer to perform parts of the service 
process unassisted.  
Examples of automation in the B2C business include bank ATMs, online reserva-
tions, online brokerage, hotel self-checkout, etc. In the B2B business, examples in-
clude services like automated purchase platforms and automated communication, 






only recently been introduced – made possible by the ever increasing computing 
power available and global IP networks. 
For service providers, the main argument for automation is usually the increase in 
productivity and the reduction of labor cost (see e.g. [2]). For example, IBM realized 
cost savings of $2 billion by redirecting 99 million service requests from a call center 
channel to an automated online service provision ([3] cited in [9]). However, the cost 
savings for the service provider can be offset if customers do not accept the self-
service technology. McKinsey & Company reports of a firm that re-channeled its 
billing and service calls to the Web expecting to save $40 million. It turned out, how-
ever, that customers did not accept the new technology as expected and the firm sim-
ultaneously lost $16 million [9]. 
The response of consumers to service automation can be mixed. Customers may 
feel uncomfortable with self-service for various reasons or they may value the in-
creased opportunity for customization, convenience and control [6]. Thus, in face of 
these potentially conflicting effects, a profound understanding of consumer ac-
ceptance of automation is indispensable for designing the right level of automation 
into a service. 
In this paper, we analyze customer preferences for automation of service processes 
in the Unified Communications (UC) industry and derive managerial implications for 
optimal service design. UC services provide a technological architecture that aims at 
efficiently integrating today’s manifold communication tools, such as voice, email, 
fax, video conferencing, instant messaging, data services, e-commerce transactions, 
etc. The idea is that businesses (as well as of course individuals) can manage all their 
communications through a single interface. In the UC business, where prices are de-
creasing and wages are increasing similar to other services industries, automation is 
one of the main solutions to tackle the challenge of complexity versus commodity. 
Different levels of automation for UC services are for example remote services/e-
services, services on site, or machine-to-machine services. At the same time, customer 
preferences for automation are poorly understood. 
Our analysis of consumer preferences for automation of service processes is done 
based on a conjoint experiment (further explained below) and a subsequent choice 
simulation. Our contribution is twofold: first, our study and its results provide a case 
example (of a particular service in the UC industry offered by a particular company to 
business clients in a particular region) that demonstrates a high potential of automa-
tion in different phases of the service process. Second, we want to demonstrate that 
conjoint analysis – commonly used in marketing for product design – is a useful tool 
in IT for service process design, too. 
The paper is structured as followed. Section 2 briefly discusses relevant related 
work. In Section 3, the conjoint study that we carried out in the UC business is de-
scribed in detail. Based on the utility estimates, managerial implications for optimal 








2 Related Work 
Though automation appears to be a key element in service design, systematic research 
on how customers assess different levels automation and what this implies for service 
design is not well researched in the literature. Reference [8] discusses research oppor-
tunities in service process design and conclude that the question of “How can tech-
nology be integrated into the service process in order to improve both efficiency and 
customization?” is highly relevant but not well understood. Among the few empirical 
studies is [4], which examines the factors that influence consumer attitudes toward 
and adoption of self-service technologies in the banking industry. In [9], the key fac-
tors are identified that influence consumer willingness to initially try self-service 
technologies when alternative delivery modes are offered. The authors of [11] exam-
ine the cognitive, demographic, and situational determinants of the preference for 
using self-service technologies over face-to-face encounters using structural equation 
modeling. They find for example that persons who are high in experiential style as 
well as older persons prefer personal interactions. Furthermore, waiting times have a 
significant influence on preference for technology and service complexity moderates 
the influence of cognitive styles on preference for service technology. 
Most of the few empirical studies mainly focus on attitude models to forecast be-
havioral intentions of consumers in a B2C environment. This paper contributes to 
narrow the gap by analyzing customer preferences for automation of service processes 
in a B2B industry based on a conjoint experiment and by deriving managerial impli-
cations for optimal service design.  
Conjoint analysis is a decompositional statistical approach for estimating the par-
tial benefits (also known as part-worth values) that different levels of a particular 
service attribute contribute to a consumer’s overall evaluation of the service. A ser-
vice or product is represented as a finite set of attributes whose levels are determinant 
for the value-to-the-customer, and finally for customer choice, see e.g. [10].  
Following [13], we understand value-to-the-customer as a multi-attribute construct, 
as “the consumer's overall assessment of the utility of a product based on a perception 
of what is received and what is given” (see also [12]). In the context of IT services, 
factors that probably impact customer preference for a particular service design are 
e.g. price, availability, service response times, the level of automation, etc. Accord-
ingly, the preferred level of automation and its perceived partial benefit can only be 
regarded in relation to subjective, individual and dynamic customer assessment. 
Based on the conjoint data, managerial recommendations on the optimal service 
design can be derived if reasonable assumptions can be made on how preferences 
translate into consumer choice (probabilities). To support the design decision in a 
systematic manner, a number of mathematical programming models (for a recent 
review, see [1]) as well as conjoint choice simulators [7] have been developed in the 
last three decades. As we will see, these methods are also very useful in our context of 
service automation.  
In particular, our focus is on the process dimension of a service (see e.g. [5] for a 
discussion of the dimensions of service – potential, process, and outcome) and its 






the customer gains from an automated process. We note that an automation of the 
service process will of course require that automation potential in terms of capacity is 
built up beforehand. The service outcome should remain the same with or without 
automation, namely the solution of the customer’s problem. 
3 Conjoint Analysis of Customer Preferences for UC Service 
Process Automation 
Conjoint analysis has become one of the most widely-used multi-attribute utility 
measurements technique used in marketing research to measure customer preferences 
for different features of a product. First, the product must be defined in terms of a set 
of buyer-relevant attributes and their potential levels, respectively. Then, sets of alter-
native product configurations, each consisting of a different combination of attribute 
levels, are generated and presented to respondents in a survey. The respondents are 
asked to rank the alternative configurations according to their preferences. These 
overall judgments are used to estimate how consumers make trade-offs at the product 
attribute level when forming product preferences. In particular, by decomposing the 
overall preference value into different factors one can statistically estimate the im-
portance of each individual attribute and the partial contribution (part-worth value) of 
each attribute level. 
The decompositional approach has the huge advantage over separately scoring at-
tributes that is has a greater similarity to real choice situations; furthermore, statistical 
software packages for performing the conjoint analysis, including designing the sur-
vey, estimating part-worth values and simulating consumer choices for evaluating 
different product designs, are widely available. We used SPSS Conjoint 20, a well-
established tool available and familiar to us. In the following, we describe the conjoint 
study in detail along with a discussion of the results. 
3.1 Study Setup 
Target group. Defining a target group is the primary step when starting with a con-
joint analysis. The target group in our case are B2C customers of a UC service pro-
vider. 34 respondents were interviewed personally for the conjoint analysis, ideally 
either representing the majority of customer or customers with the biggest growth 
potential. To grasp a preferably large number of customers, we concentrate on the 
customer segments Key Account and Public and Health. 
In this context and in face of the small sample size we want to stress once more 
that we do not claim that our results are universally valid nor is it the objective of our 
study to make general recommendations of which level of automation to apply in 
which situation. Our study and its results should be understood as a case example that 
demonstrates a high potential of automation in different parts of the service process in 
a B2C setting. Apart from making a case for automation, we want to demonstrate that 






Definition of service, attributes and attribute levels. The service we focus on 
here is a maintenance service for large telecommunications infrastructure. Commonly, 
UC services comprise maintenance or administration services e.g. install, move, add, 
change (IMAC) operations in either remote or on site delivery. Spare parts for 
maintenance work are often also included and some service level agreements (SLA) 
parameters set. These parameters usually include service, reaction and restore times. 
Furthermore, price is a relevant attribute as well as the degree of automation (distin-
guished into service initiation and service delivery). In summary, the service is well 
described by the following attributes that are assumed to be independent and compen-
satory: 
 Availability  Response time  Services included (remote services, onsite services, spare parts)  Degree of automation in the service initiation process  Degree of automation in the service delivery process  Price 
To keep the conjoint analysis manageable, we focus on those relevant attributes that 
we are interested in to optimize, mainly automation, and – to allow financial evalua-
tions of a design – price. Therefore, we assume that the attributes “availability”, “re-
sponse time” and “services included” are fixed a priori to “24 hours/7 days a week”, 
“30 minutes”, “all services are included” (as an option, simple IMACs will be also 
provided by the service provider). 
Thus, the last three attributes marked in bold are those of particular interest to us. 
The attribute levels for the three attributes are given as follows:  
 
Degree of automation in the service initiation process 
 No automation (Service will be initiated by calling into a Call Center)  Simple automation (Service will be initiated by logging onto a dedicated web por-
tal, where the customer gets a overview of the infrastructure, that is cared for by 
the service provider and can then open an incident or service request)  High degree of automation (usually, the customer operates an own User Help 
Desk. Commonly, a user help desk itself has a sort of ticket system to track its own 
tasks. A high degree of automation makes use of the possibility to deploy a ma-
chine-to-machine communication between the ticket system of the customer and 
the ticket system of the service provider and safe the effort of calling a call center, 
sending an email or logging onto a web portal) 
Degree of automation in the service delivery process 
 No automation (Each incident or service request is handled manually)  Simple automation (IMACs are handled automatically. The customer sent his re-
quest in a dedicated format that is than translated automatically and IMACs being 






 High degree of automation (Using a web portal, the customer is presented an ana-
lytical tree to further limit the incident. By breaking down the incident into smaller 
steps, the customer eventually is able to find the error himself and initiated an au-
tomated resolution. The analytical tree can also be used for service requests) 
Price 
As prices for UC services have been very fluctuating over the last years, it is hard to 
determine a market price even for a very specific service. Therefore, we decided to set 
the price as a percent of software/hardware investment with the following levels:  
 3% of hardware/software investments  4% of hardware/software investments  5% of hardware/software investments. 
Data collection method. We chose a full profile approach mainly due to the fact that 
we already limited the number of attributes.  
Number of stimuli. When it comes to choosing the attribute levels, it is important to 
define the total number of stimuli. With a symmetrically design we can use the latin 
square technique to form a reduced that design that makes sure to combine every 
single attribute level exactly once and thus fulfill a main criterion of a reduced design: 
to determine a partial quantity that is small enough to be handled but still large 
enough to represent the full design such that reliable results are ensured. 
Final reduced design. The final reduced design that was drawn from all possible 
combinations of attribute levels based on Latin square technique is given in Table 1 
below. In the following interviews, respondents were asked to rank theses 9 hypothet-
ical product profiles.  
Table 1. Final reduced design using latin square technique 
 Card ID 
Price as % of 
investment 
Automation 
in service initiation 
Automation 
in service delivery 
1 5% Automated Interface Manual handling 
2 3% Web Portal Self Service/Analytical Tree 
3 5% Call Center Self Service/Analytical Tree 
4 3% Automated Interface Automated IMACs 
5 4% Automated Interface Self Service/Analytical Tree 
6 5% Web Portal Automated IMACs 
7 4% Web Portal Manual handling 
8 4% Call Center Automated IMACs 










Interviews. As stated earlier, we conducted interviews with 34 customers where the 9 
product profiles were presented to the respondents. We talked to various customer 
roles, but tried to get the person with the highest position in the customer hierarchy 
whenever possible. If the meeting was held with an executive-employee set-up, the 
executive was asked to rank the product profiles of Table 1 without further consulta-
tion with his employee.  
3.2 Results 
Given the respondent rankings we analyzed the data with SPSS Conjoint 20 to esti-
mate part worth values for different attribute levels. We were quite surprised to see 
that the attribute with the highest importance for the interviewees was the automation 
in service initiation. Table 2 shows the estimates part-worth values averaged across 
the 34 respondents, Table 3 shows the importance of attributes. 
Table 2. Average part-worth values estimated from the conjoint analysis, all respondents 




Price 3% 0.069 0.56 
 4% 0.235 0.67 
 5% 0.167 0.36 
Service initiation Call center 0.029 2.44 
 Web portal 0.000 1.51 
 Automated interface 0.029 2.74 
Service delivery Manual handling 0.451 1.13 
 Automated IMACs 0.206 0.71 
 Self-service/Analytical tree 0.657 0.87 
Constant  5.000  
Table 3. Importance of attributes 
Attribute Importance of attribute (%) 
Price 6.430 
Service initiation 64.953 
Service delivery 28.617 
 
Taking a look at the detailed data, it becomes evident that service delivery seems to 
be a part of the service process, where automation is widely accepted given that the 
attribute level self-service/analytical tree is largely preferred on average. This means 
that the interviewed individuals are willing to accept a large part of automation, if this 
accelerates the service process (it can be assumed, that the information, that an analyt-
ical tree would enable the customer to resolve 40% of the incidents without any par-
ticipation of the service provider, is associated with an overall faster incident resolu-
tion), even if a larger contribution by the own service staff is required. As the majority 
of respondents is in fact responsible for IT operations, their focus seems to be on a 






the most important attribute with the highest lever to overall preference formation, 
automation also seems to be accepted among some respondents, while others prefer a 
call center. Interestingly, with regard to pricing, not the lowest price has the highest 
partial benefit, although there is tendency towards lower prices, rather than towards 
higher prices (higher loss of benefit if changing from 4% to 5% than if changing from 
4% to 3%).  
Among the 34 customer representatives were three individuals in CIO positions 
(called “management segment” from here on), the rest was in general responsible for 
IT (Head of IT or similar – “operational segment”). Although we did not include an 
option to note the position of the respondent, we particularly took a look at those re-
sponses. Peculiarly, all three individuals on CIO-level responded with exactly the 
same pattern. Although not representative due to the very small sample size, it ap-
pears that the management segment shows other preferences than the operational 
positions. Table 4 and 5 below show the results. 
Table 4. Average part-worth values estimated from the conjoint analysis,differentiated by 
position  
Attribute Attribute level Average part-worth values 
Management 
segment (N = 3) 
Operational 
segment (N = 31) 
Price 3% 0.000 0.075 
 4% 0.000 0.258 
 5% 0.000 0.183 
Service initiation Call center -3.000 0.215 
 Web portal 0.000 0.043 
 Automated interface 3.000 0.258 
Service delivery Manual handling -1.000 0.376 
 Automated IMACs 0.000 0.226 
 Self-service/Analytical tree 1.000 0.602 
Constant  5.000 5.000 
 
While the overall importance of attributes varies only slightly, the partial benefits 
show a different outcome. The management segment clearly favors a high degree of 
automation, both in service initiation and service delivery. In service delivery, also the 
operational segment prefers the automated self-service/analytical tree. For service 
initiation, however, the highest partial benefit is attached to the attribute level call 
center. This further supports the assumption stated above, that there is a significant 
difference between operational level and management level regarding attitude towards 
automation in the different steps of the service process. Interestingly, the operational 
level seems to emphasize manual handling in service initiation, while accept a high 
level of automation in service delivery. This might well be, because the customers see 
a positive trade-off in additional information about the infrastructure (which the cus-







Table 5. Importance of attributes, differentiated by position 




Price 0.000 7.052 
Service initiation 75.000 64.519 
Service delivery 25.000 28.429 
 
In service initiation, automation does not offer first-hand information benefits for the 
customer, thus the personal contact towards a call center might be more important. 
Furthermore, a higher degree of automation often requires a higher customer in-
volvement and thereby causes some cost (e.g. time for submitting requests in certain 
formats or requiring additional knowledge necessary to benefit from using an analyti-
cal tree). 
Although price also is a factor, it seems to play only a minor role when deciding 
about automation. This might be due to the design of the survey, where we tried to 
keep the influence of the price as low as possible by defining it only via relatively low 
percentage values but is also evident, as we could not identify any response segment, 
where pricing was the main focus.  
In the following, we will derive implications for optimal service design by taking 
individual responses rather than aggregate part-worth values into account. By taking 
the following approach, individual preferences based on different experiences with 
automation can be taken into account. 
 
4 Implications for Optimal Service Design 
The conjoint analysis confirms that automation of service is a valid option for busi-
ness customers in the UC service business. Service companies should explore this 
option in more detail when it comes to service design since a higher level of automa-
tion can potentially create a win-win situation by providing value to both providers 
(through expected cost savings) and customers (through higher preference). 
Looking at the aggregated conjoint data in Tables 2 and 4, a service configuration 
highly desirable from the customer perspective should involve high automation in the 
service delivery process and accordingly provide a large information base for the 
customer (again, for other determinant design attributes it is assumed that the service 
is conducted 24/7, response time is within 30 minutes, and all services are included). 
Both groups of respondents are willing to engage largely in the incident management 
process, as long as they benefit from additional information and are able to speed up 
service delivery (both service requests and incident management). 
With regard to the service initiation process the design recommendations are not so 






age respondent in the operational segment is reluctant towards a high degree of auto-
mation in service initiation. This might be either due to the fact that  
 they do not really see a benefit from this feature (the customer still needs to operate 
a user help desk),  they do not gain any additional information and the service process itself is not 
made faster by significant numbers,  their performance is made transparent to both the service provider and the own 
management (The service provider gains insight into the work of the customer as 
information is exchanged via machine-to-machine communication). 
In general, the operational level within an IT organization likes to be in full control 
over its IT infrastructure and this also includes possible incidents and service requests. 
As mentioned above, the implementation of an analytical tree means a significant 
shift of information from the service provider towards the customer. However, an 
automated interface in the service initiation process, would take away a large part of 
responsibility from the IT organization of the customer, namely to decide, when to 
hand over an incident towards the service provider. Consequently, it means a shift of 
a certain kind of information from the customer’s IT department towards the service 
provider. Whereas the operational segment seems to reject automation in service de-
livery on average, this appears to be exactly what the management segment requires.  
In fact, respondent preferences for automation exhibit a large degree of heterogene-
ity, not only across the two functional segments but also to some degree within the 
operational segment. The average part-worth values in Table 2, highly aggregated 
across individuals, do not reveal the underlying heterogeneity in customer preferences 
– but in fact, the standard deviation of the data in our sample is very large According-
ly, the predictive power of the aggregated data is naturally limited in face of hetero-
geneity; and making design decisions based on average part-worth values may result 
in a service offering that is far from optimal. Therefore, in our method to evaluate 
different levels of automation in a service design, we will take the full information of 
individual-level part-worth values estimated in the conjoint analysis. Unfortunately, 
the individual-level data cannot be presented here due to space limitation and data 
confidentiality reasons. 
We use the SPSS conjoint choice simulator to predict not only preference (utility) 
but also choice probabilities for a particular service configuration among a set of real 
and/or hypothetical service offerings based on individual-level data. To do so, we 
need a choice rule, i.e. an assumption about how consumers translate preference into a 
choice decision. If one assumes for example that each customer chooses the offer with 
the maximum utility, we can predict probabilities of choosing each offer as the most 
preferred one among a set of alternative service offerings. This so-called first choice 
model determines the probability that a configuration is chosen as the number of re-
spondents who extract the highest utility from this profile (and thus would choose it) 
divided by the total number of respondents. Since the first choice model is known to 
overestimate preference for the most attractive product and underestimates it for other 
products probabilistic choice rules have been introduced. The BTL (Bradley-Terry-






utility to the total value of all products in the alternative set, averaged across all re-
spondents. The logit model is similar to BTL but uses the exponential of the utilities 
instead of the utilities.  
For the simulation we make the following assumptions: customers consider two al-
ternative UC service providers to choose from: provider A representing “us” and pro-
vider B, a competitor. In all scenarios that follow, the competitor offers the service at 
a price 4% of the total investment, service initiation is through a call center, service 
delivery is handled manually.  
In the base scenario representing the status quo (Scenario 0), provider A matches 
exactly the competitor’s service with its service offering. Thus, the current offers are 
least automated in both processes, service initiation and service delivery. Obviously, 
this will yield an expected market share of 50% for both players independent of which 
choice rule is assumed. Table 6 shows the result of the choice simulation. Each fol-
lowing scenario 1-9 describes the situation where provider A redesigns its service 
offer as described in the second column (while provider B is assumed to leave its 
offer as in the base scenario). In particular, service configurations are tested with var-
ying levels of automation in the initiation and the delivery process. In most scenarios, 
the price is kept at 4% or increased to 5% (based on the conjoint data, a price reduc-
tion to 3% does not seem reasonable since customers do not really value the dis-
count). Columns 3 to 5 show the simulated probabilities that the service of provider A 
is chosen under the three different choice rules (first choice, BTL and Logit) which 
may be interpreted as projected market shares. The competitor’s share corresponds to 
the complement (100% - share of provider A) and is not listed explicitly in the table.  
 
Table 6. Simulated choice probabilities for different service design configurations (SI: Service 








0 Price: 4%, SI: call center, SD: manual handling 50.0% 50.0% 50.0% 
1 Price: 4%, SI: web portal, SD: manual handling 58.8% 55.9% 53.1% 
2 Price: 4%, SI: autom. interface, SD: manual han-
dling 
47.1% 52.0% 48.4% 
3 Price: 4%, SI: call center, SD: autom. IMACs 64.7% 56.4% 55.4% 
4 Price: 4%, SI: web portal, SD: autom. IMACs 58.8% 57.0% 57.5% 
5 Price: 4%, SI: autom. interface, SD: autom. IMACs 44.1% 52.7% 47.2% 
6 Price: 4%, SI: call center, SD: analytical tree 67.6% 61.2% 66.7% 
7 Price: 4%, SI: web portal, SD: analytical tree 58.8% 60.6% 61.9% 
8 Price: 4%, SI: autom. Interface, SD: analytical tree 50.0% 56.4% 53.0% 
9 Price: 5%, SI: call center, SD: analytical tree (3,1,3) 67.6% 59.7% 63.0% 
 
According to Table 6, the service configuration most promising for provider A to 






done traditionally via call center but service delivery is provided as a self-service with 
analytical trees. Thus, in redesigning the service configuration, automation is the ini-
tiation part of the service process should be rather low corresponding to the status-quo 
offer while the delivery part of the process should be much more automated. Provider 
A’s projected share in the assumed two player market would increase from 50% to 
61.2%-67.6% depending on which choice rule is assumed, while provider B would 
lose the corresponding shares. Since the price is kept constant at 4%, the gain in mar-
ket share would directly translate into a proportional increase in expected revenue for 
provider A. Another attractive option for provider A could also be to fully automate 
service delivery and simultaneously increase prices to 5% (Scenario 9) even though 
the increase in market share will then be somewhat lower compared to Scenario 6, 
with shares ranging from 59.7% to 67.6%. Obviously there is a trade-off between 
price and market share with regard to revenue and the best balance can be determined 
by calculating revenue once market size and investment volume of each customer is 
known. In the long-term, the redesign in Scenario 6 or 9 should also be superior from 
a cost perspective because of the productivity gains that can be expected through the 
higher level of automation. Thus, in our case, automation in service delivery creates a 
win-win situation for both the service provider and the customer. 
Until now, we only examined the “one-size-fits-all-solution”, i.e. we assumed that 
all customers are offered the same service. In face of heterogeneity, this strategy is 
usually suboptimal. One strategy to better match customer needs and further increase 
market share in face of heterogeneity is to differentiate the service offering and cus-
tomize it to different needs. For examples, one could think about keeping the service 
as modular as possible and offering different automation modes for service delivery 
such that a customer can choose either to help herself through an analytical tree or to 
use automated IMACs whatever she prefers. Technically, the underlying decision 
problem can be considered as a so-called product line design problem where multiple 
product or service configurations are offered in parallel [10]. The multi-product prob-
lem is much more complex due to its combinatorial nature. Furthermore, substituting 
cross-effects between different service offers have to be considered as well as detailed 
trade-offs in fixed costs for joint and dedicated resources needed for different automa-
tion technologies versus cost savings through increased productivity. Since it is be-
yond the scope of this paper, we leave the multi-product analysis and the question of 
how much differentiation and customization a service provider should offer with re-
spect to automation to future research. 
5 Conclusion 
We conducted a conjoint analysis to learn about business customers’ preferences for 
process automation in the UC service business. Customers seem to demand fast and 
reliable service from a service provider, and they are willing to take over easy tasks 
and accept automation in standard procedures. In addition, the customer seems to 
reward a plus in information with extended contribution and a shift of efforts from the 






The results of the conjoint analyses were further used in a choice simulator to eval-
uate different service designs with respect to market share. It turned out that automa-
tion can in fact be a win-win for both provider and customers if applied at the right 
levels and to the right business processes. 
The interesting insights we could gain from the analysis encourage us to explore 
several future research opportunities. First, it seems worthwhile to collect more data, 
especially on management (CIO- or even CxO-level) level, to verify our findings. 
Furthermore, it might be of interest to investigate why the management segment has 
another focus than the operational staff and find out more about possible impact of 
pricing towards automation. In the current survey, respondents seem to not be very 
price sensitive, and it would be interesting to see whether there is a significant change 
in perception as the numbers for pricing are changed.  
As already discussed earlier, we would also like to explore the more complex 
“multi-product” case where the provider opens up different channels of automation at 
the same time to better serve customers with heterogeneous needs. Second, the analy-
sis should be continued further by taking costs into account and evaluate different 
service design from a profitability perspective. Although it will be challenging to 
collect and estimate the different types of variable and fixed costs related to automa-
tion, it seems the effort is worth it. 
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Abstract. In Germany, key players and SMEs in the market for wind, solar and 
biomass energy production have demanded a need for an universal IT service 
platform to enable the offering of standardized high quality services for tech-
nical operation and maintenance of renewable energy power plants. To proceed 
towards this goal, a comprehensive data model and a technical systems integra-
tion architecture derived from a thorough requirements and business process 
analysis are necessary prerequisites. This paper presents and discusses the cur-
rent state of research on these particular issues. Special attention is paid to the 
use and harmonization of international technical standards (IEC, ISO, DIN) in 
the area of renewable energy power plant operation. 
Keywords: Systemarchitektur, Datenföderation, kanonisches Datenmodell, er-
neuerbare Energie 
1 Einführung 
Spätestens seit der von der deutschen Bundesregierung im Jahr 2011 ausgerufenen 
Energiewende befassen sich Politik und Wirtschaft intensiv mit Fragestellungen zur 
Energieerzeugung und -verteilung aus erneuerbaren Energien als Ersatz für die Kern-
energie und CO2-lastige Kohlekraftwerke. Zu den „alternativen“ Energiequellen ge-
hören Windkraft, Solarenergie (Photovoltaik) und Wasserkraft, gefolgt von Biomasse, 
Solar- und Geothermie. Um langfristig den Energiebedarf aus vorwiegend erneuerba-
ren Quellen zu sichern, ist ein schneller Ausbau dieser Erzeugungsanlagen notwendig. 
Nach Schätzung des Statistischen Bundesamtes betrug im Jahr 2011 der Anteil der 
erneuerbaren Energien an der Bruttostromerzeugung in Deutschland 19,9% [1]. Für 






Im Vergleich zur Kernenergie und Kohlekraft weisen die derzeit am stärksten in 
Deutschland fokussierten erneuerbaren Energiearten Windkraft und Solarenergie 
besondere Eigenschaften auf. Ihre Verfügbarkeit hängt von den aktuellen Wetterbe-
dingungen ab und der Ort der Stromerzeugung wird durch geographische Rahmenbe-
dingungen vorgeben. Hieraus resultiert, dass der produzierte Strom teilweise über 
weite Strecken zu den Verbrauchern transportiert werden muss und sich neue Anfor-
derungen an die Stromnetze mit Bezug auf die Energiespeicherung und einen opti-
mierten Stromtransport ergeben. 
Neben Investitionen ins Stromnetz und in den optimierten Einsatz der IuK-
Technologien im Rahmen der verschiedenen Smart Grid Initiativen ist es auch not-
wendig, die Produktionsprozesse für die erneuerbaren Energien zu optimieren.  
Im Vergleich zu klassischen Kraftwerken finden sich in der Branche der erneuer-
baren Energien, bedingt durch kleinere Produktionseinheiten oder aufgrund der geo-
graphischen Anlagenverteilung, andersartige Betreiberstrukturen. Zahlreiche Organi-
sationen mit jeweils spezifischen Anforderungen und IT-Systemen sind in die Be-
triebs- und Instandhaltungsprozesse einbezogen. Es gilt somit, alle Akteure, Prozesse 
und betrieblichen Informationssysteme so zu integrieren, dass – gerade vor dem Hin-
tergrund der sinkenden staatlichen Förderungen – ein wirtschaftlich optimierter Be-
trieb der Energieerzeugungsanlagen gewährleistet ist. Eine derartige Integration ist bis 
dato noch nicht gegeben: Kommunikation per Telefon oder Fax und Medienbrüche 
beim Datenaustausch prägen viele Prozesse. Häufig stehen auch die notwendigen 
Daten den relevanten Akteuren nicht zur Verfügung. 
Verschiedene Akteure der Branche haben sich dieser Problematik gestellt und ent-
wickeln derzeit in einer vom Bundesministerium für Bildung und Forschung geför-
derten Innovationsallianz eine Software- und Systemplattform für Energie- und 
Umweltmonitoringsysteme1. Im Zentrum der Untersuchungen steht dabei die Unter-
stützung aller Akteure im Rahmen der Betriebsführung und Instandhaltung regenera-
tiver Energieanlagen. Im Folgenden werden die ersten Ergebnisse dieses Projektes 
präsentiert. Im nächsten Abschnitt wird auf die erhobenen Anforderungen an eine 
Service Plattform eingegangen und die Rahmenbedingungen für einen erfolgreichen 
Einsatz einer solchen Plattform beschrieben. Anschließend erfolgt in Abschnitt 3 die 
Präsentation des aus den Anforderungen abgeleiteten fachlichen Integrationsmodells 
sowie der erarbeiteten Referenzprozesse und Daten. Der Abschnitt 4 behandelt die 
resultierende Architektur der Plattform. Abschließend werden die bisherigen Ergeb-
nisse zusammengefasst und ein Ausblick zu den geplanten weiteren Aufgaben gege-
ben. 
2 Anforderungen und Rahmenbedingungen 
Die im Rahmen des Projektes zu realisierende Service Plattform soll alle Akteure in 
der erneuerbaren Energiebranche in den unterschiedlichen Phasen des Lebenszyklus 
                                                           
1 Projekt EUMONIS, Förderzeichen 01IS10033C. Die Autoren bedanken sich beim Bundesmi-
nisterium für Bildung und Forschung sowie bei allen Projektpartnern, ohne deren Unterstüt-






einer Energieerzeugungsanlage unterstützen, beginnend bei der Planung über den 
Betrieb und die Instandhaltung bis zur Demontage und Verschrottung (vgl. [3]). Das 
Hauptaugenmerk liegt jedoch auf der Betriebs- und Instandhaltungsphase. Hierzu 
wurde eine detaillierte Anforderungsanalyse für den Betrieb von Energieerzeugungs-
anlagen zur Stromerzeugung aus Wind, Photovoltaik und Biomasse durchgeführt, 
dessen Ergebnisse zusammenfassend in diesem Abschnitt vorgestellt werden. 
Die Service Plattform bietet den betroffenen Akteuren eine erweiterbare technische 
Infrastruktur für eine Vielzahl von Dienstleistungen in der Domäne (vgl. auch [4]). 
Der Begriff Plattform bezieht sich hierbei auf die technische Gesamtheit von Einzel-
anwendungen im Rahmen einer gemeinsamen Betriebs- und Kommunikationsinfra-
struktur, über die spezifische Dienstleistungen erbracht oder unterstützt werden. Die 
Basis bildet die technische Anbindung beliebig vieler Energieanlagen unterschiedli-
chen Typs. Die Betriebsdaten dieser Anlagen sollen sowohl direkt als auch intermedi-
är durch ein Supervisory Control and Data Acquisition (SCADA) System zur Spei-
cherung und Auswertung übertragen werden. Neben den Betriebsdaten soll die Platt-
form auch weitere Daten einer Anlage verwalten können: Anlagen- und Komponen-
tenstammdaten, technische Dokumentationen, Berichte und Zertifikate, Instandhal-
tungsinformationen und allgemeine betriebswirtschaftliche Daten (z.B. Daten aus 
ERP Systemen) sowie Prognosedaten (z.B. Wetterprognosen und Strommarktprogno-
sen) und Geoinformationen. 
Viele der benötigten Funktionalitäten werden von bereits am Markt erhältlichen 
Softwaresystemen geboten. Solche Systeme sind aber meistens nur für große Akteure 
geeignet, insbesondere Energieversorgungsunternehmen (EVUs). An die Bedürfnisse 
kleiner Energieerzeuger sind sie i.d.R. nicht angepasst. Zudem lässt sich feststellen, 
dass diese Systeme eine geringe Integrationsfähigkeit aufweisen. Die zu entwickelnde 
Service Plattform zielt daher auf eine stärkere Kooperation zwischen den Akteuren 
der Branche ab. Für den effizienten Betrieb einer Anlage benötigt der Betreiber die 
Unterstützung von bspw. unabhängigen Wartungs- und Instandhaltungsunternehmen. 
Gemäß den gesetzlichen Vorgaben bedarf eine Anlage regelmäßiger Prüfungen und 
Zertifizierungen durch unabhängige technische Prüfgesellschaften. Allen beteiligten 
Akteuren sollen die jeweils notwendigen Daten, Dokumentationen und Funktionalitä-
ten standardisiert über eine Service Plattform zur Verfügung gestellt werden. 
2.1 Funktionale Anforderungen 
Die Plattform soll ein umfassendes Portfolio an domänenspezifischen Diensten bereit-
stellen. Einige davon sind bereits in am Markt verfügbaren Softwaresystemen reali-
siert. Es gilt jedoch, diese Dienste durchgängig und transparent miteinander zu integ-
rieren. Im Folgenden werden die zentralen Funktionalitäten dieser Dienste vorgestellt. 
Betriebsdatenhaltung. Alle Betriebsdaten der Anlage können vom System gespei-
chert und bei Bedarf für Auswertungen zur Verfügung gestellt werden. Dies schließt 
Import und Export von Daten aus bzw. nach SCADA Systemen ein. 
Stammdatenverwaltung. Das System kann alle Stammdaten einer Anlage und deren 






Stammdaten) verwalten. Dies schließt Import und Export solcher Daten aus bzw. nach 
Fremdsystemen ein. 
Komponentenstammbaum. Das System erlaubt die strukturierte Visualisierung aller 
Komponenten einer Anlage. Die aktuelle Komponentenkonfiguration kann geändert 
und rückwirkend nachvollzogen werden. 
Steuerung. Bei Bedarf kann die Anlage durch einen qualifizierten Benutzer aus der 
Ferne bedient, d.h. beispielsweise ein- oder ausgeschaltet, werden. Die Kommunika-
tion mit der Anlage erfolgt direkt oder durch ein vorhandenes SCADA System. Solch 
eine Steuerung setzt eine Echtzeitverbindung zur Anlage voraus. 
Überwachung und Ereignismanagement. Das Ereignismanagement ermöglicht die 
Verwaltung von Ereignismeldungen. Ereignisse sind Signale, die automatisiert ausge-
löst werden, wenn bspw. vordefinierte Wartungszeitpunkte erreicht sind oder ein 
Betriebsdatum von einem vordefinierten Wertebereich abweicht. Im Ereignismana-
gement werden diese Ereignisse verwaltet und dienen als Entscheidungsgrundlage für 
die Einleitung einer Entstörungsmaßnahme. Die Überwachung ist dem Ereignismana-
gement übergeordnet und für die kontinuierliche Beobachtung und Protokollierung 
der Betriebsdaten verantwortlich. Hierzu soll das System den Akteuren geeignete 
Visualisierungen und Auswertungsberichte zur Verfügung stellen. 
Zustandsbeurteilung. Ausgesuchte Betriebsdaten einer Anlage sollen als Zeitreihen 
auf das Auftreten von anormalen Mustern untersucht werden. Die Zustandsbeurtei-
lung ist im Rahmen einer zustandsorientierten Instandhaltungsstrategie [3] von be-
sonderer Bedeutung, damit eine Reparatur ggf. vor dem Eintreten eines Fehlers ausge-
führt werden kann. 
Instandhaltung und Wartungsplanung. Das System unterstützt die verschiedenen 
Akteure bei der Koordination von Wartungs- und Instandhaltungsaktivitäten. Dies 
bezieht die Planung von Terminen, Ressourcen und Personal (inkl. Beauftragung 
externer Dienstleister) ein. Die Initiierung dieser Aktivitäten kann durch das Ereig-
nismanagement oder die Zustandsbeurteilung erfolgen. Weiterhin ist eine Schnittstelle 
zum Auftragsmanagement (überbetrieblicher Austausch von Auftrags- und Rech-
nungsdaten) und zur Anbindung aktueller Wetterprognosen (Windenergieanlagen 
dürfen bspw. nicht bei Sturm gewartet werden) sowie externer Daten (Anbindung zur 
Strombörse) notwendig. 
Terminmanagement. Gerade weil an der Wartung und Instandhaltung häufig mehre-
re Akteure aus verschiedenen Unternehmen involviert sind und weil Wetter- und 
Stromprognosen bei der Terminfindung berücksichtigt werden müssen, muss die 
Plattform eine unternehmens- und systemübergreifende Unterstützung bei der Ter-
minfindung und -koordination anbieten. 
Prognose. Die Analyse der unterschiedlichen Anwendungsfälle hat gezeigt, dass 
besonders im Bereich der Betriebsführung und Instandhaltung domänenspezifische 
Prognosen von bspw. Wetterdaten oder Energieprognosen eine besondere Rolle spie-






Eingangsgrößen benötigt. Hierzu ist die Anbindung und Vereinheitlichung externer 
Prognosesysteme notwendig. 
Lebenslaufakte. Alle betriebsrelevanten Daten, Dokumente und Ereignisse über die 
gesamte Lebenszeit einer Anlage sollen in einer digitalen Lebenslaufakte lückenlos 
festgehalten werden bzw. referenzierbar sein. Aus der Lebenslaufakte ist ersichtlich, 
welche Anlagekomponenten im Laufe der Zeit wann und von wem gewartet, ausge-
tauscht und geprüft wurden. Bau- und Schaltpläne sowie Anleitungen zu einzelnen 
Komponenten und zur Gesamtanlage sowie frühere Wartungsberichte und Prüfzertifi-
kate lassen sich hier finden. 
2.2 Rahmenbedingungen 
Die Plattform wird derzeit nach den Bedürfnissen der Akteure aus den Gebieten 
Wind, Photovoltaik und Biomasse entwickelt. Sie soll jedoch offen gestaltet sein, so 
dass andere Anlagentypen ebenfalls angeschlossen und betrieben werden können. Die 
zu entwickelnde Plattform erreicht dies durch die durchgängige Verwendung von 
offenen IuK- und Branchenstandards sowie -normen. Auf einige dieser Standards 
wird im Folgenden noch genauer eingegangen. Zudem soll die Plattform so gestaltet 
werden, dass eine größtmögliche Verschiedenheit an Fremdsystemen (am Markt vor-
handene teils proprietäre Softwarelösungen) leicht in die Plattform integriert oder an 
die Plattform angebunden werden kann. 
Derzeit werden verschiedene Betreibermodelle für eine solche Plattform entwickelt 
und evaluiert. Es ist zu erwarten, dass sich verschiedene Betriebsszenarien mit bspw. 
nur einer zentral betriebenen Plattform oder einem losen Verbund von Plattformen 
ergeben werden. Es ist auch nicht auszuschließen, dass Unternehmen mit einer großen 
Zahl an Energieanlagen eine eigene Instanz der Plattform betreiben wollen. Die tech-
nische Ausgestaltung der Plattform soll diese unterschiedlichen Betreibermodelle 
prinzipiell erlauben. Dies hat u.a. Auswirkungen auf die Anforderungen an die Ska-
lierbarkeit sowie Mandantenfähigkeit. 
Ein sehr wichtiges Kriterium für die Akteure sind Fragen zur Sicherheit. Da die 
meisten Daten einer Anlage, insbesondere die Betriebsdaten, einen direkten wirt-
schaftlichen Wert für die jeweiligen Dateninhaber darstellen, wurde mehrfach gefor-
dert, dass ein Dateninhaber volle Kontrolle über die Art der Datenzugriffe und über 
die berechtigten Personenkreise haben soll. Nach Möglichkeit sollen die Daten beim 
Inhaber verbleiben und Dritte erhalten bei entsprechender Berechtigung Zugriff auf 
die Daten. 
Die Service Plattform wird als verteiltes, offenes, föderiertes System realisiert. Ei-
ne Data Warehouse Lösung (zentral gehaltene, aus Fremdsystemen replizierte und 
aggregierte Daten) ist aufgrund der Anforderung zur lokal gesteuerten Autorisierung 
und Authentisierung sowie der Anforderung zur Integration verschiedener Software-
systeme mit autonomer Datenhaltung nicht möglich. 
Abschließend wurde von den Akteuren mehrfach geäußert, dass die Plattform als 
„Software as a Service“ (SaaS) bzw. als Cloud Computing Lösung betrieben werden 






3 Fachliche Integration 
Die Konzeption der Service Plattform basiert auf der Identifikation und Festlegung 
von Referenzprozessen und eines gemeinsamen Datenmodells. Die nachfolgenden 
Abschnitte beschreiben die Prozesserhebung im Rahmen der Domänenanalyse und 
die Konzeption des kanonischen Datenmodells für die Plattform. 
3.1 Prozessmodell 
Im Rahmen einer umfassenden Domänenanalyse mit dem Schwerpunkt auf dem An-
lagenbetrieb und der Instandhaltung wurden die relevanten Rollen, deren Aktivitäten, 
sowie die benötigten Daten und Informationssysteme identifiziert und in logische 
Abhängigkeiten und zeitliche Abfolge gebracht. Die Abbildungen 1 und 2 stellen die 
Ergebnisse als Matrix dar. Schwerpunkt der Untersuchungen waren Prozesse zur An-
lagenüberwachung, zum Störungs- und Wartungsmanagement sowie zur Auftragser-







































































































































Behörde           Behörde        
Betreiber           Betreiber        
Betriebsführer           Betriebsführer        
Servicedienstleister (ISP)           Servicedienstleister (ISP)        
Zulieferer           Zulieferer        
Hersteller           Hersteller        
Sachverständiger           Sachverständiger        
Übertragungsnetzbetreiber           Übertragungsnetzbetreiber        
Verteilnetzbetreiber           Verteilnetzbetreiber        
Abb. 1. Rollenmatrix  Abb. 2. Datenmatrix 
Am Betrieb und der Instandhaltung regenerativer Energieanlagen sind zahlreiche 
Rollen beteiligt. Im Gegensatz zu den konventionellen Kraftwerken werden diese 
Rollen häufig durch unterschiedliche Akteure (im Sinne von unterschiedlichen Unter-
nehmen und Organisationen) eingenommen (vgl. auch [5]). Erschwerend zu dieser 
organisatorischen Verteilung der Zuständigkeiten kommt die räumliche Trennung 
zwischen den Anlagenstandorten und den Akteuren hinzu. Der optimierte Einsatz von 
IuK-Technologie kann somit zur Optimierung der Kommunikation und des Datenaus-
tauschs beitragen. 
In Abbildung 1 markiert ein schwarzer Punkt eine direkte Kommunikationsbezie-
hung zwischen zwei Akteuren. Die Rolle des Betriebsführers besitzt die meisten Ab-






Betreibers, der bspw. in Form eines Investmentfonds organisiert sein kann. Für die 
Wartungs- und Instandsetzungsaufgaben beauftragt dieser entweder den Hersteller der 
Anlage oder ein unabhängiges Serviceunternehmern (engl. Independent Service Pro-
vider, ISP). Zudem muss der Betriebsführer im Auftrag des Betreibers zahlreiche 
gesetzlich vorgeschriebene Nachweise und Zertifikate bei Behörden einreichen, die 
teilweise durch Sachverständige erstellt werden müssen. 
Neben den Rollenabhängigkeiten wurden die jeweils benötigten bzw. verwalteten 
Daten analysiert. In Abbildung 2 wird ein schwarzer Punkt eingetragen, wenn eine 
Rolle das spezifische Datum verwaltet oder für die Ausübung ihre Tätigkeiten benö-
tigt. Der Betriebsführer und der ISP verwalten oder verarbeiten unterschiedliche Da-
ten. Aus dieser Analyse lassen sich die Koordinations- und Integrationsbedarfe zwi-
schen den verschiedenen Rollen ableiten. So benötigt beispielsweise der ISP im Falle 
eines Alarms Zugriff auf die aktuellen Betriebsdaten, um den Fehler analysieren zu 
können. Aus Abbildung 2 ist weiterhin ersichtlich, dass alle beteiligten Rollen auf den 
Zugriff auf Stammdaten angewiesen sind. Die Prozessanalyse hat gezeigt, dass die 
verschiedenen Rollen derzeit jeweils auf lokal vorgehaltene Versionen der Stammda-
ten zugreifen, wodurch Inkonsistenzen auftreten können, wenn Änderungen der 
Stammdaten (bspw. im Rahmen einer Komponentenaustausch oder einer Anlageer-
weiterung) nicht an alle abhängigen Rollen kommuniziert werden. Dies wirkt sich 



















































Abb. 3. Prozessdarstellung in BPMN 
Im Rahmen der Anforderungsanalyse wurden zahlreiche Ist-Prozesse aufgenommen 
und beschrieben. Komplexere Soll-Prozesse wurden in der Business Process Model 
and Notation (BPMN) modelliert. Aufgrund der Vielzahl an Prozessen wurden sie in 






prozess zur Anlagenüberwachung. Zur besseren Übersicht wird nur eine stark verein-
fachte Darstellung verwendet. Der Hersteller stellt die Anlagenstammdaten initial der 
Service Plattform zur Verfügung. Anschließend kann der Betriebsführer mit der An-
lagenüberwachung beginnen. Sowohl der Betriebsführer als auch der ISP werden im 
Fehlerfall benachrichtigt. Zudem kann sich der Betriebsführer Reports über den Anla-
genzustand erstellen lassen. 
3.2 Kanonisches Datenmodell 
Für die Integrierung [6] von Informationssystemen verschiedener Akteure hat sich die 
Verwendung eines kanonischen Datenmodells (Canonical Datamodel [7], [8]) be-
währt. Ein kanonisches Datenmodell ist die Definition einer logisch einheitlichen 
Sicht auf Daten mehrerer unterschiedlicher Datenquellen. Es definiert die Struktur 
und Semantik der gültigen Konzepte und ihre Relationen zueinander. In diesem Sinne 
stellt ein kanonisches Datenmodell ein virtuelles Datenschema für einen Verbund 
konkreter Datenquellen dar, die gemeinsam wie eine einheitliche Datenquelle be-
trachtet werden. Der Zugriff auf die konkreten Datenquellen erfolgt transparent über 
die Benutzung des virtuellen Schemas. Die Festlegung auf ein kanonisches Datenmo-
dell wurde aufgrund der Vielzahl an anzubindenden Datenquellen und externen An-
wendungen getroffen. Für die Integrierung einer neuen Anwendung ist ein Mapping 
gemäß dem kanonischen Datenmodell auf die in den physischen Datenquellen ver-
wendeten Schemata notwendig. Weiterhin bildet das gemeinsame Datenmodell die 
Grundlage für die Definition der auszutauschenden Daten.  
Auch für die Energiebranche ist dieser Integrierungsansatz relevant [9], [10] und 
notwendig [11]. Das zu entwickelnde kanonische Modell muss den Aufbau der unter-
schiedlichen Energieerzeugungsanlagen, die überbetrieblichen Prozesse sowie die 
Semantik und den Vertraulichkeitsgrad der verschiedenen Daten berücksichtigen. 
Eine umfassende Literaturrecherche und Befragungen von Domänenexperten haben 
gezeigt, dass ein sehr unterschiedliches Verständnis über die Fachbegriffe zu den 
Daten besteht. Dies zeigt die Wichtigkeit eines standardisierten semantischen Modells 
innerhalb der Anwendungsdomäne. 
Die große Bedeutung der Betriebsdaten und regulatorische Vorgaben innerhalb der 
Energiebranche haben zur Folge, dass verschiedene Normen, Standards und Richtli-
nien bei der Entwicklung eines kanonischen Datenmodells berücksichtigt werden 
müssen. Als Standardmodell – besonders für EVUs – hat sich das Common Informa-
tion Model (CIM) der International Electrotechnical Commission (IEC) etabliert, 
wobei der eigentliche Energieerzeugungsprozess und die dafür benötigten Daten darin 
wenig Berücksichtigung finden. CIM betrachtet zudem nicht explizit die Domäne der 
erneuerbaren Energien. Zurzeit ist kein allgemein anerkanntes Domänenmodell für 
die Instandhaltung und den Betrieb von erneuerbaren Energieanlagen bekannt. 
Basierend auf der Domänenanalyse wurden abstrakte Konzepte identifiziert. Ab-
bildung 4 stellt diese Konzepte und ihre Abhängigkeiten für den Anwendungsbereich 
der Anlagenüberwachung und Instandhaltung dar. Es handelt sich um eine vereinfach-
te Darstellung des kanonischen Datenmodells für die Service Plattform. In der Abbil-






stellt. Instanzen der Konzepte sind grau eingefärbt und mit einer „is-a“ Relation ge-
kennzeichnet. Daneben sind die relevanten Normen und Richtlinien, die sich explizit 
auf diese Konzepte beziehen, als Boxen mit gestrichelten Linien und mit strichelten 
Relationen im Modell eingetragen. Bei der Entwicklung des Modells müssen beste-
hende Definitionen aus Normen und Standards berücksichtigt werden, um eine 
höchstmögliche Akzeptanz seitens der Anwender zu erreichen. Nachfolgend werden 
die einzelnen Konzepte und angewendeten Normen näher beschrieben. 
 
 
Abb. 4. Abstraktes Modell des kanonischen Datenmodells (basierend auf [26]) 
Konzepte. Die Stammdaten zur Energieanlage bilden die Basis des kanonischen Da-
tenmodells, modelliert mittels des Konzeptes Power Plant. Spezifische Anlagentypen 
(SPP, WPP, BPP) sind von diesem Konzept abgeleitet. Eine Anlage besteht aus be-
liebig vielen Komponenten (Component), die je nach Anlagenart unterschiedlich 
komplex aufgebaut sind. Es ergibt sich somit ein spezifischer hierarchischer Kompo-
nentenbaum für jede Anlage. Das Modell berücksichtigt dies durch die Rekursionsre-
lation zum Konzept Component. Zu einer Komponente können verschiedenste Daten 
(Data) ausgelesen werden. Der Bezug der Daten zur Energieanlage ergibt sich über 
die Komponente. Im Rahmen der unterschiedlichen Arbeitstätigkeiten werden zahl-
reiche Dokumente (Document) zur Anlage erstellt und mit ihr verknüpft. Besonders 
für die Instandhaltung ist eine konsistente und chronologisch zugreifbare Dokumenta-
tionshistorie wichtig. Das Modell sieht eine Relation zwischen der Dokumentation 
und einer Instandhaltungsaktivität (Maintenance Activity), die durch ein geplantes 
oder ungeplantes Ereignis (Trigger) ausgelöst wird, vor. Das kanonische Datenmodell 
berücksichtigt zudem den Bezug der unterschiedlichen Konzepte zu den beteiligten 






zur Laufzeit sind Informationen zu den verwendeten Informationssystemen (Informa-
tion System) notwendig. Neben den klassischen betrieblichen Informationssystemen 
sind zahlreiche domänenspezifische Systeme von Bedeutung. Die Klassifikation der 
Informationssysteme für EVUs nach Appelrath und Gonzales [12] kann als Basis für 
eine strukturierte Erhebung innerhalb der Domäne der regenerativen Energien dienen. 
Normen und Standards. In Abbildung 4 sind ausgesuchte Normen und Standards 
als Teil des Datenmodells dargestellt. Da die Normenreihen IEC 61850 [13], IEC 
61400-25 [14] und das Common Information Model (CIM) (IEC 61968 [15] und IEC 
61970 [16]) als Unified Modeling Language (UML) Modelle verfügbar sind, wird die 
Erstellung eines übergeordneten Modells erleichtert. Zudem können Techniken der 
modellgetriebenen Softwareentwicklung [17] zur Erzeugung von bspw. Nachrichten-
strukturen angewendet werden. Für das CIM sind zudem Werkzeuge verfügbar, mit 
denen die Erstellung angepasster Profile möglich ist, die als Ontologie exportiert bzw. 
als Datenmodell verwendet werden können [18]. 
Alle Konzepte des Modells beziehen sich direkt oder indirekt auf eine Anlage bzw. 
dessen Stammdaten. Zur Unterstützung der Anforderung der Datenverteilung ist eine 
eindeutige und einheitliche Kennung für Anlagen notwendig. Hierzu eignet sich der 
Standard zum Reference Designation System for Power Plants (RDS-PP) [19]. Die 
eineindeutige Identifikation der Energieanlage sollte über das in der Norm definierte 
Conjoint-Kennzeichen erfolgen. Im aktuellen Entwurf für die Anwendung von RDS-
PP für Windenergieanlagen [20] ist vorgesehen, dass im Conjoint der Aufstellungsort 
gemäß dem World Geodetic System (VGS84) kodiert wird. Daneben sind weitere 
Identifikationsangaben wie bspw. eine Länderkennung möglich. Diese Informationen 
müssen im Konzept der Power Plant berücksichtigt werden. 
Sowohl RDS-PP als auch die Normen IEC 61850 und IEC 61400-25 beziehen sich 
auf die Komponenten der Energieerzeugungsanlage. Ein Mapping zwischen den 
Normen ist möglich (vgl. [21]), wodurch eine Verknüpfung der Komponentenstamm-
daten und Betriebsdaten möglich wird. 
RDS-PP bezieht sich explizit auf die Dokumentenklassifikationsnorm IEC 61355-1 
[22], in der das Konzept Document semantisch detailliert wird. Der VGB PowerTech 
stellt zudem in der Richtlinie B 103 [23] eine Kennzeichensystematik für Dokumente 
im Kraftwerkswerbetrieb bereit. Daneben sind für den Anwendungsbereich der In-
standhaltung Dokumententypen in der Norm DIN EN 13460 [24] definiert. 
Für einzelne Teile des kanonischen Datenmodells konnten Konzepte aus anderen 
Modellen wiederverwendet werden. CIM enthält keine Klasse, die sich auf eine er-
neuerbare Energieanlage bezieht. Attribute für die Instandhaltung können jedoch von 
der Klasse Asset aus dem CIM Modell übernommen werden. CIM enthält zahlreiche 
Klassen für den Bereich der Instandhaltung wie bspw. WorkTask oder SheduledEvent. 
Die Komponentendefinitionen aus bspw. RDS-PP können als Enumeration modelliert 
werden. Das Informationsmodell der IEC 61400-25 basiert auf dem Standard 
IEC 61850. Beide Standards können direkt mit der Power Plant bzw. mit einer Com-







Im nachfolgenden Abschnitt wird die Architektur der Service Plattform, die aus den 
Anforderungen und Rahmenbedingungen abgeleitet wurde, vorgestellt. Nach einer 
kurzen Übersicht folgen technische Details der verschiedenen Architekturmodule. 
4.1 Übersicht 
Die Service Plattform ist eine Implementierung einer Integrationsplattform [8]. Ziel 
des Architekturdesigns ist es, fest abgegrenzte Architekturebenen im Sinne einer 
Schichtenarchitektur zu definieren. Dadurch wird die Gesamtkomplexität reduziert. 
Die Interoperabilität der verschiedenen Architekturkomponenten wird durch die Fest-
legung einer einheitlichen Kommunikationsmiddleware mit standardisierten Nach-
richtentypen erreicht. 
Aufbauend auf der Prozesserhebung und Analyse der Anforderungen konnten zahl-
reiche fachliche und technische Module identifiziert werden. Das Architekturkonzept 
unterscheidet zwischen Anwendungsmodulen, Querschnittsmodulen und technischen 
Architekturmodulen. Abbildung 5 stellt das Architekturdesign und die Module dar. 
Die Komponenten der Plattform und die verschiedenen Plattforminstanzen werden 
über einen Messagebus gekoppelt. Das einheitliche Datenmodell ist eine Implemen-
tierung des in Abschnitt 3.2 beschriebenen kanonischen Datenmodells. Zu integrie-
rende Komponenten werden mit Hilfe von Wrappern bzw. Adaptern angebunden. Für 
den Austausch von Betriebsdaten wird ein separater Kommunikationskanal definiert, 
um den regulären Bus nicht zu überlasten. 
Das Design der Gesamtarchitektur und der Module folgt den Prinzipien einer ser-
viceorientierten Architektur (SOA) (vgl. [25]), da dieser Architekturstil für die in 
Abschnitt 2.2 formulierten Rahmenbedingungen am besten geeignet ist. Die verschie-
denen Module kommunizieren ausschließlich über Schnittstellen und sind lose mitei-
nander gekoppelt. Somit ist die Plattform leicht an sich ändernde (z.B. gesetzliche 
oder technische) Rahmenbedingungen anpassbar. 
Das Design der Architektur muss die strengen Anforderungen zur Datenhoheit, 
zum Datenschutz und zur Datensicherheit berücksichtigen. Die Architektur wird als 
föderiertes Informationssystem konzipiert und verwendet ein kanonisches Schema für 
den transparenten Zugriff auf die Module und Datenquellen. Die Verknüpfung der 
unterschiedlichen Daten aus den internen und externen Datenquellen erfolgt innerhalb 
der Plattform. Das Kommunikationsprotokoll innerhalb der Plattform garantiert die 
geforderte Ortstransparenz. Die eineindeutige Identifikation der Anlagenstammdaten 







Abb. 5. Module der Service Plattform 
4.2 Anwendungsmodule 
Die Anwendungsmodule fassen fachliche Anforderungen zusammen. Aufbauend auf 
diesen Modulen wurden erste Schnittstellenspezifikationen erarbeitet. Module können 
Teil der Plattform sein oder als Proxyimplementierung die Anfragen an externe Ap-
plikationen weiterleiten. Anwendungsmodule besitzen Abhängigkeiten untereinander 
und zu Querschnittsmodulen. 
Das Modul Lebenslaufakte stellt eine zentrale Komponente der fachlichen Archi-
tektur dar. Es enthält sämtliche instandhaltungsrelevanten Informationen zur Energie-
erzeugungsanlage über den gesamten Lebenszyklus. Die Verwaltung von Dokumenta-
tionen zur Anlage – wie z.B. Berichte, technische Beschreibungen oder Zertifikate – 
ist hierbei von besonderer Bedeutung. Das Modul Lebenslaufakte greift über das Do-
kumentenmanagementmodul auf Dokumente zu. Basis der Lebenslaufakte sind die 
Stammdaten zur Anlage, zum Besitzer oder zu den Anlagenkomponenten. Die Le-
benslaufakte verknüpft die in den verschiedenen Informationssystemen befindlichen 
Informationen zur Anlage gemäß dem kanonischen Datenmodell. Die Lebenslaufakte 
bietet verschiedene Abfragemöglichkeiten an. Eine mögliche Abfragesprache auf das 
kanonische Datenmodell auf Basis der Terminologie von RDS-PP wurde in [26] be-
schrieben. Für die technische Umsetzung scheint das Framework JBoss Teiid [27] 
geeignet zu sein. Es erlaubt die Integrierung von Datenbanken, Web Services und 
anderen Datenquellen. Für die Absicherung des Datenzugriffs sind die technischen 
Module zur Authentifizierung und Autorisierung einzubinden. Mit Hilfe des Moduls 
Auswertung und Reporting greift der Betriebsführer oder der ISP auf die Lebenslauf-







Anwendungsmodule implementieren domänenspezifische Geschäftslogik und können 
auf Basisfunktionen, die durch die fachlichen Querschnittsmodule bereitgestellt wer-
den, aufbauen. Nachfolgend sind die wichtigsten Querschnittsmodule beschrieben. 
 Kommunikation: Die Implementierung der Anbindung der verschiedenen Ener-
gieerzeugungsanlagen ist von den Anwendungsmodulen in einem separaten Modul 
getrennt. Dadurch wird die Kopplung zwischen den Anwendungsmodulen und den 
Energieanlagen verringert. Das Modul High Speed Connection ist eine Sonder-
form der Kommunikation, da diese sich explizit auf den Austausch von Betriebs-
daten bezieht. Für eine optimale Lastverteilung und aus Sicherheitsaspekten wird 
die Geschäftskommunikation von den Betriebsdaten getrennt.  Datenhaltung: Stellt den Anwendungsmodulen einen Persistenzdienst zur Verfü-
gung. Das Dokumentenmanagement ist eine Sonderform der Datenhaltung.  Datenmodell: Dieses Modul stellt Funktionen für das kanonische Datenmodell zur 
Verfügung, z.B. für die Verwaltung und Abfrage der registrierten Datenquellen.  Workflow: Die Service Plattform implementiert zahlreiche automatisiert ausführ-
bare Geschäftsprozesse. Das Modul Workflow stellt hierfür Dienste zur Abbildung 
technischer Workflows bereit.  Anbindung externer Quellen: Die Integration verschiedener innerhalb und außer-
halb der Plattform befindlicher Datenquellen ist für die Implementierung der An-
wendungsmodule von besonderer Bedeutung. Die spezifische Anbindungslogik der 
Datenquellen wird in diesem Modul gekapselt und die Daten werden in das kano-
nische Datenmodell übersetzt. Hierzu werden Funktionen des Moduls Datenmo-
dell benötigt. 
4.4 Technische Architekturmodule 
Die technischen Module bilden das Rahmenwerk der Plattformarchitektur. Sie kap-
seln technische Details der Implementierung und stellen Funktionen zur Laufzeit-
überwachung oder allgemeine technische Dienste zur Verfügung. Für die Energie-
branche gelten besonders hohe Anforderungen an den Datenschutz und die Datensi-
cherheit. Diese Anforderungen werden durch die Module Authentifizierung und 
Autorisierung adressiert. Die Benutzerverwaltung bildet die Basis des Sicherheitssys-
tems. Daneben sind zahlreiche technische Module zum Fehlermanagement, Logging 
oder zum Monitoring des Systems notwendig. Die Anbindung einer Energieanlage ist 
nur möglich, wenn ein gesicherter Kommunikationskanal aufgebaut und die Anlage 
zertifiziert ist. Dies gilt ebenfalls für außerhalb der Plattform befindliche Anwen-
dungssysteme. Die Module müssen als Teil der Registrierung angeben, welche Daten 
gemäß dem kanonischen Datenmodell sie benötigen oder bereitstellen. Zur Laufzeit 
ist das Lookupmodul im Sinne einer serviceorientierten Architektur für die Identifika-







Neben dem Netzausbau und dem optimierten Netzmanagement ist auch die Optimie-
rung der Stromerzeugung aus erneuerbaren Energiequellen ein wichtiges Forschungs-
feld. Dies gilt besonders vor dem Hintergrund der sinkenden staatlichen Förderungen. 
In diesem Beitrag wurde, nach einer Einordnung der wirtschaftlichen Bedeutung der 
vorliegenden Forschungsarbeit, ein kurzer Abriss der fachlichen Anforderungen und 
Rahmenbedingungen für die Realisierung einer Service Plattform für die Unterstüt-
zung der Betriebsführung und Instandhaltung von erneuerbaren Energieerzeugungsan-
lagen gegeben und ein Einblick in die Geschäftsprozessanalysen gewährt. Anschlie-
ßend wurde ein hieraus abgeleitetes kanonisches Datenmodel vorgestellt, welches 
insbesondere auf Ergebnissen der internationalen Normung aufsetzt. Eine Präsentati-
on der fachlichen Schichtenarchitektur der Service Plattform sowie eine Diskussion 
ihrer technischen Architektur und entsprechenden technischen Rahmenbedingungen 
rundeten die kurze „tour de horizon“ ab. 
Für die nächste Zukunft ist eine von der Praxis geleitete Evaluation und Konsoli-
dierung des kanonischen Datenmodells geplant. Die Projektpartner sind bemüht, dass 
diese Arbeit, ebenso wie eine bereits angefangene Referenzimplementierung der 
technischen Architektur, Eingang in die internationale Normungsarbeit finden wird. 
Bei den fachlichen und technischen Überlegungen zur Plattformarchitektur stand 
die prinzipielle praktische und technische Machbarkeit im Vordergrund. Um die Zu-
kunftsfähigkeit der Arbeit zu garantieren, bedarf es einer ausführlichen Evaluation der 
Betreibermodelle und der Systemarchitektur mit Hinblick auf die Möglichkeiten des 
Cloud Computing. 
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Abstract. Especially in the knowledge intensive service industry and times of 
virtual teams, there is a high need to support collaboration and information ex-
change between employees with IT. Whereas many organizations have recog-
nized the great potential of Enterprise Social Networks (ESN) in this context, 
there is still a lack of well-founded and applicable approaches to make this po-
tential visible i.e. to measure the success of ESN. To alleviate this drawback we 
propose a novel approach to measure ESN success covering the dimensions us-
age and business value. To illustrate the practical benefit and applicability of 
the novel approach, we provide an extensive real-world example from the ser-
vice industry. In cooperation with a large financial services provider, the ap-
proach was successfully applied and led to an improved decision support for 
different stakeholder groups including system administrators and executive 
management. 
Keywords: Success Measurement, Enterprise Social Networks, Social Software 
1 Introduction 
The dissemination of IS in form of Enterprise Social Networks (ESN) is no longer a 
well-kept secret in the field of entrepreneurial activities as it demonstrates positive 
benefits for companies [1], [27], [32],[33]. This particularly holds true for the service 
industry, which is characterized by knowledge intensive processes and the awareness 
of the high value of employee expertise [18]. As more and more employees are will-
ing and wanting to use ESN, e.g. to exchange and share ideas with their teams, there 
is an increasing demand to understand how the use and success of these technologies 
can be measured. This is all the more important since there are various interests of 
several stakeholders concerned: First, due to limited IT budgets, decision makers have 
to justify their investments and thus have to make transparent the impact of new IT 
investments. Second, a system stakeholder wants to improve (the usage of) the social 
software. Third, the added value of the ESN to perform tasks should be shown to the 
users. While many investors are only satisfied with reliable numbers (“how much do I 
save by using the platform?”), system stakeholders and users are more interested in 
how the platform is used or can be improved. According to the different perspectives, 






Although impact measurement is top of mind for many companies, most of them 
struggle with measuring the success of social software. According to a recent study, 
less than one fifth of German companies measure the business impact of their social 
media activities [14]. To this date, also only a few scientific studies have analyzed 
single aspects of ESN success measurement. At the same time, most of the seminal 
work in the field of IS illustrates success models that highlight success for organiza-
tions or users by using a micro perspective. In these models (e.g. [25], [26]) success is 
defined and measured either by formative models or causal assumptions that are look-
ing at static theoretical constructs without looking at the context and the relationships 
of real working practices and processes [30]. Using the case of ESN users need to 
make sense of how to incorporate these platforms in their day-to-day work according 
to their needs and individual use cases [24]. Thus, our research objective is to concep-
tually develop a use case-based success measurement approach for ESN and to exem-
plary show its applicability in practice. Our approach helps companies in their strive 
to measure the success of these technologies and allows them to set objectives, to 
provide a control mechanism, and to measure the achievements.  
The remainder of this paper is structured as follows: In Section 2, we present cur-
rent success measurement models and demonstrate the lack of applicable approaches 
when it comes to success measurement. Afterwards, we propose a novel approach to 
measure ESN success (Section 3) and provide an initial set of success measures to 
operationalize the approach. Section 4 illustrates the applicability of the novel ap-
proach by using the case of a financial services provider. Finally, we critically discuss 
limitations of our work, provide directions for further research, and summarize the 
results. 
2 Success Measurement 
2.1 Success Measurement in IS 
The field of IS success measurement has fostered many theories and models. In the 
following, focusing on very prominent examples, it will be highlighted that these 
approaches have something in common: they rigorously focus on success constructs, 
but neglect concrete use cases and easy to apply success measures. 
The arguably most prominent study towards explaining IS success is the technolo-
gy acceptance model (TAM) which concentrates on users and examines the reasons 
for IS use [5]. TAM assumes that use is based on usage intention produced by ease of 
use and usefulness. In the same vein as TAM, the unified theory of acceptance and 
use of technology (UTAUT) supposes four behavioral intentions (performance expec-
tancy, effort expectancy, social influence, and facilitating conditions) to be reasonable 
for usage intention, which is determined by demographics (age and gender), experi-
ence, and voluntariness of use [30]. Apart from the fact that these and further studies 
imply that the acceptance about a given artifact can be evaluated in terms of yes-no 






to decontextualize individual adoption [12], we argue that acceptance is not equiva-
lent to success, but rather a necessary precondition to success. 
Not much less known, but based on a larger and multidimensional set of measures 
and methods is the IS success model by DeLone and McLean [6]. In that model, a 
success taxonomy is created from technical to social and organizational success fac-
tors, which have temporal and causal interdependencies. Although the model appears 
to have some weak points (e.g. [11]), it is one of the most referenced papers in IS 
history. About ten years later the authors published an updated IS success model that 
includes service quality as a construct and addressed the criticism that an information 
system can affect levels other than individual and organizational (e.g. [16]) by replac-
ing the constructs individual impact and organizational impact with net benefits, 
thereby accounting for benefits at multiple levels of analysis [7]. Further known IS 
success models stem from Seddon, Gable et al. and Grover et al. Comparably to the 
model of DeLone and McLean the model of Seddon measures latent constructs based 
on a set of perceptions that give a short description of the context of practice [25]. The 
model of Gable et al. does not consider the dimensions use and user satisfaction that 
DeLone and McLean applied, since they can be seen as consequence of the IS impact 
[9]. The model of Grover et al. examines the effectiveness of IS as a general goal of 
IS using a framework of effectiveness that grounds on a construct space [10].  
In line with the above and as a good conclusion, the results of a multidimensional 
meta-analysis give a current state of the art of scientific developments concerning IS 
success measurement (cf. [29]). The authors note that the predominant IS success 
approach is based on questionnaires and structural equation modeling that focus on 
abstract constructs which demonstrate a typical lack of these scientific models: based 
on these constructs and only supported by data from questionnaires these IS success 
models are not easily applicable in practice. This is confirmed by several practical 
surveys (e.g. [2], [17]).  
2.2 Success Measurement of Enterprise Social Networks 
The following section gives a short literature review on some of the latest findings 
within the field of ESN success measurement. Similar to IS success in general, many 
studies are based on the models introduced above and only investigate single aspects 
or success factors, but miss a comprehensive, integrated and easy to apply approach. 
For example, Lehner and Haas concentrate on behavioral models to explain success 
factors [13]. Their approach does not investigate the output (e.g. number of inquiries) 
but the individual performance of users. Their idea is to concentrate on a whole or-
ganization and not only one specific goal assuming that companies should focus on 
the employees’ knowledge, which represents the “system of knowledge management” 
of a company. The applicability of the model in practice, however, seems to be lim-
ited. 
Muller et al. suggest measuring the impact of ESN by means of a metric called “re-
turn on contribution (ROC)” [15]. Based on a framework of rational choice the au-
thors assume, that the use of collaboration tools is made for an appropriate and strate-






efit from a resource (“consumers”) divided by the number of people who create or 
contribute to that resource (“originators”). Therefore, they define a metric that takes 
the creation and consumption of information as collaborative processes of employees 
into account. In conclusion, the ROC can be used to track the usage of ESN and to 
reveal employees’ usage patterns. However, the metric does not incorporate any busi-
ness values.  
In conclusion, existing scientific approaches deliver first insights into the success 
measurement of ESN and try to evaluate ESN from different perspectives. However, 
as already stated by others earlier there is still a missing congruence of the organiza-
tion’s and user’s benefits perceivable in most models. Moreover and even more im-
portant, these models focus predominantly on single aspects and do not take into ac-
count concrete use cases and therefore lack the applicability in practice. Moreover, 
most of the scientific approaches do not take into account concrete business value 
metrics.  
We do not want to omit that due to the necessity to measure ESN success there are 
also different practical approaches to ESN success measurement. Forrester Consulting 
for example released a study about the total impact of social software [8] and illus-
trated the impact of ESN using available data and selected financial measures (e.g. 
costs, benefits). The major findings are that social software leads to “incremental 
gross revenue from new products and products brought to market faster” and that 
employees benefit from the “ability to find and share information” [8]. A recent study 
by Mattern et al. provided similar results and showed that enterprise internal social 
media applications can lead to efficiency gains up to 90 percent [14]. The approach by 
Cooper et al. can be understood as success measurement based on the perspective of 
use cases [4]. This practice-oriented approach distinguishes measures of interactions 
on individual, group, and organizational level and combines them with a chronologi-
cal background. As part of their approach they involve three categories – vitality, 
capability, and business value – to evaluate ESN success. However, these studies and 
approaches lack of a valid theoretical and scientific basis and can only be seen as 
indicators for the potential of ESN in practice. 
3 Novel Approach for Success Measurement of Enterprise 
Social Networks 
In this section, we introduce a novel approach for success measurement of ESN. First, 
we introduce the idea of use case-based success measurement. Then, we propose a 
new approach which is based on this idea. Finally, we illustrate exemplary use case-
based measures for the success measurement of ESN to operationalize the approach.  
3.1 Use Cases and Actions as Basis for Success Measurement 
We aim at a success measurement approach for ESN which is applicable in practice. 
Against this background, we take into account collaborative structures of ESN usage 






proach. Use cases are a popular instrument in science (e.g. [32,[33]) and practice to 
unveil relevant business processes associated with ESN usage. We take the collabora-
tive use case “ask your colleague” as an example. This use case can consist of one or 
numerous collaborative practices (e.g. notifying colleagues of a specific problem, 
clarifying issues they need to know to help, etc.). In companies, collaborative use 
cases often serve to reveal critical points in using ESN or to make the benefits tangi-
ble. Incorporating use cases within our success measurement approach allows us to 
develop an applicable approach that addresses the needs of companies and that is 
based on concrete business processes. In doing so, all relevant processes with respect 
to ESN usage can be systematically included in the success measurement approach.  
Each collaborative use case consists of different actions of collaboration (e.g. 
share, edit). An action describes what is done through the social software platform. As 
part of a larger research project, the usage of ESN and thereby especially the concrete 
actions were analyzed systematically through qualitative analysis of large datasets in 
more than 20 organizations [18]. As result of the analysis we received seven actions 
of collaboration for social software usage which can be defined as search, edit, rate, 
label, clarify, notify, and share. Table 1 briefly describes these actions, which are the 
basis for our success measurement approach. 
Table 1. Description of actions of collaboration 
Action Description 
Search Search for specific content using different criteria 
Edit Modifications of content in order to create an up-to-date version of the content 
Rate Rate the content in terms of quality or suitability for the specific purpose 
Label Mark content in order to allocate it to a certain topic to increase retrievability 
Clarify Exchange different interpretations or opinions 
Notify Notify others about relevant content, which already exists 
Share Provide content in order to make it available to others 
3.2 Success Measurement Framework 
Based on the idea of collaborative use cases, in the following, we combine concrete 
actions with the perspective of different dimensions. The reasons to measure ESN 
success can be very different as within an organization different stakeholder groups 
will have specific objectives [9]. As discussed above, the executive management for 
example might focus on the justification of corporate investments in social software, a 
system admin might want to improve the usage of the social software and a user 
might be interested in the status quo of the platform. Therefore, depending on their 
specific objectives, stakeholders will be interested in different information that 






essary to measure different dimensions of success. Based up on this motivation the 
measures of our framework are structured according to the following two dimensions: 
1.  The dimension usage describes the extent of use of the ESN and demonstrates the 
activity of users on the platform at a very concrete level. Different scientific as 
well as practical-driven articles emphasize the meaning of this measurement di-
mension (e.g. [28]). Typical questions are: how intensive are employees using the 
social software? How is the usage over time? What are the most intensively used 
functions? Examples of action-based measures are the number of shared messages 
or the number of searches. Stocker et al., for example, measure the reading and 
writing behavior in wikis, e.g. how often users edit or comment an article [287]. 
These consumption-based measures provide a good look at the adoption of the 
technology on a rather short-term focus [4]. Generally, it is possible to collect these 
measures by system-based statistics.  
 
2.  The second dimension compasses the business value of social software use. This 
dimension illustrates organizational impact of corporate social software usage at a 
rather long-term perspective. A typical question in that context is: What are busi-
ness goals that are supported by social software? For example, a cross-sectional 
analysis of several companies shows that companies have quite similar expecta-
tions on the benefits of social software: efficient, goal-oriented employee commu-
nication and avoidance of information overload, efficient knowledge transfer, the 
establishment of networks of experts, participation of employees and creation of 
open corporate culture, increased awareness, and transparency [20]. However, it is 
still unclear how to measure the achievement of these goals. Thus, the aim of 
measuring the business value is to capture the added value of the ESN for the com-
pany through a business case consideration or in form of an actual return on in-
vestment calculation. Examples for measures would be the analysis whether se-
cond level support can handle more inquiries or resolve employee calls more 
quickly or the case showing that the number of innovations out of the platform has 
brought a new product to market in less time [4].  
As far as the usage measures are concerned, most of them can be allocated to the sev-
en actions of collaboration described in the previous section. However, not all of them 
can be reasonably assigned to a single action. Thus, in our approach we separate the 
measures on the one hand into action-based measures (e.g. number of searches) and 
on the other hand into action across measures (e.g. total number of users). In doing so, 
it is possible to create context by measuring within collaborative use cases through 
action focus and consider further measures. The framework of success measurement 


























Fig. 1. Framework for ESN Success Measurement 
3.3 Exemplary Measures 
In order to operationalize the framework for use case-based success measurement of 
ESN, we propose an initial set of exemplary measures to build a solid measurement 
fundament (see Table 2). To assure the consistence of the success measures, they are 
based on the seven actions of collaboration and the two dimensions of success meas-
urement explained above. Several of these measures have proven useful in different 
business projects conducted. In practice it is generally useful to integrate all relevant 
stakeholders at an early stage and to take them into account when it comes to the crea-
tion and selection of success measures.  
There are different methods to collect the data needed to calculate these measures:  
To measure the usage we can access to the enormous amount of data created in an 
ESN. By using logfile analysis it is possible to track a multiplicity of these measures 
and we can only give a few examples in the following table. It is also possible to 
study the usage of the ESN by qualitative analysis of selected content by coding the 
messages exchanged according to the communication practices enacted (cf. e.g. 20]). 
This interpretative approach can be accompanied by user interviews and the observa-
tion of the usage on the platform. The collection of best practices, collaboratively 
done by the users and staff responsible for the platform can also help to spot new 






To measure the business value there exist several qualitative (e.g. user interviews, 
interviews with support or management, content analysis as a basis for process analy-
sis) and quantitative methods (e.g. user surveys, Social Network Analysis) as well. 
Table 2. Exemplary measures 
Success measures Measurement approach 
Usage (action specific) 
 [Search] Number of questions asked Logfile analysis 
 [Edit] Number of document updates Logfile analysis 
 [Rate] Number of useful or correct answers Logfile analysis 
 [Label] Number of tags created Logfile analysis 
 [Clarify] Number of answered questions Logfile analysis 
 [Notify] Number of status updates Logfile analysis 
 [Share] Percentage of users that publish information Logfile analysis 
Usage (action across) 
 Total number of users Logfile analysis 
 Percentage of active users Logfile analysis 
 Degree of connectivity Social Network Analysis 
 Number of content created Logfile analysis 
 Number of page views Logfile analysis 
 Average time per user and visit Logfile analysis 
 Total number of groups Logfile analysis 
 Percentages of different use practices Content analysis 
Business value (action specific; compared to status quo) 
 [Search] Reduced time to find correct information Process analysis, User interviews  
 [Edit] Reduced time worked with documents  Process analysis, User interviews 
 [Rate] Increased quality of published content Process analysis, User interviews 
 [Label] Reduced time spent to organize content Process analysis, User interviews 
 [Clarify] Reduced number of inquiries at 2nd level support Interviews with support 
 [Notify] Increased degree of awareness of employees  User interviews 
 [Share] Reduced amount of emails Logfile analysis, User interviews 
Business value (action across; compared to status quo) 
 Number of ideas Content analysis 
 Increased employee satisfaction User survey or interviews  
 Reduced travel costs User interviews 
 Reduced time to solve a problem Content analysis, Process analysis 
 Reduced time to onboard employees working in new roles Process analysis 
 Reduced time to deliver a project Content analysis, Process analysis 






4 Demonstration of the Novel Approach 
4.1 Case and Data Collection 
In the following, we exemplarily analyze the usage of an ESN at a large financial 
services provider that we call UNT. UNT has approximately 150,000 employees that 
work in geographically dispersed teams and different divisions and have a high need 
of efficient collaboration. In 2011 a group of approximately ten employees in the IT 
department set up a company network on Yammer.com, to prepare a retreat. Finally, 
in the middle of 2011 30 middle managers from UNT’s IT department carried out the 
retreat in the form of a bar camp. Participants were invited to Yammer to share opin-
ions and report on sessions during the event. Through the invite function and user-
driven word of mouth Yammer spread in an avalanche-like effect, initially through 
the IT department and later to other departments as well. In a short time frame of 
several weeks more than 1,600 people joined the company’s Yammer network. Even 
though usage started at middle management it spread all the way to the executive 
management and employees were neither constrained by their managers to use the 
platform nor was there a formal rollout of Yammer. Soon concerns about data securi-
ty evolved. As the Yammer platform and its usage data is hosted outside a company’s 
firewall and the IT security discovered security vulnerabilities of the platform, execu-
tive management finally decided to shut down UNT’s Yammer network after approx-
imately three months. Simultaneously it was decided by the board that a new inhouse 
platform should be chosen and implemented. By the end of 2011 a new platform had 
been chosen and was piloted within a six month period. Whereas the “Yammer expe-
rience” had convinced many stakeholders within UNT of the benefits of an ESN, it 
was clear from the beginning that a comprehensive review of the pilot phase was 
necessary. The review should show how the ESN can support the working practices 
of UNT’s employees and should measure whether the ESN has positive impact on 
their work performance. Thus, the project team had to justify further steps (especially 
with respect to the rollout) and investments by evidencing that the platform creates a 
positive impact. During this review different data collection and analysis methods 
have been used. We briefly describe them in the following: 
 A quantitative analysis was used to show the development of the user count as well 
as their distribution across countries, departments and organizational entities. Ad-
ditionally, the development of different content types was analyzed. The required 
data were gathered via the platform internal statistic dashboard. Access to the data-
base directly, which would have allowed an even more in depth analysis, was not 
possible in this period.   A qualitative approach was chosen to study the usage of the ESN. This was done 
via observation of the usage on the platform itself. As a result 520 single messages 
from seven groups within the platform as well as 200 general status updates have 
been analyzed qualitatively. Based on this a genre analysis have been performed 






 Furthermore, 33 interviews and several workshops have been conducted to gather 
feedback of power users and group owners.  
4.2 Applying the Approach to the Case 
The data presented in Table 3 and Table 4 stem from the six months period review 
described above. The absolute numbers are separate for each month and not added up. 
They have been multiplied with a factor x since the real figures cannot be disclosed.  
Table 3. Exemplarily action specific usage measures collected and used in the case 
Usage (action specific) measures 
Month 1 2 3 4 5 6 
Search: Number of questions asked 30 92 76 120 88 64 
Edit: Number of document updates 252 502 336 732 630 804 
Rate: Percentage of useful or correct answers 47% 61% 39% 55% 59% 38% 
Label: Number of tags created 26 64 68 122 54 38 
Clarify: Percentage of answered questions 93% 84% 82% 87% 89% 97% 
Notify: Percentage of status updates 45% 33% 43% 38% 36% 36% 
Share: Percentage of users who post 40% 23% 19% 19% 14% 13% 
Table 4. Exemplarily action across usage measures collected and used in the case 
Usage (action across) measures 
Month 1 2 3 4 5 6 
Percentage of active users 74% 71% 57% 56% 50% 46% 
Number of content created 500 1554 2340 3650 4836 5950 
Total number of groups 58 144 176 226 266 275 
 
Whereas the usage has already been analyzed in detail as shown above, the analysis of 
the business value is in progress right now. In this context it is important to note that 
the appropriation of such a platform takes time and that some results can only be seen 
after a year of use or more when the ESN has found its place in the user routines [22]. 
A first hint of a real productive use of the ESN and a good starting point on the way to 
show the business value are the results of the genre analysis of the messages (see 
Table 5). These results give a first indication of how the platform is used and in which 
areas the platform can create concrete business value. The high amount of exchange 
of opinions, for example, is an indicator towards the goal to open corporate culture 
and the high distribution of new topics/issues resulting in a better awareness and 
transparency. Even the fact that the users are giving visible thanks to other colleagues 
or praise their efforts in a certain project should not be underestimated because this 






Table 5. Communication practices as basis for measuring the business value  
Communication practices (result of a qualitative analysis of the messages in the ESN) 
Exchange of opinions 31% 
Agenda setting 19% 
Coordination 15% 
Problem solving 13% 
Documentation 7% 
Praise & Thanks 5% 
Generating ideas 5% 
Informal communication 3% 
Announcement of events 2% 
 
More precisely, based on these results it is generally possible to determine business 
value measures. To this date, UNT has first indicators for different business value 
measures (action across) (although we cannot disclose concrete figures):  
 Number of ideas: In our sample 36 ideas have been discussed on the platform 
(720*5%=36; see table 5). A first analysis showed that some of them will help 
UNT to save a considerable amount of money.  Reduced time to solve a problem: From content analysis and interviews it can be 
seen that the time users have spent to find what they need has been reduced con-
siderably. A fact that helped to speed up solving problems and delivering projects.  Increased employee satisfaction: There has been no representative survey yet. 
However, the 33 conducted interviews and several workshops with another two 
dozen users clearly show that the satisfaction of the latter has increased considera-
bly by using the platform. Moreover, some users reported of a “new we feeling” 
and of perception to get to know their colleagues better.  Reduced amount of emails: We did not yet analyze logfiles, but many employees 
have reported of a reduction of emails up to 20%, too. 
Probably even more important is the potential of the platform to increase the 
knowledge transfer by making expertise in the company visible. This can have several 
implications, from reduced time to deliver a project to time to bring an innovation to 
market. We have collected many of these cases and will illustrate a quite simple one 
in the following. A user x shares his knowledge on a new service via posting the mes-
sage: “Who needs short URLs, since Sharepoint-URLs blast every layout: SECURE 
URL Shortener. It’s like TinyURL in a Corporate Style. :-)” Several other users say 
“thank you”, one user mentions this will save time for his project, until another user 
states “Cool Idea! But there is room for improvement . . . How about an additional 
file://. . . .to shorten links to a network folder!?” User x reacts to this question by say-
ing that this might also be possible. Then other users join the conversation and think 
about how they could use the service, too. All the comments in this conversation are 
rather short and took not much time, but this simple example already shows that one 






4.3 Discussion of the Case and its Limitations 
As discussed before the presented framework constitutes an integrated approach to 
support different stakeholder groups in their efforts to measure the success of ESN. 
Of course, the exemplary figures out of the project conducted in cooperation with 
UNT cannot be complete, but only extracts. Before we focus on the applicability and 
the practical benefit of our approach in general we want to briefly discuss some con-
crete figures of the case example.  
Looking at the action specific usage measures we see that the platform is indeed 
used to ask questions to colleagues. However, the number of questions asked is lower 
than expected. This is an indicator for the need of a community management that 
makes the potential of the platform to help with problems more clear. In some con-
text, the percentage of answered questions shows that the willingness to help is very 
high and even growing. The percentage of useful or correct answers, however, is quite 
low compared to what is expected. But here it is hard to say if there are really so few 
useful or correct answers or if the users just do not yet use the feature “Mark a answer 
as useful or correct” provided by the ESN. Thus, the users should be notified of this 
feature. The increasing number of document updates on the platform illustrates the 
need of direct collaboration without the problems (versioning etc.) when working on 
the same document via email. Compared to the number of content created the number 
of tags created is quite low. This shows that tagging is not yet a common thing for 
most users. The platform managers have to decide whether they want users to tag 
more. With an average of about 40% with respect to the total content status updates 
are heavily used. Here, the need for a lightweight work-related exchange becomes 
very obvious. 
Looking at the action across usage we realize that the total number of users and 
the number of content created (note that here the numbers for each month are not 
added up) are increasing in similar proportions. As a consequence, we assume that 
among the new users there are always people contributing and not only checking out 
everything (lurkers). Moreover, the number of groups is increasing with reduced 
speed which is not surprising since some users will rather join existing general groups 
and do not have to create new ones. Furthermore, the figures show that the users are 
highly active, although it is obvious that there was more excitement in the early 
phase. At the end of the six month the activity is leveling down to a value of 46% 
which is still very high compared to the 90-9-1 rule of thumb that is common for so-
cial media usage (90% of the users are passive, 9% modify existing content, and 1% 
create new content [14]). 
Looking at the business value we can deduce that the investment to implement the 
ESN seems to have already paid off partly within a short time frame. Employees were 
able to save time and experienced a reduced amount of emails. We also observed a 
number of newly generated ideas and that the employee satisfaction rose. We are sure 
that we will be able to measure further metrics in the near future. 
Whereas it is the aim of the framework to assure the consistence of the success 
measures, the example above shows that the framework is applicable and can be op-






room for future research. As already stated, our approach may represent a first step 
towards measuring ESN success. Notwithstanding, additional research is needed to 
underpin our results and develop the approach further. This especially holds true for 
the initial set of exemplary measures provided to refine and operationalize the frame-
work. Here, the challenge of defining and evaluating concrete measures particularly 
with respect to the dimension business value has not been completely resolved yet. 
Furthermore, to precise or extend the usage success measurement dimension the con-
cept of sociability [3] which refers to the tendency to associate with or from social 
groups could be taken into consideration. 
5 Summary 
In science as well as in practice ESN are widely discussed as a promising means to 
improve collaboration and information exchange between employees [1]. This espe-
cially holds true for the knowledge intensive service industry [18]. However, most 
companies still struggle with measuring ESN success [14]. A major reason for this 
fact seems to be the lack of well-founded and applicable approaches to measure the 
ESN success. To alleviate this drawback we developed and demonstrated a novel use 
case-based approach, which may represent a first step towards measuring ESN suc-
cess. Our framework covers seven important actions for collaboration (search, edit, 
rate, label, clarify, notify, and share) and the two dimensions usage and business val-
ue. In order to operationalize the framework, we provide an initial set of exemplary 
measures, which have proven useful in different projects conducted. The practical 
benefit of our approach and its applicability was demonstrated by a real-world exam-
ple from the service industry. In cooperation with a financial services provider, the 
approach was successfully applied and led to an improved decision support for differ-
ent stakeholder groups including system administrators and executive management. 
However, there are also limitations of our work, which leave room for future re-
search. Indeed, we refer to a single case which seems to be appropriate to illustrate the 
practical benefit and the applicability of our approach. However, further research is 
necessary to show that our approach is not limited to this specific company but can be 
applied in further companies as well. In fact, major parts of the framework are already 
used in further projects in cooperation with financial services providers, IT services 
providers, consulting companies, and automobile manufacturers. In these projects 
there are still many questions open. For example, it would be interesting to use the 
measurement framework to differentiate between cases where the introduction of 
ESN succeeded and cases where the introduction of ESN failed. We hope that our 
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Abstract. Virtual Research Environments (VRE) sollen den Forschungsprozess 
durch Ansammlungen webbasierter Services unterstützen sowie ein plattform- 
und ortsunabhängiges wissenschaftliches Arbeiten - auch disziplinübergreifend 
- ermöglichen. Auf dem Markt finden sich bereits zahlreiche öffentlich zugäng-
liche, teils kommerzielle, Angebote; noch mehr universitäre „Eigengewächse“ 
sind in der Planungs- oder Umsetzungsphase. Insbesondere für die Entwicklung 
solcher IT-Artefakte stellt sich die Frage, welche Anforderungen die Plattfor-
men erfüllen sollen. Mittels eines Literaturreviews wurden Beiträge aus 41 
Journalen untersucht. Im Zeitraum 2008 bis 2012 konnten dadurch 44 Beiträge 
ermittelt werden, die funktionale und nichtfunktionale Anforderungen an virtu-
elle Forschungsumgebungen adressieren. 
Keywords: Virtuelle Forschungsumgebung, Virtual Research Environment, 
Anforderungsanalyse, Literaturuntersuchung. 
1 Einführung 
Während die Services von Facebook, Twitter und co. täglich millionenfach genutzt 
werden, existiert - weitgehend außerhalb der öffentlichen Wahrnehmung - eine un-
überschaubare Vielfalt mehr oder minder bekannter wissenschaftlicher sozialer Netz-
werke (Abb. 1). Diese Virtual Research Environments (VREn) bieten Wissenschaft-
lern zahlreiche Funktionalitäten und Tools, die fachübergreifende und überregionale 
Forschungsprojekte unterstützen sollen. In diesem Kontext steht auch das durch die 
Deutsche Forschungsgemeinschaft (DFG) geförderte ViATOR-Projekt. 1 
                                                           
1 Virtuelle Arbeitsplattform für Technik und Organisation im verteilten Forschungsbetrieb 
(ViATOR), www.viator.uni-bayreuth.de; DFG-Programm: „Virtuelle Forschungsumgebun-





Dieses hat zum Ziel, eine schnell einzurichtende und flexibel skalierbare virtuelle 
Forschungsplattform zu etablieren. Im Zuge der Anforderungsanalyse für ViATOR 
sind wir den folgenden Fragestellungen nachgegangen: Welche Anforderungen müs-
sen VREn erfüllen? Lassen sich übergreifende Anforderungen finden, die gleicher-
maßen erfüllt werden müssen? Zu diesem Zweck haben wir ein Literaturreview 
durchgeführt, um funktionale sowie nichtfunktionale Anforderungen an VREn syste-
matisiert und strukturiert zu erheben. Im folgenden Abschnitt diskutieren wir zunächst 
die notwendigen Begriffe, bevor im dritten Abschnitt eine Auseinandersetzung mit 
der Methode „Literaturrecherche“ erfolgt. Darauf aufbauend werden die genannten 
Anforderungen abgebildet (vierter Abschnitt). Der Beitrag schließt mit einer Zusam-




Abb. 1. Auswahl wissenschaftlicher sozialer Netzwerke 
2 Virtuelle Forschungs- und Lernumgebungen; funktionale 
und nichtfunktionale Anforderungen 
2.1 Virtual Research Environments und virtuelle Lernumgebungen 
VREn1 sind Ansammlungen webbasierter Anwendungen und Programme, von Werk-
zeugen, Systemen sowie Prozessen, um den allgemeinen Forschungsprozess zu unter-
stützen [1]. Um die an Komplexität zunehmenden Forschungsfragen bearbeiten zu 
können, sollen Wissenschaftler, unabhängig von ihren Disziplinen und über nationale 
Grenzen hinweg, mit den zur Forschung nötigen Diensten - möglichst effizient und 
effektiv - versorgt werden [2]. VREn adressieren alle Forschungsinstitutionen; öffent-
liche Einrichtungen ebenso wie industrielle Forschungsinstitute [1]. Mithilfe der Platt-
                                                           
1 Weitere Bezeichnungen sind u. a.: Virtuelle Forschungsumgebungen (vFUn), Collaborative 
Virtual Environments (CVE), Collaborative e-Research Communities oder Virtual Research 





formen sollen die Nutzer nach Ressourcen suchen, Forschungsprojekte leiten, Daten 
sammeln, analysieren, simulieren und veröffentlichen können. Sie bilden somit die 
Infrastrukturkomponente für E-Science, heben sich aber von sozialen Forschungs-
netzwerken ab, indem sie über die sozialen Netzwerkfunktionen hinausgehend weite-
re Forschungswerkzeuge bieten (Tabelle 1). 
Im Zusammenhang mit VREn werden häufig virtuelle Lernumgebungen (vLU), 
Virtual Learning Environments (VLE), erwähnt.2 Dabei handelt es sich um Samm-
lungen integrierter Funktionen, die die Organisation und den Betrieb von onlineba-
siertem Lernen ermöglichen sollen. Die Angebote umfassen vielfach Bewertungs- 
und Beurteilungsfunktionen, Zugang zu Daten und Ressourcen, Lernen in Gruppen 
und Nachrichtenfunktionen. Im Vordergrund stehen dabei der Austausch und die 
Kommunikation zwischen Lehrern und Schülern, über geographische und zeitliche 
Grenzen hinweg [1]. VREn und VLEn haben gemeinsam, dass sie Managementfunk-
tionen zur Organisation und Administration des Forschungs- oder Lehrprozesses bein-
halten. Auch können VREn Anwendungen für das Unterrichten und Lernen bieten. 
Sie grenzen sich von der meist notwendigen Einbeziehung spezieller Werkzeuge für 
Analyse- und Forschungszwecke von VLEn ab [3]. VREn und VLEn verfügen dem-
nach über eigene Spezifika, weswegen Letztere im Folgenden ausgeblendet werden. 
Tabelle 1. Ausgewählte Begriffe im Kontext von VREn 
 
2.2 Funktionale und nichtfunktionale Anforderungen 
Anforderungen sind Eigenschaften, Bedingungen oder Fähigkeiten eines Softwaresys-
tems, welches einem Nutzer bei einer Problemlösung unterstützen oder beim Errei-
chen eines Zieles helfen soll [4]. Dementsprechend ist der Anwender Ausgangspunkt 
einer Anforderungsanalyse, um die Funktionen, die Qualität und die gewünschten 
Einschränkungen der Softwarelösung festzustellen. Einschränkungen begrenzen die 
Funktionen und die Qualität des Systems [5]. Typischerweise wird in diesem Zusam-
menhang zwischen funktionalen und nichtfunktionalen Anforderungen unterschieden. 
Erstere beschreiben Funktionen, welche von einem System oder einem Teil des Sys-
tems erfüllt werden sollen. Sie bestimmen, was die Anwendung leisten soll. Nicht-
funktionale Anforderungen ergänzen dahingehend, dass diese technische Anforderun-
gen und Gesichtspunkte beinhalten, die die funktionalen Anforderungen beeinflussen. 
Eine abschließende und einheitliche Definition nichtfunktionaler Anforderungen ist 
                                                           





bislang nicht erkennbar [6]. Häufig werden diese in Qualitätsanforderungen und un-
terspezifizierte funktionale Anforderungen, Leistungsanforderungen oder Rahmenbe-
dingungen (Constraints), differenziert. Qualitätsanforderungen legen qualitative 
Merkmale wie auch quantitative Eigenschaften einer Software fest. Rahmenbedin-
gungen oder Restriktionen schränken explizit und bewusst ein System oder einen 
Prozess ein und beschreiben die Umgebung, in die ein System eingebettet wird. Da-
rüber hinaus werden organisatorische (Anwendungsbereiche, Zielgruppen, Betriebs-
bedingungen) und technische (technische Produktumgebung, Anforderungen an die 
Entwicklungsumgebung) Rahmenbedingungen voneinander getrennt [4]. 
Ergänzend dazu wird durch [5] vorgeschlagen, zwischen System- und Softwarean-
forderungen zu unterscheiden. Sofern sich eine Anwendung zerlegen lässt, beschrei-
ben die Systemanforderungen das Verhalten und die Leistung des Gesamtsystems zu 
dessen Umgebung und geben die Bedürfnisse des Kunden wieder. Softwareanforde-
rungen stellen auf die „Zerlegungsprodukte“ ab und beziehen sich auch auf die Wech-
selwirkungen der Komponenten zu- und untereinander. Hierbei sind in erster Linie 
die Architektur des Systems aus Hard- und Softwarekomponenten sowie deren 
Schnittstellen von Bedeutung. Diese stellen die Sicht der Entwickler dar. In Bezug auf 
die Hierarchie können logische (Anwendungsfunktionen) und physikalische Betrach-
tungseinheiten (Systemkomponenten) charakterisiert werden. 
3 Forschungsmethode 
Um die Forschungsfrage zu beantworten, wurde eine fünfstufige Literaturanalyse 
durchgeführt. Im Grundsatz eignet sich diese, sofern eine große Anzahl wissenschaft-
licher Beiträge existiert und die gleichzeitige Betrachtung oder Verallgemeinerung 
verschiedenster Forschungsergebnisse zur Ableitung neuer theoretischer Forschungs-
ergebnisse beitragen kann [35]. Die durchgeführte Untersuchung dient dem Ziel, die-
jenigen Anforderungen festzuhalten und zu generalisieren, die an VREn gerichtet 
werden. Dadurch möchten wir die bisherigen Forschungsergebnisse im Kontext von 
VREn zusammenführen und zentrale Aspekte herausarbeiten. Die Forschungsmetho-
de wurde u. a. durch [7] beschrieben, wobei sich die fünf Phasen an [55] orientieren. 
In einem ersten Schritt wurde das Problem formuliert und anschließend eine Litera-
tursuche vollzogen. Zur Identifikation der relevanten Veröffentlichungen bildeten 
sowohl die WI-Orientierungsliste [8] als auch die Journalliste des Verbandes der 
Hochschullehrer für Betriebswirtschaft [9] den Ausgangspunkt. Anschließend wurden 
die Datenbanken ermittelt,3 welche auf die identifizierten Journale referenzieren. Zur 
Ergänzung wurden außerdem Veröffentlichungen auf den Webseiten der Forschungs-
fördergemeinschaften, namentlich der DFG und des Joint Information System 
Committee (JISC), einbezogen. Die Art der Veröffentlichung betreffend, wurden 
keine Einschränkungen vorgenommen, so dass Zeitschriftenbeiträge, Konferenz-/ 
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bzw. Tagungsbände und Bücher ihren Eingang fanden. Als Veröffentlichungszeit-
raum wurden die Jahre ab 2008 bis heute gewählt. Die Suche wurde mehrstufig ge-
staffelt: Zunächst wurde mit dem Suchstring „Virtuelle Forschungsumgebung“ eine 
Suche durchgeführt und im Anschluss mit dem Suchbegriff „Virtual Research Envi-
ronment“ wiederholt. Insgesamt konnten 44 Artikel gefunden werden (Abb. 2). In die 
Untersuchung wurden nur deutsch- und englischsprachige Veröffentlichungen einbe-
zogen, wenngleich mithilfe der genannten Suchstrings keine anderssprachigen Publi-
kationen gefunden werden konnten. Exemplarisch wurde mit dem ins Italienische 
(„ambiente di ricerca virtuale“) und Französische („environnement de recherche 
virtuel“) übersetzten Suchbegriff eine Suche in der Springerlink-Datenbank vorge-
nommen. Ergebnisse wurden damit keine erzielt. Wie bereits durch [35] hingewiesen 
wurde, erhebt ein Review im Allgemeinen und unsere Untersuchung im Speziellen 
nicht den Anspruch, sämtliche Beiträge aus dem Themengebiet „webbasierter For-
schungs- und Wissenschaftswerkzeuge“ zu berücksichtigen. Unser Literaturüberblick 
erfährt deshalb seine Grenzen durch die Auswahl der verwendeten Suchbegriffe und 
des festgelegten Zeitraums. 
 
 
Abb. 2. Suchergebnis in Abhängigkeit der Art und des Zeitpunkts der Veröffentlichung 
An die Suche anknüpfend wurden die recherchierten Artikel in den Phasen drei und 
vier ausgewertet bzw. analysiert und interpretiert. Für die beiden Schritte wurde in 
Anlehnung an [56] ein Code-Protokoll erstellt. Mithilfe einer ersten Analyse wurden 
die allgemeinen Angaben der Quelle (Autorenname(n), Titel, Erscheinungsjahr, Art 
des Beitrags, geografische Lokalisierung usw.) vermerkt und eine thematische Ei-
nordnung vorgenommen. Als relevant wurden sämtliche Suchergebnisse identifiziert. 
Nachdem die Gesamtheit der Beiträge derart erfasst war, wurden Kategorien zu den 
funktionalen und nichtfunktionalen Anforderungen gebildet. Mittels einer zweiten 
Inhaltsanalyse der Quellen konnten diese ermittelt werden. Zur Darstellung und 
Quantifizierung der Erkenntnisse wurde auf die matrixbasierte Herangehensweise von 
[10] zurückgegriffen. Die Quantifizierung hat zum Ziel, abzuleiten, welche Anforde-
rungen als besonders bedeutungsvoll erscheinen. Die Art und Weise der Codierung 
wurde für die beteiligten Personen innerhalb eines „Code-Handbuchs“ [56] festgelegt. 






4.1 Anforderungen an virtuelle Forschungsumgebungen 
Die funktionalen Anforderungen (Tabelle 2) konnten in fünf4 und die nichtfunktiona-
len Anforderungen (Tabelle 3) in sechs5 Hauptkategorien eingeordnet werden. Diese 
ließen sich wiederum in mehrere Unterbereiche zergliedern. Obwohl VREn bestim-
mungsgemäß prinzipiell disziplinübergreifenden Charakters sind, sind einzelne An-
forderungen dem konkreten Zweck geschuldet: Im medizinischen Bereich wird in 
besonderem Maße auf Sicherheit geachtet und es werden juristische Überlegungen 
(z. B. Anonymisierung von Patientendaten) getroffen. Plattformen zur Unterstützung 
naturwissenschaftlicher Forschungsprozesse binden hingegen meist spezifische An-
wendungen und Werkzeuge ein. Damit verbunden sind längere Einarbeitungszeiten, 
die die Nutzer zugunsten einer langfristigen Arbeitserleichterung in Kauf nehmen 
sollen. Generell steht jedoch die einfache und unkomplizierte Benutzbarkeit im Vor-
dergrund. Dies umfasst auch die Orientierung des Designs der Benutzeroberfläche an 
gängigen sozialen Netzwerken sowie einer individuellen Anpassungsmöglichkeit. 
4.2 Funktionale Anforderungen 
Eine Schwerpunktfunktionalität spiegelt sich im Datei- und Datenmanagement wider. 
Danach muss es möglich sein, Dateien hochzuladen, zu speichern, zu teilen und zu 
übertragen. Damit verbunden ist die Forderung nach Konzepten, um Daten zu sortie-
ren, Wiederaufzufinden und Dritten einen Zugriff zu ermöglichen. Daten müssen in 
definierbaren Standards gespeichert werden können. Schließlich müssen die Datensi-
cherheit und die Wahrung des Copyrights garantiert und der Schutz vor unberechtig-
tem Zugriff sichergestellt werden [11]. Eigene Dateien sollen nicht lediglich in der 
„Cloud“ der Plattform erstellt oder abgelegt werden können, sondern dem Autor eines 
Dokuments ist auch die volle Kontrolle darüber zu geben, wie die Daten archiviert, 
gespeichert und abgerufen werden. Semantische Webtechnologien spielen in Verbin-
dung mit der Verlinkung von Daten und zusammen mit einer Suchfunktion eine wich-
tige Rolle [15], [16]. Darüber hinaus sollen Metadaten einerseits durch das System 
automatisch kreiert, als auch eigenständig durch den Nutzer Informationen ergänzt 
werden können [17]. Suchmaschinen und Information Retrieval Systemen (IRS) wird 
eine Schlüsselfunktion zur Handhabe der Informationsflut zugeschrieben, indem si-
chergestellt wird, die relevanten Daten zu identifizieren und einen Zugriff zu ermögli-
chen [18]. Für die Anzeige der Resultate einer Suche ist eine Filter- und Sortierfunk-
tion notwendig. Als Ergänzung zum Suchergebnis könnten zudem themen- und art-
verwandte Informationsvorschläge angezeigt werden. Durch eine Möglichkeit zur 
                                                           
4 Datenmanagement, soziale Netzwerkfunktionen (Kollaboration, Kommunikation), Prozessun-
terstützung, enthaltene Anwendungen sowie Zusammensetzung und Ausrichtung der VRE. 
5 Sicherheit, zu beachtende Einschränkungen, Benutzbarkeit/Usability, Änderbarkeit, Rollen-





Digitalisierung von Daten können zusätzliche Informationen in die VRE eingebunden 
werden [12]. 
Wissenschaftler greifen vermehrt auf Social Network Tools zurück, um zu kom-
munizieren und Informationen, Wissen oder Ideen auszutauschen. Dazu zählen neben 
Blogs und Wikis auch Anmerkungsfunktionen, Chats oder E-Mails. Soziale Netzwerk-
funktionen bilden daher eine zentrale Komponente von VREn [14]; allerdings er-
schöpfen sie sich weitgehend in den bereits bekannten Konzepten. Für das wissen-
schaftliche Arbeiten werden insbesondere Anwendungen zur Informationssammlung, 
Ergebnisverbreitung und zum eigenen Wissensmanagement eingefordert [13]. 
Durch eine Workflowunterstützung für Prozesse und Arbeitsabläufe können sich 
ständig wiederholende Arbeitsschritte (teil-) automatisiert werden [19]. Definierbare 
und replizierbare Workflows führen zu Erleichterungen in der Forschungsarbeit, etwa 
bei der Verwendung komplexer wissenschaftlicher Werkzeuge oder der Veröffentli-
chung von Arbeitsergebnissen. Weitere Einsatzmöglichkeiten ergeben sich bei der 
Datenanalyse oder für Simulationen [21]. Die Gestaltung der verschiedenen Arbeits-
abläufe ist stark von der wissenschaftlichen Disziplin geprägt. Beispielsweise können 
in den Geisteswissenschaften Workflows sehr individuell strukturiert und nicht un-
eingeschränkt teil- oder reproduzierbar sein [12]. In diesem Zusammenhang wird das 
automatische Entziffern von Schriften, Wörtern und Buchstaben aus historischen, 
digitalisierten, Dokumenten genannt. Algorithmen sollen bei der Bildbearbeitung 
helfen, Bildkorrekturen und -verbesserungen automatisch durchzuführen [20]. 
Kennzeichnend für VREn ist die Erweiterbarkeit um Tools, Anwendungen und Ap-
plikationen. Dadurch sollen sie dynamisch an die Bedürfnisse des Nutzers angepasst 
werden können [14]. Der Bedarf ist vielfältig: So hält [18] Analysewerkzeuge für die 
Interpretation umfangreicher Datenmengen für bedeutsam. Für spezielle Aufgaben, 
wie das Arbeiten mit antiken Inschriften oder historischen Papyrus-Texten, ist der 
Einsatz von Bildbearbeitungsanwendungen unverzichtbar. Die Programme gestatten 
es, Fotos detaillierter zu betrachten und zu analysieren. Die Lesbarkeit von alten in 
Holzoberflächen eingeritzten Texten kann durch einen Belichtungsausgleich, feinere 
Kontrastabstimmungen oder durch eine Veränderung der Helligkeit des Bildes ver-
bessert werden. Außerdem sind Zoomfunktionalitäten einzubinden, welche die Origi-
nalansicht nicht verändern und einen Vergleich mehrerer Bilder zulassen [20]. Unab-
hängig davon sollte eine Anzeigemöglichkeit für Texte und Bilder, ergänzt um Mar-
kierungs- und Anmerkungsfunktionen, enthalten sein. Auch die Einbindung von Kar-
ten kann eine sinnvolle Ergänzung darstellen [22]. Für das wissenschaftliche Arbeiten 
unverzichtbar ist die Nutzung von Textverarbeitungsprogrammen. Erwähnt werden 
eine Interaktion mit Desktopanwendungen (z. B. Word, LaTeX) [23] und die unmit-
telbare Integration von Office-Anwendungen in die VRE [24]. 
Die Anpassbarkeit einer VRE an die Erfordernisse einer Disziplin oder eines For-
schungsprojekts soll stets gegeben sein [19]. Generell kann durch die Integration ex-
terner Anwendungen oder Services in Form von Mashups (News, Feeds, Kar-
ten/geographische Daten, Umfragen, Wetterberichte usw.) der Nutzen erheblich ge-
steigert werden [12], [25], [26]. Für manche Forschungsaufgaben ist allerdings die 
Anpassung bestehender Anwendungen oder die Entwicklung von neuen Werkzeugen 





spezielle Anforderungen an die technische Interoperabilität, die Modularität (Baukas-
tenprinzip) und die Kompatibilität mit anderen Systemen. Daher wird für die Bereit-
stellung von VREn empfohlen, weniger neue Technologien zu entwickeln, als beste-
hende Lösungen zu kombinieren und zu integrieren [14].6 
4.3 Nichtfunktionale Anforderungen 
Neben der Benutzbarkeit wird die Sicherheit eines Systems stets hervorgehoben. Fol-
ge ist ein stetiger Trade-Off zwischen Sicherheit und Benutzbarkeit, der sich meist 
nur mit Kompromissen lösen lässt [28]. VREn benötigen daher Mechanismen zur 
Nutzerverwaltung und -authentifizierung [12]. Ebenso sollen die „Eigentümer“ be-
reitgestellter Daten in der Lage sein, den Zugang zu untersagen oder zu beschränken 
(z. B. auf die Mitglieder eines Projekts) [15], [17]. Zur Lösung dieses Problems wird 
durch [27], [28] Shibboleth empfohlen; ein Verfahren zur verteilten Authentifizierung 
und Autorisierung. Für End-User kann die Authentifizierung auch über dezentrale, 
externe OpenID-Services oder über zentrale, interne Nutzernamen- und Passwortab-
fragen erfolgen [21]. Gleichfalls wäre ein Open Access Zugang zur Forschungsplatt-
form denkbar, sofern wissenschaftliche Untersuchungen öffentlich zugänglich sein 
sollen [29]. Abgesehen davon müssen die zur Datenübertragung genutzten Kommu-
nikationskanäle gesichert werden, um das Ausspähen von Daten zu verhindern [30]. 
Durch [18] wird angeregt, die Login-Infrastruktur so auszugestalten, dass Nutzername 
und IP-Adresse, ausgeführte Aktionen des Nutzers sowie ausgetauschte Meldungen 
zwischen den Systemkomponenten und Fehlerzustände aufgezeichnet werden. 
VREn unterliegen zudem Randbedingungen und Einschränkungen. Diese lassen 
sich in technischer und rechtlicher Weise differenzieren. Technische Einschränkungen 
beziehen sich auf den Betriebsablauf und den Aufbau der Forschungsumgebungen. 
Rechtliche Einschränkungen betreffen z. B. den Erwerb der erforderlichen Lizenzen, 
die Einhaltung von Datenschutzbestimmungen und die Beachtung von Urheberrech-
ten. Lizenzrechtliche Überlegungen sind erforderlich, sofern VREn Softwareanwen-
dungen von Drittanbietern integrieren. Werden VREn auch zur Verwaltung von Da-
teien/Dokumenten genutzt und diese zugänglich gemacht, sind unter Umständen Ur-
heberrechte einzuhalten [12]. In gleicher Weise muss für eigens erstellte Prozesse und 
Workflows das geistige Eigentum berücksichtigt werden [21]. 
                                                           

















Aus datenschutzrechtlichen oder ethischen Gesichtspunkten kann es erforderlich sein 
Daten (z. B. Patientendaten) zu anonymisieren. Eine Folge könnte sein, nur für die 
Forschung bedeutsame Daten - wie Geburtsjahr oder Geschlecht - nichtanonymisiert 
zu speichern [31]. 
Weitere nichtfunktionale Anforderungen betreffen den Betrieb der Plattform. So 
soll die Verwendung einer VRE kosteneffizient und günstig sein [19]. Ebenso sollte 
Rechenleistung in Kombination mit Daten-Grids verfügbar sein [32]. Soweit die VRE 
über Kommunikationstools verfügt, wird angeregt, den Kommunikationsverlauf zu 
dokumentieren und mit gemeinsam bearbeiteten Dokumenten zu archivieren [13]. 
Das Arbeiten der Nutzer sollte simpel, schnell und effizient sein. Bevorzugt werden 
clientorientierte Technologien und angepasste Userinterfaces im Gegensatz zu server-
orientierten Technologien. Unterstützung finden sollen, neben PCs und Notebooks, 
auch Smartphones und Tablet-PCs. Server sollten hoch verfügbar und das Gesamtsys-
tem skalierbar sein [33]. Zum Einsatz geeignet seien plattformübergreifende, skalier-
bare und offene Standardwebtechnologien wie HTTP, URI, XML und JAVA [18]. 
Eine wesentliche Bedeutung genießt die Benutzbarkeit einer VRE. Diesbezüglich 
wird u. a. die Erreichbarkeit der Portale mittels eines Webbrowsers genannt, da die 
Anwender mit deren Umfang vertraut sein dürften. Daneben soll die Benutzeroberflä-
che (projekt-) individuell anpassbar sein. Essentiellen Charakter nehmen dabei 
Portlets, beliebig kombinierbare Komponenten einer Benutzeroberfläche, ein, die die 
verschiedenen Anwendungen einbinden [28]. Die Orientierung des Designs des User-
interfaces an bekannten Services wie Facebook oder Google kann die Akzeptanz er-
höhen; es sollte aber im Allgemeinen leicht navigierbar, übersichtlich und schlicht 
sein [34]. Sprachbarrieren zwischen den Wissenschaftlern unterschiedlicher Nationa-
litäten und der VRE können durch die Unterstützung mehrerer Sprachen überwunden 
werden. Auch die Vielfalt existierender Dateiformate macht eine hohe Kompatibilität 
erforderlich [11], [18]. 
Bedürfnisse der Benutzer sind vielfältig und ändern sich rasch, weshalb die Änder-
barkeit einer VRE eine besondere Herausforderung bildet. Deshalb muss eine VRE 
flexibel und anpassbar sein [32]. Leicht veränder- und erweiterbare Frameworks und 
die Möglichkeit, Leistungen und Anwendungen bedarfsabhängig zu integrieren/zu 
entfernen werden als Erfolgsfaktoren einer VRE angesehen [26]. 
Durch die VRE vorgehaltene Services sollen team- oder projektbezogen einzurich-
ten sein. Innerhalb von Projekten sollen die Nutzer Gruppen erstellen können [22]. 
Dies erfordert ein Rollenkonzept, weshalb als Basiskonzept ein Identitätsmanagement 
vorhanden sein muss. Benutzer verfügen über ein eigenes anpassbares Profil mit per-
sonenbezogenen Informationen, Angaben über Erfahrungen, Publikationslisten etc. 
[13]. [12] merkt an, dass es nötig sein kann, bereitgestellte Daten durch einen „Super-
visor“ auf falsche Angaben und Inkonsistenzen hin zu überprüfen. 
Im Hinblick auf die Verfügbarkeit einer VRE ist einerseits zwischen Orts-, Platt-
form- sowie Systemunabhängigkeit zu unterscheiden; andererseits umfasst dies auch 
die Erreichbarkeit. Die Ortsungebundenheit, eine quasi weltweite Zugriffsmöglich-
keit, verweist auf einen wesentlichen Grundgedanken von VREn und spiegelt sich in 
zahlreichen bereits genannten Anforderungen wider (z. B. Plattform- und Geräteun-





miert und eine 24/7-Verfügbarkeit gewährleistet werden. Letzteres ist, auch im Hin-
blick auf die verschiedenen Zeitzonen, unumgänglich. Systeme sollen deshalb robust 
programmiert werden und gegen Angriffe resistent sein [18]. Die Kommunikation 
über die entsprechenden Werkzeuge muss in Echtzeit erfolgen können [11]. 
5 Fazit und Ausblick 
Wie wir in den vorangegangenen Ausführungen gezeigt haben, zählen die von uns 
analysierten Quellen zahlreiche Anforderungen auf, die von VREn erfüllt werden 
müssen. Welche Gestaltungsempfehlungen ergeben sich daraus für das Design und 
die Entwicklung von solchen Plattformen? Betrachtet man die Häufigkeit der Nen-
nungen, rücken in erster Linie Web 2.0-Funktionalitäten in den Vordergrund. Beson-
ders hervorgehoben wird die Möglichkeit zur Zusammenarbeit (Interoperabilität, 39-
mal). In zweiter Linie steht das Datenmanagement. Primär soll es möglich sein, Daten 
in die VRE hochzuladen (36-mal), zu archivieren (28-mal), mit Metadaten (23-mal) 
anzureichern und das Wiederauffinden durch eine Suchfunktion zu unterstützen (20-
mal). Knapp 40% aller Beiträge fordern eine Workflowunterstützung und sehen eine 
VRE interdisziplinär (18-mal). Möglichkeiten zur Integration externer Anwendungen 
(13-mal) bzw. Mashups (15-mal) rücken in den Hintergrund. Forderungen zur Text- 
und Bildbearbeitung (3 bzw. 4 Beiträge) bestehen kaum. 
Bei den nichtfunktionalen Anforderungen ergibt sich kein eindeutiges Bild. Sicher-
heitsanforderungen werden durch knapp zwei Drittel aller Quellen erwähnt, während 
die Skalier- und Erweiterbarkeit, die Möglichkeit zur Definition von Gruppen sowie 
eine Verfügbarkeit in Echtzeit und die Ortsunabhängigkeit in 20 bzw. jeweils 21 Arti-
keln aufgeführt wird. Zu beachten sind zudem rechtliche Rahmenbedingungen wie - 
im Hinblick auf die Möglichkeit der Zurverfügungstellung von Dokumenten - das 
Urheberrecht (17 Nennungen) sowie datenschutzrechtliche Erwägungen (5-mal), z. B. 
bei der Speicherung personenbezogener Forschungsdaten. 
Im Rahmen unserer Arbeit haben wir unseren Fokus auf Beiträge über „virtuelle 
Forschungsumgebungen“ bzw. „Virtual Research Environments“ gelegt. Eine interes-
sante Fragestellung für zukünftige Forschungstätigkeiten liegt deshalb in einer Erwei-
terung um die eingangs genannten Synonyme. Unabhängig davon wäre zu untersu-
chen, inwieweit bestehende Forschungsumgebungen die Anforderungen zu erfüllen 
vermögen. Vor allem durch die Betonung von Web 2.0-Funktionalitäten, die insbe-
sondere durch soziale Netzwerke wie Facebook integriert werden, erhebt die Frage 
nach dem Ausmaß des „Delta“ zwischen diesen und VREn. Ein solcher Vergleich 
kann allerdings dazu führen, das Anwendungsspektrum virtueller Forschungsplatt-
formen in Teilen obsolet werden zu lassen, mindestens aber neu zu definieren. 
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Abstract. Der Anteil externer Finanzierung der deutschen Hochschulforschung 
steigt seit Jahren kontinuierlich an. Da sich das Management von Forschungs-
ressourcen in vielen Punkten von „konventioneller“ Ressourcenverwaltung un-
terscheidet, nimmt der damit verbundene Verwaltungsaufwand deutlich zu. 
Damit ändern sich auch die Anforderungen an die IT-Unterstützung insbeson-
dere an den Hochschulinstituten. Die bestehenden Systeme sind auf diese An-
forderungen nicht ausreichend spezialisiert, so dass es zur Bildung von Schat-
tensystemen kommt. In Anlehnung an den Design Science Research Ansatz 
wird ein Prototyp mit dem Charakter eines Schattensystems über zwei Jahre 
hinweg iterativ entwickelt und gleichzeitig in einem typischen Fall evaluiert. 
Damit können die bestehenden Anforderungen auf dezentraler Ebene untersucht 
und die Realisierung von Schattensystemen in diesem Umfeld dokumentiert 
werden. Die bestehenden Grenzen des Prototyps bestätigen, dass Schattensys-
teme jedoch nicht als dauerhafte Lösung geeignet sind. Die Erkenntnisse aus 
Entwicklung und Einsatz des Prototyps dienen als Diskussionsbasis für die zu-
künftige Entwicklung eines hochschulweit integrierten Forschungsressourcen-
managements.  
Keywords: Forschungsressourcenmanagement, Hochschulen, Design Science 
Research, Prototypentwicklung, Fallstudie 
1 Einleitung 
Die Bedeutung von drittmittelgeförderter Forschung für deutsche Hochschulen nimmt 
seit Jahren kontinuierlich zu. Dies ist zum einen darauf zurückzuführen, dass die 
Grundmittelversorgung nicht im Verhältnis zu den Kosten gestiegen ist. [1] Für die 
Aufrechterhaltung einer konkurrenzfähigen wissenschaftlichen Forschung ist die Ak-
quise von Drittmitteln zur Finanzierung oft unerlässlich geworden. Der Anteil beträgt 
heute durchschnittlich 13,8% der Hochschulausgaben, kann anhängig vom Fachbe-
reich jedoch bis zu 50% betragen. In den letzten zehn Jahren haben sich die Drittmit-
teleinnahmen der deutschen Hochschulen mehr als verdoppelt. [1], [2] Zum anderen 
trägt die Forschung maßgeblich zur Reputation einer Hochschule bei, insbesondere an 





rankings auch Forschungsrankings etabliert. Neben den Kennzahlen zum Forschungs-
output wie Publikationen und Erfindungen und den Promotionen wird darin auch die 
Höhe der Drittmittelausgaben als Indikator für die Forschungsqualität aufgeführt. [3] 
An Fachhochschulen hat die Forschung einen deutlich geringeren Stellenwert als an 
Universitäten. Sie gewinnt jedoch auch dort durch die steigende Vernetzung mit der 
Wirtschaft und die Möglichkeiten einer zusätzlichen Mittelgenerierung stetig an Be-
deutung. [1] 
Drittmittel der Forschung sind meist direkt an Projekte gebunden. [2] Somit steigen 
ebenfalls die Anzahl der extern finanzierten Projekte und die Anzahl der verschiede-
nen Geldgeber. Um eine adäquate und transparente Mittelverwendung sicherzustellen 
ist diese an strikte Richtlinien gebunden, die jedoch von den verschiedenen Geldge-
bern teilweise sehr unterschiedlich ausgestaltet sind. Dies schafft neue Anforderungen 
an das Management der eingesetzten Ressourcen und erhöht somit den Verwaltungs-
aufwand mit steigender Anzahl drittmittelfinanzierter Projekte deutlich. [4] Die hier-
für heute an den Hochschulen eingesetzte Standardsoftware bietet zwar Funktionalitä-
ten an, um die Forschung zu unterstützen, ist jedoch meist nicht darauf 
spezialisiert. [4], [5] Bisher sehr selten eigesetzten Forschungsinformationssysteme 
leisten hingegen eine effiziente IT-Unterstützung, insbesondere bei der Generierung 
von Kennzahlen und Berichten über den Forschungsoutput. [6] Für die Entschei-
dungsunterstützung sowie die Präsentation der Forschungsleistung ist diese Unterstüt-
zung zwar gut geeignet, jedoch können die spezifischen Anforderungen des Ressour-
cenmanagements von drittmittelfinanzierter Forschung bisher von keinem System an 
den Hochschulen vollständig unterstützt werden. Für eine effiziente stichtaggebunde-
ne und richtlinienkonforme Mittelausschöpfung werden viele zusätzliche Informatio-
nen benötigt, die ohne spezialisierte Forschungsmanagementsoftware oft in der IT-
Landschaft verteilt liegen und aufwendig aggregiert werden müssen. [4] Diese Lücke 
wird an vielen Hochschulen durch die Entwicklung von Zusatzlösungen oder einer 
Schattenverwaltung geschlossen, was zu erhöhtem Aufwand in der Datenpflege sowie 
zu Dateninkonsistenzen führen kann. [7] Somit ist es notwendig, die Standardsysteme 
zur Ressourcenverwaltung oder die teilweise bestehende Forschungsinformationssys-
teme um das Management der Forschungsressourcen zu erweitern und damit zu einem 
umfassenden integrierten Forschungsmanagementsystem weiterzuentwickeln.  
Ziel dieser Untersuchung ist es daher die aktuelle Situation und die bestehende zu-
sätzlichen Anforderungen an deutschen Hochschulen zu dokumentieren und mit Hilfe 
einer prototypischen Beispiel-Implementation als Schattensystem zu demonstrieren. 
Damit soll die Frage beantwortet werden: „Wie kann das Forschungsressourcenma-
nagement an deutschen Hochschulen durch den Einsatz einer spezialisierten IT-
Lösung verbessert werden?“  
Hierzu werden zunächst die aktuelle Situation sowie die Lücke in der IT-
Unterstützung an den Hochschulen analysiert. Die identifizierten Anforderungen an 
eine spezialisierte IT-Unterstützung werden in einem Prototyp realisiert und im Ein-
satz mittels einer exemplarischen Fallstudie evaluiert. Der Erfolg des vorgestellten 
prototypischen Lösungsansatzes wird kritisch analysiert, so dass Anforderungen an 
die zukünftige Gestaltung der IT-Unterstützung des Forschungsmanagements an deut-






Zur Beantwortung der Forschungsfrage wird ein Design Science Research Ansatz 
nach den Guidelines von Hevner et al. [8] verwendet. Abbildung 1 stellt sowohl das 































































Abb. 1. Forschungsmethodik und Struktur des Aufsatzes 
Die Relevanz (Guideline „Problem Relevance“) des Forschungsfeldes ergibt sich aus 
den Veränderungen der deutschen Hochschullandschaft. Diese werden zunächst im 
Abschnitt 1 beschrieben und die Forschungsfrage herausgearbeitet. Anschließend 
erfolgt eine Betrachtung des aktuellen Stands in Forschung und Praxis auf Basis be-
stehenden Literatur, beginnend im allgemeinen Kontext zur derzeitigen IT-
Unterstützung an deutschen Hochschulen, hin zu den spezifischen Herausforderungen 
bei der Verwaltung von Forschungsressourcen (vgl. Abschnitt 3). 
Als Artefakt (Guideline „Design as an Artifact“) zur Beantwortung der For-
schungsfrage wurde eine Instanz eines Prototypischen Systems erstellt. Sowohl die 
Herstellung als auch Nutzung erlauben ein besseres Verständnis der untersuchten 
Fragestellung und zeigen die Machbarkeit des beschriebenen Konzepts. [8], [9] Ba-
sisanforderungen für die Erstellung der ersten Version des Prototyps werden aus vo-
rangegangenen Forschungsarbeiten abgeleitet. 
Die Evaluation (Guideline „Design Evaluation“) des Artefakts erfolgt im Rahmen 
einer einzelnen Fallstudie nach Yin [10]. Nach Hevner et al. ist dies ein notwendiger 
erster Schritt in der Entwicklung. [8] Entwicklung und Evaluation des Prototyps wer-
den in einem iterativen und inkrementellen Entwicklungsprozess kombiniert. Nach 
jedem Entwicklungsschritt erfolgt ein Test des Prototyps. Die in der Testphase ge-
wonnenen Erkenntnisse zur Abdeckung des nötigen Funktionsumfang und der Nutz-
barkeit, sowie auch möglicherweise erforderlichen Erweiterung, fließen anschließend 
als Feedback in den nächsten Entwicklungsschritt ein (Guideline „Design as a Search 
Process“). Der Entwicklungsprozess endet, nachdem in der letzten Testphase die An-
forderungen im Rahmen der Fallstudie hinreichend erfüllt sind. [8] Abschließend 
erfolgt eine Kommunikation und Diskussion der Ergebnisse. Der vorliegende Aufsatz 
richtig sich sowohl an Forscher als auch an Praktiker im Bereich des Hochschulres-





3 Aktueller Stand in Forschung und Praxis 
3.1 Forschungsinformationssysteme 
In Deutschland wird das Management von Forschungsinformationen bereits seit 30 
Jahren vereinzelt diskutiert. Bisher wurde dies jedoch sowohl in der Forschung als 
auch in der Praxis nicht nachhaltig verfolgt, so dass sich seither weder einheitlichen 
Standards noch Prozesse etabliert haben. [11] Darüber hinaus sind Forschungsinfor-
mationen für viele verschiedene Akteure innerhalb und außerhalb von Hochschulen 
und Forschungseinrichtungen relevant. Diese unterschieden sich jedoch stark in ihrem 
Informationsbedarf und Hintergrundwissen. Somit bestehen viele unterschiedliche 
Anforderungen an solche Standards und Prozesse sowie deren IT-Unterstützung. [4] 
Vor dem Hintergrund wachsender nationaler und internationaler Forschungskonkur-
renz profitieren die Hochschulen zunehmend davon, ihre veröffentlichten forschungs-
bezogenen Daten und Kennzahlen in einer vergleichbaren, standardisierten und leicht 
zugänglichen Form zur Verfügung zu stellen. Dies begünstigt deren Berücksichtigung 
z. B. bei Benchmarks, Rankings und leistungsbezogener Förderung [2], [3] sowie 
deren Austausch z. B. auf Forschungsportalen [12]. Für den Aufbau und die Etablie-
rung eines entsprechenden Datenformats wurde bereits 1991 die von der Europäi-
schen Kommission geförderten European Organisation for International Research 
Information (euroCRIS) gegründet und das Common European Research Information 
Format (CERIF) entwickelt. In Deutschland wird dessen Etablierung durch den bisher 
jedoch noch seltenen Einsatz von spezialisierten Forschungsinformationssystemen 
(CRIS) gefördert. Die Definition für ein CRIS ist allgemein gehalten und umfasst 
“any informational tool dedicated to provide access to and disseminate research 
information. A CRIS consists of a data model describing objects of interest to R&D 
and a tool or set of tools to manage the data” [13]. Die eingesetzten CRIS sind auf 
die Außendarstellung fokussiert und unterstützen insbesondere die Generierung von 
Kennzahlen und Berichten über den Forschungsoutput [6], sind jedoch bisher nicht 
auf das Management von Forschungsressourcen spezialisiert.  
3.2 Herausforderungen bei der Verwaltung von Forschungsressourcen 
Nach der Präsentation von Forschungsergebnissen oder der leistungsorientierten Mit-
telvergabe (LOM) [14] gewinnt derzeit die Generierung von konsistenten und validen 
Daten rund um die Verwaltung von Forschungsressourcen ebenfalls an Bedeutung. 
Diese weist gegenüber der „konventionellen“ Ressourcenverwaltung an Hochschulen 
einige Besonderheiten auf, so dass eine weiterführende IT-Unterstützung auch in 
diesem Bereich notwendig ist. Drittmittel der Forschung werden in den meisten Fäl-
len von externen Geldgebern für ein bestimmtes Forschungsprojekt eingeworben. Die 
bewilligten Mittel sind meist fest an die Projekte gebunden und können in der Regel 
nicht für andere Zwecke eingesetzt werden. [2] Eine Ausnahme sind über Fundraising 
generierte Drittmittel, die allerding in Deutschland bisher nur eine untergeordnete 
Rolle spielen. [15] Da es in der Vergangenheit zu Mittelverschwendung und Miss-





den Geldgebern inzwischen an viele Anforderungen und Richtlinien gebunden [2]. 
Diese sollen eine transparente Mittelverwendung und nachweisbare Leistungsqualität 
sicherstellen. Unter den verschiedenen Geldgebern gibt es jedoch große Unterschiede 
zwischen den aufgestellten Verwendungsrichtlinien. [4] Neben Umfang und Detail-
grad weichen sie insbesondere in Bezug auf Vorbedingungen, Mittelabrufe und Ter-
mine sowie Verwendungszeck, -zeiträume und -nachweise voneinander ab. Die strikte 
Einhaltung erfordert eine permanente Kontrolle. Mit zunehmender Anzahl unter-
schiedlicher Geldgeber erhöht sich somit den Verwaltungsaufwand deutlich.  
Als weitere Herausforderung kommt der Zwang zur stichtaggebundenen Mittelaus-
schöpfung hinzu. Für dezentrale Organisationseinheiten wie Institute oder Fakultäten 
hat dies zu Folge, dass nicht nur eine optimale Ausschöpfung der Grundmittelversor-
gung, sondern gleichzeitig aller Drittmittelprojekte zu unterschiedlichen Zeitpunkten 
erreicht werden muss. Es entsteht somit ein Spannungsfeld zwischen wirtschaftlich 
erstrebenswerter effizienter Mittelausschöpfung auf der einen und politisch erstre-
benswerter strikter Bindung an feste Mittelverwendung. Die daraus resultierende 
permanente Gradwanderung zur Vermeidung von Kostenüber- und Unterdeckung 
kann teilwiese nur durch zweckungebundene Mittel kompensiert werden. Gleichzeitig 
besteht z. B. im Bereich der Personalverwaltung die Herausforderung der nachhalti-
gen Bestandssicherung. Mitarbeiter müssen auch in der Zeit zwischen zwei For-
schungsprojekten lückenlos finanziert werden, um sie und ihr Wissen langfristig hal-
ten zu können. Dies macht eine übergreifende Betrachtung über die Projektgrenzen 
hinweg und kontinuierliche Überwachung der Kosten aus allen internen und externen 
Finanzierungsquellen unter Berücksichtigung der jeweiligen Rahmenbedingungen 
notwendig. Durch diese Besonderheiten ist die Verwaltung von Forschungsressourcen 
mit einem vergleichsweise großen Aufwand verbunden [4], der zukünftig durch die 
weiter steigende Bedeutung der Forschungsdrittmittel [1] noch zunehmen wird. 
3.3 Aktuelle IT-Unterstützung an deutschen Hochschulen 
Deutsche Hochschulen unterliegen insbesondere durch die historisch gewachsenen 
Strukturen vielen organisatorischen, strukturellen und technischen Ineffizienzen. Zu 
letzteren tragen vor allem heterogene IT-Landschaften mit Insellösungen sowie re-
dundanten Systemen und Daten bei. [16] Daraus folgen hohe Suchkosten und Zeitver-
luste bei der Nutzung der Systeme. Diesem wird vielfach durch die Einführung von 
integrierten Informationssystemen entgegengewirkt, wie z. B. einem Enterprise Re-
source Planning (ERP) oder Campus Management System (CMS). [13], [16] Dadurch 
soll für die wichtigsten Bereiche des Hochschulmanagements eine einheitliche, pro-
zessorientierte und konsistente IT-Unterstützung erreicht werden. Für weiterführende 
IT-Anforderungen werden darüber hinaus spezialisierte Erweiterungen oder zusätzli-
che Informationssysteme benötigt, wie z. B. die in Abschnitt 3.1 beschriebenen CRIS. 
Eine Umfrage zur aktuellen IT-Unterstützung des Forschungsressourcenmanage-
ments an den 40 drittmittelstärksten Universitäten Deutschlands [4] belegt, dass hier-
für vor allem die integrierten ERP-Systeme eingesetzt werden. Nur in wenigen Fällen 
kommen zusätzliche Erweiterungen zum Einsatz. Diese Standardsysteme sind jedoch 





zugeschnitten und berücksichtigen nicht explizit die in Abschnitt 3.2 beschriebenen 
Herausforderungen. Dies hat zur Folge, dass die forschungsrelevanten Informationen 
oft in der IT-Landschaft verteilt liegen. [4] Für die Ebene der zentralen Verwaltung ist 
die vorhandene IT-Unterstützung grundsätzlich ausreichend, es können jedoch noch 
viele Verbesserungspotentiale identifizieren werden. Mit zunehmender Anzahl an 
Forschungsprojekten und unterschiedlichen Geldgebern wird der steigende Verwal-
tungsaufwand zunehmend in die dezentralen Organisationseinheiten verlagert. Die 
zentrale Verwaltungsebene übernimmt dann in erster Linie beratende Tätigkeiten für 
das dezentrale Management der Forschungsressourcen. Insbesondere die Anforderun-
gen auf der dezentralen Ebene von Instituten und Fakultäten werden durch die Stan-
dardsoftware jedoch nicht adäquat unterstützt, so dass zur kurzfristigen Schließung 
dieser Lücke selbstentwickelte Software-Erweiterungen und sogar Schattensysteme 
entstehen. [7] Erweiterungen kommen dabei als Insellösungen dezentral zum Einsatz, 
können jedoch auch für die gesamte Hochschule genutzt werden. Deutlich verbreiteter 
sind hingegen Schattensysteme. Diese bestehen in der Regel laut Umfrage [4] wie für 
solche Lösungen typisch aus spezifisch aufbereiteten Excel Arbeitsmappen oder Ac-
cess Datenbanken, die neben den offiziellen Systemen gepflegt werden. [15] Hier-
durch entsteht wiederum eine heterogene IT-Landschaft mit fehleranfälliger, redun-
danter und inkonsistenter Datenhaltung in verteilten Systemen. [4], [16] 
3.4 Anforderungen an das IT-gestützte Forschungsressourcenmanagement 
Tabelle 1. Abgeleitete Anforderungen an IT-gestütztes Forschungsressourcenmanagement 
Anforderung Beschreibung der abgeleiteten allgemeinen Anforderungen 
Integrierte Soft-
warelösung  




Daten müssen konsistent wiederverwendet werden. Mehrfache Eingaben und Redun-




Die Software muss sich an den zu unterstützenden Prozessen und Workflows orientie-
ren. Dateneingaben und Verarbeitung sind zu minimieren. Die Daten müssen für ver-
schiedene Prozessschritte spezifisch aufbereitet sein. 
Intuitive Benutzer-
führung 
Auch ungeübte Nutzer von Verwaltungssoftware müssen die benötigten Informationen 
schnell und übersichtlich eingeben, finden und bearbeiten können. Absicherung und 
Unterstützung ist bei Fehleingaben notwendig. 
Multiprojekt-
Unterstützung 
Eine übergreifende Verwaltung von allen Forschungsprojekten einer Einrichtung ist zu 
unterstützen. Bei den personellen und finanziellen Ressourcen müssen nicht nur die der 
Projekte, sondern auch die der Einrichtung berücksichtigt werden.  
Echtzeitinformation Zeitkritische Daten müssen in Echtzeit (mind. tagesaktuell) verfügbar sein.  
Prognose-Funktion 
Zur Projektkalkulation muss der aktuelle personelle und finanzielle Ressourceneinsatz 
angezeigt sowie der zukünftige prognostiziert werden können.  
Richtlinien-
Überwachung 
Die eingeworbenen Mittel dürfen nur im Rahmen der Bewilligung eingesetzt werden.  
Vor Abweichung muss gewarnt werden. 
Termin-
Überwachung 
Für wichtige Termine, wie z. B. zum Abrufen weiterer Mittel oder zur Berichterstat-
tung, muss eine Erinnerungsfunktion vorhanden sein. 
Automatische 
Berichtgenerierung 
Aktuelle Projektberichte und Auswertungen über die Verwendung von Forschungsres-
sourcen müssen automatisch zu generieren sein. 
Entscheidungs-
unterstützung 
Für die Entscheidungsunterstützung wird ein Management Cockpit benötigt. Der Status 
relevanter Informationen ist durch eine Ampel-Funktion kenntlich zu machen. 
Kennzahlen-
überwachung 
Die Generierung und Überwachung typischer Kennzahlen der Forschungsprojekte  
und -ressourcen ist zu unterstützen. 
Datenschutz 
Durch ein Rollen- bzw. Rechtekonzept müssen die Daten abgesichert werden und 





Aus den zuvor beschriebenen Rahmenbedingungen, besonderen Herausforderungen, 
technischen Ineffizienzen der Hochschulen [16] und in der Umfrage identifizierten 
Verbesserungspotentialen [4] lassen sich die in Tabelle 1 beschrieben Lösungs-
unabhängigen Anforderungen an eine spezialisierte IT-Unterstützung des Forschungs-
ressourcenmanagements ableiten. Die wesentlichen Verbesserungspotentiale der vor-
handenen Standardsysteme liegen demnach in der Vernetzung der verteilt liegenden 
Daten. Durch eine Aggregation der benötigten Daten können existierende Zeit- und 
Informationsverluste demnach deutlich verringert werden. Zusätzlich zu den unter-
schiedlichen Anforderungen der verschiedenen beteiligten Akteure sind insbesondere 
die Unterschiede zwischen den Anforderungen der zentralen und dezentralen Organi-
sationsebene zu differenzieren.  
4 Prototyp FACTUM 
Um zu dokumentieren, wie die identifizierten Anforderungen durch ein Schattensys-
tem zum Management von Forschungsressourcen realisiert werden können, wurde der 
Prototyp FACTUM (Finance Allocation and Cockpit Tool for University Manage-
ment) entwickelt und in einem typischen Fall evaluiert. Die Ergebnisse einer zu Be-
ginn durchgeführten umfangreichen Ist-Analyse der vorhandenen Prozesse, Daten und 
Rahmenbedingungen sind direkt in die Entwicklung des Prototyps eingeflossen. 
4.1 Fallstudie zur Evaluation 
Für die Evaluation des entwickelten Prototyps wurde dieser im Rahmen einer zwei-
jährigen Fallstudie in mehreren Iterationen überprüft und anhand der jeweiligen Er-
kenntnisse und Erfahrungen der Testnutzer am Institut für Zell- und Molekularpatho-
logie (IZMP) der Medizinischen Hochschule Hannover (MHH) weiterentwickelt. Das 
IZMP verfügt über eine komplexe Finanzierungsstruktur mit einem hohen Anteil an 
Drittmittel von staatlichen Fördergesellschaften und Stiftungen. Für das gesamte de-
zentrale Management der Forschung besitzt das IZMP einen großen Gestaltungsfrei-
raum, ist aber gleichzeitig stark von der rechtlichen Unterstützung der zentralen Ver-
waltung abhängig. Zur Ressourcenverwaltung an der MHH kommen die ERP-
Standardsoftware der SAP AG ohne spezialisierte Erweiterung sowie eine Individual-
software für das Controlling zum Einsatz. Beide sind auf die Anforderungen der zent-
ralen Verwaltung zugeschnitten. Für das IZMP bestehen die größten Defizite zum 
einen aus einer fehlenden Entscheidungsunterstützung, wie z. B. einem Management 
Cockpit zur Optimierung der Mittelausschöpfung und des Personaleinsatzes. Zum 
anderen müssen die benötigten forschungsbezogenen Daten aus beiden bestehenden 
Softwarelösungen sowie zusätzlichen Papierakten, Word Dokumenten und unverbun-
denen Excel Listen sehr zeitaufwendig aggregiert werden. Beispielsweise ist aus den 
Abrechnungen in einem System ersichtlich, wie viel Personalkosten angefallen sind. 
Welche Person jedoch genau wie lange in diesem Projekt arbeitet, muss aus einem 
anderen System ermittelt werden. Wie die abgerechneten Kosten im Verhältnis zu den 





Die Mitarbeiter der IZMP-Verwaltung besitzen langjährige Erfahrungen im Manage-
ment von Forschungsressourcen sowie eine hohe intrinsische Motivation für den Ein-
satz des Prototyps. Damit bietet der Fall gute Voraussetzungen zu einem umfangrei-
chen Test der Funktionalitäten unter realistischen Bedingungen, wie sie an vielen 
Instituten deutscher Hochschulen zu finden sind oder gerade entstehen.  
4.2 Technische Beschreibung 
Der Prototyp FACTUM wurde als Visual Basic for Applications (VBA) Anwendung 
in Microsoft Excel 2007 implementiert. Angesichts der hohen Verbreitung an Hoch-
schulen wird Excel wie auch im Fallbeispiel häufig als Basis für Schattensysteme 
eingesetzt. [4], [15] Mögliche von Nutzern wahrgenommene Einstiegshürden werden 
zudem durch eine bereits bekannte Softwareumgebung reduziert. Als aus Instituts-
sicht besonders vorteilhaft für ein Schattensystem erweist sich die Nutzungsmöglich-
keit ohne Installation, und damit ohne Administratorrechte. Dies ermöglicht einen 
Einsatz auch ohne die Unterstützung von offiziellen zentralen Stellen. 
 
 
Abb. 2. Datenmodell von FACTUM 
Die interne Implementierung folgt einem Objektorientierten Ansatz. Die Kernfunkti-
onen sind in den Klassen für Mitarbeiter und Projekte realisiert. Deren Objekte wer-





modell, miteinander verknüpft. Der Zugriff auf Mitarbeiter und Projekte erfolgt aus-
schließlich gekapselt über diese Klassen unterstützt durch weitere Hilfsklassen (z.B. 
für die Zuordnung). Ein zentrales Modul liefert Collections mit allen Mitarbeitern und 
Projekten, sowie Funktionen zum Erzeugen der Objekte über Namen bzw. FondsNr. 
Datenimport und Export sind in unabhängige Module ausgelagert, die auf das Ob-
jektmodell aufsetzen. Durch die lose Kopplung ist eine spätere Erweiterung um zu-
sätzliche Import- und Export-Funktionen einfach möglich. Um eine hohe Interaktivi-
tät zu gewährleisten, werden einige zeitintensive Operationen (z.B. das Update von 
Übersichtslisten), erst bei Bedarf durch den User ausgelöst. 
Für Mitarbeiter werden mindestens Nachname, Vorname und Vertragszeitraum ge-
speichert. Das Vertragsende kann auch als unbefristet angegeben werden. Zusätzlich 
zu diesen Stammdaten können auch weitere ergänzende Daten aufgenommen werden: 
Bezeichnung der ausgeübten Tätigkeit aus einer änderbaren Liste (u. a., Verwaltung, 
wiss. MA, Hiwi), Adresse, Kontaktdaten, Geburtsdatum, Anmerkungen als Freitext 
und Email-Adresse. Obwohl die Personalnummer als eindeutiger Schlüssel geeignet 
erscheint, ist diese im Datenmodell nur als optionaler Eintrag vorgesehen. Dadurch 
sind Nutzungsszenarien wie eine Vorabprüfung der Einstellungsmöglichkeit eines 
neuen Mitarbeiters möglich. Mitarbeitern werden für jeden Monat innerhalb ihrer 
Vertragslaufzeit ein Status, eine Tarifgruppe und ein Stellenanteil zugeordnet. Der 
Status kann die Werte aktiv und inaktiv (z.B. während der Elternzeit) annehmen. Zu 
jeder Tarifgruppe sind die Normkosten einer vollen Stelle monatsweise hinterlegt. 
Tarifänderungen können bereits vorab durch den Nutzer eingetragen werden. Der 
Gesamtstellenanteil eines Mitarbeiters ist definiert durch die anteiligen Stellenanteile 
finanziert aus Budget, LOM und bis zu drei über die FondsNr verknüpften Projekten. 
Ergänzend sind auch die real für den Mitarbeiter entstandenen Kosten hinterlegt. 
Projekte besitzen mit der FondsNr einen eindeutigen Schlüssel. Als weitere Anga-
ben können Projekttitel, die Bezeichnung innerhalb des ERP-Systems, ggf. vorhande-
nes Förderkennzeichen und Kooperationspartner gespeichert, sowie bis zu drei Pro-
jektleiter aus der Menge der Mitarbeiter verknüpft werden. Für jedes Projekt werden 
innerhalb der Projektlaufzeit die bewilligten Soll-Kosten und die gebuchten Ist-
Kosten, getrennt nach Kostenart (Personal-, Sach-, Reise- und Investitionskosten), 
erfasst. Die Soll-Kosten werden beim Anlegen eines neuen Projekts automatisch ver-
teilt. Für Personalkosten erfolgt eine gleichmäßige Aufteilung über die gesamte Pro-
jektlaufzeit. Die anderen Kostenarten werden dem ersten Monat zugewiesen. Bei 
nachträglicher Verlängerung eines Projekts werden die Mittel für bereits abgeschlos-
sene Monate nicht mehr verändert und das verbleibende und ggf. zusätzliche Budget 
werden nach demselben Verfahren auf die übrigen Monate verteilt. Die Ist-Kosten 
können aus SAP importiert werden. Der Import erfolgt aus einem SAP-Export aller 
Buchungen, mit definierten Spaltennamen in der Tabellarischen Ausgabe und kann 
alle verwalteten Projekte in einer Datei enthalten. Somit ist nach Abschluss der Vor-
monatsbuchungen nur ein einmaliger monatlicher Import erforderlich. Die Zuordnung 





4.3 Kernfunktionen aus Nutzersicht 
Für eine einfache und einheitliche Bedienung werden die Kernfunktionen von 
FACTUM in Form eines in Abbildung 3 dargestellten Ribbon Interfaces zugänglich 
gemacht, das dem bekannten Bedienkonzept von Excel 2007 folgt. Zu den Kernfunk-
tionen gehört die Stammdatenverwaltung von Mitarbeitern und Projekten. Diese kön-
nen jeweils neu angelegt, bearbeitet und im Fall von groben Fehlern des Nutzers auch 
wieder vollständig gelöscht werden. Eine Löschung wird verhindert, wenn noch eine 
Verknüpfung mit einem Projekt oder Mitarbeiter besteht. Bei Mitarbeitern ist ergän-
zend dazu auch eine Änderung des Nachnamens möglich, da dies durch die Nutzer als 
wichtige Funktion identifiziert wurde. Ein monatlicher Projektbericht kann an die 
Projektleiter automatisiert per Email an eine in den Mitarbeiterdaten hinterlegte Ad-
resse versendet werden. Dieser wird als PDF-Datei exportiert und an eine automatisch 
generierte Mail angehängt. Vor dem Versenden können noch individuelle Anmerkun-
gen von der dezentralen Verwaltung ergänzt werden. Der Bericht enthält neben den 
Stammdaten des Projekts auch eine Zusammenfassung der bewilligten und bislang 
ausgeschöpften Mittel, der monatlichen Mittelausschöpfung und jeweils zugewiese-
nen Mitarbeiter. Es werden jeweils alle Informationen bis einschließlich des abge-
schlossenen Vormonats berücksichtigt. Diese Übersicht informiert die Projektleiter 
schnell über den aktuellen Stand, erleichtert ihnen die weitere Planung und ermöglicht 
zudem eine kurzfristige Korrektur von Fehlern (z. B. falsche Stellenanteile). 
 
 
Abb. 3. Excel Ribbon Interface von FACTUM 
 






Abb. 5. Ausschnitt einer Übersicht der Vertragslaufzeiten aller Mitarbeiter 
Die Verwaltung einer Mitarbeiterstelle und deren Kosten erfolgt tabellarisch. Dies 
erlaubt u. a. auch das Kopieren einer mehrfach auftretenden Stellenaufteilung. Der 
Nutzer wird durch verschiedene Eingabehilfen unterstützt und durch eine Konsistenz-
prüfung auf unstimmige Eingaben hingewiesen. Abbildung 4 zeigt eine Mitarbeiter-
zuordnung und Beispiele für Eingabehilfen. Eine Speicherung der Daten fordert eine 
fehlerfrei beendete Konsistenzprüfung. Widersprüchliche oder unvollständige Anga-
ben werden so, anders als in einer losen Sammlung von statischen Excel-Tabellen, 
verhindert. Zusätzlich enthält FACTUM auch eine Funktion zur globalen Betrachtung 
der Vertragslaufzeiten. Abbildung 5 zeigt die Darstellung in Form einer Kalender-
übersicht. Unbefristete Verträge sind zur Unterscheidung von befristeten dunkler 
schattiert. Ein Kurzbericht zeigt zudem die Mitarbeiter, deren Verträge in den nächs-
ten drei und sechs Monaten auslaufen, so dass ein frühzeitiges Handeln möglich ist. 
5 Diskussion 
5.1 Anforderungsabdeckung und Limitationen vom Prototyp FACTUM 
Der Prototyp wurde unter typischen Rahmenbedingungen eines Hochschulinstituts 
entwickelt und evaluiert. Nach Abschluss der Testphase wird FACTUM bereits seit 
sechs Monaten eingesetzt. Dennoch kann nicht der Anspruch erhoben werden, dass 
der Prototyp hierdurch sämtliche Anforderungen und Herausforderungen abgedeckt, 
die auf dezentraler Ebene auftreten. Vielmehr bilden die dokumentierten Erkenntnisse 
eine Grundlage für die zukünftige Weiterentwicklung von integrierten Systemen. 
Hierzu zeigt Tabelle 2, wie die beschrieben Funktionalitäten des Prototyps die zuvor 
abgeleiteten allgemeinen Anforderungen (Tabelle 1) erfüllen, zusammen mit einer 
groben Einschätzung der erzielten Verbesserungen gegenüber der Ausgangssituation 
und den bestehenden Limitationen. Wesentliche Limitationen ergeben sich direkt aus 
der Realisierung als Schattensystems und zeigen somit dessen Grenzen auf: Es kön-
nen keine umfangreichen Schnittstellen für den Datenaustausch realisiert werden. Ein 
Import kann nur teilautomatisiert erfolgen. Ein Export zu den offiziellen Systemen ist 
durch die Verwendung eines inoffiziellen Schattensystems nicht möglich und kann 
daher im Prototyp nicht realisiert werden. Daraus folgt, dass die Nutzer die Daten 
redundant sowohl in allen offiziellen Systemen, als auch im Schattensystem pflegen 
müssen. Dieser nachteilige zusätzliche Aufwand ist jedoch deutlich geringer, als der 
Aufwand der manuellen Datenaggregation ohne Schattensystem, und wird daher von 
den Nutzern in Kauf genommen. Dieser Umstand belegt, wie groß die bestehende 
Lücke in der IT-Unterstützung derzeit ist. Darüber hinaus werden in der Fallstudie 
weitere Lücken identifiziert, die jedoch nicht in direktem Bezug zum Forschungsma-
nagement stehen, wie z. B. eine Erinnerungsfunktion für Geburtstage der Mitarbeiter. 
Als ein nur inoffiziell eingesetztes System kann der Prototyp Prozesse zum Datenaus-
tausch außerhalb des Instituts, wie z. B. mit der zentralen Verwaltung oder einem 





Standardsystemen heraus durchgeführt werden. Ebenso können keine rechtlich ver-
bindlichen Berichte und Verwendungsnachweise erstellt werden. 
Tabelle 2. Anforderungsabdeckung und Limitationen vom Prototyp FACTUM 
(  signifikante) Verbesserung; ⊜ keine Änderung; (  signifikante) Verschlechterung  
Anforde-
rung 





Relevante Daten zum Management von Forschungsressourcen 
werden aus den verschiedenen Systemen, Dokumenten und 
Listen in einem Tool aggregiert. Permanente Systemwechsel 
werden vermieden. 
Schnittstellen zu anderen Syste-
men notwendig, aber nicht alle 
Daten importierbar.  





Daten müssen lediglich einmal erfasst oder direkt importiert 
werden. Eingabefehler werden durch eine Prüfung auf Wider-
spruchsfreiheit reduziert. Danach werden sie konsistent 
weiterverwendet. 
Daten müssen bei Schattensystem 
trotzdem weiterhin redundant in 
den offiziellen Systemen gepflegt 
werden. Datenmodell ist nicht 




Der Prototyp orientiert sich an den innerhalb des Instituts 
identifizierten Prozessen und Workflows zur Forschungsres-
sourcenverwaltung. Die einzelnen Tabellen sind auf die 
Unterstützung typischer Aufgaben und Fragestellungen der 
Nutzer zugeschnitten. Daten werden jeweils passend zur 
Aufgabe kontextspezifisch aufbereitet. 
Prozesse, die einen Datenaus-
tausch außerhalb des Instituts 
beinhalten, können durch das 
Schattensystem nicht oder nur 
wenig unterstützt werden.  Intuitive  
Benutzer-
führung 
Die bekannte Excel-Basis reduziert die Einarbeitungszeit. Die 
Nutzer werden durch eine eigene Menüleiste, Dialogfelder, 
Tooltipps und Plausibilitätsprüfungen unterstützt. 
Workflow-Unterstützung bei 




Die Forschungsressourcen werden in mehreren Tabellen mit 
unterschiedlichem Detailgrad abgebildet vom einzelnen 
Projekt hin zur Übersicht für das gesamte Institut. Die Planung 
des Ressourceneinsatzes für eine optimierte Allokation wird 
somit erleichtert. 





Durch Kombination der Informationen aus mehreren Daten-
quellen und Prognose sind die Daten frühzeitig und aktuell 
verfügbar. 
Update erfolgt manuell. Auch in 
offiziellen Systemen keine Echt-
zeitinformationen.  Prognose-
Funktion 
Auf Basis der historischen und aktuellen Daten wird der 
zukünftige Ressourceneinsatz prognostiziert. 





Vor einer Mittelumverteilung entgegen der ursprünglichen 
Zuordnung wird gewarnt. 
Keine Richtlinienspezifische 
Überwachung der Mittel. 
Termin-
Überwachung 
Erinnerungsfunktion für wichtige Termine und Fristen, die im 
Prototyp erfasst sind. Eine Warnung folgt mehrstufig mit 
unterschiedlichen Vorlauffristen. 
Termine und Fristen müssen 






Ein Projektbericht mit einer Übersicht zur bisherigen, aktuel-
len und prognostizierten Ressourcenverfügbarkeit kann 
automatisch für die Projektleiter generiert und per eMail 
zugestellt werden. Darüber hinaus bietet Excel umfangreiche 
Auswertungsmöglichkeiten. 
Keine automatische Generierung 
von offiziellen Berichten und 
Verwendungsnachweisen für 






Übersichtstabellen liefern einen Statusüberblick sowohl für 
einzelne Forschungsprojekte als auch für das gesamte Institut. 
Es stehen historische, aktuelle und prognostizierte Daten zur 
Verfügung. Wichtige Kennzahlen sind durch Ampeln gekenn-
zeichnet. 





Wichtige Kennzahlen werden in bestimmten Übersichten 
durch ein Ampel-System überwacht. 




Der Prototyp ist passwortgeschützt und auf einem lokalen 
Server des Instituts abgelegt, so dass kein unautorisierter 
Zugriff möglich ist. 
Rollenbasiert abgestufter Zugriff 
nicht möglich.  
 
Weitere technische Limitationen des Prototyps gehen auf die Excel-basierte Entwick-





Die Regelmäßigkeit der manuell angestoßenen Updates entscheidet über die Aktuali-
tät der Daten. Da auch die offiziellen Systeme keine Echtzeitinformation liefern kön-
nen, kann der Prototyp dies ebenfalls nicht leisten. Durch die Aggregation von histo-
rischen und aktuellen Daten aus verschiedenen Quellen und der Prognose-Funktion 
konnte der Ressourceneinsatz in der Fallstudie jedoch trotzdem sehr zuverlässig ge-
plant werden, ohne dass nennenswerte Abweichungen zu den offiziellen Systemen 
entstanden sind. Zudem konnten ungenaue oder lückenhafte Daten in den offiziellen 
Systemen aufgedeckt werden. Ein größeres Problem stellt für den Excel-Prototyp der 
Datenschutz dar. Es fehlt die Möglichkeit abgestufte Zugriffsechte auf einzelne Ob-
jekte für unterschiedliche Nutzer zu vergeben. Durch einen lediglich globalen Zu-
griffsschutz ist ein Mehrbenutzerbetrieb nur sehr eingeschränkt möglich.  
5.2 Implikationen für die zukünftige Entwicklung eines integrierten 
Forschungsmanagementsystems 
Die zuvor beschriebenen Grenzen des FACTUM Prototyps verdeutlichen die aktuel-
len Defizite auf Institutsebene: Es besteht eine nachweisbare Lücke in der IT-
Unterstützung. Die Nutzer verbringen laut eigener Einschätzung einen wesentlichen 
Anteil der für die Forschungsressourcenverwaltung benötigten Arbeitszeit mit der 
Aggregation der Daten, da diese bislang zum einen nicht zentral in einem IT-System 
erfasst und zum anderen auch nicht vollständig digital verfügbar sind. Bei steigendem 
Drittmittelvolumen muss daher mit dem steigenden Einsatz von Schattensystemen 
gerechnet werden, da diese eine klare Strukturierung und Verbesserung gegenüber 
den verschiedenen unverbundenen Standardsystemen, (Papier-)Dokumenten und Lis-
ten bieten. Durch den Einsatz dieser Schattensysteme werden jedoch neue Probleme 
geschaffen, wie z. B. im Bereich des doppelten Pflegeaufwands und des unzureichen-
den Datenschutzes. Für die Hochschulen und ihre zentrale Verwaltung entstehen 
ebenso Nachteile durch den nicht vorhandenen Datenaustausch. Die im Schattensys-
tem gehaltenen Daten werden nicht in die Systeme zurückgespielt, so dass die Daten-
banken und ihre Auswertungen evtl. nicht zuverlässig den aktuellen Stand wiederge-
ben. Darüber hinaus sind Schattensysteme in der Regel schlechter dokumentiert und 
gewartet. [15] In Kombination mit einem nur eingeschränkt möglichen Datenschutz 
können Sicherheitslücken entstehen, die der zentralen Verwaltung der Hochschule 
jedoch unbekannt bleiben. Das in Abschnitt 4.2 beschriebene Datenmodell kann als 
minimale Realisierung einer Datenbank für Forschungsmanagementsysteme herange-
zogen werden. Für ein integriertes System ist zudem die Orientierung am CERIF-
Standard essentiell, um einen Datenaustausch mit weiteren Systemen zu erleichtern 
(vgl. Abschnitt 3.1). Um die notwendige Datenaggregation erreichen zu können, be-
nötigen zukünftige auch auf die Forschungsressourcenverwaltung spezialisierte ERP- 
und Forschungsinformationssysteme Schnittstellen zu allen relevanten Datenquellen. 
Es kann allerdings aufgrund der weiterhin bestehenden heterogenen IT-Landschaft an 
Hochschulen nicht davon ausgegangen werden, dass diese Datenquellen über konsis-
tente Datenmodelle verfügen oder sogar CERIF-kompatibel sind. Zukünftige Lösun-
gen müssen daher direkt in die führende Standardsoftware der Hochschule integriert 





halten und den notwendigen Datenaustausch zu minimieren. [6] Ist dies nicht mög-
lich, müssen sie in der Lage sein, die komplexe Datenkonsolidierung ohne nennens-
werten Zusatzaufwand für die Nutzer durchzuführen. 
6 Fazit und Ausblick 
Die prototypische Entwicklung und Fallstudienevaluation eines typischen Schatten-
systems gibt wichtige Hinweise darauf, wie das Forschungsressourcenmanagement an 
deutschen Hochschulen durch den Einsatz einer spezialisierten IT-Lösung verbessert 
werden kann und soll als Repräsentant für viele in ähnlicher Form existierende indi-
viduellen IT-Lösungen dienen. Der Bedarf an einer optimierten IT-Unterstützung zur 
Verwaltung von Forschungsressourcen kann durch die erzielten Verbesserungen im 
Prototyp-Einsatz belegt werden. Es kann gezeigt werden, dass die wesentlichen Ver-
besserungspotentiale der vorhandenen Standardsysteme insbesondere die Vernetzung 
der verteilt liegenden Daten betreffen. Durch eine Aggregation der relevanten Daten 
können existierende Zeit- und Informationsverluste demnach deutlich verringert wer-
den. Darüber hinaus können durch die zweijährige iterative Evaluation essentielle 
Unterschiede in den Anforderungen zwischen der zentralen und dezentralen Organisa-
tionsebene nachgewiesen werden. In Folge der Realisierung als Schattensystem konn-
ten diese jedoch nur für die dezentrale Ebene umfassend analysiert werden, so dass 
hierzu eine Folgebetrachtung mit Fokus auf die zentrale Ebene notwendig ist. 
Zusätzlich können Nutzen und Grenzen der aktuell vorzufindenden Schattensyste-
me durch die den Prototyp analysiert und dokumentiert werden. Die Schattensysteme 
schließen für die Nutzer zum einen eine bestehende Lücke in der IT-Unterstützung, 
bringen zum anderen jedoch neue Herausforderungen mit sich. Diese betreffen insbe-
sondere die Aspekte der konsistenten und redundanzfreien Datenhaltung sowie dem 
Datenschutz. An dieser Stelle zeigen sich klar die Grenzen insbesondere von Excel-
basierten Insellösungen. Diese werden jedoch von den Nutzern in Kauf genommen, 
da die wahrgenommenen Vorteile deutlich überwiegen. Für die Hochschulen ist daher 
die frühzeitige Festlegung einer Strategie zur effizienteren Unterstützung der IT-
Anforderungen sowohl auf zentraler als auch auf dezentraler Ebene notwendig, um 
dem dauerhaften Einsatz und der Entwicklung von Schattensystemen entgegenzuwir-
ken. Für die Softwarehersteller kann daher von einem großen Marktpotential für die 
kommenden Jahre ausgegangen werden. Der Prototyp als Artefakt ist als ein wichti-
ger erster Schritt in Richtung der notwendigen Weiterentwicklung der auf dem Markt 
befindlichen CRIS und Standard-ERP-Systemen zu einem umfassenden integrierten 
Forschungsmanagementsystem zu sehen. Es ist jedoch ausdrücklich hervorzuheben, 
dass ein Schattensystem lediglich als ein kurzfristiger und begrenzter Lösungsansatz 
zu sehen ist, um die Zeit bis zur Verfügbarkeit von integrierten Systemen zu überbrü-
cken. Insbesondere die dazu erforderliche technische Integration und auch die Einbin-
dung in die strategischen Planung sowohl der Hochschule als auch eines Forschungs-
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Abstract. Zahlreiche neue Endgeräte und die damit verbundene Ausdifferenzie-
rung von Publikationskanälen (Print, Web, Apps) stellen Verlage vor die Her-
ausforderung ihre Inhalte effizient für die verschiedenen Kanäle aufzubereiten 
(crossmediales Publizieren). Es stellt sich die Frage, wie weit das crossmediale 
Publizieren mit Hilfe geeigneter Softwaresysteme in der verlegerischen Praxis 
bereits verbreitet ist. Zu diesem Zweck wurde eine Befragung unter Fachverle-
gern durchgeführt. Als Fazit kann festgehalten werden, dass das crossmediale 
Publizieren und insbesondere das systemunterstützte crossmediale Publizieren 
in der Verlagswelt nach wie vor einen geringen Reifegrad aufweist. 
Keywords: Crossmediales Publizieren, Content-Management-System, 
Fachverlage  
1 Einleitung 
Im Jahr 2009 hatte die deutsche Fachmedienbranche einen Rückgang bei den Ge-
samtumsätzen (-4,2 %) zu verzeichnen. Am stärksten davon betroffen waren die 
Fachzeitschriften (-10,9 %), gleichzeitig nahmen jedoch die Umsätze bei den elektro-
nischen Medien sehr stark zu (+21,9 %) [1]. Dieser Trend setzt sich bis 2011 fort [2], 
[3]. Das Erfordernis, Inhalte über unterschiedliche Kanäle (Printmedien, stationäre 
und mobile Webseiten, Apps) auszuliefern, stellt die Verlage vor die Herausforde-
rung, ihre Inhalte effizient für diese Produkt- und Auslieferungsvarianten aufzuberei-
ten. Eine Lösung hierfür liegt in der Nutzung von Content-Management-Systemen 
(CMS) und der damit verbundenen formatneutralen Datenhaltung [4]. In der For-
schung ist das Thema bereits seit Anfang der 2000er Jahre im Zuge des Aufkommens 
der XML-Technologie sowie der aufkommenden Ideen zur Mehrfachnutzung von 
Inhalten behandelt worden (z. B. [5], [6]). Es stellt sich die Frage, wie weit das 
crossmediale Publizieren mit Hilfe geeigneter Softwaresysteme in der verlegerischen 
Praxis bereits verbreitet ist. Gespräche der Autoren mit Praxisvertretern ließen die 





Verbreitungsgrad erreicht hat und dort, wo bereits Inhalte über verschiedene Kanäle 
distribuiert werden, Systemlösungen noch kein Standard sind.  
Als Forschungsarbeit der Realwissenschaft begründet sich vorliegender Beitrag da-
rin, die Zustände der Praxis zu eruieren [7]. Er hat zum Ziel, den Verbreitungsgrad 
des crossmedialen Publizierens und den Diffusionsgrad von CMS in der Fachverlags-
branche zu untersuchen. Hierzu wurde eine Untersuchung durchgeführt. Der Fokus 
auf das Segment der Fachverlage begründet sich darin, dass diese Verlage als Infor-
mationsdienstleister noch eher und intensiver als Publikumsverlage dem Druck des 
Marktes in Form von Bedarfen bei professionellen Informationsnachfragern ausge-
setzt sind und daher im Branchenvergleich stark sensibilisiert sind. Die Branche als 
solche ist trotz der geringen Größe der Medienwirtschaft allgemein und der Printwirt-
schaft spezifisch (Daten bei [8]) der wissenschaftlichen Untersuchung wert, da sie für 
Meinungsbildung und gesellschaftliche Entwicklung von zentraler Bedeutung ist. 
Zudem erfährt sie aktuell durch die Digitalisierung massive Herausforderungen, wel-
che die Beschaffenheit von Produkten, Prozessen und Strukturen erheblich tangieren. 
Für Wirtschaftsinformatiker ergibt sich ein großes Spektrum von Forschungsfragen, 
z. B. zur Veränderung von Produktionsprozessen und Automatisierungspotenzialen 
und -notwendigkeiten sowie deren Realisierungsmöglichkeiten. Der vorliegende Bei-
trag behandelt einen Ausschnitt zu diesem Aspekt. Aus Sicht der Praxis besitzt die 
Untersuchung Relevanz hinsichtlich der Frage des tatsächlichen Verbreitungsgrades 
von Softwarelösungen. Stabile, ausgereifte und auch kostengünstige Standardlösun-
gen resultieren, wenn ein Markt eine kritische Masse an Anwendern aufweist. Sowohl 
für die Anwender selbst, als auch die Softwareindustrie ist es von Belang zu erfahren, 
ob Potenzial für solche Lösungen existiert oder weshalb nicht.  
Im nächsten Kapitel werden die Untersuchungsobjekte „Verlag“, „crossmediales 
Publizieren“ und „CMS“ begrifflich gefasst. Kapitel drei präsentiert einen Literatur-
überblick zum Thema CMS in Verlagen. Kapitel vier erläutert das Design der durch-
geführten empirischen Untersuchung und in Kapitel fünf und sechs werden die Er-
gebnisse dargestellt sowie interpretiert. Kapitel sieben enthält die Limitationen sowie 
einen Ausblick. 
2 Erläuterung der Untersuchungsobjekte 
Etablierte und anerkannte Definitionen verschiedener Arten von Verlagen sind in der 
Literatur nicht existent. Vorhandene Klassifizierungsschemata, wie z. B. von Ruf [9] 
oder dem Börsenverein [10], erweisen sich als nicht trennscharf und damit in der 
Anwendung wenig praktikabel. Im Zuge der durchgeführten Untersuchung wird unter 
einem Fachverlag ein Verlag verstanden, der Medien für die berufsbedingte Nachfra-
ge nach Informationen anbietet. Als Zielgruppe hat der Fachverlag nach der Auffas-
sung des Verbands der Deutschen Fachpresse [11] den professionellen Entscheider 
(Wirtschaft), Personen mit Aus- und Weiterbildungsbedarf sowie Wissenschaftler 
(Forschung und Lehre). Im Zuge der Untersuchung wurden die Zielgruppe und Märk-
te des Fachverlags wie folgt definiert: Professionelle Entscheider (B2B-Geschäft), 
fachlich interessierte Laien (B2C-Geschäft) sowie Wissenschaft 
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(S2S1-Geschäft).  
Medienprodukte wie Fachzeitschriften entstehen durch die Verknüpfung eines In-
haltes mit einem Medium [12]. Das Ergebnis des Leistungsprozesses eines Fachverla-
ges ist demnach ein Inhalt (Content), der durch die Verknüpfung mit einem Träger-
medium zum Rezipienten transportiert wird und von ihm zum Zweck der Information 
oder Bildung [13] genutzt werden kann. Traditionell ist dieser Herstellungsprozess 
auf das spätere Trägermedium abgestimmt. Die Inhalte werden medienspezifisch kon-
zipiert und erzeugt. Das Konzept des crossmedialen Publizierens hingegen bezeichnet 
einen medienneutralen Leistungsprozess. Es beschreibt die Bereitstellung von Medi-
enprodukten, die parallel auf verschiedenen Zielmedien angeboten werden, und deren 
gemeinsame Inhalte in einer Datenbasis abgelegt sind [14]. Der leitende Gedanke 
beim crossmedialen Publizieren ist also die Integration mehrerer Zugänge zu media-
len Inhalten bei gleichzeitiger Tendenz zur Integration der ansonsten divergenten, 
d. h. medienspezifischen, Herstellungsprozesse und deren DV-technischer Unterstüt-
zung.  
Um diese Unterstützung zu realisieren, sind entsprechende Softwaresysteme erfor-
derlich. Diese existieren historisch bedingt in zwei Ausprägungen: Redaktionssysteme 
unterstützen die Redaktionsarbeit. Sie wurden zunächst von Medienunternehmen ein-
gesetzt, um klassische Printprodukte wie Bücher und Zeitungen effizient erzeugen zu 
können. Im Zuge der Entwicklungen des Internets wurden Redaktionssysteme um 
nicht-print-spezifische Funktionalitäten, wie z. B. Schnittstellen zu Web-Seiten, er-
gänzt [15]. Bei einem CMS handelt es sich um „[…] ein IT-basiertes System zur Or-
ganisation, Verwaltung und Durchführung des Content Managements“ [16]. Demnach 
sind CMS Softwaresysteme, die die Erstellung, Speicherung und Publikation von 
Inhalten aller Art ermöglichen. Die Ausgabe der Inhalte ist dabei über das Web oder 
über Printmedien möglich. Ihr elementares Charakteristikum ist die Trennung von In-
halt, Form und Struktur (medienneutrale Datenhaltung [17]). In dieser Trennung liegt 
auch der zentrale Unterschied zwischen den beiden dargestellten Softwaresystemen. 
Im Fokus der Untersuchung stehen CMS.  
3 Literaturüberblick 
Um einen Eindruck vom Stand der Forschung zum Thema des Einsatzes von Content-
Management-Systemen beim crossmedialen Publizieren in der Verlagswirtschaft zu 
erhalten, wurde wissenschaftliche Literatur seit dem Jahr 2000 bis zu Beginn des Jah-
res 2012 analysiert. Das Jahr 2000 wurde als Startzeitpunkt gewählt, da die Medien-
branche hier in einer ersten „Internetökonomiewelle“ intensiver in den Interessenfo-
kus von Wirtschaftswissenschaftlern rückte als dies bis dahin der Fall war. Berück-
sichtigung bei der Analyse fanden deutschsprachige wirtschaftsinformatorisch ge-
prägte Publikationen. Nicht berücksichtigt wurden Handbücher, Lehrbücher, Biblio-
graphien und Kommentare, da diese Publikationsformen auf bereits publiziertes Wis-
sen aufbauen. Die Recherche wurde thematisch breit gestartet: im Fokus stand die Su-
                                                           





che nach Arbeiten, die sich mit dem Einsatz von Softwaresystemen oder Technolo-
gien in Verlagen beschäftigen oder hierfür relevante Vorarbeiten leisten, wie z. B. die 
Prozess- oder Datenanalyse oder die Referenzmodellierung. Die Recherche wurde 
nach dem Schneeballprinzip [18], sowohl vorwärts als auch rückwärts [19], durchge-
führt. Ausgangspunkt der Arbeiten bildete eine Dissertation aus dem Jahr 2003 [20]. 
Die Vorwärtssuche wurde mittels der deutschsprachigen Datenbank WISO und der 
Suchmaschine Google Scholar durchgeführt. Als zentrale Suchbegriffe dienten „IT-
Nutzung“, „IT-Unterstützung“ sowie „Content-Management-System“ in Kombination 
mit den Begrifflichkeiten „Verlag“, „Print“, „Medien“ und „Medienwirtschaft“. Auf 
diese Weise wurden insgesamt 17 Publikationen identifiziert und als relevant erachtet. 
Die Beschränkung der Literaturrecherche auf deutschsprachige Quellen ergibt sich 
zum einen aus dem räumlichen Fokus der empirischen Untersuchung. Zum anderen 
ist das der empirischen Untersuchung zugrundeliegende Gesamtforschungsinteresse 
(IT-Unterstützung in Verlagen) konstruktivistisch geprägt. Die Autoren gehen davon 
aus, dass Forschungsarbeiten solcher Prägung eher in deutschsprachigen Medien 
publizierbar sind.  
Aus inhaltlicher Perspektive interessieren drei Gesichtspunkte: der Unternehmens-
fokus, die konkreten Themen der Publikationen sowie die zugrundeliegende erkennt-
nistheoretische Position. Acht der Veröffentlichungen untersuchen Verlage neben an-
deren Medienunternehmen. Die verbleibenden Beiträge konzentrieren sich aus-
schließlich auf Verlage. Die konkret behandelten Themen lassen sich zu den folgen-
den Stichworten verdichten: Print-on-Demand [21], [22], Referenzmodelle [23], [24], 
Mehrfachverwendung von Inhalten [25-28], Produktinnovationen [29], Crossmedia-
Strategien und CMS [30-32], Content Syndication [33], XML in Verlagen [34-36], 
Organisationsformen [37], IT-Nutzung in Verlagen [38]. Eine Untersuchung, welche 
die Realität des crossmedialen Publizierens sowie der Systemunterstützung beschrei-
ben würde, liegt nicht vor. Die Beschreibung der Zustände der Realität ist aber Basis 
für jede weitere begründende oder gestalterische Forschungsaktivität in einer anwen-
dungsorientierten Disziplin und damit elementar [39]. Die Mehrzahl der Literaturbei-
träge, welche als gestaltungsorientiert klassifiziert wurden, arbeitet mit argumentativ-
deduktiven Analysen. In zwei Beiträgen werden Referenzmodelle entworfen.  
4 Untersuchungsdesign  
4.1 Vorbemerkung  
Die Studie besteht aus zwei Erhebungen. Im Rahmen einer qualitativen Untersuchung 
wurden Interviews mit 13 Experten aus zwölf Fachverlagen geführt. Auf Basis der ge-
wonnenen Erkenntnisse wurde ein Fragebogen für eine großzahlige Befragung gestal-
tet und versendet. Die hier präsentierten Ergebnisse stammen aus dieser zweiten Un-
tersuchung, wobei bei der Interpretation der gewonnenen Daten Erkenntnisse aus der 
Vorstudie einfließen. Nachstehende Tabelle gibt einen Überblick über die For-





führt. Die Studie wurde finanziert von der Deutschen Post AG, Geschäftsbereich Ver-
trieb Presseservices.  
Tabelle 1. Operationalisierung des Forschungsinteresses. 
Forschungsinteresse  Operationalisierung  
Welche Produkte erzeugen Fachverlage?  Fragen zur Produktpalette (Kapitel 5.1) 
Publizieren Fachverlage crossmedial? 
Wenn ja: Setzen sie dazu CMS ein? 
Wenn nein: warum nicht? 
Fragen zu CMS (Kapitel 5.2) 
Wie schätzen Fachverlage das cross-
mediale Publizieren ein?  
Fragen zur Einschätzung zum 
crossmedialen Publizieren (Kapitel 5.3) 
Gibt es unterschiedliche Reifegrade in 
Abhängigkeit von Unternehmensgröße 
oder Art des Fachverlags gemessen an 
primären Zielgruppen oder umsatzstärks-
ten Produkten?  
Differenzierte Analysen (Kapitel 5.4) 
4.2 Auswahl der Stichprobe  
Die bereits oben erwähnte Schwierigkeit, Verlage trennscharf zu klassifizieren, führt 
zu der Herausforderung, Fachverlage in der Realität als solche zu identifizieren. Öf-
fentlich zugängliche, belastbare Daten, welche die Struktur des Fachverlagswesens 
solide beschreiben und die Menge der Unternehmen benennen würden, liegen nicht 
vor. Für die Erhebung wurden die Adressaten für den Fragebogen daher aus zwei 
Quellen identifiziert: Zum einen wurde die frei im Internet verfügbare Liste der Mit-
glieder des Verbands Deutsche Fachpresse herangezogen. Zum zweiten wurde der 
Datenbestand zu den Versandobjekten der Deutschen Post nach Fachverlagen durch-
sucht. In die Liste aufgenommen wurden Verlage, welche Printprodukte der Katego-
rien „Fachzeitschrift“, „Kammerzeitschrift“ sowie „Vereins- und Verbandsblatt“ er-
zeugen. Auf diese Art wurden 751 Verlage identifiziert. Für diese Verlage wurden per 
Internetrecherche die Namen der Geschäftsführer und die Adressen ermittelt. Unter-
nehmen, zu denen die benötigten Angaben nicht gefunden wurden, welche nicht mehr 
oder unter dem eruierten Namen nicht mehr existierten, oder die keinen Internetauf-
tritt hatten, wurden aus der Liste eliminiert. Es verblieben 441 nutzbare Datensätze 
mit vollständiger Anschrift sowie einem namentlich benennbaren Adressaten. Der 
Fragebogen wurde von 76 Unternehmen zurückgesendet. Drei Datensätze waren 
falsch ausgefüllt, so dass die Quote der nutzbaren Datensätze 17 % beträgt. Die be-
fragten Verlage haben ihren Firmensitz in Deutschland oder Österreich.  
4.3 Beschaffenheit der Stichprobe  
Gemessen am Umsatz zählen 37 % der Verlage gemäß der Definition der EU zu den 
Kleinstunternehmen, 39 % zu den Kleinunternehmen, 16 % zu den mittleren Unter-





der Mitarbeiterzahl ergibt sich das gleiche Bild: 71 % der Verlage zählen zu den 
Kleinst- und Kleinunternehmen.  
Zur Beurteilung der Qualität der gewonnenen Stichprobe in Bezug auf die struktu-
relle Beschaffenheit des Gesamtmarktes lassen sich aufgrund des Fehlens belastbarer 
Daten kaum Überlegungen anstellen. Nutzen lassen sich einige Quellen mit differen-
zierten Informationen zum Werbemarkt [40], [41], aus denen die Erkenntnis abgelei-
tet werden kann, dass der Fachverlagsmarkt klein- und mittelständisch organisiert ist2. 
Zusammengenommen mit Informationen auf Basis von Gesprächen mit Praxisvertre-
tern kann davon ausgegangen werden, dass die gewonnene Stichprobe in der grund-
sätzlichen Struktur mit der Struktur der Branchenrealität übereinstimmt.  
Die Mehrheit der Verlage (56 Nennungen) richtet Ihre Produkte an den professio-
nellen Entscheider (B2B). 31 fokussieren auf die Wissenschaft (Hochschullehrer, Bib-
liotheken, Studenten), 28 adressieren den „interessierten Laien“. Unter „Sonstiges“ (8 
Nennungen) wurden genannt: Touristen, Behörden, Gewerkschafter, institutionelle 
Herausgeber, Mitglieder, Steuerberater sowie Ärzte (jeweils eine Nennung). Zwei 
Unternehmen haben nicht geantwortet. 
Der professionelle Entscheider liefert in der Mehrheit der Fälle (49 Nennungen) 
auch den größten Umsatzbeitrag. Neun der Verlage nennen die Wissenschaft als größ-
ten Umsatzlieferanten, fünf das B2C-Geschäft (interessierter Laie). Die „Sonstigen“ 
haben vier Nennungen. Sechs Unternehmen haben nicht geantwortet.  
Ebenfalls wurde nach der primären Erlösquelle bezogen auf Märkte gefragt. 44 
Unternehmen generieren den Hauptteil der Erlöse aus dem Werbemarkt, gefolgt vom 
Rezipientenmarkt (19 Nennungen). Der Rechtemarkt tritt als primäre Erlösquelle 
nicht in Erscheinung. Unter „Sonstiges“ wurden einmal „Auftragserlöse“ genannt. Ei-
nige Verlage haben bei dieser Frage Mehrfachantworten gegeben, 20 Unternehmen 
haben die Antwort verweigert. 
Weiterhin wurde nach der primären Erlösquelle der Verlage bezogen auf Produkt-
arten gefragt. 39 Verlage erzeugen den Hauptteil der Erlöse aus dem Zeitschriftenge-
schäft, gefolgt von Büchern (23 Nennungen) und Loseblattsammlungen (6 Nennun-
gen). Unter „Sonstiges“ (4 Nennungen) wurden genannt: Newsletter Print, Lehrmate-
rialien, Kalender sowie Online-Datenbanken. Einige Verlage gaben Mehrfach-
antworten ab, 19 Unternehmen verweigerten die Antwort.  
5 Ergebnisse der Studie 
5.1 Fragen zur Produktpalette 
Die nachstehende Abbildung zeigt, welche Produkte (schwarz: print, grau: elektro-
nisch) die Verlage erzeugen. Mehrheitlich werden im Printbereich Zeitschriften sowie 
Bücher produziert. Unter „Sonstiges“ wurden genannt: Brancheninformationsdienst 
per Fax, Konferenzen, Lehrmaterialien, Kataloge, Sonderdrucke für Kunden, Kun-
denmagazine, Messeerzeugnisse, Werbemittel (jeweils eine Nennung). Hinsichtlich 
                                                           





der Produktpalette „elektronisch“ wurden mehrheitlich Newsletter sowie stationäre 
Internetseiten genannt. Unter „Sonstiges“ fanden sich: Brancheninformationsdienst 
per Mail (PDF), Web-Shops, iPad-Kiosk-App sowie Blätterkataloge (jeweils eine 
Nennung). Als Endgeräte für die Nutzung der elektronischen Produkte stehen den 
Rezipienten das Notebook (67 Nennungen), moderne Geräte wie Tablet (44 Nennun-
gen) und Smartphone (36 Nennungen) zur Verfügung. E-Book-Reader bedienen 16 





32 28 26 25 25 21 18 17 17






















Welche Produkte erzeugen Sie in Ihrem Verlag?
(n=73; Ausfallquote 0,00 %)
 
Abb. 1. Arten von Produkten von Fachverlagen 
5.2 Fragen zu Content-Management-Systemen 
Von den 73 Verlagen haben 25 ein CMS implementiert, 48 nicht. In der nachstehen-
den Abbildung sind die genutzten Systeme aufgelistet. Acht Verlage nutzen zwei oder 
drei Systeme gleichzeitig. Fünf Unternehmen planen die Ablösungen des aktuellen 






























Welches Produkt nutzen Sie?






Abb. 2. Verwendete CMS  
Die Verlage mit implementiertem System wurden gefragt, ob es einfach war, das 
CMS von umliegenden Systemen abzugrenzen. Die Frage zielte darauf ab, herauszu-
finden, ob das CMS hinsichtlich seiner Aufgaben und der resultierenden Funktionali-
tät von den umliegenden IT-Lösungen, wie Systeme für die Verrechnung von Hono-
raren oder die Pflege von Lizenzdaten, klar abgegrenzt werden konnte. Für die Mehr-
heit der Antwortenden waren die Systemgrenzen einfach zu identifizieren (15 von 25 
Verlagen). Dieses Ergebnis deckt sich mit den Aussagen aus den Experteninterviews.  
Die Verlage ohne System wurden gefragt, wie sie formatunterschiedliche Varianten 
ihrer Produkte erzeugen (zwei Datensätze mussten wegen falscher Antworten elimi-
niert werden). 37 Verlage haben geantwortet, dass sie Varianten ihrer Produkte durch 
manuelles Bearbeiten des Ausgangsmaterials erzeugen. Sechs Verlage erzeugen über-
haupt keine Varianten des originären Produktes, publizieren also nicht crossmedial. 
Drei Verlage nutzen Dienstleister. Es wurde eruiert, worin die Gründe zu suchen sind, 
wenn Verlage kein CMS implementiert haben. Unter Sonstiges wurde angegeben: 
Nutzung von Dienstleistern, fehlende personelle Ressourcen, Volumen zu klein, Sys-







































Warum haben Sie kein CM S?
(n =  48, Ausfallquote 0,00 %)
 
Abb. 3. Gründe für das Fehlen eines CMS  
5.3 Fragen zur Einschätzung zum crossmedialen Publizieren  
Abbildung 4 zeigt Einschätzungen der Befragten hinsichtlich des Stands der eigenen 
Arbeiten zum Thema crossmediales Publizieren. Die wenigsten Verlage befinden sich 
in der Situation, dass sie schon sehr weit fortgeschritten sind.  
Die Befragten wurden gebeten, die Herausforderungen im crossmedialen Publizie-
ren auf einer Skala von 0 („Kann ich nicht einschätzen“) bis 4 („Stimme voll zu“) zu 
beurteilen. In Abb. 5 sind Zustimmungseinschätzungen („stimme (voll) zu“) und Ab-























noch nicht  alle Prozesse






Prozesse sind gestaltet ,




Sehr weit : alle Prozesse


















Wie weit sind Sie mit dem Thema crossmediales Publizieren fortgeschritten?
(n = 73, Ausfallquote: 0,00 %)
 
Abb. 4. Einschätzung des eigenen Reifegrads im crossmedialen Publizieren  
Unter den Freitextantworten („Die größte Herausforderung im crossmedialen Publi-
zieren liegt woanders, nämlich:…“) befinden sich je einmal die folgenden Angaben: 
… darin, dass der Markt keine Nachfrage erzeugt, … in der Anzahl der Change-
Projekte, … darin, dass die Zieldefinition unzureichend ist, … in der Unkenntnis der 
konkreten Vorteile und Möglichkeiten, … in fehlenden Vermarktungskonzepten , … 
darin, dass CMS bekannt gemacht werden müssen, … darin, dass unterschiedliche 
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Zustimmung zur Aussage: die größte Herausforderung im crossmedialen Publizieren liegt in ... 





Abb. 5. Herausforderungen im crossmedialen Publizieren  
5.4 Differenziertere Analysen  
Der Datenbestand wurde differenziert danach ausgewertet, wie die Verbreitung von 
CMS mit der Betriebsgröße korreliert. Wird die Betriebsgrößenklasse am Umsatz ge-
messen, so kann ein Zusammenhang zwischen der Größenklasse sowie dem Fehlen 
eines CMS vermutet werden. Dieses Ergebnis geht konform mit dem Ergebnis der 





hen Investitionskosten genannt, die insbesondere die Kleinst- und Kleinunternehmen 
nicht aufbringen können. Auch die Experten haben vermutet, dass der Entwicklungs-
fortschritt im crossmedialen Publizieren von der Größe des Verlags abhängt. Das glei-








Kleinstunternehmen kleine Unternehmen M it t lere Unternehmen Großunternehmen
Anteil von Unternehmen mit bzw. ohne System separiert nach Betriebsgrößenklasse 
(Umsatz)
Anteil mit  System
Anteil ohne System
 
Abb. 6. Zusammenhang von Systemimplementierung und Betriebsgröße  
Die folgende Abbildung zeigt das Vorhandensein von CMS differenziert nach Ver-
lagsarten bezogen auf die Zielgruppe, festgemacht an der Antwort zum größten Anteil 













Anteil von Unternehmen mit bzw. ohne System separiert nach Verlagsarten 
(zielgruppenbezogen)
Anteil mit  System
Anteil ohne System
 
Abb. 7. Zusammenhang von Systemimplementierung und Art von Verlag 
Auffällig ist der Anteil der Wissenschaftsverlage, welche kein CMS nutzen. Bei einer 
Einschätzungsfrage war die knappe Mehrheit der Befragten der Meinung, dass Wis-
senschaftsverlage weiter fortgeschritten sind als andere Arten von Fachverlagen. 
Auch die interviewten Experten waren mehrheitlich dieser Meinung, lediglich ein 
Experte argumentierte, dass Wissenschaftsverlage aufgrund der geringeren Bedeutung 
der Werbekunden noch nicht so weit fortgeschritten sind wie andere Arten von Verla-





Verlagen, welche hier mit herangezogen wird, davon ausgehend, dass Verlage mit 
diesem disziplinären Fokus mehrheitlich Wissenschaftsverlage sind. Zu beachten bei 
dieser Auswertung ist, dass ohnehin nur neun Verlage als S2S-Verlage klassifiziert 
waren, davon fallen fünf in die Klasse der Kleinstverlage. 
6 Interpretation 
Die Ergebnisse lassen sich wie folgt verdichten: Insgesamt sind 19 verschiedene CMS 
im Einsatz, die Individuallösung ist die am Häufigsten genannte. Die Fülle an ver-
schiedenen Systemen zeigt, dass der Markt für diese Systeme polypolistische Struktu-
ren aufweist. Das Verhältnis von 25 Verlagen mit System zu 48 ohne System zeigt, 
dass CMS noch nicht als Standard für die Branche zu bezeichnen sind. Die Verlage, 
welche noch kein CMS nutzen, erzeugen ihre formatunterschiedlichen Varianten der 
Produkte manuell. Auch aus den Verlagen, welche ein System haben, wird in den 
Experteninterviews berichtet, dass noch sehr viel Handarbeit praktiziert wird. CMS 
werden noch nicht als Standardsoftware betrachtet. Gleichzeitig gibt es aber eine hohe 
Zustimmung zu den Aussagen „Crossmediales Publizieren ist erfolgskritisch“ und 
„CMS sind überlebenswichtig“.  
Die Situation lässt folgende Überlegungen zu: Die Prozesse, die dem 
crossmedialen Publizieren dienen, haben einen geringen unternehmensübergreifenden 
Standardisierungsgrad. Stattdessen liegen unternehmensindividuelle Arbeitsweisen 
vor, die, so kann vermutet werden, nach wie vor auf ein primäres Produkt abgestimmt 
sind (vgl. Abb. 5: „Denke in Printprodukten“). Produktvarianten für andere Kanäle 
oder Medien werden erzeugt, indem Inhalte aus dem Primärformat extrahiert und 
dann in Varianten für andere Kanäle oder Medien überführt werden. Auf Basis sol-
cher Prozesse lassen sich IT-Standardlösungen nicht entwickeln. Hier gälte es im 
ersten Schritt organisatorische Veränderungen in den Unternehmen herbeizuführen, in 
dem effizientere, weitgehend medienneutrale Arbeitsweisen ausgearbeitet werden, die 
dann mittels Standardsoftware unterstützt werden können. Zielführend kann es sein, 
dieses unternehmensübergreifend zu tun. In weiteren Forschungen ist diesbezüglich 
aber zunächst zu analysieren, ob das crossmediale Publizieren und die formale Be-
schaffenheit der resultierenden Produkte einen Hygienefaktor der Branche darstellt, 
so dass die zugrundeliegenden Prozesse möglichst effizient und damit kostengünstig 
ablaufen müssen, oder ob hier strategisches Differenzierungspotenzial liegt, welches 
nur erhalten werden kann, wenn unternehmensspezifische Prozesse zu unternehmens-
spezifischen Produkten führen. Als Beispiel zur Untermauerung der Differenzierungs-
these sei auf die Apps von Zeitungs- und Magazinverlagen verwiesen, für die sehr 
unterschiedliche Bedienkonzepte realisiert werden. Die Usability dieser Produkte 
differiert von Objekt zu Objekt erheblich, dies zeigt eine gerade abgeschlossene Stu-
die der Autoren. Die so genannte Bereitstellungsqualität eines Verlagsprodukts könn-
te – neben dem Inhalt – in der digitalen Welt zu einem Erfolgsfaktor werden. In die-
sem Fall kann das Aufrechterhalten von unternehmensspezifischen Prozessen und 
unternehmensspezifischer Software zur Produktion der digitalen Güter empfehlens-





Die Erhebung zeigt auch, dass die eingesetzten Systeme von großer Verschiedenar-
tigkeit sind. Neben CMS sind z. B. auch Workflow-Management-Systeme im Einsatz. 
Auf Basis dieses Befundes kann vermutet werden, dass die Identifikation des funktio-
nalen Kerns eines CMS mit Schwierigkeiten verbunden ist bzw. die Abgrenzung der 
zu unterstützenden Prozesse von solchen, die mit anderen Systemen unterstützt wer-
den müssten, nicht leicht ist. Dieses wurde jedoch von der Mehrheit der Befragten auf 
die explizite Frage hin nicht bestätigt, was verwundert, denn die Systemanalyse und 
Abgrenzung der relevanten Bereiche stellt eine der größten Herausforderungen in der 
Softwareentwicklung dar. 
Eine differenzierte Analyse zeigt, dass der Einsatz von CMS von der Größe des 
Unternehmens, sowohl gemessen am Umsatz als auch an Mitarbeiterzahlen, abhängt. 
Die Antworten auf die Frage nach den Gründen für einen Verzicht auf ein CMS zei-
gen deutlich die Hürden, die kleine Unternehmen zu bewältigen haben. Hohe Investi-
tionskosten, fehlende Ressourcen und fehlendes Know-how sind die wesentlichen 
Hinderungsgründe. Die Kapazitäten dieser Unternehmen sind im operativen Geschäft 
gebunden, das Abstellen von Mitarbeitern für Umstrukturierungsprojekte ist oftmals 
nicht möglich. Zudem ist zu vermuten, dass die Veränderungen in Form neuer Mög-
lichkeiten der Produktgestaltung (z. B. Apps, Location Based Information Services) 
sowie der erforderlichen Basistechnologien (z. B. XML, HMTL 5) so erheblich sind, 
dass ein massiver Know-how-Rückstau vorliegt. Basis zielführender Umgestaltung 
von Produktionsprozessen ist es aber, zunächst die (neuen) Charakteristika der herzu-
stellenden Produkte zu verstehen. Hier zeigt sich Bedarf in der Schulung von Mitar-
beitern, die „Print“ gelernt haben hinsichtlich der Möglichkeiten der Produktgestal-
tung im Digitalen. Erst danach können Prozesse modifiziert und Systemunterstützun-
gen realisiert werden. Ob IT-Lösungen mehreren KMU zusammen per Cloud-
Dienstleistung mit nutzungsbasierter Abrechnung angeboten werden können anstelle 
einer kostenintensiven Implementierung im Unternehmen, hängt maßgeblich von der 
oben andiskutierten Frage zu Hygienefaktor vs. strategischem Potenzial des 
crossmedialen Publizierens sowie der Produktgestaltung ab.  
In Bezug auf den Entwicklungsfortschritt der gesamten Branche ließen die Ant-
worten aus der qualitativen Voruntersuchung vermuten, dass es einen erheblichen Er-
fahrungs- und Fortschrittsunterschied zwischen Wissenschaftsverlagen einerseits und 
B2B- bzw. B2C-Verlagen andererseits gibt. Die quantitative Untersuchung hat diese 
Vermutung nicht bestätigt. Einschränkend muss hinzugefügt werden, dass die Wis-
senschaftsverlage der gewonnenen Stichprobe mehrheitlich Klein- und 
Kleinstunternehmen sind und die Vermutung der Experten auf große Konzerne wie 
Springer oder Elsevier fokussiert haben könnte.  
7 Limitationen und Ausblick 
Als Fazit kann festgehalten werden, dass das crossmediale Publizieren und insbeson-
dere das systemunterstützte crossmediale Publizieren nach wie vor, trotz erster Be-
handlungen dieses Themas in der Forschung zu Beginn der 2000er Jahre, in der ver-





Einschränkend ist zu erwähnen, dass die vorliegende Arbeit aufgrund der geringen 
Menge der Datensätze lediglich explorativen Charakter aufweist. Insbesondere statis-
tisch belastbare Aussagen zu Zusammenhängen, wie z. B. zur Bedeutung der Unter-
nehmensgröße oder der primären Produktart für den Entwicklungsfortschritt lassen 
sich auf dem Datenmaterial nicht erzeugen und tiefergehende Implikationen sollten 
konsequenterweise noch nicht abgeleitet werden. Ebenfalls wurden englischsprachige 
Publikationen bei der Ermittlung des State of the Art vernachlässigt. In weiteren For-
schungen muss auch diese Literatur sowie weitere Datenbanken in die Recherche des 
Wissenstandes einbezogen werden. Die vorliegende Arbeit ist als ein Baustein in 
einem größeren Forschungsfeld zu klassifizieren.  
In weiteren Forschungsarbeiten gilt es zunächst jedoch, die oben beschrieben basa-
len Zusammenhänge (Hygienefaktor vs. strategisches Differenzierungspotenzial) zu 
eruieren sowie diesbezüglich auch die Gründe, die den Systemeinsatz bisher verhin-
dern, weiter zu analysieren. Erst danach können Vorschläge zur Gestaltung von un-
ternehmensinternen Prozessen oder extern zu erbringenden Dienstleistungen wie z. B. 
„Content Management in the Cloud“ unterbreitet werden.  
Aus wissenschaftlicher Sicht besteht zudem der Bedarf, das Thema IT-Unter-
stützung in der Content-Wirtschaft im Allgemeinen systematischer und umfassender 
zu durchdringen. Herausfordernd für die weiteren Untersuchungen ist es, dass Unwis-
sen darüber besteht, ob die zu untersuchenden Organisationseinheiten „Verlage“ sind, 
oder ob die Wertschöpfung nicht bereits heute zumindest teilweise durch ganz neue 
Marktteilnehmer erbracht wird. Die Entwicklungen der Digitalisierung und die damit 
verbundenen Veränderungen der gesamten Branche bieten aber das Potenzial der 
Gestaltung. Hierfür ist z. B. die Erfassung von Prozessen in Referenzmodellen oder 
die Definition von Schnittstellen zwischen Beteiligten in der Wertschöpfung (Autor, 
Veredelungsdienstleister, Distributor) vonnöten. Ein Beispiel soll diesen Bedarf ab-
schließend untermauern: etliche Teilbranchen (Musik, Film, auch Bücher) versuchen 
sich in einem Paradigmenwechsel. Anstelle des Besitzens der Produkte wird dem 
Rezipienten der Zugang zu großen Datenbeständen ermöglicht. Hierfür zahlt er eine 
Flatrate pro Zeiteinheit. Der so generierte Gemeinerlös kann z. B. über die tatsächli-
che Nutzung einzelner Objekte auf die verschiedenen Rechteinhaber verteilt werden. 
Hierbei fallen enorme Datenbestände an, die zu Verrechnungszwecken sowie aus 
Gründen des Controllings gespeichert, weitergeleitet und adäquat aufbereitet werden 
müssen.  
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Abstract. Financial audits play a significant role in the economy by safeguard-
ing the correctness of published financial information. Public auditors face the 
challenge to audit financial statements that are created by increasingly integrat-
ed and complex information systems. This paper addresses a specific problem 
in the auditing process. A major challenge in this process is the analysis and au-
dit of business processes that produce financial entries. We illustrate results 
from applying business process mining techniques to extensive test and real life 
data and discuss gained insights from the application for the development of au-
tomated business process analysis methods in the context of financial audits. 
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1 Introduction 
Financial audits play a significant role in modern economies. Companies publish 
financial statements in order to inform relevant stakeholders. For preventing misin-
formation of the addressees financial statements are subject to audits that are mandat-
ed by law and specified in regulatory requirements. The audits are carried out by pub-
lic auditors who follow specific audit approaches for planning and executing their 
audits. Audit standards require that auditors consider and test relevant business pro-
cesses during the audit [1]. The requirement derives from the assumption that well 
controlled transaction processing will lead to valid entries on the balance sheet and 
profit and loss statements. When business transactions are carried out in a correct and 
controlled manner they will most likely lead to complete and accurate journal entries. 
With increasing integration of the execution of business processes in information 
systems and the accompanied progress in automation of transaction processing it be-
comes more and more challenging to audit these processes. Contemporary audit ap-
proaches take into account the relevance of business processes, supporting infor-
mation systems and internal control frameworks, but they basically rely on manual 
audit procedures to analyze and test them. The manual procedures primarily include 
interviews for obtaining information and manual test activities for evaluating relevant 





mating transaction processing audit activities like interviews and manual audit activi-
ties become inefficient or even ineffective due to the increasing complexity and the 
mere volume of processed transactions [2]. 
An alternative would be the application of automated analysis and audit procedures 
as a business intelligence tool that supports the auditor in the auditing process. [3] 
conceptually illustrate how process mining methods can be combined with automated 
application control testing methods for designing automated audit methods. A requi-
site for such a development are methods that allow an automated analysis of business 
processes. The analysis results can then be used for automated testing purposes. 
 When information systems are used to support or automate the transaction pro-
cessing they also provide information that can be used for an automated analysis. By 
using process mining techniques [4] and specific mining algorithms for financially 
relevant business processes [5] executed process instances can be mined, reconstruct-
ed and analyzed. 
In this paper we focus on the aspect of automated analysis. We apply an existing 
mining algorithm for financially relevant business processes to test data and real life 
data. The aim of this research is to evaluate which insights can be derived by analyz-
ing the application of the implemented algorithm. We statistically analyze the mined 
business processes instances that are reconstructed from the available data to identify 
which further research and improvement is needed on the path towards automated 
analysis methods. 
We start with an illustration of related work in section two, followed by a brief de-
scription of the applied research methodology in section three. The mined process 
instances are represented as Petri nets. The used representation, the chosen mining 
method and the experimental setup are explained in section four. Section five pro-
vides the results from analyzing the process instances that were mined from the test 
and real life data. A discussion of the gained results and an illustration of identified 
limitations followed by a brief summary and conclusion close the paper. 
2 Related Work 
Of particular interest for the research laid out in this paper are publications from the 
field of process mining. Research on process mining started in the late 1990s by [6] 
and has gained extensive attention in the last decades. Significant research work has 
been published by van der Aalst et al. leading to a comprehensive basic publication on 
process mining that covers major aspects of the research domain [4]. 
From a financial accounting and auditing perspective requirements are outlined in 
relevant audit standards. The major international standard setting body is the Interna-
tional Auditing and Assurance Standards Board (IAASB) which publishes the Inter-
national Standards on Auditing (ISA). The ISA 315 (Revised) “Identifying and As-
sessing the Risks of Material Misstatement through Understanding the Entity and Its 
Environment“ outlines the requirement to consider business processes and related 





The role of information systems for accounting is well researched but few authors 
address the role of information systems in the context of auditing. [7] describes tech-
niques to audit enterprise resource planning (ERP) systems, but the exploitation of 
information that is available in information systems for the purpose of automated 
analyses is a relatively novel field of research as illustrated by [8]. 
Specific research on process mining for auditing purposes has gained increased at-
tention over the last two to three years. [9] offers an overview of current limitations 
and future challenges of process mining in the context of audits whereas [10] illus-
trates opportunities of online auditing. [11–13] focus on fraud and outline possibilities 
of process mining for fraud detection and auditing thereby highlighting the potential 
of process mining as a new toolkit for internal audits. [5], [14] developed a mining 
algorithm that is able to exploit the structure of financial journal entries for the pur-
pose of process mining in the context of financial audits. [15] Further introduce auto-
mated audit methods for testing application controls in ERP systems. [2], [3] finally 
conceptually describe how process mining techniques for financially relevant business 
processes can be combined with methods for automated control testing. 
For the purpose of the research work of this paper we implemented the mining al-
gorithm introduced by [5], [4]. Their mining technique includes the extraction of fi-
nancially relevant information of journal entry values that are relevant for the purpose 
of auditing. 
An alternative approach is used by [16]. They provide an interesting case study 
about the examination of mined instances of a procurement process. Their approach 
differs from the research presented in this paper as they actually perform a deviation 
analysis of the mined process instances with a manually evaluated ideal process. They 
base their analysis on a predefined set of process instances. The aim of the research 
work illustrated in this paper does not focus on providing a case study for auditing 
mined business processes but intends to reveal general possibilities and limitations to 
discover and analyze business processes from event log data without further 
knowledge of the underlying processes in the context of financial audits. As illustrat-
ed in [3] the ultimate aim is to develop methods that show which processes are mir-
rored in the available logs and how they affect the financial statements. 
For analyzing mined process instances these need to be modeled in a purposeful 
modeling language. [17] Suggest using a BPMN representation for mined process 
instances in the context of financial audits. Although BPMN process models might be 
easier to interpret for end users we have chosen Petri nets as a modeling language for 
the research presented in this paper. On the one hand a broad variety of the aforemen-
tioned research work from the field of process mining relies on Petri nets as the 
choice of modeling language [18]. And referring to Petri nets opens up the opportuni-
ty to incorporate these already existing research results and techniques for the purpose 
of mining and analyzing. On the other hand Petri nets have a mathematical foundation 
and offer a formal graphical notation. These characteristics allow the development of 
sophisticated analysis methods. They therefore constitute the preferred modeling lan-
guage for the research outlined in this paper. In the context of this paper we primarily 
refer to the publications of [19] and [20] concerning the theoretical foundation for the 





3 Research Methodology 
The research presented in this paper follows a design science approach [21–23]. A 
common critic in the academic arena refers to the perceived lack of rigor concerning 
design science oriented research. In order to address this aspect we have obtained 
extensive test and real life data for testing the designed artifacts. Actually the key 
aspect of this paper is to illustrate the results of evaluating already designed methods 
against this data. The illustrated work follows a research process as suggested by [23] 
consisting of the phases analysis, design, evaluation and diffusion. The requirements 
for an adequate representation and modeling of mined processes were investigated by 
considering specific, already existing literature [17] and by analyzing available test 
and real life data. The used mining methods were engineered [24] by assembling parts 
of already available methods and by developing new concepts where no adequate 
solutions were available yet.1 The analysis results and requirements for further devel-
opment constitute the primary outputs produced in the research process that is laid out 
in this paper. The engineered methods were implemented in a software prototype for 
evaluation purposes. We rigorously tested the software artifact with test and real life 
data in order to validate it against the relevant research questions addressed by the 
research work [25]. The content of this article discusses the results and insights that 
have been generated by applying the designed methods to this voluminous data. 
4 Representation and Experimental Setup 
[5] Introduced a simple, deterministic and unsupervised mining algorithm that is suit-
able for extracting data from information systems and for reconstructing executed 
process instances. When using process mining in the context of financial audits it is 
necessary to mine information that is relevant from an audit perspective and to ensure 
that the received information precisely reflects the executed transactions. Financial 
transactions in ERP systems create journal entries when they are executed. The cho-
sen algorithm exploits the open-item-accounting structure of journal entries that can 
be used to link transactions to a process instance.2 Journal entries consist of an ac-
counting document and at least two entry items that are posted as credits and debits. 
When open-item-accounting is enabled each cleared item has a reference to the ac-
counting document that cleared it. The algorithm starts with an arbitrary journal entry 
and reconstructs the links between journal entries that cleared each other. It matches 
the events in the event log to cases that represent process instances.3  
The original mining algorithm produced directed graphs representing the mined 
process instances. We extended the mining algorithm with a function for mapping the 
                                                           
1 The engineering of the applied methods is not part of this paper. Details are available in [5]. 
2 The open-item-accounting is a fundamental concept of the double-entry bookkeeping which 
needs to be supported by every information system used for double-entry bookkeeping. 
3 Compared to other mining algorithms like the α-Algorithm [4] the implemented algorithm  





mined cases to Petri nets and implemented it in a software artifact. The software pro-
totype was written in Java using the Java NetBeans IDE [26]. It provides functionality 
to export Petri net models in different data formats for visual representation. The open 
source software Renew [27] was used for verifying that the software artifact recon-
structs reachable and therefore correct Petri nets. The yEd Graph Editor [28] was used 
for graphical representation and automatic layout of mined process instances. 
Figure 1 displays a colored Petri net (CPN) model of a reconstructed process in-
stance. The example shows an instance of a purchasing process. Executed transactions 
are modeled as rectangles (Petri net transitions). The journal entry items produced by 
executing the transactions are modeled as circles (Petri net places). The places are 
colored by the account number according to the account the item was posted to. Two 
different types of connections are possible between transactions and journal entry 
items. A dotted arrow (Petri net arc) means that a transaction has posted the connected 
journal entry item. A dotted line (Petri net test arc) illustrates that a journal entry item 
was cleared by the connected transaction. Arc inscriptions play a significant role. 
They denote the values that are associated to the connection between transactions and 
journal entry items. Each transition is accompanied by a start place containing a token 
colored with the original document number of the journal entry. They are connected 
to the corresponding transaction with a simple arrow (Petri net arc). This actually 
leads to an enabled CPN that mimics the behavior of the originally executed process 
instance. 
The example in Figure 1 shows that a transaction for receiving goods (MB01) was 
processed by user 2. It led to entries on the raw material account (310000) and on the 
goods received / invoices received account (191100) with the amount of 17,874.76. 
The invoice for these received goods were processed (MR1M) and a payment run 
(F110) executed that cleared the items posted by the MR1M transactions. The FB1S 





























Fig. 1. Example of a Reconstructed Purchase Process Instance 
 
 
For applying the mining algorithm the necessary data of the executed process instanc-





ing conducted activities, involved software modules and input and output for each 
activity is illustrated in Figure 2. The relevant data was extracted by using a configu-
rable extraction module. It retrieves the event log from the ERP system by extracting 
data from relevant database tables. The usage of a separate module provides the bene-
fit that only the extraction component needs to be adjusted when data is extracted 
from different ERP systems. The mining algorithm operates independently from the 
underlying data structure of the individual ERP systems. The extraction module loads 
the extracted data into an event log database that can be accessed by the mining mod-
ule. The mining module matches events in the log to cases, reconstructs executed 
instances and provides functionalities for analyzing them. It also produces output files 
in different formats (Extensible Graph Modeling Language (XGML) and Petri Net 
Markup Language (PNML)) that can be imported into subsequent software for verifi-
cation (Renew) and graphical presentation (yEd Graph Editor) purposes. The recon-
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Fig.2. Experimental Setup 
We used three different data sets for analysis. The first set was extracted from the 
SAP IDES test system. The test system is available for universities participating in the 
SAP University Alliance Program [29]. Postings in ERP systems are stored as data 
entries with information relating to the whole posting (journal entry) and the single 
entries that were posted to different accounts (journal entry items). The data set con-
tained 115,060 journal entries and 419,106 journal entry items. 81,171 process in-
stances could be reconstructed by executing the implemented mining algorithm. The 
data set included all transaction data that was available in the test system covering a 
period of 17 years. 
The second data set was extracted from a SAP system of a retail company. The set 
included the data of all executed transactions but only for a time period of one year. 
The volume of 92,487 journal entries and 222,901 related journal entry items that can 
be traced back to 40,130 process instances over just one year illustrates the high 
amount of transactions that are processed in real life environments. 
This observation becomes even more evident for the third data set. It originated 
from a SAP system of a manufacturing company in the health sector. It contains 
1,764,773 journal entries and 7,395,434 journal entry items. 1,035,805 process in-
stances could be reconstructed using the mining algorithm. Table 1 provides an over-













Number of journal entries 115,060 92,487 1,764,773 
Number of journal entry items 419,106 222,901 7,395,434 
Number of process instances 81,171 40,130 1,035,805 
Covered period 17 years 1 year 1 year 
5 Mining Results Analysis 
The mining and reconstruction of process instances from the available data sets pro-
vide the basis for analyzing the created Petri net models. The aim of this analysis is 
the identification of patterns that might help in further improvement of the mining 
algorithm, the gaining of insights concerning which further research is needed for 
developing automated analysis methods that can be applied in real life scenarios, and 
what kind of limitations for developing such methods might exist. 
The following sub-sections illustrate results from statistical analyses of the mined 
process instances for all three used data sets. Due to place restrictions we limit the 
presentation of results to those aspects that we consider relevant for the aforemen-
tioned aim. 
5.1 Distribution of Net Size 
Figures 3, 4 and 5 show the distribution of the number of process instances over the 
number of net elements with logarithmic scaling on the x- and y-axes for the different 
data sets.4 Net elements include transitions, places and arcs. The number of net ele-
ments gives an impression of the size and complexity of a process instance. 
The charts illustrate that the distribution of the number of net elements over the 
number of instances exhibit the same pattern for all data sets. Only very few instances 
consist of very many net elements. The vast majority of instances consist of relatively 
few net elements. Table 2 provides an overview of specific characteristic values of the 
distributions. 
The shown distributions by themselves do not allow drawing conclusions concern-
ing the design of automated business process analysis procedures. But the observation 
that the majority of instances actually consist of relatively few elements and that this 
is the case for all evaluated data sets constitutes a useful insight in combination with 
the analysis results highlighted in the following sub-sections. 
                                                           
4 The diagrams do not show values for instances with less than three net elements. Each net 
consists at least of one transaction represented by a transition in the model. Each transition is 
accompanied by a start place that is connected to the transition and that enables the transi-







Fig. 3. Data Set #1 Distribution of Number of Net Elements over the Number of Instances 
 
Fig. 4. Data Set #2 Distribution of Number of Net Elements over the Number of Instances 
 














Mean value of net elements 
per instance 
15.31 21.28 20.30 
Median value of net ele-
ments per instance 
9 9 7 
Maximum of net elements 
per instance 
32,519 275,870 4,769,379 
Standard deviation of num-
ber of net elements 
127.83 1,380.41 4,688.30 
5.2 Distribution of Transaction Code Combinations 
Figures 6, 7 and 8 show the distribution of transaction code combinations over the 
number of instances. The y-axes follow a logarithmic scaling. Each number on the x-
axis represents a transaction code combination. This means for example that the 
transaction code combination number 27 (FB1S, MB01, F110, FB05, MIRO) was 
executed in 1,069 process instances in data set three. These instances did not include 
any other transaction codes. 
The distributions for all data sets show the same pattern. The majority of instances 
only contain very few different transaction code combinations. Taking into account 
the results from analyzing the distribution of net sizes from the previous section it is 
reasonable to assume that the majority of instances are very limited in size and reveal 
the same transaction code combinations. 
A clustering of instances that exhibit the same size and the same transaction code 
combination could be a starting point for automatically analyzing a large amount of 
the mined instances. Each cluster could be reviewed for the value that it contributes to 
the financial statements and if the cluster constitutes a material process flow that 
needs to be further evaluated from a materiality perspective. Such an analysis would 
provide useful information to the auditor about how the processes in a company actu-
ally affect the financial statements. 
The clustering of isomorphic graphs into clusters would also enable to search for 
application controls that affect the cluster under review. In combination with auto-
mated application control testing the isomorphic process instances in a cluster could 
be automatically audited. 
  
 







Fig. 7. Data Set #2 Distribution of the Number of Instances for Different Transaction Code 
Combinations 
 
Fig. 8. Data Set #3 Distribution of the Number of Instances for Different Transaction Code 
Combinations 
5.3 Distribution of Accounts 
We suggested in the previous section that clustering could be a promising solution for 
analyzing similar and small instances. This leads to the question how large and com-
plex instances should be handled. The instance in Figure 1 contains four transitions 
and consists of 38 net elements. An instance of this size and complexity can be evalu-
ated by simple observation. This is not the case anymore for more complex instances. 
Figure 9 shows a process instance containing 3,057 transitions and consisting of 
15,319 net elements. These kinds of instances cannot be evaluated without further 
consideration. 
Figures 3 to 5 show that the 
number of net elements extending 
100 net elements is relatively small 
in all the data sets. Only 691 in-
stances in data set one consist of 
100 or more net elements, 428 in 
data set two and 7,470 in data set 
three. Although the number of 
complex instances is relatively low 
they might represent a material 
amount of transactions that affect 
the financial statements and can 
therefore not be neglected. For 
analyzing and evaluating these 
instances it is necessary to reduce 





their complexity. The analysis of the accounts that are actually used within an in-
stance provides a starting point for investigating complexity reduction possibilities. 
The distributions of the accounts over the number of process instances in Figures 10 
to 12 show on how many accounts journal entry items were posted to in a single pro-
cess instance. For example 222 instances in data set two used seven accounts to post 
items.5 
The distributions for all three data sets again display the same pattern. Table 3 pro-
vides an overview of characteristic values of these distributions. The maximum num-
ber of used accounts is relatively low compared to the maximum net sizes. For inter-
preting the illustrated distributions and their characteristic values it is necessary to 
consider that only one instance in data set two uses the maximum number of 596 ac-
counts and one in data set three the maximum of 399 accounts. All other instances do 
not use more than 63 accounts in data set two and no more accounts than 45 in data 
set three. 
The observation of the distributions reveals that journal entry items are posted to 
relatively few accounts. This is reasonable because a specific process generally only 
uses a subset of the available set of accounts. The execution of a purchase process for 
example would likely lead to journal entries on expense accounts but not on sales 
accounts. 
Based on the observation that the number of used accounts is relatively small it 
might be useful to aggregate journal entry items that were posted to the same accounts 
and thereby reducing the net size and complexity. Items are modeled as places in the 
Petri net and colored by the account number reflecting the financial account the item 
was posted on. The places carrying the same color (account number) could be folded 
leading to Petri net models that contain significantly less net elements and therefore a 
reduced complexity. Further research would actually be needed for verifying if a suf-
ficient complexity level can be reached by this approach. 
Table 3. Overview of Account Distribution Characteristics 
 
                                                           









Mean value 2.95 2.30 2.33 
Median value 2 2 2 
Maximum value 36 596 399 






Fig. 9. Data Set #1 Distribution of the Number of Instances over Number of Accounts 
 
Fig. 10. Data Set #2 Distribution of the Number of Instances over Number of Accounts 
 
Fig. 11. Data Set #3 Distribution of the Number of Instances over Number of Accounts 
6 Discussion and Limitations 
The previous sections lay out insights that can be derived from analyzing results from 
the application of a mining algorithm. When considering these results it is necessary 
to keep in mind that they only provide starting points for further research and that no 
designed methods and their implementations do exist yet that could prove or disprove 
the postulated assumptions. 
A further restriction is the number of used data sets. [16] Relied on an event log 
representing 26,185 procurement process instances from a single company in the 
financial sector. We therefore consider the size of the data sets as being sufficient and 





ly only cover two industries – retail and manufacturing. We do not know if the identi-
fied characteristics also hold true for other industries. 
As a result of the analysis of used accounts we proposed the folding of places in a 
Petri net carrying the same account number for complexity reduction purposes. From 
an audit perspective it is crucial that the received information exactly mirrors the 
transaction that really took place and therefore to maintain the audit trail [30]. Apply-
ing a folding approach would actually lead to a graph transformation of the mined 
process model and it would need to be ensured that the behavior of the net remains 
stable [17]. 
A further limitation relates to the execution of the programmed software and the 
time that is needed to calculate the mined instances. Dedicated research on the per-
formance of the implemented software prototype is currently outstanding but our 
experience from analyzing the data sets presented in this paper lets us assume that the 
complete reconstruction of all process instances might be unrealistic in a real life 
scenario and that a sampling approach based on a materiality perspective might be 
needed. 
7 Summary and Conclusion 
Research on process mining has advanced and matured significantly over the past two 
decades and is now increasingly applied to specific application domains. The focus of 
the research presented in this paper lies on the domain of financial audits. The audit of 
business processes is a mandatory step in the auditing process that becomes increas-
ingly challenging with the ongoing integration of information systems and automation 
of transaction processing. The application of process mining for supporting the audi-
tor comprises a promising alternative to counter the growing complexity and amount 
of processed transactions that need to be evaluated during an audit. 
We implemented a mining algorithm in a software artifact and evaluated it against 
voluminous test and real life data. Based on the results derived from the analysis of 
reconstructed process instances we gained insights that can be used for developing 
automated process analysis methods in the context of financial audits. 
The majority of process instances is small and consists of only few net elements. 
The clustering of instances that exhibit the same size and the same transaction code 
combination could be a starting point for automatically analyzing a large amount of 
the mined instances. Each cluster could be reviewed for the value that it contributes to 
the financial statements. Such an analysis would provide useful information to the 
auditor about how the processes in a company actually affect the financial statements. 
Process instances containing more than a few processed transactions cannot be 
evaluated manually by simple observation. Although the overall number of complex 
process instances is very limited they cannot be neglected from an audit perspective. 
A single instance may already contain extremely high volumes of transactions that 
might be material. A starting point for reducing complexity could be the consideration 
of used accounts. Even for large and complex process instances the number of used 





ored places in process instances could lead to significant complexity reduction espe-
cially for large process instances. 
The research presented in this paper can be seen as a step towards the development 
of automated business process analysis methods. The accounting scandals of major 
companies over the last years illustrates that the audit industry is currently lacking 
adequate solutions for safeguarding the correctness of published financial statements. 
The usage of automated analysis and audit methods constitutes a necessary require-
ment to overcome the existing imbalance between automated processing on the com-
panies’ side and manual audit procedures on the auditors’ side. The introduction of 
automated audit procedures has the potential to leverage this imbalance. 
Limitations concerning the applicability of the implemented algorithm exist espe-
cially in regard to processing time and the amount of process instances that can be 
mined and analyzed. At this point of time it also remains unclear if the identified 
starting points can actually be transferred successfully into the design of automated 
business process analysis methods. But first results from consecutive research that 
bases on the results presented in this paper that will be published in forthcoming arti-
cles provide a positive indication.6 
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Abstract. Im Zuge des Bologna-Prozesses hat die Studierbarkeit von Studien-
gängen enorm an Bedeutung gewonnen. Gleichzeitig nutzen immer mehr Hoch-
schulen moderne Campus-Management-Systeme zur Verwaltung des gesamten 
studentischen Lebenszyklus. In diesem Artikel zeigen wir einen allgemeinen 
Ansatz, mit dem die vorhandenen Datenbestände in einer heterogenen IT-
Hochschulstruktur effizient genutzt werden können. Grundlegendes Element 
sind generisch formulierte Abfragen, die vom Nutzer seinen individuellen Be-
dürfnissen entsprechend konfiguriert werden können. Darauf aufbauend stellen 
wir eine Erweiterung vor, mit der sich Massenstatistiken zu individualisierten 
Auswertungen erweitern lassen. Wir beschreiben die konkrete Implementierung 
an der Universität Göttingen und erarbeiten generelle Kriterien für den Einsatz 
solcher Statistiken zur Übertragung auf andere Hochschulen. 
Keywords: Campus-Management-System, Generische Abfragen, Self-Services, 
Ranking, Studierendendaten 
1 Einleitung 
Die Umstellung auf modularisierte Studiengänge und die Modernisierung bestehender 
Campus-Management-Systeme gehören seit mehreren Jahren zu den größten Heraus-
forderungen in der deutschen Hochschullandschaft [1], [2]. Effizientes Studieren in 
neuen Strukturen und bei begrenzten Ressourcen kann durch ebenso effiziente Mana-
gement- und Informationsstrukturen und -systeme zielgerichtet unterstützt werden, 
indem diese optimal auf die Prozesse der Hochschule abgestimmt werden. Hierzu 
werden gute Steuerungs- und Planungsinformationen benötigt [3]. Darüber hinaus 
gibt es u. a. durch Steigerung der Mobilität vermehrten Bedarf an individueller Bera-
tung, z. B. bei Hochschulwechsel und Auslandsaufenthalten.  
Gleichzeitig ist durch die in Studierendeninformationssystemen gespeicherten Da-
ten an allen Hochschulen ein großes Potential für quantitative Aussagen entstanden. 
Dieses kann als Entscheidungsinstrument im Kontext analytischer Informationssys-
teme [4] für Studiendekanate, Prüfungsämter und Hochschulleitung sowie als Bera-
tungsinstrument für Studierende genutzt werden, sofern die Daten geeignet aufbereitet 





mit evolutionär auf die spezifische Situation bestimmter Fachbereiche optimierten 
Einzellösungen. Sie ist damit beschränkt durch die begrenzte Verfügbarkeit der dafür 
benötigten zentralen und dezentralen Spezialisten. 
Ziel dieses Beitrags ist aufzuzeigen, wie durch eine generalisierte Formulierung 
von Abfragen ein standardisiertes Berichtswesen so aufgebaut werden kann, dass 
Abfragen bei zwischen den Fakultäten heterogenen fachlichen Anforderungen den-
noch hochschulweit effizient bereitgestellt und genutzt werden können. So wird das 
Konzept der effizienten Business Intelligence im Sinne einer „Campus Intelligence“ 
auch auf Hochschulen übertragen. 
Nach einer kurzen Einführung in Campus-Management-Systeme und die konkrete 
universitäre Systemlandschaft stellen wir unseren allgemeinen Ansatz zur generischen 
Erstellung von Massenstatistiken vor. Anschließend wird dieser Ansatz weiterentwi-
ckelt, um unter Beibehaltung des generischen Charakters individualisierte Aussagen 
treffen zu können. Dabei werden jeweils die Rahmenbedingungen für einen erfolgrei-
chen Einsatz diskutiert und beispielhaft die konkrete Implementierung an der Georg-
August-Universität Göttingen vorgestellt. Vor dem abschließenden Fazit diskutieren 
wir Chancen und Risiken unseres Ansatzes und seiner Umsetzung. 
2 Campus-Management-Systeme 
2.1 Campus-Management-Systeme in der wissenschaftlichen Literatur 
In den letzten Jahren haben sich einige Autoren mit Campus-Management-Systemen 
beschäftigt, was sich zum Beispiel auch am expliziten Call for Paper und den zahlrei-
chen Beiträgen zu diesem Thema bei der Konferenz Wirtschaftsinformatik 2009 zeig-
te. Auffällig ist, dass die meisten Beiträge auf diesem Gebiet in der deutschsprachigen 
Literatur zu finden sind. Der Begriff Campus-Management-System wird in den Arti-
keln oft ähnlich definiert. So sehen alle Autoren die Integration verschiedener Aufga-
ben und Datenbestände von Hochschulen als Kernaufgabe eines Campus-
Management-Systems (CMS) an [1], [6], [7]. Ähnlich wie bei integrierter Standard-
software im betrieblichen Umfeld wird auch bei CMS die Daten-, Funktions- und Pro-
zessintegration der akademischen Verwaltung in den Vordergrund gestellt [6]. Die 
typischen phasenspezifischen Aufgaben des studentischen Lebenszyklus, welche 
durch ein CMS abgedeckt werden sollten, sind: Bewerbung, Zulassung, Im- und Ex-
matrikulation, Beurlaubungen/Auslandsaufenthalte, Prüfungsverwaltung und 
Alumnimanagement. Viele dieser Funktionen werden webbasiert als Self-Service für 
Studierende angeboten, Auswertungs- und Beratungsinstrumente allerdings eher sel-
ten [5]. 
In einer breiteren Sichtweise umfasst ein CMS weitere Aufgaben, zu denen bspw. 
Personenverzeichnisse, Raumplanung, Curriculaplanung, Modulverzeichnisse, eLear-
ning und auch ein Forschungsmanagement gehören. In der Implementierung unseres 
Ansatzes werden wir vor allem die Aspekte der studentischen Prüfungsverwaltung 





Verwaltung und Hochschulmitarbeiter in der Studienberatung, (Studien)dekanaten 
oder Prüfungsämtern betroffen sind. 
Die wissenschaftliche Literatur hat sich bislang vorrangig mit dem operativen Ein-
satz von CMS beschäftigt, wie bspw. mit Vergleichskriterien und Anbieterauswahl 
[8] sowie Einführungsleitfäden, Best-Practices oder Rahmenbedingungen der Einfüh-
rung [3], [6], [7], [9], [10]. Ebenso finden Wirtschaftlichkeitsbetrachtungen statt [1], 
[11]. Die Analysemöglichkeiten der Datenbestände oder die integrierten Funktion der 
CMS dazu wurden bislang kaum betrachtet. 
IT-Systeme an Hochschulen sind oft historisch gewachsen und werden erst jetzt in-
tegriert, was zahlreiche Probleme mit sich bringt [1] und u. a. auch standardisierte 
Abfragen erschwert. Neben der reinen Prozessunterstützung sollten CMS die Datenin-
tegration zum Ziel haben, um so bspw. redundante Datenhaltung und damit einherge-
hend doppelte Datenerfassungen zu vermeiden. Ein integriertes Campusmanagement 
ist an deutschen Hochschulen aber eher die Ausnahme denn die Regel. Als Haupt-
grund hierfür werden vor allem die hohe Dezentralisierung und Selbstständigkeit von 
Fakultäten angeführt [10], [12]. Dies führt zur Autonomie bei der Softwareauswahl, 
zu abgegrenzten Datenbeständen, Prozessbrüchen bei übergreifenden Aufgaben und 
hoher Spezialisierung der eingesetzten Lösungen [10]. 
2.2 Systemlandschaft an der Universität Göttingen 
Für die Implementierung eines integrierten Campus-Management-Systems stehen 
zwei grundsätzliche Ansätze zur Wahl [13]: 
1. Einsatz eines (einzigen) hochintegrierten Systems, in dem sämtliche CMS-
Prozesse abgebildet sind oder 
2. Geeignet gewählte spezialisierte Einzelsysteme, die durch Schnittstellen verknüpft 
sind. 
Die Anzahl an Hochschulen, die ein hochintegriertes System einführen oder einset-
zen, hat in den vergangenen Jahren nur langsam zugenommen. Die mit einem solchen 
Schritt verbundene Bindung an einen einzigen Anbieter sowie das Risiko eines größe-
ren Systemwechsels können zwei Ursachen dafür sein, dass universitäre Entscheider 
und Verantwortliche den Markt hochintegrierter CMS aufmerksam, aber eher abwar-
tend begleiten.  
An der Universität Göttingen, einer mittelgroßen Universität mit 25.000 Studieren-
den, wurde der zweite Ansatz erfolgreich umgesetzt, wie in [14] ausführlich beschrie-
ben. Eine Übersicht über die verknüpften Systeme ist in Abb. 1 dargestellt. Aus Stu-
dierendensicht wurden die spezialisierten Einzelsysteme in eine gemeinsame Portal-
oberfläche integriert [15], so dass für diese Anwendergruppe die Unterschiede zwi-
schen den beiden Ansätzen verschwinden. 
Die in diesem Artikel beschriebenen generischen Massenstatistiken und individua-
lisierten Auswertungen lassen sich gleichermaßen in hochintegrierten Systemen und 
in verknüpften Einzelsystemen einsetzen. Erstere speichern alle Informationen ohne-
hin in einer gemeinsamen Datenbank. Wesentliche Voraussetzung für die Generalisie-





Systemen, nicht aber zwischen Organisationseinheiten (z. B. Studiengängen, Fakultä-
ten) existieren. Diese Voraussetzung wird auch von verknüpften Einzelsystemen er-
füllt, da auch hier für jede Aufgabe (z. B. Prüfungsverwaltung, E-Learning) ein ein-
heitliches System zum Einsatz kommt und die Daten damit innerhalb der Universität 
jeweils in einer gemeinsamen Datenbank vorliegen.  
 
Abb. 1. Verknüpfung spezialisierter Systeme zu einem integrierten Campus-Management-
System, Universität Göttingen 
3 Massenstatistiken in Form generischer parametrisierter 
Abfragen 
3.1 Von der manuellen Auswertung zur Massenstatistik als 
Selbstbedienungsfunktionalität 
Für das weitere Verständnis definieren wir zunächst die zentralen Begriffe dieses 
Beitrags: Unter einer Abfrage (query) verstehen wir die in formaler Sprache hinterleg-
te Logik, um aus einem Datenbestand bestimmte Informationen zu gewinnen. Die 
konkret ausgegebenen Ergebnisdaten bezeichnen wir als Auswertung oder synonym 
als Statistik. Wird dabei über eine größere Anzahl von Individuen (z. B. Studierenden) 
aggregiert, so sprechen wir von einer Massenstatistik; enthält die Abfrage dagegen 
das konkrete Individuum als einen Parameter, so sprechen wir von einer individuali-
sierten Statistik. Wir werden später in Abschnitt 4 sehen, dass beide Begriffe kombi-
niert werden können. 
Wie bereits in der Einleitung geschildert, bilden die in Studierendeninformations-
systemen gespeicherten Daten ein großes Potential für quantitative Aussagen. Ein 
wichtiges Anwendungsgebiet ist das Studiengangsmonitoring. Hierunter wird die 
Erhebung und Auswertung von Daten verstanden, welche Auskünfte über die Leis-





externen Interessenten wie den Akkreditierungsagenturen und den statistischen Lan-
desämtern gilt es vor allem interne Interessenten mit aussagekräftigen Daten und 
Auswertungen zu unterstützen. Drei Nutzergruppen bilden die Hauptzielgruppen un-
ter diesen internen Nutzern: Prüfungsämter, Studiendekanate und Studienberatungen. 
Ähnliche Strukturen finden sich im „Studienmanagement“ anderer Hochschulen [10].  
Naheliegend ist, zunächst manuell einzelne Auswertungen zu spezifischen Frage-
stellungen zu erstellen. Das für die Erstellung notwendige Fachwissen über die Da-
tenstrukturen etc. ist jedoch nur bei den wenigen mit dem System betrauten Mitarbei-
tern vorhanden, die mit Einzelabfragen schnell an ihre Kapazitätsgrenze stoßen. 
Um die Auswertungen effizient als Informationsinstrument etablieren zu können, 
empfiehlt sich daher eine standardisierte Vorgehensweise. Dies gilt insbesondere, da 
typische Fragestellungen im Hochschulkontext in gleicher oder ähnlicher Form wie-
derholt auftreten. Die Abfragen selbst können also von vorn herein generisch formu-
liert werden, um so hochschulweit für alle Anwender nutzbar zu sein. 
Um die spezifischen Informationsbedarfe der Anwender zu befriedigen, müssen 
diese ihre Einschränkungen als Parameter angeben können. Für diese Parameter un-
terscheidet man zwei Arten: 
1. Filter-Parameter: nur Datensätze, die das entsprechende Kriterium erfüllen, werden 
in die Abfrage einbezogen („WHERE“) 
2. Gruppierungs-Parameter: Die Ergebnisse werden nach allen möglichen Werten des 
Parameters aufgeschlüsselt dargestellt („GROUP BY“) 
Zur näheren Erläuterung betrachten wir ein Beispiel aus der Prüfungsverwaltung:  
Wie viele Credits erreichen Studierende durchschnittlich? 
Auf Datenebene bildet man hier einen Mittelwert in der entsprechenden Tabelle. Bei 
einer auf Anforderung manuell erstellten Statistik würde diese Abfrage beispielsweise 
für alle Fachsemester eines konkreten Studiengangs durchgeführt. Als generische 
Abfrage formuliert ist der Studiengang ein möglicher Filter-Parameter, das Fachse-
mester ein Gruppierungs-Parameter. Im Ergebnis erhält man damit eine für das 
Studiengangsmonitoring für den Aspekt „Studierbarkeit“ grundlegende Abfrage: 
Wie viele Credits erreichen Studierende ausgewählter Studiengänge in welchem 
Fachsemester durchschnittlich? 
Ohne größeren Aufwand lassen sich die Parameter durch weitere, ggf. optionale er-
gänzen (Kohorte, Studienabschluss ja/nein usw.) sowie Filter- und Gruppierungspa-
rameter gegeneinander tauschen. Damit können effizient weitere Auswertungsmög-
lichkeiten in dieselbe Abfrage integriert werden.  
Der hier vorgestellte generalisierte Ansatz ermöglicht die automatisierte Beantwor-
tung von Anfragen. Ein Spezialist ist nur für die initiale Erstellung bzw. Erweiterung 
der Anfragen erforderlich. Die unterschiedlichen Abläufe bei manueller Beantwor-
tung von einzelnen Anfragen und Generalisierung von Auswertungen ist in Abb. 2 
dargestellt. Die Abfragen können in einem webbasierten System hinterlegt werden, in 
dem Endanwender selbst die Parameter über entsprechende Eingabefelder (z. B. 
Dropdowns) einstellen und sich so die Auswertung entsprechend der individuellen 





verfügbarkeit vor allem eine Entlastung des administrativen Personals. Andere Fach-
anwender könnten durch die Verfügbarkeit generischer Auswertungen überhaupt erst 
dazu angeleitet werden, den verfügbaren Datenbestand auch zu nutzen. 
 
Abb. 2. Vergleich des Ablaufs bei manueller und generalisierter Auswertung 
3.2 Notwendige strukturelle Rahmenbedingungen 
Entscheidende Voraussetzungen, damit generische Abfragen tatsächlich hochschul-
weit verwendet werden können, sind  
1. standardisierte Regelungen, welche 
2. standardisiert im Campus-Management-System hinterlegt und 


















Abb. 3. Standardisierte, zeitlich konstante Abbildung im CMS (schematisch dargestellt) basie-
rend auf standardisierten Regelungen ist Voraussetzung, dass Abfragen durch Parameter gene-






Ohne Standardisierung der Regelungen ist eine Generalisierung der Abfragen nicht 
möglich, da zu viele Einzelfälle bedacht werden müssten. Zur Erfüllung des ersten 
und des dritten Punktes bedarf es deshalb vor allem klarer organisatorischer Rahmen-
bedingungen. Die Herausforderung besteht darin, diese Standardisierung in der häufig 
dezentralen Organisationsstruktur von Hochschulen [10] umzusetzen und dabei auf 
bestehende Fächerkulturen Rücksicht zu nehmen. Hierfür empfiehlt sich  
1. im Rahmen einer kontinuierlichen Prozessanalyse die zu standardisierenden Rege-
lungen und Daten zu identifizieren, 
2. zentral jeweils einige (wenige!) Varianten zu entwickeln, die – soweit zeitlich rea-
lisierbar – in Pilotbereichen erprobt werden und 
3. anschließend konsequent auf die Einhaltung dieser Standards in allen Bereichen zu 
achten. 
Durch diese eingeschränkte Wahlmöglichkeit können die lokalen Verantwortlichen 
ihr inhaltliches Fachwissen einbringen, während die formalen und strukturellen Fra-
gen zentral geklärt werden. Gleichzeitig ermöglicht dies eine optimale datentechni-
sche Unterstützung im CMS (Voraussetzung 2).  
3.3 FlexStat: Implementierung an der Universität Göttingen 
In diesem Abschnitt soll beispielhaft gezeigt werden, wie der beschriebene Ansatz 
generischer, parametrisierter Abfragen an der Universität Göttingen implementiert 
wurde. Im zentralen Prüfungsverwaltungssystem (FlexNow) sind die Prüfungsdaten 
aller seit 2004 modularisierten Studiengänge erfasst. Über eine Schnittstelle sind die 
Daten mit den Stammdaten aus dem Studierendenverwaltungssystem (HIS-POS) 
verknüpft. Derzeit werden ca. 200 Bachelor- und Masterstudienfächer verwaltet. Älte-
re Magister- oder Diplomstudiengänge wurden darüber hinaus teilweise erfasst. Aktu-
ell liegen so ca. 1,1 Millionen einzelne Prüfungsleistungen von ca. 46.000 Studieren-
den vor. 
Diese umfangreiche Datengrundlage wird seit 2008 wie oben beschrieben für sta-
tistische Auswertungen verfügbar gemacht. Hierzu wurde das Statistikportal FlexStat 
eigens entwickelt und beständig weiter ausgebaut [16]. Mitte 2012 umfasst es 470 
Abfragen, die nach Anwendungsgebieten gegliedert sind. Neben den 140 Nutzern aus 
Prüfungsämtern, Studiendekanaten und Studienberatungen haben alle Lehrenden und 
Studierenden nach Anmeldung Zugriff auf das Portal. Die jeweiligen Gruppen haben 
unterschiedliche Informationsbedarfe und Berechtigungen. So müssen beispielsweise 
Studienberater für ihre Arbeit individuelle Studierendendaten sehen, während die 
Studiendekanate dies im Rahmen der aggregierten Betrachtung von Studiengängen 
nicht müssen. Aus diesem Grund wurde in Zusammenarbeit aller Interessensgruppen 
inkl. der Studierenden ein Rechtekonzept erarbeitet (siehe Tabelle 1). Dadurch ist ein 
verbindlicher Rahmen für zulässige Auswertungen gegeben. Die Zugehörigkeit zu 
einer bestimmten Nutzergruppe wird aus den für die Authentifizierung verwendeten 
Daten ermittelt. Grundsätzlich finden aggregierte Auswertungen aus Datenschutz-





Tabelle. 1. Rechtekonzept des Statistikportals Flexstat 
Nutzergruppe Sichtbarkeit von … 
Studierende Eigenen Daten, aggregierte Daten (Prüfungstermine, freie Kurse, No-
tenspiegel), Vergleichsrankings 
Studiendekanate Aggregierte Daten u. a. zu Studiengängen und Prüfungen, bspw. über 
ECTS und Noten, Fallzahlen 
Studien-
beratungen 
Aggregierte Daten u. a. zu Studiengängen und Prüfungen, bspw. über 
ECTS und Noten, Fallzahlen 
Bei Zustimmung der Studierenden: Individuelle Personendaten 
Prüfungsämter Daten einzelner Studierender zur Umsetzung von Prüfungs- / Zulas-
sungsordnungen; Aggregierte Daten auch zur Fehleranalyse und zum 
Support 
Lehrende Daten eigener Prüfungen, max. 8 Jahre rückwirkend 
 
Anwendungs- und Datenbanklogik sind in FlexStat strikt getrennt. Der für die auszu-
wertende Datenbank zuständige Spezialist kann das von ihm generisch formulierte 
SQL-Statement direkt in eine XML-basierte FlexStat-Konfigurationsdatei kopieren. 
Anschließend sind dort die vom Anwender wählbaren Parameter zu definieren und 
Metadaten zur Dokumentation zu hinterlegen. Für obige Beispielabfrage ist das ent-
sprechende XML-Fragment unten auszugsweise dargestellt. Dabei werden die Tags 
„?“ jeweils durch die gewählten Filterparameter ersetzt. Der Filterparameter „Kohor-
te“ ist im Beispiel optional, d. h. der Anwender muss hier keine Beschränkung vor-
nehmen. Somit wird eine größere Flexibilität und Generalisierung erreicht, da entwe-
der alle Kohorten oder nur eine Auswahl analysiert werden können. Das optionale 
Kriterium wird im SQL-Statement markiert und bei Nichtauswahl herausgenommen. 
Die Gruppierungsmerkmale sind ebenfalls angeführt. In Abbildung 4 ist die sich er-
gebende Anwendersicht der Parameterauswahl und der Ergebnisdarstellung zu sehen. 
<Query Name="Kreditpunkteverteilung eines Studiengangs 
(nach Fachsemester)" NeedsRights="true" ID="0236"> 
<Description>Kreditpunkteverteilung eines Studiengangs in 
einem gewählten Semester (Kohorte).</Description> 
<Sql> 
 <![CDATA[ 
 select studiengang as "Studiengang", [...] 
 where studfach in (?) /*<semesternr:2>*/ and kohorte in 
 (?) /*</semesternr:2>*/ [...] 
 group by studiengang,kohorte, [...] 
 ]]> 
</Sql> 
<Parameter Order="1" Name="Studiengang" Field="studfach" 
DataType="string" /> 
<Parameter Order="2" Name="Kohorte" Field="semesternr" 






Abb. 4. Parameterauswahl und Ergebnisdarstellung im Statistikportal Flexstat 
3.4 Beispiele für generische Abfragen: Anerkennungsdatenbank und weitere 
Anwendungen 
Neben der bereits erwähnten Auswertung der Creditanzahl für Studienfächer und 
Fachsemester existieren zahlreiche weitere Abfragemöglichkeiten, welche sich durch 
geeignete Parametrisierung als hochschulweit nutzbar formulieren lassen. Zu den am 
häufigsten genutzten Kategorien zählen dabei folgende Beispiele: 
─ Notenspiegel für Module 
─ Übersichten über Prüfungstermine für Studiengänge oder für Stichtage zur Ver-
meidung von Überschneidungen 
─ Abschlussstatistiken über Noten und Dauer für Kohorten oder Studiengänge 
─ Kreuztabellen zu Notenschnitten und Creditanzahl für einen Studiengang 
─ Korrekturdauer von Prüfungsleistungen für (Re-)Akkreditierungsanträge und für 
das interne Qualitätsmanagement 
Bestimmte Interessensgruppen haben darüber hinaus Zugriff auf speziellere Abfragen. 
So kann die Studienberatung bspw. auswerten, welche Studierende bestimmte Module 
noch nicht belegt oder bestimmte Voraussetzungen nicht erfüllt haben, um so die 
Einhaltung von Prüfungsordnungen zu überwachen und Studierenden ggf. Beratung 
anbieten zu können. 
Studierende können neben allgemein zugänglichen Informationen wie Notenspie-
geln und Klausurterminen auch Informationen zur Anerkennungspraxis abfragen. 
Diese Abfrage ermöglicht die Anzeige bereits anerkannter (bzw. nicht anerkannter) 
Leistungen anderer Hochschulen und deren Äquivalenz an der Universität Göttingen. 
So ist es den Studierenden jederzeit und selbstständig möglich, einen Auslandsaufent-
halt und die damit verbundenen Leistungen im Vorhinein und unabhängig von Studi-
enberatungen oder Prüfungsämtern zu planen. Insgesamt konnten die Anfragen bei 
Prüfungsämtern und Studienberatungen so deutlich reduziert werden. Durch diese 
Vereinfachung des Anerkennungsprozesses und dessen Planung wird eine der Säulen 
des Bologna-Prozesses unterstützt. Die Hochschulrektorenkonferenz hat diese Aner-





4 Individualisierte Abfragen 
4.1 Generische individualisierte Abfragen als Standardfunktion im CMS 
Mit den im vorherigen Abschnitt beschriebenen generischen Massenstatistiken erhal-
ten vor allem zentrale und dezentrale Entscheider in Hochschulen einen Mehrwert. 
Streng betrachtet wird damit zunächst das Niveau eines Data Warehouse erreicht. 
Auch mit solchen Analysesystemen ließen sich die Abfragen bereitstellen, allerdings 
erscheint die Handhabung im Umfeld fehlender Standards für Hochschulen auf Seiten 
der Hersteller aufwändiger. Zudem ist fraglich, wie sich diese Systeme für die Nut-
zung durch mehrere zehntausend Nutzer (Studierende, Lehrende, Verwaltung) eignen. 
In diesem Abschnitt wird gezeigt, wie durch individualisierte Abfragen im eigen-
entwickelten Portal das Potential der im CMS gesammelten Daten noch wesentlich 
umfangreicher genutzt werden kann. 
Studienverlaufsbescheinigungen und Nachweise über erbrachte Prüfungsleistungen 
sind Beispiele individualisierter Auswertungen. Während man erstere in gängigen 
CMS schon seit über zehn Jahren automatisiert in Selbstbedienung erstellen kann, ist 
die Erstellung von Leistungsnachweisen vielfach noch ein manueller Vorgang. Er 
wird in gewissem Grad durch ein CMS unterstützt, die Erstellung selbst erfolgt aber 
nicht durch den Nutzer (Studierenden) sondern durch einen kundigen Sachbearbeiter. 
Ein Hemmnis für eine Umsetzung als Selbstbedienungsfunktion sind (historisch be-
dingte) Akzeptanzprobleme bei den ausstellenden Einrichtungen. Ein weiterer, noch 
wesentlicherer Grund ist die nicht ausreichende Standardisierung und Kontinuität der 
zu Grunde liegenden Ordnungen und ihrer datentechnischer Umsetzung. Auch hier 
müssen die im Abschnitt 3.2 genannten Voraussetzungen für die Generalisierung von 
Abfragen erfüllt sein. Erst dann lassen sich individuelle Abfragen so generisch hinter-
legen, dass auf manuelle Schritte (und Kontrolle) verzichtet werden kann. 
Umgekehrt ist es bei Erfüllung der Voraussetzungen möglich, den generischen An-
satz auch auf Prozesse im CMS selbst anzuwenden. In diesem Sinne entwickelt wurde 
beispielsweise ein geeignet parametrisiertes Zeugnistemplate, mit dem alle Zeugnis-
dokumente für sämtliche (über 100) modularisierten Studiengänge der Hochschule 
erstellt werden. Neben erheblich erleichterter Wartbarkeit ermöglicht dies ein einheit-
liches Dokumentenlayout und damit einen hochschulweiten hohen Grad an Corporate 
Identity. 
Den genannten Beispielen gemeinsam ist, dass für eine Auswertung jeweils nur die 
Daten eines einzelnen Individuums betrachtet werden. Wir werden deshalb im Fol-
genden zeigen, wie individualisierte Auswertungen und parametrisierte Massenstatis-
tiken zu generischen, individualisierten Massenstatistiken kombiniert werden können. 
Die im CMS vorhandenen Datenmengen werden für den einzelnen Studierenden 
nutzbar gemacht, so dass er sie im Kontext seiner Studierendengruppe mit vergleich-
baren Merkmalen (z. B. seiner Kohorte) sieht. Für zwei typische Fragen 
1. „Wie ist mein eigener Leistungsstand relativ gesehen einzuordnen?“ und 





wird in den folgenden Abschnitten die Umsetzung in FlexStat beispielhaft vorgestellt. 
Gleichzeitig beschreiben wir dabei die Eigenschaften dieser Erweiterung des vorge-
stellten generischen Ansatzes. 
4.2 Rankings und Selbsteinschätzung 
Studierenden stehen nur wenige Hilfsmittel zur Verfügung, ihren eigenen (relativen) 
Leistungsstand zu beurteilen [5]. Notenspiegel einzelner Prüfungen geben nur einen 
momentanen Ausschnitt wieder. Aus Gesprächen mit Kommilitonen gewonnene In-
formationen sind u. U. auch nicht aussagekräftig genug, da deren Einschätzungen 
(insbesondere im Anschluss an Prüfungssituationen) ebenfalls subjektiv geprägt sind. 
Objektive Informationen unterstützen die eigene Studienplanung, ggf. auch in Hin-
blick auf einen möglichen Wechsel des gewählten Studienfachs. Sie ermöglichen eine 
realistischere Bewertung der eigenen Chancen für die Bewerbung um einen Master-
platz oder ein Stipendium.  
Ein Kriterium hierfür ist das mit Credits gewichtete arithmetische Mittel der bisher 
bestandenen Prüfungen (Durchschnittsnote). Hieraus lässt sich bei entsprechender 
Standardisierung der Daten eine hochschulweit nutzbare Abfrage ableiten, mit der 
Studierende ihre Durchschnittsnote mit denen anderer Studierender ihrer eigenen 
Kohorte vergleichen können. Dargestellt werden (aus Datenschutzgründen anonymi-
siert) Notenschnitt und Gesamtcredits der drei besten Studierenden und zum Ver-
gleich die eigenen Daten sowie die Kohortengröße insgesamt. 
Typisch für eine solche generische, individualisierte Massenstatistik ist, dass die 
Parameter (hier: Matrikelnummer, Studienfach, Kohorte) nicht vom Anwender einge-
geben werden müssen, sondern automatisch aus der Benutzerauthentifizierung beim 
Login ermittelt werden können. Die Abfrage ist somit aus Anwendersicht besonders 
einfach zu nutzen. Sie hat unter Studierenden eine hohe Bekanntheit und Akzeptanz 
und ist mit bisher über 100 000 Aufrufen die am meisten genutzte Abfrage in Flex-
Stat. Rückmeldungen von Studienberatern und Prüfungsämter zeigen, dass Studieren-
de seitdem deutlich objektiver über ihren Leistungsstand informiert sind. Bislang sind 
keine negativen Auswirkungen (z. B. Demotivation) bekannt. 
4.3 Automatisierte Modul- und Studienverlaufsempfehlungen 
Studierende benötigen Empfehlungen für die von ihnen zu belegenden Module. Auf 
formaler Ebene werden diese durch Muster-Studienverlaufspläne in Prüfungs- bzw. 
Studienordnungen gegeben; darüber hinaus oftmals weiter aufbereitet in (statischen) 
Studieninformationsangeboten. Diese Verlaufspläne orientieren sich fast immer an 
einem Studium in Regelstudienzeit, welches in der Praxis eher die Ausnahme als die 
Regel darstellt. Zudem werden Modulempfehlungen theoretisch erdacht, was zu Prob-
lemen in der realen Umsetzung dieser Modul(abfolge-)empfehlungen führen kann. 
Das geschieht beispielsweise, wenn Studierende ein Semester im Ausland verbringen 
und Pflichtmodule, welche in diesem Semester angedacht sind, nicht belegen können. 
Mit dem in diesem Artikel vorgestellten Ansatz generischer, individualisierter 





geben: Datengrundlage ist der tatsächliche typische Studienverlauf im Studienfach 
des Studierenden insgesamt unter Berücksichtigung seines bisherigen individuellen 
Studienverlaufs. 
Hierzu wird eine Liste von Modulen wie folgt zusammengestellt: 
1. Ermittlung aller Module, die von Studierenden des Studienfachs im gleichen oder 
geringen Fachsemester bestanden wurden 
2. Sortieren der Liste nach der Häufigkeit, von wie vielen Studierenden in diesen 
Fachsemestern das Modul bestanden wurde 
3. Streichen aller Module, die der Studierende selbst bereits bestanden hat 
4. Streichen aller Module, die nicht mehr angeboten werden 
5. Ausgabe der ersten Module der Liste (Gesamt-Workload maximal zwei Semester) 
Als Ergebnis erhält der Studierende eine Liste von Modulen, die Studierende in ver-
gleichbarer Situation im aktuellen und ggf. nächsten Semester belegen würden.  
In der tatsächlichen Implementierung sind die fünf Schritte in einem SQL-
Statement zusammengefasst. Die Empfehlung lässt sich noch verfeinern, indem man 
sich bei ausreichender Größe des Studienfachs optional auf die Studierenden be-
schränkt, die tatsächlich ihr Studium erfolgreich abgeschlossen haben. Dies würde 
zudem die Relevanz der Empfehlung erhöhen, da diese Modulabfolge offensichtlich 
zu einem erfolgreichen Studium (evtl. sogar in Regelstudienzeit) verhilft. 
An diesem Beispiel sieht man eine weitere typische Eigenschaft der im hier vorgel-
stellten Ansatz erstellten Abfragen: Aus generischen, individualisierten Massenstatis-
tiken kann man wiederum parametrisierte Massenstatistiken ableiten. Entfernt man in 
obigem Ablauf den Schritt (3) und parametrisiert mit Studiengang und Fachsemester, 
so erhält man eine Häufigkeitsverteilung der Module, die bis zu einem bestimmten 
Fachsemester bestanden wurden. Verantwortliche können so Muster-
Studienverlaufspläne mit den tatsächlichen aggregierten Studienverläufen abgleichen 
und dies als Grundlage für die Weiterentwicklung ihres Studiengangs verwenden. 
5 Chancen und Grenzen generischer Abfragen 
Der in diesem Beitrag vorgestellte Ansatz, Abfragen grundsätzlich allgemeingültig 
für die gesamte Hochschule zu entwickeln, ist die konsequente Ausweitung einer 
Standardisierungsstrategie von den verwendeten CMS auf die darauf aufbauenden 
statistischen Auswertungen. Wie in Abschnitt 3.2 gezeigt wurde, sind derartige Stan-
dards, welche die für Hochschulen typische Diversität berücksichtigen, gleichzeitig 
wesentliche Voraussetzung für eine erfolgreiche Implementierung. 
Nach unseren Erfahrungen erhöht die erfolgreiche Etablierung eines webbasierten 
Auswertungssystems bei dezentralen Akteuren die Akzeptanz des Campus-
Management-Systems und der damit verbundenen Umstellung auf zunächst vorrangig 
zentral gesteuerte Standards. Ursache ist der für alle Nutzergruppen spürbare Mehr-
wert, aus dem CMS bei Bedarf einfach und ohne Mitwirkung Dritter Informationen 





Im hier vorgestellten generischen Ansatz gelingt das ohne wesentlichen Mehrauf-
wand hochschulweit. Sobald eine Abfrage für eine Einrichtung bereitgestellt ist, kann 
sie gleichzeitig von sämtlichen vergleichbaren Nutzern verwendet werden. Dies wird 
sehr gut den Abläufen an einer Hochschule gerecht: Prozesse laufen in verschiedenen 
Bereichen mit unterschiedlicher Geschwindigkeit ab; allein deshalb wiederholen sich 
vergleichbare statistische Anforderungen. Zudem können sich die hochschulinternen 
Nutzer so von bestehenden Auswertungsmöglichkeiten „inspirieren“ lassen und die 
vorhandene Datengrundlage so nicht nur besser erschließen, sondern auch die Aus-
wertungsideen anderer Nutzer in ihre eigene Arbeit einfließen lassen. Dies fördert 
dann wiederrum die Standardisierung und Qualität der Auswertungen. 
Durch Auswertungen über das Auswertungssystem selbst wie beispielsweise die 
Nutzungsstatistik können Abfragen so organisiert werden, dass nutzergruppenspezi-
fisch besonders häufige verwendete Abfragen hervorgehoben werden. So können 
auch sporadische Nutzer die aktuell im Universitätsgeschehen für sich relevante Ab-
frage effizient auffinden. 
Aus Unterschieden im Nutzungsmuster zwischen bestimmten Fächergruppen lässt 
sich die Akzeptanz des Systems ermitteln. Da diese auch von der Qualität der für den 
jeweiligen Nutzer erzielbaren Aussagen abhängt, lassen sich so indirekt Schlüsse 
ziehen, inwieweit die für die Generalisierung von Abfragen notwendigen Vorausset-
zungen (Einhaltung hochschulweiter Standards) in der jeweiligen Einrichtung umge-
setzt sind. 
Naheliegend ist, die Nutzung des Auswertungssystems selbst weitergehend auszu-
werten: Sind die Abfragen zielgruppengerecht? Nutzen z. B. Studierende in entspre-
chender Fachsemesterlage zur Vorbereitung von Auslandsaufenthalten die bereitge-
stellten Abfragen? Hieraus lassen sich gezielt Potentiale zur Weiterentwicklung des 
hier vorgestellten Ansatzes und seiner Implementierung ableiten. 
Die für die Studierendengruppe bereitgestellten Abfragen ermöglichen einen we-
sentlich schonenderen Umgang mit administrativen Beratungs- und Betreuungsres-
sourcen. Auf Grund der Größe der Nutzergruppe kann schon eine einzelne generisch 
implementierte generalisierte Abfrage hochschulweit wesentliche Auswirkungen 
haben. Besonderes Augenmerk ist dabei darauf zu richten, dass notwendige persönli-
che Beratung nicht durch automatisierte Auskünfte ersetzt wird. Im hier vorgestellten 
Ansatz gelingt das deshalb gut, weil wie oben gezeigt aus generischen individualisier-
ten Massenstatistiken im Allgemeinen parametrisierte Massenstatistiken ableitbar 
sind. Generische Rankings können beispielsweise in nicht aggregierter Form zur pro-
aktiven Beratung genutzt werden. 
Überraschend häufig gibt es Nutzeranfragen, dass die für aggregierte Massenstatis-
tiken festgelegte Mindestanzahl von zehn Studierenden zu groß sei. Für eine untere 
Grenze in dieser Höhe sprechen (datenschutzrechtliche) Bedenken hinsichtlich der 
Identifikation einzelner Studierender. Noch wesentlicher ist die geringe Aussagekraft 
aufgrund großer Varianz beispielsweise einer Statistik der Notenverteilung über eine 
Kohorte mit drei Studierenden. Denkbar wäre hier, den generischen Ansatz so zu 
erweitern, dass bei bestimmten Filter-Parametern (z. B. Kohorte, Studiengang) beim 
Unterschreiten der Mindestanzahl an Datensätzen parameterabhängig der Datenum-




















von Studiengängen. Prinzipiell lässt sich dies generisch abhängig vom Filter-
Parameter realisieren, unabhängig von der Abfrage selbst. 
In der derzeitigen Implementierung werden Statistiken ausschließlich in Echtzeit 
aus dem Datenbestand generiert. Dies entspricht dem Hauptbedürfnis der Nutzer-
gruppen nach möglichst aktuellen Daten. Die Daten zurückliegender Semester bleiben 
in der Regel ohnehin unverändert.  
6 Fazit und Ausblick 
In diesem Beitrag wurde ein Ansatz beschrieben, mit dem Hochschulen effizient die 
in Campus-Management-Systemen vorhandenen Daten nutzen können. Damit lassen 
sich sowohl allgemeine Aussagen für Verantwortliche und Entscheider als auch indi-
vidualisierte Aussagen für Studierende treffen. Grundidee ist, Abfragen konsequent 
zu generalisieren. Es wurde aufgezeigt, wie die entsprechenden organisatorischen und 
strukturellen Voraussetzungen geschaffen werden können. Eine schematische Zu-
sammenfassung der Stufen des Ansatzes ist in Abbildung 5 dargestellt. 
In der Implementierung an der Universität Göttingen konnte durch diese effiziente 
Erstellung von Abfragen ein umfangreiches, zielgruppenorientiertes Angebot geschaf-
fen werden. Die Akzeptanz des Informationssystems ist entsprechend groß: Insgesamt 
wurden bislang über eine Million Einzelauswertungen durchgeführt. 
Der hier vorgestellte generische Ansatz ermöglicht es, universitätsweite Strategien 
z. B. in der Weiterentwicklung von Studiengängen oder allgemeiner im Qualitätsma-
nagement mit universitätsweit vergleichbaren Kennzahlen zu unterlegen, die für alle 
Verantwortlichen transparent ermittelbar sind. 
Die Standardisierung und Weiterentwicklung von Prozessen wird derzeit an vielen 
Hochschulen vorangetrieben. Der hier vorgestellte Ansatz lässt sich dabei nutzen, um 
zum einen im Vorfeld die Vorteile des Vorgehens aufzeigen zu können, zum anderen 
im Laufe der Weiterentwicklung quantitative Unterstützung zu geben. Das Anwen-
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Abstract. Nowadays, service compositions are increasingly used to execute 
business processes. During the execution of a service composition, a service 
failure leads to a necessary re-planning. Due to such runtime events, the ex-post 
realized Quality of Service (QoS) values and thus the realized utility of an exe-
cuted service composition may be significantly lower than the ex-ante comput-
ed one. The presented paper examines how the consideration of the effects of 
potential service failures can be modeled for an ex-ante QoS-aware service se-
lection using expected utilities. Furthermore, we analytically evaluate our ap-
proach and demonstrate its applicability by an example. By doing so, we show 
that considering the effects of potential service failures leads to substantial bet-
ter decisions about the QoS-aware service selection. 
Keywords: QoS-aware service selection, IT services, service failures 
1 Introduction 
Service oriented computing (SOC) was and still is one of the major research topics as 
well as a main driver for the software industry (cf. [1]) in the last years. The charac-
teristics of SOC, loose coupling, dynamic binding, open standards, simplicity and 
security [2], create the possibility of flexible ad-hoc collaboration between two or 
more business partners [3]. Besides the use of a single service, multiple services can 
be composed to support the execution of business processes. As the services market 
enhances (e.g., [4], [5]), more and more services are offered by different providers 
which offer an equal or quite similar functionality [3] (e.g. webservices.seekda.com 
and programmableweb.com offer in the meantime over 30,000 web services with 
partly equal or similar functionality). Given such functional-equivalent services, non-
functional criteria like execution price or availability of services (cf. [6]) become very 
relevant for selecting services. 
The possibility of composing services brings greater flexibility for realizing a process. 
But gained flexibility is not without a cost. The price that has to be paid is in particu-
lar a greater complexity [7]. According to Yu and Lin [8] there are three main factors 
which are responsible for the greater complexity: (1) The large number of atomic 
services that may be available; (2) The different possibilities of integrating atomic 





as well as composed service. Scholars and practitioners (e.g., software companies like 
IBM) put great effort particularly on the third point. Especially from an economic 
point of view it is very interesting to know how single services (so called service can-
didates) can be selected and compiled to a service composition without violating giv-
en time or price requirements to name but a few. Service compositions meeting such 
requirements are called feasible solutions. Given a utility function of a user, one op-
timal service composition or more out of the set of feasible solutions can be deter-
mined by maximizing the utility value. To deal with this optimization problem suita-
ble selection approaches are needed (cf. [6], [9–12]). 
All of these approaches select ex-ante the optimal QoS-aware service composition, 
i.e. before executing the services and without considering the following aspects: 
1. In case, an invoked service is not available during process runtime, a re-planning 
of the selected service composition is necessary ([6], [13], [14]). Due to such 
runtime events, the ex-post realized end-to-end QoS values and thus the realized 
utility of a service composition may (significantly) differ from the ex-ante comput-
ed ones [15]. This effect occurs, for instance, when a service fails and has to be re-
placed by another service having worse QoS values (e.g. in terms of execution 
price). However, existing approaches do not assess and take into account these ef-
fects of potential service failures in their ex-ante determination of the optimal QoS-
aware service composition. 
2. As discussed in 1. a service composition needs to re-planned in case an invoked 
service is not available (cf. [14], [16]). Thereby, current approaches for selecting 
ex-ante the optimal service composition neglect to which extent such a re-planning 
effects the feasibility of different service compositions regarding the end-to-end 
QoS requirements (e.g. an upper limit regarding the end-to-end costs) of the pro-
cess. 
3. In case of a service failure it will take a certain time till the failure is noticed and 
compensated (comparable to time-to-repair [17–19]). This time interval is left un-
considered by current approaches, although it has a direct influence on the end-to-
end response time and thus on the utility of the affected service composition. 
4. A re-planning of a service composition may cause a switch on an alternative ser-
vice composition during the runtime [13], [20]. Thereby, losses could occur, in 
case services that have already been executed are not used in the alternative service 
composition again. As these losses directly influence the end-to-end QoS values 
and thus the utility of the service composition, they have to be considered within 
an optimization. 
As a consequence of the aspects 1.-4. the ex-ante optimal QoS-aware service compo-
sition could significantly differ from the ex-post optimal one after the process execu-
tion, a feature that has to be considered within the selection problem. These reflec-
tions (cf. aspect 1.-4.) may be especially interesting for business processes with valu-
able output that are executed very often. An inferior selection made here can lead to a 
high loss of resources, such as time and money, during the process execution. There-





How to design an ex-ante optimization approach for a QoS-aware service selection 
that can cope with the effects of potential service failures? Can this approach lead to a 
better decision about the optimal QoS-aware service selection? 
In order to contribute to these questions, we structure the paper as follows: In the 
next section, the prior research concerning the QoS-aware service selection is dis-
cussed. Then, we introduce a running example that is used on the one hand to show 
how a QoS-aware service selection is done by current approaches and on the other 
hand for the evaluation of our approach later on. Afterwards, we present this approach 
to address the aspects 1.-4. The penultimate section is not only dedicated to an analyt-
ical evaluation of our approach. In addition, we demonstrate by an example its 
strength and benefit compared to existing approaches. Finally, the limitations, conclu-
sion and an outlook on future research will be given. 
2 Literature Review 
Several literature streams have already covered approaches for the QoS-aware service 
selection as well as re-planning approaches in case of a service failure. To ensure an 
overview over the existing literature we conducted a literature review according to 
Webster and Watson [21]. In a first step appropriate papers for our research were 
ascertained. Therefore, we used the TOP 30 journals of the ranking of the Association 
of Information Systems (including several IEEE and ACM journals) as well as the 
ICIS and ECIS conference papers as the basis of our review. The journals were 
searched for suitable papers with the terms: service selection, service composition, 
composite service, QoS-aware service, end-to-end QoS service, service re-planning, 
service re-binding, QoS-aware re-binding. In the second step we reviewed the cita-
tions of the identified papers in order to determine further papers. Finally, we used 
Google Scholar to find papers citing the key papers identified in the previous steps. 
Thereby, we obtained 426 papers. First we read the titles and abstracts. We consid-
ered an article relevant, if the main contribution of the article described an approach 
for a QoS-aware service composition indeed. After this review 72 papers were includ-
ed. To further contain relevant papers, we read the articles in detail and selected only 
those of them, which were concerned with the topics of availability, service failure 
and the possible effects resulting from service failure (cf. aspect 1.-4.). Finally, due to 
the length restriction of the paper at hand, we selected at least one representative arti-
cle for each identified selection or re-planning approach. 
An overview over these approaches can be seen in Table 1 (see appendix). We 
briefly discuss in the following the works dealing with an optimal QoS-aware service 
selection. Afterwards four selected papers offering approaches for a re-planning are 
presented. For the determination of the optimal QoS-aware service composition [6], 
[22] proposed a global optimization approach by applying the method of integer pro-
gramming. They maximize a given utility function under adherence of specific QoS 
requirements. Focusing on the same objective, Ardagna and Pernici [10] propose the 
method of mixed integer programming. Wan et al. [23] applied a branch and bound 





sition in smaller segments which are then being optimized. Yu et al. [9] offer two 
approaches to address the selection problem. The first approach (BBPL) is for a mul-
tiple choice multiple dimension knapsack problem (MCKP) and is based upon a 
branch and bound algorithm. In an earlier work Yu et al. [7] also applied the method 
of dynamic programming to solve the MCKP. The second approach (MCSP) is based 
upon a graph constrained optimum path model which finds the optimal path in a ser-
vice candidate graph according to a utility function. As a heuristic, a frequently ap-
plied approach are genetic algorithms (cf. [11], [15], [24], [25]). Thereby, a fitness 
function of a population (service composition of randomly selected service candi-
dates) is maximized through the construction of several follow-up generations that 
can be created through the methods of mutation, crossover or selection. This proce-
dure is repeated, until a defined termination condition is fulfilled. In contrast to the 
use of genetic algorithms as a heuristic, Berbner et al. [3] applied the method of 
mixed integer programming and improve the gained solution with the help of two 
meta heuristics called H2_SWAP and H3_SIM_ANNEAL (based upon simulated 
annealing). Yu et al. [9] provide a quite similar procedure in their heuristic approach 
WS_HEU by improving a feasible solution in two further steps. Yang et al. [26] use a 
genetic algorithm to determine the input parameters for the ant colony algorithm and 
use the latter algorithm then to optimize the service composition. 
Besides this, several approaches have been developed concerning a re-planning 
during the runtime of a service composition. Lin et al. [13], [27] try to repair the ser-
vice composition by exchanging the service candidate that has failed. They iteratively 
expand the number of service candidates that are exchanged, starting from the faulty 
one, till a feasible solution is found or the service composition needs to be terminated 
if a) no feasible solution is available or b) the re-planning region is too big (e.g. de-
fined as the maximum percentage of services to be repaired; Lin et al.[13]). Berbner 
et al. [14] optimize the unexecuted part of the service composition after every single 
service invocation. This procedure ensures that the service composition stays feasible, 
valid and optimal during its execution. Contrary to this approach, Canfora et al. [15] 
monitor the realized QoS values and decide based on a local and global threshold 
whether to re-plan the current service composition, rather than re-optimizing after 
every service invocation as [14]. 
To sum up: In all of the above discussed selection approaches a utility function is 
optimized subject to given end-to-end QoS requirements. Thereby, the availability of 
a service candidate is considered by a single QoS attribute (cf. Table 1 in the appen-
dix) which is used in combination with the other QoS attributes to determine the utili-
ty of a service candidate resp. the entire service composition. However, the effects (cf. 
aspects 1.-4.) resulting from a potential failure of a service candidate (i.e. the effects 
in case a service candidate is actually not available) are left unconsidered. In this con-
text, the availability of a service could be determined in several ways. One possibility 
are service providers which often offer performance reports about their offered ser-
vices (cf. [28]). In addition, service intermediaries like programmableweb.com offer 
monitoring tools [29] that allow the user to monitor the availability of any provided 
service. Besides these possibilities, many service management software tools (e.g. 





QoS values like the availability probability. In this case, not only external services, 
but also intra-company services can be monitored resp. their availability probability 
can be determined. 
Furthermore, current re-planning approaches leave the time interval till a failure of 
a service is noticed and compensated unconsidered (so called time-to-repair). The 
same holds for losses that can occur e.g. when, after a re-planning, services that have 
already been executed are not used in the new service composition anymore. As loss-
es and the time-to-repair have a direct influence on the end-to-end QoS values of the 
service composition and thus on their utility, they need to be considered within a re-
planning as well. In the following, we introduce a running example to illustrate these 
effects and our approach. 
3 Running Example (cf. also [9]) 
In the running example the following service classes S1 to S6 (see Figure 1. in the 
appendix) each with different service candidates (e.g. s11 and s12 for class S1) are giv-
en. In total, there are four possible paths (S1-S2-S3-S4; S1-S2-S6; S5-S2-S3-S4; S5-
S2-S6; each starting with the source node Vs and ending with the sink node Vd) how 
the service composition and thus the process can be executed. The corresponding 
service candidates of each service class S1 to S6 with their QoS values are given in 
Table 2 (see appendix). All in all there are 54 possible service compositions that can 
be defined (cf. [9]). In contrast to these possible service compositions the number of 
the feasible service compositions depends on the end-to-end QoS requirements which 
are given by: end-to-end response time T≤600, end-to-end costs C≤250 and end-to-
end availability A≥0.85. Moreover, to evaluate which of the feasible service composi-
tion is the optimal one [9] use a utility function U, which is defined as follows: 

















  (1) 
Considering the utility function U, there are x QoS attributes (with α=1…x) that will 
be maximized (e.g. the availability) and y QoS attributes (with =1…y) which will be 
minimized (e.g. the response time). qij is a QoS vector for each service candidate sij. μ 
and σ are the mean and standard deviation for each QoS attribute, considering the 
QoS values of all service candidates sij in service classes Si. The user can set up pref-
erences (ωα, ωβ) for each QoS attribute, where (0<ωα, ωβ<1) and    yx ww 11     
holds. In our example, the response time got the highest preference with a value of 
0.5, followed by the costs with 0.4 and the availability 0.1. 
Given that selection problem, we search for the optimal QoS-aware service compo-
sition provided by any of the existing (analytical) approaches (cf. Table 1 in the ap-
pendix). Without loss of generality, we selected for that task the MCSP approach 
proposed by [9]. A reason why this approach was chosen is that it can easily be im-
plemented, since [9] offer a pseudo code for MCSP in their paper. Using this ap-





Out of these feasible solutions, the optimal service composition that was found is s11-
s21-s32-s42 with a response time of 560, costs of 225, availability of 0.895. 
As discussed above, the effects resulting from a potential failure of a service can-
didate (cf. aspects 1.-4.) are left unconsidered so far. More precisely: Let us suppose 
two invoked service candidates s11 and s21 for the service classes S1 and S2 that pos-
sess the same probability of availability. In case service candidate s11 fails, a substi-
tute service candidate s12 is available but with really worse QoS values. Opposed to 
that, if service candidate s21 fails, a substitute service candidate s22 is also available 
that has nearly the same QoS values as service candidate s21. In other words, although 
both service candidates s11 and s12 are evaluated equally regarding the probability of 
availability, significantly different QoS values will be realized in case of their particu-
lar failure. The reason is the characteristic of the QoS attribute availability, as it got 
the ability to change the realization of the other end-to-end QoS values and thus the 
utility of a service composition as a consequence of a service failure. However, if the 
availability of a service candidate is only treated as a QoS attribute and thus the avail-
ability of a service composition is only optimized subject to a given end-to-end QoS 
requirement, the effects caused by a potential service failure are neglected. 
Furthermore, the violation of the end-to-end QoS requirements may be another ef-
fect of a service failure. More precisely: Given two feasible service compositions s11-
s21-s31-s41 and s12-s22-s32-s42. Furthermore, we suppose that the service composition 
s11-s21-s31-s42 nearly exceeds the end-to-end QoS requirement response time, but is 
still feasible as said before. Now during the runtime of the service composition s11-s21-
s31-s41 the service candidate s41 fails and should be replaced by the service candidate 
s42. However, this is not feasible anymore, as realizing the QoS values of service can-
didate s42 after the execution of s11-s21-s31 would violate the end-to-end QoS require-
ments. The outcome would be a premature termination of the invoked service compo-
sition. Therefore, it can be reasonable to initially select the service composition s12-
s22-s32-s42 even if the utility is smaller than the one of the service composition s11-s21-
s31-s41 as illustrated in the example. Otherwise this may lead to a loss of resources 
(e.g. time and money). Thus a special treatment of the QoS availability is again im-
portant within an optimization approach to avoid the waste of these resources. 
4 An Approach Considering the Effects of Potential Service 
Failures 
The idea of our approach is to consider the effects of potential service failures within 
the ex-ante selection of the optimal QoS-aware service composition, i.e. before exe-
cuting this composition. On the one hand, the effects can be determined by calculating 
an expected utility for service compositions using the probability of availability for 
each of their included service candidates. On the other hand, it is also analyzed in case 
of a potential service failure whether alternative service compositions violate the giv-
en end-to-end requirements and are thus not feasible to continue the interrupted ser-
vice composition. As a result, the so calculated end-to-end QoS values as well as the 





For the setup of the approach, we use the following notation (according to [6], [9]). 
Table 3. Notation 
Si 
Service class Si that includes all services candidates sij that implements the action i (with i=1 to I) of the considered 
service composition SC 
sij 
Service candidate sij (with j=1 to Ji, i) for the service class Si with xij = 1 if the service candidate sij is selected for 
class Si and xij = 0 otherwise 
qij 
QoS vector for each service candidate ],,[* 1 Nijijijij qqqs   including the single value for each QoS attribute 
n with n = 1 to N (excluding the QoS attribute ‘availability’) 
Q 
Global (end-to-end) QoS requirements vector Q = [Q1 ,…,QN] for a service composition including the single require-
ments QN for each QoS attribute n with n = 1 to N 
pij 
Probability pij of failure of a certain service candidate sij (representing the QoS attribute ‘availability’) 
U 
Utility function for a risk neutral decision maker to calculate the utility U(sij) for a single service candidate sij based on 
its QoS vector qij 
))(( ijsU
RE  
Expected utility for a single service candidate sij based on its QoS vector qij as well as considering the effects of a 
potential failure of service candidate sij (here, the indexation R symbolize the re-planning necessary after a potential 
failure of the service candidate sij) 
n An aggregation function n for each QoS attribute n in order to aggregate the QoS values 
n
ijq  of each service 
candidate sij included by the considered service composition 








   NnQjixqtoSubject nijnijn ,,1,,*:   
  iij Ss iijij SCSxwithx ;1,01  
For each service classes Si of the considered service composition SC, the optimization 
problem must select at least one service candidate sij (where xij is set to 1 if the service 
candidate sij is selected for class Si and 0 otherwise) so that the expected utility 
ER(U(sij)) for all selected service candidates sij (with sijSi) is maximized subject to 
the given end-to-end QoS requirements Q. This optimization has to be done for all 
service composition SC where the argument of the maximum selects the service com-
position for which the utility attains its maximum value. Based on the optimization 
problem in (2) the challenge for our approach is to determine the expected utility 
ER(U(sij)) that considers the effects resulting from the potential failure of the service 
candidate sij. Considering potential failures means that in a first step a service candi-
date sij is performed only with a probability of (1-pij) where pij represents the probabil-
ity of failure (this probability is easy to compute based on the probability that the 
service candidate sij is available (cf. [6], [7], [9], [15])). Thus, the utility U(sij) – in 
case the service candidate sij is available – is weighted with the factor (1-pij) and taken 
into account when determining the expected utility  ER(U(sij)) (cf. term (3)). In a sec-
ond step, it is necessary to reflect the options that may be available in case of a re-
planning, i.e. if a service candidate sij fails with a probability pij. The following op-






1. Select the next best service candidate sij’ from service class Si according to its ex-
pected utility and which is feasible subject to the end-to-end QoS requirements. 
2. Select the next best alternative service composition according to its expected utility 
avoiding the service class Si and which is feasible subject to the end-to-end QoS 
requirements. The selection of an alternative service composition may be reasona-
ble, for instance, if all other feasible service candidate sij’ of the same service class 
Si as the faulty service candidate sij have worse QoS values. 
3. Termination of the process execution, if no alternative and feasible service compo-
sition exists that allows continuing the interrupted service composition execution 
subject to the end-to-end QoS requirements. 
The utility for each option i. to iii. needs to be calculated in order to evaluate which of 
the options i. till iii. creates the highest expected utility. For a better understanding, 
this is illustrated with the help of Figure 4 referring to the running example above. 
For instance, focusing on the service candidate s11 (red ellipse) we calculate the 
corresponding expected utility for each option i. till iii. Option i. is illustrated with the 
blue line, meaning that in the service class S1 the next best service candidate s12 is 
taken into account regarding its expected utility value (in our example there is only 
one alternative service candidate). Note that due to the substitution of s11 through s12 
the optimal service candidates for the upcoming service classes have also changed (cf. 
initial service composition s11-s21-s31-s41 vs. re-planned service composition s12-s21-
s61). Option ii. is illustrated with the orange line, meaning that the next best service 
composition s51-s23-s62 avoiding the service class S1 is considered. 
 
 
Fig. 2. Re-planning options i. to ii. in case of a potential failure of service candidate s11 
ad 1. Considering option i., the corresponding expected utility for each service 
candidate within the same service class Si of the faulty service candidate sij needs to 
be calculated. The service candidate sij’ which creates the highest expected utility 
among all other service candidates is selected. In doing so it is necessary to consider 
that due to the substitution of service candidate sij with another service candidate of 
service class Si, the optimal service candidates of upcoming service classes within the 
corresponding service composition can change (cf. example). In particular this is 
caused by a different load of the requirements by service candidate sij compared to 
other service candidates of service class Si. Moreover, time delays till the failure is 
noticed and compensated (time-to-repair) needs to be considered within option i). For 





is noticed can be defined as tij/21 (with tij representing the response time of a service 
candidate sij). In this case, the time interval has to be added to the end-to-end re-
sponse time of the re-planned service composition. 
ad 2.  Here, the corresponding expected utility of an alternative feasible service 
composition needs to be calculated. Thereby, the service candidates of the current 
service composition that have already been executed before the service candidate sij 
fails need to be considered. Losses will occur if these services that have already been 
executed are not considered in the alternative service composition. The calculation of 
losses is handled as follows: First, the QoS values of the service candidates that have 
already been executed are aggregated and considered within the end-to-end QoS val-
ues. Then, the QoS values of the already executed service candidates are changed as 
follows: The values of the response time and the costs are set to zero. This procedure 
prevents a double calculation of the QoS values if the service candidates are to be 
used in the alternative service composition again. If the already executed service can-
didates are not part of the alternative service composition, their response time and the 
costs are already considered within the end-to-end QoS values, thus they constitute 
losses. 
Example: Given that after a re-planning of the service composition s11-s21-s31-s42 
(failure of service candidate s42), the service composition s11-s21-s61 (option ii.) is se-
lected as the next best one. Then, the QoS values of the service candidate s31 create 
losses, as it is not selected for the alternative service composition again. 
In addition, the time delay till a failure of a service candidate sij is notices and com-
pensated needs also to be considered within option ii. as well (see option i.). 
ad 3.  Here, the corresponding (penal-)cost for a general termination of the ser-
vice composition needs to be appointed (e.g. data loss as a result of a process termina-
tion caused by a service failure [30]). Therefore, the (penal-) costs will be added to 
the end-to-end costs of the interrupted service composition and the corresponding 
(dis)utility is calculated. 
The expected utility of each option i. to iii. can be determined under the considera-
tion of already calculated feasible service compositions which avoids multiple calcu-
lations. After the calculation of the options i. to iii., the option which creates the high-
est expected utility, which we note as ER*(…), will be selected. 
More precisely, in case of the service candidate sij this expected utility E
R*(…) 
must be multiplied with the probability of failure pij, whereas the utility U(sij)
2 (in case 
the service candidate sij does not fail) must be multiplied with (1-pij). Hence, the ex-
pected utility  RijE  considering a potential failure of the service candidate sij is at 
first given by: 
        ijRijijRij pEpUE *1* *                                  (3) 
                                                           
1 Supposing a uniform distribution with a time interval of 0 to tij till the failure of the service 
candidate is noticed, the expected value of the time interval is given by tij/2. 
2 The utility U(sij) constitutes not an expected utility, as it is known under certainty which utili-





Moreover, in case the option i. is chosen, meaning that the previous service candidate 
sij will be substituted with the service candidate sij’: then, U
R*(…) denotes the utility 
for service candidate sij’ that will be realized in case service candidate sij fails but ser-
vice candidate sij’ not. Thus, this utility has to be multiplied with pij and (1-pij’). How-
ever, the potential failure of service candidate sij’ needs to be considered in a next step 
as well. Hence, a reanalysis of the named options i. to iii. has to be done, but now 
with the difference that the potential failure of the service candidate sij’ will be consid-
ered. Again, the option i. to iii. that creates the highest expected utility, which we note 
as ERR* (…), will be selected. Hence, the expected utility considering a potential fail-
ure of the service candidate sij’ is at first given by: 
            '*'* **1**1* ijijRRijijRijijRij ppEppUpUE                 (4) 
The term (4) is the iterative extension of term (3) by the consideration of a potential 
failure of service candidate sij’. These extension can be done till option iii. is trig-
gered, meaning the process execution is terminated. For option ii., the calculations for 
the term (3) can be iteratively extended in the same way as it was done for the calcu-
lations in option i. shown in term (4). Obviously, these extensions for option i. and ii. 
terminate, as both the number of alternatives of next best service candidates resp. and 
the number of feasible service compositions subject to the end-to-end QoS require-
ments are limited. Based on the expected utility  RijE  in term (4) each service can-
didate and thus each sequential service composition can be evaluated to select the 
optimal QoS-aware service composition considering the effects of potential service 
failure. In detail: 
1. The effects of potential service failure can be considered within the ex-ante optimi-
zation by calculating the expected utility (cf. terms 3, 4 resp. options i. till iii.). In 
doing so, our approach is able to determine how a service composition will per-
form in case of a potential service failure, even before the real execution. 
2. Furthermore, the effects of a potential re-planning on the end-to-end QoS values of 
an alternative service composition can be calculated and therefore its feasibility 
can be determined (cf. options i. and ii.). In that sense, the waste of resources like 
time and money can be reduced or prevented. 
3. Moreover, the temporal delays till a failure of a service candidate is noticed and 
compensated in case of a potential re-planning are now considered within the ex-
ante optimization. 
4. Finally, losses that can occur due to a potential re-planning are considered within 
the ex-ante optimization. In doing so, a waste of resources like time and money can 
be prevented. 
5 Evaluation of the Novel Approach 
As defined in the introduction, the purpose of this paper is to examine if an approach 





ures can lead to a better decision. Therefore, we analytically examine at first – due to 
the length restrictions of the paper – the easiest case of a service selection problem. 
However, if it is possible for this simple case to show that it is better to consider po-
tential service failures, then it is obvious that this is particularly reasonable in case 
more re-planning alternatives exist. Secondly, we examine the applicability of the 
approach using the running example and compare our results with the one of existing 
approaches. 
5.1 Analytical Evaluation of the Novel Approach 
For our analytical evaluation we consider the easiest case of a selection problem: 
Without any loss of generality, we consider a service class Si with two different 
service candidates sij and sij‘, each characterized by two QoS attributes, specifically, 
the response time of both service candidates, represented by tij and tij’ and their proba-
bilities of failure, represented by pij and pij’. Given that both service candidates meet 
the QoS requirements (i.e. they are feasible; otherwise the selection problem would be 
extremely simple) and any utility function of an existing approach would prefer ser-
vice candidate sij against service candidate sij‘ essentially because it holds tij < tij’. 
Therefore, the service candidate sij is selected as first choice of the service class Si. In 
case a service candidate fails, the time interval until a failure of a service candidate is 
noticed and compensated is supposed as tij/2 resp. tij’/2. 
Given that service selection problem, the expected value  RijE  focusing on the re-
sponse time tij of the service candidate sij that fails with a probability of pij can be 
calculated as follows. 
      ''' **1**21* ijijijijijijijijRij ppTppttptE                           (5) 
The expected value  RijE  has three terms of the sum, whereas the case that the ser-
vice candidate sij will not fail is described by the first term of the sum. The second 
term of the sum describes the case that the service candidate sij will fail and a re-
planning on the service candidate sij’ with a certain delay tij/2 is necessary. The third 
term of the sum gives the time period T (“penal time”), which describes the time in-
terval till the process can be restarted after a failure of both service candidates. 
The expected value  RijE  contains not only the QoS attribute response time tij of 
the service candidate sij. As the service candidate sij could fail with a probability pij, 
the QoS attribute response time tij’ of the alternative service candidate sij’ as well as 
the time delay tij/2 till the failure of the service candidate sij is noticed and compen-
sated through the invocation of service candidate sij’ also needs to be considered. 
Similar to the service candidate sij, the expected value  RijE '  for the service can-





      '''''' **1**21* ijijijijijijijijRij ppTppttptE                     (6) 
The service candidate sij is selected as first choice of service class Si, as tij < tij’ holds. 
But, when we include the effects of potential service failures however, the expected 
values  RijE  resp.  RijE '  are crucial. Hence, the condition  RijE <  RijE '  (which 
results to Rij
R
ij UU '  as the response time has to be minimized) needs to be analyzed to 
decide whether the service candidate sij is still selected as first choice of service class 
Si. Specifically, we have to prove a contradiction to  RijE <  RijE '  (i.e.  RijE  RijE ' ) although it holds tij < tij’. In the following we show this contradiction 
(here tij < tij’ is mathematically substituted by tij’ = tij + Δ, i.e. Δ represents the differ-
ence between tij’ and tij):  
       










































  ijijijijijijijij ptptpppp **2*2 '''   









The term (7) solved for the difference Δ show that there are cases, where the selection 
of service candidate sij’ instead of service candidate sij is beneficial. The condition 
applies if the difference Δ is smaller than the quotient on the right considering the 
response time tij as well as the failure probabilities pij and pij’. Thereby, the numera-
tor shows the response time tij weighted with the difference of the probabilities pij 
and pij’. This means, the more the failure probabilities of the two service candidates 
are far apart from each other, ceteris paribus the greater the value of the numerator 
and the value of the whole quotient will be. The service candidate sij’ will be benefi-
cial, as the value of the quotient rises above the difference Δ.  
5.2 Demonstration of the Applicability of the Novel Approach 
The goal of this second evaluation step is to examine the applicability of the ap-
proach. We intentionally use the running example presented by [9] in order to address 
transparency and reproducibility. In this example the optimal service composition that 
was determined is s11-s21-s32-s42 with a response time of 560, costs of 225, availability 
of 0.895. Remember, this service composition is the result of any existing analytical 






In contrast, applying our approach, potential service failures are taken into account 
when solving the optimization problem before the actual process execution. Here, we 
consider the utility function defined in terms 3 and 4 in order to be able to calculate 
the effects of potential failures of a service candidate. Therefore, for every service 
candidate the utility (cf. option 1. till 3.) considering a potential re-planning was cal-
culated. Furthermore to realize the approach, for each feasible service composition, 
the paths that were terminated a) due to a violation of the requirements or b) due to 
the fact that no alternative service composition exists anymore, as well as the corre-
sponding path probabilities were stored. This was done in order to get an insight of 
the robustness of different service compositions. For a termination of the service 
composition we set the (penal-)costs to 1,000 which prevent a premature termination 
of the considered service composition as long as at least one feasible service composi-
tion exists. After determining the effects of potential service failures, the results show 
that now the optimal service composition is s11-s21-s61. As Table 4 (see appendix) 
demonstrates, the service composition s11-s21-s32-s42 which is supposed to be optimal 
by existing approaches is only at the fifth position when considering the effects of 
potential service failures. Specifically the service compositions s11-s21-s61, s11-s22-s61, 
s11-s23-s61 and s11-s21-s62 have a higher expected utility than the service composition 
s11-s21-s32-s42. One of the reasons why the service composition s11-s21-s32-s42 is worse 
compared to the other service compositions can be found in its robustness. Here, the 
service composition s11-s21-s32-s42 has with a probability of a premature termination of 
3.47% (due to service failures) a much lower robustness compared to the service 
composition s11-s21-s61 with a probability of a premature termination of just 0.89%. 
The result of these terminations is a huge waste of resources. Here, our approach can 
help to save resources by considering ex-ante the effects of potential service failures. 
The next section contains the conclusion, discusses important limitations of our ap-
proach and determines possible starting points for future research. 
5.3 Conclusion, Limitations and Future Research 
In this paper, we propose an approach for the QoS-aware service selection that con-
siders the effects of potential service failures before starting the process execution. 
The results provide some evidence for the research questions presented in the intro-
duction. Precisely, an approach considering the effects of potential service failures 
can lead to a methodically well-founded decision making about the optimal QoS-
aware service selection regarding the expected utility. The reason is the consideration 
of the effects of a re-planning, the consideration of losses as well as the consideration 
of the time interval till the service failure is noticed and compensated already within 
the ex-ante optimization. 
Due to the dynamic nature of the Internet, such an approach is especially relevant 
since it is possible that values of the QoS attributes will change during the execution 
of a process (e.g. see also the availability statistics at [28], [29], [31]). Moreover, in 
many scenarios, an ex-ante planned service candidate is no longer available. Hence, 
neglecting the effects of service failures can lead to a loss of resources (e.g. money, 





these challenges. The evaluation was done on the one hand by mathematical methods 
showing that our approach can lead to better results. On the other hand, we use an 
existing example provided in the literature. With the latter we demonstrate that con-
sidering service failures in an ex-ante QoS-aware service selection leads to a better 
utility value, as the results of existing approaches. To compute this example as well as 
other cases, the approach has been prototypically realized. Summarizing, we evaluat-
ed the approach with respect to its applicability and the practical utility provided. 
Some limitations have to be discussed which are the starting points for future re-
search: In the paper, an evaluation and demonstration of the strength and benefit of 
our approach is provided. Nevertheless, future work is needed and intended support-
ing the further assessment and justification in different real-use situations. Moreover, 
the expected utility is a valid decision criterion if the process and thus the service 
composition are executed many times (“law of large numbers”). This has to be taken 
into account, when applying the approach. A further goal for research is how existing 
heuristics (e.g. [3]) can be combined with our ideas to consider expected utilities, 
losses etc. In the example above but also in larger cases with many service classes and 
service candidates the runtime of the optimization using our approach is low. Still, in 
very large cases heuristics may be useful. However, the goal of this paper is not to 
provide a runtime optimized approach or a heuristic. It is rather about the question, 
how the effects resulting from potential failures of services can be considered in a 
well-founded manner. The approach presented here forms an appropriate fundament 
for this as well as for the aforementioned enhancements and thus serves as a suitable 
basis for further research. 
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Table 1. Relevant selection and re-planning approaches 
 Approach Authors Considered QoS-Attributes 












s Integer Programming 
[6] price, duration, reputation, availability 
[22] response time, reliability, availability, price 
Mixed Integer  
Programming 
[10] 
price, reputation, execution time, availability, 
data quality 
BBLP/ MCSP [9] response time, price, availability 








[11, 15] duration, costs, availability, reliability 
[24] response time, price, reliability, availability 
[25] availability, reputation, cost, time 
H1_Relax_IP; 
H2_SWAP;H3_SIM ANNEAL 
[3] response time, availability 
WS_HEU/ MCSP-K [9] response time, price, availability 
Ant Colony Algorithm + Genet-
ic Algorithm 
[26] time, cost, reliability, availability, reputation 












s Service exchange [13] duration, costs, reliability, availability 







s H1_Relax_IP [14] response time, availability 






















Probability of  
availability 
S1 
s11 100 50 0.95 
s12 180 60 0.92 
S2 
s21 200 50 0.98 
s22 160 100 0.95 
s23 180 80 0.97 
S3 
s31 150 100 0.94 
s32 120 85 0.99 
S4 
s41 130 60 0.93 
s42 140 40 0.97 
S5 s51 200 150 0.96 
S6 
s61 170 100 0.97 
s62 180 130 0.99 
 




Results based on  
existing approaches 
















560 225 1 561,29 258,80 -5,5084 5 
s11-s21-
s32-s41 
550 245 2 551,99 317,96 -6,1520 6 
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470 200 3 480,40 210,74 -5,0936 1 
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s61 
450 230 4 459,96 264,52 -5,4808 3 
s11-s22-
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430 250 5 444,51 278,15 -5,3763 2 
s11-s21-
s62 
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Abstract. The emergence of IT-based trading activities like algorithmic trading 
or high-frequency trading alters the traditional trading environment within fi-
nancial markets. Thus, the question arises whether this technological arms race 
positively affects market quality or represents a risk related to market integrity. 
Within this study, we evaluate the order-to-trade-ratio for measuring overall IT-
based trading activity. Furthermore, in a longitudinal study, we assess the im-
pact of the order-to-trade-ratio on market quality. We find strong indications 
that price uncertainty has decreased with an increased order-to-trade-ratio and 
therefore has a positive impact on financial markets. However, the mere up-
grade of the trading systems does not relate into increased market liquidity.  
Keywords: Algorithmic Trading, High-Frequency Trading, Securities Trading, 
Order-To-Trade-Ratio, Value of IT 
1 Introduction 
Measuring the corporate and societal impact of information technology (IT) repre-
sents a research topic being highly relevant for several years [1-3]. Whereas many 
studies argue in favor and against a beneficial impact of IT, related studies are faced 
with problems concerning the measurement of its impact, the accountability of IT 
benefits to different areas as well as time lags between IT investments and the result-
ing effects [4].  
In this context, the question of examining the value of IT in general is closely re-
lated to the question of measuring the impact of IT on financial markets since this 
field of interest offers the possibility to overcome the classical problem of measuring 
IT performance: As typical studies use performance measures based on financial dis-
closures published in intervals of several months [5], [6], the impact of an increased 
number of financial market participants using IT in form of algorithmic or high-
frequency trading solutions can be measured without time lags by assessing market 
quality parameters such as volatility and liquidity. Thereby, market participants fol-
lowing highly sophisticated IT-based trading strategies submit and alter orders within 
very short periods of time, whereas the holding periods of financial instruments de-
crease [7]. Currently, there is an ongoing discussion whether market participants us-





Furthermore, this has lead to the question of how these activities can be measured, 
how they contribute to market quality and whether these activities have to be limited. 
With this respect, several exchanges aim at limiting IT-based trading strategies and 
introduce fees for high order-to-trade-ratios (OTR), whereas OTR basically relates the 
number of order submissions to the number of order executions. Thus, market partici-
pants following intensive IT-based trading strategies that are connected with an in-
creased number of order submissions and modifications have to pay a compensation 
for their trading behavior.  
Different studies already investigated the impact of IT on financial markets, repre-
sented by algorithmic trading and low-latency trading activities [8-10]. However, 
these studies are confronted with a major problem: either they rely on proxies for 
these activities and are thus faced with the question whether the applied proxies are 
appropriate – or these studies rely on datasets that are directly acquired from ex-
change providers (including a flag for non-human activity) but cover only short peri-
ods of time.  
Within this study, we want to overcome these issues by combining both approach-
es: we measure the impact of IT on financial markets by means of OTR, which has 
also been proposed by different exchanges [11], [12] and is supposed to comprise the 
key characteristics of many IT-based trading activities. In order to evaluate whether 
OTR covers IT activity appropriately, we first relate OTR to algorithmic and high-
frequency trading activity based on a unique dataset classified by an exchange. We 
then investigate the relation of OTR and the key financial market quality indicators 
volatility and liquidity related to the constituents of the German blue chip index DAX 
for the time period from January 2008 to August 2011 in order to discuss whether IT 
has a positive impact on financial markets.  
The remainder of this paper is structured as follows. Section 2 focuses on related 
work discussing the IT impact in general as well as the effects of IT on financial mar-
kets. Within section 3, we address the problem of measuring the IT activity, whereas 
section 4 presents the results of our empirical study. Finally, section 5 concludes. 
2 Related Literature 
2.1 Impact of Information Technology on Firm and Sector Productivity 
In general, the impact of IT investments and the following IT usage has been investi-
gated by a variety of studies, e.g. [6], [13], [14]. Basically, these studies relate a 
measure for IT (e.g. the yearly IT budget per employee) to a firm’s performance 
measure (e.g. the net income per employee or productivity) [5], [6]. Consequently, the 
impact of IT has been focused on by different studies, whereas IT has been found to 
have a positive impact on revenue growth of single firms [6], employee productivity 
levels [5] and to cause a positive spillover effect within connected industries [13]. 
Furthermore, the importance of supporting factors like complementary organizational 
resources and the alignment of IT and business strategy have been highlighted [14- 





level. For instance, it has been reported that next to increasing IT investments, overall 
productivity growth has stagnated [17]. 
In this context, there are several reasons that can be taken into account in order to 
explain why an increased IT usage may not lead to an increase in productivity. At 
first, potential advantages of one market participant caused due to IT investments may 
be canceled out by the same investments conducted by competing market participants 
[18]. Furthermore, reduced benefits from IT are also attributed to management failure 
in realizing the potential output and synergies [19].  
Apart from these reasons, different methodological aspects can lead to a reduced 
impact of IT on productivity [4]: One major issue within this context is represented by 
measurement errors, whereas inputs and outputs are not measured correctly and the IT 
impact cannot be determined precisely. For instance, different accounting principles 
hamper the comparability of different firms’ financials. Furthermore, the payoffs of 
IT investments may require some time to be realized, which is not taken into account 
in related studies. Finally, the positive effects of IT might also be redistributed within 
firms or misallocated by managers so that they cannot be identified correctly [4]. 
To overcome these measurement problems and to provide an analysis related to the 
impact of increased IT application on a global level, we focus on the effects caused by 
augmented overall usage of computerized trading systems within securities markets. 
Thereby, market participants apply a variety of IT systems and services, like different 
algorithms, high-frequency trading solutions or co-location and proximity services 
that enable them to automatically submit and alter orders within short periods of time. 
This characteristic has shaped today’s trading dynamics significantly as the share of 
these technologies is still rising. Taking securities’ markets into account has the ad-
vantage that the market impact of increased technology usage can be measured by 
observing well-established market quality indicators, i.e. liquidity and volatility. As 
follows, no further performance indicators have to be constructed. Furthermore, the 
impact of IT usage can be measured without lags: if market participants upgrade their 
infrastructure and are able to react faster on emerging situations, this can be measured 
promptly by an altered order submission behavior. Finally, by combining the benefits 
of a long-term analysis and a validation by means of a short term dataset which is 
classified according to the market participants’ IT usage, we are able to empirically 
analyze the co-movement between IT usage and market quality.  
2.2 Information Technology Impact on Securities Market Quality 
The emergence of IT within the securities trading value chain enabling automation 
and low-latency trading has significantly influenced trading behavior and dynamics 
[20]. IT order management and routing systems have offered a competitive advantage 
to its users and made buy and sell side firms alter their business models to provide 
connectivity and IT services. But as the majority of market participants are relying on 
these systems today, the question arises how and to what extent market quality and 
efficiency has changed through this increase in speed and automation. Alongside the 
academic studies analyzing certain aspects of securities trading innovations on market 





Measuring the amount of information technology at financial markets is an ongo-
ing challenge. This is mainly driven by the unavailability of public accessible data 
allowing distinguishing between human and non-human (automated) traders. As a 
consequence, research in this field heavily relies on (1) direct observable algorithmic 
or high-frequency activity reported in proprietary datasets which are provided by 
exchanges; (2) indirect observable activity based on proxies measured by the analysis 
of public accessible data. Research with (1) is more accurate but requires an exchange 
operator willing to provide access to this data, additionally almost every study is lim-
ited to a couple of days or weeks through the immense data volume, which bears the 
risk of biased and time-depended results. (2) is grounded on public data and therefore 
such a bias can be overcome since studies could cover several years but the results 
rely heavily on the quality of the proxy or event used to identify a change in IT activi-
ty.  
For example, [8] received tick data of a temporary fee program introduced by 
Deutsche Boerse in December 2007, whereby institutions applying automated trading 
strategies taking part in the program received trading fees rebates. The authors argue 
that these traders contribute more to the efficient price by placing more efficient 
quotes. However, the data analyzed covers a total of 13 trading days. [9] assess the 
introduction of the New York Stock Exchange automated quote dissemination in 
2003. The authors provide one of the first event studies dealing with the impact of 
automated traders on market quality. In this case, the market provider introduced an 
automated quoting update which enabled faster information transmission for algo-
rithm-based traders that enables an exogenous increase in algorithmic trading and, on 
the other side, has nearly no advantage for traditional human traders. The authors 
therefore argue that any change in market quality after this event should be contribut-
ed to these automated traders. By analyzing trading characteristics before and after 
this event, the authors find that algorithmic trading lowers the costs of trading and 
increases the amount of price information each quote carries. These results are con-
firmed by [10]: Based on a dataset containing trades being initiated and flagged by 
algorithms, the authors argue that computers provide liquidity during periods of mar-
ket stress. Overall these results illustrate that computer-supported traders closely mon-
itor the market in terms of liquidity and information and react quickly to changes in 
market conditions, thus providing liquidity in tight market situations.  
The connection between an increased use of highly automated or low-latency trad-
ing systems and higher price variability is highly controversial among academics and 
politicians. Many studies thereby rely on proprietary data panels, like [21], [22]. Both 
conclude that it is highly unlikely that these technologies boost price uncertainty. 
Instead, prices could be considered more stable in times of high algorithmic and low-
latency activity. In a simulated approach, [23] creates different market situations with 
and without the participation of automated traders. [23] identifies decreasing price 
variability when computers act in the market. Due to reduced trading latency, more 
orders can be submitted to the market and therefore, the size of each order decreases. 
Because of smaller order sizes, fewer partial executions occur as the volume in the 
order book is more often sufficient to completely execute the small order. If less par-





the order book. On the other side, [24] indicates that high speed aggressive trading 
has increased stock price volatility within the years 1995 to 2009 after attributing 
trading characteristics to different investors. [25] confirm these findings and argue 
that such strategies could level the risk and magnitude of mispricing and information 
dispute.  
As results vary across studies, datasets and approaches, we are among the first who 
combine the sufficiency of a long term analysis with a proxy derived from a practical 
and academic background and validated with a proprietary dataset indicating algo-
rithmic and non-algorithmic activity. 
3 Information Technology in Financial Markets 
3.1 Academic Approach 
Various proxies that are used in related studies identify specific IT innovations (like 
the amount of algorithmic or high-frequency traders). Most times these proxies are 
based on the characteristics of the related trading behavior: algorithmic trading as 
well as high-frequency trading are associated with a high amount of order traffic since 
related systems allow for quick submission, modification and cancellation of large 
amounts of orders without human intervention [7]. Therefore, a notable amount of 
proxies have been proposed to measure this specific behavior to quantify algorithmic 
trading. [9] Are the first who use “message traffic” as a proxy. They argue that this 
measure is also used by market participants and market venues, which shall provide 
evidence for its practical applicability. Due to an increasing trading and message vol-
ume, they normalize their proxy by dividing the messages per $100 volume of shares 
traded. [26] Modify this proxy for their study because of the fact that they are only 
able to observe best quotes and trades in contrast to all messages as in [9]. [26] Argue 
that both approaches are very similar and prove this issue by comparing their dataset 
with [9]. While this concept seems quite straightforward, it should be stated that both 
proxies are influenced by the market itself. A significant change in price, most nota-
bly if the time horizon is long enough, might heavily bias such a proxy, particularly in 
times of market turmoils. One might argue that there is an influence of the price level 
on the amount of trading done by algorithms and comparables, but certainly not in 
such a linear way. Further, the authors do not reveal the composite nor the exact defi-
nition of “messages”. 
A different approach is presented by [27] who take into account typical algorithmic 
trading strategies which result in so called “strategic runs”. These strategic runs are 
linked messages which are the result of dynamic order placement strategies typically 
employed by computerized traders. They argue that messages which are observed in 
small time intervals are linked together and are therefore closer related to non-humans 
as to humans, especially as humans are not able to react in such a low latency envi-
ronment. Taking this into account, they conclude that all activity following within the 
next second of the submission or execution could be algorithm activity. The approach 





of the submission/execution is classified as relevant. The proxy introduced by [27] 
might miss activity which does not immediately follow on execution/submission. For 
example, electronic market maker systems submit orders which might not get execut-
ed within the following second. In recent months an increasing awareness to these 
issues by the market venues could be observed. Consequently the next subsection will 
show their view and efforts made to identify and limit algorithmic traders. 
3.2 Practical Approach 
While academia focuses on actively determining the amount of technology at a mar-
ket-level, exchanges focus on the message-intensive behavior at a client-level. Their 
key focus is not the actual amount of IT but the massive increase in order messages 
which stresses the market’s infrastructures. Exchanges earn fees when a trade occurs, 
in contrast to the procession of submission, modification or deletion messages which 
are not obliged to fees. In fact, a high amount of messages which do not result in an 
increased amount of executions stresses IT-resources and therefore increases infra-
structure costs. The emergence of new technologies such as high-frequency trading 
further amplified the message-intensive behavior of these traders. As a consequence, 
several exchanges started to charge for the amount of messages every client submits 
related to the resulting trades, measured by the OTR. If the OTR exceeds a certain 
threshold, a fine has to be paid by the market participant for future messages. Howev-
er, there exist different ways to calculate OTR, as shown by Table 1. In this context, 
different thresholds and message-types are defined by the exchanges. 
Table 1. Current OTR thresholds of Exchanges. 
Exchange Traffic-Type OTR-
Threshold 
 Submission Modification Deletion  
Boerse Italiana [28] ✓ ✓ ✓ 40 – 100* 
Deutsche Boerse [11] ✓ ✓ ✓ 500 – 5000* 
EDGX [12] ✓ ✓ ✓ 100 
NASDAQ [29] ✓   300 
* varies according to the instrument. 
 
As depicted in Table 1, exchanges have a different understanding of which traffic-
types should be included to calculate the respective OTR. In particular, all venues 
take into account the submissions while others focus on modifications and deletion as 
well. The same applies to OTR thresholds which vary tremendously around different 
venues. These differences in parameters might be caused by the kind of traders the 
exchanges want to attract. For example, EDGX focuses on long-term investors rather 
than algorithmic traders. Therefore, EDGX rewards an OTR lower than six with re-
bates (e.g. for investment funds) and punishes OTRs higher than 100 with fees [12].  
Additionally, German lawmakers consider OTR in their current proposal of the 





federal ministry of finance is out in place to prevent high volatility market situations. 
They propose that every exchange has to introduce a self defined OTR threshold. This 
threshold should be appropriate regarding the key properties of the financial instru-
ment (like liquidity) and the role of the market participant e.g. proprietary traders vs. 
market makers. With this approach, they seek to minimize the risk of a system break-
down involved by reaching the limit of the exchange’s IT-system-capacity [30].  
Using OTR as proxy for IT-based trading activities is quite appealing as it captures 
algorithmic and low-latency trading activity at their key dimensions: massive order 
traffic-generation with a low amount of trades. Furthermore, it should be noted that 
this proxy is independent from the price level. On the other side, OTR is not able to 
capture the entire non-human activity, e.g. algorithms which use market orders or 
momentum traders would not increase the OTR. However, until now, there has been 
no study evaluating how good OTR covers non-human market activity. 
3.3 Order-To-Trade Ratio and Data Setup 
In our study, we use OTR to determine the amount of IT-based trading participation 
during each trading day. As stated in the previous section, OTR covers the key char-
acteristics of the IT-driven change within securities trading – the growing imbalance 
within the order traffic activity and the resulting trade executions (Figure 1). The 
OTR measure is independent from any price level changes possibly influencing vari-
ous proxies. This is especially important when long time periods are analyzed, as the 
variability of prices on the long run may result in a variability of a price dependent 
proxy even though the participation level is unchanged.  
 
Fig. 1. Medians of daily order submissions (dark) and executions (light) over the DAX 30 





For our calculation, we take into account that all exchanges agree that submissions 
belong to the OTR (see table 1) and therefore, we conclude that a focus on submis-
sions seems to be most appropriate. Figure 1 illustrates the daily median amount of 
order submissions (dark) and executed trades (light) within the German blue chips. It 
is evident that next to the seasonal declines in trading activity (December), starting in 
2008 the number of submissions has nearly doubled, where the number of executed 
trades remains fairly stable. This is even more interesting as we consider an instru-
ment-aggregated view. In contrast to the exchanges’ client-view, this level of detail 
captures the daily aggregated OTR including all trading participants within each in-
strument and thus allows for an assessment of the instrument specific change over 
time. Moreover, even this level of aggregation confirms the exchange’s fear of a mas-
sively increased IT overload. Our measure is therefore defined as follows: 
OTR=(Submissions per Day)/(Trades per Day) (1) 
Based on the data of the 30 constituents of the German blue chip index DAX, we 
aggregate the number of order submissions for each day and each instrument from 
January 2008 to August 2011 to build a daily panel. We use Thomson Reuters Tick 
History (TRTH) times and sales data as well as order book situations. Since the sub-
missions are not directly observable in TRTH, we estimate the total number of order 
submissions by taking into account the increase of the number of orders at each order 
book level at a tick-by-tick method. OTR is calculated using the daily amount of 
submissions per reported trades for each DAX 30 instrument.  
4 Empirical Study 
4.1 Validation of the Order-to-Trade-Ratio 
In order to validate our assumptions that the increase in OTR is related to the level of 
IT-based activity we investigate whether it is capable of distinguishing human from 
non-human trading activity.  
Therefore, we take into account a unique dataset covering the German blue chip 
index DAX 30 order book activity directly provided by Deutsche Boerse AG. Accord-
ing to [31], Deutsche Boerse AG accounts for about 75% of the DAX turnover within 
the European lit markets and therefore represents the primary venue for German blue 
chips. The dataset captures executions, order submissions, modifications and dele-
tions of all German blue chips within a ten day period in March 2009. Next to stand-
ard order characteristics, the dataset contains an indication for automated trading ac-
tivity. This automated trading flag indicates if certain order events were triggered by 
non-human market participants. The identification is made possible because of a pric-
ing program introduced by Deutsche Boerse AG in 2009, which was offered to insti-
tutional investors using algorithmic trading or co-location services. Participants of this 
trading program had to identify whenever a transaction was generated by an algorithm 





believe that the identification of algorithmic traders via the automated trading pro-
gram is the best currently available proxy, further it has been applied and evaluated 
before by [22].  
We calculate a specific daily human and non-human trading OTR based on the 
unique dataset to show the difference in trading characteristics. Table 2 shows de-
scriptive statistics for both fractions indicating that on average, non-human traders 
submit ten orders to achieve one execution where, on average, human traders submit 
only half of the orders to achieve the same amount of executions. Both ratios are sta-
ble for the observation period and the null hypothesis, that both ratios decent from the 
same population can be rejected at high significance levels, as shown by Wilcoxon 
rank-sum test (Table 2). Interestingly, the correlation between both could only be 
considered as medium, indicating that human and non-human traders alter their sub-
mission to execution behavior non-symmetrically, i.e. react on market signals slightly 
different. 
Table 2. Descriptive comparison of the OTR. 
Non-Human Human 
Mean 10.404 5.489 
Median 10.294 5.611 
Coefficient of variation 0.0783 0.101 
Correlation 0.585 
H0: Human OTR = Non-Human OTR z = 3,780*** 
 
This observation is in line with findings provided by [7], [9] who found machine mes-
sage activity to heavily outweigh human activity. However, one may argue that the 
daily change within the OTR could also be influenced by a systematic change in the 
underlying ratios. Over the time, human submission activity may have increased tre-
mendously, resulting in an overall increase in OTR without an increased participation 
of computer traders. Therefore, our further empirical analysis will encompass a lim-
ited time window around this data sample. In particular, our time horizon will capture 
the years 2008, 2009, 2010 and parts of 2011. We assume that within this period a 
possible change in the basic human / non-human activity level is limited. Foremost, as 
the human capability to increase its submission activity is limited due to perception 
constraints, a possible change is more likely originated by non-humans. Within the 
next section, we present our empirical model and the related results 
4.2 Market Quality 
While most of the authors focus on a possible increase in excess returns, cost savings 
or industrial output at company level to assess IT productivity, we focus on possible 
network effects, i.e. external market effects, due to the increased usage of automated 
trading participation, measured in OTR. Therefore, we claim that the overall in-





key-metrics liquidity and price volatility. Liquidity represents the ability to efficiently 
meet supply and demand and affects transaction costs for all market participants. Fur-
ther it is a decisive factor in the competition for order flow among and between ex-
changes as well as proprietary trading venues [23]. Likewise volatility, a measure for 
the variability of asset prices, is indicating the level of uncertainty about the true value 
of the respective asset. High volatility would bias an investor’s valuation and poten-
tially resulting in incorrect investment decisions [23]. 
We address both metrics in order to evaluate possible effects of OTR on securities 
markets. In order to evaluate different aspects of liquidity and volatility, we use two 
different measures for each metric. Volatility is measured by the standard deviation of 
the order book’s midpoint, so we account for the average prices’ waviness and stabil-
ity around its mean. To account for the prices’ maximum deviation, i.e. the amount of 
mispricing and overreaction, we use a daily high to low ratio. Following [23], a mar-
ket’s liquidity can be separated in various dimensions. We focus on the daily relative 
spread as indication for the average implicit trading costs investors face. As market 
participants demand a compensation for staying in the market, a reduced relative 
spread may indicate a reduced risk compensation for the traders. Further, we rely on 
the order book’s average depth, i.e. Depth(X). Depth(X) measures the order book 
thickness X basis points around the midpoint. Traditionally, Depth(X) is denoted in 
Euro order volume. Since the Depth(X) and the relative spread are highly correlated, 
as the relative spread determines the amount of orders next to the midpoint particular-
ly if few basis points are chosen, we calculate Depth(X) by excluding the spread and 
measuring order book depth X basis point around the best bid / best ask. As argued 
before, we abandon the demotion in Euro volume for the amount of limit orders. 
Because of the cross-sectional time series character of our sample we deploy panel 
regression techniques. This method allows a comprehensive time-sensitive analysis 
over multiple entities (instruments) and therefore enhances the significance and ro-
bustness of our analysis in comparison to ordinary time series analysis. According to 
[33], the choice between a First Differencing (FD) and Fixed Effects (FE) panel mod-
el hinges on the assumptions about the idiosyncratic error term. In particular, the FE 
estimator is more efficient under the assumption of a serially uncorrelated error term, 
while the FD estimator is more efficient when the error term follows a random walk. 
Considering the large time series component of our data structure, we perform a panel 
regression based on the FE estimator while using the FD estimator for subsequent 
robustness checks. If FE and FD estimates differ in ways that cannot be attributed to 
sampling error, violations of the exogeneity assumption can be assumed [33]. Instead, 
results are considered robust, if FE and FD estimators show consistent results. The 
error structure is tested to be heteroskedastic, autocorrelated, and correlated between 
the groups. Driscoll-Kraay standard errors are robust to very general forms of cross-
sectional ("spatial") and temporal dependence when the time dimension becomes 
large. This nonparametric technique of estimating standard errors does not place any 
restrictions on the limiting behavior of the number of panels [34]. The estimated 
equation takes the following form: 
 







The dependent scalar Y captures one of our liquidity or volatility measures, αi captures 
the entity-specific intercepts and uit the error term. In line with previous studies like 
[9] and [26], we include fixed effects for each stock (FD) as well as time and weekday 
dummies, further we include a couple of control variables as well as the OTR (1 × K 
vector X and  ≡ ( 1, 2,…, K) is a K × 1 vector). We control for instrument-specific 
effects via market value, price level, absolute daily return, a couple of dummy varia-
bles to capture corporate actions, i.e. equity splits and mergers. To capture the overall 
growth within the securities trading industry we further add a trend component as well 
as overall volume aggregates and averages. We include the daily submissions (Sub-
missions) and number of trades (Trades) in order to eliminate their individual effect 
and highlight possible effects of OTR. In addition the model is presented without 
Trades and Submissions as these variables are implicit part of OTR by definition. 
Combining OTR and these two variables in one regression might bias the results by 
generating some artificial correlation amongst the explanation variables. Table 3 illus-
trates the results of the regression on volatility. 
Table 3. Effect of Information Technology on Volatility 
Regression on Volatility (FE) 
 Standard Deviation Midpoint High / Low 
 β T-Value β T-Value β T-Value β T-
Value 
OTR -0.008 -8.47*** -0.006 -4.08*** -0.001 -5.52*** -0.001 -3.21*** 
Trades -  0.001 6.25*** -  0.000 9.51*** 
Submissions -  0.000 0.87       -  0.000 3.14 *** 
Controls Included Included Included Included 
Trend & 
Time effects 
Included Included Included Included 
Stock effects Excluded Excluded Excluded Excluded 
Observations 25,500 25,500 25,500 25,500 
Prob > F 0.0000 0.0000 0.0000 0.0000 
Max VIF 4.28 9.42 4.28 9.42 
* / ** / *** significant at 90 / 95 / 99 percent level. For correlation among independent varia-
bles, we calculated maximum Variance Inflation Index (VIF) of each model. 
 
The results indicate a persistent relationship between price volatility and the altering 
OTR. Therefore, volatility, i.e. the standard deviation, as well as the total amount of 
price over- and undershooting, i.e. the high-to-low ratio, is significantly decreased in 
times of above average OTR. The results are consistent using the FD estimator (re-
sults are not reported here due to space constraints). Keeping in mind that we control 
for the individual effects of number of trades and number of submissions, the ratio 
indicates that even an asynchronous divergence of both values, i.e. an increase of the 
OTR, is accompanied by a lower level of volatility next to the independent effects. 
The coefficient at number of trades has a positive sign, since the positive relationship 






We reuse the proposed model to verify our liquidity proxies, i.e. the relative spread 
and the depth measures. Again, we include control variables as well as time and trend 
dummies. Table 4 comprises the results. 
Table 4. Effect of Information Technology on Liquidity 
Regression on Liquidity (FE) 
 Relative Spread Depth (3) ex. spread 
 β T-Value β T-Value β T-Value β T-Value 
OTR 0.000 5.09*** 0.000  5.66*** -47.83 -3.26*** 9.097  0.67 
Trades -  0.000  1.76* -  0.531  5.70*** 
Submissions -  0.000 -1.58 -  -0.007 -1.18** 
Controls Included Included Included Included 
Trend & 
Time effects 
Included Included Included Included 
Stock effects Excluded Excluded Excluded Excluded 
Observations 25,500 25,500 25,500 25,500 
Prob > F 0.0000 0.0000 0.0000 0.0000 
Max VIF 4.28 9.42 4.28 9.42 
* / ** / *** significant at 90 / 95 / 99 percent level. For correlation among independent varia-
bles, we calculated maximum Variance Inflation Index (VIF) of each model. 
 
Although significant in both models, the results show diverging effects on liquidity. 
Starting with the relative spread, an increase in the daily OTR is accompanied by a 
widening of the corresponding relative spreads. Wider relative spreads are equivalent 
to larger compensation for market participants staying in the market and thus, we do 
not observe a reduction of this risk premium in times of higher OTR. Foremost, the 
spread is widening, although the average effect is small. The FD estimator backs this 
result (results are not reported here due to space constraints). On the other side, the 
depth measure does not a show persistent relation. As the FD estimator also shows 
diverting effects, we cannot conclude any relationship between OTR and the order 
book depth.  
4.3 Discussion  
We provide empirical insights that the ongoing increase in OTR contributes to chang-
es within market dynamics. The longitudinal analysis indicates that next to the overall 
growth in trading volumes and prices, the increased usage of algorithms and high 
speed market access, resulting in increased daily OTR, is related to a decrease in daily 
market volatility. We observe lower maximum daily price movements as well as low-
er trade-per-trade price variability at days with high OTR, leading to investor’s deci-
sional benefit. Furthermore, we are able to confirm findings of former proprietary 
data setups indicating that the participation of algorithmic traders is associated with 
more stable prices for short periods of time, e.g. [22], [23]. Modern IT trading sys-
tems and algorithms allow market monitoring and cross-market price observation and 
offer opportunities to realize small profits. Therefore, the risk of mispricing, repre-





tems eliminate price divergences close to real-time. Further, with the algorithms’ 
ability to submit and keep trades close to the top of the order book, prices become 
more stable.  
Focusing on the regression model for our liquidity measures, results diverge heavi-
ly within our models. First, we focus at the order book’s relative spread, i.e. the rela-
tive difference between best bid and best ask. In fact, our findings suggest that an 
increase in the OTR is accompanied by wider spreads, although we control for specif-
ic order book pattern. Therefore, price stability comes at a price; market participants 
demand higher compensation for the price monitoring services. Concerning order 
book depth, we do not observe a persistent relation. The divergence in both models, 
FD and FE, as well as the divergence through additional control variables indicate 
endogenity problems possible due to omitted variables. Therefore, a mere 
technologisation of the trading environment does not boost order book volumes. Fur-
ther, as our approach does not analyze any causal relationship between the dependent 
and independent variables, and despite of the various robustness checks, our results 
have to be further verified carefully before drawing regulatory conclusions. As a con-
sequence, we speak of indications on co-movements rather than causal dependency.  
5 Conclusion  
The question whether IT has a positive impact on firms or market sectors is challeng-
ing academia for several years as it is very hard to measure both: the emergence of IT 
and the impact it generates. This question is of high relevance specifically in the case 
of the financial industry where substantial IT investments are made.  
Within this study, we analyze the impact of IT-based trading activities on financial 
markets. Based on academic and practical measures, we identify OTR as an appropri-
ate proxy to capture the key characteristics of the IT driven change within securities 
trading. We evaluate this measure by means of a proprietary dataset indicating non-
human trading activity.  
Our contributions are threefold: At first, we provide the first study applying and 
evaluating OTR in order to measure the amount of IT-based trading. This measure 
can be used in future research to quantify the amount of these strategies on the basis 
of public available data. Second, we are among the first who empirically validate 
OTR with a proprietary dataset which is labeled according to non-human trading ac-
tivity. Thus, we combine the advantage of applying a reliable measure within a longi-
tudinal analysis. Finally, we consequently provide an indication that IT may have a 
positive impact on a whole sector. In our case, we find that the share of IT supported 
trading at a financial market improves price stability but in turn leads to the demand 
for higher risk compensations. 
However, we are aware of the limitation that OTR does not necessarily capture all 
dimensions of IT-based trading activities. Most obvious, activities leading to order 
modifications and deletions are not covered by our approach. Further, as the German 
market system never suffered from a major outage caused by fraud algorithms or low-





ideality. Therefore, additional markets need to be analyzed to gain further insides. At 
last, besides of numerous robustness checks, we so far do not evaluate a distinct caus-
al relationship. Therefore, further research is necessary before regulatory conclusions 
can be drawn. 
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Abstract. In den letzten Jahren hat sich Cloud Computing als bekanntes Thema 
in der IT-Branche etabliert und viele Unternehmen wandeln ihr traditionelles 
IT-Geschäft zu Cloud-Diensten. Die Auswirkung der jüngsten Fortschritte von 
Cloud-Diensten auf die Geschäftsmodelle der Unternehmen liegt im Dunkeln 
und eröffnet eine forscherische Lücke. Das vorliegende Paper analysiert beste-
hende Literatur zu Geschäftsmodellen im Cloud Computing und leitet Einflüsse 
auf traditionelle Geschäftsmodelle und -theorien ab. Dazu werden zunächst 
grundlegende Komponenten bestehender Geschäftsmodelltheorien vorgestellt. 
Zur Identifizierung der Einflüsse auf die Komponenten traditioneller Ge-
schäftsmodelle bei der Fokussierung von Cloud-Geschäften ist eine umfangrei-
che Literaturrecherche (70 Fachzeitschriften, sechs Konferenzen und vier Da-
tenbanken) durchgeführt worden. Basierend auf den Erkenntnissen einer umfas-
senden Analyse der Literatur werden Auswirkungen für Cloud-
Geschäftsmodelle erkannt. Darüber hinaus wird die Abdeckung der Geschäfts-
modellkomponenten in den Cloud-bezogenen Artikeln wissenschaftlicher Lite-
ratur diskutiert. Abschließend werden weiterführende Forschungsrichtungen 
abgeleitet. 
Keywords: Cloud Computing, Geschäftsmodelle, Business Models, Literatur-
übersicht, Literature Review 
1 Einleitung 
Ein Geschäftsmodell (GM) ist gemäß der Deutung der zwei zusammengesetzten Be-
griffe ein abstraktes Muster eines bestehenden Geschäfts bzw. Unternehmens [1]. 
Nachdem sich die GMe von Unternehmen in den ausgereiften Industrien bis zur Jahr-
tausendwende immer ähnlicher wurden [2], lassen sich durch den Einfluss des Inter-
nets vermehrt komplexe und unterschiedliche Geschäftsmodelle finden. In den neuen 
Geschäftsstrukturen der Informationstechnologie (IT) wird Cloud Computing (CC) 
als eine Schlüsseltechnologie wahrgenommen. Viele Anbieter folgen diesem Trend 
und wandeln ihr traditionelles Geschäft zu einem Cloud-Geschäft. Der Einsatz von 
CC wird die Heterogenität der IT zunehmend reduzieren und Änderungen in den 
GMen von Cloud-Dienst-Anbietern hervorrufen [3–5]. Vor diesem Hintergrund stellt 
sich die Frage, welche Auswirkungen diese Veränderungen auf bestehende Rahmen-






siert werden kann. Unter Berücksichtigung bestehender GM-Theorien werden zu 
diesem Zweck folgende Forschungsfragen adressiert: 
F1:  Was sind grundlegende Bausteine von klassischen GM-Theorien? 
F2:  Welche Auswirkungen hat das Cloud Computing auf die traditionellen GM-
 Elemente? 
F3:  Welche zukünftigen Forschungs- und Handlungsfelder ergeben sich hieraus i
 m Bereich der Cloud-GMe? 
Der Beitrag ist daher wie folgt aufgebaut: Zunächst werden GM-Theorien vorgestellt, 
miteinander kombiniert und integriert, um grundlegende Bausteine abzuleiten. Ent-
lang dieser Bausteine können nun die Ergebnisse zur Beantwortung der zweiten For-
schungsfrage strukturiert werden. Es folgt eine ausführliche Literarturrecherche, mit 
deren Hilfe die Ausprägungen der einzelnen GM-Bausteine für den Cloud-Bereich 
ermittelt und Besonderheiten gegenüber klassischen GMen hervorgehoben werden. 
Abschließend werden auf Basis der literaturbezogenen Abdeckung der Bausteine 
eines GMs weitere Forschungsrichtungen aufgezeigt. 
2 Literaturübersicht von Geschäftsmodellen im Cloud 
Computing 
Die Erstellung einer Literaturübersicht ist das Mittel der Wahl, um zu Beginn eines 
Forschungsprojektes den aktuellen Stand der Forschung zu eruieren [6]. Dies vermei-
det redundante Untersuchungen und führt zu wichtigen Beiträgen in dem Forschungs-
feld [6], [7]. Die Literaturanalyse in diesem Beitrag fasst die Forschungsarbeit in 
Bezug auf GMe im CC zusammen und dient der Information des Lesers [8]. Dafür 
verwenden wir ein Vorgehen, welches auf dem fünfstufigen Konzept nach Vom Bro-























2.1 Definition des Untersuchungsumfangs 
Im Rahmen unseres Beitrags konzentrieren wir uns auf die Sammlung und Systemati-
sierung von Forschungsarbeiten auf dem Gebiet der GMe im CC und analysieren 
Änderungen für Cloud-Geschäfte. Für die Veranschaulichung des Untersuchungsum-
fangs wird eine Taxonomie nach Cooper [9] mit sechs Merkmalen als bewährtes Mit-
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Abb. 2. Definition des Untersuchungsumfangs (vgl. [9]) 
2.2 Konzeptualisierung der Thematik 
Mit der Untersuchung des Einflusses von CC auf GMe werden zwei nicht eindeutig 
verstandene Konzepte miteinander vereint. Zur Einführung in die Thematik und För-
derung eines Konsenses wird daher zunächst ein wissenschaftlicher Überblick über 
die beiden Konstrukte gegeben. 
 
Geschäftsmodell. Per Definition hat jedes Unternehmen ein GM. Es stellt ein mo-
dellhaftes, d.h. vereinfachtes und abstraktes Abbild des Unternehmens dar und dessen 
was ein Unternehmen tut, um einen Mehrwert zu schaffen und zu vermarkten [11] 
(siehe auch [12] oder [13]). Das Ziel eines GMs ist die Bildung einer Grundlage für 
folgende Aspekte [2]: Verständnis des Wertes eines bestehenden Unternehmens; Er-
kennen eigener Schwächen mit dem Ziel der Optimierung; und das systematische 
Evaluieren neuer Geschäftsideen mit ihren Wettbewerbsvorteilen und Erfolgswahr-
scheinlichkeiten. 
Die Definition und Konzeption eines GMs kann in vielerlei Hinsicht veranschau-
licht werden, jedoch fehlt es in der Wissenschaft und Praxis an einem gemeinsam 
akzeptierten Ansatz [14–20]. Viele Forscher präsentieren diverse Definitionen des 
GM-Konzepts aus unterschiedlichen Perspektiven. Etabliert hat sich dabei besonders 
der komponentenbasierte Ansatz, welcher daher hier weiter verfolgt wird. Zur Ermitt-
lung eines gemeinsamen Verständnisses des Begriffs vergleichen verschiedene Auto-






Komponenten (siehe Abb. 3, links). Wir betrachten die aktuellsten Autoren [11], [21–
23] von Zusammenfassungen verschiedener GM-Definitionen und vereinheitlichen 
deren resultierende Komponenten eines GMs nochmals zu acht Bausteinen eines GMs 
(siehe Abb. 3, rechts). Diese Bausteine werden als Leitfaden für die nachfolgende 
Literaturanalyse verwendet und haben gemäß der betrachteten Autoren folgende Rol-
lenbesetzung in einem GM: Der zentrale Baustein ist der Wertbeitrag, ein Leistungs-
versprechen, welches im Rahmen der Geschäftsstrategie angeboten wird. Auf der 
Anbieter-Seite wird dieser Wert mittels diverser kostenverursachender Ressourcen 
und Aktivitäten erstellt sowie durch ein Partner- und Zulieferernetzwerk unterstützt. 
Die Leistung wird auf der Verbraucher-Seite wertschöpfend über einen Distributions-




Resultierende Komponenten / 
Gruppen



















• Finanzierung und Kosten
• Zielkunden
• Netzwerk und Aktivitäten
• Technologie, Ressourcen und 
Fähigkeiten























Abb. 3. Bausteine eines Geschäftsmodells 
Cloud Computing. Mit CC ist die skalierbare und elastische Bereitstellung 
virtualisierter IT-Ressourcen über das Internet gemeint [24]. Zu diesen Ressourcen 
zählen z.B. Rechenkapazität, Datenspeicher, Programmier-Plattformen und Software. 
Die Skalierbarkeit der Leistung bedeutet, dass sie je nach Bedarf angepasst werden 
kann und dem Leistungsabnehmer nur die Kosten für den tatsächlichen Verbrauch 
berechnet werden. Elastisch ist die Leistung, da ein gemeinsamer Ressourcenpool von 
den Abnehmern geteilt wird und damit eine maximale Effizienz der Ressourcenvertei-
lung gewährleistet ist [24]. Das „National Institute of Standards and Technology“ 
(NIST) fasst diese Beschreibung von CC mit fünf charakteristischen Eigenschaften 
zusammen [24]: (1) Broad Network Access, (2) Rapid Elasticity, (3) Measured Ser-
vice, (4) On-Demand Self-Service und (5) Resource Pooling. Darüber hinaus wird das 
Leistungsspektrum von CC auf drei hierarchischen Service-Ebenen angeboten [24]: 






as-a-Service“ (IaaS). Die Bereitstellung von Cloud-Diensten kann wiederum in vier 
verschiedene Modelle unterschieden werden, abhängig von der Verwendung öffentli-
cher (Internet) oder nicht öffentlicher, privater (Intranet) Netzwerkstrukturen: Public, 
Hybrid, Community und Private [5], [24]. 
2.3 Literaturrecherche 
Der dritte Schritt des fünfstufigen Konzepts nach Vom Brocke ist die Recherche rele-
vanter Literatur. Zu deren Identifizierung wurde eine umfangreiche Literaturrecherche 
durchgeführt, in welcher 70 Fachzeitschriften, sechs Konferenzen und vier Datenban-
ken durchsucht wurden. 
Die Auswahl der Fachzeitschriften basiert auf dem Journal-Ranking der 
„Association for Information Systems“ (AIS), um Artikel aus qualitativ hochwertigen 
Fachzeitschriften zu erhalten. Im Zeitintervall von Januar 2002 bis Mai 2012 wurden 
alle Fachzeitschriften durchsucht, deren durchschnittliches Ranking (Average Rank 
Point, ARP) kleiner oder gleich 30 ist. Zusätzlich sind fünf AIS-verbundene und eine 
zusätzliche Konferenz analysiert worden. Die Artikel wurden dem Titel nach ausge-
wählt (Treffer) und deren Abstracts auf einen Geschäftsmodellbezug im CC geprüft. 
Die Suche ergab in den Fachzeitschriften 13 und in den Konferenzbeiträgen zehn 
relevante Artikel (siehe Abb. 4). Die restlichen 46 nicht abgebildeten Fachzeitschrif-
ten innerhalb des Ranking-Intervalls enthielten keine Treffer. 
Zur Ausweitung der Recherche wurde eine Stichwortsuche für den Zeitraum von 
Januar 2002 bis Mai 2012 in den folgenden Datenbanken durchgeführt [7]: AISeL, 
EBSCO (Business Source Complete), Science Direct (Business, Management and 
Accounting; Computerscience) und IEEE Xplore (Communication, Networking & 
Broadcasting; Computing & Processing). Die folgenden Stichworte wurden aus dem 
Ergebnis der Konzeptualisierung (Abschnitt 2.2) abgeleitet und englischer Form in 
den Titeln, Schlagwörtern und Abstracts der Artikel gesucht: „Cloud Computing“ in 
Verbindung mit „business model“, “strategy”, “value proposition”, “network”, 
“activities”, “resources”, “market”, “distribution”, “revenue” und “costs”. Die Daten-
bank-Ergebnisse wurden nach Relevanz sortiert und die jeweils ersten 100 Treffer 
analysiert. Eine individuelle Auswertung der Titel und Abstracts sowie ein Screening 
der gesamten Artikel wurde dabei genutzt, um die relevanten Artikel herauszufiltern. 
Aufgrund der Überschneidungen von Artikeln mit der Recherche in den Fachzeit-
schriften und Konferenzen sowie innerhalb der Datenbanken, wurden nur neu ermit-
telte Artikel gezählt. Die Datenbanksuche führte zu 30 weiteren Artikeln (siehe Abb. 
4). 
Auf Grundlage der bis hier ermittelten Artikel wurde die Recherche zusätzlich um 
eine Vorwärts-Suche (Autor-basiert) und Rückwärts-Suche (Quellen-basiert) erwei-
tert, was zu zusätzlichen 22 Artikeln führte. Insgesamt hat die Literaturrecherche im 

















JMIS Journal of Management Information Systems 4,86 1 0
HBR Harvard Business Review 8,00 1 0
DSS Decision Support Systems 10,67 3 2
IEEESw IEEE Software 11,00 5 0
ACMTrans ACM Transaction (various) 13,00 3 2
JCSS Journal of Computer and System Sciences 13,00 2 0
IEEETSMC IEEE Transaction on Computers 14,00 6 0
CAIS Communication of the AIS 14,00 1 1
JAIS Journal of the AIS 17,75 3 1
IEEETC IEEE Transaction on Computers 18,00 2 2
IEEEComp IEEE Computer 18,17 2 0
COR Computer and Operations Research 20,50 1 0
HCI Human-Computer Interaction 20,67 1 0
CMR California Management Review 21,00 1 0
JSIS Journal of Strategic Information Systems 22,57 6 1
BH Business Horizons 25,00 1 0
IEEETKDE IEEE Transaction on Knowledge and Data Engineering 25,00 1 0
JDA Journal of Database Administration 25,00 2 0
IBMSJ IBM System Journal 26,00 2 1
JITTA Journal of Information Technology Theory and Application 26,00 1 0
WIRT WIRT Wirtschaftsinformatik 28,00 4 3
ESA Expert Systems with Applications 29,00 1 0
ISM Informations Systems Management 29,00 1 0









AMCIS Americas Conference on Information Systems 4 1
ICIS International Conference on Information Systems 4 2
ECIS European Conference on Information Systems 3 3
MCIS Mediterranean Conference on Information Systems 6 2
PACIS Pacific Asia Conference on Information Systems 3 2
WI Wirtschaftsinformatik 2 0
Gesamt 22 10
Stichworte AISeL EBSCOhost Science Direct IEEE Xplore
Cloud computing + Treffer Neu Treffer Neu Treffer Neu Treffer Neu
• Business model 8 1 60 2 24 3 229 5
• Strategy 6 0 211 0 38 0 203 1
• Value proposition 0 0 4 0 0 0 1 0
• Network 4 1 418 1 98 0 999 0
• Activities 0 0 57 0 22 0 88 1
• Resources 17 2 343 0 145 0 1.373 1
• Market 12 2 288 0 22 1 157 0
• Distribution 1 0 40 0 35 1 186 2
• Revenue 5 0 99 2 4 0 45 0
• Costs 12 2 529 0 99 1 707 1




















2.4 Literaturanalyse und -synthese 
Die identifizierte Literatur wurde detailliert analysiert und den Komponenten eines 
GMs zugeordnet. Entlang der im Abschnitt 2.2 vorgestellten Teile eine GMs – „Ge-
schäftsstrategie“, „Anbieter-Seite“, „Wertbeitrag“ und „Verbraucher-Seite“ – wird die 
entsprechende Literatur im Folgenden systematisch zusammengetragen. Dabei wer-
den zunächst allgemeine Ergebnisse zu Cloud-GMen vorgestellt und anschließend die 
Besonderheiten in den einzelnen Bausteinen formuliert, um damit die zweite For-
schungsfrage zu adressieren.  
 
Allgemeine Ergebnisse zu Cloud-Geschäftsmodellen. Einige Forschungsergebnisse 
beanspruchen zwar das ganzheitliche GM-Konzept für ihren Ansatz und stellen Klas-
sifikationen und Rahmenmodelle für Cloud-GMe auf, jedoch beschreibt die Vielzahl 
dieser Ansätze GMe in der Cloud nur sehr oberflächlich und selten mit einer ganzheit-
lichen Abdeckung aller Bausteine eines GMs. Die verschiedenen Ansätze werden 
nachfolgend kurz vorgestellt. 
Stuckenberg et al. verwenden eine Analysemethodik eines GMs entlang 
Osterwalders „Business Model Canvas“ und stellen sehr allgemeine Auswirkungen 
von SaaS auf GMe heraus [25].  
Der gleiche Ansatz wird durch Nüesch und Back genutzt, um die potenziellen 
Auswirkungen von Web 2.0 Prinzipen auf internetbasierte GMe zu bestimmen [26]. 
Web 2.0 Anwendungen fallen vom Ansatz her in den Bereich des SaaS, die betrachte-
ten Auswirkungen sind damit im Cloud-Bereich ebenso relevant. 
Weinhardt et al. präsentieren ein allgemeines „Cloud Business Model Framework“. 
Sie verwenden ein Drei-Schichten-Modell analog zu den Service-Ebenen im CC: 
Infrastructure, PaaS und Applications. Jede Ebene beschreibt zwei Arten von Dienst-
leistungen, die jeweils ein eigenes GM darstellen [5]. 
Chou stellt sieben GMe für Cloud-Software-Anbieter vor und orientiert sich dabei 
vorrangig an der Software-Ebene [27]. Ausgehend von dem traditionellen Software-
Geschäft, beschreibt er die Modelle und deren Übergänge. 
Verschiedene Arten von GMen können aus einer Differenzierung von Klassifizie-
rungskriterien abgeleitet werden. Das Jericho Forum schlägt ein „Cloud Cube Model“ 
(CCM) mit 3 qualitativen Dimensionen vor, die den Grad der Beschaffung widerspie-
geln [28]. Darauf aufbauend identifizieren Chang et al. acht Typen von GMen, welche 
mit dem CCM klassifiziert und für jeden Typen Stärken und Schwächen diskutiert 
werden [29]. Darüber hinaus schlagen Chang et al. das Hexagon-Modell (HM) vor, 
welches die bisherigen qualitativen Betrachtungen für ein Cloud-GM um quantitative 
Aspekte anreichert [30].  
 
Geschäftsstrategie. IT-Service-Anbieter können unterschiedliche Strategien nutzen, 
um die Entstehung und Entwicklung von Cloud-GMen im unternehmerischen Kontext 
zu fördern. Su bestimmt vier Kategorien von Anbieterstrategien [31], die sich in zwei 
Dimensionen unterscheiden: dem Organisations-Fokus (individuelle Organisation 
oder inter-organisatorischer Bereich) und Organisations-Prozess (Veränderung beste-






tegien sind eine sehr allgemeine Betrachtung und können auch ohne einen Cloud-
Fokus angewandt werden. 
 
Anbieter-Seite. Auf der Seite des Unternehmens werden Partnerbeziehungen be-
trachtet sowie Aktivitäten und Ressourcen, die für die Schaffung des Wertbeitrags 
benötigt werden und schließlich Kosten, die dabei entstehen. 
In Bezug auf die Partner-Netzwerke eines Unternehmens, sind im CC vielfältige 
Rollen miteinander integriert. Die steigende Standardisierung von Dienstleistungen in 
der Cloud ermöglicht die Realisierung einer Vielzahl von GMen, die auf anderen 
Cloud-Diensten basieren. Anbieter von Cloud-Diensten bilden die Grundlage für 
Marktplätze oder für Aggregatoren, welche fremde Dienste zusammenfassen und 
gegebenenfalls einen Zusatznutzen hinzufügen. Berater unterstützen Unternehmen bei 
der Auswahl sowie dem Einsatz von Cloud-Diensten und Integratoren helfen die 
Dienste im Unternehmen zu implementieren [32]. Leimeister et al. stellen diese Be-
ziehungen in einem „Value Network of Cloud Computing“ (VNCC) vor, das die tra-
ditionelle Wertschöpfungskette als ein Wertnetzwerk darstellt [33]. Auch Fang et al. 
analysieren GMe basierend auf dem Wertnetzwerk in der Cloud und entwickeln ein 
entsprechendes Strukturmodell [34]. Ein weiterer Partneraspekt wird von Hwang et 
al. gegeben. Sie schlagen für sichere Speicherdienste in der Cloud eine Trennung 
zwischen Speicher- und Verschlüsselungsdienst vor [35]. Jenseits dieses Storage-
Szenarios ist eine generelle Trennung zwischen Cloud- und Sicherheitsdienst als Teil 
eines Cloud-GMs denkbar, um den Datenschutz in der Cloud zu erhöhen.  
Im Hinblick auf Aktivitäten der Cloud-Anbieter fassen Fang et al. verschiedene 
Cloud-Konzepte zusammen und identifizieren wichtige Aktivitäten bei der Erbrin-
gung eines Cloud-Dienstes. Eine grundlegende Aktivität eines Cloud-Anbieters ist die 
Messung und Überwachung des Ressourcenverbrauchs, um eine nutzungsabhängige 
Abrechnung zu gewährleisten [34]. Weiterhin ist eine detaillierte Kapazitätsplanung 
erforderlich, um potentielle Forderungen zukünftiger Verbräuche gewährleisten zu 
können. Zur Realisierung des on-Demand-Ansatzes von CC müssen standardisierte 
Service Level Agreements (SLAs) zwischen Anbieter und Abnehmer formuliert wer-
den [34]. Zur Förderung der Standardisierung präsentieren Mauer et al. einen neuarti-
gen Ansatz des adaptiven SLA Vergleichs, basierend auf öffentlich zugänglichen 
SLA-Vorlagen [36]. Bei Cloud-Diensten fällt der gesamte Betrieb und die Wartung in 
den Aufgabenbereich des Anbieters der Dienste [37], [38]. Dazu gehören insbesonde-
re Verwaltungsaufgaben der IT, z.B. Implementierungen, Datenmigrationen, Aktuali-
sierungen und Sicherheitsupdates. Die Verwaltung und Reduzierung von Risiken und 
Compliance-Aufwand wird von Martens und Teuteberg thematisiert, indem sie ein 
Referenzmodell vorstellen, das Unternehmen dabei unterstützt [39]. Die gesteigerte 
Fokussierung auf Daten und deren Erhebung im Internet fordert Aktivitäten, wie Da-
tenbank-Management und Daten-Analysen, um die großen Datenmengen zu verarbei-
ten und einen Mehrwert für den Verbraucher zu schaffen [40]. Besonders die Beach-
tung von Sicherheits- und Datenschutzprinzipien in Cloud-GMen stehen im Vorder-
grund [41]. Generell wird jedoch Datenschutz weniger konkret betrieben wie Sicher-
heit, und, je kleiner der Anbieter von Cloud-Diensten ist, desto geringeren Umfangs 






Ressourcen, mit denen Infrastruktur-Anbieter arbeiten, sind Hardware-Ressourcen 
(z.B. Speicher-, Server und Netzwerk) aus ihren Serverfarmen. Um virtualisierte Ma-
schinen bereitstellen zu können, sind neben der Hardware auch Software-
Komponenten notwendig, wie z.B. die Firmware oder ein Management-Werkzeug für 
die Verwaltung virtueller Maschinen [34]. Bei Cloud-Diensten auf der Plattform- oder 
Software-Ebene sind entsprechend Laufzeitumgebungen, Entwicklungswerkzeuge 
und weitere Anwendungen die Ressource des Dienstes. Die wohl wichtigste Ressour-
ce für Cloud-Dienste ist eine breitbandige Internetverbindung, über die Sub-Anbieter 
eingebunden werden und welche als Grundlage für die Verbreitung des Services 
dient. Im CC gibt es theoretisch keine Einschränkungen der Ressourcenallokation, um 
mehr Kunden bedienen zu können [5], [42]. Mehr Kunden generieren ein höheres 
Datenvolumen und viele Anwendungen in der Cloud basieren auf diesen großen Da-
tenmengen. Folglich steigt die Bedeutung von Daten als Ressource in der Cloud eben-
falls. 
Bestehende Kostenanalyse-Methoden traditioneller GMe basieren auf Fixkosten 
und langen Lebenszyklen der Produkte. Die elastische Ressourcennutzung in der 
Cloud und verkürzte Produkt-Lebenszyklen fordern eine Anpassung der Kostenmo-
delle [43]. Im Falle der Nutzung von anderen Cloud-Diensten für die eigene Wertge-
nerierung muss ein Kostenmodell einbezogen werden, welches eine Pay-per-Use-
Abrechnung des CC beachtet. Kostenrechnung in der Cloud ist daher sehr komplex 
und umfasst die Gesamtbetriebskosten („Total Costs of Ownership“, TCO) sowie 
nutzungsabhängige Kosten [44]. Li et al. entwickelten ein Berechnungsmodell für 
diese Art von Kosten und stellen ein Kostenberechnungs- und -analyse-Tool vor [44]. 
Ein weiteres Cloud-Kosten-Modell, das nicht nur fixe, sondern auch variable Kosten 
für GMe in Cloud-Umgebungen beschreibt, wurde von Mach und Schituka entwickelt 
[43]. Martens et al. beschreiben neun Arten von Kosten im CC und präsentieren ein 
TCO-Modell, welches ebenfalls das Bewusstsein für indirekte und versteckte Kosten 
in der Cloud fördert und [45] Kosteneinsparungen herbeiführt [46]. 
 
Wertbeitrag. Der Wert von Cloud-Diensten basiert auf den Versprechungen einer 
Cloud-Umgebung, bestehend aus dem ubiquitären (netzwerkbasierten) Datenzugriff 
und -austausch sowie Zugriff auf kostengünstige Infrastrukturen und Anwendungen 
[47]. Cloud-Dienste sind standardisierte [27] und für den Massenmarkt erreichbare 
Services. Der hohe Standardisierungsgrad des Dienstes erweckt bei dem Kunden den 
Bedarf nach Individualisierungsmöglichkeiten, was sich u.a. auch in einem Ein-
schränkungsbedarf des Orts der physischen Ressourcen äußert. Weitere Werte von 
Cloud-Diensten sind kontinuierliche Verbesserungen sowie eine Unabhängigkeit von 
Plattformen und Infrastrukturen. Bei SaaS ist die Kundenbeteiligung teilweise ein 
großer Wertfaktor [48], denn der Wert einer Software steigt proportional zu der Größe 
und Dynamik der zu verwalteten Daten [49]. 
 
Verbraucher-Seite. Auf dieser Seite werden die Zielkunden des Wertbeitrags be-
trachtet sowie das Vertriebsmodell und die Erlöse, die daraus generiert werden. 
In einem Markt mit knappen Ressourcen können durch eine präzise Auswahl der 






Da im CC theoretisch auf einen unbegrenzten Ressourcenpool zugegriffen werden 
kann, können Cloud-Dienste die breite Masse bedienen. Eine Differenzierung zwi-
schen Privat-und Geschäftskunden ist jedoch durchaus sinnvoll [51]. Seit Web 2.0-
Diensten ist der Kunde oft Teil der Wertschöpfung (z.B. Facebook) [49], daher sollte 
ein Cloud-GM verstärkt die Kundenbeziehung in den Fokus rücken [48]. Die transpa-
rente Darstellung der Datenverarbeitung in der Cloud fördert das Vertrauen in einen 
Anbieter. Entsprechende Standards werden in SLAs an den Kunden kommuniziert 
[34]. Ein Rahmenwerk für Haftung und Vertrauen in der Cloud, welches die Kompo-
nenten Sicherheit, Privatsphäre, Verantwortung und Überprüfbarkeit fokussiert, wird 
von Ko et al. vorgeschlagen [52]. Martens et al. entwickeln für den Kunden ein Rei-
fegradmodell, um Dienste entsprechend bewerten zu können [53]. Mit diesem Modell 
können auch Anbieter die Qualität ihrer eigenen Dienste einschätzen. Zur Steigerung 
des Vertrauens in den Anbieter sollte ein Lock-In-Effekt vermieden werden [5]. Die 
Verwendung bzw. Einhaltung von Standards gewährleistet Interoperabilität und dem 
Kunden wird damit eine uneingeschränkte Wahl an Diensten sowie Anbietern ermög-
licht. 
Der Vertriebsweg von Cloud-Diensten ist eine Netzwerk-Infrastruktur (Intranet 
oder Internet). Nutzer von Cloud-Diensten (Verbraucher oder Unternehmen) arbeiten 
mit Web- oder Programmier-Schnittstellen. Sie verwalten virtuelle Maschinen, entwi-
ckeln Code oder benutzen Anwendungen [34] ohne den Einsatz eigener Mittel, außer 
dem Zugang zu dem Netzwerk, über welches die Dienste vertrieben werden. 
Bei Erlösen in der Cloud verändert sich die Preisgestaltung von festen Preisen zu 
einer variablen Pay-per-Use-Abrechnung [54],[55]. Bei aktuellen Erlösmodellen sind 
Lizenzen an einzelne Maschinen oder Benutzer gebunden. Neue Erlösmodelle für 
nutzungsabhängige Lizenzen, Sanktionen und Preise bei Cloud-Diensten sind erfor-
derlich [5]. Anandasivam et al. streben eine Lösung des Problems an und vergleichen 
die statische Preisgestaltung mit Angebotspreismodellen und einer dynamischen 
Preisgestaltung [50]. Im Bereich PaaS haben Eurich et al. acht potenzielle Einnahme-
quellen identifiziert, um verschiedene Strategien zu unterstützen [56]. Sotola stellt auf 
allen drei Ebenen von Cloud-Services verschiedene Abrechnungskriterien zusammen 
und bietet ein Preismodell für die Cloud an [54]. Zur Erhöhung der Erlöse in der 
Cloud schlagen Pueschel et al. einen speziellen Preismechanismus vor [4]. Ein weite-
rer Erlös-Faktor bei der Bereitstellung von Cloud-Diensten ist die Verwirklichung 
von Skaleneffekten, wenn umfangreiche Investitionen und Betriebskosten auf eine 







Zusammenfassend können die Ergebnisse der Literaturübersicht in den Bausteinen 
eines GMs wie folgt synthetisiert werden (siehe Abb. 5). Die Literaturbefunde zeigen, 
dass kein Artikel Cloud-GMe mit einem ganzheitlichen Ansatz (Abdeckung aller 
Bausteine in einer hinreichenden Tiefe) bearbeitet. Jeder Baustein eines Cloud-GMs 






























































Anandasivam et al. 2009 X X X
Buxmann et al. 2008 X
Chang et al. 2010a X X X
Chang et al. 2010b X X X




Dobeson 2009 X X X
Eurich 2011 X
Fang et al. 2010 X X X
Goodburn & Hill 2010 X X X
Gull 2009 X
Hwang et al. 2011 X X X
Ko et al. 2011 X X X
Koehler et al. 2010 X X X
Leimeister et al. 2010 X X X
Li et al. 2009 X X X
Mach and Schituka 2011 X X X
Martens & Teuteberg 2011 X X X
Martens et al. 2011 X X X
Martens et al. 2012 X X X
Maurer et al. 2012 X X X
Nüesch und Back 2011 X
Pueschel et al. 2009 X
Ramireddy et al. 2010 X X X
Sotola 2011 X X X
Stuckenberg et al. 2011 X
Su 2011 X X X
Weinhardt et al. 2009 X X X
Legende: keine Abdeckung            schwache Abdeckung            tiefe Abdeckung
 
Abb. 5. Übersicht der Literaturbefunde 
Besonders intensiv tritt der Bereich der Erlösgenerierung in der Literatur hervor, was 
zu der Hypothese führt, dass sich besonders die Erlöse in der Cloud verändern. Dane-
ben hat die Literaturrecherche ergeben, dass im CC auch der Vernetzungsaspekt zwi-
schen Anbietern eine gesteigerte Relevanz erfährt. Der Strategiebereich ist bisher 






hüllt oder darauf hindeutet, dass es im CC keine Strategie-Unterschiede gibt. Die 
Abdeckung der Cloud-Ebenen (IaaS, PaaS und SaaS) ist ungleichmäßig, besonders im 
Software-Bereich sticht die Anzahl der Literaturbefunde hervor. Dies kann bedeuten, 
dass auf der SaaS-Ebene ein höherer Forschungsbedarf besteht, was sich in der Kom-
plexität und Variabilität von möglichen Software-Anwendungen begründen lässt. 
Analog zu den soeben formulierten Erkenntnissen führt die Literaturauswertung zu 
potenziellen zukünftigen Forschungsrichtungen, die mit folgenden Forschungsfragen 
angerissen werden: 
1. Welche Auswirkungen hat die Erlösgenerierung auf den Erfolg von Cloud-
Geschäftsmodellen im Vergleich zu klassischen Modellen?  
2. Welche Erfolgsfaktoren bietet ein Partner-Netzwerk insbesondere im Cloud-
Geschäft und welche Abhängigkeiten treten dabei auf? 
3. Wie unterscheidet sich die Strategieformulierung für ein Cloud-Geschäft von ei-
nem klassischen Geschäft? 
4. Welche Zusammenhänge bestehen zwischen Cloud-Strategien und den Service-
Ebenen, Bereitstellungsmodellen oder Rollen-Konzepten?  
5. Wie unterscheiden sich Cloud-Geschäftsmodelle auf den drei Ebenen IaaS, PaaS 
und SaaS? 
3 Fazit 
Im Zeitalter des CC ist die Evaluierung bestehender GMe sowie die Abwägung neuer 
Geschäftsmodellkonzepte erforderlich. Den ersten Schritt in diese Richtung gehen die 
Autoren mit der vorliegenden Untersuchung. Allgemeine Theorien des Geschäftsmo-
dellkonzeptes wurden ausgewertet, um die erste Forschungsfrage (F1: Was sind 
grundlegende Bausteine von klassischen GM-Theorien?) zu beantworten. Als Ergeb-
nis haben sich die Bausteine Netzwerk, Ressourcen und Aktivitäten, sowie Kosten auf 
der Anbieterseite, Strategie und Wertbeitrag im Zentrum eines GMs und auf der Kun-
denseite der Zielmarkt, Vertrieb und die Erlöse ergeben. 
Auf Basis einer ausführlichen Literaturrecherche wurde ein strukturierter Über-
blick geschaffen, mit dessen Hilfe die zweite Fragestellung (F2: Welche Auswirkun-
gen hat das Cloud Computing auf die traditionellen GM-Elemente?) adressiert wird. 
Besonders hervorgestochen sind hier die Bereiche Erlöse, Strategie, Netzwerke und 
SaaS durch proportionale Über- oder Unterrepräsentation. 
Aus den ermittelten Auffälligkeiten lassen sich künftige Forschungsfelder ableiten, 
als Antwort der dritten Forschungsfrage (F3: Welche zukünftigen Forschungs- und 
Handlungsfelder ergeben sich hieraus im Bereich der Cloud-GMe?).  
Einige Einschränkungen der Untersuchung im vorliegenden Artikel müssen be-
rücksichtigt werden. In dem vorliegenden Artikel wurde eine Fokussierung kompo-
nentenbasierter Ansätze vorgenommen und andere Sichtweise auf ein GM vernach-
lässigt. Bei der Literaturrecherche ist zwar auch eine stichwortunabhängige Recher-
che in 70 Fachzeitschriften und sechs Konferenzen vorgenommen worden, jedoch 
sind die restlichen Suchergebnisse der Datenbanksuche durch die Auswahl der Stich-






turbefunde gegebenenfalls ausgeweitet werden. Abschließend kann dem Auswahlpro-
zess der Literatur eine leichte Subjektivität unterstellt werden. 
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Abstract. Cloud computing is an evolution of computing technology and re-
flects a shift in the way it is delivered to businesses and individuals. Enterprises 
can significantly lower their cost of ownership, reduce time to value and faster 
adapt to changing needs in a globalized economy. Despite research and practice 
predict productivity increases and cost savings when migrating to the cloud one 
question remains unanswered: Does the adoption of cloud computing increase 
the market value of the firm? We try to answer this question by applying the 
event study methodology on companies that recently announced the deployment 
of cloud computing. Overall, we find significant positive abnormal returns. We 
find that investors specifically reward innovative and strategically motivated 
adoption of cloud computing. As a key implication of our results, we recom-
mend in particular IT executives in large companies within the service industry 
to reassess their portfolio and foster the adoption of strategic and innovative 
cloud services.     
Keywords: cloud computing, event study, business value of information tech-
nology, information systems, IT innovation 
1 Introduction 
Cloud computing is an evolution of how information technology is delivered to con-
sumers and businesses [1], [2]. It allows companies to increase the scale and power of 
their IT, eliminate administrative effort, work across locations, devices and organiza-
tional boundaries and improve the speed at which IT can be accessed and deployed 
[1]. While recent studies predict high returns from migrating to the cloud [3], [4], it is 
a company’s organizational grounding and specific setting that determines the success 
of an IT innovation adoption [5], [6]. In this study we examine five moderators that 
influence the impact of cloud computing adoption on firm value, namely firm size, 
industry sector, innovativeness, strategic intent and innovation timing. 
From a corporate perspective, cloud computing represents a sourcing decision [2], [7]. 
In the past years effort was made to generally approach the question whether the 






mation systems addressed the so called productivity paradox which highlighted the 
discrepancy between advances in computing power and the relatively slow growth of 
productivity at the national or organizational level [11], [12]. A second debate was 
initiated by Carr [13] who argued that IT has no strategic impact on firm performance 
as IT is nowadays accessible and affordable to all. More recent research indicates that 
complementary resource investments and the effort to transform an organization have 
to be taken into account in order to estimate the business value of IT [6], [8]. Scholars 
have examined the characteristics of cloud computing, such as potential benefits [7], 
security issues [2] or business models [4]. Nevertheless, the highly pertinent question 
whether the markets recognize and value the deployment of cloud computing technol-
ogy has remained unanswered. This study seeks to address this research gap. Our goal 
is to increase the understanding of the value of cloud computing for companies and 
examine under which conditions markets value cloud computing adoption. Therefore, 
our research question is: Does the adoption of cloud computing increase the market 
value of the firm?  
We apply the event study methodology [14] to determine the impact of cloud com-
puting adoption on the market value of a firm. Event studies enable researchers to 
measure changes in stock prices that can serve as an estimate for the effectiveness of 
the firm in foreseeing and adapting to changes in its market environment [9]. The 
method of event studies has a strong theoretical foundation and is widely applied in 
finance, management [15], accounting [16], marketing [17] and information systems.  
Our study is important for two reasons. First, to our knowledge, we are the first to 
apply the event study methodology to investigate cloud computing adoption. Second, 
we examine the moderating effects of firm size, industry sector, innovativeness, in-
vestment timing and strategic intent of cloud computing adoption on firm value. We 
believe that these factors are particularly important in the context of cloud computing 
and will improve our understanding of the cloud computing’s impact on firm perfor-
mance - a central concern of IT managers. The remainder of this paper is structured as 
follows. In order to address our research question we will first clarify our view on 
cloud computing, review literature about how IT adoption can impact the market val-
ue of a firm and exemplify that the event study methodology provides an appropriate 
toolset for measuring the impact of IT. In chapter three, we clearly explain the event 
study methodology and our research design. The results are presented in chapter four. 
Chapter five discusses theoretical and practical implications. 
2 Theoretical underpinnings 
2.1 Our view on cloud computing 
Cloud computing reflects an evolution of computer technology and is a dominant 
business model for delivering IT-based solutions [2]. With cloud computing enter-
prises have the ability to transform their product-centric application model into a 
globally distributed service-centric model [7]. We define cloud computing as a virtu-
alization-based style of computing where IT resources are provided highly-scalable as 






around different layers of abstraction: Infrastructure-as-a-Service (IaaS), Platform-as-
a-Service (PaaS) and Software-as-a-Service (SaaS) [18]. IaaS refers to the provision 
of hardware resources, PaaS provides a development environment and SaaS offers 
complete applications run in the cloud; managed and maintained by the provider. 
Indeed, the distinct building blocks of cloud computing, such as grid computing and 
virtualization, were available before cloud computing evolved to a buzzword. How-
ever, the functional interaction of each of them, combined with the availability of fast 
broadband access, makes business models focusing on infrastructure and platform 
services, as well as more complex software services first possible [7]. Generally 
speaking, cloud computing makes infinite resources available on demand, therefore 
eliminating the necessity to plan far ahead for provisioning and increasing a compa-
ny’s flexibility [1], [7]. The ability to pay for the use of computing resources on a 
short-term basis allows companies to obtain and release resources as needed. Costs 
for data centers and licenses which are only used a fraction of time, can be cut signifi-
cantly. By relocating hardware resources to the cloud, enterprises also shift the busi-
ness risk of failures and service interruptions to an infrastructure provider. These pro-
viders are usually better equipped for managing these risks [19]. In concrete, cloud 
computing can create potential to cut costs, increase productivity and to focus on the 
core business. However, cloud computing is not a silver bullet. It creates dependen-
cies to the service provider and therefore causes security, privacy and availability 
risks [2], [7]. Moreover, cloud services available to date are highly standardized and 
allow little to no customization [2]. Therefore, a key concern for managers is “wheth-
er, when and how to innovate” [5] with cloud computing. IT innovation research ad-
dresses these questions in particular. An overview is given in the next section. 
2.2 Impact of Cloud Computing Adoption 
In literature, a variety of factors have been identified that influence the impact of in-
formation systems adoption. We believe that five contextual factors are particularly 
relevant to explain the impact of cloud computing adoption. In the following we ex-
plain and highlight why. 
Small firms benefit most from cloud computing. Recent research argued that larger 
organizations have more diverse and complex facilities, which foster the adoption of a 
larger number of information technology innovations [20]. Moreover, loss due to 
unsuccessful innovations can more easily be overcome [20], [21]. However, it is pro-
posed that cloud computing is especially suitable for small and medium enterprises 
[4], [7]. First, this is reasoned with the argument that up-front investments are signifi-
cantly reduced, enabling smaller companies to adopt top-class technology that would 
otherwise have required own infrastructure [4]. Second, this kind of cost-effectiveness 
gives them the ability to concentrate on their core business, to increase process 
knowledge and thus reduce business risk. Third, smaller businesses are not subject to 
regulations as large or multinational enterprises are subject to. Firm size is an im-






cloud computing offers potential especially exploitable by small and medium enter-
prises. 
First mover gain competitive advantage in industries. Innovativeness refers to the 
first use of a technology, product, service or IT application within a specific market 
segment [22]. Research suggests that innovative IT investments result in greater re-
wards for investors than follow-up investments, because first-movers may be able to 
obtain beneficial market positions, secure scarce resources and process knowledge 
until other firms follow up and the deployment of that technology becomes routine 
[6], [22], [23]. The innovativeness of a cloud computing announcement is an im-
portant moderator, because it reflects a main building block of competitive ad-
vantages.  
 
Information-intensive industries have the most to gain. In terms of a contextual 
moderator, industry sector refers to the market space where a company’s main activi-
ties take place. The role of IT differs between industries [24]. Especially in infor-
mation-intensive industries innovative IT investments are critical to create and sustain 
competitive advantage [25]. Nevertheless, particular industries are subject to a highly 
regulated environment, where security breaches or data loss can have severe legal and 
reputational implications [25]. Other industries, such as energy, materials and indus-
trials sector are characterized by a comparable simplicity of their value chains, the 
high degree of personal interaction in their business and a lower affinity for infor-
mation technology in their labor pools. Industry sector is an important factor, because 
cloud computing enables information-intensive industries with potential to signifi-
cantly reduce costs and to improve quality of information. 
Areas of low strategic scope can be neglected. An IT investment itself can have 
different purposes, ranging from cutting costs by automating processes up to trans-
forming businesses through enabling new business models. IT investments with a low 
strategic scope are not likely to lead to competitive advantages, because competitors 
will strive to follow and adopt [24]. However, with increasing strategic scope, IT 
investments were found to be more likely accompanied by complementary changes in 
firms’ structure and culture, thus tremendously increasing decision making quality 
and speed [23], [24]. Because of the structural changes produced by these invest-
ments, the deploying companies are able to create competitive advantages and to pro-
duce superior returns from their business activities [24]. Strategic role is an important 
moderator for the impact of cloud computing on business value, because it reflects a 
strong signal of the firm’s expected differential performance relative to other busi-
nesses. 
The strategic value of cloud computing diminishes over time. Time effects de-
scribe the diminishing potential to gain competitive advantage by adopting technolo-
gy over time. In the resource-based view, even if the use of a new technology enables 






itive advantage if other firms can duplicate these benefits with little effort [23]. In 
either case, early adoption can be beneficial, because it provides cost advantages until 
other firms follow, allows gaining market share and create switching costs for cus-
tomers using products or services which build on the new technology [26]. Thus, it is 
important to take investment timing into account. Time effects are an important factor 
for the investigation of cloud computing impacts, because the strategic value of cloud 
computing diminishes over time.  
2.3 Previous Research on the Impact of IT Adoption 
From a methodological point of view, event studies are theoretically well-founded 
[14], [27] and comparably easy to implement, because the only data necessary are a 
publicly traded company’s stock prices and event dates. Event studies build on the 
semi strong form of the market efficiency hypotheses, which states that the market 
price fully reflects all public information about a stock an investor has access to [14], 
[27]. The event study evaluates the impact of an event, such as the arrival of unantici-
pated information to investors, on the returns of a stock and thus on the market value 
of a firm itself. An investor will incorporate potential competitive advantages and 
growth options received from IT investments and adjust his value perception of a firm 
[47]. In order to deepen the understanding of previously examined relationships, we 
conducted a systematic literature review focusing on event studies that investigated 
our cloud-specific factors firm size, industry sector, timing, innovativeness and strate-
gic role.  
























This Study * * * * *  
[29]  ns    IT Infrastructure and Applications 
[24]  ns  *  IT Infrastructure and Applications 
[22] *  *   IT Infrastructure and Applications 
[30]   *   E-Commerce 
[31] *     - 
[21] *     ERP 
[32]  *   * General IT Investments 
[33] * ns   * IT Infrastructure and Applications 
[34] * *    ASP 
[35] * *   * IT Infrastructure and Applications 
[36] * *    General IT Investments 
[20] ns *    ERP 
[37]     * Enterprise Application Integration 
[38] *     Software-as-a-Service 
[39]  *    E-Commerce 






As a selection criterion, the publication had to investigate at least two of the five de-
fined moderators. Overall, 15 papers were found. We used a concept matrix [40] to 
structure the findings and extended it with data about the investigated type of an-
nouncement (cf. Table 1). Manifold kinds of event studies were published, including 
the examination IT infrastructure investments [29], ERP implementations [20], CIO 
positions [41] and IT outsourcing decisions [42]. 
Our study advances previous research for three reasons. First, none of the reviewed 
studies measured the impact of cloud computing investments on firm value. Second, 
previous studies show contradicting findings regarding the role of the firm size and 
industry sector which our study likes to resolve for the context of cloud computing. 
Third, our study is the first to investigate the established moderating factors of firm 
size, industry sector, innovativeness, strategic role and investment timing in one 
study.  
3 Methodological foundation and research design 
3.1 Derivation of abnormal returns and event measurement 
Event studies are based on the assumption that the magnitude of the price change in 
the time frame an event is noticed by the market is the measure of the value of this 
information. Consequently, we define normal returns as the average movement of 
stock prices and abnormal returns as the return of an individual stock that differs 
from the market movements. Our approach followed the widespread approach of 
estimating the market model of each firm and then calculating abnormal returns [17]. 
There, the rate of return on the share price of firm I on day t is expressed as 
            (1) 
where Rit is the rate of return on the share i on day t, Rmt the market rate of return, i.e. 
the average return of the S&P500 on day t,α the time invariant effect of firm i on its 
own return, β the systematic risk of stock I and ∊ the error term with E (∊ it) = 0. 
The abnormal returns (AR) can then be derived by subtracting the expected returns of 
Equation (1) from the actual returns; in concrete 
, (2) 
where ARit is the abnormal return for stock, Rit the rate of return on the share i on day 
t and E[Rit] the expected return for stock i on day t. We compute standardized abnor-
mal returns 
                                        with     (3) 
where S² represents the residual variance from the market model for stock i and Rm 
being the mean return of the market portfolio. The standardized abnormal returns can 
then be cumulated over the respective event window (CAR) and averaged for a con-






  and  (4) 
A crucial part in conducting event studies is the choice of appropriate parameters for 
calculating abnormal returns (see Figure 1) [15]. In general, the event window should 
be chosen long enough to capture the effect, but short enough to exclude confounding 
events. If a one-day period is used, it is not clear when the market was informed by 
the event and whether the market was informed before the close of the market on the 
prior trading day or not [33]. Therefore, it is a common practice to expand the event 
window to one day before the event and ending one day after the event [24], [29], 
[32], [34]. Longer event windows significantly reduce the validity of the test statistic, 
leading to false conclusions about the significance [15]. For these reasons and follow-
ing prior studies we use an event window of [-1, +1] to capture the effects of cloud 




Fig. 1. Time line terminology of an event study. 
Second, the calibration window is used to project the normal returns for a stock 
through a regression analysis. It is typical that calibration period is located in the time 
before the event and does not overlap with the event window. Contemporary research 
recommends setting the calibration period wide enough to capture the relationship 
between the stock and the market, but short enough to apply to the firm today [16]. In 
research, the length of the calibration window is set differently (see Figure 1); it typi-
cally ranges between 100 and 300 days in case of daily studies [33]. In order to in-
crease stability and expressiveness of results we decided to use a calibration period of 
255 days prior to the event window to estimate the expected return. 
3.2 Sample Selection 
Our sample consists of firms which are constituents of the S&P 500 Composite index 
as of March, 20121. The event dates of the announcements were identified from Lex-
isNexis Academic Database by conducting searches using the keywords ‘cloud com-
puting’, ‘Software as a Service’ (resp. ‘SaaS’ or ‘Software-as-a-Service’), ‘Infrastruc-
ture as a Service’ (resp. ‘IaaS’ or ‘Infrastructure-as-a-Service’) and ‘Platform as a 
service’ (resp. ‘PaaS’ or ‘Platform-as-a-Service’) along with the particular company’s 
name OR ticker symbol. The initial sample size was 119. When examining the results 
we ensured that the deployed cloud service was of the nature of cloud computing, i.e. 
being offered as a highly scalable service over the internet, using a cloud infrastruc-
ture entirely managed by the provider and being accessed through a web interface [2] 
This way, 54 announcements were discarded. Near the particular announcement date 
(t = -3, +3) we checked for confounding events such as mergers, stock splits or ana-
                                                           














lyst forecasts that can influence the stock price. Stocks having an average price of less 
than 1$ or a history shorter than 255 trading days were also dropped, as price changes 
in these stocks tend to be unrepresentative of the market itself [15], [39]. Our final 
sample consists of 65 announcements spanning from January 2007 to June 2012, 
which is an appropriate basis for conducting the event study methodology [15]. The 
corresponding daily stock returns were retrieved from DataStream database. We also 
extracted the firms’ industry sectors, total assets and a short description of the busi-
ness model. In order to categorize the strategic role and innovativeness, three students 
with majors in IS were hired and trained. They were provided with a description of 
the particular company’s business activities, the announcement and a description of 
the deployed technology. In coding the strategic intent, Krippendorff’s Alpha was 
0,78; regarding the coding of innovativeness Krippendorff’s Alpha was 0,85. 
3.3 Measurement of Factors 
In order to make our results comparable with previous studies in information systems 
research, we analyzed how the factors of firm size, industry, innovativeness, strategic 
intent and investment timing are measured in related literature. We decided to stick to 
the measurements listed in Table 2, as they were applied by most of the studies.  
Table 2. Measurement of moderating factors in related literature. 
Factor Measurement  References  
Firm Size Total Assets in $ in the corresponding year  [24], [43], [33] 
Industry 
Global industry classification index, Service and 
Manufacturing industry 
[22], [43], [34], [33]  
Innovativeness Innovative and non-innovative [22] 
Strategic Intent Automating, Informating and Transforming [24], [43], [41] 
Timing By single years [34], [43] 
4 Results 
Table 3 presents a summary of standardized cumulative abnormal returns for the 65 
cloud computing adoption announcements and the test for significance. In total, the 
overall standardized ACAR over the 3-day event window of all firms making an 
adoption announcement of cloud computing was found to be positive and significant.   
Table 3. Abnormal returns to all announcements of cloud computing adoption.  
 n ACAR  Z-value  
Overall return [-1, +1] 65 0,41 3,32*** 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
 
In order to examine whether firm size is correlated with abnormal returns when com-






ries according to the magnitude of the total assets variable. The results are listed in 
Table 4. We found that cloud computing announcements of large firms lead to excess 
stock returns and were positive and significant (see Table 4).  
Table 4. Abnormal returns to cloud computing adoption announcements by firm size. 
Size n ACAR  Z-value  
Small 22 0,21 0,94ns 
Medium 19 0,37 1,61ns 
Large 24 0,77 3,79*** 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
 
For examining industry sector effects, the sample was divided into two clusters: one 
contains firms belonging to the service sector and the other one with manufacturing 
firms. For service firms, the overall ACAR was positive and significant (see Table 5). 
Table 5. Abnormal returns to cloud computing adoption announcements by industry cluster. 
Industry Cluster n ACAR  Z-value  
Services 43 0,63 4,14*** 
Manufacturing 22 -0,01 -0,03ns 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
 
To further investigate the industry effect, we grouped the sample along the particular 
firm’s industry segment provided by the S&P500 index; in this case the Global Indus-
try Classification Standard (GICS)2. Table 6 summarizes the ACAR for each sector 
over the [-1, +1] period. We found that stocks of firms in the financials, health care 
and information sectors yielded positive abnormal returns and were significant.  
Table 6. Abnormal returns to cloud computing announcements for industry sectors. 
Industry sector n ACAR  Z-value  
Consumer Discretionary 13 0,09 0,31ns 
Consumer Staples 9 0,23 0,69ns 
Financials 10 0,84 2,66** 
Industrials 11 -0,08 -0,27ns 
Information Technology 5 1,40 3,13*** 
Health Care 8 0,75 2,11* 
Others < 5 -0,08 -0,08ns 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
                                                           







We also categorized our sample into cloud computing adoptions that were automat-
ing, informating or transforming. Automating and informating adoptions were found 
to be statistically significant and yielding abnormal returns (see Table 7). 
Table 7. Abnormal returns to cloud computing announcements based on strategic role. 
Strategic role n ACAR  Z-value  
Automate 36 0,39 2,37** 
Informate 24 0,55 2,69** 
Transform 5 0,75 1,68ns 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
 
Categorizing the announcements into innovative and non-innovative cloud computing 
adoptions yielded significant positive abnormal returns for innovative adoptions (see 
Table 8). 
Table 8. Abnormal returns to cloud computing investments by innovativeness. 
Innovativeness n ACAR  Z-value  
Innovative 21 0,86 4,02*** 
Non-innovative 44 0,29 1,89ns 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
 
In addition, we examined time lag effects and found that cloud computing announce-
ments yielded significant positive abnormal returns in the years 2008-2010, but were 
not significant in the years 2011 and 2012 (see Table 9). 
Table 9. Abnormal returns to cloud computing announcements by year. 
Year n ACAR  Z-value  
2007 5 0,02 0,05ns 
2008 15 0,66 2,54** 
2009 12 0,82 2,85** 
2010 17 0,62 2,55** 
2011 14 -0,01 -0,06ns 
2012 2 -1,37 -1,94ns 
*p < 0.05, **p<0.01, ***p<0.001, ns = not significant. 
5 Discussion 
5.1 Theoretical Contribution 
The objective of this study is to develop an understanding of the value of cloud com-






our knowledge, we are the first to apply the event study methodology on cloud com-
puting adoption. The method allows us to evaluate the impact of a cloud computing 
adoption announcement on the returns of a stock and thus on the market value of a 
firm itself. Second, we investigate the role of firm size, industry sector, innovative-
ness, timing and strategic intent for cloud computing adoption. We show that these 
factors are particularly important in the context of cloud computing and improve our 
understanding of cloud computing’s impact on firm performance. Overall, we find 
significant abnormal returns associated with cloud computing adoption announce-
ments. Our results indicate that investors take different characteristics of an enterprise 
and its environment into account when evaluating cloud computing announcements. 
In the following, the implications of our findings are discussed in detail.  
Significant abnormal returns were found for enterprises in the services sector, 
which confirms the results of previous event studies on IT investments [34]. It is in-
teresting to see that a more granular analysis of the industry classification yielded 
significant abnormal returns for the financial, health care and information technology 
sector. Each of them can be described as an information-intensive sector; either han-
dling intangible products (i.e. insurance policies, financial products or software ser-
vices) or highly specific tangible products (i.e. medical equipment, semiconductors) 
that require customer intimacy, a large base of information workers and high quality 
standards. Our results indicate that investors perceive cloud computing technology as 
a main lever to improve the performance of a firm in the above named sectors. We 
could not observe abnormal returns for announcements of firms in the industrial, ma-
terial and utility sectors. In our view, this can be explained with the comparably sim-
ple value chains, the high degree of personal interaction in their business and a lower 
affinity for information technology in their labor pools.  
Moreover, we found excess returns for announcements categorized as innovative 
adoptions; follow-up investments were not found to be significant. The innovative 
deployment of IT involves weighing choices that are best fits to a firm’s circumstanc-
es. Such a behavior shows investors a mindful [5] and leading management of the 
enterprise. Indeed, an organization following other firms adopting cloud computing 
can benefit from well-tested migration practices. Nevertheless, the sole pursuit of best 
practices should be regarded as commonplace and not leading to sustained competi-
tive advantage. This confirms evidence [26] that investors reward a company’s deci-
sion to invest in innovative technology.  
Contrary to our expectations and previous findings in event study literature, how-
ever, cloud computing announcements of small firms did not create significant ab-
normal returns. Indeed, we hypothesized that cloud computing is especially profitable 
for small and medium enterprises, because it eliminates up-front investments and can 
be deployed on demand. Nevertheless, it requires extensive know-how to identify and 
evaluate opportunities for cloud computing adoption. Regarding cloud computing 
adoption as a sourcing decision, it is also critical to manage relationships with new 
outsourcing partners. Large firms have better access to such resources and deeper 
experiences in managing relationships with vendors. Seen in this light, our results 
indicate that investors perceive large firms to be advantageously positioned when 






Finally, our results show that cloud computing adoption led to abnormal returns in 
the years 2008-2010, but did not yield excess returns in the following years 2011 and 
2012. In our view, this implies that cloud computing was seen as an outstanding ac-
tion of enterprises when it was relatively new to the market. One can argue that this 
indicates that investors perceived it as commonplace when a company migrated to the 
cloud in 2011 and 2012. In our view, this also supports the thesis of Carr [13], who 
argued for a diminishing strategic potential of IT over time. Accordingly, managers 
should focus on managing risks rather than gaining competitive advantage through IT 
investments in the future. However, it is unclear whether cloud computing reduces 
this risk. On the one hand a migration to the cloud reflects a loss of control over data, 
infrastructure and know-how. On the other hand, due to its distributed nature, cloud 
computing can also minimize the risk of service failures or interruptions. 
5.2 Limitations and Suggestions for Future Research 
However, the results of this study must also be seen in light of its limitations. Even 
though our effort focused on isolating IT investment announcements from other firm 
news, it is possible that parts of the results are driven by other events not covered in 
press releases. Nevertheless, we expect that such an effect randomizes across the 
sample firms and has neither a positive nor negative effect on our results. Second, 
even though our choice of parameters for conducting the event study methodology 
was chosen in line with previous studies in IS research, our results can be biased by 
parametric issues. Considering our results, we would encourage future research to 
further investigate cloud computing impacts on firm value using a different method-
ology.  
5.3 Practical Implications 
From a practical perspective, we would recommend firms to identify both the firm 
and industry-specific role of IT and progress of digitization. We encourage managers 
to identify and exploit the potential for innovative investments in cloud computing; 
innovative in terms of being a first-mover among competitors. Finally, we recom-
mend executives of large companies within the service industry to reassess their IT 
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Abstract. Data management seems to experience a renaissance today. One par-
ticular trend in the so-called data economy has been the emergence of business 
models based on the provision of high-quality data. In this context, the paper 
examines business models of business partner data providers. The paper ex-
plores as to how and why these business models differ. Based on a study of six 
cases, the paper identifies three different business model patterns. A resource-
based view is taken to explore the details of these patterns. Furthermore, the pa-
per develops a set of propositions that help understand why the different busi-
ness models evolved and how they may develop in the future. Finally, the paper 
discusses the ongoing market transformation process indicating a shift from tra-
ditional value chains toward value networks—a change which, if it is sustaina-
ble, would seriously threaten the business models of well-established data pro-
viders, such as Dun & Bradstreet, for example. 
Keywords: Business model, Case study, Data quality, Data resource manage-
ment, Resource-based view 
1 Introduction 
Recent society, economic, and technological developments, such as management and 
exploitation of large data volumes (“big data”), increasing business relevance of con-
sumer data due to the upcoming of social networks, and the growing attention topics 
like data quality have received lately, seem to have triggered a renaissance of data 
management in enterprises. Analyst company Gartner has coined the notion of the 
“data economy” [1] in an attempt to introduce a single term subsuming these trends. 
The term implies to view data as an intangible good. Research has been examining the 
transfer of management concepts for physical goods to the domain of intangible 
goods (such as data) since the 1980s [2], [3]. In parallel, business models have 
emerged taking up on the idea of selling data of high quality. 
Sourcing high-quality business partner data is of high relevance particularly for 
purchasing as well as for sales and marketing departments of large enterprises [4]. For 
example, reliable and valid business partner data (such as company names, company 
identifiers, or subsidiary company information) is a necessary prerequisite for doing 






wide level. The demand for high-quality business partner data has fuelled the emer-
gence of corresponding business models. A prominent example is Dun & Bradstreet 
(D&B). 
While business partner data services have received attention in the practitioners’ 
community for quite some time, research has not taken up the issue to a significant 
extent so far (a notable exception is the work of Madnick et al. [4]). Nobody has come 
up with a comprehensive analysis of business models in the field of business partner 
data services to this day. The paper at hand addresses this gap in literature and aims at 
exploring business models in the business partner data domain. In particular, our re-
search aims at investigating the question as to how and why business models of busi-
ness partner data providers differ. 
2 Theoretical Background 
2.1 Data as an Economic Good 
A clear, unambiguous and widely accepted understanding of the two terms data and 
information does not exist [5], [6]. One research strand sees information as 
knowledge exchanged during human communication, whereas another takes an in-
formation processing lens according to which pieces of data are the building blocks of 
information [7]. The aim of the paper is not to take part in that discussion, but to fol-
low one specific definition, which is to view information as data processed [2]. 
The value of data is determined by its quality [8]. Data quality is defined as a con-
text dependent, multidimensional concept [9]. Context dependency means that quality 
requirements may vary depending on the specific situation data is used in. Multidi-
mensionality refers to the fact that there is no single criterion by which data quality 
can be fully ascertained. Examples of data quality dimensions are accuracy, availabil-
ity, consistency, completeness, or timeliness. 
2.2 Business Partner Data 
Business partner data typically comprises organization data (e.g. company names, 
addresses, and identifiers, but also industry classification codes), contact data (e.g. 
telephone numbers and e-mail addresses of companies), and banking information. 
Madnick et al. [4] have identified three challenges when it comes to managing busi-
ness partner data in an organization. The first challenge, identical entity instance iden-
tification, refers to the problem of identifying certain business partners, as in many 
cases an unambiguous, unique name or identification number is missing, and one and 
the same business partner is referred to by several synonyms across the organization. 
The second challenge, entity aggregation, relates to the problem of knowing about 
and identifying the parts and subsidiaries a certain business partner consists of. And 
the third challenge, transparency over inter-entity relationships, gets relevant if, for 
example, the overall revenue generated with a certain customer needs to be deter-






2.3 Business Model Theory 
A business model describes how an organization creates value [10], [11]. Business 
model research typically draws upon three paradigmatic perspectives on business 
strategy, namely the industrial organization perspective [12], the resource-based view 
[13], [14], and the strategy process perspective[15], [16]. The industrial organization 
perspective focuses on external forces that affect the work of managers. Substitute 
products, customers, suppliers, and competitors have an effect on strategic decisions, 
such as differentiation of products [17]. The resource-based view states that company 
specific sets of resources determine whether a company is able to achieve above-
average performance [13], [14]. According to the resource-based view, characteristics 
of key resources of companies are value, rareness, inimitability, and non-substituta-
bility (VRIN criteria) [14]. The strategy process perspective, finally, focuses on the 
managerial function [16]. 
In the mid-1990s, business models started to receive increasing attention in the sci-
entific community as the first electronic business models emerged [18]. Research that 
time was mostly descriptive and analytical in nature. In general, when defining the 
term business model many authors referred to a set of concepts representing the un-
derlying meta-model. Each concept can be instantiated differently in a specific busi-
ness model. Typically these meta-model concepts were then combined with business 
model frameworks. More recently, the scientific community has started to provide 
guidance and support for designing business models. Osterwalder and Pigneur, for 
example, have proposed a handbook for “business model generation” [19]. 
Hedman and Kalling [20] have proposed a business model framework which is 
built on the three paradigmatic perspectives outlined above. Their business model 
framework consists of seven concepts, namely (1) customers, (2) competitors, (3) 
offering, (4) activities and organization, (5) resources, and (6) factor and production 
inputs. It also has a longitudinal process component to cover the dynamics of the 
business model over time, which is referred to as (7) scope of management. 
3 Research Design 
3.1 Overview 
The paper aims at investigating business models of the business partner data domain. 
For this purpose, case study research was chosen as the underlying research method, 
as this form of research allows examining contemporary phenomena at an early stage 
of research in their real-world context [21-23]. The course of the research follows the 
five guiding points proposed by Yin [21], namely (i) research question, (ii) research 
propositions, (iii) unit of analysis, (iv) logic which links the data to the propositions, 
and (v) criteria for interpreting the findings. 
As outlined in Section 1, the paper aims at investigating the (i) research question as 
to how and why business models in the business partner data domain differ. The case 
study explores a phenomenon which is still relatively unaddressed and for which only 






sound theoretical (ii) research propositions are hardly available. However, he stipu-
lates to design a conceptual framework that guides the investigation. Section 3.2 de-
scribes the conceptual framework used in the paper. A clear definition of the (iii) unit 
of analysis is important for determining the validity and generalizability of case study 
results, as it sets the boundaries of the scope of the analysis. In this paper, the unit of 
analysis is the domain of business models of business partner data providers. The 
conceptual framework also works as the (iv) logic which links the data to the proposi-
tions. In fact, the conceptual framework forms a lens through which the individual 
cases can be studied and compared. Finally, (v) criteria for interpreting the findings 
are derived from the theoretical foundations of business model research, particularly 
by taking a resource-based view. The interpretation of findings results in propositions 
on design patterns for business models to be used in the business partner data domain. 
3.2 Conceptual Framework 
The paper’s main goal is not to advance business model theory in general, but to use 
existing business model research as a lens to study observable business models in a 
particular domain, namely business partner data services. In order to be able to sys-
tematically describe and analyze the cases, the paper uses the business model frame-
work proposed by Hedman and Kalling [20] (see Section 2.3) as a conceptual frame-
work. This model was chosen because of two reasons. First, it is the result of a com-
prehensive analysis of literature on business models. Second, it combines the three 
paradigmatic perspectives on business strategy. Hence, Hedman and Kalling’s busi-
ness model framework is well suited to explore the research questions addressed in 
this paper. 
3.3 Case Selection 
The case study selection process consisted of two steps. The first step used a focus 
group to determine the most relevant business partner data providers from a practi-
tioners’ perspective. In general, focus groups are an adequate research method for 
examining the level of consensus within a certain community [24]. The focus group 
got together on February 3, 2011, in Ittingen, Switzerland. Participants were 28 enter-
prise data managers from large multinational organizations. They were presented an 
overview of business models of business partner data providers and were then asked 
(among other things) to identify on a list of 24 well-known data providers the four 
most relevant players. Criteria in the selection process referred to the conceptual 
framework and included, for example, the “offering” (availability of consulting ser-
vices), “resources” (expertise in the domain), and the “scope of management” (global 
or regional). The participants chose Avox, BvD, D&B, and InfoGroup OneSource to 
be the four most important providers, so these four were selected to be included in the 
case study. In a second step, the list of four was extended by two more players, who 
had entered the market only shortly before, namely Factual and Infochimps. These 
two providers were chosen following the principle of theoretical replication [22], i.e. 






3.4 Data Collection and Analysis 
Data was collected from multiple sources. The beginning was made with publicly 
available information, such as annual reports, information provided on websites, etc. 
Furthermore, the companies were contacted via e-mail and telephone and were asked 
for more detailed information on their service offerings. Main contact persons includ-
ed the head of Business Intelligence & Key Account Management at D&B in Switzer-
land, a regional sales manager at BvD, and the Chief Operating Officer at Avox. 
Data analysis used the conceptual framework presented in Section 3.2 as a theoret-
ical lens to link the data to the different concepts of the business model framework. In 
the case of Avox, for example, the interview protocols, documents from the public 
domain (e.g. press releases and website information) as well as internal presentations 
on the Avox business model were analyzed according to Hedman and Kalling’s 
framework. Section 4 presents the results of the case analysis. 
4 Business Models of Business Partner Data Providers 
4.1 Business Models of the Case Study Companies 
Avox is a provider of business partner data (i.e. names, addresses, chamber of com-
merce numbers, ownership structures etc.) of legal entities companies do business 
with. Avox is specialized in business partner data relevant for the financial services 
industry. The data is stored in a central database which is fed by three main sources of 
data, namely (i) third-party data vendors (such as the Financial Times), (ii) companies 
providing information about themselves (such as annual reports, chamber of com-
merce information, or website information), and (iii) customers providing updates. 
Thus, Avox customers do not only receive business partner data, they also contribute 
to the Avox database—typically on a weekly basis. Avox offers business partner data 
via three different services. Basic subsets of business data records are offered for free 
by wiki-data (i). Access to the Avox database for more comprehensive data is granted 
at a regular fee (ii). Customer specific services are offered at individually agreed pric-
es (iii). 
BvD is a provider of business partner data and related software solutions. BvD’s 
service portfolio is threefold. First, there is a database solution which basically offers 
access to the central database. Second, the company provides so-called “catalysts”—
for specific needs of procurement or compliance departments, for example. Third, 
custom-made consulting services are offered for business partner data integration with 
customers’ enterprise systems, such as SAP or salesforce.com. BvD’s core activities 
comprise processing and combining of data from more than one hundred different 
sources, linking of this data, and extension of data through ownership and contact 
information from own research activities. The pricing model is based on both sub-
scription and usage fees and also includes individual arrangements for customer-
specific services. 
D&B is operating a database of approximately 177 million business entity records 






organization in the database is assigned with. The D-U-N-S number is used by pur-
chasing, sales, and marketing departments of customers for identifying, organizing, 
and consolidating information about business partners and for linking data about sup-
pliers, customers, and trading partners. The D&B pricing model includes subscription 
and usage fees, licensing components, and customer-specific fees for services. 
Factual provides open data to developers of web and mobile applications. The ser-
vice was initially offered for free. After the initialization phase the service is now 
charged per data set, for example. Optionally, a flat rate can be booked. Large cus-
tomers pay individually agreed fees. A special aspect of Factual’s business model is 
the fact that these fees depend on different aspects, such as the number of edits and 
contributions from a customer’s “community” to the Factual database (i.e. the compa-
ny grants discounts which increase with the number of edits and contributions), cus-
tomer-specific requirements for API service levels (such as response times and up-
times for technical support), the volume of page views or active users, the types of 
data sets accessed, and “unencumbered” data swaps (such as “crosswalking IDs”). 
Besides business partner data, Factual offers a variety of other, continuously growing 
datasets. 
Infochimps provides business partner data that is created both by Infochimps itself 
and by the user community. A small number of data sets are available for free. For all 
other data sets a fee has to be paid. Infochimps charges a commission fee for broker-
ing data sets provided by users. Infochimps offers four different pricing models de-
pending on the use of APIs per hour and per month. Infochimps does not limit its 
offering to the business partner data domain, but offers a variety of other data records 
as well, such as NFL football statistics. One business partner data set is titled “Inter-
national Business Directoy [sic!]”. It contains addresses of 561,161 businesses and 
can be purchased at a price of USD 200. In case customers cannot find the data re-
quired, Infochimps offers retrieving on a case-wise basis. 
InfoGroup OneSource offers business partner data on 17 million companies and 23 
million business executives on a global level. A key business process is enriching data 
from a variety of different external sources. The OneSource LiveContent platform 
combines data from over 50 data suppliers and thousands of other data sources. The 
data is delivered over the web, through integration into Customer Relationship Man-
agement (CRM) systems, and via information portals. Moreover, OneSource delivers 
data on a “data as a service” basis to salesforce.com users. OneSource charges sub-
scription fees starting at EUR 10,000 p.a.  
Table 1 uses the conceptual framework introduced above to compare the business 







Table 1. Business Models of the Case Study Companies 










































































































































































































4.2 Resource Perspective 
Resources play a key role in the development and maintenance of business models. 
Drawing upon the VRIN criteria, six key resources can be identified to be relevant for 






Table 2. Key Resources for Business Models of Business Partner Data Providers 
 Valuable Rare Inimitable Non-
substitutable 
Labor Yes No No No 
Expertise and Knowledge Yes Yes No Yes 
Database  Yes Yes No Yes 
Information Technology and Proce-
dures 
Yes No No No 
Network Access and Relationships Yes Yes Yes Yes 
Capital Yes Yes No No 
 
Labor is used primarily to collect and analyze data. D&B, for example, employs thou-
sands of people to retrieve business partner data from chambers of commerce and 
other public data sources. As no special skills are needed to perform this task, labor is 
considered an imitable resource. Expertise and Knowledge refers to how business 
partner data is actually used, how business processes for creating and maintaining 
business partner data are designed, and how typical data quality problems are dealt 
with in customer organizations. Similar to labor, this expertise and knowledge is imi-
table, as domain expertise is available both in the practitioners’ and the research 
community [4]. A Database is a resource which is valuable, rare and non-
substitutable. The data itself, however, is imitable, in particular because business 
partner data mainly refers to company names and addresses, subsidiary company 
information, and the legal form, i.e. data which is available in the public domain. 
Information Technology and Procedures—e.g. an electronic platform through which 
business partner data is accessible for customers and which offers data aggregation 
and cleansing procedures—is valuable but does not meet any other VRIN criteria. 
Network Access and Relationships is of particular importance as all cases depend on 
access to external data sources, such as chambers of commerce (D&B) or customers 
(Avox). This resource is the only one that meets all four VRIN criteria. Finally, Capi-
tal is a resource which is valuable and rare, but not inimitable and non-substitutable. 
5 Case Analysis 
5.1 Business Model Patterns 
The analysis of the business models presented in the case study reveals a number of 
similarities between the cases investigated. The biggest similarity refers to the data 
providers’ core activities, which mainly consist of retrieving and collecting data, con-
solidating it, and then providing it to their customers. Moreover, the companies use 
similar pricing model elements, ranging from subscription and usage fees to custom-
er-specific service fees. However, there are also significant differences that can be 






relation with other actors from the network they are embedded in. As a result of the 
analysis, three business model patterns can be identified (see Figure 1). 
Pattern I depicts the traditional buyer-supplier relationship between data consum-
ers and data providers. A typical instantiation of this pattern can be found at D&B, for 
example. The flow of data is unidirectional, and so is the flow of money. Pattern II, in 
contrast, uses community sourcing principles and shows bidirectional flows of da-
ta[25], [26]. In this pattern, data consumers provide data back to a common platform, 
and so they become “prosumers” [27]. The more they contribute, the more discounts 
they get on their fee as data consumers. This mechanism can be found at Avox and 
Infochimps, for example. Pattern III relies mainly on crowd sourcing mechanisms 
[28]. The data provider collaborates with data providers which are not necessarily 
data consumers at the same time. 
 
 
Fig. 1. Business Model Patterns 
While all business models of the data providers under investigation rely on the provi-
sion of data by third parties to a certain extent, the business models that can be related 
to Pattern III are completely based on the principles of crowd sourcing. Both commu-
nity sourcing and crowd sourcing have their roots in innovation management and its 
goal to include users and customers in the research and development process, and so 
the terms are often used synonymously. The paper, however, makes a distinction be-
tween the two terms by looking at the actual sources. Whereas Pattern II uses data 
from a clearly defined community, namely customers, Pattern III does not pose any 
restrictions at all as long as providers of data comply with existing laws and terms and 
conditions. Moreover, the community sourcing approach is closely related to ensuring 
and improving the quality of the data in terms of data accuracy and consistency. 







5.2 Resource Allocation Patterns 
To further explore the different business model patterns, a resource-based view is 
taken regarding the companies presented in the case study. The analysis focuses on 
the differences occurring in the allocation of the six resources introduced in Section 
4.2. Figure 2 shows the results of this analysis. 
 
 
Fig. 2. Resource Allocation in the Case Study Companies 
“Traditional” data providers, such as BvD, D&B, and InfoGroup OneSource, are 
characterized by extensive allocation of resources in terms of Labor, Database, and 
Capital, but only medium allocation of resources with regard to Network Access and 
Relationships (although D&B, for example, employs about 5,000 people, which is by 
far more than any other competitor). In contrast, the business models of Factual and 
Infochimps rely on Network Access and Relationships to a major extent, although 
neither one employs a lot of staff or has sound Expertise and Knowledge in the busi-
ness partner domain. As a consequence, both data providers use crowd sourcing 
mechanisms to enhance their databases. Avox takes an intermediate position when it 
comes to allocation of resources. Avox’ strongest resource is Expertise and 
Knowledge regarding a specific domain, namely business partner data for the finan-
cial industry. 
6 Interpretation of Case Study Findings 
6.1 Business Model Framework 
Taking a resource-based view helps find explanations why the six business partner 
data providers under examination use different business models. For example, being a 
de-facto monopolist, D&B was able to develop adequate resources to acquire and 






Database—have allowed D&B to broadly diversify its offering in terms of scope, 
quality, and price of services. D&B’s ability to differentiate works as an entry barrier 
for new competitors. Since D&B is able to achieve high allocation of almost all of its 
key resources new entrants into the business partner data market are forced to find 
ways of extending their own resource base. 
Two approaches of extending one’s resource base can be identified. Pattern II 
(community sourcing), as used by Avox, for example, represents a rather “conserva-
tive” approach, with customers contributing to the service provider’s resources. This 
approach is appropriate if data providers are able to leverage existing customer rela-
tionships in related areas of business (financial industry with a European focus in the 
case of Avox). A more “radical” extension of the resource base can be observed in 
business models following Pattern III (crowd sourcing), as used by Factual, for exam-
ple. As a start-up company, Factual did not have any access to data via internal data-
bases or existing customers, but had to build up their resources from scratch. 
The downside for providers of business partner data services following Pattern II 
and Pattern III is that—although having successfully entered an until then de-facto 
monopoly market—they are limited in their offerings (data on certain industries only, 
data from customers only, for example) and the quality of the data they provide 
(community sourced or crowd sourced data is difficult to manage). 
 
Fig. 3. Business Model Framework for Business Partner Data Providers 
Exploring the situation of D&B, Avox, and Factual as typical examples of the Pat-






ure 3) for business partner data providers. The framework comprises five discrete 
dimensions: pricing (premium pricing vs. budget pricing), quality (managed data vs. 
unmanaged data), sourcing (self-sourcing vs. crowd sourcing), market share (high vs. 
low), and offering (broad vs. niche). As the first three dimensions (pricing/quali-
ty/sourcing) correlated, they can be combined to form one single dimension. The 
same is true for the two other dimensions (market share and offering)—although in a 
more differentiated sense: While a niche provider—although strong in its niche—has 
a low overall market share, a low market share does not necessarily point to a niche 
provider but may also be the result of an early stage of market penetration. 
Figure 3 illustrates the current positions of D&B, Avox, and Factual in the frame-
work, which consists of four quadrants: niche provider, new market entrant, well-
established crowd-sourcer, and well-established traditional provider. The labeling of 
the quadrants takes into account the dynamics of the market and potential develop-
ment paths the market participants may follow. 
As far as Factual is concerned, the position in the lower left quadrant (new market 
entrant) indicating a low market share and low quality, low cost data is highly unlike-
ly to be sustainable. Therefore the necessary development for Factual should be to 
increase its market share in order to create new opportunities for more differentiated 
pricing models and active data management.  
Avox, as a niche provider, and D&B, as a well-established traditional provider, 
have no immediate need to change their respective business model, which, however, 
only holds true in a stable environment (i.e. if there are proper niches to occupy and if 
there is limited competition in the premium segment, respectively). Relying on a sin-
gle niche may be dangerous for Avox, as specialized knowledge may become general-
ly available or may lose its value in the future. Therefore it may be an option for 
Avox to leverage its expertise in exploiting one niche segment and increase its market 
share by addressing further niches or extending its offering to existing customers (by 
means of mergers and acquisitions, for example). 
Moreover, taking a resource-based view shows that there are not many key re-
sources that are valuable, rare, inimitable and non-substitutable at the same time. In 
fact, Network Access and Relationships is the only key resource that meets each of the 
four criteria. In this regard, the well-established provider (D&B) has a rather weak 
position as far as the size of its network is concerned. At the same time, Factual, as a 
new entrant to the market, currently has the largest network and may be able to fur-
ther improve its position regarding its other key resources. If this happened, Factual’s 
business model would become a “game changer”, since Factual would be able to offer 
similar offerings as D&B—managed data, for example—at much lower prices, thanks 
to its completely different cost structure. This would even affect the basic layout of 
the business model framework presented above, as the correlation of the framework 
dimensions would then become unstable. Furthermore, it is questionable whether 
D&B would be able to imitate this network resource, since that would require signifi-
cantly different competencies and a different scope of management. 
Apart from that, the business partner data domain includes both companies repre-
senting the value chain paradigm (D&B, for example) and companies representing 






positive network effects [30], i.e. each new member of the network increases the val-
ue of the network for all members. A value network may increase value and reduce 
costs at the same time, and thus create “winner-takes-it-all” situations through a 
bandwagon effect [29]. 
6.2 Research Propositions 
From the findings of the case study and the conclusions made with the help of the 
business model framework a set of propositions can be identified (see Table 3). These 
propositions help understand current business models of business partner data provid-
ers and outline their potential future development. Furthermore, the propositions lay 
the ground for future research to be done. 
Table 3. Propositions on Business Models for Business Partner Data Providers 
Proposition Description Supported 
by the case 
of  
P1 New market entrants follow a growth strategy. Factual, 
Infochimps 
P2a New market entrants choose either a niche strategy focusing on high-
quality data (community sourcing) or a general strategy focusing on 




P2b Whether a niche strategy or a general strategy is chosen depends on 
having access to a niche community. 
Avox 
P3 Only a strong market position allows business partner data providers to 
differentiate their product portfolios and their pricing models. 
BvD, D&B 
P4a A strong market position may be achieved both by focusing on budget 




P4b A strong market position may not be achieved by focusing on niche 
data. 
Avox 
P5 Community sourcing and even crowd sourcing will be a relevant ap-




P6 If a new market entrant successfully creates significant network effects 
by turning a value chain industry into a value network industry, this 






The paper addresses two research questions with regard to business models of busi-
ness partner data providers. First, it explores how these business models differ. The 
case study results imply that business models follow one of three different business 
model patterns: traditional buyer-supplier relationship, community sourcing, or crowd 






ness model concepts, namely “activities and organization”, “resources”, and “factor 
and production inputs”. Second, the paper examines why business models of business 
partner data providers differ. Adopting a resource-based view the paper develops a 
business model framework in which business partner data providers can be posi-
tioned. Moreover, the paper identifies a set of propositions that help understand why 
these different business models evolved and how they may develop in the future. 
The paper contributes to the scientific body of knowledge as it is among the first 
endeavors to address business models in the business partner data domain, which is a 
topic of high relevance but still scarcely examined in the field of information systems 
research. Case description and analysis are grounded in theory and lead to a set of 
propositions.  
The paper may also benefit the practitioners’ community. The analysis of the busi-
ness models together with the business model patterns that have been identified may 
help business partner data providers reflect their strategy and develop it further. Busi-
ness partner data consumers may benefit from the findings by gaining a better under-
standing of the supply side of the market. 
Limitations of the paper derive mainly from the nature of case study research as a 
method of qualitative research. The paper is a first explorative step to deepen the un-
derstanding of business models in the business partner data domain. To achieve more 
theoretical robustness—by elaborating on the causal relationships underlying the 
propositions and by testing these propositions—further qualitative, but also quantita-
tive research is required. For example, the business model patterns may be triangulat-
ed with business models of other data providers. 
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Abstract. Service Innovationen finden ein immer größer werdendes Interesse in 
Wissenschaft und Wirtschaft. Im Gegensatz dazu ist die Wissensbasis über den 
Umgang und die Entwicklung von Service Innovationen aber sowohl in der 
Forschung als auch in Unternehmen vergleichsweise gering. Hier setzt der vor-
liegende Beitrag an und untersucht Faktoren, die sich auf den Erfolg von Ser-
vice Innovationen auswirken. So können systematisch Ansatzpunkte zur geziel-
ten Beeinflussung von Innovationsprojekten aufgezeigt werden. Ausgehend von 
einer Literaturanalyse werden erfolgskritische Faktoren und ihre Interdepen-
denzen extrahiert und analysiert. Die resultierende „Success Factor Map“ er-
möglicht es Unternehmen, Ansatzpunkte zur positiven Beeinflussung des Erfol-
ges von Service Innovationen zu erkennen und in Maßnahmen umzusetzen. Die 
gewonnenen Erkenntnisse werden anhand von Fallstudien evaluiert um eine 
Verknüpfung theoretischer und praktischer Resultate zu ermöglichen. Die Rele-
vanz der Erfolgsfaktoren wird in den Fallstudien bestätigt. Darüber hinaus 
konnten die entwickelten Interdependenzen zwischen den Faktoren in den Un-
tersuchungen zu einem großen Teil nachgewiesen werden.  
Keywords: Service Innovation, Innovationsmanagement, Erfolgsfaktoren, Er-
folgsfaktorenanalyse, Interdependenzanalyse 
1 Einleitung 
In der Diskussion um Strategien für Unternehmen zum Erhalt und Ausbau ihrer Wett-
bewerbsfähigkeit ist in den letzten Jahren der Begriff der Innovation immer stärker in 
den Vordergrund gerückt [17], [29], [36], [43]. Dabei erhielten Innovationen vor al-
lem im industriellen Sektor große Aufmerksamkeit [27], [29], [30], [43]. Den Innova-
tionen im Service-Bereich wurde hingegen vergleichsweise wenig Relevanz zuge-
schrieben. Miles [44] beschreibt diese, als hätten sie „Cinderella status […] being 
neglected and marginal […]“. Erst seit kurzer Zeit steigt das Interesse an Service 






Nach Hipp et al. [27] nimmt die Innovationsforschung diesen strukturellen Wandel 
noch unzureichend wahr. Ihre Fallstudienuntersuchung zeigt, dass bewährte Konzepte 
aus der Industrie nur in Teilen auf Service Innovationen übertragbar sind. Sie weist 
darauf hin, dass sich auch die Erfolgsfaktorenforschung in der Vergangenheit auf die 
Industrie konzentriert hat [27].  
In der Literatur lassen sich einige Studien zum Thema kritische Erfolgsfaktoren 
von Service Innovationen finden [4], [19], [21], [22], [51]. Diese sind jedoch meist 
branchenspezifisch, so dass die einzelnen Erfolgsfaktoren stark variieren. Ein einheit-
liches und branchenunabhängiges Konzept existiert nicht. Zudem ist eine isolierte 
Betrachtung einzelner Faktoren schwierig, da in den meisten Fällen davon auszuge-
hen ist, dass eine Vielzahl von Faktoren ausschlaggebend für den Erfolg oder Misser-
folg ist.  
Der vorliegende Beitrag zeigt ein branchenübergreifendes und in der Praxis evalu-
iertes Rahmenwerk zur Bestimmung des Erfolgs von Service Innovationen, die 
Success Factor Map. Diese soll dazu beitragen, beeinflussbare Faktoren ex ante zu 
identifizieren, zu messen und deren Wirkungszusammenhänge untereinander darzu-
stellen. Anschließend können Implikationen für die Praxis abgeleitet werden, um eine 
erfolgreiche Einführung von Service Innovationen in Unternehmen zu unterstützen. 
2 Grundlagen und verwandte Arbeiten 
Innovationen ermöglichen die Sicherung und den Ausbau von Wettbewerbsvorteilen 
für Unternehmen und Volkswirtschaften, vor allem in übersättigten Märkten [29], 
[36], [43], [46]. Dabei eignen sich innovative Produkte und Dienstleistungen glei-
chermaßen dafür, aktuelle Kunden zu binden als auch neue Kunden zu gewinnen. 
Heutzutage lassen sich wirtschaftliches Wachstum und Dynamik auf Innovationen 
im Dienstleistungsbereich zurückführen [12]. Trotz dieser Relevanz sind Service 
Innovationen im Vergleich zu Produktinnovationen bisher wenig erforscht, wenn-
gleich de Brentani [11] bereits vor etwa 20 Jahren als einer der ersten Autoren dieses 
Forschungsfeld thematisierte [17], [43], [46], [60]. Bis heute sind derartige Untersu-
chungen aufgrund der hohen Heterogenität von Dienstleistungen überwiegend frag-
mentiert und auf einzelne Branchen fokussiert. Multidisziplinäre Erkenntnisse lassen 
sich in der Literatur kaum finden. Mögliche Gründe hierfür sind, dass Dienstleistun-
gen lange Zeit nicht als innovativ wahrgenommen wurden, schwieriger als Produktin-
novationen zu messen sind und infolgedessen empirische Studien vorerst ausblieben 
[17]. 
Wie bereits erwähnt, tragen Innovationen wesentlich zur Sicherung und zum Aus-
bau von Wettbewerbsvorteilen bei. Das Ziel der Entwicklung und Einführung von 
Innovationen ist Erfolg [29], [31], [36]. Dieser wird durch bestimmte Erfolgsfaktoren 
beeinflusst, die als Determinanten für den unternehmerischen Erfolg oder Misserfolg 
verstanden werden können [9], [15]. Bereits 1961 fand dieser Begriff durch Ronald 
Daniel seine erste Erwähnung. Bis heute finden sich in der Literatur verschiedene 
Synonyme von Erfolgsfaktoren und es existiert bislang keine einheitliche Definition 
[55]. Deshalb wird auf die Definition von Kreilkamp zurückgegriffen [35]: „Als stra-






bezeichnet, die den Erfolg oder Misserfolg unternehmerischen Handelns entscheidend 
beeinflussen”. 
Frühe Ansätze der Erfolgsfaktorenforschung für Service Innovationen finden sich, 
simultan zur grundlegenden Forschung von Service Innovationen, in der Erforschung 
physischer Produktinnovationen [11], [14]. Inzwischen ist die Anzahl der Untersu-
chungen zu Erfolgsfaktoren für Service Innovationen deutlich angestiegen [17]. Den-
noch sind die bisherigen Erkenntnisse auch hier fragmentiert und es existieren keine 
branchenübergreifenden Ansätze [4], [19], [21], [22], [51]. Dieser Beitrag stellt daher 
mit der Success Factor Map ein Rahmenwerk vor, das sich branchenübergreifend 
anwenden lässt. 
3 Methodisches Vorgehen 
Das methodische Vorgehen unterteilt sich in vier Schritte und ist qualitativ aufgebaut. 
Nach Oswald [48] bietet ein qualitatives und induktives Vorgehen die Möglichkeit, 
die Forschungsfrage innovativ und flexibel zu bearbeiten. 
Der erste Schritt zur Bildung eines entsprechenden Rahmenwerks ist die Extraktion 
vorhandener Erfolgsfaktoren aus der Literatur. Hierfür wurden gängige Rechercheda-
tenbanken (SciVerse, ScienceDirect, Emerald, Ebsco und der Katalog der Universi-
tätsbibliothek Erlangen-Nürnberg) mit den Suchbegriffen Service, Dienstleistung, 
New Service Development bzw. NSD, Innovation(en), Erfolgsfaktor(en) und (critical) 
success factor(s) durchsucht. Im Anschluss an die Suche wurden gefundene Bücher, 
Artikel, Konferenzbeiträge und Whitepaper gesichtet und umfassend auf ihre Rele-
vanz hin analysiert. Da die bestehende Literatur zu Erfolgsfaktoren für Service Inno-
vationen unterschiedliche (Dienstleistungs-)Branchen abdeckt, wurden viele unter-
schiedliche Quellen genutzt, um eine möglichst umfassende Theoriebildung zu er-
möglichen. So wird sichergestellt, dass sowohl bestehende Theorie- und Praxiskennt-
nisse aus der Literatur Berücksichtigung finden. Die Extraktion wird entsprechend 
dem Sättigungskriterium der Grounded Theory beendet, wenn nach einer gewissen 
Anzahl von recherchierten Daten keine bisher unentdeckten Erkenntnisse mehr hin-
zukommen [25], [50]. Demnach ist der Sättigungsgrad umso höher, je höher die An-
zahl der sich gleichenden Erfolgsfaktoren in der Literatur ist. Alle Erfolgsfaktoren die 
hierbei gesichtet werden, müssen anschließend codiert und transformiert werden. 
Hierdurch werden inhaltlich redundante Faktoren identifiziert und anschließend agg-
regiert. Die Durchführung erfolgt in einem mehrfach iterativen Prozess, analog zu der 
Open Coding-Methode der Grounded Theory [59]. Matsumoto [40] schlägt hierzu ein 
zweistufiges Vorgehen vor: Zuerst werden Subkategorien aus dem Datenbestand her-
aus entwickelt, anschließend werden diese in übergeordneten Kategorien zusammen-
gefasst. Zusätzlich werden die entwickelten Kategorien mit der Literatur abgeglichen 
und anschließend verfeinert. 
Als Zwischenergebnis liegen nun alle relevanten Erfolgsfaktoren gruppiert in ein-
zelnen Kategorien vor. Diese werden anschließend hinsichtlich ihrer Wirkzusammen-
hänge untereinander untersucht. Anhand der vorliegenden Interdependenzen wird die 






Balanced Scorecard) der Service Innovationserfolgsfaktoren aufgestellt und im letzten 
Schritt in der Praxis evaluiert. 
Die Evaluation erfolgt auf Fallstudienbasis. Hierzu werden Service Innovationen 
von Praxispartnern im Rahmen von persönlichen Interviews und unter Verwendung 
der Success Factor Map analysiert. Die Untersuchungsform ist eine Teilerhebung, da 
zum einen die Grundgesamtheit aller Unternehmen und ihrer Service Innovationen 
nicht bekannt ist und zum anderen eine Vollerhebung aus wirtschaftlichen, zeitlichen 
und organisatorischen Gründen nicht möglich ist [56]. Als Untersuchungsmethode 
wird für diese Arbeit ein leitfadengestütztes, mündliches Experteninterview gewählt. 
Die befragten Teilnehmer haben die Möglichkeit, unbeschränkte Antworten zu geben 
[20], [42]. Da im Anschluss an die durchgeführten Interviews sehr heterogene, quali-
tative Daten in Form von schwer operationalisierbaren und kaum vergleichbaren Be-
fragungsaussagen vorliegen [20], [43], wird zur Auswertung der Ergebnisse eine ein-
heitliche Vorgehensweise zur Codierung der Interviewaussagen in Form eines Mess-
konzepts für die Erfolgsfaktoren entwickelt. Das resultierende Messkonzept stellt ein 
Rating bzw. eine Skala – mit Elementen von „sehr gering / negatives Extremum“ (1) 
bis „sehr hoch / positives Extremum“ (5) – für jeden Erfolgsfaktor zur Verfügung 
[34]. Anhand dieser Codierung werden die Interviewaussagen aller Fallstudien einge-
ordnet, in semi-quantitative Daten transformiert und damit operationalisiert. Zuerst 
werden die Resultate aus den Fallstudien interpretiert, anschließend werden gewon-
nene praktische Erkenntnisse mit den bisherigen theoretischen Erkenntnissen vergli-
chen und diskutiert. 
4 Erfolgsfaktoren und Interdependenzen 
Insgesamt wurden 20 Quellen zur Extraktion relevanter Erfolgsfaktoren herangezo-
gen. Tabelle 1 zeigt eine Übersicht der verwendeten Literatur und der Anzahl der 
jeweils extrahierten Faktoren. In Summe wurden 317 Erfolgsfaktoren identifiziert. 
Tabelle 2 zeigt darüber hinaus die Kategorien, die am häufigsten in der Literatur 
verwendet werden. Eine genauere Analyse der Kategorien und die Einsortierung der 
einzelnen Erfolgsfaktoren zeigt die Notwendigkeit einer Anpassung und Verfeinerung 
der Kategorien. So enthält z.B. die Kategorie „Markt“ Faktoren, die inhaltlich eigent-
lich der Kategorie „Recht und Politik“ zuzuordnen sind. Aus diesem Grund werden 
diese beiden Kategorien unter der neuen Kategorie „Umfeld“ zusammengeführt. Die 
Kategorie „Produkt“ wird darüber hinaus in „Service“ umbenannt. Sie spiegelt den 
gleichen Gedanken des Ergebnisses aus dem Entwicklungsprozess wider und wird 
lediglich in ihrer Bezeichnung angepasst. Im Folgenden werden damit die fünf Kate-










Tabelle 1. Übersicht der Quellen gesammelter Erfolgsfaktoren 
Tabelle 2. Übersicht der am häufigsten in der Literatur enthaltenen Kategorien  
 
In einem mehrfach iterativen Prozess innerhalb jeder Kategorie werden die Einzelfak-
toren zu aggregierten Erfolgsfaktoren zusammengeführt und subsummiert. Ein Bei-
spiel dieser Konsolidierung ist die Zusammenfassung von „Involvement of senior 
management“ und „Management support“ zum Erfolgsfaktor „Einbezug und Unter-
stützung durch die Unternehmensleitung“.  
Autor(en) Quelle Jahr  Anzahl Erfolgsfaktoren  
Atuahene-Gima [2] 1999 6 
Berry et al. [6] 2006 9 
De Brentani [11] 1991 17 
De Jong et al. [13] 2003 34 
Dörner et al. [16] 2011 23 
DTI [18] 2003 7 
Easingwood und Storey [19] 1991 10 
Edgett [21] 1994 53 
Edvardsson und Gustafsson [23] 2007 12 
Hipp et al. [27] 2007 20 
Ho und Lu [28] 2010 21 
Jimenez-Zarco et al. [30] 2011 12 
Johne und Storey [31] 1998 27 
Jones und Samalionis [32] 2008 6 
Lorenz-Meyer [37] 2004 25 
Martin Jr. und Horne [38] 1993 5 
Matthing et al. [41] 2004 7 
Ottenbacher und Harrington [49] 2010 10 
Papies [52] 2006 5 
Scheuing und Johnson [57] 1989 8 






































Pattikawa, Verwaal und Commandeur (2006) [53] x x x   x 
Panne, Beers und Kleinknecht (2003) [51]    x x  
Ernst (2002) [24] x x x    
De Brentani (2001) (Einzelstudie) [12] x x  x x  
Henard und Szymanski (2001) [26] x  x x x  
Balachandra und Friar (1997) [2]  x  x  x 
Cooper und Kleinschmidt (1995) (Einzelstudie) [10] x x x    






Nach dem Codierungs- und Transformationsschritt ergeben sich 38 individuelle 
Erfolgsfaktoren (EF). Diese sind in der fertigen Success Factor Map und Tabelle 3 
dargestellt. Erfolgsfaktoren der Kategorie „Umfeld“ haben hierbei eine gesonderte 
Stellung. Sie sind – wenn überhaupt – nur über einen langfristigen Zeitraum vom 
Unternehmen selbst beeinflussbar. Während Faktoren wie der frühzeitige Einbezug 
und die Interaktion mit Kunden im Entwicklungsprozess (EF 18) oder die Effektivität 
des Entiwcklungsprozesses (EF 24) veränderbar sind, haben Unternehmen zumindest 
kurz- bis mittelfristig keinen Einfluss auf die Marktstruktur und den Wettbewerb (EF 
1) oder das politische Umfeld, in dem sie sich bewegen (EF 3).  
Tabelle 3. Übersicht der aggregierten Erfolgsfaktoren für Service Innovationen (Teil1) 
 UMFELD 
EF1 Marktstruktur und Wettbewerb 
EF2 Vorhandenes Marktpotenzial 
EF3 Politisches Umfeld 
EF4 Sozio-Kulturelles Umfeld 
 STRATEGIE 
EF5 Ausrichtung nach klar definierter und kommunizierter, innovationsgerichteter Vision, Mission 
und Ziele 
EF6 Grad der Markt- und Kundenorientierung im Unternehmen 
 ORGANISATION 
EF7 Positives, wiedererkennbares Image des Unternehmens 
EF8 Adäquate Führungskultur 
EF9 Einbezug und Unterstützung durch die Unternehmensleitung 
EF10 Grad der innovativen, offenen und dienstleistungsgerichteten Unternehmenskultur 
EF11 Interfunktionales Teamwork 
EF12 Effiziente Bereitstellung und Allokation benötigter nicht-monetärer Ressourcen 
EF13 Zugang und Bereitstellung ausreichend finanzieller Ressourcen 
EF14 Training und Qualifizierung der Mitarbeiter 
EF15 Einsatz von qualifizierten, engagierten und motivierten Mitarbeitern 
EF16 Adaptionsgrad relevanter IT-Technologien 
EF17 Interne und externe Wissens-Infrastruktur 
 PROZESS 
EF18 Frühzeitiger Einbezug und Interaktion mit Kunden im NSD-Prozess 
EF19 Kundenbedürfnisse kennen und verstehen 
EF20 Fokussierung auf ein ganzheitliches Customer-Experience-Management 
EF21 Eingehende Kenntnis von Markt und Konkurrenz durch vorhergehende Analysen 
EF22 Effektiver Start des Marketings 
EF23 Existenz eines systematischen und strukturierten NSD-Prozesses 
EF24 Effektivität des NSD-Prozesses 
EF25 Ausarbeitung eines detaillierten Servicekonzeptes vor der Entwicklung 







Fünf der 38 Erfolgsfaktoren werden als „Enabler“ angesehen. Einem „Enabler“ wird 
dabei unterstellt, dass er bei Nichterfüllung zum Scheitern bzw. zu einem Abbruch 
des Projekts führt. Im Gegensatz zu anderen Faktoren sind diese Faktoren also unab-
dingbar notwendig, um erfolgreiche Service Innovationen zu entwickeln und zu ver-
markten. Während Faktoren wie beispielsweise der Grad der Markt- und Kundenori-
entierung im Unternehmen (EF 6), ein interfunktionales Teamwork (EF 11) oder der 
Innovationsgrad des Services (EF 27) unter Umständen auch nicht erfüllt sein können, 
führt das Fehlen ausreichender monetärer und nicht-monetärer Ressourcen (EF 12 
und EF 13) dazu, dass das Projekt nicht durchgeführt und damit auch nicht erfolgreich 
abgeschlossen werden kann. Neben diesen grundsätzlichen Hygienefaktoren – die am 
unteren Ende der Darstellung aufgeführt werden – lassen sich die Erfolgsfaktoren 
hinsichtlich ihrer Abhängigkeit zur Service Innovation oder zum Unternehmen eintei-
len. Während sich 12 der 38 Faktoren (32%) für die generelle Innovationsfähigkeit in 
Unternehmen relevant sind, beziehen sich 26 Faktoren (68%) auf das spezifische 
Innovationsprojekt.  
Nach der Aggregation findet eine eingehende Analyse und Darstellung von Wir-
kungszusammenhängen zwischen den Erfolgsfaktoren statt. Hierfür werden diese 
kategorienübergreifend miteinander in Beziehung gesetzt und verknüpft, um logisch 
kausale Zusammenhänge zwischen den Erfolgsfaktoren aufzudecken und darzustellen 
[40]. Gedanklich wird dabei ein Erfolgsfaktor fixiert und hinsichtlich der Wirkung auf 
andere Faktoren untersucht. Dieses Vorgehen wird nacheinander für alle 38 Erfolgs-
faktoren durchgeführt. Insgesamt werden hierfür über 110 Quellen systematisch ge-
sichtet. Das Modell wird im Anschluss durch das Entfernen von redundanten Interde-
pendenzen vereinfacht. Verknüpfungen zwischen Erfolgsfaktoren, die sich beispiels-
weise nur einmal in den genutzten Quellen gefunden haben, werden entfernt und nicht 
weiter verwendet. 
Tabelle 3 (Teil 2). Übersicht der aggregierten Erfolgsfaktoren für Service Innovationen  
SERVICE 
EF27 Innovationsgrad des Services 
EF28 Fit mit Markt, Technologie und Strategie 
EF29 Nachhaltigkeit 
EF30 Einzigartigkeit (USP) 
EF31 Imitierbarkeit 
EF32 Substituierbarkeit 
EF33 Überlegener Kundennutzen 
EF34 Hohe Service- und Potenzialqualität 
EF35 Deckungsgrad der Kundenbedürfnisse 
EF36 Einzigartiger, nachhaltiger Wettbewerbsvorteil 
EF37 Zufriedenheit der Kunden mit dem Service 






Im Verlauf hat sich gezeigt, dass nicht alle Erfolgsfaktoren einen unmittelbaren 
Einfluss auf den Erfolg haben, sondern gegebenenfalls weitere zwischengeschaltete 
Faktoren. Wenigen Faktoren der Kategorie „Service“ konnten schlussendlich keine 
intermediären Wirkungen zugeordnet werden, hier hat sich eine direkte Wirkung auf 
den Innovationserfolg herauskristallisiert. 
In der Literatur finden sich zum Teil kontroverse Meinungen über die tatsächliche 
Auswirkung einzelner Faktoren. Khalifa [33] diskutiert in seinen Ausführungen die 
Wirkung der Kundenzufriedenheit (EF 37) auf die Kundenloyalität (EF 38; WZ 50). 
Während die aus der Literatur identifizierten Hinweise für eine positive Beeinflus-
sung sprechen [1], [5], [7], [8], [58] stellt Khalifa dieses Konstrukt in Frage. Spiteri 
und Dion [58] postulieren zudem, dass Kundenloyalität alleine nicht genügt, um In-
novationen zum Erfolg zu verhelfen. Gleichzeitig zeigen ihre eigenen sowie die Re-
sultate anderer Autoren zu diesem Untersuchungsgegenstand, dass sich dennoch posi-
tive Effekte der Kundenloyalität auf den Erfolg von Innovationen nachweisen lassen 
[7], [39], [47], [54], [58]. Alle Interdependenzen sind in der Success Factor Map dar-
gestellt (Abb 2). 
5 Evaluation 
5.1 Teilnehmer 
Die Fallstudien wurden bewusst mit einem Blick auf den unterschiedlichen Branchen-
fokus ausgewählt. Neben einer Business-to-Business (B2B)- wurden zwei Business-
to-Consumer (B2C)-Fallstudien zur Evaluation herangezogen. 
Die erste untersuchte Service Innovation ist die Entwicklung eines „Social 
Mirror“ durch die adidas AG (Bereich IT-Services). Dieser wird im Rahmen eines 
neuen Retail-Konzeptes der Marke „adidas NEO“ in den Verkaufsläden eingesetzt. In 
einem hohen Spiegel befindet sich dabei eine Kamera, die auf Wunsch während der 
Anprobe Fotos von der Kleidung macht. Diese Fotos können Kunden anschließend 
direkt an ausgewählte Social-Media Plattformen senden (z.B. Facebook). Anschlie-
ßend erhält der Kunde Feedback aus seiner Community bzw. von seinen Kontakten 
aus den Social-Media-Plattformen. 
Die zweite Dienstleistungsinnovation ist ein Entwicklungsprojekt zur „Rekonstruk-
tion dreidimensionaler Avatare durch den Einsatz der Microsoft Kinect“ am Lehr-
stuhl für Wirtschaftsinformatik im Dienstleistungsbereich (WI II) der Friedrich-
Alexander-Universität Erlangen-Nürnberg. Der sogenannte „Body Kinectizer“ ver-
wirklicht einen kostengünstigen Ganzkörperscanner mit Hilfe des Spiele-Controllers 
Microsoft Kinect. Mögliche Anwendungsgebiete finden sich beispielsweise im E-
Commerce Bereich (Onlineshops), wo den Kunden automatisch die richtige Konfek-
tionsgröße empfohlen werden kann. 
Die dritte Fallstudie wurde von der accenture GmbH zur Verfügung gestellt. Ser-
vice Innovationen werden hier als omnipräsente Trends verstanden, für die unterneh-
mensorientierte Dienstleistungen entwickelt werden. Im Rahmen dieser Arbeit wird 






Die Besonderheit hier ist, dass Innovationsprojekte nicht im Unternehmen selbst ent-
wickelt, sondern meistens direkt beim Kunden umgesetzt und getestet werden. 
5.2 Ergebnisse 
Die Erkenntnisse aller drei Fallstudien sind im Profildiagramm (Abb. 1) zusammen-
gefasst dargestellt. Die Elemente der Ordinaten-Achse zeigen jeweils einen der insge-
samt 38 abgefragten Erfolgsfaktoren, auf der Abszisse ist die jeweilige Ausprägung 
des Erfolgsfaktors abgetragen. 
Aus dem Diagramm und den Interviews lassen sich Rückschlüsse ziehen, wie viel 
Beachtung die aus der Literatur gewonnenen Erfolgsfaktoren in den jeweiligen Inno-
vationsprojekten gefunden haben. Des Weiteren lassen sich Aussagen darüber treffen, 
welche Faktoren als besonders wichtig erachtet werden. Ausnahmen stellen hier die 
vier Erfolgsfaktoren der Kategorie „Umfeld“ dar, da das Unternehmen bei der Ent-










Aus diesen Erkenntnissen lässt sich schließen, dass die entwickelten Erfolgsfaktoren – 
bis auf einige dargestellte Besonderheiten in den Fallstudien – als sehr relevant einge-
stuft wurden. Entweder wurden sie während der Entwicklung explizit (z.B. die Ent-
wicklung eines Service-Konzeptes in EF 25 und die ausführliche Testphase der Inno-
vation in EF 26) oder implizit im Rahmen des unternehmerischen Handelns (z.B. 
durch eine innovative und offene Unternehmenskultur in EF 10) berücksichtigt. In 
Verbindung mit den Resultaten aus den Interviews bestätigen sich zudem die Aussa-
gen, dass gewisse Konzepte aus dem Bereich der Produkt-Innovationen auf den Be-
reich der Service Innovationen übertragbar sind [13], [15], [29].  







Zusätzlich zu den Faktoren selbst lassen sich anhand der drei Fallstudienuntersu-
chungen die entwickelten Wirkungszusammenhänge in der Praxis evaluieren. Tabelle 
4. Übersicht nicht nachgewiesener Wirkungszusammenhänge zeigt eine Übersicht der 
in der Literatur identifizierten Wirkungszusammenhänge, die – im Gegensatz zu den 
nicht angeführten Wirkzusammenhängen – in den angegebenen Fallstudien nicht 
nachgewiesen werden konnten. Insbesondere die Wirkungszusammenhänge 22, 23 
und 24 sowie 53 und 54 konnten in keine der Fallstudien nachgewiesen werden. Da 
sie jedoch in der verwendeten Literatur angeführt wurden, sind sie in dem Modell der 
Success Factor Map (Abbildung 2) durch gestrichelte Linien gekennzeichnet. In der 
ersten Spalte findet sich die mit „WZ“ abgekürzte Nummer des Wirkungszusammen-
hangs, gefolgt von dem beeinflussenden Erfolgsfaktor, der mit einer bestimmten 
Richtung (R) positiv (+) oder negativ (-) auf einen anderen Erfolgsfaktor (oder den 
Erfolg selbst, gekennzeichnet mit „ER“) wirkt. 
Insgesamt stützt die Evaluation mithilfe der ausgewählten Fallstudien große Teile 
der aus der Literatur gewonnenen Erkenntnisse. Aus den gewonnenen, evaluierten 
Erkenntnissen können Unternehmen Implikationen zur positiven Beeinflussung ihrer 
Innovationsprojekte ziehen. Die Vorgehensweise dafür folgt analog der Entwicklung 
der Wirkungszusammenhänge: Indem ein Erfolgsfaktor gedanklich festgehalten wird, 
können sowohl beeinflussende Effekte als auch Einflüsse auf andere Faktoren erkannt 
werden. Dies kann helfen, Handlungspotenziale aufzudecken und anschließend in 
Vorteile umzuwandeln, um den Erfolg des Innovationsprojektes nachhaltig zu be-
günstigen. In den Interviews hat sich gezeigt, dass alle Praxispartner den Ansatz der 
Success Factor Map als sehr erfolgsversprechend ansehen. 
Tabelle 4. Übersicht nicht nachgewiesener Wirkungszusammenhänge 
WZ EF R EF adidas social mirror WI II body kinectizer accenture Clouds 
9 14 + 16 Nicht nachgewiesen Nachgewiesen Nicht nachgewiesen 
11 9 + 11 Nicht nachgewiesen Nicht nachgewiesen Nachgewiesen 
12 16 + 11 Nicht nachgewiesen Nachgewiesen Nachgewiesen 
15 15 + 16 Nicht nachgewiesen Nachgewiesen Nicht nachgewiesen 
19 15 + 18 Nicht nachgewiesen Nachgewiesen Nachgewiesen 
22 24 + 21 Nicht nachgewiesen Nicht nachgewiesen Nicht nachgewiesen 
23 23 + 24 Nicht nachgewiesen Nicht nachgewiesen Nicht nachgewiesen 
24 18 + 22 Nicht nachgewiesen Nicht nachgewiesen Nicht nachgewiesen 
47 33 + 38 Nicht nachgewiesen Nachgewiesen Nachgewiesen 
50 37 + 38 Nicht nachgewiesen Nachgewiesen Nachgewiesen 
53 25 + ER Nicht nachgewiesen Nicht nachgewiesen Nicht nachgewiesen 






6 Zusammenfassung und Ausblick 
Service Innovationen finden sowohl in der Forschung als auch in der Praxis eine im-
mer größer werdende Bedeutung. Da diese Disziplin im Vergleich zu Produkt Innova-
tionen noch relativ jung ist, unterscheiden sich die bisher vorhandenen Kenntnisse. 
Die Betrachtung ausgewählter Faktoren, die einen Erfolg von Service Innovationen 
begünstigen können, soll Unternehmen dazu dienen, diese Erkenntnisse zu nutzen um 
entsprechende Verbesserungsansätze identifizieren zu können. 
Aufbauend auf den Erkenntnissen der Literaturanalyse wurden Erfolgsfaktoren und 
Wirkungszusammenhänge zwischen diesen Faktoren identifiziert. Die resultierende 
„Success Factor Map“ visualisiert diese Erfolgsfaktoren und Interdependenzen. Das 
Modell soll Unternehmen ermöglichen, Zusammenhänge zwischen Erfolgsfaktoren zu 
erkennen und an den richtigen Stellen zur positiven Beeinflussung des Innovationser-
folgs anzusetzen. Im Anschluss an die theoretische Ausarbeitung wurde das entwi-
ckelte Rahmenwerk mit drei aktuellen Fallstudien einzelner Service Innovationen 
evaluiert. Hierfür wurden Interviews mit Praxispartnern durchgeführt und die Ergeb-
nisse entsprechend ausgewertet. Es konnte gezeigt werden, dass sowohl die identifi-
zierten Erfolgsfaktoren als auch ihre Wirkungszusammenhänge zu einem großen Teil 
in der Praxis wiederzufinden sind. Gleichermaßen konnte aber auch die Relevanz 
weniger Faktoren und Interdependenzen im Rahmen dieser Evaluation nicht nachge-
wiesen werden. 
Die qualitative Vorgehensweise, vor allem bei der Codierung und Transformation, 
führt dazu, dass die Erfolgsfaktoren zur Vereinfachung auf einem hohen Abstrakti-
onslevel definiert wurden. Ohne diese hätte sich die heterogene Ausgangsbasis an 
Daten nicht auf eine vergleichsweise geringe Anzahl an Erfolgsfaktoren reduzieren 
lassen. 
Über diesen Beitrag hinaus bietet sich eine tiefergehende Operationalisierung der 
Faktoren an, um sie anhand konkreter Zahlen messbar zu machen. Des Weiteren emp-
fiehlt es sich, Innovationsprojekte in einer Art Langzeitstudie während des kompletten 
Entwicklungsprozesses zu beobachten. Hierbei könnten noch detailliertere Aussagen 
über die Wirkungen von Faktoren und Interdependenzen entwickelt werden. Dies 
würde es ermöglichen, bestimmte Einflüsse und ihre unmittelbaren Auswirkungen im 
Projektablauf zu dokumentieren und anschließend zu analysieren. 
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Abstract. What are the relevant management challenges for open innovation, 
and how do companies tackle these challenges? This study adds to the research 
of open innovation management by investigating different management dimen-
sions and their inherent dilemmas. By applying the concept of organizational 
ambidexterity as an approach to pursue apparently conflicting objectives, we 
extend previous research in two key aspects: First, in contrast to most studies 
we do not focus on a single management dimension but consider a wider set of 
dimensions which we found evidence to be relevant for open innovation. Se-
cond, unlike previous studies which consider ambidexterity for managing open 
innovation, we do not limit our discussion to ambidexterity as a whole but con-
sider different modes of ambidexterity. Our findings support this approach: We 
find structural ambidexterity for the degree of innovation, organizational con-
figuration, intellectual property management and motivation. We also find tem-
poral and contextual ambidexterity in two additional dimensions. 
Keywords: Open Innovation, Management Dimensions, Challenges and Di-
lemmas, Ambidexterity 
1 Introduction 
Without innovation and the constant search for new products, services, and business 
models, companies are not able to survive in the market in the long run. Dynamic 
capabilities, i.e. the ability to adapt to change and develop new competences, are re-
quired in order to react to changing business environments [1]. The classical approach 
how companies dealt with the innovation challenge was to set up large research and 
development (R&D) units, allocate large budgets to R&D, and protect knowledge 
against competitors via intellectual property protection mechanisms, especially pa-
tents. This protectionist innovation strategy was named “closed innovation” by Pro-
fessor Henry Chesbrough, who in 2003 described a new paradigm which he called 
“open innovation” [2]. He found that successful companies also perform R&D in 
collaboration with external partners, allowing external knowledge to flow into the 
company and also allowing externals to make use of internal knowledge. Although 
collaborative R&D was not new [3],[4], the globalization of the world economy, in-






gies – led to a stronger diffusion of the open innovation concept and accordingly to a 
growing body of knowledge over the past years [5]. However, despite the significant 
number of studies about open innovation, we still lack a deeper understanding of the 
key management challenges and best practices for open innovation [6]. From our 
point of view, this relates to the fact that managing open innovation is a multi-
dimensional challenge and can bear conflicts and dilemmas in many different man-
agement dimensions.  
This study makes use of the organizational ambidexterity concept as theoretical 
lens for explaining how companies can deal with the dilemmas. Organizational ambi-
dexterity has been predominantly discussed in the context of exploitation and explora-
tion [7]. But to our understanding and in line with other authors [8-11], this is not a 
logical limitation. Especially with regards to (open) innovation, studies have shown 
that ambidexterity can be applied to other management dimensions as well: For  
instance, Rothaermel and Alexandre [8] discuss ambidexterity as an approach to bal-
ance between internal vs. external technology sourcing. Argyres and Silverman [9] 
found hybrid (ambidextrous) structures where innovation processes are executed by 
centralized and decentralized units. And Henkel [10] identified an ambidextrous ap-
proach to intellectual property management, what he calls “selective revealing”. 
Based on these studies, we postulate that conflicts and dilemmas exist in manifold 
management dimensions, and ambidexterity can be used to balance between conflict-
ing tasks and thus resolve these dilemmas [11]. We also suggest that there is no singu-
lar ambidexterity mode: According to Raisch and Birkinshaw [12] ambidexterity can 
be applied on organizational and individual level, and it can be implemented by a 
structural, temporal, or contextual division of conflicting tasks. Building upon these 
studies we define the following two research questions: 
1. For which management dimensions can we find ambidexterity as an approach to 
dealing with potential dilemmas in open innovation? 
2. If we find ambidexterity in one or more dimensions, which ambidexterity mode is 
being applied in the respective management dimensions? 
We will analyze and discuss these questions based on an explorative case study with a 
major multinational enterprise. This enterprise has established an open innovation 
environment with different formats of internal and external open innovation process-
es, supported by dedicated web-based IT platforms. 
The remainder of this paper is structured as follows: In section 2 we provide the 
theoretical background by discussing the concepts of open innovation and organiza-
tional ambidexterity in further detail. In section 3 we develop a conceptual framework 
of different management dimensions for open innovation, based on the extant litera-
ture. Supposing that in each management dimension there is no unambiguous and 
straightforward direction, we aim at identifying potential dilemmas which could be 
handled using ambidextrous approaches. In section 4 we describe our case study and 
the research methodology. In section 5 we summarize our case findings, and in sec-






2 Theoretical Background 
2.1 Open Innovation 
The innovation process by general definition begins with the ideation phase, followed 
by an idea selection phase. The selected ideas then get developed and tested, and new 
developed products or services will be introduced to the market [13]. This process is 
largely the same for closed and open innovation, except that in open innovation the 
boundaries become permeable at certain stages of the process, in one way (inbound) 
or the other (outbound). We talk about open innovation when the innovation process 
has an interface – inbound or outbound – at one or more stages to one or more exter-
nal parties. This also includes interfaces to peripheral inside innovators [14], i.e. em-
ployees inside the organization but external to the R&D department. We call this 
internal open innovation, as opposed to external open innovation with external parties 
outside the company. 
 
 
Fig. 1. Innovation Process in Open and Closed Innovation 
Managing the innovation process requires dealing with manifold complexities: Dif-
ferent actors have different roles in this process, they may have different and some-
times opposing motives and objectives, and their dispersed knowledge must be coor-
dinated and aligned towards achieving common objectives. If the innovation process 
has external interfaces, complexities are usually even larger due to the need of coor-
dinating these interfaces and balancing heterogeneous objectives.  
In order to follow a common terminology in the following, we refer to the open in-
novation process when we talk about singular innovation efforts with a specific inno-
vation result (see figure 1). Open innovation processes by this definition can be very 
different, ranging from engaging external individuals in the ideation phase up to long-
term research collaborations involving many companies and research institutes. We 
subsequently refer to an open innovation environment when a company has estab-
lished structures and policies for professionally executing open innovation processes 







Managing innovation does not only include the coordination and supervision of the 
innovation process, it also requires making decisions and resolving dilemmas wherev-
er different options are at hand. The classical example is the dilemma between exploi-
tation and exploration [7]. Companies should not simply focus on either exploitation 
or exploration, but rather balance between the two concepts and thus pursue both 
innovation strategies simultaneously. March’s seminal work has become part of a 
wider academic discussion about the challenges and dilemmas in organizational de-
sign for innovation. There is common agreement that organizations require different 
structures for finding new innovations on the one hand and being efficient in their 
existing business on the other hand [15],[16]. In order to pursue both objectives sim-
ultaneously, successful companies have implemented what Duncan [17] called the 
“ambidextrous organization”. By “hosting multiple contradictory structures, process-
es, and cultures within the same firm” [18], companies manage to balance between 
contradictory objectives and thus create an optimal setting for a sustainable business 
development. Balancing in this context does not mean finding a punctual equilibrium, 
but rather excelling at both ends of the continuum [19-20]. The application of this 
concept to organization science has become widespread in the past decades – for a 
detailed recent overview see [12]. 
Organizational ambidexterity can be applied in different forms: Structural ambi-
dexterity can be achieved by implementing dual structures [17], i.e. separate units 
focusing on either alignment or adaptation. Dilemmas are then resolved by assigning 
conflicting objectives to different business units. Structural ambidexterity can also be 
implemented beyond the boundary of the company, when conflicting tasks are divid-
ed between internal units and external parties [8]. Alternatively, ambidexterity can 
also be realized on a temporal basis when the entire organization temporarily alter-
nates between conflicting objectives in cyclical phases [21], [22]. We denominate this 
as temporal ambidexterity [11]. As a third alternative, dilemmas may not only be 
resolved on organizational level but also on individual level [11]. In this so-called 
contextual ambidexterity a set of systems, processes, and beliefs “enables and encour-
ages individuals to judge for themselves how to best divide their time between the 
conflicting demands” [12]. Table 1 summarizes the three predominant modes of am-
bidexterity. 
Table 1. Different modes of ambidexterity 
Ambidexterity mode Basic definition 
Structural Conflicting objectives and tasks are divided at organiza-
tional level (different sub-units) 
Temporal Conflicting objectives are pursued by the organizational 
unit temporarily in cyclical phases 
Contextual Individuals are enabled to decide context-based how to 






3 Conceptual Framework: Open Innovation Management 
Due to the aforementioned complexities in managing open innovation, it is crucial to 
understand where these complexities arise and how they are shaped in their respective 
dimensions. Therefore, as a starting point for our analysis, we develop a conceptual 
framework of different management dimensions which (1) are relevant for open inno-
vation environments and (2) in which we had evidence to believe that ambidexterity 
could be applied. The conceptual framework is based on a thorough review of the 
existing literature: Starting with the renowned open innovation literature [2], [23], 
[24] and a recent literature review [25], we identified a first set of dimensions relevant 
for managing open innovation. We further used these dimensions to perform a data-
base search in leading R&D and innovation related journals [25]. Subsequently we 
extended the body of literature by iteratively screening the list of references from 
relevant sources and used these findings to refine the framework. We chose this 
methodology due to the absence of an existing comprehensive management frame-
work for open innovation. As Gassmann et al. noted in 2010, “industry is starting to 
professionalize the internal processes to manage open innovation” but “nevertheless, 
it is currently still more trial and error than a professionally managed process” [5]. 
Because there is no integrated cookbook for managing open innovation [26], our con-
ceptual framework is rather built upon a broader number of articles that focus on par-
ticular open innovation management dimensions. In the following we develop the 
conceptual framework considering each of these management dimensions: 
 
Degree of Innovation. Taking the exploitation-exploration dilemma, we have already 
discussed the need for a company to simultaneously optimize its current business and 
also develop new capabilities in order to cope with changing markets and demands. 
We can relate this challenge also to the terms incremental and radical innovation, 
which denote the innovation’s proximity to the current technological trajectory and 
customer/market segment [27]. Incremental innovations rather support business im-
provements, whereas radical innovations result in new products, services, or even new 
business models. The question is whether we find a clear tendency towards incremen-
tal or radical innovation in an open innovation environment, of if companies can pur-
sue different degrees of innovation within singular open innovation processes. 
 
Organizational configuration. Several authors have investigated organizational 
configurations and especially centralized and decentralized structures for innovation 
and R&D [22], [28-29]. Based on previous studies, we could find support for tem-
poral and structural ambidexterity: Siggelkow & Levinthal [23] found that a tempo-
rary decentralization and later reintegration yielded in the highest exploration perfor-
mance. Argyres and Silverman [9] found that companies implement hybrid structures 
with both central and decentral elements, thereby combining the advantages of both 
approaches – high proximity to market demands and high impact of R&D for the 
entire firm. We will investigate in our case study whether we find support for a tem-
poral or structural ambidexterity combining central (firm level) and decentral  






Target setting.Defining innovation targets and measuring the innovative performance 
should be seen as a core innovation management responsibility [30]. Such measures 
often include R&D expenditures, number of patents, patent citations, and new product 
announcements [31]. With regards to open innovation environments, much less sys-
tematic target setting can be found [5]. A prominent example is the company Procter 
& Gamble which follows an explicit open innovation strategy and aim at acquiring 
50% of their innovations from external collaboration and external sources [32]. How-
ever, so far no similar approaches have been found, maybe because most companies 
are still at an early stage of adopting open innovation concepts [33]. 
 
Decision making policies.Decision making in open innovation is clearly different 
from closed innovation. Actors outside the R&D unit must be motivated to partici-
pate, often realized via a democratization of the innovation process [23]. But in con-
trast to predominantly democratic innovation systems like open source software de-
velopment, the majority of open innovation environments are organized as a commu-
nity of creation, “governed by a central firm that acts as the sponsor and defines the 
ground rules for participation” [34]. This environment requires a set of rules which 
define the degree to which the external actors join the decision making process, and 
whether decision making policies are more hierarchical or flat [35]. 
 
Intellectual property. Intellectual property (IP) is a proprietary asset which secures 
commercial success of innovations [36]. The private-investment model supports tradi-
tional practices where IP is protected and innovators receive private returns from their 
investments. In contrast, in the collective-action model the innovators reveal their 
knowledge and contribute to the creation of public goods [37]. In open source soft-
ware development a combination of both models exists: Companies that use embed-
ded Linux in their technical devices have been found to share some modules and ex-
tensions with the external community while keeping other pieces of that code inter-
nally [10]. We will investigate whether simultaneous IP protecting and revealing can 
also be found in open innovation environments other than open-source settings. 
 
Motivation and incentives. Even in closed innovation environment where all R&D 
employees receive their salaries, social psychologists found that there is more than 
money that motivates employees and influences their innovative behavior. Intrinsic 
motivation – e.g. interest, curiosity, enjoyment, or a personal sense of challenge – will 
foster employee creativity [38]. And also leadership mechanisms in terms of intellec-
tual stimulation, offered autonomy, resource availability, feedback, recognition, and 
career opportunities will influence motivation and innovation performance [39]. In an 
open innovation environment, it is specifically important to consider motivation for 
each group of actors. External innovators may have different motives for participating 
in an open innovation process [40], and therefore the mix between monetary incen-
tives and factors supporting other personal gains should be deliberately chosen for the 
particular open innovation configuration [41]. 
The following table summarizes the conceptual framework. It constitutes an initial 






course of our case study, we intended to review and revise this framework for best 
possible results. The balancing dilemmas are further used for analyzing our research 
questions whether we find ambidexterity, and which ambidexterity mode is applied. 
Table 2. Conceptual framework 
Management dimension Balancing dilemma in open innovation context 
Degree of innovation Pursue incremental or radical innovations 
Organizational configuration Central (firm-level) or decentral (sub-unit level)  
Target setting Hard KPI targets or soft qualitative targets 
Decision making policies Hierarchical (top-down) or flat (democratic) 
Intellectual property Protect IP or reveal to outside market 
Motivation and incentives Monetary or personal gains  
4 Research Methodology 
4.1 Case Setting 
We have designed this research as an embedded case study with a major DAX 30 and 
EURO STOXX 50 company (in the following called „InnoMaster‟). Founded more 
than 100 years ago, InnoMaster has become one of the largest integrated technology 
enterprises worldwide, operating in more than 150 countries. With more than 25,000 
R&D employees across the globe, InnoMaster spends significant efforts in constantly 
developing new innovative products and services. InnoMaster also has a long history 
of collaborative R&D: Suppliers and customers are involved in innovation projects, 
collaborations with universities and innovation labs have been established, and intel-
lectual property which is not seen as strategic asset is being commercialized via spin-
out projects. A couple of years ago InnoMaster established a central open innovation 
unit (OI unit), based on a systematic white spot analysis of potential open innovation 
areas. This analysis identified three major gaps in the existent portfolio of open inno-
vation processes: (1) idea generation via internal and external innovation contests, (2) 
collaboration with communities of external scientists for problem solving, and (3) 
knowledge management via company-wide expert networks. To fill these gaps, the OI 
unit has developed specific methods and tools for these open innovation processes. 
We have designed and conducted this case study following the process defined by 
Eisenhardt [42] and taking into account further guidelines from Yin [43]. We used the 
theoretical approach of a „soft positivism‟ [44], assuming that the management di-
mensions and the dilemmas for open innovation management are existing phenomena 
which we can discover and validate. The conceptual framework served as starting 
point for our case interviews. We were expecting to extend this initial framework by 
additional management dimensions in an interpretive manner. A single case study 
design was chosen in order to contribute to knowledge and theory building on the 






tion. We believe that InnoMaster can be classified as a case which is representative 
for many large technology-focused enterprises that have implemented an open inno-
vation environment [43]. Random case selection was not required in this research 
setting [42]. Instead we have deliberately selected InnoMaster as case study partner 
because of their established and well structured open innovation practices. 
4.2 Data Collection and Analysis 
We conducted structured interviews with managers from different business units in 
different divisions at InnoMaster. Interview partners were selected from the central OI 
unit and also from operating business units where different open innovation processes 
are being executed. To prepare the interviews, we developed a slide deck which we 
shared with our interview partners. The slides contained an introduction of the re-
search team and the research project, a definition of our research focus, and the con-
ceptual framework of management dimensions as a starting point for the discussions. 
Before we run the interviews, we scanned the Internet to collect all relevant and pub-
licly available information about InnoMaster and its open innovation activities (in-
cluding press clippings, descriptions of open innovation processes, and interviews). In 
addition, we conducted several informal talks with other company representatives in 
order to understand their view and their experiences with open innovation processes 
at InnoMaster. The informal talks and formal interviews took place between February 
and October 2011. Table 3 provides shows overview of the interviews: 
 Table 3. Interviews with InnoMaster managers 
Interview Partner (position) Format Date Length 
Head of Central OI Unit Face-to-face Feb 2011 01:33h 
Project Manager, Central OI Unit Face-to-face Feb 2011 01:33h 
Head of Innovation Strategy Mobility Phone Mar 2011 00:35h 
Investment Manager, IP Commercializa-
tion 
Face-to-face Sep 2011 01:24h 
Head of Working Group Energy Efficien-
cy 
Face-to-face Oct 2011 00:58h 
Senior Consultant Sustainability Phone Oct 2011 00:39h 
 
The interviews were audio-recorded and transcribed. The transcripts comprised more 
than 100 pages and were systematically coded. For coding we focused on the man-
agement dimensions of our conceptual framework, but we also tried to identify addi-
tional dimensions which we did not find in our review of the literature. The coding 
results were then analyzed with regards to the research questions of this study: Can 
we confirm that the postulated management dimensions are relevant for an open in-
novation environment? Should we consider additional management dimensions? 






the concept of ambidexterity is applied? And if yes, which ambidexterity mode? The 
research process for our study is shown in figure 2: 
 
 
Fig. 2. Research process 
5 Case Findings 
In the following, the findings from the case interviews are structured by the manage-
ment dimensions introduced in the conceptual framework (section 3): 
 
Degree of Innovation.The open innovation environment at InnoMaster is designed as 
a multi-purpose construct which supports a variety of different open innovation pro-
cesses: Internal open innovation with employees outside R&D as well as external 
open innovation with experts from outside the company; Low complexity idea gen-
eration initiatives (e.g. idea contests) as well as specific and more complex searches 
for solutions to specific technical problems; and both inbound open innovation as well 
as outbound open innovation. According to our interviewees the involved operating 
business unit always has certain expectations with regards to the outcome – in some 
cases the innovations will be rather incremental and in other cases they can be more 
radical. One idea contests for instance was aiming at “new business models that 
change the game” and “disruptive technologies to enable a smarter world”, whereas 
other open innovation processes rather aim at incremental innovations. We can inter-
pret this setting as a structural ambidexterity because different degrees of innovation 
can be achieved (even in parallel) via different open innovation processes within the 
overall environment. 
 
Organizational configuration. The central OI unit develops structures and concepts, 
identifies technical solutions and solution providers, advertises the concepts across the 
business units, and supervises the open innovation processes. The decentral operating 
business units are mainly responsible for the execution, with guidance and sparring 
from the central unit. The trigger for starting an open innovation process, e.g. an idea 
contest, can originate from the central OI unit based on their understanding of the 






from the operating business units where demand for innovation is identified. Both the 
central and decentral units are required in this organizational setup and each unit has 
their specific role. One of our interview partners from the central unit stated that 
“open innovation must never be executed solely centrally”. He also acknowledged 
that a minimum of central coordination will remain essential even when open innova-
tion will have become a well established concept across divisions and operating busi-
ness units. We conclude that also in this dimension, a structural ambidexterity has 
been implemented in the organizational setting of central and decentral business units. 
 
Targets setting. In contrast to Procter & Gamble, InnoMaster does not define specific 
measurable targets or success KPIs, neither for individual open innovation processes 
nor for the central OI unit and the entire open innovation environment. Certainly the 
operating business units have their expectations with regards to the outcome (e.g., 
number of new ideas, degree of novelty, feasibility, etc.) and they take measures to 
attract a broad range of participants and steer the community into a certain direction. 
But hard KPI targets are not defined, mainly because the success of an open innova-
tion process is not only perceived by measurable results but also in terms of organiza-
tional learning and community engagement. The head of the central OI unit also 
pointed out that the use of global targets for the entire open innovation environment 
would not be feasible because the different business divisions and their technical 
product lines are too heterogeneous in their R&D and therefore provide very different 
opportunities to involve external parties. We conclude that in this set-up there is no 
management dilemma and hence ambidexterity is not applied. 
 
Decision making policies.The open innovation environment at InnoMaster is de-
signed as a community of creation where the fundamental rules and policies are set by 
the company [34]. This implies that the management always has the final decision 
authority. However, in many of the idea contests which InnoMaster has run so far, we 
could find a combination of flat and hierarchical decision making policies: Short-
listing of ideas is done through the votes of the participants (flat governance and bot-
tom-up decision-making), and a jury of managers and experts perform the final selec-
tion (hierarchical governance and top-down decision making). This setting enables the 
business unit to stay in control over the selection process and simultaneously motivate 
the community to engage in the contest. We classify this as temporal ambidexterity 
because the bottom-up voting and short-listing temporally precedes the final top-
down jury selection. 
 
Intellectual Property. The long history of successful R&D at InnoMaster has always 
been accompanied by efforts to protect knowledge and technological advance. This is 
still valid: The total number of active patents exceeds 50,000 and this number is even 
increasing. With regards to IP in the open innovation environment, we found different 
approaches in different open innovation processes: For inbound open innovation, for 
instance idea contests, the general approach is that participants are required to grant a 
“non-exclusive, irrevocable, world-wide […] license to use or have used participant's 






way” (as stated in the terms and conditions). But InnoMaster also performs outbound 
open innovation: A dedicated business unit looks for un-used patented technologies 
which are do not fit with the business strategy but could be externally commercial-
ized. By founding spin-offs which over time shall become independent businesses, 
InnoMaster also reveals IP to the outside market. We classify this set-up as structural 
ambidexterity because revealing and commercializing IP is the responsibility of a 
separate dedicated unit. 
 
Motivation and incentives. With regards to this dimension there are differences be-
tween internal and external open innovation processes. For internal open innovation 
with employees, InnoMaster primarily relies on their intrinsic motivation and mostly 
non-monetary extrinsic factors. Rather than giving high monetary awards, firm recog-
nition and reputation among peers as well as possible advantages for career develop-
ment play a major role. For example in an internal idea contest, employees were  
offered to present the winning ideas in front of a top-management jury, which was 
perceived as a major chance to develop their careers. Monetary awards have been 
found much more relevant when involving externals: In external idea contests, partic-
ipants could win prizes worth 15,000 EUR and more. Similarly, monetary incentives 
were significant for specific problem solving challenges published on external expert 
network platforms (e.g. Innocentive). Our interpretation is that InnoMaster applies 
structural ambidexterity in this dimension, supposing that internal and external  
formats are understood as different structures for open innovation. 
 
Resource allocation. As shown in table 4 (last row), we could find another interest-
ing management aspect in the entire open innovation environment at InnoMaster: 
With regards to internal open innovation practices, employees are legitimized to par-
ticipate, but not given dedicated time for their efforts. Employees are rather expected 
to decide on their own whether they dedicate time to contribute and how they manage 
their daily routine work in parallel. We classify this approach as contextual ambidex-
terity, and we add resource allocation as additional management dimension to our 
conceptual framework (table 2). 
Table 4. Summary of findings 
Management dimension Balancing dilemma SA TA CA 
Degree of innovation Exploit vs. explore  - - 
Organizational configuration Central vs. decentral  - - 
Target setting Hard KPIs vs. soft targets - - - 
Decision making policies Hierarchical vs. flat -  - 
Intellectual property Protecting vs. revealing  - - 
Motivation and incentives Monetary vs. personal gains  - - 
Resource allocation Routine vs. non-routine task  - -  







Open innovation with its many different formats (inbound and outbound, internal and 
external, processes and sub-processes, entire ecosystems, etc.) is a wide field for in-
vestigation. Many companies have implemented one or more open innovation pro-
cesses and thereby have defined their particular open innovation environment. The 
paper at hand contributes to the general discussion of how companies manage their 
open innovation environments – a question which has been widely neglected in aca-
demic research so far [5], [6].  
Before discussing implications for research and practice, some limitations have to 
be considered: Our research is based on a single case study, a setting which we have 
explained and justified by our assumption that InnoMaster can be seen as representa-
tive for many large enterprises that practice open innovation. Investigating a repre-
sentative case is seen as key rationale for using a single case design [43]. However we 
cannot be certain if other large enterprises have similar or maybe very different pro-
cesses and environments. Future research could investigate additional cases and 
thereby improve the robustness of findings and interpretations in this direction. A 
multiple case design [43] would allow for comparison of management dimensions, 
different dilemmas, and different modes of ambidexterity. A second limitation of this 
study is related to the contribution to theory building. Based on our review of the 
literature and supported by the case analysis, this study contributes to academic re-
search in terms of analyzing, describing, and explaining the phenomenon of managing 
open innovation [45]. From our case findings we can suggest a causal relationship 
between well organized and successful open innovation environments and the appli-
cation of ambidexterity for managerial and organizational practice. Future research 
could provide further insights by conducting additional case studies, developing testa-
ble propositions, and aiming to explain the general nature of the relationship between 
ambidexterity and open innovation performance. 
Notwithstanding these limitations, we hope that our study adds significant value to 
the research stream of open innovation and in particular the management of open 
innovation. Our distinction between open innovation processes and environments has 
not yet been made explicitly by other authors, but from our point of view is important 
for future theoretical discussions, especially as open innovation practices mature and 
become multi-faceted. Building upon various studies which cover single management 
dimensions, we have developed a conceptual management framework for open inno-
vation and identified critical dilemmas in each of these dimensions. All management 
dimensions which we included in our conceptual framework have shown to be rele-
vant in the open innovation environment of our case study. Because we derived the 
management dimensions from the extant literature, our study provides renewed sup-
port for the relevance of each dimension. Future research could further substantiate 
the presented framework by analyzing other relevant cases and thereby confirming, 
extending, and challenging the different management dimensions. 
Another contribution of this study is the systematic analysis of the concept of am-
bidexterity as an approach to managing various challenges and dilemmas. To the best 






agement. Our case findings could confirm our initial assumption that ambidexterity 
can be applied to a variety of different management dimensions in an open innovation 
environment. Our findings also suggest that different modes of ambidexterity can be 
applied [12]: The most prevalent mode is structural ambidexterity, applied for balanc-
ing incremental and radical innovations, central and decentral sharing of responsibili-
ties, protecting and revealing IP, and monetary and non-monetary incentive schemes. 
We could also find temporal ambidexterity with regards to decision making policies 
(in particular in internal and external web-based idea contests), and contextual ambi-
dexterity which allows employees to participate in internal open innovation processes 
in parallel to their routine jobs.  
This study also adds to research on organizational ambidexterity. In line with stud-
ies which do not limit this concept to exploitation and exploration (e.g., [8] and [11]) 
we propose that the need for balancing diverse and even opposing approaches can 
occur in manifold dimensions. We encourage ambidexterity researchers to consider 
this line of thinking and dissociate from solely considering a single dimension. 
Besides implications for theory, our study also offers meaningful insights for prac-
tice. We see that more and more companies consider open innovation for their inno-
vation strategy. In the European Union, in 2010, more than 84,000 companies report-
ed collaboration with external partners in product or process innovation, thereof more 
than 45,000 companies collaborated with suppliers or customers [46]. All these com-
panies need to manage their open innovation environment. Although our study is 
focused on the specific open innovation environment at InnoMaster, we strongly  
suggest that many of the other 45,000 companies follow similar approaches because 
the open innovation processes (idea contests, collaboration with knowledge brokering 
intermediaries, and open expert networks) are certainly not unique. 
We can present two major insights for these managers: The first insight is that, 
when planning, implementing, and executing open innovation processes, managers 
should consider the presented management dimensions as shown in table 4: They 
need to define the degree of innovation they expect to achieve in their processes, set 
up the appropriate organizational configuration, think about target and measurement 
systems, decision making policies, handling of intellectual property, motivation and 
incentives, and appropriate settings which enable different actors to participate. In 
addition, after they have defined the processes and underlying governance mecha-
nisms, managers should consider these elements also for the IT systems which sup-
port the open innovation processes. Our second insight is that we would encourage 
managers to consider the theory of ambidexterity for each of the mentioned dimen-
sions: In any open innovation setting there is often no straightforward solution, hence  
conflicting goals and interests can occur and will have to be balanced. The theory of 
ambidexterity, and especially the different forms of ambidexterity, offers managers an 
alternative solution approach compared to linear thinking in unidirectional trade-off 
decisions. Although we assume that balancing conflicting goals and interests is often 
done implicitly without considering the theory of ambidexterity, managers might run 
their open innovation environment more effectively and successfully by taking  
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Abstract. Online Communities for Patients (POC) are very interactive sites 
where patients communicate with one another about diseases, therapies and 
how to deal with diseases and about personal experiences they have had. They 
also develop and share innovative ideas that make their everyday life easier. 
However, this happens mostly in an unsystematic and uncontrolled manner, as 
IT-supported interaction and communication tools in POC do not typically meet 
the specific requirements of ideation. For this ideation process, we developed a 
module called Ideenschmiede, which extends POC to support the collaborative 
and systematic idea development. The evaluation of the published ideas shows 
that the concept of the Ideenschmiede leads to ideas with an above-average 
quality level, indicating that collaborative ideation may also work in the 
healthcare context. 
Keywords: Online Communities, Ideation, User Innovators, Healthcare, Action 
Research 
1 Introduction 
The Internet and especially online communities are important for patients and rela-
tives of patients to gather information about diseases, potential therapies or drugs [1-
3]. Members of online communities can interact anonymously and independently over 
time and space [4], about how they deal personally with their disease and how they 
can process their disease mentally. Participating in Online Communities for Patients 
(POC) helps patients to find solace and social assistance [5]. Increasingly, patients are 
using online communities to exchange and discuss ideas on innovations that enhance 
the daily life of patients. 
One sees strong parallels in the context of products and services for the consumer 
market. [6] points out that customers are essential for the development of new ser-
vices and products. Using the same logic, patients can also play this role. [6] notes 
that customers’ needs and requests are often a fruitful source for innovations. This is 
because customers invent new products or services when they have specific needs that 
the market does not fulfil [6]. This context is transferable to patients who, along with 
their relatives, have a wide range of expertise resulting from having personal experi-






the context of rare diseases. Hence, patients develop ideas for other patients and, of 
course, for themselves in order to improve their everyday life and to support a self-
determined existence. These ideas can focus on how patients can “buy and use health-
care” [7] or how they can use “technology to develop new products and treatments or 
otherwise improve care” [7]. 
Although we can find POC where ideation happens, this often happens in an un-
controlled and unstructured way. A major reason for this is the primary focus on the 
information exchange and discussion support in online communities. Working collab-
oratively on a concrete idea is not the focus of IT support for POC. IT tools in POC 
mainly support communication among patients, as in the case of an Internet forum. 
Nevertheless, collaboration is an important determinant for the development of high 
quality ideas, and it makes knowledge explicit and reflective for people. It also im-
proves the creativity and leads to more sustainable solutions [8]. Thus, collaboration 
is an important driver for ideation and IT tools should provide appropriate possibili-
ties. 
However, there are a few POC try to make use of the innovative potential of pa-
tients, e.g. gemeinsamselten.de or innovationbyyou.com. The former online commu-
nity focusses on the development of ideas in the context of rare diseases; in contrast, 
the latter has a more specialized focus and specializes in stoma and continence issues. 
Against this backdrop, current literature looks particularly at how communication 
and collaboration on such platforms can be supported [9], [10], what motivates pa-
tients to contribute to POC [1], [11], [12] and whether the development of ideas in 
POC is accepted by stakeholders [13]. Our article contributes to this field by looking 
at the quality of ideas developed in POC, as well as whether patients are an adequate 
target group to develop healthcare related ideas. Thus, this article answers the re-
search question: “How can existing POC be expanded in order to enable a structured, 
collaborative ideas development by patients?” 
2 Research Methodology 
As there is only little academic information systems research regarding the develop-
ment of ideas in POC, the deduction of designing such concepts from theory is hardly 
possible. We therefore conducted our research as Action Research according to [14] 
(Fig. 1). Action Research is defined by [15] as follows: “Action research aims to con-
tribute both to the practical concerns of people in an immediate problematic situation 
and to the goals of social science by joint collaboration within a mutually acceptable 
ethical framework.” By iteratively designing a novel, socio-technical artefact in the 
form of a modular extension of POC called Ideenschmiede, we were able to improve 

















Fig. 1. Action Research Cycle [14] 
The structure of the rest of this paper follows the process of this approach. Within the 
phase “Diagnosing,” we describe the problems of an online community consisting of 
patients that suffer from the disease Amyotrophic Lateral Sclerosis (ALS). The phase 
“Action Planning” presents our developed artefact Ideenschmiede. The section, “Ac-
tion Taking,” describes how we piloted our artefact and how we integrated it into the 
ALS community, that is, how we made the artefact available for the community. We 
then evaluate our artefact by measuring the quality of the created ideas and analysing 
the recorded website statistics. A discussion of the gained results and conclusions of 
our research completes this article. 
3 Diagnosing 
The object of investigation is the community around the ALS forum of the DGM e.V. 
(short for „Deutsche Gesellschaft für Muskelkranke“; in English “German Associa-
tion for Muscular Dystrophy”). To do this, we cooperated with the DGM. As part of 
their service offerings, the DGM supports, amongst other people, those who suffer 
from Amyotrophic Lateral Sclerosis (ALS). 
3.1 Background Information about ALS 
ALS is a degenerative disease of the central nervous system, on average leading to 
three years before death occurs [16]. ALS is a rare neurological disease, for which the 
reasons for this disease are still unknown and for which there is no known cure avail-
able [16]. With this disease, functional disturbances of the nerves emerges, which 
then causes deficiency of the musculature. The patients thus suffer mostly from chew-
ing and swallowing difficulties [16]. Although there are no official numbers, it is 






3.2 Problem Description of the ALS Community 
As a part of their website, the DGM runs an Internet forum about ALS. In this forum, 
people suffering from ALS or those who know others having ALS can communicate 
with each other. They use the forum to exchange information about ALS and to dis-
cuss personal problems associated with ALS, thus resulting in a wide range of topics 
addressing ALS. 
Additionally, the users share ALS-related ideas, which focus on the improvement 
of the everyday life of ALS patients and their relatives in order to guarantee a maxi-
mum of a self-determined life. Mostly, they share information about (self-developed) 
tools and about how they can adapt these tools to meet the specific requirements of 
ALS patients. However, the current technical platform, as well as the underlying 
structure of the ALS forum, is not suitable at all for having an active exchange of 
ideas and a collaborative development of ideas. That is why such ideas often receive 
no consideration. To be more specific on this issue, the next section analyses in 
greater detail the structure of a typical Internet forum – as is the case for the ALS 
forum. 
The major structural element of forums is the so-called thread. Users who are reg-
istered are entitled to define new threads addressing a self-determined topic. Within a 
thread, all registered users can post their answers regarding the thread topic. Nor-
mally, the sorting of the posts is according to the publishing date. Thereby, the oldest 
post is the first one. If a thread consists of a big number of user posts, these posts are 
spread over several sites within this specific thread. This is why users do not recog-
nize new (eventually) important posts, as these posts are not visible at the front page 
of the thread. This effect is also observable in the field of the search engine optimiza-
tion and search engine marketing. Nearly 87% of all users of Google Search just look 
at the first page of Google’s hit list [18], ignoring the following pages of the hit list. 
This effect is not beneficial for ideation, as the ideas development often happens itera-
tively and takes place through intensive discussions. 
The users of the ALS forum are aware of these limitations, which is why they tried 
to develop an appropriate structure in the forum. For instance, they created a specific 
thread on useful medical tools. They achieved a first categorization of ideas, but the 
large distribution of ideas over several pages still exists. Tracking regarding the de-
velopment of the ideas is consequently very time consuming. Feedback targeted at 
specific ideas within the thread is also difficult to get. In sum, there is a lack of struc-
tural and collaborative capabilities. To address this lack, our developed concept pro-
vides measures for instance a wiki function allowing collaboration on one specific 
idea. 
4 Action Planning 
Our solution idea is a modular extension of the ALS forum called Ideenschmiede. The 
Ideenschmiede is not a platform itself that needs a new community; rather it is an 






schmiede draws on the ALS user database and technically is not integrated into the 
ALS forum. 
Regarding the structural aspects of the Ideenschmiede, we applied the core func-
tionalities (publishing of ideas, discussion and evaluation of ideas) to enable an idea-
tion process. These are functionalities found in successful ideas communities such as 
"Tchibo Ideas" or "My Starbucks Ideas." To represent ideas, we used in a first proto-
type the following elements derived from an ideas ontology developed by [19]: (1) 
title, (2) abstract, (3) description, (4) author, (5) tags, and (6) comments. 
In order to allow a collaborative ideas development, we added the elements “date” 
and “version number.” These elements are necessary to create instances of the same 
idea and to track the current development status of an idea [19]. Hence, the users of 
the Ideenschmiede are able to change an idea directly – for instance, the elements 
“description” or “title”. This functionality is analogue to a Wiki, where other users 
can change articles directly in the corresponding text field. Apart from that, we added 
the element “rating” [19] to allow ALS patients the evaluation of the developed ideas. 
Due to the iterative development of the Ideenschmiede, we tested this first prototype 
at a muscle discussion group (20 participants). This workshop revealed that the ALS 
patients did not differ between the elements "abstract" and "description” of a particu-
lar idea. Nearly all of the ALS patients put their ideas in the element “abstract,” as-
suming that they had to add the same text in the element “description” again. To solve 
this issue, we deleted the “abstract”. Afterwards, we tested a second prototype with 
the final ideas representation (Fig. 2) at a meeting of an ALS discussion group (30 


















5 Action Taking 
On 21th November 2011, we launched the Ideenschmiede (Fig. 3). We actively in-
formed the ALS community of the launch of the Ideenschmiede by using press re-
leases, an article in a regional newspaper and postings in the ALS forum of the DGM. 
We stimulated the ALS community by introducing a so-called “theme week” entitled: 
“How can I tell my relatives that I have ALS?”. The ALS community was encouraged 
to develop ideas regarding this topic collaboratively by using the Ideenschmiede. 
With the launch of the Ideenschmiede, we actively intervened in our object of re-
search - a key characteristic of Action Research [20]. 
Furthermore, we welcomed every newly registered user of the Ideenschmiede by 
sending a personalized message. In this message, we informed users of the intention 
of the Ideenschmiede, about the current theme week, who was responsible for the 
Ideenschmiede, etc. We also invited them to evaluate published ideas and to send us 
feedback, along with their questions regarding the Ideenschmiede. With this feedback, 
we hoped to optimize our developed concept. Thus, we collaborated with ALS pa-
tients, which, according to [20], is another characteristic of Action Research. 
 
 
Fig. 3. The developed module Ideenschmiede (www.dgmideenschmiede.de) 
6 Evaluating 
We evaluated our concept according to the Action Research Cycle. In order to analyse 
the functioning of our artefact, we conducted a two-step evaluation. The first step was 
the analysis of descriptive data in terms of the general usage of the module 






approach not only indicates the user acceptance of the artefact, but also evaluates 
whether patients can be innovators, as consumers can be. 
6.1 Analysis of General Website Statistics 
Between the launch of the Ideenschmiede on 21th November 2011 and 1st August 
2012, 194 users registered and developed overall 56 ideas around the topic “ALS.” 45 
of these ideas are collaboration ideas that other registered users can develop further. 
In contrast, there are 11 so-called individual ideas that are not changeable by other 
users. The users of the Ideenschmiede reviewed 14 of the 45 ideas at least once, 
bringing the share of reviewed ideas to 31.1%. The users also generated 105 com-
ments and rated 30 ideas. We can thus conclude that these collaboration ideas fulfil 
the requirements of the collaboration principle. To be more precise, we postulate that 
all participants of a collaboratively developed idea have a shared understanding re-
garding the underlying problem and that there was a minimum of communication 
amongst the involved collaborators [21]. 
Next, we performed a first analysis regarding the website usage over the same pe-
riod. For this, we used the analysing tool Piwik (version 1.7). A first analysis of the 
recorded data shows that the Ideenschmiede had 5,146 unique visits from registered 
users, with 4,079 visits from registered users in Germany. 696 identified visits were 
from users in Switzerland, while 270 visits from the USA; 101 visitors came from 
other countries. Every visitor executed about 5.8 actions. The average time spent on 
the Ideenschmiede was about 6 minutes and 33 seconds per user. The reason for this 
relatively high residence time is probably that the users are mostly highly limited in 
their motor capability caused by the ALS. For this reason, in comparison to healthy 
users, they can use their computers relatively slowly and consequently need more 
time to get an overview of the current content or to publish their content. Further-
more, the majority of the registered users visited the Ideenschmiede on a regular ba-
sis, as 3,315 of 5,146 visits were returning visitors. These users are also mostly those 
who regularly publish new ideas and develop existing ideas further or comment on 
ideas. 
6.2 Measuring Ideas Quality 
To assess the quality of the published ideas, we applied the Consensual Assessment 
Technique (CAT) by [22]. CAT is an adequate method to assess ideas quality [23]. In 
the following section, we present the measurement of the idea quality, considering the 
applied scale as well as the evaluation process itself. 
 
Evaluation of the ideas quality based on CAT. Idea quality is a complex construct. 
Hence, the literature provides various metrics consisting of different dimensions for 
assessing the quality of creative ideas [24]. [23] used eight dimensions to measure 
ideas qualities: (1) novelty, (2) originality, (3) paradigm relatedness, (4) technical 







A key criterion when evaluating ideas is novelty. An idea is described most novel if – 
from the perspective of its contemplator – it is rare and nobody has previously ex-
pressed it [25]. We adapted novelty in our scale. Originality is another dimension 
discussed in evaluating ideas. An original idea is defined consistently as an idea that 
has the characteristic of being inconvenient, visionary and surprising [26]. We inte-
grated this criterion in our scale. Paradigm relatedness refers to an idea’s transfor-
mational character, and describes the degree to which an idea helps to overcome es-
tablished structures [26-28]. We did not apply paradigm relatedness in our scale, as 
this criterion does not fit in the context of ALS patients. People who suffer from ALS 
are very open-minded and actively watch for solutions to simplify their everyday life. 
Technical feasibility refers to the question of whether or not the underlying idea is 
transformable into an applicable solution, concerning the capabilities of ALS patients 
[26], [29-31]. Thus, we integrated this criterion in our scale. Economic feasibility 
concerns the question of whether or not an underlying idea is realizable as a product 
within an acceptable budget [25],[32-35]. As ALS is a very cost intensive disease, this 
aspect is an element of our scale as well. Acceptability expresses the degree to which 
others accept an idea regarding the respective social, legal or political aspects [36], 
[26]. We adopted acceptability in terms of the acceptance of the developed idea by 
ALS patients. Effectiveness describes the degree to which an idea will solve a prob-
lem [30], [35]. Elaboration can be seen as the extent to which an idea is complete, 
detailed and well understandable [25], [26]. We adapted effectiveness and elaboration 
to our scale. In the next step, we operationalized each of the idea qualities’ distinct 
dimensions by one item (Table 1.) 
Table 1. Scale for ideas evaluation (based on [23]) 
Dimension Corresponding item 
Novelty 
The idea delivers an unprecedented new approach in terms of the 
respective underlying problem. 
Originality The idea is unusual, fanciful, original and surprising. 
Technical 
feasibility 
The idea is - from the technical perspective (within the available 
know-how and individual conditions) - easy to implement for 
ALS affected persons. 
Economic 
feasibility 
The idea is - from the economics perspective (within an accept-
able budget) - easy to implement for ALS affected persons. 
Acceptability 
The idea has the potential to meet the goodwill of the majority of 
ALS affected persons. 
Effectiveness The idea solves the underlying problem in a simple manner. 








Assessing the idea quality. We randomly selected 24 ideas generated by users of 
Ideenschmiede. By using the CAT method, a jury - consisting of experts in the do-
main of ALS - evaluated these 24 ideas. In our case, the jury consisted of three refer-
ees. The first referee was working for the DGM e.V., while the second was working 
for a hospital specialized in ALS. The third referee was chairperson of a self-help 
association for muscle diseases in general and for ALS in particular. For the evalua-
tion, we pasted each idea description into separate evaluation forms containing the 
scales for the idea evaluation. Hence, each referee received 24 evaluation forms elec-
tronically in randomized order. All judges were assigned to rate the ideas with the 
seven different items on a rating scale ranging from 0 (lowest) to 4 (highest). Each 
member of the jury evaluated the ideas independently from any others. 
According to Amabile [22], the reliability of a scale that is used in the scope of 
Amabile’s CAT is good if all judges of the jury evaluate the ideas concerning each 
dimension almost equally. That means that ratings on each dimensions should be 
analysed for inter-rater reliability [22]. We checked the inter-rater reliability for our 
case by calculating Intra-Class-Correlation (ICC) coefficients (Tabelle 2). Following 
[37], we used the interpretation scale: poor to fair (<0.4), moderate (0.41-0.60), sub-
stantial (0.61-0.80), almost perfect (0.81-1). In our case, most ICC coefficients are 
moderate. The ICC coefficient for “originality” is substantial (0.637) and “effective-
ness” is close to substantial. As most of the coefficients tend towards 0.60 and as our 
research is explorative, we deem the reliability of our results to be acceptable [23]. 
These numbers confirm the construct validity, and thus we can assume that our idea 
measuring scale shows a sufficient degree of construct validity. 
Table 2. ICC-Coefficients for each ideas dimension 




Technical feasibility 0.529 





In order to express the degree of the quality for each of the 24 evaluated ideas, we 
constructed a quality index, reaching from 0 to 84. This index is calculated as follows: 
all of the seven applied evaluation dimensions can have a maximum value of 4. Each 
idea covering all evaluation dimensions can have a maximum index of 7*4=28 per 
referrer. As we have three referrers, the maximum index for every idea is 28*3=84. 
Accordingly, the minimum index is 7*0*3=0. The evaluated ideas reached quality 
scores between 18 and 79 (Table 3). The average value is 50.83 and standard devia-







Table 3. Statistical values regarding the results of the ideas quality 
Statistical values 
N 24 
Average value 50.83 





Asymptotic significance (bilateral) (p) 0.480 
 
Figure 4 shows the quality indices for every evaluated idea, including the average 
value of 50.83. Compared to the maximum achievable 84 points per idea, 75% of the 
evaluated ideas are above the medium level of 42. 
 
 
Fig. 4. Quality indices of the ideas developed on Ideenschmiede 
In other empirical work such as [24] or [38], [39] mostly all ideas are of a medium 
level. In comparison to these studies, the ideas from the Ideenschmiede are of a higher 






Developing ideas for a commercial community provided by a company such as Star-
bucks, Tchibo, SAP, etc. means that the company is the addressee of the created idea. 
The customer has only an indirect benefit. In the case of the Ideenschmiede, the ALS 
patients developed ideas for other ALS affected persons and themselves. Hence, they 
can benefit directly, which may be a reason for our results. Nevertheless, the evalua-
tion of these ideas is objective and we cannot currently state whether ALS patients 
apply these ideas in reality and if these ideas really help them. 
By referring to our defined research question: “How can existing POC be expanded 
in order to enable a structured, collaborative ideas development by patients?” we can 
state that the modular extension of a POC through the Ideenschmiede is a possibility 
to support such an ideation process. Further, we can state that patients can generate 
ideas of at least medium quality. 
7 Discussion and Conclusion 
According to [14] specifying learning is the last step in Action Research Cycle. In-
deed, it is a continuous process along the cycle and can contain three possible out-
comes: 
1. Reflected new knowledge gained by the organization 
2. Learning for a new intervention, in the case of an unsuccessful change 
3. Knowledge gained from the theoretical framework 
Looking at the first point, we can say that the ALS patients collaborate and develop 
ideas, although the numbers regarding the user activities on the platform are not very 
good per se. We assume that one reason for these numbers is that the Ideenschmiede 
is not functional integrated in the DGM ALS forum due to technical restrictions. 
From an organizations’ perspective this would be an important point to consider, 
when a module such as the Ideenschmiede shall be implemented in a community. 
We could also demonstrate that patients have the potential to develop innovative 
ideas. As we have shown, this innovative ideas potential can be leveraged with the 
help of ideation platforms. Managers of a POC might lean on the insights of our re-
search as other POC certainly suffer from the same class of problems that underlies 
our research. 
In terms of the preparation of a new intervention, one should consider if another 
patients group with a larger user base would be more appropriate. This would lead to 
more user generated content in form of ideas or comments, which would in turn sup-
port creativity and thus collaboration. 
Looking at our theoretical framework we can state, that the ideas ontology by 
[19] is a good instrument, to represent ideas on online platforms. The implemented 
elements are simple to use, but simultaneously deliver a structure, which allows the 
generation of ideas as well as the collaboration on ideas. However, this ontology 
should be adapted for the specific requirements of the target group. [19] derived their 
ontology elements by assuming an innovation manager has to choose the best idea 






mechanism to gain a first overview about the single ideas. In our context, the advan-
tage of a simplified ideas submission prevails. Furthermore, our empirically findings 
inductively provide feedback to the theoretical idea ontology by [19], which could 
lead to a more precise idea ontology. By doing so, we could contribute to theory by 
extending the body of knowledge. 
Another point we can learn from our intervention is, that there is lack of collabora-
tion tools that can be easy implemented and that can intuitively be used [40]. Our 
approach provides text-based collaboration analogue to a wiki, which is easy to use. 
In terms of a collaborative advancement of ideas, other tools (e.g. innovation toolkits) 
could be more appropriate. Nevertheless, we can state that there is collaboration 
among patients and that concepts for ideas development are transferable to health 
care. 
However, our results are limited, as the obtained results originate from POC where 
members suffer from the deadly nerve disease, ALS. Hence, it would be useful to 
compare Ideenschmiede with ideas communities [41] in different environmental set-
tings (such as ideas communities for customers or for open source developers) in 
terms of idea quality, collaboration processes, motivations, incentives, etc. Another 
promising approach would be a comparison with ideas communities having a user 
database with a different personal background in terms of diseases, personal experi-
ences, medical knowledge, etc. It can be assumed that these users create ideas on a 
different quality level. Transferring our concept in these contexts could deliver further 
insights with respect to its effectiveness and efficiency. 
References 
1. Leimeister, J.M.: Virtuelle Communities für Patienten - Bedarfsgerechte Entwicklung, 
Einführung und Betrieb, Vol. 1. Deutscher Universitätsverlag, Wiesbaden (2005) 
2. Hartmann, M., Prinz, A., Hirdes, E., Görlitz, R., Rashid, A., Weinhardt, C., Leimeister, 
J.M.: Web 2.0 im Gesundheitswesen - Ein Literature Review zur Aufarbeitung aktueller 
Forschungsergebnisse zu Health 2.0 Anwendungen. Wirtschaftsinformatik Konferenz, 
Zurich (2011) 
3. Bohnet-Joschko, S., Bretschneider, U.: Coping with Chronic Illness Online: The Case of 
Patients’ Internet Communities For Diabetes Mellitus and Multiple Sclerosis. The Elec-
tronic Journal for Virtual Organizations and Networks (eJOV) 10d, 1-7 (2008)  
4. Leimeister, J.M., Daum, M., Krcmar, H.: Towards mobile communities for cancer pa-
tients: the case of krebsgemeinschaft. de. International Journal of Web Based Communities 
1, 58-70 (2004)  
5. Leimeister, J.M., Krcmar, H.: Community-Engineering: Systematischer Aufbau und Be-
trieb Virtueller Communitys im Gesundheitswesen. Wirtschaftsinformatik 48, 418-42 
(2006) 9 
6. Lüthje, C.: Characteristics of innovating users in a consumer goods field: An empirical 
study of sport-related product consumers. Technovation 24, 683-695 (2004)  
7. Herzlinger, R.E.: Why innovation in health care is so hard, Vol. 84 (2006) 
8. Schrage, M.: No more teams!: Mastering the dynamics of creative collaboration, Vol. 1. 






9. Bullinger, A.C., Rass, M., Adamczyk, S., Moeslein, K.M., Sohn, S.: Open innovation in 
health care: Analysis of an open health platform. Health Policy 105, 165-175 (2012)  
10. Huh, J., Ackerman, M.S.: Collaborative help in chronic disease management: supporting 
individualized problems. Proceedings of the ACM 2012 conference on Computer Support-
ed Cooperative Work. 853-862. ACM, Seattle/ Washington (2012)  
11. Schweizer, K., Leimeister, J.M., Krcmar, H.: The role of virtual communities for the social 
network of cancer patients. Proceedings of the Americas Conference on Information Sys-
tems (AMCIS 2006), Acapulco (2006) 
12. Liu, N., Chan, H.C.: A social identity perspective on participation in virtual healthcare 
communities. In: Galletta, D.F., Liang, T.-P. (eds.): ICIS. Association for Information Sys-
tems (2011) 
13. Angelika, B., Matthias, R., Kathrin, M.: Towards Open Innovation in Health Care. ECIS, 
Barcelona, Spain (2012) 
14. Baskerville, R.L.: Investigating information systems with action research. Communica-
tions of the Association for Information Systems 2, 4 (1999)  
15. Rapoport, R.: Three dilemmas of action research. Human Relations 23 (1970) 499-513 
16. Borasio, G.D., Pongratz, D.E.: Gedanken zur Aufklärung bei amyotropher Lateralsklerose 
(ALS). Der Nervenarzt 68 (1997)  
17. Westebbe, D.: Longitudinale Effekte der nichtinvasiven Heimbeatmung bei der 
Amyotrophen Lateralsklerose – eine prospektive Untersuchung bei 61 Patienten. 
Medizinische Fakultät, Universität Ulm, Ulm, (2005) 
18. BVDW: BVDW Eyetracking Studie 2008. Bundesverband Digitale Wirtschaft (BVDW) 
e.V. & phaydon research+consulting, Düsseldorf (2008) 
19. Riedl, C., May, N., Finzen, J., Stathel, S., Kaufman, V., Krcmar, H.: An Idea Ontology for 
Innovation Management. International Journal on Semantic Web and Information Systems 
5, 1-18 (2009)  
20. Susman, G.I., Evered, R.D.: An Assessment of the Scientific Merits of Action Research. 
Administrative Science Quarterly 23, 582-603 (1978)  
21. Bretschneider, U., Leimeister, J.M.: Getting customers’ motives: Lean on motivation theo-
ry for designing virtual ideas communities. IFIP Working Group 8.6 (2011)  
22. Amabile, T.M.: Creativity in Context: Update to the social psychology of creativity. 
Westview Press, Boulder (1996) 
23. Bretschneider, U., Balaji, R., Leimeister, J.M.: Idea Generation in Virtual Communities for 
Innovation: The Influence of Participants' Motivation on Idea Quality. 45. Hawaii Interna-
tional Conference on System Sciences, Hawaii (2012) 
24. Bretschneider, U.: Die Ideen-Community zur Integration von Kunden in den Innovations-
prozess: Empirische Analysen und Implikationen, Vol. 1. Gabler, Wiesbaden (2012) 
25. MacCrimmon, K.R., Wagner, C.: Stimulating ideas through creativity software. Manage-
ment Science 40, 1514-1532 (1994)  
26. Dean, D.L., Hender, J.M., Rodgers, T.L., Santanen, E.L.: Identifying Quality, Novel, and 
Creative Ideas: Constructs and Scales for Idea Evaluation. Journal of the Association for 
Information Systems 7, 646-698 (2006)  
27. Hender, J.M., Dean, D.L., Rodgers, T.L., Nunamaker Jr, J.F.: An Examination of the Im-
pact of Stimuli Type and GSS Structure on Creativity: Brainstorming versus Non-
Brainstorming Techniques in a GSS Environment. Journal of Management Information 
Systems 18, 59-85 (2002)  
28. Garfield, M.J., Taylor, N.J., Dennis, A.R., Satzinger, J.W.: Research Report: Modifying 
Paradigms - Individual Differences, Creativity Techniques, and Exposure to Ideas in 






29. Faure, C.: Beyond Brainstorming: Effects of Different Group Procedures on Selection of 
Ideas and Satisfaction with the Process. The Journal of Creative Behavior 38, 13-34 (2004)  
30. Henri, B., Alain, P.: Small group brainstorming and idea quality: Is electronic brainstorm-
ing the most effective approach?, Vol. 32. Sage Publications, Thousand Oaks (2001) 
31. Kramer, M.W., Kuo, C.L., Dailey, J.C.: The Impact of Brainstorming Techniques on Sub-
sequent Group Processes: Beyond Generating Ideas. Small Group Research 28, 218-242 
(1997)  
32. Potter, R.E., Balthazard, P.: The role of individual memory and attention processes during 
electronic brainstorming. MIS Q. 28, 621-643 (2004) 
33. Mumford, M.D., Feldman, J.M., Hein, M.B., Nagao, D.J.: Tradeoffs Between Ideas and 
Structure: Individual Versus Group Performance in Creative Problem Solving. The Journal 
of Creative Behavior 35, 1-23 (2001)  
34. Straus, S., McGrath, J.: Does the Medium Matter? The Interaction of Task Type and Tech-
nology on Group Performance and Member Reactions. Journal of Applied Psychology 79, 
87-97 (1994)  
35. Valacich, J.S., Wheeler, B.C., Mennecke, B.E., Wachter, R.: The Effects of Numerical and 
Logical Group Size on Computer-Mediated Idea Generation. Organizational Behavior and 
Human Decision Processes 62,318-329 (1995) 
36. Cooper, W.H., Gallupe, R.B., Pollard, S., Cadsby, J.: Some Liberating Effects of Anony-
mous Electronic Brainstorming. Small Group Research 29 147-178 
37. Landis, J.R., Koch, G.G.: The Measurement of Observer Agreement for Categorical Data. 
Biometrics 33, 159-174 (1977)  
38. Blohm, I., Bretschneider, U., Leimeister, J.M., Krcmar, H.: Does Collaboration among 
Participants Lead to Better Ideas in IT-based Idea Competitions? An Empirical Investiga-
tion. 43. Hawaii International Conference on System Sciences, Hawaii (2010) 
39. Kristensson, P., Gustafsson, A., Archer, T.: Harnessing the Creative Potential among Us-
ers. Journal of Product Innovation Management 21, 4-14 (2004)  
40. Leimeister, J.M.: Collective intelligence. Business & Information Systems Engineering 2 
245-248(2010) 




11th International Conference on Wirtschaftsinformatik, 
27th February – 01st March 2013, Leipzig, Germany 
Understanding the Role of Objects in Interactive 
Innovation 
Anne-Katrin Neyer1, 2 and Lutz Maicher1 
1 Fraunhofer MOEZ, Leipzig, Germany 
{anne-katrin.neyer,lutz.maicher}@moez.fraunhofer.de 
2 Martin-Luther-Universität Halle-Wittenberg, Halle (Saale), Germany 
Abstract. The purpose of this paper is to understand the role of objects in inter-
active innovation, i.e. interaction for innovation among core inside innovators, 
peripheral inside innovators and outside innovators. Going beyond the predom-
inant usage of ‘boundary objects’ we argue that a pluralistic approach of objects 
is needed to better understand and trace the different – and shifting – roles that 
objects play in interactive innovation. To do so, we develop a framework of the 
role of objects in interactive innovation. This framework is applied while de-
signing the “IP Industry Base” (IPIB) project for interactive innovation. The 
IPIB is an innovative analytical database in the field of competitive intelligence 
(CI). From the lessons learned in this project, we discuss what needs to be con-
sidered for the conscious development of objects to foster interactive innovation 
in the context of highly innovative software development projects. 
Keywords: interactive innovation, objects, software design, requirements engineer-
ing 
1 Introduction 
Organizational innovation scholars have shown a wide and deep interest in how or-
ganizations can increase its innovation capacity. Research in the field of innovation 
management is focusing on who is integrated in the innovation process (e.g., [31], 
[18]) and how this integration is mediated by objects and material artifacts (e.g., [12]). 
With regard to who is integrated in the innovation process, scholars have explored 
how the organization itself can be the main source for innovation, i.e. the closed-
innovation paradigm. In this context, the core inside innovators (i.e., the R&D de-
partments) and the peripheral inside innovators (i.e. employees across the boundaries 
of the R&D department) are considered as central source of innovation (e.g., [18]). 
Nowadays, the focus has moved towards the analysis of how individuals across or-
ganizational boundaries, i.e. outside innovators, can become important innovators, i.e. 
the open-innovation paradigm (e.g., [30] etc.). In a similar vein, research interests in 
objects (as drivers for innovation) have a long tradition and have been discussed from 
a variety of perspectives [19]. In particular, research in the area of boundary objects 






ject can be used to integrate a particular type of innovator in the innovation process. 
For illustration, boundary objects range from the physical prototype of a new automo-
bile to CAD drawings, from storyboard drawings to emails. Thereby, boundary ob-
jects are shared tools and methods for solving innovation problems across different 
contexts. These boundary objects can have different meanings for different types of 
innovators, but they are familiar to all of them and thus act as a translator.  
However, taken as a whole, these two strands of research beg two important issues. 
First, most research – and the resulting theoretical models – focuses on only one or 
two sources of innovation and their corresponding interaction. Thus, there is the need 
for a deeper understanding how the three types of innovators, i.e. the core inside in-
novators, the peripheral inside innovators and the outside innovators - might interact 
for innovation. We term this specific type of interaction “interactive innovation”. 
Second, the role of objects in the interaction among the three types of innovators has 
been largely overlooked. Scholars have already studied the influence of a variety of 
(boundary) objects provided by organizations for different types of innovator sepa-
rately. However, they have not yet laid a foundation for exploring the capabilities of 
such objects with regard to enable interactive innovation, i.e. the interaction for inno-
vation among the three types of innovators. To close this gap in literature, the aim of 
this paper is to merge these two perspective and, in doing so, to develop a framework 
of the role of objects in interactive innovation. This framework has then been applied 
while designing the “IP Industry Base” (IPIB, [34]) project for interactive innovation. 
The IPIB is an innovative analytical database in the field of competitive intelligence 
(CI). The goal of the project is the analysis of the players and the competitive struc-
ture in the market for managing and exploiting intellectual property rights (IPR). In 
the ongoing development of this web-based analytical database all types of innovators 
are involved and, thus, one need to carefully consider the distinct roles of objects in 
the interaction among them.  
2 Theoretical framework 
2.1 Interactive Innovation  
Drawing on Weick’s concept of loose coupling [32], we argue that interactive innova-
tion among three types of innovators can be characterized as being loosely coupled, 
where loosely coupling is “a situation in which elements are responsive, but retain 
evidence of separateness and identity” [32]. In doing so, we identify three dimensions 
of interactive innovation: a) situational dimension, i.e. “the situation” in which inter-
active innovation takes place, b) individual dimension, i.e. the reasons why individu-
als “retain evidence of separateness and identity” in interactive innovation, and c) the 
process dimension for interactive innovation, i.e. “in which elements are responsive”. 
Table 1 gives an overview of these three dimensions and its selected specifications 
under study in this paper, which are derived from Weick’s concept of loose coupling. 






central of providing a fruitful account of an explorative analysis of the role of objects 
in interactive innovation. 
Table 1. Three dimensions of interactive innovatio 
 
 
Situational dimension. Martin (1992: 134) [17] argues that “ambiguity is perceived 
when a lack of clarity, high complexity, or a paradox makes multiple (rather than 
single or dichotomous) explanations possible”. Thus, ambiguous situations are char-
acterized (among others, see [33]) by an unclear problem statement (e.g., individuals 
have only vague or competing definition of the problem) and by different value orien-
tation and emotional clashes (e.g., without having clear objective information, indi-
viduals rely more on personal/and or professional experience to understand the situa-
tion). Each innovation process that is designed towards the interaction of the three 
types of innovators can be seen as ambiguous situation. The problem is not clear – 
that is the innovative part of the task and each type of innovator is characterized by a 
distinctive value orientation based on different backgrounds, experience and interests 
with regard to the problem solution. Accordingly, it is very important that ambiguous 
situations lack an understanding of cause-effect relationships, e.g. distinct types of 
innovators do not understand what causes what in the situation. Even if they are sure 
of the effects they desire, they are uncertain how to obtain them [33]. This gets even 
more important if organizations aim at interactive innovation. 
Individual dimension. For as long as interactions are taking place within the exist-
ing frame of reference of a particular type of innovator, they are increasingly becom-
ing effective. This is based on the sheer multitude of innovation practices which are 
available (e.g. [24]) to foster innovation of a single type of innovator or the interac-
tion of up to two types of innovators, e.g. outside innovators and peripheral inside 
innovators (e.g. marketing, as it is most often the case in the context of lead users). 
However, once interactions are required from outside that existing reference frame 
(e.g. the R&D department gets involved in lead user workshops), individuals are con-
Dimension Description Specification 
Situational dimension The situation in which inter-
active innovation takes place 
Ambiguity, e.g. [17], [32] 
Individual dimension The individuals’ abilities and 
experiences that underlie 
interactive innovation, which 
are grounded in individuals’ 
identity. 
Bounded rationality, e.g., [26], 
sematic & pragmatic boundaries, 
e.g., [4] 
Process dimension The processes constituting 
interactive innovation, i.e. 
how responsive are the in-
volved individuals towards 
interaction 







fronted with of what Simon (1991) [26] called ‘bounded rationality,’ and underpin-
ning them are a number of key psychological effects such as ‘groupthink’ [9]. Fischer 
(2011) [8] argues that individuals who are meant to share their knowledge outside 
their traditional frame of reference for interaction might not willing to contribute as 
the activities are not relevant for them. Also, the inherent need of individuals to keep 
things simple and stable [22] can foster the emergence of semantic and pragmatic 
boundaries in interactive innovation among the three types of innovators. Semantic 
boundaries are boundaries of interpretation. Different types of innovators possess 
different perspectives on the innovation task, due to their specialization, backgrounds 
and interests. In interactive innovation each type of innovator interprets the others’ 
knowledge referring to his/her specific context [1]. As a consequence, differences 
might emerge in the way the shared knowledge is understood, which influences the 
interaction. In a similar vein, ′′when interests are in conflict, the knowledge developed 
in one domain generates negative consequences in another′′ [4]. Referring back to 
James (1907) [10], the combination of dependency and novelty can create different 
interests among the three types of innovators. This might foster the emergence of 
pragmatic boundaries in interactive innovation. 
Process dimension. Over the last decades, distinct research has been built up 
around the proposition that routines are underlying processes of organizational capa-
bilities (e.g. [16], [5], [2]). Routines are conceptualized as “repetitive, recognizable 
patterns of interdependent action, carried out by multiple actors” [7]. The ‘path’ that 
routines undergo in practice is embedded in the interaction within a particular type of 
innovators (e.g. inside innovators) developing and using them in their daily interac-
tions. In short, interaction routines are a ‘script for interaction’ that people develop 
together, which becomes increasingly complex as it is done. When other types of 
innovators are confronted with these interaction routines, there is a possibility that 
previous characteristics of these routines made sense in their original setting can be-
come misinterpreted in the interactive innovation among three types of innovators. 
Consequently, there is a risk that these routines can become less comprehensible for 
the ‘joining’ types of innovators. In other words, if a routine has been developed and 
used by the core inside innovators in its local context, it may be problematic to use 
this routine in interactive innovation, i.e. if outside and peripheral inside innovators 
join the core insider innovators’ interactions. If these routines are introduced by one 
type of innovators in the interactive innovation, then those actors of a particular type 
of innovator that have previously worked with this routine will have a different per-
ception or meaning of the routine than actors for which this particular routine is new. 
Furthermore it can be argued that these routines might have a different functionality 
in the interactive innovation than they had in their original settings while at the same 
time become ‘biased’ for the type of innovator who are used to work with this routine 
in its original setting. Thus, routines are tightly coupled with its enacting context, and 
therefore not easily transferable in the setting of interaction innovation. 
Figure 1 provides a summary and lays the foundation for conceptualizing objects as 










Fig. 1. Three dimensions of interactive innovation 
2.2 A Pluralistic Approach for Studying Objects in Interactions 
Practices (of interaction) are more than just constellations of intersubjectivity; they 
are also constellations of “inter-objectivity” [13]. Recent research proposes that ob-
jects play an active role in cross-disciplinary cooperation that needs to be better un-
derstood [4], [20], [21]. In particular, previous research has underlined the role of 
boundary objects as enabler of interaction in innovation projects [4]. Building on 
Nicolini et al. (2012) [19], however, we argue that the so far pre-dominantly applied 
theory of boundary objects may not be sufficient to understand and design objects, 
which enable interactive innovation. Understanding objects mainly from a boundary 
object theory perspective will limit our thinking of objects as “facilitator to work 
across different types of boundaries” [19]. Thus, to develop a framework for the role 
of objects in interaction innovation, we need a broader perspective of objects which 
enables us to integrate the situational, individual and process dimension towards in-
teractive innovation. To do so, we build on Nicolini et al. (2012) [19] who identify in 
total four perspectives for studying objects in cross-disciplinary interaction. These 
are: material infrastructures, boundary objects, epistemic objects and activity objects.  
Material infrastructure. Nicolini et al. (2012) [19] argue that all types of bounda-
ries have the potential to become infrastructure. According to them, objects are thus 
“black-boxed” at one moment of interaction whereas at a different time they become 
central. According to Star and Ruhleder (1996) [29] “an infrastructure occurs when 
local practices are afforded by a larger-scale technology, which can be used in a natu-
ral, ready-to-hand fashion” (p. 112). Most infrastructures become “invisible” and only 







Boundary objects. Previous research on boundary objects shows that objects turn 
into boundary objects when they act as translation and transformation devices across 
various thought worlds (e.g., [1], [3], [4], [28]). Boundary objects are flexible artifacts 
that “inhabit several intersecting social worlds and satisfy the information require-
ments of each of them” [28]. Their flexibility is rooted in the fact that they can have 
different meaning in different work communities or for different types of innovators. 
Still their structure is common to all these groups and thus, boundary objects can 
serve as a means of translation in interaction innovation. 
Epistemic objects. The epistemic perspective focuses on the reasons why individ-
uals engage in searching for alignment to begin their interaction with. A core aspect 
of this perspective on objects is that it gives hints why solidarity among individuals 
happens and how it is reflected in the interaction. According to Rheinberger (2005) 
[25] epistemic objects hold aspects one does not yet know. Thereby, they are open 
ended and support interaction as source of motivation by their “opacity, their surplus, 
their material transcendence” [25]. 
Activity objects. The last perspective on explaining interactions by objects is of-
fered by cultural historical activity theory [6], [11], [15]. From this perspective, ob-
jects motivate the interaction and direct activities. Thereby, the knowledge of the 
different types of innovators is hold together. Given the fluency of knowledge, activi-
ty objects are emergent, fragmented and are of expanding nature [6].  
2.3 A Framework for the Role of Objects in Interactive Innovation  
Juxtaposing the two theoretical lenses, i.e. the concept of loose coupling as well as the 
pluralistic understanding of objects, we develop our framework for the role of objects 
in interactive innovation (see Table 2). We argue that the role which an object plays 
in interactive innovation is influenced by the situational, individual or process dimen-
sion as well as the specific theoretical perspective on objects, i.e. material infrastruc-

























support and shape 
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als’ attachment with it for 
inherent common pursuit 
in interactive innovation. 
This will bring bounded 
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In its emergent 
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Process dimension  
(routines) 
The more objects 
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ture, the more 
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In the following we will show how this framework has been applied while designing 
the project setting of the IP Industry Base (IPIB, [34]). We will highlight what role a) 
the IP-Industry Base itself and b) distinct mechanisms integrated in the platform play 
as objects to foster interactive innovation among the involved three types of innova-
tors. Thereby we will provide initial hints what needs to be considered if one wants to 
consciously develop objects to foster interactive innovation in the context of highly 
innovative software development projects. 
3 Objects in Interactive Innovation: Lessons Learned from 
Designing the IP Industry Base Project 
3.1 Interactive Innovation in the IP Industry Base Project 
The IPIB is a continuously changing, open-end result project. It aims to invent new 
methods and approaches in the field of data-driven competitive intelligence. Hence, 
the IPIB is under permanent revision in order to search, select and implement new and 
promising ideas, features and usage scenarios. The main target user group of the IPIB 
are on the one hand professionals in technology companies engaged in the IPR man-
agement, an on the other hand executives in the IP service industry which are engaged 
in the strategic business development of their company.  
The IPIB project is managed by one of the authors and realized by an internal re-
search and development team, i.e. the core inside innovators. The team is heterogene-
ous in terms of professional backgrounds - ranging from software development, over 
economics, law to intellectual property management – as well in terms of experiences 
– ranging from students to senior researchers. However, given the highly interdisci-
plinary nature of the project, the project manager has decided to design the project as 
an interactive innovation ecosystem, which should involve the three types of innova-
tors to search, select and implement new ideas. Thus, the core inside innovators of the 
IPIB project actively promote the project in the research institute to include the pe-
ripheral inside innovators, i.e. all employees of the institute. Furthermore, people 
from the user groups as well as close members of specific research communities, i.e. 
outside innovators, are included as early as possible in the innovation process.  
3.2 Role of Objects in Interactive Innovation within the IPIB Project 
Building on our framework as presented in Table 2 we will now turn to discuss how 
this framework has been used to design the IPIB project for interactive innovation. In 
the following we show how different needs of the innovators (i.e. expressed by the 
situational, individual and process dimensions of interactive innovation) were trans-
lated into objects’ requirements. A summary of how this is has been done can be 
found in table 3. 
Material infrastructure in the innovation process of the IPIB project. The 
main material infrastructure within the whole development and innovation process of 







solution Redmine is used). Within such a web-based system, each issue, task, decision 
or other “subject of conversation” is translated into a ticket. Each ticket can be as-
signed to different persons and can be forwarded through different workflows. Each 
ticket is the central point of reference for its subject of conversation: all text-based 
communication is recorded there, related tickets can be linked and documents (like 
mock-ups) can be attached. Consequently, context and history is never missing for 
each type of innovator being part of the communication. By providing an API, the 
system is open to third party applications. This allows to deeply integrate this ticket-
based routine into the whole innovation ecosystem.  
Boundary objects in the innovation process of the IPIB project. The “objects of 
innovation” within the IPIB are concrete details in the user interface, improved user 
interaction, better analysis features or other concrete implementations, which make 
the IPIB better. One example is the internally called “company DNA” which is a col-
ored treemap. This visualization artifact is an integral part of the innovative user ex-
perience of the IPIB interface. To foster the interactive innovation the “company 
DNA” acts as boundary objects. Focused on concrete and detailed issues all types of 
innovators can participate in the interaction by bringing in their own perspective. The 
boundary objects support them to find a common language and to translate their ar-
guments into the perspective of the other innovators.  
Epistemic objects in the innovation process of the IPIB project. The IPIB itself 
acts as an epistemic object for the research institute. To date there is no concrete evi-
dence, which kind of detailed analysis the IPIB will support in three years. Within the 
interactive innovation process itself these emergent methods are shaped and will be 
implemented in the database. The IPIB allows the three types of innovators to exceed 
together the existing borders and to find innovative approaches. The core inside inno-
vators do actively engage a vital discussion with the peripheral and the outside inno-
vators. They realize short release cycles and communicate all changes directly to all 
stakeholders, by stimulating direct feedback. Furthermore, the IPIB is presented to the 
peripheral and outside innovators at early stages of the development, to integrate their 
feedback in the innovation process.  
Activity objects in the innovation process of the IPIB project. From this per-
spective the IPIB allows the three types of innovators to motivate their interaction as 
well as to reveal their semantic and pragmatic borders. The IPIB itself and some parts 
of it are the object for all types of innovators, which enables them to actively reduce 
the impermeability of the borders among them. One example is the “company DNA” 
described above. This visualization artifact was designed by the software engineers in 
the core innovator team. Each time the IPIB is discussed with peripheral innovators, 
the idea of the company DNA is under debate. These discussions help the core inno-
vators to better understand the perspectives and the needs of the non-engineers. 
Hence, the company DNA does not only act as boundary object – where the stake-
holders discuss ideas for the improvement of this visualization. In its role as activity 
object it always motivates for deeper discussions which enables to reveal the semantic 











Translation of innovators’ needs into object requirements 
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The tickets are the central 
point of reference and 
documentation for each 
subject of conversation; 
hence the ambiguity 
reducing context and 
history is never missing 
for each stakeholder. 
The concrete “objects of 
innovation” (artifacts) in the 
IPIB act as translation and 
transformation device of 
unclear problem statements 
given by a particular type of 
innovator; a common lan-
guage and shared conceptual-
ization appears. 
It is communicated to all 
types of innovators that the 
IPIB is an open-end project 
which intends to find new 
ways of analyzing the IP 
service market. This makes 
the IPIB to an epistemic 
object within the innova-
tion project.      
The IPIB itself shows to 
all three types of innova-
tors the differences of 
their perspectives and 
perceptions. Communi-
cation about the IPIB 
motivates the interactive 















By the deep integration of 
the ticketing system in the 
innovation ecosystem the 
pragmatic boundaries are 
reduced. Whenever a user 
interacts with the IPIB a 
ticket-based conversation 
can be started with one 
click in a convenient and 
familiar way which is 




The “objects of innovation” 
support the distinct types of 
innovators to translate their 
ideas and requirements by 
using the common language 
and shared conceptualization. 
For example, the existence of 
the “company DNA” helps 
outside innovator to express 
their ideas for improvements. 
The IPIB project setting 
stimulates each involved 
innovator to bring in new 
and emergent ideas or 
methods to be implement-
ed. Thereby, it contributes 
to the reduction of semantic 
and pragmatic boundaries 
among the involved types 
of innovators and reduces 
the bounded rationality of 
the involved types of 
innovators. 
Given the emergent and 
expanding nature of the 
IPIB, it continuously 
creates challenges for 
each innovator with any 
background, from 
software engineering to 
law. Each innovator 
participating in the IPIB 
project setting is stimu-
lated to actively work on 










The ticketing system 
promotes a standardized 
and uniform pattern of 
interaction (routine), 
which easily integrates 
the peripheral inside 
and the outside innova-
tors in the work of the 
core inside innovators 
By actively involving all 
three types of innovators 
along the iterative 
improvements of the 
“objects of innovation” a 
shared practice (routine) 
is established. 
The ticketing system allows all 
three types of innovators to conven-
iently report sudden inspirations 
and ideas into the innovation 
ecosystem; and to discuss it with 
the other innovators. A permanent 
and ubiquitous conversation about 
the future of the IPIB establishes as 
routine.  
For revealing the current 
limitations and borders 
of the IPIB also on-site 
meetings or other face-
to-face communications 
(with the support of the 
clickable IPIB prototype) 







4 Discussion & Conclusion 
The purpose of this paper is to understand the role of objects in interactive innovation, 
i.e. interaction for innovation among core inside innovators, peripheral inside innova-
tors and outside innovators. Thereby our contribution is twofold. Our framework aims 
to support researchers to better understand and trace the different – and shifting – 
roles that objects play in interactive innovation. Building on Nicolini et al. (2012) [19] 
we show that a pluralistic approach to analyze the role of objects in interactive inno-
vation is useful. In doing so, our intent has been to expand the discussion on how to 
enable interactive innovation. By applying our framework while designing the IPIB 
project setting we were able to contribute to a deeper understanding of not only 
“what” type of object fit best for interaction but also “when” do they fit best [19]. We 
show that if a distinct dimension of interactive innovation (e.g. situational dimension) 
is combined with a specific theoretical perspective of objects (e.g. epistemic perspec-
tive), a particular operationalization of the object, i.e. the IPIB itself or its related 
mechanisms is required to support the interactive innovation. It is important to em-
phasize the different roles that the “company DNA” or the ticket system are playing 
in the interactive innovation context of the IPIB project.   
These findings have important implications for both information system research 
as well as organizational innovation research. First, experience from the practice in 
global requirements engineering shows that the success of software projects, which 
involve numbers of stakeholders with diverse backgrounds requires “even more inter-
active ways for communication and coordination throughout the entire project“ [35]. 
Our research emphasizes, that these supporting mechanisms need to go beyond the 
usually proposed open communication, monitoring and reporting lines. We argue that 
the requirements of engineering settings and practices have to be refined in terms of 
actively establishing different objects with their diverse functions. Thus, future re-
search may integrate the proposed framework of “object-driven interactive innova-
tion” in different software engineering approaches.   
Second, previous interaction research has emphasized that boundary objects can al-
so be triggers for conflict in interactions (e.g. [14], [19]), in particular if they have not 
been adapted to the existing context of people and work practices. From a business 
governance perspective, this challenge becomes even more crucial in the context of 
the increasingly widespread company’s approaches towards interactive innovation. 
Taken different types of innovators’ perspectives and needs seriously require to pro-
vide them with appropriate support mechanisms to express their ideas and contribute 
to the tasks they are ‘assigned’ to. The developed framework is a first step in this 
direction. In articulating the role of objects from different theoretical perspectives, 
implications for the creation and implementation of successful interactive innovation 
are given. Future research may want to dive deeper into what is happening if the sta-
tus attributed to objects by the types of innovators differs and how this is influencing 
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Abstract. Avatare dienen traditionell der digitalen Repräsentation echter Perso-
nen in der virtuellen Welt, z.B. in Computerspielen oder Online Chats. Bislang 
ist die Erstellung realitätsnaher, insbesondere dreidimensionaler, Avatare mit 
großem Aufwand verbunden. Dieser Betrag präsentiert das Konzept eines kos-
tengünstigen Körperscanners durch Nutzung des Spielecontrollers Microsoft 
Kinect. Ein auf diesem Sensor basierendes Verfahren ermöglicht es, qualitativ 
hochwertige, digitale Ganzkörpermodelle von Menschen durch einen einzelnen 
Scan zu erzeugen. Eine Besonderheit liegt in der einfachen Bedienbarkeit der 
Software und der schnellen Generierung des Avatars. Neben der reinen Erfas-
sung der Körperform ermöglicht ein weiteres Verfahren, die erstellten 3D Mo-
delle zu vermessen und in Echtzeit zu animieren. Die Evaluation der Methode 
zur Erzeugung von Ganzkörpermodellen konzentriert sich zunächst auf die Fra-
ge der Genauigkeit. Hier werden Testergebnisse und der Vergleich mit Daten 
einer physischen Messung sowie den Messwerten eines professionellen Body-
scanners vorgestellt.  
Keywords: 3D Rekonstruktion, Body Scanning, nicht rigide Registrierung, 
Avatar  
1 Motivation 
Neue Technologien führen zunehmend zu einer Verschmelzung der realen mit der 
digitalen Welt. So sind virtuelle Prototypen bereits seit vielen Jahren wichtiger Be-
standteil der Produktentwicklung in der Konsumgüterindustrie [1]. Ein weiterer Trend 
ist die Virtualisierung des Kunden zur Unterstützung und Realisierung einer Vielzahl 
von Anwendungen. Dabei erschließt sich der betriebswirtschaftliche Nutzen eines 
dreidimensionalen, menschlichen Körpermodells (Avatars) vorwiegend aus dem ent-
sprechenden Anwendungsfeld. Neben dem Einsatz in Computerspielen, in sozialen 
Netzwerken oder für Gesundheitsdienste erscheint insbesondere die Verwendung von 






Bestehen ein stetiges Wachstum, welches sich positiv im Vergleich zum Einzelhandel 
absetzen kann [3]. Der Konsumgüterbereich weist insbesondere im Handel mit Be-
kleidung eine hohe Wettbewerbsintensität auf [4] und bildet mit knapp einem Drittel 
aller Onlineshops die umsatzstärkste Warengruppe im Internet [5]. Trotz der positiven 
Entwicklung haben in diesem Bereich sowohl Kunden als auch Unternehmen mit 
Problemen zu kämpfen. Im Vergleich zum traditionellen Einzelhandel kann bei-
spielsweise eine mangelnde persönliche Beratung mit entsprechender Fachkompetenz 
genannt werden [6]. Bis zum Erhalt der Ware ist es dem Kunden nicht möglich, das 
Kleidungsstück auf Passgenauigkeit zu prüfen. Dies führt nicht selten zu Unzufrie-
denheit des Kunden und folglich zur Rücksendung bzw. zum Umtausch der Ware und 
verursacht zusätzliche Kosten. Einer Studie zufolge schickt jeder dritte Kunde seine 
Ware zurück, wobei 65% der Retouren damit begründet werden, dass das Produkt 
nicht passt, nicht gefällt oder nicht der Beschreibung entspricht [7]. Der Einsatz der 
entsprechenden Körpermaße des Kunden schafft die Möglichkeit zur Abgabe von 
Größenempfehlungen und kann so die Zahl der retournierten Artikel reduzieren. Eine 
Kombination mit der Visualisierung virtueller Kleidungsstücke schafft einen zusätzli-
chen Anreiz und führt zu einer positiven Customer Experience im Einkaufsprozess 
[8]. 
Neben der Erfassung der Körperdaten durch manuelles Maß nehmen haben sich 
professionelle und teure Bodyscanner etabliert, in denen Personen digital vermessen 
werden. Insbesondere die Digitalisierung des Körpers zu Hause beim Anwender mit 
Hilfe der dort verfügbaren Hardware stellt noch immer eine große Herausforderung 
dar. Der vorliegende Beitrag stellt eine Methode zur Realisierung eines kostengünsti-
gen Bodyscanners auf Basis des Microsoft Kinect Spielecontrollers vor, der ohne 
Vorwissen des Nutzers bedient werden und innerhalb von Sekunden ein dreidimen-
sionales Modell des menschlichen Körpers erzeugen kann. Da das vorgestellte Ver-
fahren ein vorgegebenes 3D Körpermodell an die Körperform des Benutzers anpasst, 
können semantische Informationen vollautomatisch auf das erzeugte Körpermodell 
übertragen werden. Dies ermöglicht eine Vielzahl von Anwendungen für den erzeug-
ten Avatar. So kann dieser beispielsweise automatisiert vermessen oder in Echtzeit 
durch Bewegungen des Benutzers animiert werden.  
2 Verwandte Arbeiten 
Alternative Verwendungsmöglichkeiten für den Kinect Sensor sind nicht neu und im 
Internet weit verbreitet. So ist durch die verbaute Sensorik insbesondere der Einsatz 
als kostengünstiger 3D Scanner eine intensiv diskutierte Thematik, denn die digitale 
Erfassung physischer Objekte war bislang, insbesondere aufgrund teurer Hardware-
komponenten, nur mit enormen Kosten realisierbar. Auch mit dem Erfassen mensch-
licher Körperformen befassen sich bereits sowohl Forschungsinstitute als auch private 
und kommerzielle Entwickler.  
Eine vom Deutschen Forschungszentrum für Künstliche Intelligenz (DFKI) im 
Jahr 2011 publizierte Softwarelösung erlaubt es, Abbilder menschlicher Personen 






einer Person ist es notwendig, diese vor dem Sensor um die eigene Achse zu drehen, 
bzw. den Sensor kreisförmig um die Person herum zu bewegen. Neben Algorithmen 
zum Schließen der Schleife kommen Methoden zum Einsatz, die aus der erzeugten 
Reihe von Tiefenbildern ein hochauflösendes Tiefenbild (super-resolution Algorith-
mus1) erzeugen und per nicht-rigider Registrierung Unschärfe und Artefakte reduzie-
ren. Im vorgeschlagenen Konzept werden 30 Sekunden Zeitaufwand für den Scan-
Prozess sowie eine Berechnungszeit von 278 Sekunden für die Erstellung des Avatars 
einer stehenden Person veranschlagt2. Die Möglichkeit, die Körperproportionen der 
aufgenommenen Personen automatisch zu vermessen bietet der Ansatz nicht. 
Ein ähnliches Vorgehen wird durch die Softwarekomponente ReconstructMe [11] 
der Firma PROFACTOR GmbH umgesetzt, die jedoch nicht rein auf die Erfassung 
menschlicher Körper ausgerichtet ist. Auch hier wird der Sensor bewegt, um Objekte 
aufzunehmen. Der Nutzer erhält in Echtzeit Feedback, indem das Objekt als Punkte-
wolke am Bildschirm aufgebaut wird. Weiterhin erlaubt die Software eine manuelle 
Vermessung des erfassten Objekts im metrischen System. Die Qualität der erstellten 
3D Modelle ist zwar gut und hochauflösend, jedoch sind diverse manuelle Schritte 
sowie eine leistungsfähige Maschine zur Berechnung der Geometrie nötig. 
Die zuvor genannten Ansätze zur Erstellung von dreidimensionalen Avataren un-
terscheiden sich in mehreren Punkten erheblich vom vorgestellten Vorgehen. Bei 
allen Methoden ist es notwendig, den Sensor um die zu scannende Person herum zu 
führen. Da diese still stehen muss ist es daher ausgeschlossen, dass eine einzelne Per-
son den Scan Prozess vollständig alleine durchführen kann. Zwar weisen die erstellten 
3D Modelle meist eine hohe geometrische Qualität auf, jedoch ist der Vorgang im 
Vergleich zur vorgestellten Methode aufwendig und beansprucht viel Rechenleistung 
und Zeit. Eine automatische Vermessung des erzeugten Avatars an vorgegebenen 
Landmarken sowie die Berechnung von Kleidergrößen sind in keinem der Ansätze 
berücksichtigt. Auch die Simulationsmöglichkeit der erzeugten Avatare durch Über-
lagerung der Skelettstruktur in Echtzeit fehlt.  
Eine Lösung zum Erfassen der Körperform mit drei Kinect Sensoren wird von 
Tong et al. [12] beschrieben. Die einzelnen Sensoren werden dabei so positioniert, 
dass ein Sensor die obere vordere Körperhälfte, einer die untere vordere Körperhälfte 
und der dritte den Mittelteil der hinteren Körperhälfte aufnimmt. Die zu scannende 
Person wird auf einem Drehteller positioniert und während des Scanprozesses einmal 
um die eigene Achse gedreht. Durch eine Verschmelzung aller Einzelaufnahmen ent-
steht so ein fein aufgelöstes Dreiecksmodell. Weiterhin zeigen die Autoren einige 
Beispiele für Kleidersimulation. Da das Verfahren keine semantischen Informationen 
oder Landmarken berechnen kann ist die Ausrichtung der Kleidungsstücke jedoch ein 
aufwändiger Prozess, der für jeden Scan erneut durchgeführt werden muss und nicht 
automatisiert werden kann. Die benötige Hardware (3 Kinect Sensoren und ein Dreh-
teller) schließt einen Einsatz im häuslichen Umfeld aus. 
Ein Ansatz der dem vorgestellten ähnelt wurde im Jahr 2011 von Weiss et al. [13] 
publiziert. Dabei werden von der zu scannenden Person 4 Aufnahmen angefertigt: 
                                                           
1 Siehe dazu auch [10] 






von vorne, von der Seite, von hinten und schräg vor der Seite. Im Anschluss wird ein 
generisches Körpermodell so angepasst dass der Abstand zwischen dem Körpermo-
dell und den einzelnen Scans minimiert wird. Durch die Einführung eines zusätzli-
chen Fehlerterms, welcher Abweichungen zwischen der Silhouette des generischen 
Körpermodells und den aufgenommenen Scans bestraft, kann die Qualität der erzeug-
ten Avatare weiter gesteigert werden. Der Algorithmus basiert auf einem komplexen, 
nicht-linearen Optimierungsproblem. Berechnungszeiten von etwa einer Stunde pro 
Scan schließen den produktiven Einsatz des Verfahrens aus. 
Die spezifische Ausrichtung auf eine einfache und schnelle Benutzung durch einen 
einzelnen Anwender stellt das Alleinstellungsmerkmal der angestrebten Lösung dar. 
3 Anforderungen und technische Umsetzung eines 
Körperscanners auf Basis der Microsoft Kinect 
3.1 Problemstellung 
Das in diesem Beitrag vorgestellte Verfahren nutzt zur Datenaufnahme den im Jahr 
2010 von Microsoft vorgestellten Kinect Sensor. Der ursprünglich als Spielecontroller 
verkaufte Sensor besitzt neben einer Standard Farbkamera einen Tiefensensor, wel-
cher für jeden aufgenommenen Pixel dessen Abstand zur Kamera misst. Dazu proji-
ziert der Sensor ein unregelmäßiges Punktemuster im Infrarotspektrum in die Szene, 
dessen Reflektion von einer Infrarotkamera aufgenommen wird. Aus der Verzerrung 
des Musters wird dann im Sensor die Tiefe – also der Abstand zur Kamera – an den 
einzelnen Punkten berechnet. Da schätzungsweise 10.000 bis 20.000 Punkte in die 
Szene projiziert werden, tastet der Kinect Sensor die Tiefe der Szene folglich also an 
etwa genauso vielen Punkten ab. Diese Tiefenwerte werden anschließend vom Sensor 
auf alle 640x480 aufgenommenen Bildpunkte extrapoliert. Durch das Platzieren von 
3D Punkten entlang der durch die Bildpunkte definierten Sichtstrahlen in der entspre-
chenden Tiefe kann aus dem Tiefenbild die Geometrie der Szene berechnet werden. 
Aufgrund der limitierten tatsächlichen Auflösung des Kinect Sensors ist es jedoch 
nicht möglich, ohne weiteres ein brauchbares dreidimensionales Körpermodell aus 







Abb. 1. Kinect Daten: Tiefenkarte mit Farbinformationen (links), beleuchtete Tiefenkarte ohne 
Farbinformation (rechts) zeigt klare Quantisierungsartefakte 
3.2 Ansatz 
Um dennoch ein hochwertiges Körpermodell generieren zu können wird ein neu ent-
wickelter Algorithmus zur Rekonstruktion von Gesichtsscans aus Kinect Daten [14] 
für die Rekonstruktion von Ganzkörpermodellen erweitert. Dieser Algorithmus ba-
siert auf der Idee, ein generisches Gesichtsmodell so anzupassen, dass die Tiefendaten 
bestmöglich approximiert werden. Da das Gesichtsmodell nur „plausible“ Gesichter 
zulässt, können entstandene Artefakte (Rauschen, Quantisierungsartefakte, etc.) aus 
den Kinect Sensordaten ausgeglichen werden.  
Die Rekonstruktion des detailgetreuen dreidimensionalen Körpermodells erfolgt in 
drei Schritten (vgl. Abb. 2). Zunächst wird die Pose der aufgenommenen Person mit-
hilfe der Skeletterkennung der OpenNI Bibliothek [15] ermittelt. Der Anwender muss 
für diesen Schritt so gut wie möglich eine vom System vorgegebene Pose einnehmen. 
Anschließend wird die Pose eines generischen Körpermodells unter Verwendung von 
Skelettdeformation an die aufgenommene Pose angepasst. Mithilfe von nicht-rigider 
Registrierung wird anschließend das Dreiecksmodell des generischen Avatars so an-
gepasst, dass es die Eingangsdaten bestmöglich approximiert werden. Das bedeutet, 
die optimale Deformation des generischen Avatars wird so bestimmt, dass der Ab-
stand zwischen den Eingangsscans und dem generischen Avatars minimiert wird. Die 
Vorderseite des nicht-rigide registrierten Avatars stimmt nun weitestgehend mit dem 
aufgenommenen Scan überein. Jedoch enthält sie auch alle vom Kinect Sensor aufge-
nommene Artefakte, die z.B. durch Rauschen entstehen. Um diese Artefakte zu besei-
tigen und um eine plausible Rekonstruktion der Rückseite der gescannten Person zu 
erhalten, wird das nicht-rigide registrierte Modell abschließend in den Raum der plau-
siblen Körpermodelle [16] projiziert. Dieser enthält Körperscans von 114 Personen 
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Abb. 2. Ablaufdiagramm des Algorithmus 
Da nun jeder Scan durch ein angepasstes generisches Körpermodell repräsentiert 
wird, können Landmarken auf dem generischen Körpermodell auf den aufgenomme-
nen Avatar übertragen werden. Ausgehend von diesen Landmarken kann der Avatar 
vermessen und z.B. die optimale Konfektionsgröße für die aufgenommene Person 
ermittelt werden. Weiterhin können mit Hilfe der Nvidia Physx Bibliothek [17] virtu-
elle Kleidungsstücke auf dem Avatar simuliert werden. Dies ermöglicht eine Analyse 
der Passgenauigkeit der ausgewählten Kleidungsstücke sowie eine visuelle Repräsen-
tation. Durch Überlagerung der vom Kinect Sensor aufgenommenen Bewegungsmus-
ter des Nutzers auf den Avatar ist es darüber hinaus möglich, den erstellten Avatar in 
Echtzeit zu animieren und so z.B. einen virtuellen Spiegel zu realisieren. 
3.3 Erfassungsprozess 
Um das Scannen menschlicher Körper praktikabel für eine Heimnutzung zu machen, 
müssen sowohl die Hardwarekonfiguration als auch die Durchführung des eigentli-
chen Scans so einfach wie möglich gehalten werden. 
Aus diesem Grund wird, wie in Abb. 3 gezeigt, ein Aufbau mit nur einem einzel-
nen Kinect Sensor verwendet. Dieser wird in einer Höhe von etwa 90 Zentimetern 
über dem Boden angebracht und entsprechend horizontal der zu scannenden Person 
ausgerichtet. Mit diesem Aufbau ist es möglich, eine Person durchschnittlicher Größe 
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Abb. 3. Vorgeschlagenes Hardware Setup 
Um die notwendige Nutzerinteraktion auf ein Minimum zu reduzieren wird nur ein 
einzelner Scan der Vorderseite der Person erstellt und daraufhin der persönliche 
Avatar aus der entstandenen Tiefenkarte vollautomatisch berechnet. Während des 
Vorgangs muss die Person für knapp eine Sekunde still stehen. In diesem Zeitraum 
werden mehrere Einzelaufnahmen erstellt, die zusammengefasst und zu einem einzel-
nen Scan optimiert werden. Die Verarbeitung der Daten beginnt unmittelbar nach der 
Aufnahme und benötigt je nach Rechenleistung zwischen zwei und fünf Sekunden. 
Anschließend wird der generierte Avatar angezeigt. 
3.4 Methoden und Softwarewerkzeuge 
Wenn vom Softwaremodul erkannt wird, dass sich eine Person im Erfassungsbereich 
des Kinect-Sensors befindet wird diese aufgefordert, eine Scan-Pose einzunehmen 
(aufrecht, frontale Ausrichtung zum Sensor, die Arme entspannt mit leichtem Abstand 
zu den Hüften). Das auf dem Bildschirm angezeigte Videobild wird anschließend mit 
dem Skelettmodell der erfassten Person überlagert. Sobald die Pose der Person mit 
der geforderten Scan-Pose übereinstimmt, erhält sie nach einem drei-sekündigen 
Countdown die Anweisung still zu stehen, woraufhin der Scan-Vorgang automatisch 
startet.  
Durch die Erzeugung einer Reihe von Einzelbildern (innerhalb des Drittels einer 
Sekunde werden bei 30 Bildern pro Sekunde insgesamt zehn Bilder erstellt) ist es 
möglich, etwaiges Rauschen zu vermindern und die Qualität der Tiefenkarte durch 
zeitliche und räumliche Filtermechanismen zu verbessern. Zudem ist es nötig, die 
dreidimensionale Punktwolke der gescannten Person, sowie deren Skelettstruktur aus 
dem gefilterten Bild zu extrahieren. Hierzu kommt die OpenNI [15] Bibliothek zum 
Einsatz. Die gefilterte Punktwolke sowie das extrahierte Skelettmodell sind beispiel-
haft in Abb. 2 (zweites Bild oben) dargestellt.  
Zusätzlich zur aufgenommenen Punktwolke wird ein statistisches Modell mensch-
licher Körperformen [16] als Eingabe für den Avatar-Fitting-Algorithmus verwendet. 
Dieses statistische Modell basiert auf 114 vollständigen Körperscans, welche durch 
die Registrierung eines gemeinsamen Dreieck-Netzes mit den Punktwolken aus einem 






der Avatar des statistischen Modells mit einem Skelett angereichert, welches dieselbe 
Topologie aufweist, wie das durch OpenNI extrahierte. Das statistische Körperform-
modell sowie der mit einem Skelett angereicherte Avatar sind im linken Bereich von 
Abb. 2 abgebildet. 
Der vorgestellte Prozess zur Rekonstruktion eines vollständigen Körpermodells aus 
der erzeugten Punktwolke folgt im Wesentlichen der Methode von Zollhöfer et. al. 
[14]. Die drei Schritte, welche zur Rekonstruktion notwendig sind, sind im Ablaufdi-
agramm in Abb. 2 dargestellt.  
Der erste Schritt des Avatar Fitting Algorithmus dient dazu, die Pose des Basis-
Avatars mittels Skelett-Deformation auf die Pose des aufgenommenen Avatars der 
gescannten Person zu adaptieren. Die Skelett-Deformation geschieht über eine Skalie-
rung und Rotation der Knochen des Basis-Avatars, so dass diese mit der Position und 











Abb. 4. Inkorrekte Rekonstruktion der Avatar-Rückseite 
Nach Einpassung der Pose muss der Avatar an die Körperform der gescannten Person 
angeglichen werden. Dazu wird der Basis-Avatar derart deformiert, dass er der Geo-
metrie der Tiefenkarte der jeweiligen Eingangsdaten entspricht. Dazu kommt ein 
Algorithmus zur nicht-rigiden Registrierung von 3D Modellen zum Einsatz, wie er 
bereits von Zollhöfer et. al. beschrieben ist. Der Algorithmus simuliert im Wesentli-
chen den physikalischen Prozess der Umformung des Basis-Avatars in die durch die 
Tiefenkarte vorgegebene Form. Dabei wird angenommen, dass der Basis-Avatar aus 
einem gummiartigen Material besteht. Nun werden durch das Lösen eines mathemati-
schen Optimierungsproblems die Positionen der 3D Punkte die den Basis-Avatar 
beschreiben so bestimmt, dass zum einen die für die Deformation benötigte Energie 
minimiert und zum anderen der Abstand zwischen den beiden Modellen so klein wie 
möglich wird. Da die Punktewolke jedoch nur Daten von der Vorderseite der Person 
enthält, wird die Rückseite des Avatars durch die Optimierung nicht an die aufge-
nommene Person angepasst. Stattdessen verhält sich die Körperrückseite wie ein elas-
tisches Modell und die nicht-rigide Registrierung versucht, die Oberfläche des Kör-
pers aufrechtzuerhalten. Daraus ergibt sich das Problem, dass der hintere Teil und 
damit das Gesamtvolumen des Avatars zu groß geschätzt werden, wenn ein durch-
schnittlicher Avatar gegen den Scan einer sehr schlanken Person gefittet wird. Abb. 4 
illustriert einen Querschnitt eines derart aufgeblähten Avatars. Rauschen des Kinect 
Scans sowie Kleidung, die während des Aufnahmeprozesses getragen wird, führen 






Um diese Artefakte zu kompensieren und einen qualitativ hochwertigen Avatar zu 
erhalten, wird anschließend der registrierte Avatar in den Raum der plausiblen Kör-
performen projiziert. Da die aufgespannte Menge möglicher Körperformen des er-
zeugten Avatars keine Mängel abbildet, werden durch lose Kleidung oder Rauschen 
entstandene Artefakte zuverlässig eliminiert. Zu beachten ist hierbei jedoch, dass 
nicht der gesamte registrierte Avatar in den vom statistischen Modell aufgespannten 
Raum projiziert wird. Stattdessen werden lediglich diejenigen Punkte des Modells 
herangezogen, die auf der Vorderseite des Avatars liegen. Dies hat zur Folge, dass der 
Rücken des Avatars – der, wie im letzten Abschnitt erwähnt, mit großer Wahrschein-
lichkeit nicht dem der aufgenommenen Person entspricht – keinen Einfluss auf das 
final erzeugte Abbild mehr hat. Hingegen erzeugt der vorgestellte Ansatz entspre-
chend des statistischen Modells stets die plausibelste Rückseite für eine gegebene 
Front. 
3.5 Limitierungen 
Das Körpermodell wird aus einer einzigen frontalen Aufnahme des Kinect Sensors 
erstellt. Dies bedeutet insbesondere, dass nur Charakteristiken der Körpervorderseite 
aufgezeichnet werden. Von Rücken und Po werden keine 3D Daten aufgezeichnet. 
Das Aussehen von Rücken und Po muss also vom Algorithmus geschätzt werden. 
Diese Schätzung funktioniert in den meisten Fällen gut, da in der Regel eine hohe 
Korrelation zwischen der Beschaffenheit der Körpervorder- und Rückseite besteht. 
Ausgeprägte Hüften weisen z.B. auf einen großen Po hin. Diese Korrelation wird vom 
verwendeten statistischen Modell ausgenützt. In Einzelfällen kann es aber vorkom-
men, dass die rekonstruierte Körperrückseite nicht exakt mit der echten Körperrück-
seite übereinstimmt.  
Das für die Arbeit verwendete statistische Körpermodell, bestehend aus 114 Scans 
von Personen, beschreibt die in der Natur mögliche Varianz von Körperformen nicht 
vollständig sondern nur zu einem gewissen Prozentsatz (vgl. Abb. 5). Es ist daher 
nicht möglich, Modelle von Menschen mit sehr außergewöhnlichen Körperformen 
(z.B. mit körperlichen Behinderungen) zu rekonstruieren. 
 






Im Rahmen einer Umfrage durchgeführte Akzeptanzstudien [18] zeigen auf, dass sich 
die Wahrnehmung einzelner Testpersonen gegenüber der von ihrem Körper erstellten 
Avatare stark unterscheidet. Alle Analysen wurden mit einem professionellen Body-
scanner durchgeführt, der das menschliche Abbild millimetergenau wiedergibt. Die 
Identifikation mit dem eigenen Abbild fällt jedoch teilweise schwer: So werden z.B. 
von Frauen hauptsächlich Brüste, Hüfte, Beine und Po, sowie von männlichen Test-
personen vorwiegend Bauch sowie mangelnde Muskulatur des Avatars kritisiert. Es 
ist also anzunehmen, dass Menschen sich, unabhängig vom Geschlecht, selbst gerne 
mit ansprechenderen Maßen sehen, als es der Realität entspricht.  
Um die späteren Nutzer nicht zu enttäuschen und eine positive Kundenerfahrung 
zu gewährleisten, wird eine Methode zur geschlechterspezifischen Anpassung imple-
mentiert. Dazu werden zwei unabhängige statistische Körpermodelle, eines für Frauen 
und eines für Männer, erstellt. Nach Angabe des Geschlechts der aufgenommenen 
Person können so bessere Fitting Ergebnisse erzielt werden. Auch kann als visuelle 
Repräsentation ein „aufgehübschtes“ Selbst dargestellt werden, welches positive At-
tribute stärker herausstellt, in Wirklichkeit aber etwas von den realen Messdaten ab-
weicht. 
4 Ergebnisse 
Die meisten betriebswirtschaftlichen Einsatzgebiete setzen eine hohe Mess-
genauigkeit bei den erfassten Körpermodellen voraus. Um die Genauigkeit der vorge-
stellten Scanmethode zu validieren wurde eine Reihenvermessung mit insgesamt 25 
Testpersonen (7 männlich, 18 weiblich) im Alter von 19 bis 32 Jahren durchgeführt. 
Abb. 6 zeigt vier im Rahmen der Reihenvermessung mithilfe des beschriebenen Algo-
rithmus rekonstruierte Avatare sowie die dazugehörigen rohen Kinect Tiefendaten. 
Der gesamte Rekonstuktionsprozess wie in Kapitel 3 beschrieben dauert auf einem 
Notebook mit einer Core2 Duo CPU mit 2.4GHz Taktfrequenz weniger als 5 Sekun-
den. Somit ist sichergestellt, dass das Rekonstruktionsergebnis unmittelbar im An-
schluss an den Scanprozess angezeigt werden kann.  
  








Abb. 7. Für die Evaluation verwendete Messpunkte 
4.1 Evaluation der Messgenauigkeit 
Um die mit dem vorgestellten Körperscanner erzielten Messergebnisse validieren zu 
können wurden alle Probanden der Reihenvermessung zusätzlich mit einem professi-
onellen Bodyscanner der Firma Human Solutions sowie manuell durch einen erfahre-
nen Maßschneider vermessen. Für jeden Avatar wurden anschließend jeweils 11 für 
die Produktion von Maßkleidung relevante Größen bestimmt. Diese sind in Abb. 7 
dargestellt. Da die vorgestellte Methode ein Standardkörpermodell an den Eingabe-
scan anpasst ist es ausreichend, Landmarken für die Vermessung an diesem Standard-
körpermodell zu definieren. Die Vermessung eines aufgenommenen Avatars an den 
entsprechenden Landmarken kann anschließend vollautomatisch geschehen.  
 
 
Abb. 8. Boxplot der absoluten Fehler der vom Kinect Scanner ermittelten Maße im Vergleich 
zu den vom Maßschneider gemessenen Werten. 
Zur Evaluation der Genauigkeit des präsentierten Systems wurden alle vom Kinect 






bestimmten Werten verglichen. Ein Boxplot dieses Vergleichs ist für die 11 bestimm-
ten Messwerte in Abb. 8 zu sehen. Es fällt auf, dass die Maße Brustumfang, Unter-
schenkelumfang, Rückenbreite, Abstand Hals-Brust, Bein- sowie Schrittlänge mit 
einer relativ hohen Genauigkeit (durchschnittlicher Fehler kleiner 2cm) bestimmt 
werden konnten. Für die Maße Taillenumfang, Bauchumfang, Hüftumfang und Ober-
schenkelumfang sind die erzielten Ergebnisse mit einem durchschnittlichen Fehler 
zwischen 2 und 4 Zentimetern deutlich schlechter. Dies kann darauf zurückgeführt 
werden, dass dem präsentierten Algorithmus zur Bestimmung der Maße ausschließ-
lich Informationen über die Körpervorderseite der gescannten Person zur Verfügung 
stehen. Die weniger genau geschätzten Maße sind jedoch auch stark von der Körper-
rückseite der Probanden abhängig. 
 
4.2 Vergleich mit anderen Systemen 
Beim Vergleich der Messwerte mit den im Rahmen der Arbeit von Weiss und Kolle-
gen [13] erzielten Ergebnissen fällt auf, dass die beiden Systeme eine ähnliche Genau-
igkeit aufweisen. Während der Oberschenkelumfang im vorgestellten System (erstes 
Quartil: 1,1 cm/Median: 2,1 cm/drittes Quartil: 4,1 cm) etwas ungenauer ermittelt 
wird als von Weiss [13] (0,5/1,8/3,2), werden die Maße Brustumfang (0,6/1,4/3) vs. 
(1/1,5/2,1), Hüftumfang (1,1/2,4/4,8) vs. (2,3/3,5/4,8) sowie Armlänge (0,7/1,3/2,2) 
vs. (1,3/2,3/4) mit einer höheren Genauigkeit erfasst. 
Der Vergleich mit der Methode von Weiss et al. [13] zeigt, dass das vorgestellte 
System ähnlich präzise ist wie aktuelle State-of-the-art Methoden, jedoch sowohl vom 
Prozess als auch den verwendeten Algorithmen signifikant einfacher. Während die 
Methode von Weiss aus insgesamt 4 Eingabescans in circa einer Stunde den Avatar 
berechnet, benötigt das vorgestellte System nur einen Scan sowie ca. 5 Sekunden bis 
zur Erzeugung des personalisierten Avatars 
In der Praxis ist keine hundertprozentige Messgenauigkeit zu erwarten. Dies liegt 
zum einen daran, dass der menschliche Körper nicht starr ist sondern sich zwischen 
zwei Messungen verformt (insbesondere durch Atmung sowie durch die angenomme-
ne Pose), was zu Abweichungen in den ermittelten Maßen führen kann. Weiterhin ist 
die Identifikation von Landmarken (insbesondere bei übergewichtigen Personen) für 
die Vermessung des menschlichen Körpers oft schwierig, was zur Folge hat, dass sich 
auch die Maße, die ein Schneider zu unterschiedlichen Zeitpunkten bestimmt, nicht 
identisch sind. 
Zur Ermittlung der bestmöglichen Messgenauigkeit werden die Daten eines kom-
merziellen Körperscanners der Firma Human Solution mit den von Hand ermittelten 
Maßen verglichen. Eine Gegenüberstellung der Abweichungen des kommerziellen 
Scanners sowie des vorgestellten Kinect Scanners zu den manuellen Messdaten ist in 
Abb. 9 gezeigt. Es ist deutlich zu erkennen, dass die sieben Maße, für die der Kinect 
Scanner eine relativ hohe Genauigkeit aufweist, fast genauso gut bestimmt werden 







Abb. 9. Mittlerer absoluter Fehler (links) sowie Varianz der absoluten Fehler (rechts) für den 
vorgestellten Kinect Scanner (rote Linie) sowie den Human Solutions Body Scanner (blaue 
Linie). 
5 Zusammenfassung und Ausblick 
Der Beitrag präsentiert eine Methode zur Erstellung persönlicher Körperscans auf 
Basis einer einzelnen Microsoft Kinect. Besonderer Fokus liegt dabei auf der einfa-
chen und schnellen Bedienbarkeit durch nur eine Person, sowie der automatisierten 
Vermessung.  
Die vorgestellte Evaluation der Genauigkeit zeigt, dass 7 der 11 automatisch ermit-
telten Körpermaße mit nahezu der gleichen Präzision bestimmt werden können wie 
von einem professionellen Körperscanner. Die Genauigkeit der anderen 4 Maße kann 
noch nicht als zufriedenstellend bezeichnet werden. Die großen Fehler bei den ent-
sprechenden Maßen können insbesondere darauf zurückgeführt werden, dass die Kör-
perrückseite der gescannten Person einen großen Einfluss auf die entsprechenden 
Maße hat. Dies hat zur Folge, dass das vorgestellte System aufgrund der relativ gro-
ßen Sprünge zwischen zwei Kleidergrößen (z.B. S, M, L, XL) zwar ausreichend ge-
nau ist, um eine Größenempfehlung bei Standardprodukten wie T-Shirts und Hosen 
zu geben. Für den Einsatz im Bereich der Mass Customization oder für eng anliegen-
de Kleidungsstücke wie z.B. Sportkleidung oder BHs ist das System jedoch noch 
nicht geeignet. 
In der weiteren Forschung soll daher zur Vermeidung von Messfehlern aufgrund 
mangelnder Daten der Rückseite der Person in Zukunft eine zweite Aufnahme ge-
macht und ähnlich wie bei Weiss et al. [13] mit der Aufnahme der Körpervorderseite 
fusioniert werden. Zur Verbesserung der Qualität der erstellten Avatare soll weiterhin 
die Datenbasis des statistischen Körpermodelles erweitert werden. Auch die Verbes-
serung der Eingabedaten hat präzisere Körpermodelle zur Folge. Eine derartige Mög-
lichkeit besteht darin, den verbauten Schwenkmotor des Geräts in den Scanprozess 
einzubeziehen und eine Person schrittweise von oben bis unten zu scannen. Dieses 
Vorgehen böte zwei Vorteile. Zum einen kann die Kinect näher an der aufgenomme-
nen Person platziert werden, was zu einer Verbesserung der Auflösung führt. Zum 
anderen kann durch die Kombination aller Einzelaufnahmen während des Schwenks 
ein Superresolutionsansatz implementiert werden, was die Auflösung der Eingabeda-






Die Kombination mehrerer Sensoren in einem gemeinsamen Aufbau ermöglicht 
unter Zuhilfenahme der vorgestellten Methoden die Entwicklung eines leistungsfähi-
gen Körperscanners, der z.B. in Ladengeschäften zum Einsatz kommen kann.  
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Abstract. In Open Innovation, companies open up their innovation activities to 
external stakeholders. Using web-based ideation platforms (WBIP), companies 
crowdsource ideas for innovations from their customers. Ideation can be con-
sidered as a create process. Therefore, in this research we analyze how current 
web-based ideation platforms run by firms support Shneiderman’s GENEX 
framework that aims at supporting creativity in information systems. By doing 
so, we were able to identify the state-of-the-art in practice as well as further re-
search areas. We analyzed 16 web-based ideation platforms in total. Results in-
dicate that current WBIP use creativity tasks different intensive and that some 
GENEX tasks are already well implemented, while others require further re-
search. Results are discussed and theoretical and practical contributions, limita-
tions and identified research questions provided. 
Keywords: IT-supported creative work, Open Innovation, web-based ideation 
platform, GENEX framework 
1 Introduction 
After Henry Chesbrough coined the term “Open Innovation” in 2003, many compa-
nies and organizations started opening up their innovation activities to external stake-
holders [1]. Especially the integration of customers, suppliers or the general public 
into the tasks of idea development and elaboration proved to be a powerful tool for 
increasing a company’s innovativeness [2], [3]. These stakeholders of the company 
have specific insights into the products, services and processes of the company. 
Therefore, external stakeholders are capable of involving into ideation that leads to 
both radical and gradual innovation [3-5]. 
Using specific web-based platforms that enable collaborative ideation via the In-
ternet, it has been possible to address large groups of customers at very low cost. 
Since the early 2000s, many companies run web-based ideation platforms (WBIP) in 
the guise of virtual idea communities or online idea competitions to integrate their 
customers into their ideation processes [6], [7]. WBIPs provide customers a tool to 
share their ideas and to elaborate these ideas collaboratively regarding the company’s 






Ideation in virtual ideas communities and online idea competitions can be charac-
terized as a creative task. In order for the platform’s participants to perform well in 
these creative tasks, it is necessary to support creativity by suitable features on the 
platform. The GENEX framework published by Ben Shneiderman in 2002 revealed 
important requirements in terms of supporting ideation via the Internet [10], [11]. The 
Shneiderman article describes how creativity in information systems can be seen as a 
collection of different tasks and actions, which can individually be supported by fea-
tures and the overall design of an information system [10]. This article drew some 
attention when it was first published [7], [12]. As WBIT can be considered as an in-
formation system, we find the GENEX framework suitable and established for eval-
uation of the creativity support especially for ideation via WBIT applied for above 
mentioned idea communities or idea competitions. 
Against this backdrop, this paper analyzes existing WBIP. This analysis concen-
trates on the identification of features and design artifacts on the platforms, which 
support the individual tasks and activities described in the GENEX framework. A first 
collection of possible features has already been done by Huber et al. [13]. But the 
features found in the paper by Huber et al. have not yet been mapped to existing 
WBIP, thus missing an evaluation of the Shneiderman framework’s impact on the 
design of such platforms. 
This leads to the following research questions: 
RQ1: Which parts of Shneiderman's framework, which can be considered as re-
quirement in terms of creativity via the Internet, are already realized in current WBIPs 
in practice? 
RQ 2: Which parts are missing and therefore represent starting points for future re-
search regarding the creativity support on those platforms? 
2 Theoretical Background: Shneiderman’s GENEX framework 
A challenge for human-computer interaction researchers and user interface designers 
is to construct information technologies that support creativity. This was the starting 
point for Shneiderman to develop a framework for creativity that might assist IS de-
signers in providing effective tools for users [11]. Shneiderman developed a theoreti-
cal framework by building on an adequate understanding of creative processes. There-
fore, his so-called GENEX framework proposes four basic activities representing the 
process of creative work [10], [11]. These four activities, namely collect, relate, create 
and donate, are defined by eight smaller tasks. Fig. 1 displays the four activities as 
well as the according tasks. 
The purpose of the “collect” activity is to support people in learning from previous 
work on the field of the task they are supposed to perform. Therefore, the “collect” 
activity represents the tasks “Searching and browsing digital libraries” and 
“Visualizing data and processes” for making such work accessible and comprehensi-
ble. Thereby, information can be represented by various types of media such as pho-






enable interpretation, representation and ascertainability of these heterogeneous in-
formation and also their interrelations in an effective and efficient way. 
 
 
Fig. 1. Creativity activities and tasks [10] 
The “relate” activity describes the task of consulting with peers and mentors when 
being creative. Communication and knowledge exchange with both experts and peers 
facing similar or same tasks is critical for the success of creative work. Therefore, IT 
support should offer functionalities that enables creative workers and mentors to 
communicate with each other. 
The “create” activity concludes all tasks that directly support the creation of 
creative work. IT support for the “create” activities should allow the users enough 
freedom to create and represent their creative products in the way they deem 
appropriate, but at the same time give enough structure to guide the user towards 
feasible and useful contributions.  
The “donate” activity concludes IT support that allows the dissemination of 
creative products, namely the work results. IT support should allow users to present 
their work results and allow for a good overview over the submitted contributions. 
Also, such support should allow users in communicating their work to others. 
3 Mapping the GENEX Framework to Web-based Ideation 
Platforms: A framework for our research 
As mentioned, WBIP aims at enabling a collective ideation among customers of 
firms, which run such WBIP for integrating their customers into the early stages of 
their innovation processes, namely the ideation phase, according to the Open Innova-
tion principle. More generally speaking, WBIP supports the development and collabo-






Typically, customers submit ideas and/or connect with other idea contributors to col-
laboratively elaborate submitted ideas.  
The activities of customers involved in such innovation value creating are highly 
creative and activate an individual’s creative process [14]. Because of this it is possi-
ble to apply the GENEX framework to WBIP. Applying the GENEX framework to 
the field of WBIP provides us with a framework for our analysis. In the following we 
systematically map this specific case of ideation, respectively creative work to the 
eight tasks out of Shneiderman’s GENEX framework.  
Applying the “collect” activity to the domain of ideation covers learning from ide-
as that have been previously submitted by other customers. Therefore, applying the 
“searching and browsing” task to our context means that WBIP should provide digital 
libraries where privous ideas are collected. Furthermore, customers should be provid-
ed with functionalitiy that allows to search for an idea, for example by using a search 
engine with a search string or using a tag cloud. Furthermore, search tasks can be 
supported by filtered views of data for example using table filters. As it concerns 
“visualizing” this task overlaps with the “searching and browsing” tasks in our con-
text as “visualizing” tasks is described by Shneiderman as „drawing mental or con-
cept maps of current knowledge helps users organize their knowledge, see relation-
ships, and possibly spot what is missing” [10]. In the domain of ideation via WBIP 
these tasks can also be supported by functionalities such as tag clouds or search en-
gines mentioned above. Because of this, for our framework we merged both tasks into 
a single category, which we call “searching and visualizing” task. 
Applying the “relate” activity, respectively its “consulting” task to our context 
means communicating and interacting with peers when collaboratively developing 
ideas or communicating with mentors supporting customers when developing ideas. 
This has been implemented on WBIP using functionalities like chats, message boards 
or messaging systems. Additionally some WBIP offered assistance in ideation by 
giving the opportunity to communicate with company employees involved with inno-
vation. 
Applying the “create” activity to the domain of ideation covers tasks that directly 
support the developing ideas. In terms of the “thinking” task Shneiderman demanded 
“tools that support their free association that helps to break free from their current 
mind set” [10]. In our context this can be realized by offering inspiration to the users 
such as displaying background information, examples, articles, pictures, videos and 
user stories etc. The “exploring” task covers conduction of „thought experiments 
about the implications of decisions” and simulations [10]. Since ideas can be very 
abstract and high level without much detail this is hardly adaptable to our context and 
we did not include this task into our framework. In terms of the “composing” task in 
our context an idea on a WBIP can be composed by different means, for example 
using a title, text, categorization, pictures, videos, tags, files and/or other means. Ac-
cording to the GENEX framework, the “reviewing” task spans „the capacity to record 
activities, review them, and save them for future use. This list lets users return to pre-
vious steps and so supports the creativity process” [10]. In our context this could be 






the idea development should be recorded, reviewed, and saved for future idea devel-
opment. 
Applying the “donate” activity, respectively the “disseminating” task to the domain 
of ideation covers spreading ideas to others, e.g., peers and mentors. Thus, ideas can 
serve as artifact for other customers as basis for their creative work. WBIPs in prac-
tice often implemented this by offering means to share ideas not only among the 
WBIP users but also other (social) networks like Facebook, Google+ etc. 
4 Identifying WBIP in the Internet 
4.1 Method 
In order to be included into this study, the following requirements needed to be ful-
filled: 
 The WBIP aims at the outside-in process of the early phase of the innovation fun-
nel, i.e. to gather innovative ideas from customers or other stakeholders outside the 
organization.  The WBIP is run by the organization that wants to gather the ideas. Thus, interme-
diaries and others are excluded where customers can propose solutions for concrete 
problems defined in advance by the organization.  For WBIP it is necessary for them to still be running and accepting ideas to be 
included in the study. Otherwise it would not be possible to understand the all plat-
form features. 
At first, a Google search with the strings “idea community“ as well as the German 
equivalent “Ideen community” was conducted to reveal current communities in prac-
tice. Further communities were added as they were not found through the Google 
search but known by us. In order to increase the diversity of WBIP, we also searched 
for WBIP tool providers, i.e. companies that produce and offer WBIP tools to others. 
We then considered one WBIP in practice for each WBIP provider included into this 
study. Including multiple WBIP for each provider would not further broaden the 
WBIP as they are build on the same technological base and thus provide the same 
features. 
Using this dual approach for WBIP selection, a wide range and thus the most 
common current WBIP technologies are considered within this study. We conducted 
the WBIP search in June 2012. 
 
4.2 Results 
Eleven WBIP were found through the Google search and by adding communities that 







Table 1. Identified WBIP after first iteration 













The search results for WBIP providers are shown in table 2 with each one WBIP in 
practice that is available to the public via Internet. 
Table 2. WBIP providers and corresponding example WBIP 
WBIP 
provider 









































5 WBIP Analysis 
The WBIP were each independently analyzed and evaluated by two researchers re-
garding their support of the activities and tasks described in the GENEX framework. 
At the end, each researcher assigned either an empty, half-full or full point indicating 
how the WBIP supports each task within the GENEX framework. This evaluation was 
based on the features and descriptions in section 3. If an effort to support the respec-
tive task was obvious from the design of the WBIP a full point was given. Offering 
only some features supporting a task without a recognizable focus on promoting the 
functionality a half-point was assigned to the WBIP regarding the task. If the task was 
not supported at all, we assigned an empty point. Results of both researchers’ analysis 
were consolidated afterwards by making up the mean of both researchers’ results. 

















































camtasia.ideascale.com  ◑  ◑ ◑ ● 2,33 
ideas.gfi.com  ◑  ◑   2,33 
ideas.nagios.org  ◑  ◑ ◑ ● 2,33 
ideasbrewery.com ●    ◑  3 
labs.swisscom.ch ◑ ●   ◑ ● 3 




● ◑  ◑ ◑ ● 2,5 
openntf.org/ideajam/ideajam.nsf  ◑ ○ ◑ ◑  1,67 
protools.ideascale.com/  ◑  ◑  ● 2,5 
social.ford.com/your-ideas ● ◑  ◑ ○ ● 2,5 
www.google.com/moderator/#16/e
=1c111 
 ◑ ○ ◑ ○  1,33 
www.ideastorm.com ● ● ◑ ◑ ◑ ● 3 




 ◑ ○ ◑  ◑ 2 
gemeinsamselten.de ● ● ◑  ○  2,33 
www.tchibo-ideas.de ● ●    ◑ 3,17 







The degree of support of Shneiderman’s tasks was analyzed for the final list of rele-
vant platforms as identified in the previous sections. Table 3 displays the combined 
results of the analysis and is the basis for the further elaboration and discussion of the 
study results. The mean values displayed in the table are the mean values for the cor-
responding row or column. The following values have been assigned to the different 
circles: ○ = 0,  = 1, ◑ = 2,  = 3, ● = 4.  
5.1 Results 
The mean values of Table 3 show, that the degrees of support for the different tasks 
defined by Shneiderman differ a lot (variance between means = 0,49), while the eval-
uations of the different platforms are more homogeneous (variance between means = 
0,285). This can be seen as an indicator, that most of the platforms have a very similar 
degree of support for Shneiderman’s creativity tasks, while the overall support for the 
tasks differs on all platforms. Since the purpose of the platforms is very similar, this is 
not a very surprising result, but it shows that the platforms seem to learn from each 
other and adopt successful features from other platforms to evolve. 
When comparing the mean values for the task support it is obvious, that the search-
ing task is very well supported by most platforms. The reason for this is that a lack of 
working search functionality makes it virtually impossible to use the site at all. There-
fore this feature is basically mandatory for any website offering a collection of infor-
mation. Additionally it is worth mentioning that there already is a lot of know-how 
regarding information management and search algorithms from almost every other 
kind of web-based platforms like search engines, wikis or discussion boards. 
The consulting task is mainly covered by communication features on the technolo-
gy side. It can be supported by any means of communication among participants and 
between participants and organization representatives. Most platforms in this study 
implemented message systems for the users to communicate with each other and 
feedback mechanisms like a promote/demote or simple rating system although current 
research gives reason to doubt the effectiveness of those measures to identify quality 
ideas [15]. The highly ranked platforms for this task offered support for the idea gen-
eration process by employees available for public or private discussion. This can for 
example be found on the DELL Ideastorm platform (ideastorm.com). Some other 
platforms augmented their online idea generation with offline events and workshops 
to improve and guide the idea generation performed by the participants. 
We also found the thinking task not to be very well supported on many platforms, 
although several platforms showed that a good support for this task can be achieved 
by providing good examples, problems and inspiration for the participants. We as-
sume that this is not provided by all platforms to the high effort for creation and 
maintenance of the necessary content. There do not seem to be any technical issues in 
the implementation of features supporting the thinking task of the GENEX frame-
work. 
The task of composing is critical on ideas communities. The central purpose of the 
platforms is supporting the user in composing and submitting their ideas in a way that 






supported by every platform within the scope of this study. Although every platform 
offered features for entering an idea to their users, the possibilities for the individual 
representation were very different. Some platforms like camtasia.ideascale.com only 
offered a single text box for the idea, while other platforms like www.tchibo-ideas.de 
offered a rich input form that distinguishes between ideas for demand information 
(Problems) and solution information (Solutions) and give the participants the chance 
of uploading images or additional files to show display and present their ideas. The 
composing task offers some possibly very interesting research questions regarding the 
influence of rich idea generations forms on the quality of ideas generated on the plat-
form.  
The reviewing task comprises of features for bookmarking and saving content on 
the platforms (i.e. ideas) as well as elaboration features like wikis or comments and 
feedback functionality from the organization running the platform. Most platforms 
supported reviewing features of some sort. But it is apparent that comments and wiki-
like elaboration features are not very much used by the users on most WBIPs. The 
other feedback direction – the company giving feedback on the idea implementation 
status is also very well supported by the platforms in the study. Although the feature 
is available on 13 of the 16 platforms in the study, there are 4 platforms that do not 
seem to use the feature, which leads to empty categories for reviewed or implemented 
ideas. This is, besides the thinking task, one example of support for creativity tasks 
some platforms do not support likely for reasons of community management effort. 
The purpose of the disseminating task is to spread ones ideas and share them not 
only with the company running the platform, but also with other members of the 
communities and people outside of the WBIP. This task is supported by every plat-
form in this study, because every platform gives at least the option to see the ideas of 
other participants. Due to the widespread use of social networks, most of the plat-
forms also offer to share ones ideas on social networking or microblogging sites like 
Facebook and Twitter. This not only motivates participants to generate new ideas. It 
also serves as a multiplicator to make the platforms widely known within the social 
networks of their participants, thus reaching more possible contributors of good ideas. 
The analysis shows that the degree of support differs between the GENEX tasks. 
Especially the tasks searching and thinking stand out. While the searching task is very 
well supported by most platforms, the thinking task is only supported by few WBIPs. 
The reasons for these differences are very different, though. Searching algorithms and 
organizations of categorization are very common on almost any type of current online 
platforms and can be included using standard code without much effort. Support of 
the thinking task however requires a lot of effort on the side of the company. In order 
to support this task ideally we suggest a constant stream of content in order to stimu-
late the creativity of the participants. This can be done in form of texts, images, vide-
os or audio streams, which all take a lot of resources to produce. 
Another task that promised very interesting results was the composing task. While 
a very rich support of this task by providing image and video upload along with tag-
ging and a categorization and a topic specific text input form would technically be 
feasible for every platform, many decided only to offer short text passages. This deci-






software systems more easily. The barrier for possible participants is lower when the 
input form is shorter. Keeping in mind, that some of the platform decided to have a 
very simple idea input form, while others offer a lot of multimedia support it might be 
an interesting research opportunity to research the influence of richer idea input forms 
on participation, motivation and idea quality. 
6 Future Research in the Field of WBIP 
This study indicates that the support of the different tasks and actions of the GENEX 
framework in the field of WBIP differs significantly between tasks. The tasks search-
ing, consulting and disseminating are in many cases well implemented. On the one 
hand this is because the necessary technology for the support of this task can be seen 
as a commodity. Search algorithms for example are very well researched and are im-
plemented throughout any kind of web based platform. From the perspective of this 
study there are no important open research questions regarding the implementation of 
these tasks of the GENEX framework in WBIPs. 
The other tasks, namely thinking, composing and reviewing offer some interesting 
opportunities for future research. All of these tasks have in common that their imple-
mentations on the WBIPs included in this study were very inhomogeneous. While 
some platforms obviously spend a lot of effort implementing some or all of these 
tasks, other platforms did not. This is even true for the composing task, which is the 
key task in supporting the user to participate on a WBIP by composing their ideas. 
In order to find interesting research questions regarding the implementation of the-
se tasks we looked at our results from three different perspectives: 
1. What are the reasons for implementing or not implementing the tasks as suggested 
by Shneiderman? [10] 
2. Does the implementation of features according to the GENEX framework improve 
creativity among WBIP participants? 
3. Does the implementation of the GENEX tasks lead to better ideas in WBIPs? 
The reasons for the support or lack thereof have to be analyzed for every task individ-
ually. The implementations of the thinking task in the analyzed platforms are mostly 
based on providing example ideas, best practices or inspiring videos. All of this is 
content, which takes a lot of resources for creation. An approach for future research at 
this point could be a qualitative study among companies running WBIP to further 
quantify the cost to provide the material and the expected gain the companies hope to 
achieve. 
As mentioned before, the creative task of composing content (i.e. ideas) is central 
for the functionality of WBIP. The platforms support this task by providing input 
forms or other kinds of editors to their participants. Our study showed that the degree 
of freedom and detail these forms offer to the user differs a lot between platforms. 
Reasons for this can be manifold. One possible reason is that there are technical limi-
tations coming from idea management software used to process and archive the user 






form as simple as possible and therefore accepted simpler idea representations with-
out images, videos or structured text. Future research focusing on the composing task 
could concentrate on the question, if rich idea representations are generally the better 
choice for WBIPs and if not, what are the factors influencing the usefulness of rich 
input forms? 
Another task that was implemented in very different ways by the platforms is the 
reviewing task. This task describes features that help users to reference, save or edit 
ideas generated by other users. Some platforms simply implemented bookmarking 
features allowing users to save ideas for later reference. Other platforms went further 
and implemented wiki-like features to edit ideas other users contributed. Additionally 
those platforms offered version histories and undo functionality for unwanted chang-
es. This approach shows that there is room for collaboration among WBIP contribu-
tors. This gives interesting opportunities for future research regarding online collabo-
ration. Future research could focus on how to motivate users to elaborate ideas of 
other users or on the development of tool supported processes aiming on the struc-
tured elaboration of ideas on WBIPs. 
7 Conclusion 
In the introduction we posed two research questions leading the course of this study. 
The first question aimed at the adoption of the GENEX framework in common Web-
Based Ideation Platforms. The study showed that some of the tasks are very well im-
plemented throughout all the analyzed platforms, while other tasks are only imple-
mented by fewer platforms or in very different ways on different platforms. 
The second research question focused on the identification of future research op-
portunities in the field of creativity support on WBIPs. This question was answered 
by pointing out a series of interesting research questions regarding the reasons for 
different implementations, the effect of those implementations on idea quality and the 
support of user collaboration on WBIPs [16]. 
8 Limitations 
Even though we tried to eliminate as much limitations as possible, we acknowledge 
that there are still limitations of our study. 
First, due to the fast pace in IT it might be possible that there are WBIP that we did 
not include in our study. These might include functions supporting creativity that 
none of the communities we considered have. However, we are convinced that our 
results show a representative picture of the current state-of-the art due to our dual 
approach for WBIP selection. 
Second, the idea communities were evaluated independently by two researchers 
only. Even though the results were somewhat different but without great discrepan-







Third, we analyzed the communities regarding their consideration of the GENEX 
framework only. This does not cover any qualitative research about the business con-
cepts, the degree the WBIP fulfill their demand, if these communities can be consid-
ered successful or others research questions. 
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Abstract. Crowdsourcing, the use of an undefined group of external people to 
complete tasks for the corporation, gained significantly in importance over the 
last years. Yet little is known about the factors that motivate participants to join 
crowdsourcing communities.  
 This paper compares the findings of Kaufmann et al. [1] who conducted a 
study on MechanicalTurk -a profit oriented software development crowdsourc-
ing platform- with the results of a questionnaire posed to the members of 
MobileWorks - a non-profit crowdsourcing platform. 
 Findings show that many motivational factors apply consistently whether for-
profit or for-fun. However, some factors differ significantly; especially extrinsic 
factors are of far more importance in for-profit communities. The deeper analy-
sis reveals that society may see a larger trend towards crowdsourcing as mean 
of employment, as more and more individuals regard it as serious work and re-
liable source of income. 
Keywords: Crowdsourcing, Motivation Theory, Extrinsic/ Intrinsic Motivation 
1 Introduction 
The open source software (OSS) movement in the 1980ies built a foundation for the 
distributed development of software through a geographically non- localized commu-
nity of programmers [5]. OSS developers use the internet to share software and code, 
coordinating the development of open source projects such as Apache Web Server, 
Linux etc. and provide the possibility to download, modify, use and further develop 
the communities’ software [7]. By creating novel software codes and freely reveal it 
to the public, the OSS community neglected the commercial (i.e. financial) edge but 
gained appreciation for robust and easily modifiable code. Over time, OSS proved to 
be a viable economic model of private investment and collective action [5], [8]. The 
OSS community demonstrated a new and successful way how a group of program-







The transformation of the World Wide Web through the collaborative mechanisms 
of Web 2.0 opened new ways for OSS communities for working together as it facili-
tates participation for information sharing and collaboration within virtual communi-
ties. However, there is still little understanding on how online community members 
get stimulated to participate, create and share content [11]. 
This research investigates the intrinsic and extrinsic motivation of individuals to 
participate in distributed software production. To cover different aspects of motiva-
tion (including monetary compensation) the research object has been extended to 
include not only OSS software but all types of software (including commercial soft-
ware). Therefore the mechanisms of crowdsourcing are analyzed according to the 
following definition: "crowdsourcing is the act of taking a job traditionally performed 
by a designated agent (usually an employee) and outsourcing it to an undefined, gen-
erally large group of people in the form of an open call." [12]  
The theoretical base for this paper is the research model developed by Kaufmann et 
al. [1] which contains classic motivation theory [2], work motivation [3] and open 
source theory [4]. A combination of qualitative and quantitative empirical measures 
has been used to gather new insights into the mechanisms of this new type of out-
sourcing structure. To account for specific effects depending on organizational struc-
tures the research domain has been set to small and medium-sized enterprises (SMEs) 
in the software development industry (and thus crowdsourcing communities working 
for those clients). 
The paper is organized as follows: First the selected research domain is being dis-
cussed, followed by a review of the literature and the resulting description of the re-
search gap and explication of the research question. This is followed by the research 
layout and description of the research method and its execution. The paper closes with 
a discussion of the findings followed by limitations, further research and the final 
conclusions. 
2 Research Domain 
Crowdsourcing is a relatively new topic which shows a promising trend to be imple-
mented as an alternative mode of software production by large companies, especially 
in Northern America. However, the number of SMEs using crowdsourcing is still 
comparatively low [13].  
In-depth understanding why SMEs are lagging behind is still scarce. One reason 
postulated is that SMEs -specifically in Europe- have a high level of risk aversion 
which could lead to resistance in implementation of crowdsourcing and open innova-
tion processes [14]. Nevertheless, SMEs need to position themselves for a new way of 
collaboration since several trends are pointing in the same direction like innovation 
strategies which move from closed to open innovation [13]. 







3 Review of the Literature 
This section examines the available literature on worker's motivation in different 
crowdsourcing domains.  
3.1 Collaborative Practices in SMEs: Opportunities and Challenges 
In various aspects SMEs differ considerably from large corporations. Decision-
making is centralized to a few responsible individuals and bureaucracy is reduced. 
Limited long-term planning, greater dependency on external services and expertise, 
fewer financial resources, lower technical expertise and weaker management skills are 
crucial factors [16], [17]. 
The general challenges for SMEs are to "sustain interoperability to larger entre-
preneurs for better opportunities, to intermediaries for improving their capacities, 
and to the grass roots clients for offering better services" [18]. Building new compe-
tences despite a lack of expertise and funding are further challenges. Crowdsourcing 
can become a suitable model to overcome some of these obstacles. A comparable 
model is that of open innovation where the role of internal research (R&D) changes 
from knowledge generation to a knowledge-brokering model [19]. 
Using these mechanisms SMEs can create new challenging ideas and position 
themselves to interact with large firms as well as individuals. Considering the possi-
bility that several solutions with different technical paths could be provided by the 
crowd, this multiplicity of options needs to be taken into account for crowdsourcing 
to reach its full potential [13, 20]. Furthermore, receiving information from the crowd 
on a certain topic requires time and skills by the company employees involved. The 
multitude of different options can be seen as a threat through information overload 
[13]. This proves problematic for SMEs, fostered by a lack of time, activity and af-
fordable resources that are not related to core business activities. In this context, 
Maiolini mentioned, "the real power of the facilitator derives from his capabilities to 
acquire and convoy the wisdom of crowd" [21].  
A possible outcome of this trend towards collaboration would be to partner with 
other SMEs, online communities, or large organizations in an institutionalized way. 
SMEs would be able to connect their R&D department to agents outside the firm's 
boundaries by adopting an "open" paradigm to their current business model. All par-
ties involved could benefit, particularly if projects complement each other's compe-
tences [22], [13]. Crowdsourcing thus can help SMEs evolve from competition to 
cooperation in the marketplace [18]. 
The risk of receiving a non-satisfactory input is likely to disappear if firms arrange 
an open call with financial incentives. Hafkesbrink and Scholl described that inter- 
firm relationships can be applied to crowdsourcing by combination competences of 
numerous individuals through integrated organizational and individual mechanisms 
[22]. By applying the Open Innovation paradigm through the reduction of internal 
independencies and R&D, Chesbrough [19] sees a chance for SMEs to enter into new 






Nevertheless, there are some crucial challenges for crowdsourcing adoption by 
SMEs. According to Maiolini and Naggi a major challenge for a successful adoption 
of the crowdsourcing paradigm is to find new ways to internalize knowledge from 
outside the organization another one how to maintain this form of relationship [13]. 
Additionally there is an issue of trust towards external participants’ contributions and 
external members require long-term motivation for a continuous and successful col-
laboration. Another major challenge is the question concerning the abilities and char-
acteristics of the owner or CEO to manage crowdsourcing practices. Furthermore, the 
executive level vision or their lack of can impede small firms from innovative practic-
es. This topic has already been considered in the context of Information System stud-
ies on characteristics of owners or CEOs [13]: innovativeness [23]; skills and 
knowledge [24]; age, educational level, gender and management experience [25]; 
creativity and attitude toward risk [26]. 
3.2 Motivational Aspects to Participate in Crowdsourcing Actions  
Leimeister [27] analyzed motives and incentives within the SAPiens Idea Competition 
community. The authors focused on literature from sports and open source competi-
tions that follow the four overall motives direct compensation, learning, self-
marketing and social motives. The study did not include intrinsic motivations.  
Brabham [28], [29] investigated motivational aspects on the platform iStockphoto, 
a well-known platform for photographs, by conducting a question- based survey relat-
ed to different motivational components. The results out of this study show that the 
possibility of earning money is the most dominant motivation; moreover, he analyzed 
the t-shirt contest site Threadless by conducting qualitative interviews. The results 
show five main motivations: Love of community and addiction to the community on 
the intrinsic side, and earn money, improve creative skills and get employed as a free-
lancer on the extrinsic side. 
Ipeirotis [30] and Kaufmann et al. [1] analyzed motivational aspects in paid 
crowdsourcing platforms like MechanicalTurk. Their results indicated the intrinsic 
aspects: fruitful way to spend free time, kill time and tasks are fun, and primary 
source of income and secondary source of income on the extrinsic side as the most 
powerful motivational factors for participation.  
Organisciak [31] investigated crowdsourcing motivations that are published in 
online sources like blogs etc. His findings show that the aspects of fun and interest on 
the intrinsic side and money making and self-benefit on the extrinsic side dominate.  
Additionally, investigations in the open source movement show that "voluntary" 
and "unpaid" participation as well as "hobby" are the most common drivers for con-
tribution in an (unpaid) open source project [4], [9]. 
Finally and most important, the results of the MechanicalTurk Study conducted 
with a combined model [1] containing theoretical researches from classic motivation 
theories [2] work motivation [3] and open source software theory [4] model shows 
that it is possible to distinguish “occasional workers” from “power workers”. Moreo-
ver, the variable “payment” and “task autonomy” are the most fundamental values 






3.3 Formulation of Research Question 
The literature review indicates that (a) SMEs are a viable domain for crowdsourcing 
research and (b) understanding on the motivational factors of individuals to partici-
pate in crowdsourcing actions is still in its infancy.  
This leads to the key research question of this paper: "What are the motivational 
factors for individuals to participate in crowdsourcing?"  
As discussed above, this question will be investigated in the context of software 
development tasks in small and medium sized enterprises. 
4 Research Model  
Kaufman et al. [1] found that many papers investigating motivation in the field of 
OSS are limited to a special point of view. For instance Roberts, Hann and Sloughter 
[32] used a specific open source software model, Lerner and Tirole [33] focused their 
analysis on labor economics and Hertel et al. [34] assessed the social factors of OSS. 
To overcome the resulting limitations Kaufmann et al. utilized the approach of 
Lakhani and Wolf [4] and assumed the extrinsic and intrinsic motivational factors 
depicted in tables 1 and 2. Lakhani and Wolf [4] described a basic model that sepa-
rates intrinsic and extrinsic motivation. They tested the categories: Enjoyment Based 
Motivation, Community/ Obligation Based Motivation on the intrinsic side and Im-
mediate Payoffs and Delayed Payoffs on the extrinsic side. This extensive coverage of 
motivational aspects is suitable as a basis for investigating the crowdsourcing envi-
ronment [1] and has been adopted for the use of the combined model. 
4.1 Intrinsic Motivation  
A Part of the model consists out of Hackman and Oldham’s [3] developed model in 
the area of job characteristics. It includes three psychological states, which are re-
sponsible for the internal motivation of a worker: (a) Experienced meaningfulness of 
work (b) Experienced responsibility for outcomes of work (c) Knowledge of the actu-
al results of the work. [3] identified for each of them one or more stimulating job 
characteristics, these are: (a) Skill variety, task identity, task significance, (b) Au-
tonomy (c) Feedback from the job [1]. 
Further investigations about return on education provide insights about additional 
motivation with regard to delayed payoffs. [35] And [4] explain the relationship be-
tween knowledge and skills and how these can be transformed into material ad-
vantages: (a) Signaling and (b) advancement of human capital [1]. 

















Construct Definition Source 
Skill Variety 
Usage of different skills which are necessary to 
solve a particular task. The higher the amount of 





Refers to the completeness of a task, the more 
tangible the results of the work is, the higher is 
he motivated 
Task Autonomy 
Explains the degree of freedom the worker has 
during task execution. The higher the worker can 
influence his own ideas the workers motivation 
will be better. 
Direct feedback 
from the fob 
Explains how significant a sense of achievement 
can be perceived during or after task execution. 
















Explains how a worker adapts norms and values 





Refers to the appearance of motivation caused by 




Kaufmann et al. [1] separate two categories within the intrinsic model: The Category 
of Enjoyment Based Motivation is measured by the constructs Skill variety, Task 
Identity, Task Autonomy, Direct Feedback from the Job and Pastime. The category 
Community based Motivation is measured by the constructs of Community Identifica-
tion and Social Contact. 
4.2 Extrinsic Motivation  
The extrinsic motivation separated into three categories: Immediate Payoffs, Delayed 
Payoffs and Social Motivation. All types of monetary compensation received for 
working on crowdsourcing tasks are covered in the payment construct. Delayed pay-
offs comprises all benefits in order to generate material welfares in the future, meas-
ured by the constructs signaling and human capital advancement. Social motivation 
comprises from values: action significance by external values, norms and obliga-
tions as well as indirect Feedback from the Job. 






Table 2. Extrinsic Motivation of the combined Model [1] 
 












Motivation by monetary compensation received 















A worker who wants to join a platform in order to 











Refers to the motivation to advance skills that 
could be important for possible material ad-





























Motivation provided by a third party from outside 
of the crowdsourcing platform. 
Indirect 
feedback 
from the job 
Motivation caused by feedback about the deliv-






The research model developed by Kaufmann et al. [1] contains theoretical researches 
from classic motivation theories [2], work motivation [3] and open source software 
theory [4] and aims to cover the intrinsic and extrinsic motivations of individuals to 
participate in crowdsourcing communities. It is used as basis for the investigations of 
the MobileWorks platform.  
5 Research Method 
Data collection was done via an online self-reported survey using the software 
LimeSurvey. The questionnaire has been posted on MobileWorks, a crowdsourcing 
platform for businesses and developers, specializing in developing software applica-
tions [37]. Participants were forwarded to the survey which consisted of 34 questions. 
All items were measured using 7-point Likert scales. 
From February 1st to February 5th 2012, 323 responses were collected whereby 43 






The survey questions are based on Kaufmann et al. [1]. For every construct (Skill 
Variety/ Task Identity/ Signaling etc.) two types of questions were designed: One, 
that directly address the reader with a well-explained question; in addition, a support-
ing question that ensures a better understanding of the question to avoid irritations of 
the participants [1]. 
Measuring 13 constructs with 2 items leads to 26 survey elements about motiva-
tional aspects; moreover, demographic questions (e.g. annual income, gender, current 
employment status, age etc.) have been adapted from existing studies [1], [30], [36]. 
6 Results  
6.1 Differences in Motivational Aspects 
Table 3 shows an overview over the mean comparison test. For every motivational 
aspect on the left hand-side of the table (Payment, Signaling etc.) the following values 
are calculated (1= Kaufmann et al. study, 2= this study): mean value (MV), standard 
deviation (Std.), test-value (TW), degree of freedom (DF) and the acceptance of the 
H0 hypothesis.  
The aim of these calculations was to identify and test the H0 Hypothesis: “mean 
values are equal” (H0:µ1=µ2). This calculation was enabled by the use of the Stu-
dent’s t-Test which goal is to compare the means identified for each motivational 
aspect. Popular levels of significance are 10% (0.1), 5% (0.05), 1% (0.01), 0.5% 
(0.005), and 0.1% (0.001). If the test of significance gives a value within the critical 
area (α=0,05%) the null hypothesis is rejected. The average value does not signifi-
cantly differ from each other and is accepted if the value stays within the confidence 
interval of CI=95%.  
 
TW  critical area ≥ 1,65  H0 rejected  MV differ significantly                     (1) 
TW  critical area ≤ 1,65  H0 accepted  MV does not differ significantly    (2) 
6.2 Comparison of Quantitative Results 
In contrast to the results of Kaufmann et al. where the intrinsic motivation dominates 
its extrinsic counterpart (see Table 3), the results of this study show the extrinsic mo-
tivation (e.g. Payment, Signaling, Human Capital Advancement or Action Signifi-
cance by External Values etc.) dominates its intrinsic complement (e.g. Skill Variety, 
Task identity or Direct Feedback from the Job etc.).  
Both studies come to the same conclusion regarding pastime score: a highly signif-
icant positive correlation with the annual household income. According to Kaufmann 
et al. this fact leads to the suggestions, that it might be suitable as an estimator for the 






Table 3. Results of motivational aspects - Mean comparison test 
Motivationsl Aspects MV1 [1] Std1 [1] MV2 Std2 TV DF HO
Payment 3,0 0,7 2,8 1,3 2,3 ∞ Rejected
Signaling 1,9 0,9 2,0 1,3 -1,3 ∞ Accepted
Human Capital Adv. 2,2 0,8 2,3 1,6 -0,7 ∞ Accepted
Action Sig. By Values 1,7 0,9 2,1 1,2 -4,2 ∞ Accepted
Action Sig. By Norms 1,0 0,8 1,6 1,4 -6,3 ∞ Accepted
Indirect Feedback 2,0 0,8 2,0 1,4 -3,9 ∞ Accepted
Skill Variety 2,4 0,7 2,4 1,2 0,7 ∞ Accepted
Task Identity 2,3 0,9 1,9 1,3 4,0 ∞ Rejected
Task Autonomy 2,4 0,8 1,8 1,3 7,0 ∞ Rejected
Direct Feedback 2,0 0,7 2,2 1,2 -1,8 ∞ Accepted
Pastime 2,1 1,2 1,6 1,5 5,1 ∞ Rejected
Community Identification 2,0 0,9 1,8 1,3 2,4 ∞ Rejected
Social Contact 1,3 1,0 1,7 1,4 -4,0 ∞ Accepted 
 
Table 4 shows the demographic details of the participants. 
Table 4. Respondent's Demographics 
Time on platform per week 1 [1] 2 Annual Income 1[1] 2
2-4 h 17,2% 19,0% <$7000 23,0% 24,0%
1-2 h 4,60% 16,0% <$7000-$14,999 15,3% 21,0%
4-8h 21,3 14,0% <$15,000-$34,999 25,1% 16,0%
8-12h 18,6 14,0% <$35,000-$74,999 20,9% 14,0%
12-20h 17,9 11,0% <$75,000-$124,999 12,3% 6,0%
20-40h 13,7 8,0% <$125,000 3,0% 6,0%
>40h 4,2 8,0% no answer 0,5% 2,0%
Membership 1 [1] 2 Employment Status 1 [1] 2
<3 months 22,7% 24% fulltime 41,3% 41,0%
<1 year 15,5% 16% part time 19,0% 28,0%
<6 months 15,8% 13% in education 17,9% 15,0%
<1 month 19,0% 12% unemployed 21,8% 13,0%
<2 years 13,9% 12% no answer 0,0% 4,0%
<1 week 5,6% 10%
no answer 0,5% 8%
Highest Level of Education 1 [1] 2 National Representative 1 [1] 2
Bachelor's Degree 41,8% 43,0% India 38,5 56,0%
Master's Degree 20,0% 16,0% Other 13,9 17,0%
Some college, no degree 18,6% 10,0% USA 47,6 15,0%
Associate Degree 5,6% 10,0% no answer 0 1,0%
Professional Degree 1,6% 5,0% Europe 11,0%
Doc. 0,9% 6,0%
High School 8,8% 4,0%  
 
Moreover, both studies noticed that participants working part time state human capital 
advancement significantly higher than participants who are still in education of work-






Another similarity between the two studies concerns the attributes pastime and 
weekly time on MobileWorks/MechanicalTurk: Both results show, that there is a 
highly significant negative correlation between this two attributes. According to 
Kaufmann et al. this fact leads to the assumption, that pastime can only be attributed 
to occasional workers on this platform who do not tend to use 
MobileWorks/MechanicalTurk very frequently.  
Moreover, both studies indicate that the variable weekly time on 
MobileWorks/MechanicalTurk is highly significant positively correlated with 5 (re-
cent study) or 9 [1] of the other motivational construct scores. According to Kauf-
mann et al this fact qualifies to distinguish the motivation of power workers from the 
motivation of occasional workers.  
The application of a t-Test to compare the means shows some interesting signifi-
cantly consistencies concerning 8 of the 12 motivational aspects of the applied model 
(see table 3). It can be seen that the means of the motivational attributes Signaling, 
Human Capital Advancement, Action Significance by external Values, Action Signifi-
cance by Norms & Obligations, Indirect Feedback from the Job, Skill Variety, Direct 
Feedback from the Job and Social Contact do not significantly differ (H0:µ1=µ2) to 
the means found by Kaufmann et al. with a probability of 95% (TW  critical area ≤ 
1,65  H0 accepted  MV does not significantly differ).  
Due to the fact that 66,67% of the motivational aspects do not significantly differ 
between the software development crowdsourcing platform MobileWorks and the paid 
crowdsourcing platform MechanicalTurk allows to directly consider a compliance of 
workers motivation in mentioned domains.  
Significantly differences could be noticed concerning the attributes Payment, Task 
identity, Task Autonomy, Pastime and Community Identification (TW  critical area ≥ 
1,65  H0 rejected  MV differ significantly). This means that the overall im-
portance of above-mentioned attributes in the paid crowdsourcing domain was rated 
higher than in the software development crowdsourcing domain; moreover and logi-
cally, especially the key-attribute payment stresses the importance of performance-
based payment of workers motivation in paid crowdsourcing domains.  
There are also differences concerning the demographic data and the motivational 
aspects. Kaufmann et al. mention that participants stating to be still in education rank 
Skill Variety and Social Contact significantly lower than participants of all other sub-
groups of employment status.  
This study indicates that participants stating to work fulltime rank Social Contact 
lower and Skill variety higher than participants who are still in education.  
Finally, both studies indicate that the relevance of Social Contact is marginal. 
6.3 Expert Discussions / Qualitative Results 
The results of the study and further outlook to the field were discussed with experts 
on crowdsourcing. A Senior Lead Analyst of Citigroup Incorporation, an Engineering 
Manager of StorNext File Systems and a Global Customer Support Director of Ora-






The interviews provided valuable insights from a crowdsourcing business point of 
view. In order to answer the question about the sustainability of the crowdsourcing 
model in software development domains, various and useful information was provid-
ed. One possibility is to provide "financial incentives" to participants, which reflects 
the hope of the market for their services at some point in the future. Another crucial 
point to successfully deploy crowdsourcing environments is to have one or more 
"sponsoring agreements": furthermore, without sponsors, individuals would be re-
quired to coordinate financial support of the community on their own.  
This fact could make scheduling deliverables and planning difficult; furthermore, a 
"Balance in Flexibility" could provide important oversight in overall directions in 
order to manage organizational challenges. Most interesting would be the approach 
adopting a "rating system" in order to rate not only owner satisfaction, but also the 
developers reliability and quality in separate categories. That approach could be use-
ful for future project owners in order to weigh costs against skills and performance.  
Structuring software development for a SME for crowdsourcing requires a high 
degree of flexibility. First, "incorporate feedback" from limitless different sources but 
still maintain control over the final quality with the help of a "tiered system" to ensure 
experienced contributors could be a possible approach; furthermore, this approach 
could provide valuable input which increases the quality of the final product and gains 
the possibility of financial success with regard of the earned prestige. Second, based 
on lower risk, SMEs should place their software development process "alone"; fur-
thermore, if crowdsourced resources or e.g. certain parts of a software development 
process fail to deliver, it would not negatively impact a project’s success.  
In general, for successful incorporation the key point is, to have some clear "direc-
tion set" in order to avoid organizational vacuum; in addition, the timelines that can 
be met with distributed efforts vary to the number of resources.  
To conclude, SMEs who are planning to engage into the crowdsourcing area, it is 
advisable to obtain sustainability and furthermore put some thought about how to 
structure its software development process to ensure product success and avoid finan-
cial losses.  
7 Limitations and Further Research 
This study described different intrinsic and extrinsic motivational factors of influence 
between paid and non-paid crowdsourcing platforms. Using the model developed by 
Kaufmann et al. this study explored salient drivers of motivation for participation. 
Moreover, a meaningful comparison of means by the application of the t-Test de-
livered differences and consistencies between the paid crowdsourcing domain and the 
software development crowdsourcing domain concerning motivational aspects; never-
theless, it should be considered that asking for the importance of money directly has 
to be regarded as non-objective [1]; According to Kaufmann et al. [1], a better and 
more suitable approach for measuring the importance of money has to be established. 
Referring to this, new and promising approaches like list experiments [38] or natu-






of such list experiments or other promising applications would be an advantage to 
classify the findings.  
Moreover, further researches could investigate if the motivation in the software de-
velopment crowdsourcing domain is related or clearly different from open source 
development platforms; in addition, there is a lack of study aiming the effect of moti-
vation on participation outcomes such as performance, which is defined as the cogni-
tive outcome of conducting a series of activities [40].  
Since possible outcomes of crowdsourcing processes are even more important than 
the action of participating itself, investigations about how motivational factors affect 
task performance could provide scientific parameters and enhance the chance of pro-
ject success; to conclude, additional research to identify and investigate other salient 
factors for member contribution to crowdsourcing tasks in the software development 
domain is necessary.  
8 Conclusion 
„At the core of crowdsourcing is the understanding that the crowd is an online com-
munity voluntarily participating in the creation of value for an organization" [28]. 
With the transformation of the World Wide Web into the collaborative Web 2.0 new 
ways of productive interaction between companies and individual users evolved.  
Even though preliminary studies exist, there is still little understanding on what 
motivates online community members to participate, create and share content [11]. 
Online Communities play a major role in the investigation of incentives and motiva-
tions for the participants since crowdsourcing processes are held in online communi-
ties through an open call via the Internet [28]. Therefore, SMEs that wishes to suc-
cessfully utilize and integrate crowdsourcing into their software development process, 
must nurture these communities, respect their time investments and talents, and gain a 
better understanding of user motivation and incentive.  
This study provides a contribution to the field of workers motivation in the soft-
ware development crowdsourcing domain. First, the investigation of crowdsourcing 
adoption for SMEs showed, that it might be a suitable approach that enables SMEs to 
crowdsource certain parts of their software development process to online communi-
ties such as MobileWorks, provided that SMEs adopt an "open" paradigm into their 
current business model; furthermore, another major precondition for SMEs in this 
context is to nurture community bonds, respect the time investments and talents of the 
crowd for a better understanding of user motivation and incentive for participation, 
since crowdsourcing processes are held in Online Communities [28]. Second, by ap-
plying the combined research model developed by Kaufmann et al. [1] to discern 
what factors motivate people to participate, the questions concerning motivational 
aspects being most important.  
The results show that the highest score is payment, followed by task related factors 
like learning new or sharpen existing skills, which is in line with results from open 
source Software studies [41], or the usage of a variety of skills and talents which are 






Moreover, a meaningful comparison of means by the application of a t-Test delivered 
differences and coincidences between the paid crowdsourcing domain and the soft-
ware development crowdsourcing domain concerning motivational aspects. Due to 
the fact that 8 of the 12 motivational aspects (see table 3) do not significantly differ 
between the software development crowdsourcing platform MobileWorks and the paid 
crowdsourcing platform MechanicalTurk allows to directly consider a compliance of 
workers motivation in mentioned domains.  
Significant differences could be noticed concerning the key-attribute Payment and 
the attributes Task identity, Task Autonomy, Pastime and Community Identification. 
Furthermore, Ghosh and Glott et al. [9] identified intrinsic motivation on free and 
open source Projects as well as Kaufmann et al. [1] in their study about workers moti-
vation on the paid crowdsourcing platform MechanicalTurk as the main contributing 
factor, this study found that the extrinsic motivation dominates its intrinsic comple-
ment.  
Moreover, Kaufmann et al. [1] qualified the attribute “Weekly Time on 
MobileWorks” to distinguish power workers from occasional workers and is therefore 
a qualified variable for further investigations in crowdsourcing domains.  
Third, this study delivers insights into the crowdsourcing business point of view. 
Three crowdsourcing experts delivered insights to the question about sustainability of 
crowdsourcing and offer the most suitable options how to structure a SMEs software 
development process. The responses show, that financial incentives, a well-balanced 
number of sponsors and the development of a rating system qualify as a requirement 
to obtain sustainability. Furthermore, SMEs who are able to incorporate feedback 
through the establishment of a tiered rating system and moreover are able to keep 
their software development process separated from its domestic business environ-
ment, is moving in the right direction and gains the possibility of commercial success. 
According to the global economic success and importance of the open source ap-
proach, the software development crowdsourcing domain has an excellent possibility 




1. Kaufmann, N., Schulze, T., Veit, D.: More than fun and money. Worker Motivation in 
Crowdsourcing- A Study on Mechanical Turk, Proceedings of the Seventeenth Americas 
Conference on Information Systems, Detroit. (2011) 
2. Ryan, R.M., Deci, E.L.: Intrinsic and extrinsic motivations: classic definitions and new di-
rections. Contemporary Educational Psychology, Vol. 25, no. 1, pp. 54–67. (2000) 
3. Hackman, J., Oldham, G.R.: Work redesign, Addison Wesley, Reading Mass, p. 71-82 
(1980) 
4. Lakhani, K.R., Wolf, R.G.: Why Hackers Do What They Do: Understanding Motivation 
and Effort in Free/Open Source Software Projects. In Feller, J., Fitzgerald, B., Hissam, 
S.A., Lakhani, K.R. (eds.): Perspectives on Free and Open Source Software, Cambridge,: 






5. Hippel, E.v., v. Krogh, G.: Open source software and the" private-collective" innovation 
model: Issues for organization science. Organization Science 14, no. 2, p. 209–223 (2003) 
6. BusinessWire: Open Source Software Market Accelerated by Economy and Increased Ac-
ceptance From Enterprise Buyers, IDC Finds, http://www.businesswire.com/news/  
home/20090729005107/en/Open-Source-Software-Market-Accelerated-Economy- 
Increased  
7. Hippel, E.v.: Open Source Software Projects as User Innovation Networks. Perspectives 
on Free and Open Source Software, p. 299-311 (2008) 
8. Fried, D.: Crowdsourcing in the Software Development Industry, University of Arizona. 
83 (2010) 
9. Ghosh, R.A., Glott, R., Krieger, B., Robles, G.: Free/Libre and open source software: sur-
vey and study, FLOSS, deliverable D18: final report, part 4: Survey of Developers, Uni-
versity of Maastricht, unpublished. (2002) 
10. David, P.A., Waterman, A., Arora, S.: FLOSS-US, the free/libre/open source software sur-
vey for 2003, Stanford Project on the Economics of Open Source Software, unpublished 
(2003) 
11. Janzik, L., Herstatt, C.: Innovation Communities: Motivation and Incentives for Communi-
ty (2008) 
12. Howe, J.: Weblog of Jeff Howe, http://crowdsourcing.typepad.com/cs/2006/06/  
crowdsourcin g_a.html 
13. Maiolini, R., Naggi, R.: Crowdsourcing and SMEs: Opportunities and challenges, Depart-
ment of Economics and Business Administration, LUISS Guido Carli, Rome (2011) 
14. Koulopoulos, T.M.: The innovation zone: How great companies re-innovate for amazing 
success. Nicholas Brealey Publishing, Mountain View (2009) 
15. Hewitt, M.: Trent focus for research and development in primary health care: Carrying out 
a literature review (1998) 
16. Ramos, I., Cardoso, M., Carvalho, J.V., Graça, I.: An action research on open knowledge 
and technology transfer. In: Proceedings of the Conference The role of IS in leveraging the 
intelligence and creativity of SME’s (CreativeSME), Guimarães, Portugal (2009) 
17. Oliveira, F., Ramos, I., Santos, L.: Definition of a Crowdsourcing Innovation Service for 
the European SMEs, University of Minho, Department of Information Systems, Campus 
de Azurém, 4800-057 Guimarães, Portugal (2010) 
18. Rahman, H., Ramos, I.M.: Open Innovation in SMEs: From Closed Boundaries to Net-
worked Paradigm. Information in Motion: The Journal Issues in Informing Science and In-
formation Technology. 7, pp. 47 (2010) 
19. Chesbrough, H.W.: The era of Open Innovation, MIT Sloan Management Review, 44(3), 
pp. 34–41 (2003) 
20. Gassmann, O.: Crowdsourcing: Innovationsmanagement mit Schwarmintelligenz, Mün-
chen, pp. 14-22 (2010) 
21. Maiolini, R.: The Dark Side of Crowd. Open discussion presented at Media Camp 2010 - 
Section 2, Crowsourcing and Business, Perugia (2010) 
22. Hafkesbrink, J., Schroll, M.: Organizational Competences for Open Innovation in Small 
and Medium Sized Enterprises of the Digital Economy, in Competence Management for 
Open Innovation – Tools and IT-support to unlock the potential of Open Innovation, 
Hafkesbrink, J., Hoppe, H.U., Schlichter, J. (eds.): Eul , Lohmar (2010) 
23. Thong, J.Y.L., Yap, C.S.: CEO characteristics, organizational characteristics and infor-
mation technology adoption in small businesses. Omega. 23(4), pp. 429–442 (1995) 
24. Attewell, P.: Technology Diffusion and Organizational Learning: The Case of Business 






25. Burke, K.: The impact of firm size on Internet use in small businesses. Electronic Markets. 
15(2), pp. 79–93 (2005) 
26. Wymer, S., Regan, E.: Factors influencing e commerce Adoption and Use by Small and 
Medium Businesses. Electronic Markets. 15(4), pp. 438–453 (2005) 
27. Leimeister, J., Huber, M., Bretschneider, U., Krcmar, H.: Leveraging Crowdsourcing: Ac-
tivation-Supporting Components for IT-Based Ideas Competition, Journal of Management 
Information Systems, 26, pp. 197–224 (2009) 
28. Brabham, D.C.: Crowdsourcing as a model for problem solving: An introduction and cas-
es. Convergence. 14(1), pp. 75 (2008) 
29. Brabham, D.C.: Moving the crowd at Threadless: Motivations for participation in a 
crowdsourcing application, Information, Communication & Society, 13, 8, pp. 1122-1145 
(2010) 
30. Ipeirotis, P.G.: Demographics of MechanicalTurk, Working Paper. 85 (2010) 
31. Organisciak, P.: Motivation of Crowds: The Incentives That Make Crowdsourcing Work « 
Crowdstorming, Crowdstorming (2008) 
32. Roberts, J., Hann, I., Sloughter, S.: Understanding the motivations, participation and per-
formance of open source software developers: a longitudinal study of the Apache projects. 
Management Science, volV 52, no. 7, pp. 984- 999 (2006) 
33. Lerner, J., Tirole, J.: Some simple economics of the Open Source, The Journal of Industri-
al Economics, 50(2), pp. 97-234 (2002) 
34. Hertel, G., Niedner, S., Herrmann, S.: Motivation of Software Developers in the Open 
Source Projects: An Internet-Based Survey of Contributors to the Linux Kernel, Research 
Policy 32(7) (2003) 
35. Weiss, A.: Human Capital vs. Signaling Explanations of Wages, Journal of Economic Per-
spectives, 9, 4, pp. 133-54 (1995) 
36. Ross, J., Irani, L., Silberman, M.S., Zaldivar, A., Tomlinson, B.: Who are the crowd-
workers?: shifting demographics in mechanical turk, In Proceedings of the 28th of the in-
ternational conference extended abstracts on Human factors in computing systems, ACM, 
pp. 2863-2872. Atlanta, Georgia (2010) 
37. MobileWorks, https://www.mobileworks.com/ 
38. Shaw, A.: The CrowdFlower Blog - For love or for money? A list experiment on the moti-
vations behind crowdsourcing work, http://blog.crowdflower.com/2010/08/for-love-or-for-
money- a-list-experiment-on-the-motivations-behind-crowdsourcing- work/#more-931 
39. Mason, W., Watts, D.J.: Financial incentives and the "performance of crowds", In Pro-
ceedings of the ACM SIGKDD Workshop on Human Computation - HCOMP '09, Paris 
(2009) 
40. Yeo, G.B., Neal, A.: “A multilevel analysis of effort, practice, and performance: Effects of 
ability, conscientiousness, and goal orientation,” Journal of Applied Psychology (89:2), pp. 
231-247 (2004) 
41. Hars, A., Ou, S.: Working for free? – motivations of participating in open source projects. 









11th International Conference on Wirtschaftsinformatik, 
27th February – 01st March 2013, Leipzig, Germany 
Management der Nutzenrealisierung aus 
Informationstechnologie 
Petra Schubert und Susan P. Williams 
Universität Koblenz-Landau, Fachbereich Informatik, Institut für Wirtschafts- und 
Verwaltungsinformatik, Koblenz, Germany 
{schubert,williams}@uni-koblenz.de 
Abstract. Seit 30 Jahren beschäftigt sich die WI-Forschung mit dem Thema 
„Nutzen aus dem Einsatz von Informationstechnologie“. Über die Jahre sind 
viele Publikationen erschienen, die unterschiedliche Ausrichtungen, Begriffe 
und Konzepte verwenden. Der vorliegende Beitrag schafft in einem ersten 
Schritt einen Überblick über einen Teil der vorhandenen Literatur. Im zweiten 
Schritt wird ein Modell zur gezielten Realisierung von Nutzen (das NuRIT-
Modell) vorgestellt, das existierende Ansätze in einem integrierten Ansatz für 
Wissenschaft und Praxis nutzbar machen will. 
Keywords: Nutzen, IT-Wert, Management 
1 Ausgangslage und Motivation der Forschung 
Der Wert, der durch die Nutzung von Informationstechnologie geschaffen wird, wird 
seit vielen Jahren weltweit von Forschern und Praktikern untersucht. Über die Jahre 
hinweg haben sich verschiedene Forschungsstränge (vgl. Tabelle 1) im deutschen und 
angelsächsischen Sprachraum entwickelt, die das Thema „Wertgenerierung“ oder im 
Englischen „Value Generation“ aus unterschiedlichen Blickwinkeln betrachten. Im 
Jahr 2003 wurde das Thema in der allgemeinen Presse angefacht durch Nicholas 
Carrs kontroversen Beitrag „IT doesn't matter“ [9], in dem es um die Frage geht, ob 
man mit IT Wettbewerbsvorteile erzielen kann. Im Wissenschaftsbereich wurde die 
Diskussion bereits viele Jahre vorher aufgeworfen z.B. von Peter Keen [23], der die 
fehlenden wissenschaftlichen Grundlagen für IT-Nutzenmessung an der ersten Inter-
national Conference on Information Systems (ICIS) bemängelte. Seitdem ist eine 
Fülle an Publikationen zum Thema entstanden (vgl. Tabelle 1 und 2), die unterschied-
liche Begriffe verwendet (Tabelle 2) und in vielen Fällen Forschungsmethoden und 
Datenquellen von fragwürdiger Qualität einsetzen. 
Integrierte Ansätze zum Management und zur Realisierung von Nutzen (Benefits 
Realisation Management) existieren, werden in der Praxis aber kaum angewendet. 
Keyes-Pearce [24] untersuchte über Jahre den Einsatz von Ansätzen zur Messung des 
Beitrags von IT in Unternehmen und kam zu dem Ergebnis: „The research shows that 
the models’ IT value management approaches are not emulated in the field and also 






Kluft zwischen Theorie und Praxis motivierte die Autoren dieses Beitrags vor einigen 
Jahren, ein langfristig ausgerichtetes Forschungsprogramm im Themengebiet „Reali-
sierung von Nutzen aus dem Einsatz von Business Software“ aufzusetzen. Ziel der 
Forschung ist die Entwicklung eines praxisorientierten und praxistauglichen Ansatzes 
zur Identifikation, Erfassung und gezielten Verfolgung von Nutzen aus dem Einsatz 
von Unternehmenssoftware (Business Software). Die vorangehende Analyse der exis-
tierenden Literatur brachte, wie oben angesprochen, ein Wirrwarr an unterschiedli-
chen Forschungsausrichtungen, Definitionen, Zielen, Methoden, etc. zum Vorschein. 
Aktuelle Metastudien [z.B. 45], [33] konzentrieren sich leider nur auf die eingesetzten 
Forschungsmethoden von Artikeln und lassen die Strukturierung und die Zusammen-
hänge der verwendeten Konzepte offen.  
Die folgenden Abschnitte geben einen Überblick über existierende Begriffe und 
Konzepte in der akademischen Literatur. Anschließend wird ein Rahmenmodell zur 
Realisierung von Nutzen, das NuRIT-Modell, vorgestellt, was basierend auf existie-
renden Ansätzen und mit Hilfe von Daten aus über 60 IT-Einführungsprojekten ent-
wickelt wurde. NuRIT steht für Nutzenrealisierung für IT-Investitionen und basiert 
auf der Grundannahme, dass nur ein gezieltes Programm zur Nutzenrealisierung den 
tatsächlichen Erfolg und die Wirkungszusammenhänge transparent machen kann. 
Wie unsere Erfahrung gezeigt hat, eignen sich die Modelle aus akademischen Pub-
likationen nur sehr bedingt für den Einsatz in der Praxis. Die Modelle beschreiben 
zwar Nutzenkategorien und zeigen Wirkungszusammenhänge, liefern aber keinen 
Kriterienkatalog, der detailliert genug wäre, um ihn praktisch auf Unternehmensfall-
studien anzuwenden. Sie bestehen den von Rosemann und Vessey [32] geforderten 
„Applicability Check“ nicht. Das Hauptproblem, was sich beim Studium der existie-
renden Literatur zeigt, ist der fehlende Detaillierungsgrad des Nutzens. Für das 
NuRIT-Modell musste der Nutzen daher auf eine messbare Ebene herunter gebrochen 
werden. Vor diesem Hintergrund verfolgt der Beitrag die folgenden Ziele: 
1. Schaffung eines Überblicks über vorhandene Forschungsstränge 
2. Vorstellung eines Modells zur gezielten Nutzenrealisierung (NuRIT-Modell) 
2 Forschungsschritte 
Im ersten Teil der Untersuchung wurde eine komparative Literaturanalyse nach [48] 
durchgeführt. Die Ergebnisse wurden in einem gesonderten Artikel und einem Ar-
beitsbericht dokumentiert [35], [36]. Ausgehend von zwei aktuellen Metastudien [45], 
[33] wurden die Referenzen der Literaturverzeichnisse rückwärts über drei Ebenen 
zurückverfolgt (Schneeballverfahren). Motiviert wurde dieses Vorgehen von der An-
nahme, dass die „einflussreichsten“ (oder besser gesagt die am häufigsten zitierten) 
Beiträge in zukünftigen Beiträgen zum selben Thema referenziert werden und daher 
aus Literaturverzeichnissen identifiziert werden können. Schryen [33] zeigt in seinem 
Beitrag zum Thema „IS Business Value“ auf, wie stark die Literatur in diesem Be-
reich aufeinander referenziert und dass wenige, sehr einflussreiche Beiträge, wie z.B. 
das Modell von DeLone und McLean [14] oder die Studien von Brynjolfsson [7] die 






Naturgemäß findet man mit dieser Methode lediglich Artikel aus führenden WI/IS-
Zeitschriften. Mertens und Schumann kritisieren diese Einschränkung bei der Aus-
wahl von Literatur und weisen zu Recht darauf hin, dass wertvolle Beiträge zu diesem 
Thema in der deutschsprachigen Literatur in Büchern, Habilitationsschriften und Dis-
sertationen zu finden sind [27]. Aus diesem Grund wurden parallel Monographien 
zum Thema in die Analyse aufgenommen. 
Im zweiten Schritt wurden 60 Fallstudien zu Softwareeinführungsprojekten nach 
Nutzenarten kodiert und mit Hilfe des Erwartungen-Nutzen-Modells systematisiert 
(mehr dazu im Folgenden). Unter zusätzlicher Verwendung von Komponenten erfolg-
reicher Managementmodelle (Balanced Scorecard und OGC Managing Successful 
Projects) wurde das NuRIT-Modell entwickelt. Der Beitrag zeigt an einer konkreten 
Fallstudie (FREITAG) die Anwendung des NuRIT-Modells und seiner Komponenten. 
3 Der Nutzenbegriff in der Literatur 
Über die Jahre erschienen verschiedene Publikationen, in denen der Stand der Litera-
tur untersucht wurde. Umfangreiche Literaturanalysen älteren Datums sind z.B. die 
Studie zum Productivity Paradox of Information Technology von Brynjolfsson [7] 
oder die Studie von Kauffman und Weill [22], die ein „Evaluative Framework“ für 
IT-Value Forschung vorstellen. Wertvolle Diskussionen und Übersichten finden sich 
auch in Dissertationen, wie z.B. von Potthof [31] und Keyes-Pearce [24]. Eine Litera-
turanalyse der jüngeren Zeit enthält der WI-Artikel von Urbach et al. [45]. Darin ana-
lysieren die Autoren 41 Artikel in 34 führenden nordamerikanischen und europäi-
schen IS-Zeitschriften und vier IS-Konferenzen aus den Jahren 2003 bis 2007. Die 
Ergebnistabellen zeigen lediglich den Namen des entwickelten Modells und das un-
tersuchte Objekt (z.B. E-Commerce-Applikationen). Der Schwerpunkt der Untersu-
chung liegt in der Identifikation der eingesetzten Forschungsmethodik und nicht in 
der inhaltlichen Darstellung des Themengebiets.  
In der Literatur werden die Begriffe „Wert (Value)“, „Produktivität (Produc-
tivity)“, „Erfolg (Success)“ und „Nutzen (Benefit)“ in verschiedenen Forschungsströ-
men behandelt. Tabelle 1 zeigt einige der führenden Beiträge und ihre Themenzuge-
hörigkeit. 
Der Wertbegriff (im Englischen: Value) wird teilweise als Oberbegriff für die Dis-
kussion verwendet. Dabei finden sich in der Literatur verschiedene Konkretisierungen 
in Abhängigkeit vom untersuchten Technologietyp, wie z.B. IT-Value und IS-Value. 
In der deutschen Literatur hat der Begriff eine Assoziation mit dem Unternehmens-
wert (z.B. gemessen in der Bilanzsumme oder als Discounted Cash Flow). 
Der Begriff der Produktivität (Productivity) wurde maßgeblich von Brynjolfsson 
geprägt [7], [8], [18]. In mehreren Studien untersucht Brynjolfsson das Verhältnis von 
Ausgaben für IT und wirtschaftlichem Erfolg anhand von öffentlich verfügbaren Un-
ternehmensinformationen. Das Ergebnis sind ökonometrische Modelle auf Firmen-
ebene, die den Beitrag von IT-Einsatz zum Firmenerfolg zeigen. In seinen frühen 
Studien konnte keine positive Abhängigkeit nachgewiesen werden, was er als soge-






einer positiven Relation [18]. Bereits 1990 hatte Weill gezeigt, dass der Produktivi-
tätsgewinn abhängig ist vom Typ des Informationssystems [49]. 
Tabelle 1. Forschungsströme in der Literatur zum „Wert von Informationstechnologie“ 
Überbegriff Konzepte [und Autoren]
Wert (Value)
Value of IS [Schryen 2010]
Business Value of IT [Barua et al. 1995; Soh/Markus 1995; Keyes-Pearce 2005; Peppard/Ward 2005; 
Chau et al. 2007; Kohli/Grover 2008]
Produktivität (Productivity)
Produktivitätsparadox [Brynjolfsson1993; Brynjolfsson/Hitt 1993; Wan et al. 2007]
Produktivitätssteigerung [Hitt/Brynjolfsson1996; Stiroh/Botsch 2007]
Information Economics [Wiseman 1992]
Erfolg (Success)
Unternehmenskennzahlen: Leistungsindikatoren (Performance Indicators) [Kütz 2009]
Investitionsrechnung [Bannister/Remenyi 2000; Im et al. 2001; Irani/2002]
Return-on-Investment (ROI) [Dehning/Richardson 2002]
Resource-based View [Bharadwaj 2000]
IT-enabled competitive advantage [Dehning/Stratopoulos 2002]
Organizational performance [Kauffman/Weill 1989; Sircar et al. 1998; Dedrick et al. 2003; Melville et al. 
2004]
IS-Success [DeLone/McLean 1992; DeLone/McLean 2003; Gable et al. 2008; Urbach et al. 2009]
Nutzen (Benefit)
Nutzeffekte [Anselstetter 1984; Schumann 1992; Potthof 1998; Shang/Seddon 2002; Staehr 2007; 
Schubert/Williams 2009; Seddon et al. 2010]
Nutzenrealisierung und -management [Ashurst et al. 2008; Bradley 2006; OGC 2007; Ward/Daniel 
2006]  
 
Der Begriff „Erfolg“ (Success) wird als Oberbegriff für quantitativen betriebswirt-
schaftlichen Nutzen eingesetzt, wie z.B. Gewinn, Umsatz, Wertschöpfung, verschie-
dene Arten der Produktivität und Rentabilität oder Marktanteil. Oft wird nur die Pro-
duktivität gemessen und es wird implizit unterstellt, dass sich der Nutzen aus dem IT-
Einsatz auf diese eine Kennzahl reduzieren lässt. Die Autoren nehmen dann quasi in 
Kauf, dass man nur einen Teil des Nutzens erfasst [31]. 
Während Kennzahlensysteme Instrumente für die laufende Erfolgsevaluation be-
schreiben, nachdem eine Investition in eine Technologie stattgefunden hat (ex-post), 
bietet die Investitionsrechnung die Grundlage für Investitionsentscheide (ex-ante-Be-
trachtung). Anselstetter behandelt Nutzeffekte als Grundlage für Investitionsentschei-
de. Seine Analyse basiert auf den Ergebnissen des NSI-Projekts (Nutzen und Schaden 
der Informationsverarbeitung) [26]. Er stellt Ansätze vor, mit denen man quantifizier-
bare und monetär bewertbare Nutzeffekte mit den Kosten von Informationstechnolo-
gie vergleichen kann, um daraus den Erfolg des Einsatzes zu bestimmen.“ [1]  
Auch der Begriff des Nutzens (Benefit) wird in der ausgewählten Literatur häufig 
verwendet. Dieser Begriff bildet den Fokus des im Folgenden vorgeschlagenen An-
satzes zur Nutzenrealisierung und wird in diesem Zusammenhang vertieft erläutert. 
Eine von Keyes-Pearce durchgeführte Überprüfung auf Praxistauglichkeit zeigt ein 
ernüchterndes Bild, zumindest für die englischsprachige Literatur. Ihre Untersuchun-






[42] sowie von Peppard und Ward [30] den von ihr entwickelten Kriterien für ein 
integriertes „IT Value Management“ entsprechen.  
Es ist anzumerken, dass frühe Beiträge zum Thema IT-Wert den Übergang von 
manuelle (bzw. personelle) auf computergestützte Vorgänge betrachtet. Der damit 
induzierte Wandel war entsprechend groß. Die Ergebnisse des NSI-Projekts basieren 
z.B. vollständig auf dieser Prämisse [1], [37], [31]. Ergebnis der darin untersuchten 
IT-Einführungen war häufig die Verbesserungen von Prozessen und damit verbunde-
ne Einsparungen. Spätere Werke betrachten explizit die Ablösung von vorhandenen 
Softwaresystemen durch Nachfolgeversionen oder alternative Systeme [51], also we-
sentlich weniger einschneidende Veränderungen. Die damit verbundenen Ziele waren 
hier die Unterstützung neuer Geschäftsbereiche oder neuer Absatzkanäle – also inno-
vative Prozesse, die ohne die neuen Systeme vorher nicht möglich waren. Die Nut-
zengenerierung ist in diesen Fällen wesentlich weitgehender und die zu betrachtenden 
Zusammenhänge dementsprechend komplexer. 
Die Betrachtung der Pfade, auf denen sich die Modelle untereinander referenzieren 
[33], zeigt deutlich, wie häufig das DeLone&McLean-Modell nach seinem Erschei-
nen in der Literatur aufgegriffen wurde. Dieser Eindruck wird auch in der Literatur-
analyse von Urbach et al. [45] bestätigt. Das Modell basiert auf einer Literaturanalyse 
mit einem nicht-validierten Hypothesenmodell. Andere Autoren validierten es später 
(in tw. abgehänderten Versionen) mit eigenen Daten [15]. Nichtdestotrotz hat es auf-
grund seiner Metakonstrukte und der Ermangelung konkreter Größen keinen erkenn-
baren praktischen Nutzen. Trotzdem darf es in einer Auflistung der Forschungsströme 
nicht fehlen, da es in einer Vielzahl von Publikationen als Grundlage zur Entwicklung 
neuer Modelle genutzt wurde. Bis 2003 wurde es in ca. 300 Artikeln in referierten 
Journals referenziert [15]. 
Tabelle 2 enthält das wesentliche Ergebnis der Literaturanalyse: eine Auflistung 
von Initiativen und Dimensionen im Bereich der Nutzenforschung. Die Liste zeigt die 
wichtigsten Projekte und ihre Exponenten weltweit. Wir bedienen uns bei der Darstel-
lung der Ergebnisse der Technik der Informationsreduktion in Anlehnung an [28].  
Wie bereits oben erwähnt, erfordert die Betrachtung der IT-Nutzengenerierung die 
Lektüre von deutschsprachigen Beiträgen, die tw. ausschließlich in Buchform vorlie-
gen. Eine Vielzahl dieser Literatur erschien auf der Basis des NSI-Projekts [26]. Lei-
der ist der in Anselstetter [1] erwähnte, 350 Schlüsselwörter umfassende 
Deskriptorenkatalog der identifizierten Nutzenarten aus diesem Projekt nie vollstän-
dig veröffentlicht worden.  
Im Nachgang zum NSI-Projekt untersuchte Potthoff [31] Studien zum Thema Nut-
zen der Informationsverarbeitung. In seiner Untersuchung zeigte sich, dass im 
deutschsprachigen Raum bis zu diesem Zeitpunkt nur wenige empirische Studien 
durchgeführt worden waren, die den tatsächlich erzielten Nutzen von Investitionen 
hinterfragen. Das NSI-Projekt war bis zu diesem Zeitpunkt das umfangreichste seiner 







Tabelle 2: Projekte zur Untersuchung von Wertschöpfung (nach Alter sortiert) 
Projekt/Autor Fokus Datenquelle Technologietyp Ergebnis Region
NSI-Projekt, 
Mertens et al. 1982
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4 Zu einem einheitlichen Verständnis von „Nutzen aus IT“ 
Mertens und Schumann kritisieren die „mangelnde Verbindung der IS mit der Theorie 
der Unternehmung“ sowie „die häufig zu beobachtende Ferne von Praxisdetails“ [27]. 
Der folgende Abschnitt fasst einige Erkenntnisse aus der Forschung im Bereich „Nut-
zen aus IT“ zusammen. Dabei liegt ein Hauptaugenmerk auf dem Transfer von For-
schungsergebnissen in die Praxis. 
4.1 Anforderungen an ein gezieltes Nutzenmanagement 
Es gibt verschiedene Gründe, warum eine kontinuierliche, integrierte Nutzenrealisie-
rungsplanung für Unternehmen zunehmend wichtiger wird: (1) Aus einer Ex-ante-
Sicht müssen Investitionen in finanziellen Krisenzeiten gut begründet werden und der 
Nutzen muss deutlich herausgearbeitet werden. (2) Aus einer Ex-post-Sicht, müssen 
die Auswirkungen von Investitionen ständig gemessen werden. Unternehmensgege-
benheiten ändern sich immer schneller und erfordern zeitnahe Veränderungen in den 
Prozessen (Geschäftsinitiativen, neue Geschäftsfelder). Informationstechnologie ist 
ein wichtiger Enabler für diese Veränderungen. Konkreter Nutzen aus IT-Investi-
tionen muss daher im Vorfeld deutlich gemacht und im Nachhinein kontrolliert wer-
den. In diesem Themenbereich gibt es Überschneidungen mit dem Performance Ma-
nagement (z.B. Kennzahlensysteme). 
Aus der Analyse der Literatur erschließen sich die folgenden Erkenntnisse, die bei 
der Entwicklung des NuRIT-Modells beachtet wurden: 
 Der Nutzenbegriff muss auf einer Ebene beschrieben werden, auf der er wirklich 
messbar ist. [31], [29], [6]  Einfache Auflistungen von Nutzenpotenzialen sind für eine Anwendung im Unter-
nehmenskontext nicht ausreichend. Sie müssen durch eine entsprechende Methode 
komplementiert werden. [29], [6]  Es ist nicht möglich, eine abschließende Ontologie für Nutzentypen zu erstellen. 
Jedes Projekt bringt wieder neue Nutzentypen hervor. [34].  Nutzen entsteht häufig aus Wirkungsketten (Prozesstheorie). Diese Zusammenhän-
ge muss man identifizieren und transparent darstellen [1], [31], [37], [42]. Dieser 
Annahme entsprechen auch die von der OGC vorgeschlagenen Nutzenlandkarten 
(Benefits Maps), die die Zusammenhänge zwischen Projektergebnis, organisatori-
scher Veränderung, Resultat, erzieltem Nutzen und strategischem Ziel grafisch 
transparent machen. [29]  Es gibt verschiedene Ebenen für die Nutzenauswirkung. [1], [34].  Nutzenidentifikation und -messung sollte nicht nur zu einem Zeitpunkt (also z.B. 
vor dem Investitionsentscheid) sondern kontinuierlich im Rahmen einer Nutzenrea-
lisierungsplanung geschehen. [29], [6] 
Messbarkeit. Für die Entwicklung eines Modells für das Management von Nutzen 
ist es notwendig, den Nutzen auf eine messbare Ebene herunter zu brechen (sonst 






schieden werden zwischen qualitativem Nutzen (z.B. Mitarbeiterzufriedenheit) und 
quantifizierbarem Nutzen, der sich in Maßzahlen ausdrücken lässt (z.B. nach [6] Kos-
tenreduktion, Umsatzsteigerung oder Produktivitätssteigerung). Viele Autoren führen 
in ihren Publikationen primär qualitativen Nutzen auf. Anselstetter [1] identifizierte in 
seiner Studie z.B. die folgenden Nutzenkategorien in der Administration: besseres 
Informationshandling, schnellere Schriftguterstellung und -übermittlung, effizienterer 
Entscheidungsprozess, geringerer Dokumentationsaufwand, größere Planungs- und 
Prognosegenauigkeit. Mertens et al. [26] führen die folgenden Hauptnutzenkategorien 
an, von denen sich einige auch konkret messen lassen: Kostenveränderung, Zeiter-
sparnis und höhere Produktivität, Personaleinsparungen, effizienterer Einsatz materi-
eller Ressourcen, weniger Fehler, höhere Leistungsqualität, bessere Planung und Dis-
position, besseres Informationshandling. Auch unsere Interviews mit den Verantwort-
lichen von 31 Softwareeinführungsprojekten [Ergebnisse veröffentlicht in 35] ergab 
vornehmlich Nennungen von qualitativen Nutzenarten. 
Wirkungszusammenhang.Wie von vielen Autoren angemerkt, funktioniert das 
einfache Input-Output-Modell für die Identifikation von Nutzen aus IT nicht [42], [1]. 
In der Realität bestehen Wirkungsketten und komplexe Zusammenhänge (z.B. parallel 
laufende Change-Management-Prozesse). Anselstetter unterstreicht dies mit der Aus-
sage: „Wegen der starken gegenseitigen Interdependenzen sind aber meist weder 
genaue Abgrenzungen noch Ursache-Wirkungszuordnungen möglich“, was zu einer 
„Blackbox“ zwischen Input und Output führt [1]. Auch gilt es zu beachten, dass nicht 
alle Effekte von IT-Einführungsprojekten positiver Natur sind (Werteschaffer). Es 
gibt auch Wertevernichter (Mertens spricht von „Schaden“, [26]).  
Soh und Markus füllen die Blackbox mit „IT Assets“ und „IT Impacts“ als Zwi-
schenschritte zum Erreichen der „Organizational Performance“ [42]. Ashurst et al. [2] 
weisen darauf hin, dass es in vielen Projekten der organisationale Wandel ist, der die 
Erzielung von Nutzen aus IT ermöglicht.  
4.2 Entwicklung des NuRIT-Models: Verwendete Modelle 
Zur Entwicklung eines Modells für Unternehmen, die ein gezieltes Nutzenmanage-
ment durchführen wollen, wurden neben der akademischen Literatur zusätzlich Pra-
xisansätze betrachtet, die spezifisch für den Einsatz in Unternehmen entwickelt wur-
den. Ideal erschienen für diesen Zweck die Balanced Score Card [21], die Methode 
„Managing-Successful-Programmes“ (MSP) der OGC (Office of Government Com-
merce 2007) und das Erwartungen-Nutzen-Modell [35]. In den folgenden Abschnitten 
wird erläutert, welche Komponenten dieser Ansätze in das NuRIT-Modell eingeflos-
sen sind. 
Balanced Scorecard. Die Balanced Score Card (BSC) wurde Anfang der 90er Jah-
re von Kaplan und Norton entwickelt [21]. Es handelt sich um ein Managementin-
strument, das weltweit in Unternehmen erfolgreich eingesetzt wird. Die BSC baut auf 
die Vision und die Strategie eines Unternehmens auf und ist in die vier Bereiche Fi-
nanzen, Interne Prozesse, Kunde und Innovation/Lernen gegliedert. Innerhalb dieser 
vier Bereiche werden konkrete Ziele (Objectives) definiert, die mit Maßzahlen (Per-






kann. Für die Ziele werden konkrete Zielvorgaben (Targets) mit den Prozessverant-
wortlichen vereinbart, die diese Vorgabe mit der Hilfe von Maßnahmen (Initiatives) 
innerhalb eines Planungszeitraums erreichen sollen. Damit enthält die BSC bereits 
ideale Komponenten für ein gezieltes Nutzenmanagement, nämlich Maßzahlen, die in 
das NuRIT-Modell übernommen werden konnten. Beispiele für Maßzahlen, die sich 
für ein Nutzenmanagement eignen, sind Cash Flow, verschiedene ROI-Berechnungen, 
Anzahl Prozessschritte, Konversionsrate, Unfallrate, Materialeffizienzrate, 
Mitarbeiterabsenzrate, Mitarbeiterfluktuation, Zeit, Qualitätsniveau, Leistung und 
Kosten. Die von Kaplan und Norton vorgeschlagenen „Strategy Maps“ dienten darü-
ber hinaus als Vorbild für die Wirkungsketten des NuRIT-Modells. 
Managing Successful Programmes (MSP des OGC).Als zweiter Ansatz aus der 
Praxis floss der Nutzenteil des MSP-Ansatzes in das NuRIT-Modell ein. MSP steht 
für Managing Successful Programmes und wurde entwickelt vom Office of 
Government Commerce (OGC), von dem auch PRINCE2 stammt [29]. Die Entwick-
ler des MSP sind Vertreter aus der Praxis und analysierten jahrelang erfolgreiche 
Projekte, deren Erfahrungen in das Instrument einflossen. Dabei stellten auch sie fest, 
dass man Nutzen konkret messbar machen muss, um ihn gezielt zu steuern. Die ent-
stehenden Zusammenhänge erinnern an DuPont-Kennzahlensysteme oder SAP-
Werttreiberbäume [40]. Die OGC stellt die Begriffszusammenhänge wie folgt dar 
























Abb. 1 Begriffszusammenhänge (angepasst von OGC 2007, S. 63) 
Vom OGC-Modell wurden Ideen für die Klassifikation der Art des Nutzens über-
nommen und weiterentwickelt. Im NuRIT-Modell wird das Wort „Nutzen“ für drei 
verschiedene Aspekte benutzt:  
1. Für die erzielten Resultate, sprich die neue Funktion oder das neue Feature, das 
dem Unternehmen jetzt zur Verfügung steht. Die typische Frage nach dieser Kom-
ponente ist: „Was können wir jetzt anders oder besser machen als vorher?“ 
2. Der tatsächlich messbare Nutzen, sprich eine Maßzahl für die Messung. Die typi-
sche Frage nach dieser Nutzenkomponente ist: „Wie kann man die Veränderung 
bzw. die Verbesserung messen?“ 
3. Das strategische Ziel, das erreicht werden konnte. Die typische Frage für diese 
Komponente lautet: „Was wollen wir mit der Einführung der Technologie für un-
ser Unternehmen erreichen, um es wettbewerbsfähiger zu machen?“ 






Tabelle 3. Nutzenarten im NuRIT-Modell (weiterentwickelt vom OGC-Modell [29]) 
Resultat (Feature) Maßzahl (Measurement) Strategisches Ziel (Strategic Objective)
Neue Eingabemaske für Neuanlagen von 
Girokunden für Kunden.
Es können in einer Stunde 5% mehr 
Girokonten angelegt werden.




Das Erwartungen-Nutzen-Modell. Das Erwartungen-Nutzen-Modell (engl.: 
expectations-benefits framework) ist ein Rahmenwerk, das Nutzenarten klassifiziert. 
Es ist das Vorgänger- bzw. Basismodell des NuRIT-Modells. Es wurde aus einer 
gezielten Analyse von über 60 Softwareeinführungen explorativ entwickelt [34] und 
ist damit empirisch sehr gut fundiert. Das Modell bietet eine grafische Unterstützung 
der Diskussion über erwarteten und tatsächlich realisierten Nutzen und ist damit vor 
allem für die Planung von Projekten oder für den Unterricht geeignet.  
Das Erwartungen-Nutzen-Modell ist in vier verschiedene Bereiche unterteilt, in 
denen Nutzenaspekte durch den Einsatz von Unternehmenssoftware erzielt werden 
können: „Business Design“, „Management“, „Funktionale Bereiche“ und „Informati-
onstechnologie und Infrastruktur“. Für die Bereiche wurden konkrete Nutzenpotenzia-
le (Kriterien) identifiziert, die mit Codes hinterlegt sind. Jeder Code besteht aus drei 
Dimensionen, (1) dem Bereich (z.B. Business Design), (2) dem zugehörigen Aspekt 
(z.B. ein Prozess) sowie (3) dem konkreten Kriterium (z.B. Geschwindigkeit). Die 
Nutzenarten des Modells wurden aus Interviews mit Projektverantwortlichen extra-
hiert und sind überwiegend qualitativer Natur. Die vollständige Liste der Nutzenarten 
wurde von den Autoren, ähnlich wie beim NSI-Projekt, bis heute nicht veröffentlicht 
und kann daher auch in der Praxis nicht eingesetzt werden. 
5 Das NuRIT-Modell 
Das Nutzenrealisierungsmodell für Informationstechnologie (NuRIT) ist eine Erwei-
terung des Erwartungen-Nutzen-Modells. Ziels des Modells ist es, die Einführungen 
von Technologien in Unternehmen und ihre Auswirkungen auf Organisation und 
Prozesse aus der Sicht des entstehenden Nutzens betrachten zu können. Es dient dem 
Management der tatsächlichen Nutzenrealisierung und benötigt daher eine messende 
Komponente. Wie oben dargestellt, basiert das Modell aus Erkenntnissen aus der 
akademischen Literatur sowie auf den drei vorgestellten Modellen, der Balanced 
Scorecard, dem Nutzenteil des MSP-Ansatzes sowie dem Erwartungen-Nutzen-
Modell.  
Das Modell manifestiert sich in der Form einer Nutzentabelle (Tabelle 5) und dazu 
gehöriger Nutzen-Wirkungsketten (Abb 2). Aus Platzgründen muss das Modell in 






Tabelle 4. Nutzen Fallstudie FREITAG nach dem Erwartungen-Nutzen-Modell 
Page Quotation from Source Business Area Aspect Criterion Code
64 Online sales increased functional area sales number of 
transactions
FCT-SAL-TRA
64 The objective of doubling the online 
turnover will be reached within 2 
years
management sales turnover MGT-SAL-TUR
64 New basis for company growth 
successful
business design strategy future growth BD-STM-FUT
64 New basis for internationalization 
successful
business design strategy internationalisation BD-STM-INA
64 Processes are integrated business design processes process support BD-PRO-SUP
64 Processes are supported by an 
integrated Business Software (2)
IT software integration IT-SOF-INT
64 Processes are more transparent 
and more efficient (1)
business design processes transparency BD-PRO-TRA
64 Processes are more transparent 
and more efficient (2)
business design processes efficiency BD-PRO-EFI
64 Improved traceability of products functional area manufacturing transparency of 
process 
FCT-MAN-PRC
65 Reduced number of customer 
complaints
functional area customers satisfaction FCT-CUS-SAT
65 More orders with less employees 
(process more efficient) (1)
management employees productivity MGT-EMP-PRO
 
Tabelle 5. Nutzen Fallstudie FREITAG nach dem NuRIT-Modell 
Resultat (Feature) Maßzahl (Measurement) Strategisches Ziel (Strategic Objective)
Bessere CRM Funktionalitäten Transaktionen um x % gestiegen Konsequentes Umsatzwachstum
Zeitgemäßer Online-Shop Verdoppelung des Onlineumsatzes 
binnen zwei Jahren
Konsequentes Umsatzwachstum
Schnelle IT-gestützte Markterschließung 
im stationären Einzelhandel 
(Produktdatenbank, Logistikdaten)
ERP-System für neue, physische Shops 
kann innerhalb von x Tagen eingerichtet 
werden.
Neue organisatorische Basis für 
Wachstum geschaffen
Online-Shop ist Mehrsprachen-fähig ERP-System für neue nationale Online-
Shops kann innerhalb von x Tagen 
eingerichtet werden.
Basis für Internationalisierung 
geschaffen
Geschäftsprozesse orts- und 
abteilungsübergreifend durchgängig 
gestaltet 
Zeit für Datenerfassung in 
verschiedenen Produktionsstufen (z.B. 
Zuschneiden, Nähen, Versand) um x % 
verringert
Wettbewerbsfähigkeit steigern
Funktionale Module in einem einzigen 
System und einer Datenbank integriert
Aufwand für IT-Anpassungen um x % 
reduziert, Lizenzkosten um x % gesenkt
IT-Kosten senken
Ressourceneigenschaften (Größe, 
Farbe, Art der Plane), verfügbare 
Näherin, etc. im System verfügbar
Taschen können mit x % weniger 
Verschnitt hergestellt werden
Effektivität des Ablaufs gesteigert
Business Intelligence Funktionen (zu 
Ressourcen) verfügbar
Zeit des Herstellungsprozesses von 
Schneiden der Plane zum Versand um x 
% verkürzt
Prozesse beschleunigen
Chargenrückverfolgung für einzelne 
Tasche möglich
Ursprungskomponenten und Ort der 
Herstellung in x % der Zeit möglich
Effizienz der Abläufe steigern
Rundumansicht der Tasche im Online-
Shop möglich
Retourenquote um 70 % verringert Kundenzufriedenheit steigern
Auftragsabwicklung wird jetzt 
durchgängig elektronisch unterstützt
Gleiche Anzahl Mitarbeitende mehr als 








5.1 Exemplarische Anwendung des NuRIT-Modells 
Für die Illustration des Modells wurde die Fallstudie FREITAG gewählt [16]. Die 
Schweizer Firma FREITAG fertigt Taschen aus alten LKW-Planen und verkauft 
weltweit über den Einzelhandel und nationale Online Stores. Mit ihrem Konzept der 
„Rekontextualisierung“ (statt Recycling) setzt sie ein Zeichen für „Urban Fashion“. 
Die Fallstudie handelt von der Einführung eines neuen ERP-Systems (mit starker 
CRM-Funktionalität) zusammen mit einem neuen Webauftritt im Jahr 2004. Strategi-
sche Ziele, die sich aus der Fallstudie herauslesen lassen sind internationales Wachs-
tum sowie Erschließung und Ausbau neuer Absatzkanäle.  
Tabelle 4 zeigt zunächst die Ursprungsnutzenarten, die im Erwartungen-Nutzen-
Modell klassifiziert wurden. In der ersten Spalte sind die kodierten Textstellen aus der 
Originalfallstudie aufgeführt. Ein erzielter Nutzen des Unternehmens war z.B., dass 
die Onlineverkäufe gesteigert wurden („online sales increased“). Die folgenden Spal-
ten enthalten die drei Dimensionen des Codes (FCT-SAL-TRA), also den Geschäfts-
bereich (Funktionsbereich Verkauf), Aspekt (ERP-Modul „Verkauf“) und Kriterium 
(Steigerung Anzahl Transaktionen). 
Die darauf folgende Tabelle 5 zeigt in Analogie dazu dieselben Nutzenaspekte im 
NuRIT-Modell. Das NuRIT-Modell besteht statt des dreidimensionalen Codes aus 
drei verschiedenen Nutzenausprägungen (Resultat, Maßzahl und strategischem Ziel). 
Die grau hinterlegten Felder enthalten die Nutzenarten aus Tabelle 4, die sich direkt 
aus der Fallstudie herauslesen lassen. Die weißen Felder wurden sinngemäß von den 
Autoren ergänzt, um die Anwendung des Modells zu illustrieren. Dies soll demonst-
rieren, dass der Planungsprozess des Nutzens in jeder der drei Spalten starten kann 
und von dort in die anderen zwei Spalten fortgesetzt werden kann. Daraus ergibt sich 
in der Konsequenz die Wirkungskette, die in Abb. 2 dargestellt ist.  
Die Wirkungskette (vgl. Abb. 2) kann direkt aus Tabelle 5 heraus entwickelt wer-
den und anschließend in Planungsmeetings von den Beteiligten verändert werden. 
Abb. 2 zeigt z.B. dass sich das Erreichen eines strategischen Ziels wiederum auf ein 
anderes strategisches Ziel auswirken kann. Hierbei können auch negative Effekte ent-
stehen. Erst die grafische Darstellung macht derartige Zusammenhänge deutlich. 
Geschäftspro-
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6 Abschließende Bemerkungen 
Das NuRIT-Modell wurde für den Einsatz in Unternehmen entwickelt. Um die An-
wendbarkeit zu erleichtern, wird zurzeit eine Webapplikation entwickelt, die die Ein-
gabe der Nutzenaspekte und das Aufzeigen der Wirkungsketten ermöglicht. Die Stär-
ke des Modells liegt unter anderem im grafischen Aufzeigen von Zusammenhängen, 
was eine Diskussion der Nutzenarten im Team erleichtert. Es zwingt darüber hinaus 
zur Identifikation eines konkret messbaren Nutzens und verfügt damit über dieselben 
Vorteile wie die Balanced Scorecard (kontrollierbar, steuerbar, kommunizierbar). 
Im ersten Teil gibt der Beitrag eine Übersicht über die weltweiten Initiativen und 
deren Exponenten. Die Begriffsvielfalt wird dargestellt und die wesentlichen For-
schungsströme aufgezeigt. Darauf aufbauend werden die Komponenten des NuRIT-
Modells erläutert, welches Praxiskonzepte mit akademischen Ansätzen zu einem ein-
satzfähigen Rahmenwerk kombiniert. Die Stärke des Modells liegt unter anderem in 
der breiten empirischen Untermauerung seines Ausgangsmodells in der Form von 
realweltlichen Fallstudien.  
Eine Limitation des vorliegenden Artikels liegt darin, dass er aufgrund der Platzbe-
schränkungen nur einen Teilausschnitt der vorhandenen Literatur aufführen kann. Die 
ausgewählten Beiträge machen allerdings deutlich, dass eine Kluft besteht zwischen 
dem, was die akademische Literatur über das gezielte Management von IT-Nutzen 
„weiß“ und was in der Praxis genutzt wird. Natürlich muss sich auch das NuRIT-
Modell zunächst in der Praxis bewähren. Die entstehende Webapplikation soll hierbei 
unterstützen. 
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Abstract. Soziale Netzwerkdienste sind eine der am meisten genutzten Anwen-
dungen im Internet. Trotz der enormen Verbreitung ist der wahrgenommene 
Wert dieser Anwendungen für die Nutzer bisher wenig erforscht und es mangelt 
an Modellen, die die komplexen Zusammenhänge in der Nutzungsphase erklä-
ren. Zur Schließung dieser Forschungslücke wird im vorliegenden Beitrag ein 
Modell entwickelt, das den wahrgenommenen Wert auf vier Determinanten zu-
rückführt: Nützlichkeit, Vergnügen, Wechselkosten und Risiko. Das entwickel-
te Modell wurde auf Basis einer Stichprobe (N=208) aus Nutzern sozialer 
Netzwerkdienste empirisch überprüft. Die Auswertung der Daten erfolgte mit 
Hilfe eines PLS-basierten Strukturgleichungsmodells. Das vorgeschlagene Mo-
dell zeigt sich in der Lage, die Nutzungsintention und die Nutzungskonzen-
tration zu einem erheblichen Teil zu erklären. Signifikante Einflüsse des wahr-
genommenen Wertes konnten auch für die Zahlungsbereitschaft und die Akzep-
tanz von Werbung gemessen werden. Aus den Ergebnissen der Studie werden 
Implikationen für die weitere Forschung abgeleitet. 
Keywords: Soziale Netzwerkdienste, Wahrgenommener Wert, Kundenverhal-
ten, Empirische Untersuchung, Facebook 
1 Einleitung 
Spätestens seit dem Kinofilm „The Social Network“ zur Entstehungsgeschichte des 
aktuell weltweit größten sozialen Netzwerks Facebook (etwa 1 Milliarde Nutzer im 
November 2012 bei einer Marktkapitalisierung von etwa 50 Mrd. US-Dollar) werden 
soziale Netzwerkdienste von einer breiten Öffentlichkeit diskutiert. Nach Boyd und 
Ellison [2] sind soziale Netzwerkdienste durch drei wesentliche Funktionen gekenn-
zeichnet. Sie erlauben ihren individuellen Nutzern: (1) die Einrichtung eines öffentli-
chen oder halb-öffentlichen Profils, (2) das Anlegen einer Liste anderer Nutzer zu 
denen eine Verbindung besteht und (3) das Visualisieren und Traversieren der eige-
nen Liste und der Listen anderer Benutzer. Daneben beinhalten die verschiedenen 
Anwendungen eine Reihe weiterer Funktionen, wie etwa das Anlegen von Gruppen, 






Die Erforschung sozialer Netzwerkdienste konzentrierte sich bisher vor allem auf 
Nutzermotivationen, Selbstdarstellung, das Wesen von Beziehungen und die Rolle 
des persönlichen Netzwerks sowie Fragen der Privatheit und des Datenschutzes [2]. 
Zum Verhalten der Nutzer im Rahmen der Geschäftsbeziehung zu den Betreibern 
sozialer Netzwerkdienste liegen bisher noch vergleichsweise wenige empirische Er-
gebnisse vor. Aufgrund von Geschäftsmodellen, die nutzungsabhängig bzw. indirekt 
während der Nutzung zu Erlösen führen, werden Fragen nach den Determinanten des 
Kundenverhaltens in der Post-Adoptionsphase relevant, die die bisher entwickelten 
Kausalmodelle [23] nicht beantworten. Die Relevanz zeigt sich darin, dass bei vielen 
sozialen Netzwerkdiensten nach wie vor kein nachhaltiges Geschäftsmodell erkenn-
bar ist. Die öffentliche Kontroverse über die Verwertung der Nutzerdaten, etwa im 
Fall Facebook, offenbart die Schwierigkeiten der Durchsetzung von Erlösmodellen, 
die zur Refinanzierung der Unternehmen jedoch existenziell notwendig sind. 
Zur Schließung dieser Forschungslücke wird im vorliegenden Beitrag ein Modell 
des wahrgenommenen Wertes (customer-perceived value) sozialer Netzwerkdienste 
aus Sicht der Benutzer entwickelt. Der Untersuchung liegt die Definition des 
wahrgenommenen Wertes nach Zeithaml [43] zugrunde: „Perceived value is a cus-
tomer’s overall assessment of the utility of a product based on perceptions of what is 
received and what is given.“ Basierend auf dieser Wertkonzeption werden zwei For-
schungsfragen untersucht: (1) Welche Determinanten beeinflussen den Wert sozialer 
Netzwerkdienste aus der Sicht der Benutzer? (2) Welchen Einfluss hat die Wertwahr-
nehmung der Benutzer sozialer Netzwerkdienste auf relevante Kundenverhaltenswei-
sen? In diesem Zusammenhang wird insbesondere der Einfluss des wahrgenommenen 
Wertes auf Verhaltensvariablen untersucht, die eine hohe Bedeutung für das Erlös-
modell und den wirtschaftlichen Erfolg sozialer Netzwerkdienste haben. Dies sind 
neben der Nutzungsintention die Konzentration der Nutzung relativ zu Konkurrenz-
Angeboten, die Zahlungsbereitschaft sowie die Akzeptanz von Werbung. 
Der weitere Aufbau des Beitrags gliedert sich wie folgt. Im nächsten Abschnitt er-
folgt zunächst eine Einordnung der Untersuchung in den Stand der Forschung. Auf 
der Basis der verschiedenen theoretischen Bezugspunkte wird im dritten Abschnitt 
das Forschungsmodell mit den zugehörigen Hypothesen aufgestellt. Der vierte Ab-
schnitt erläutert die verwendete wissenschaftliche Methodik und beschreibt das Vor-
gehen bei der Erhebung der empirischen Daten. Im fünften Abschnitt erfolgt die 
Auswertung der Daten. Dabei werden zunächst die Messmodelle des aufgestellten 
Forschungsmodells validiert. Darauf aufbauend werden die mit dem PLS-Verfahren 
ermittelten Ergebnisse auf der Ebene des Strukturmodells vorgestellt. Der sechste 
Abschnitt diskutiert die ermittelten Ergebnisse und leitet Implikationen für die weitere 
Forschung sowie praktische Implikationen ab. 
2 Theoretische Einordnung 
Die wissenschaftliche Bedeutung des Kundenwertes (customer value) lässt sich am 
beträchtlichen Umfang der Literatur zu diesem Thema ablesen. Verschiedene Autoren 






ihrer Wertkonzeption gemacht. Eine allgemein anerkannte Definition des Wertbe-
griffs existiert nicht [9]. Grundsätzlich kann zwischen Wertbegriffen aus Unterneh-
mensperspektive und aus Kundenperspektive unterschieden werden. Erstere beziehen 
sich auf die Attraktivität von Kunden oder Kundengruppen für ein Unternehmen und 
versuchen oftmals eine finanzielle Quantifizierung des Kundenwertes, etwa in der 
Konzeption des Costumer Lifetime Value (CLV) [46]. Bei Wertbegriffen aus der 
Kundenperspektive geht es um die Prozesse, wie Kunden Produkte und Dienstleistun-
gen evaluieren und deren subjektiven Wert ermitteln. Das Verständnis dieser Prozesse 
gilt als entscheidend für die Beeinflussung des Kundenverhaltens und die Erlangung 
nachhaltiger Wettbewerbsvorteile [20], [37]. Die Generierung wahrnehmbaren Wertes 
wird als Voraussetzung der längerfristigen Existenz eines Unternehmens und des 
unternehmerischen Erfolgs angesehen [39]. Der vorliegende Beitrag bezieht sich auf 
den wahrgenommenen Wert sozialer Netzwerkdienste aus der Kundenperspektive.  
In Bezug auf die Messung des Wertes aus der Kundenperspektive gibt es ebenfalls 
unterschiedliche Konzeptionen. Dabei kann zwischen uni-dimensionalen und multi-
dimensionalen Ansätzen unterschieden werden. Uni-dimensionale Ansätze gehen 
davon aus, dass der subjektiv wahrgenommene Wert das Ergebnis eines kognitiven 
Prozesses ist, das direkt abgefragt werden kann. Multi-dimensionale Ansätze nehmen 
demgegenüber an, dass der wahrgenommene Wert nur indirekt als Konstrukt höherer 
Ordnung über die Messung seiner Komponenten bestimmt werden kann. Die ver-
schiedenen Ansätze differieren in der Konzeption entsprechender Dimensionen [35]. 
Für die im Rahmen dieses Beitrags zu untersuchende Fragestellung wurde der uni-
dimensionale Ansatz gewählt, da dieser Ansatz in der Literatur bereits vielfach rezi-
piert und aufgegriffen worden ist [35], [42], [47], [48]. Die unterschiedlichen Aspekte 
des wahrgenommenen Wertes werden als Einflussfaktoren auf das Wertkonstrukt 
abgebildet. 
Als theoretischer Ausgangspunkt dient die oben bereits genannte Wertdefinition 
nach Zeithaml [43]. Zur theoretischen Fundierung des wahrgenommenen Wertes 
greift Zeithaml auf die Means-End Theory [21], [10] zurück. Zentrale Aussage dieser 
Theorie ist es, dass Menschen Konsumentscheidungen auf der Basis von Mittel-
Zweck-Relationen treffen, an deren Ende gewünschte End-Zustände stehen, die direkt 
mit den persönlichen Werten und Überzeugungen verknüpft sind. Die 
Konzeptualisierung des wahrgenommenen Wertes erfolgt über Nutzen- und Opfer-
komponenten. Nutzenkomponenten beziehen sich auf intrinsische (z.B. Produktfunk-
tionen) und extrinsische Attribute (z.B. Marken-Image) sowie auf individuelle Wert-
haltungen, die direkt in die Bewertung eingehen (z.B. Präferenz für Bequemlichkeit, 
soziales Ansehen). Die Opfer- oder auch Geben-Komponente bezieht sich sowohl auf 
monetäre als auch auf nicht-monetäre Aspekte (z.B. Zeit, Energie). Den Unterschied 
zwischen Qualität und wahrgenommenem Wert sieht Zeithaml [43] in zwei Aspekten. 
Zum einen ist der wahrgenommene Wert gegenüber der Qualität individueller und 
persönlicher und steht damit auf einem höheren kognitiven Niveau. Zum anderen 
werden für die Betrachtung der Qualität keine Opferkomponenten betrachtet. 
Soziale Netzwerkdienste sind Gegenstand intensiver Forschungsbemühungen [2]. 
Eine genauere Untersuchung des wahrgenommenen Wertes aus der Sicht der Benut-






enormen Verbreitung und zunehmenden ökonomischen Bedeutung sozialer Netz-
werkdienste, insbesondere für die Werbebranche, erscheint eine entsprechende Unter-
suchung gerechtfertigt. Zusätzliche Relevanz gewinnt die Untersuchung aus den 
Schwierigkeiten der Betreiber, nachhaltige Erlösmodelle darzustellen. Aus der Bezie-
hung zwischen dem wahrgenommenen Wert und entsprechenden Verhaltensvariablen 
können Rückschlüsse auf die Gestaltung des Erlösmodells gezogen werden. Im Fol-
genden werden Forschungsergebnisse zu sozialen Netzwerkdiensten referiert, die für 
die hier zu untersuchende Fragestellung besonders relevant erscheinen. 
Hu und Kettinger [17] schlagen ein Post-Adoptionsmodell für soziale Netzwerk-
dienste vor und fundieren ihr Modell durch die Expectation Confirmation Theory, die 
Social Exchange Theory, die Social Capital Theory sowie die Flow Theory. Im Mo-
dell werden Kosten und Nutzen sozialer Netzwerkdienste abgebildet und hinsichtlich 
ihres Einflusses auf die Nutzungsintention betrachtet. Im Hinblick auf die Zufrieden-
heit werden zwei Hauptkomponenten angenommen: der wahrgenommene Wert und 
die Flow-Erfahrung während der Nutzung. Der wahrgenommene Wert wird seiner-
seits durch zwei Faktoren bestimmt: den Informationswert und den Beziehungswert. 
Kosten entstehen demnach durch Bedienungsaufwand und Risiken. Eine 
Operationalisierung und empirische Prüfung des Modells wird durch die Autoren 
nicht geleistet. Kritisch ist anzumerken, dass die Konzeptualisierung des Wertes in 
diesem Modell einseitig auf utilitaristische Wertkomponenten ausgerichtet ist.  
Sledgianowski und Kulviwat [40] entwickeln ein auf dem Technology Acceptance 
Model (TAM) [6] basierendes Akzeptanzmodell für soziale Netzwerkdienste. In der 
empirischen Prüfung zeigen sich der spielerische Aspekt (Playfulness) und die kriti-
sche Masse als stärkste Einflussfaktoren auf die Nutzungsintention. Ein signifikanter 
Einfluss auf die Nutzungsintention konnte auch für das Vertrauen in den Dienst, die 
wahrgenommene Einfachheit sowie die wahrgenommene Nützlichkeit gemessen wer-
den. Lin und Lu [23] untersuchen die Gründe für die Nutzung sozialer Netzwerk-
dienste. Im Modell werden zwei Hauptdeterminanten für die Nutzungsintention ange-
nommen: das wahrgenommene Vergnügen und die wahrgenommene Nützlichkeit. 
Diese Determinanten werden ihrerseits durch dienstspezifische Variablen beeinflusst. 
Im empirischen Test zeigt sich das wahrgenommene Vergnügen gegenüber der wahr-
genommenen Nützlichkeit als stärkerer Einflussfaktor auf die Nutzungsintention. Die 
Anzahl persönlich bekannter Nutzer wurde als wichtigster Einflussfaktor für das 
wahrgenommene Vergnügen und die wahrgenommene Nützlichkeit bestimmt. 
In der kritischen Würdigung der durchgeführten Studien ist festzustellen, dass in 
keiner Untersuchung die Wechselkosten betrachtet werden, obwohl diesen aufgrund 
der intensiven Investitionen der Nutzer in den Aufbau einer virtuellen Identität eine 
besondere Bedeutung zukommt. Als abhängige Variable wird in den aufgestellten 
Modellen ausschließlich die Nutzungsintention untersucht. In keiner Studie werden 
Erlös-relevante Variablen betrachtet. 







3 Modellentwicklung und Hypothesenbildung 
Im letzten Abschnitt wurde dargelegt, dass der wahrgenommene Wert als Ergebnis 
eines kognitiven Prozesses verstanden werden kann, in dessen Verlauf Nutzen- und 
Kostenkomponenten abgewogen werden. Eine erste wichtige Determinante des wahr-
genommenen Wertes bezieht sich auf die wahrgenommene Nützlichkeit und damit 
den funktionalen Wert des sozialen Netzwerkdienstes. Der funktionale Wert wird in 
den meisten der vorzufindenden Wertkonzeptionen als eine Dimension des wahrge-
nommenen Wertes abgebildet [38], [35]. In den Untersuchungen der Nutzungsmotiva-
tionen sozialer Software und speziell sozialer Netzwerkdienste zeigt sich das Bezie-
hungsmanagement als wesentliche Funktion derartiger Anwendungen [2], [14], [22], 
[36]. Der Zweck der Nutzungshandlung besteht demnach primär darin, Aufbau und 
Einsatz des in andauernden Interaktionen gebildeten sozialen Kapitals zu unterstützen 
[7]. Dazu zählt sowohl die Pflege bestehender Beziehungen als auch die Anbahnung 
neuer Beziehungen. Weitere Funktionen, die das Beziehungsmanagement zum Teil 
unterstützen, betreffen die Darstellung der eigenen Person (Identitätsmanagement) 
und das Auffinden, Rezipieren und Verwalten von relevanten Informationen (Infor-
mationsmanagement). 
H1: Die wahrgenommene Nützlichkeit hat einen positiven Einfluss auf den wahr-
genommenen Wert. 
Die Kommunikation im Kontext sozialer Netzwerkdienste beschränkt sich freilich 
nicht auf den funktionsorientierten Informationsaustausch. Der Spaß an der elektro-
nisch vermittelten Interaktion und das Unterhaltungserleben erscheinen vielmehr als 
bedeutsame Aspekte der Benutzungserfahrung [23], [40]. Als zweite Determinante 
des wahrgenommenen Wertes kann daher das wahrgenommene Vergnügen ange-
nommen werden. Das wahrgenommene Vergnügen korrespondiert mit Konstrukten 
des emotionalen Wertes (Emotional/Hedonic Value), die sich ebenfalls in einer Reihe 
von Wertkonzeptionen als Dimension finden lassen [38], [15], [35]. Darüber hinaus 
stellt im Fall sozialer Netzwerkdienste die innere Haltung des Nutzers eine wichtige 
Voraussetzung für eine erfolgreiche Nutzungshandlung und damit die Nützlichkeit 
der Technologie dar. Die Aktivitäten der Beziehungs- und Imagepflege werden vor 
allem dann gelingen, wenn sie aus einer spontanen, freudvollen und kreativen Haltung 
heraus erfolgen. Das wahrgenommene Vergnügen hat demnach über die wahrge-
nommene Nützlichkeit auch einen indirekten Einfluss auf den wahrgenommenen 
Wert. Aus diesen Überlegungen ergeben sich die folgenden Hypothesen: 
H2: Das wahrgenommene Vergnügen hat einen positiven Einfluss auf den wahr-
genommenen Wert. 
H3: Das wahrgenommene Vergnügen hat einen positiven Einfluss auf die wahrge-
nommene Nützlichkeit. 
Mit Bezug auf die Kostenkomponente des wahrgenommenen Wertes können die 
Wechselkosten als dritte Determinante des wahrgenommenen Wertes angenommenen 
werden. In den Wechselkosten zeigen sich insbesondere die nicht-monetären Aspekte 
wie die aufgewendete Zeit und das abgebildete soziale Kapital [26], [18]. Bei einer 
Beendigung der Nutzung würden diese Werte verloren gehen und sind somit für die 






te des wahrgenommenen Wertes ergibt sich aus dem wahrgenommenen Risiko. Die 
Nutzer sozialer Netzwerkdienste geben im Rahmen der Nutzung die Kontrolle über 
persönliche Daten teilweise auf. Durch die Publikation solcher Daten entsteht ein 
Verlust an Privatsphäre, der vermutlich in die Evaluation des wahrgenommenen Wer-
tes als Kosten bzw. Opfer eingeht. Die Bedeutung des wahrgenommenen Risikos für 
den wahrgenommenen Wert wurde für den Bereich des eCommerce bereits durch 
Chen und Dubinsky [4] vermutet, konnte aber empirisch bisher nicht bestätigt wer-
den. Aus diesen Überlegungen ergeben sich die folgenden Hypothesen:  
H4: Die Wechselkosten haben einen positiven Einfluss auf den wahrgenommenen 
Wert. 
H5: Das wahrgenommene Risiko hat einen negativen Einfluss auf den wahrge-
nommenen Wert. 
Im Hinblick auf die Wirkungen des wahrgenommenen Wertes kann zum Ersten ein 
Einfluss auf die Nutzungsintention vermutet werden. Kunden, die der Anwendung 
einen Wert beimessen, wollen diese auch weiterhin nutzen. In diesem Zusammenhang 
kann zum Zweiten angenommen werden, dass der wahrgenommene Wert auch die 
Nutzungskonzentration beeinflusst. Mit steigender Wertwahrnehmung für einen spe-
zifischen Dienst sinkt relativ die Attraktivität anderer Dienste. Dieser Effekt kann 
insbesondere beim Vorhandensein hoher Wechselkosten als bedeutsam angenommen 
werden [44]. Dies rührt daher, dass dem Nutzer der Aufwand für den Aufbau und die 
Pflege entsprechender Profile und Beziehungen bewusst ist und er redundante Einga-
ben und Bemühungen nach Möglichkeit zu vermeiden sucht. Frühere Studien konnten 
bereits die Bedeutung des wahrgenommenen Kundenwertes für abhängige Variablen 
wie die Nutzungsintention bzw. die Kaufintention im Bereich des eCommerce zeigen 
[4], [29]. 
H6: Der wahrgenommene Wert hat einen positiven Einfluss auf die Nutzungsin-
tention. 
H7: Der wahrgenommene Wert hat einen positiven Einfluss auf die Nutzungskon-
zentration. 
Als dritte abhängige Variable, die für das Erlösmodell besonders relevant ist, soll 
die Zahlungsbereitschaft betrachtet werden. Es kann angenommen werden, dass Nut-
zer, die der Anwendung einen Wert beimessen, auch eine Zahlungsbereitschaft haben, 
um sie weiter nutzen zu können. Bauer et al. [31] konnten in einem Experiment eine 
durchschnittliche Zahlungsbereitschaft für ein Facebook-Profil von 9,45 EUR ermit-
teln. Die Studie von Pihlström und Brush [29] zeigte die Bedeutung verschiedener 
Wertdimensionen für die Zahlungsbereitschaft von mobilen Diensten. Lopes/Galletta 
[24] fanden, dass die erwarteten Vorteile – zweifellos ein wichtiger Aspekt des wahr-
genommenen Kundenwertes – gegenüber der technischen Qualität und der Reputation 
des Providers den stärksten Einfluss auf die Zahlungsbereitschaft für elektronische 
Inhalte haben. Theoretisch kann dieser Zusammenhang durch die Social Exchange 
Theory [8], [34] fundiert werden, wonach Menschen in einer Austauschbeziehung ein 
bestimmtes Austauschverhältnis anstreben, das sie als angemessen empfinden. 
Die Mehrzahl der Netzwerkdienste hat indirekte Erlösmodelle implementiert. Im 
Fall von Werbung wird die Zahlungsbereitschaft in Form eines gewissen Grads an 






Rezipieren entsprechender Werbeinformationen und die Eingabe individueller Daten. 
Das Bemühen um Ausgleich innerhalb der Beziehung zum Betreiber des sozialen 
Netzwerkdienstes sollte demnach dazu führen, dass der Nutzer eine Akzeptanz für 
Werbung entwickelt, insbesondere dann, wenn keine Nutzungsgebühr erhoben wird. 
Die Akzeptanz von Werbung wird daher als vierte abhängige Variable in das Modell 
aufgenommen. 
H8: Der wahrgenommene Wert hat einen positiven Einfluss auf die Zahlungsbe-
reitschaft. 
H9: Der wahrgenommene Wert hat einen positiven Einfluss auf die Akzeptanz von 
Werbung. 
Die Verwendung der Nutzerdaten zur Erlösgenerierung ist typischerweise für die 
Nutzer intransparent. Aus dieser Intransparenz der Auswertung und Nutzung der ge-
sammelten Daten ergeben sich Risiken für die Nutzer. Diese können nur sehr bedingt 
einschätzen, welche Konsequenzen sich aus der Analyse persönlicher Daten für Wer-
bezwecke ergeben. Es kann davon ausgegangen werden, dass die Wahrnehmung ent-
sprechender Risiken sich auf die Akzeptanz von Werbung auswirkt. Die Abbildung 1 
zeigt das entwickelte Forschungsmodell im Überblick. 




Abb. 1. Forschungsmodell mit Hypothesen 
4 Forschungsmethodik 
Auf der Basis des Stands der Forschung (siehe Abschnitt 2) wurde in Zusammenhang 
mit Konstrukt-Definitionen und Operationalisierungen aus der Literatur eine erste 
Version des Strukturmodells und der zugehörigen Messmodelle erstellt. Dabei wurde 
für alle Konstrukte eine reflektive Operationalisierung gewählt. Der resultierende 
Fragebogen wurde mit zwei Experten des Anwendungsbereichs diskutiert sowie mit 
vier Testpersonen auf Verständlichkeit und Inhaltsvalidität überprüft, woraus sich 






tionalisierungen für die Mehrzahl der Konstrukte und den durchgeführten Validierun-
gen kann von einer hohen Inhaltsvalidität ausgegangen werden. Die endgültige For-
mulierung der Indikatoren findet sich im Anhang (siehe Tabelle A.1). Alle Indikato-
ren wurden mit einer 7er-Likert-Skala gemessen (siehe Tabelle A.4). 
Für die Erhebung der Daten wurden Studierende der TU Berlin mit einem Flyer 
angesprochen, der einen Link auf einen elektronischen Fragebogen enthielt. Zu Be-
ginn der Befragung wurde jeweils nach dem am intensivsten genutzten sozialen 
Netzwerkdienst gefragt. Dieser wurde dann in die nachfolgenden Fragen eingesetzt. 
Die Teilnahme an der Befragung wurde durch einen Kaffee-Gutschein zusätzlich 
motiviert. Die Daten wurden im Zeitraum vom 20.04.2010 bis 25.05.2010 erhoben. 
An der elektronischen Befragung haben 251 Personen teilgenommen, 41 Personen 
haben den Fragebogen unvollständig beantwortet, 2 vollständige Datensätze wurden 
aufgrund offensichtlich fehlerhafter Antworten von der Auswertung ausgeschlossen. 
Insgesamt konnten damit 208 Datensätze in die Auswertung übernommen werden 
(N=208). Die Teilnehmer der Stichprobe sind zu 59% männlich, das Durchschnittsal-
ter liegt bei 25,5 Jahren. Die mittlere Nutzungsdauer beträgt 3,97 Jahre bei einer 
durchschnittlichen Nutzung von 6,9 Stunden in der Woche. Als am meisten genutztes 
soziales Netzwerk gaben 61,1% Facebook, 31,7% VZ-Netzwerke (StudiVZ, 
SchülerVZ, MeinVZ), 4,8% Xing und 2,4% andere Netzwerke an. 
Für die Auswertung des Strukturmodells wurde der Partial Least Square-Ansatz 
(PLS) gewählt [5]. Der PLS-Ansatz bietet verschiedene Vorteile gegenüber den 
kovarianzbasierten Verfahren. So stellt PLS nicht die Forderung nach Multinormal-
verteilung der Indikator-Variablen und liefert auch für vergleichsweise kleine Stich-
proben stabile Ergebnisse. Die Eigenschaften des PLS-Algorithmus verursachen ten-
denziell eine Unterschätzung der Beziehung zwischen den Konstrukten, die PLS-
Schätzung wird daher auch als konservativ bezeichnet [13]. Die Auswertung der Da-
ten erfolgte mit der Software SmartPLS, Version: 2.0.M3 [33]. 
5 Ergebnisse des empirischen Tests 
Zunächst wurden die reflektiven Messmodelle des Forschungsmodells validiert (siehe 
Tabelle 1). Alle standardisierten Faktorladungen der Indikatoren im Modell sind auf 
Gesamtmodell-Ebene signifikant, was als notwendige Bedingung der Konvergenzva-
lidität angesehen werden kann [1]. Vier Indikatoren wurden aufgrund zu geringer 
Faktorladung aus dem Modell eliminiert (siehe Tabelle A.1 im Anhang). Die 
Faktorladungen überschreiten bis auf zwei Ausnahmen (Indikator PR4 des wahrge-
nommenen Risikos mit 0,752 und Indikator UN1 der Nutzungskonzentration mit 
0,739) den Wert von 0,8 was auf ausreichende Konvergenzvalidität schließen lässt 
[13]. Die Diskriminanzvalidität wurde auf Basis der durchschnittlich extrahierten 
Varianz und der Interkonstrukt-Korrelationsmatrix (Tabelle A.2 im Anhang) bewer-
tet. Dabei überschritten alle Konstrukte den Richtwert für die durchschnittlich extra-
hierte Varianz von 0,5 [16]. Für die Interkonstrukt-Korrelationsmatrix zeigte sich, 
dass die durchschnittlich extrahierte Varianz jeder latenten Variable größer war als 






ablen im Modell (Fornell-Larcker-Kriterium, Tabelle A.3 im Anhang). Zur Beurtei-
lung der Konstruktreliabilität wurde die Composite Reliability bestimmt (siehe Tabel-
le 1) und festgestellt, dass alle Konstrukte einen Wert über dem Richtwert von 0,7 
besitzen [11]. Insgesamt konnte festgestellt werden, dass die Messmodelle der Kon-
strukte alle wesentlichen Validitäts- und Reliabilitätskriterien zufrieden stellend er-
füllten und somit verwendet werden konnten, um das Forschungsmodell zu testen. 


















1 Wahrg. Vergnügen 3 0,876-0,928 0,807 0,926 0,880 
2 Nutzungsintention 2 0,822-0,921 0,762 0,865 0,697 
3 Nutzungskonzentration 2 0,739-0,935 0,710 0,829 0,623 
4 Wahrg. Kundenwert 3 0,892-0,92 0,827 0,935 0,895 
5 Wahrg. Risiko 3 0,752-0,888 0,695 0,872 0,784 
6 Zahlungsbereitschaft 3 0,937-0,966 0,913 0,969 0,952 
7 Wechselkosten 3 0,875-0,937 0,817 0,93 0,887 
8 Werbe-Akzeptanz 3 0,826-0,875 0,721 0,886 0,808 
9 Wahrgen. Nützlichkeit 3 0,9-0,931 0,84 0,94 0,905 
* Alle Faktorladungen signifikant bei p<0,01 
 
Auf der Ebene des Strukturmodells (siehe Abbildung 2) zeigen sich zwei hoch-
signifikante Einflussfaktoren auf den wahrgenommenen Wert, zum einen die wahrge-
nommene Nützlichkeit (Pfadkoeffizient 0,737) und zum anderen die Wechselkosten 
(Pfadkoeffizient 0,201). Demgegenüber können für das wahrgenommene Vergnügen 
und das wahrgenommene Risiko keine signifikanten Einflüsse auf den wahrgenom-
menen Wert gemessen werden. Dies führt zur vorläufigen Annahme der Hypothesen 
H1 und H3 und zur Ablehnung der Hypothesen H2 und H5. Das wahrgenommene 
Vergnügen beeinflusst jedoch hoch-signifikant die wahrgenommene Nützlichkeit 
(Pfadkoeffizient 0,651). Die Hypothese H3 findet damit Bestätigung. Der wahrge-
nommene Wert wird durch das Modell auf einem hohen Niveau (R2 = 0,755) erklärt 
und zeigt hoch-signifikante Einflüsse auf alle abhängigen Variablen: Nutzungsinten-
tion (Pfadkoeffizient 0,606), Nutzungskonzentration (Pfadkoeffizient 0,460), Zah-
lungsbereitschaft (Pfadkoeffizient 0,234) und Akzeptanz von Werbung (Pfadkoeffi-
zient 0,243). Das wahrgenommene Risiko beeinflusst signifikant negativ die Akzep-
tanz von Werbung (Pfadkoeffizient -0,208). Damit können die Hypothesen H6, H7, 
H8, H9 und H10 vorläufig angenommen werden. Im Hinblick auf die erklärte Varianz 
der abhängigen Variablen werden die Nutzungsintention und die Nutzungskonzentra-
tion auf einem mittleren Niveau, die Zahlungsbereitschaft und die Akzeptanz von 








Abb. 2. Ergebnis der Datenanalyse 
6 Diskussion 
In der ersten Forschungsfrage des Beitrags wurde nach den Determinanten des wahr-
genommenen Wertes aus der Kundenperspektive gefragt. Bei der Betrachtung der 
empirischen Ergebnisse fällt zunächst auf, dass die wahrgenommene Nützlichkeit den 
wichtigsten Einflussfaktor auf den Wert darstellt. Soziale Netzwerkdienste werden 
von ihren Nutzern als Werkzeuge des Beziehungsmanagements eingesetzt und unter-
stützen die Bildung sozialen Kapitals [7]. Verschiedene Belohnungen, wie emotionale 
Unterstützung, die Mobilisierung von Hilfsleistungen im Netzwerk, inspirierende 
Informationen und Horizonterweiterungen sowie die Einbindung in Offline-
Aktivitäten motivieren und rechtfertigen die Nutzung [49]. Die Nützlichkeit sozialer 
Netzwerkdienste kann durch die systematische Integration weiterer Funktionen zur 
Unterstützung des Identitäts-, Beziehungs-, und Informationsmanagements erhöht 
werden [14], [36]. Beispiele ergeben sich etwa aus Funktionen zur Erfassung von 
Lebensläufen (Identitätsmanagement), automatisierte Anbahnung relevanter Kontakte 
(Beziehungsmanagement) oder die automatisierte Versorgung mit personalisierten 
und daher besonders relevanten Informationen (Informationsmanagement). Die in 
sozialen Netzwerkdiensten entstehende Datenstruktur eröffnet zahlreiche Möglichkei-
ten für weitere Wert-generierende Anwendungen. Insbesondere Facebook hat durch 
die Veröffentlichung einer Programmierschnittstelle und die Entstehung eines ent-
sprechenden Ökosystems diese Potenziale offenbart. Bekannte Beispiele für Anwen-
dungen bilden der Authentifizierungsdienst und die Integration des Like-Buttons in 
anderen Webseiten. 
Für das wahrgenommene Vergnügen konnte entgegen der Hypothese kein direkter 
Einfluss auf den wahrgenommenen Wert gemessen werden. Dies überrascht vor dem 
Hintergrund der Bedeutung des wahrgenommenen Vergnügens, die in früheren Studi-
en gezeigt werden konnte [23], [28], [40]. Ein Erklärungsansatz für dieses Ergebnis 






Nützlichkeit. Darin zeigt sich der indirekte Effekt der Erlebensqualität auf den wahr-
genommenen Wert. In der Benutzungserfahrung sozialer Netzwerkdienste sind Nütz-
lichkeit und freudvolles Erleben untrennbar miteinander verbunden. Eine spielerische, 
kreative Haltung kann dabei als Voraussetzung einer erfolgreichen Nutzungshandlung 
angesehen werden. Der Charakter des freudvollen Erlebens ist dabei von anderer Art 
als die unmittelbaren, intensiven Emotionen, die etwa in Computerspielen erlebt wer-
den. Der spielerische Aspekt kommt einerseits durch das Design der Funktionen zu-
stande, die zu spontanen Kommunikationsakten einladen und ein flüssiges Navigieren 
(Social Browsing) durch die Netzstruktur erlauben. Das leichtgängige Navigieren 
durch die verschiedenen Inhalte im Netzwerk kann dabei als gute Voraussetzung für 
das Erleben von Flow angesehen werden [3]. Andererseits konstituieren soziale 
Netzwerkdienste wie Facebook virtualisierte dritte Plätze [41], [32], [25], die durch 
eine offene, spontane, humorvolle, zum Teil frivole Kommunikationskultur gekenn-
zeichnet sind, und in deren Kontext Nutzer eine Vielzahl privater Informationen 
preisgeben. Eingebettet in die Nutzungspraktiken sind dabei auch spielerisch-kreative 
Elemente, wie etwa Interaktionen im Rahmen von Social Games [27]. Aus der wech-
selseitigen Bezogenheit der technischen (physische Distanz, Asynchronität, Integrati-
on verschiedener Medieninhalte) und sozialen Eigenschaften (Ausdrucksformen, 
Kommunikationsnormen u.ä.) des Interaktionsraums entsteht eine Differenz zu ande-
ren Interaktionsräumen, die den spezifischen Unterhaltungswert ausmacht. Nachfol-
gende Forschungen sollten im Detail klären, welche Aspekte der Nutzungspraktiken 
in welcher Weise zum freudvollen Erleben der Nutzer beitragen. 
Vor dem Hintergrund der Bedeutung des wahrgenommenen Vergnügens im Kon-
text sozialer Netzwerkdienste erscheint eine engere Integration mit virtuellen Welten 
potenzialreich. Durch die Möglichkeiten der Avatar-Interaktion und der räumlich-
ästhetischen Gestaltung persönlicher Räume können die Immersion und das Erleben 
sozialer Präsenz deutlich verstärkt werden. Andererseits können soziale Netzwerk-
dienste das Problem gefälschter Identitäten in virtuellen Welten mindern, da der Auf-
bau eines differenzierten Netzwerkprofils für die meisten Identitätsbetrüger zu hoch 
sein dürfte. Auf diese Weise trägt die Integration zur Vertrauensbildung in virtuellen 
Welten bei. Ein Beispiel für eine Integration bildet die virtuelle Welt Smeet, in der 
das Avatar-Profil mit einem Facebook-Profil verbunden werden kann. 
Bezüglich der Wechselkosten bestätigen die Ergebnisse die Annahme, dass das in 
der Plattform abgebildete soziale Kapital bzw. die gebildete soziale Identität eine 
wesentliche Wertkomponente darstellen. Im Falle sozialer Netzwerkdienste führen 
Benutzerinteraktionen auf natürliche und unvermeidbare Weise zu einer Erhöhung der 
Wechselkosten, da die elektronisch abgebildete Identität dadurch ständig weiter diffe-
renziert wird und auch die abgebildeten sozialen Beziehungen die individuelle Bedeu-
tung des Dienstes erhöhen. Daraus folgt, dass jede weitere Möglichkeit für die Benut-
zer, Daten über sich zu erfassen und an der Gestaltung ihrer Profile zu arbeiten, die 
Wechselkosten weiter erhöht. Die Integration sozialer Netzwerkdienste mit anderen 
Anwendungen wie etwa Social Games, virtuellen Welten oder auch Mashups von 
Funktionen in anderen Webseiten führen demnach nicht nur zu erhöhtem Kundennut-
zen sondern stärken auch die Bindung der Benutzer an den Dienst. Eine effektive 






traktion der elektronischen Identität für einen Wiederaufbau im Kontext eines anderen 
Dienstes ermöglicht.  
Die angenommene Wertschmälerung in Form wahrgenommener Risiken konnte 
nicht bestätigt werden. Dies deutet daraufhin, dass der individuelle Nutzen und die 
gefühlte Bindung den potenziellen Schaden durch den eingegangenen Kontrollverlust 
überwiegen. Die negative Wirkung der Risiken zeigt sich jedoch im Hinblick auf die 
Akzeptanz von Werbung. Dies kann so gedeutet werden, dass die Nutzer bei einer 
individuelleren Datenanalyse auch größere Gefahren für ihre Privatheit und informa-
tionelle Selbstbestimmung sehen. Nachfolgende Forschungen sollten klären, welche 
Faktoren die Risikowahrnehmung im spezifischen Kontext beeinflussen und welche 
Maßnahmen des Betreibers geeignet sind, die wahrgenommenen Risiken zu vermin-
dern und das Vertrauen zu stärken. 
Die zweite Forschungsfrage des Beitrags bezog sich auf die Wirkungen des wahr-
genommenen Wertes auf relevante Kundenverhaltensweisen. Diesbezüglich ist zu-
nächst zu konstatieren, dass der wahrgenommene Wert einen starken Einfluss auf die 
Intention zur weiteren Nutzung und die Nutzungskonzentration ausübt. Auch für die 
Zahlungsbereitschaft und die Akzeptanz von Werbung zeigt sich eine Beeinflussung 
durch den wahrgenommenen Wert. Dies bestätigt frühere Studien [4], [29] und unter-
streicht die Bedeutung der Konzeption des wahrgenommenen Wertes für das Mana-
gement hedonistischer Informationssysteme [45]. 
Bezüglich der Zahlungsbereitschaft zeigt das Modell eine geringe Erklärungsmäch-
tigkeit. Dies hat vermutlich damit zu tun, dass die Zahlungsbereitschaft für auf private 
Zwecke ausgerichtete soziale Netzwerkdienste insgesamt niedrig ausgeprägt ist und 
die Nutzer sich mit den überwiegend indirekten Erlösmodellen der Betreiber arran-
giert haben. Die Erklärung der Akzeptanz von Werbung fällt allerdings ebenfalls 
gering aus. Dies deutet daraufhin, dass die Werbeakzeptanz von weiteren Faktoren 
beeinflusst wird, die in nachfolgenden Forschungen genauer untersucht werden soll-
ten. In diesem Zusammenhang wäre insbesondere die Frage zu klären, welches Ver-
ständnis die Nutzer sozialer Netzwerkdienste von ihrer Gegenleistung an den Betrei-
ber haben und inwieweit die Benutzer den Dienst bewusst mit ihren Daten „bezah-
len“. Der negative Einfluss des wahrgenommenen Risikos auf die Akzeptanz von 
Werbung deutet daraufhin, dass es Nutzer gibt, die sensibel im Hinblick auf die Priva-
theit ihrer Daten sind. Im Zusammenhang mit anderen Forschungsergebnissen [12] 
kann dies als Beleg einer Zahlungsbereitschaft für die Nicht-Auswertung von Daten 
zu Werbezwecken interpretiert werden. 
Die vorliegende Studie unterliegt verschiedenen Limitationen. Die Studie kann 
aufgrund des Forschungsdesigns keinen Anspruch auf Repräsentativität für die Grup-
pe der Nutzer sozialer Netzwerkdienste erheben. Aufgrund der Datenerhebungsme-
thode können Verzerrungen nicht ausgeschlossen werden, da es sich um keine Zu-
fallsstichprobe handelt und das Sample sich ausschließlich auf Studierende der TU 
Berlin bezieht. Weiterhin kann nicht ausgeschlossen werden, dass das Antwortverhal-
ten durch verschiedene Aspekte des Fragebogen-Instruments selbst, etwa durch An-
nahmen zusammengehöriger Items, oder Annahmen hinsichtlich sozialer 
Erwünschtheit beeinflusst wurde [30]. Zur Milderung des Common Method Bias 






[19] folgend die Items im Fragebogen gemischt, so dass die Zugehörigkeit zu Kon-
strukten weniger offensichtlich ist. 
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Anhang 
Tabelle A.1. Indikatoren der Befragung 
Wahrgenommene Nützlichkeit (in Anlehnung an Davis [6]) 
PU1: Soziale Online-Netzwerke sind für mich eine nützliche Anwendung. 
PU2: Soziale Online-Netzwerke sind für mich ein nützlicher Dienst. 
PU3: Ich sehe für mich einen Nutzen in sozialen Online-Netzwerken. 
Wahrgenommenes Vergnügen (in Anlehnung an van der Heijden [45]) 
PE1: Soziale Online-Netzwerke zu benutzen finde ich unterhaltsam. 
PE2: Es macht mir Spaß Soziale Online-Netzwerke zu benutzen. 
PE3: Ich hab Freude dabei *Hauptnetzwerk* zu benutzen. 
Wahrgenommenes Risiko (Eigene Erstellung) 
PR1: Ich befürchte, dass Informationen in sozialen Online-Netzwerken über mich von anderen ausge-
wertet und gegen mich verwendet werden könnten. 
PR2: Ich befürchte, dass der Anbieter meines sozialen Online-Netzwerkes oder andere Personen meine 
Daten gegen meinen Willen auswerten. 
PR3: Die Nutzung von Sozialen Online-Netzwerken birgt Risiken für mich. † 
PR4: Ich sehe Gefahren im Gebrauch von Sozialen Online-Netzwerken.  
Wechselkosten (in Anlehnung an Kim und Son [18]) 
WK1: Ich würde etwas verlieren, wenn ich *Hauptnetzwerk* verlasse. 






WK3: Der Wechsel zu einer anderen Plattform ist für mich mit einem Verlust verbunden. 
WK4: Der Gedanke *Hauptnetzwerk* zu verlassen, ist für mich mit Verlust verbunden. 
Nutzungsintention (in Anlehnung an Davis [6]) 
NN1: Ich habe vor, *Hauptnetzwerk* auch in Zukunft zu nutzen. 
NN2: Ich beabsichtige, *Hauptnetzwerk* künftig [niemals | ein paar Mal im Jahr | ein Mal im  
Monat | mehrmals im Monat | ein Mal in der Woche | mehrmals in der Woche | jeden Tag] zu nutzen. 
Nutzungskonzentration (in Anlehnung an Kim und Son [18]) 
UN1: In anderen sozialen Netzwerken als *Hauptnetzwerk* bin ich weniger aktiv. 
UN2: Andere soziale Netzwerke als *Hauptnetzwerk* interessieren mich nicht. † 
UN3: Ich konzentriere mich vor allem auf ein soziales Netzwerk, das ich intensiv nutze. 
Zahlungsbereitschaft (in Anlehnung an Kim und Son [18]) 
ZB1: Ich würde *Hauptnetzwerk* auch dann nutzen, wenn ich einen geringen monatlichen Betrag dafür 
zahlen müsste. 
ZB2: Ich wäre auch bereit für soziale Online-Netzwerke etwas zu bezahlen. 
ZB3: Ich habe eine grundsätzliche Zahlungsbereitschaft für *Hauptnetzwerk*. 
Akzeptanz der Werbung (Eigene Erstellung) 
AW1: Ich akzeptiere die Einblendung von Werbung bei *Hauptnetzwerk*. 
AW2: Ich verstehe, dass sich soziale Online-Netzwerke über die Einblendung von Werbung finanzieren 
müssen. † 
AW3: Ich finde es in Ordnung, dass in sozialen Online-Netzwerken Werbung eingeblendet wird. 
AW4: Die Einblendung von Werbung in *Hauptnetzwerk* finde ich störend. (invertiert) 
Wahrgenommener Wert (Eigene Erstellung) 
CVP1: Der Dienst von *Hauptnetzwerk* hat für mich einen Wert. 
CPV2: Ich sehe soziale Online-Netzwerke für mich als eine wertvolle Dienstleistung an. 
CVP3: Ich messe dem Dienst von Sozialen Netzwerk-Anwendungen einen Wert bei. 







Tabelle A.4. Aufbau der verwendeten 7-Likert-Skala 
Tabelle A.2. Interkonstrukt-Korrelationen 
 1 2 3 4 5 6 7 8 9 
1 1 0 0 0 0 0 0 0 0 
2 0,602 1 0 0 0 0 0 0 0 
3 0,328 0,402 1 0 0 0 0 0 0 
4 0,563 0,606 0,460 1 0 0 0 0 0 
5 -0,073 -0,150 0,069 -0,052 1 0 0 0 0 
6 0,011 0,067 0,094 0,233 -0,088 1 0 0 0 
7 0,436 0,540 0,526 0,639 -0,062 0,181 1 0 0 
8 0,131 0,111 0,195 0,254 -0,221 0,188 0,151 1 0 
9 0,651 0,639 0,444 0,852 -0,002 0,112 0,595 0,185 1 
1 = Wahrgenommenes Vergnügen, 2 = Nutzungsintention, 3 = Nutzungskonzentration, 4 = Wahrgenommener 
Kundenwert, 5 = Wahrgenommenes Risiko, 6 = Zahlungsbereitschaft, 7 = Wechselkosten, 8 = Werbe-Akzeptanz, 
9 = Wahrgenommene Nützlichkeit 
Tabelle A.3. Fornell-Larcker-Kriterium 
 1 2 3 4 5 6 7 8 9 
1 0,807 0 0 0 0 0 0 0 0 
2 0,36 0,762 0 0 0 0 0 0 0 
3 0,11 0,16 0,710 0 0 0 0 0 0 
4 0,32 0,37 0,21 0,827 0 0 0 0 0 
5 0,005 0,02 0,005 0,003 0,695 0 0 0 0 
6 <0,001 0,005 0,008 0,05 0,008 0,913 0 0 0 
7 0,19 0,29 0,28 0,41 0,004 0,03 0,817 0 0 
8 0,02 0,01 0,04 0,06 0,05 0,04 0,02 0,721 0 
9 0,42 0,41 0,2 0,72 <0,001 0,01 0,35 0,03 0,84 
1 = Wahrgenommenes Vergnügen, 2 = Nutzungsintention, 3 = Nutzungskonzentration, 4 = Wahrgenommener 
Kundenwert, 5 = Wahrgenommenes Risiko, 6 = Zahlungsbereitschaft, 7 = Wechselkosten, 8 = Werbe-Akzeptanz, 
9 = Wahrgenommene Nützlichkeit 
In der Diagonalen: Durchschnittlich erfasste Varianz (DEV) des Konstrukts, Unterhalb der Diagonalen: qua-
drierte Inter-Konstrukt-Korrelatione 
1 2 3 4 5 6 7 
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Abstract. Existierende Bewertungsmethoden sind für die frühen Phasen des In-
novationsprozesses ungeeignet. Der vorliegende Beitrag stellt eine neue Evalua-
tionsmethode – Attributive Idea Evaluation (AIE) – zur kollektiven Bewertung 
von Service Innovationen in Unternehmen vor. Der Fokus besteht hierbei darin, 
die Mitarbeiter als Innovationscommunity auf eine möglichst einfache Art und 
Weise in die Bewertung einzubeziehen. AIE ist eine Methode, die durch ver-
schiedene vordefinierte Kriterien auf den Einbezug des breiten Mitarbeiterwis-
sens abzielt. Die reine Zuweisung der geeignetsten Attribute zu einer Idee er-
laubt dabei eine intuitive und schnelle Bewertung. Ein Vergleich sowie eine 
Rangfolge der Ideen werden durch die zugewiesenen numerischen Werte – die 
mit dem Erfolgspotenzial korrelieren – ermöglicht. Die vorgestellte Bewer-
tungsmethode überzeugte zum einen bei einer qualitativen Evaluation durch die 
Erfüllung entsprechender Anforderungen an Bewertungsmethoden in den frü-
hen Phasen des Innovationsprozesses. Zum anderen zeigte die Methode verläss-
liche Ergebnisse beim Einsatz zur Bewertung diverser Service Innovationen in 
einem großen deutschen Dienstleistungsunternehmen. 
Keywords: Innovationsmanagement, Innovationsbewertung, 
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1 Einleitung 
Innovationen stellen die Grundlage für Unternehmen dar, entsprechende Wettbe-
werbsvorteile und Wachstum zu realisieren [4], [12]. In den letzten Jahren hat sich 
gezeigt, dass eine Öffnung der Innovationsaktivitäten über Unternehmensgrenzen 
hinweg ein erfolgversprechender Ansatz ist. Dies wird als „Open Innovation“ be-
zeichnet [4], [7]. Hierauf aufbauend wird seit kurzer Zeit ein weiterer Wechsel beo-
bachtet. Unternehmen merken zunehmend, dass innerhalb ihres Unternehmens – aber 
außerhalb der Forschungs- und Entwicklungsabteilungen – großes Wissenspotenzial 
existiert, das im Rahmen von Innovationsaktivitäten entsprechend genutzt werden 
sollte. Aus diesem Grund erhält die Integration von Mitarbeitern und deren Motivati-






Grundsätzlich bestehen Innovationsprozesse aus vier Phasen: der Ideengenerierung 
und -sammlung, der Ideenentwicklung, der Ideenbewertung und der Selektion der 
vorhanden Ideen [3]. Die Ideenbewertung stellt dabei eine der wichtigsten Phasen dar. 
Sie liefert Ergebnisse, die im Rahmen der Selektion herangezogen werden und ist 
damit für die Zuweisung der Unternehmensressourcen verantwortlich. Die ohnehin 
knappen Ressourcen sollten aber nicht für die Weiterentwicklung aussichtsloser Ideen 
verschwendet werden [5], [11]. Die Bedeutung der Bewertung wird bei der Betrach-
tung entsprechender Statistiken umso deutlicher: Nur ein kleiner Teil, ca. 6% aller 
Ideen bzw. 14% der als erfolgsversprechend identifizierten Ideen erlangen wirtschaft-
lichen Erfolg [12], [15]. Durch die Untersuchung der Ideen und der damit verbunde-
nen Entscheidung und Auswahl sind Bewertungsmethoden für den zukünftigen Erfolg 
und die Wettbewerbsfähigkeit von Unternehmen verantwortlich. 
2 Grundlagen, Motivation und Zielsetzung 
Die Ergebnisse von Kerka et al. [12] zum Thema Innovationsbewertung zeigen eine 
Forschungslücke und unterstreichen den Forschungsbedarf im Bereich der Ideenbe-
wertung in frühen Phasen des Innovationsprozesses. Neben der Erkenntnis, dass der 
Frage nach dem Design und der Integration von Bewertungswerkzeugen vergleichs-
weise wenig Beachtung geschenkt wurde, zeigen die Ergebnisse ebenso, dass das 
größte Problem bei der Bewertung in einer unzureichenden Differenzierung besteht. 
Ideen werden – unabhängig von ihrem Reifegrad – immer auf die gleiche Art und 
Weise betrachtet. Dies wird durch den viel zu frühen Einbezug von monetären Aspek-
ten in die Bewertung zusätzlich verstärkt. Die vierte wesentliche Erkenntnis der Stu-
die zeigt, dass eines der wichtigsten zehn Probleme der Ideenbewertung das Fehlen 
geeigneter Bewertungsmethoden ist. Dies trifft vor allem auf die frühen Phasen des 
Innovationsprozesses zu, wo die existierende Methoden nicht geeignet sind, auf die 
speziellen Anforderungen des „fuzzy front end“ – der ganz frühen Phasen des Innova-
tionsprozesses [25] – einzugehen. 
Ziel des vorliegenden Beitrags ist es, diese Forschungslücke durch die Einführung 
einer neuen Bewertungsmethode, der „Attributive Idea Evaluation“ (AIE) zu schlie-
ßen. AIE zielt darauf ab, das bestehende kollektive Wissen der Mitarbeiter in die Be-
wertung einzubeziehen und bietet die Möglichkeit, dieses Wissen einfach zu aggre-
gieren [23]. Der Fokus besteht darauf, kollektives Wissen durch den Einbezug der 
Mitarbeiter als Innovationscommunity zu nutzen. Die Ideenbewertung wird dadurch 
verbessert und verschiedene Sichtweisen auf die Ideen und Aspekte der Ideen werden 
einbezogen. 
Um die Einsetz- und Anwendbarkeit der Methode nachzuweisen, wird sie neben 
einer qualitativen Analyse auch dem Praxiseinsatz unterzogen. Hierbei wird die Me-
thode zur Ideenbewertung bei einem großen deutschen Dienstleistungsunternehmen 
im Raum München eingesetzt. Die Bewertung von Ideen im Rahmen dieses Szenarios 







Der Beitrag ist wie folgt strukturiert: Das nachfolgende Kapitel beschreibt das 
verwendete Forschungsdesign, mit dem die AIE-Methode entwickelt und hinsichtlich 
ihrer Einsetz- und Anwendbarkeit untersucht wurde. Anschließend werden grundsätz-
liche Anforderungen an Methoden zur Bewertung von Ideen speziell in den frühen 
Phasen des Innovationsprozesses extrahiert, untersucht und beschrieben. Hierauf auf-
bauend wird AIE theoretisch beschrieben und die Umsetzung eines Artefakts im 
Rahmen einer IT-Applikation vorgestellt. Mithilfe der umgesetzten Methoden wurde 
AIE im Rahmen von zwei Experimenten evaluiert. Die Ergebnisse dieser Evaluatio-
nen werden im vorletzten Kapitel vorgestellt, bevor der Beitrag mit einer Zusammen-
fassung und einem Ausblick zur weiteren Forschung schließt.  
3 Forschungsdesign 
Die Entwicklung, Umsetzung und Evaluation der Bewertungsmethode erfolgte als 
Teil eines universitätsübergreifenden Forschungsprojekts, das auf die IT-
Unterstützung innerbetrieblichen Innovationsmanagements ausgerichtet ist. Zur Gene-
rierung wurde ein „Design Science“ Ansatz gewählt. Dieser ganzheitliche Ansatz hilft 
dabei, die Bewertungsmethode theoretisch zu gestalten, IT-seitig umzusetzen und 
hinsichtlich ihrer Einsetz- und Anwendbarkeit sowie Akzeptanz zu untersuchen. In 
Anlehnung an Hevner et al. [10] ist das Ziel von Design Science: “to extend the 
boundaries of human problem solving and organizational capabilities by providing 
intellectual as well as computational tools”. Zu diesem Zweck schlagen Hevner et al. 
sieben Leitlinien zur gestaltungsorientierten Forschung vor, die Forschungsprojekte 
beachten sollen. 
Tabelle 1 zeigt und beschreibt diese Leitlinien und erläutert die entsprechenden 
Aktivitäten, die bei der Entwicklung und Evaluation von AIE durchgeführt wurden. 
4 Attributive Idea Evaluation 
4.1 Anforderungen an Ideenbewertungsmethoden 
Das oberste Ziel der Ideenbewertung ist die Auswahl und Ausmusterung von Ideen 
[1], [5], [14]. Damit liegt die erste Anforderung darin, die Basis für go/kill-
Entscheidungen hinsichtlich des Erfolgspotenzials einzelner Ideen zu liefern. Bothos 
et al. [3] listen fünf Anforderungen an Bewertungsmethoden auf, die beachtet werden 
sollten: 






Tabelle 1. Forschungsdesign - Design Science Leitlinien und entsprechende Aktivitäten 
Leit-
linie 













Forschung im Bereich der Design 
Science muss ein funktionsfähiges 
Artefakt in Form eines Konstrukts, 
eines Models, einer Methode oder 
einer Instanz erzeugen. 
Eine neue Methode zur Bewertung von Ideen im 
Rahmen des Innovationsmanagements wird 











 Ziel der Design Science Forschung ist 
die Entwicklung technologiebasierter 
Lösungen für relevante und wichtige 
Unternehmensprobleme. 
Ein wesentliches Problem im Bereich der Ideen-
bewertung ist das Fehlen geeigneter Methoden. 
Dies ist besonders in frühen Phasen des Innovati-











Der Nutzen, die Qualität und die 
Effizienz der Artefakte muss anhand 
entsprechender Evaluationsmethoden 
sorgfältig demonstriert werden. 
Neben einer deskriptiven Designevaluation wird 
ein kontrolliertes Experiment mit einem großen 
deutschen Dienstleistungsunternehmen durchge-
führt. Ziel ist die Untersuchung des Nutzens, der 










 Effektive Design Science-Forschung 
muss einen klaren und nachweisbaren 
Beitrag in den Bereich der 
Artefaktentwicklung, Entwicklungs-
grundlagen und/ oder Entwicklungs-
methoden liefern. 
AIE stellt eine völlig neue Methode zur Ideenbe-
wertung in frühen Phasen des Innovationsprozes-
ses dar. Um die Realisierbarkeit der Methode 
nachzuweisen, wird diese als IT-Applikation 
umgesetzt. Damit stellt neben der theoretischen 












 Design Science-Forschung unterliegt 
der strengen Anwendung von Metho-
den, sowohl in der Erstellung als auch 
in der Evaluation der Artefakte. 
Neben einer Literaturanalyse zur Identifikation 
der Forschungslücke und der grundsätzlichen 
Anforderungen an Bewertungsmethoden in frü-
hen Phasen des Innovationsprozesses, werden 
entsprechende Forschungsmethoden auch zur 
Evaluation des Nutzen, der Qualität und der 

























 Um das gewünschte Ergebnis zu 
erreichen, erfordert die Suche nach 
wirkungsvollen Artefakten den Ein-
satz geeigneter Mittel, während Be-
sonderheiten des Problembereichs 
beachtet werden. 
AIE wird zunächst theoretisch entwickelt und in 
der Folge durch neue Erkenntnisse und Konzept-
Workshops kontinuierlich angepasst. Anschlie-
ßend wird die Methode im Rahmen einiger Test- 
























Design Science-Forschung muss 
sowohl für das technologieorientierte 
als auch das betriebswirtschaftliche 
Publikum verständlich dargestellt 
werden. 
Neben einigen Workshops mit Unternehmens-
partnern im Rahmen der Entwicklung und zur 
Kommunikation der Methode, wird AIE in wis-








Cooper [5] und Poh et al. [19] liefern weitere Voraussetzungen, welche die Wichtig-
keit des Einbezugs von Objektivität, Risiko und Unsicherheit unterstreichen. Daher 
sollten Bewertungsmethoden einfach zu verstehen und einzusetzen sein, gleichzeitig 
aber auch die Möglichkeit zur Integration des Wissens diverser Experten ermögli-
chen. Darüber hinaus ist es notwendig, dass Bewertungsmethoden sich entweder auf 
qualitative oder quantitative Daten beziehen, wobei die Daten einfach zu beschaffen 
sein sollen. Der letzte wesentliche Punkt bezieht sich auf die nötigen monetären Aus-
gaben sowie der benötigten Zeit zur Durchführung einer Bewertung. Vor dem Hinter-
grund der Entwicklung einer Methode für das fuzzy front end und der Tatsache, dass 
Kerka et al. [12] den zu frühen Einsatz finanzieller Bewertungen kritisieren, liegt es 
nahe, dass im vorliegenden Fall auf qualitative Daten gesetzt werden muss. 
Unter Berücksichtigung der speziellen Anforderungen in den frühen Phasen des 
Innovationsprozesses, leitet sich die wichtigste Anforderung aus der großen Anzahl 
der zu bewertenden Ideen ab [9]. Dies ist eng verbunden mit der benötigten Zeit zur 
Bewertungsdurchführung, da eine große Anzahl an Ideen nur bewertet werden kann, 
wenn die Zeit zur Bewertung einer Idee kurz ist. 
Ozer [17] zeigt, dass die Integration einer Vielzahl von Teilnehmern zu einer we-
niger voreingenommene und akkuratere Bewertung führt. Aus diesem Grund sollte 
versucht werden, eine möglichst große Anzahl an Bewertern einzubeziehen. Dies 
wird eine objektivere und von individuellen Präferenzen unbeeinflusste Bewertung 
ermöglichen, was für Ergebnisse enorm wichtig ist [12], und den Bedarf einer einfa-
chen, intuitiven und verständlichen Methode zusätzlich stützt. Zwei weitere grundle-
gende Anforderungen, die aus dem Einbezug einer möglichst breiten Masse resultie-
ren, sind die Motivationsfunktion zur Teilnahme sowie die Anreizfunktion zur Preis-
gabe der wahren Einschätzung [22]. Reine Teilnahmeanreize führen möglicherweise 
zu unzureichenden Bewertungsergebnissen. 
Die letzten Anforderungen an die Bewertungsmethode leiten sich aus spezielleren 
Anforderungen der frühen Phasen des Innovationsprozesses ab. Neben der großen 
Unsicherheit und dem Risiko sollten Bewertungsmethoden hier auch Feedback lie-
fern. Ideen in einem frühen Stadium haben meist einen noch sehr niedrigen Reifegrad, 
so dass Bewertungsmethoden hier auch potenzielle Implikationen sowie Verbesse-
rungspotenziale aufzeigen sollten [18]. 
Die folgende Liste fasst alle Anforderungen zusammen, die an Methoden zur Be-
wertung von Ideen in den frühen Phasen des Innovationsprozesses gestellt werden: 






 Bewertung verschiedener Innovationsarten unterstützen 
4.2 Theoretischer Aufbau von AIE 
Der theoretische Aufbau von AIE wird in drei Teilbereichen erläutert. Zunächst wird 
die Aufgabe der teilnehmenden Bewerter skizziert. Hierauf aufbauend werden die 
Eigenschaften der Methode beschrieben, die einen Vergleich der Ideen und damit das 
Aufstellen einer Rangfolge ermöglichen. Abschließend wird der Mechanismus vorge-
stellt, der die Teilnehmer zur Partizipation motiviert. 
Da AIE zwanzig Attribute zur Charakterisierung von Ideen bereitstellt, ist sie in 
erster Linie eine Mehrkriterien-Methode. Der Unterscheid zu herkömmlichen Mehr-
kriterien-Methoden (z. B. Scoring) besteht darin, dass die Teilnehmer nicht dazu auf-
gefordert werden, jedes Kriterium mit einem Score zu versehen, sondern lediglich 
drei der zwanzig Attribute einer Idee zuordnen müssen. Dabei kann das gleiche Attri-
but auch mehreren Ideen zugewiesen werden, was zu einer Unabhängigkeit hinsicht-
lich der Anzahl zu bewertender Ideen führt. Das Ergebnis ist dann die Beschreibung 
einer Idee durch ein bestimmtes Set an – von verschiedenen Bewertern – zugewiese-
nen Attributen. 
Durch das Zuweisen von Attributen kann AIE als ein kollektiver Tagging-Ansatz 
angesehen werden. Ziel des kollektiven Tagging ist es, Inhalte für zukünftige Naviga-
tion oder Suche zu organisieren [8]. AIE zielt im Gegensatz dazu aber auf die Bewer-
tung von Ideen ab, so dass auf Basis der Ergebnisse eine go/kill-Entscheidung getrof-
fen werden kann. Hierzu wird im Vorfeld der Bewertung jedem einzelnen Attribut ein 
entsprechender numerischer Wert zugewiesen. Die Attribute stellen letztlich nur lin-
guistische Variablen dar, die unterschiedlich stark mit dem erwarteten wirtschaftli-
chen Erfolg von Ideen korrelieren. Hierbei werden sowohl positive als auch negative 
Werte zugelassen, so dass der Betrag die Stärke der Wirkung im Vergleich zu andern 
Attributen darstellt. Hierbei ist es notwendig, dass sich jedes Unternehmen mit der 
Festlegung der Attribute und der entsprechenden Werte beschäftigt, da die Bedeutung 
einzelner linguistischer Ausdrücke von Unternehmen zu Unternehmen stark variieren 
können. Dies ist meist von der einzelnen Kultur oder auch von der gewählten Strate-
gie abhängig. Wichtig ist zu erwähnen, dass die Bewerter lediglich den linguistischen 
Term, nicht aber die hinterlegten numerischen Werte sehen. 
Mithilfe der numerischen Werte ist es möglich, den Gesamtscore jeder Idee zu er-
rechnen. Dieser ergibt sich durch die Summe aller Werte der zugordneten linguisti-
schen Attribute. Der Gesamtscore bietet dann die Möglichkeit, eine Rangfolge aller 
Ideen aufzustellen und so die Ideen miteinander zu vergleichen. Die genauere Be-
trachtung einer Idee ist durch eine Analyse der Attribute möglich. Auf Basis der zu-
gewiesenen Attribute lassen sich schnell Schwachstellen oder Verbesserungspotenzia-
le identifizieren. 
Um die Ergebnisqualität von AIE zu erhöhen und die Motivation der Teilnehmer 
zu steigern, wurde die Methode um ein spieltheoretisches Element erweitert. Auf 
diese Weise soll eine objektivere Bewertung ermöglicht werden. Der sogenannte 
„Beauty-Contest“ von Keynes [13] stellt hierzu ein geeignetes Instrument dar. Dieses 






der Vergangenheit vor allem durch ihre akkuraten Zukunftsprognosen überzeugen 
konnten [6], [21], [22], [24]. Der Beauty-Contest besagt, dass der Erfolg auf Finanz-
märkten davon abhängt, wie gut man selbst die Beurteilung des Marktes durch die 
anderen Marktteilnehmer einschätzt [2]. Demnach werden genaue Vorhersagen zu-
künftiger Ereignisse (z. B.: Wahlergebnisse) eher durch die Antizipation des Verhal-
tens Anderer als durch subjektives und voreingenommenes Wissen erreicht. 
Dieser spieltheoretische Ansatz liegt AIE ebenfalls zugrunde. Bewerter sollen 
hierbei die Attribute wählen, von denen sie ausgehen, dass auch die anderen Teilneh-
mer sie wählen werden. Die verbessert die Bewertungsmethode auf zwei Arten: Zum 
einen wird Subjektivität durch Objektivität ersetzt, so dass eine höhere Reliabilität der 
Ergebnisse zu erwarten ist und die Bewertungsqualität steigt. Zum anderen kann ein 
Gewinner – der Teilnehmer, der die allgemeine Meinung am ehesten getroffen hat – 
berechnet werden. Hierbei ist nicht zu vernachlässigen, dass durch diese des Anreizes 
ebenfalls ausreichend Motivation zur Preisgabe der wahren Einschätzung gegeben 
wird. 
4.3 Überführung der Methode in eine IT-Applikation 
Die entwickelte und zuvor beschriebene Ideenbewertungsmethode wurde als eigen-
ständiges Plug-in im Rahmen eines universitätsübergreifenden Forschungsprojekts 
implementiert. Die Architektur der Open-I-Plattform ist in Reinhardt et al. [20] be-
schrieben. 






Abbildung 1 zeigt einen Screenshot von AIE. Durch die Entwicklung von AIE als 
eigenständiges Plug-in, konnte die Anwendung ebenfalls mit geringem Aufwand 
außerhalb der Plattform verwendet werden. 
Im Rahmen der eingesetzten Open-I Plattform werden drei Entwicklungs- und drei 
Bewertungsphasen unterschieden. Der Einsatz der AIE-Methode über verschiedene 
Phasen hinweg kann entsprechende Veränderungen sichtbar machen. Die Phasen sind 
in Abbildung 1 in Form der einzelnen Reiter dargestellt. Die Anzahl von Attributen, 
die zugewiesen werden sollen, lässt sich im Administrationsbereich festlegen. An-
schließend können die Teilnehmer die Attribute via Drag-and-Drop in das vorgesehen 
Feld verschieben oder durch einen Klick auf das „+“ hinzufügen bzw. später durch 
einen einfachen Klick auf das „x“ wieder entfernen. Sobald die richtige Anzahl an 
Attributen im Auswahlbereich hinterlegt ist, wird der „Submit“-Button aktiviert und 
der Bewerter kann seine Bewertung abgeben. 
Die Applikation bieten den Teilnehmern neben der zur Zuordnung von Attributen 
auch die Möglichkeit den aktuellen Bewertungsstatus einzusehen. Dies kann aller-
dings erst nach der Zuordnung erfolgen, da ansonsten die Ergebnisse verfälscht wer-
den würden. Die Statistiken zum aktuellen Bewertungsstatus zeigen neben einer grafi-
schen Auswertung der zugewiesenen Attribute auch den derzeitigen Gewinner. Ad-
ministratoren stehen zusätzlich vertiefende Optionen zur Analyse zu Verfügung, um 
die entsprechenden Daten hinsichtlich einer folgenden go/ kill-Entscheidung zu unter-
suchen: 
 Ideenvergleich: Gibt einen Überblick über alle bewerteten Ideen, so dass der abso-
lute und durchschnittliche Score sowie die absolute Häufigkeit eines bestimmten 
Attributes betrachtet werden kann.  Phasenvergleich: Ermöglicht einen Vergleich der absoluten oder relativen Scores 
einer Idee über verschiedene Phasen hinweg sowie die absolute Häufigkeit eines 
bestimmten Attributes, so dass der Betrachter erkennen kann, wie sich die Ideen 
über die Zeit entwickelt hat.  Ideenuntersuchung: Auf Basis der absoluten Häufigkeit bestimmter Attribute las-
sen sich Rückschlüsse auf etwaige Schwachstellen und/ oder Verbesserungspoten-
ziale identifizieren. 
Zusätzlich zu diesen Ideen-basierten Auswertungen wurde auch eine Statistik der 
Teilnehmer realisiert. Hierbei lassen sich Fragen wie z. B. “Wie oft an eine bestimmte 
Person an Bewertungen teilgenommen?” oder „Wie oft hat ein bestimmter Bewerter 
gewonnen?“ beantworten, so dass die Identifikation potenzieller Experten für weitere 
Bewertungs- oder Auswahlzwecke möglich ist. 
5 Validierung 
5.1 Deskriptive Designevaluation 
Das Vorgehen der deskriptiven Designevaluation eignet sich besonders um den Nut-






wird die AIE-Methode hinsichtlich der Erfüllung von Anforderungen an Ideenbewer-
tungsmethoden vergleichen. Diese Anforderungen entstammen einer intensiven Lite-
raturanalyse und sind in Kapitel 4.1 dargestellt.  
Tabelle 2 zeigt das Ergebnis der Evaluation von AIE. Hierbei ist anzumerken, dass 
diese Ergebnisse ebenfalls durch Interviews mit Unternehmenspartnern und Wissen-






Tabelle 2. Ergebnis der deskriptiven Designevaluation von AIE 






Die Möglichkeit einen Gesamtscore für jede Idee zu er-
rechnen wird durch die Zuweisung nummerischer Werte zu 





Einzelne Ideen können in kürzester Zeit parallel durch 
mehrere Teilnehmer bewertet werden, so dass die Bewer-




Das Zuweisen charakterisierender Attribute zu einzelnen 




Durch die Umsetzung der Methode als IT-Applikation ist 
es einfach möglich, eine große Anzahl an Teilnehmer parti-
zipieren zu lassen. Die nummerischen Werte ermöglichen 




Das Zuordnen der zutreffendsten Attribute zu einer Idee ist 
eine einfache und intuitiv anwendbare Aufgabe, die durch 
eine IT-Applikation unterstützt wird. Darüber hinaus wird 
keine tiefergehende Analyse der Ideen erwartet und die 







Die Integration des spieltheoretischen Models (“Beauty-
Contest”) ermöglicht die Ausgabe eines Gewinners. Teil-
nehmern wird neben einem Anreiz zur Teilnahme ebenfalls 
einer zur Preisgabe der wahren Einschätzung und zum 






AIE basiert vollständig auf einer qualitativen Bewertung, 





der Ideen geben 
Durch die Auswahl geeigneter Attribute ermöglicht AIE 
die Identifikation von Schwachstellen. Die entstehende 
Rückmeldung ist allerdings nicht ausreichend, um entspre-




Auf Basis der verwendeten und zugeordneten Attribute 





Durch das Herunterbrechen verschiedener Zielvorgaben in 
geeignete Attribute ist es möglich, diese im Rahmen von 





AIE bietet die Möglichkeit, Attribute zu Beginn festzule-
gen. Dadurch kann die Methode auf verschiedene Unter-
nehmen oder auch Innovationstypen angepasst werden. 
Durch den Einsatz entsprechender Innovationstyp-
abhängiger Attribute lassen sich demnach auch verschiede-








5.2 Experimentelle Designevaluation 
Vorbereitung. Neben der deskriptiven Designevaluation wird AIE ebenfalls in Rah-
men eines Experiments einer Validierung unterzogen. Das Experiment wird zusam-
men mit einem großen deutschen Dienstleistungsunternehmen mit dem Ziel durchge-
führt, die Praxistauglichkeit von AIE im Innovationsumfeld eines Unternehmens zu 
überprüfen. 
Tabelle 3. Attribute und zugehörige nummerische Werte für Experiment I 
Positive Attribute  Negative Attribute 
gewinnträchtig +3  kostenträchtig -3 
neuartig +1  bereits bekannt -2 
umsetzbar +3  realitätsfremd -2 
birgt Potenzial +1  riskant -2 
ausgereift +2  entwicklungsbedürftig -2 
finanzierbar +2  zu teuer -3 
originell +1  einfallslos -1 
begeisternd +2  langweilig -1 
nachhaltig +1  kurzlebig -1 
nützlich +2  unnötig -1 
 
Zunächst werden für beide Experimente die entsprechenden Attribute sowie die zuge-
hörigen nummerischen Werte festgelegt.Tabelle 3 zeigt die Attribute, die hierbei in 
mehreren Workshops mit Mitarbeitern der Innovationsabteilung des deutschen 
Dienstleistungsunternehmens erarbeitet wurden. Innerhalb der Workshops wurde 
beschlossen, dass es nicht zu jedem positiven Attribut ein entsprechendes negatives 
Pendant geben muss und dass die nummerischen Werte im Bereich von -3 bis +3 
liegen sollen. Bei der Auswahl der Attribute und der Zuweisung der nummerischen 
Werte ist letztlich darauf zu achten, dass Ausgewogenheit hinsichtlich ihres Betrags 
vorliegt. 
Durchführung. Im Rahmen des Experiments werden 22 Ideen für Service Innova-
tionen mithilfe von AIE bewertet. Die Ideen stellen dabei das Ergebnis vorheriger 
Workshops innerhalb des Unternehmens dar, so dass das kontrollierte Experiment 
innerhalb eines vollkommen realen Umfeldes stattfindet. An der Bewertung sind vier-
zehn Mitarbeiter des Unternehmens beteiligt. Um den Nutzen von AIE hinsichtlich 
der Effizienz entsprechend der Leitlinie 3 des „Design Science“-Ansatzes nachweisen 
zu können, werden die Ideen zum einen mit der AIE-Methode und zum anderen mit 
einem herkömmlichen Scoring-Verfahren bewertet. Das Scoring-Verfahren umfasste 
dabei sechs Kriterien, die auf einer vier-Punkte Skala bewertet werden müssen. 
Ergebnis. Abbildung 2 zeigt den Durchschnittsscore der 22 Ideen, die im Experi-
ment bewertet wurden. Es ist zu erkennen, dass die Bewertung trotz der geringen 
Anzahl an Teilnehmer ein klares Gefälle ausweist. Dabei besitzen 15 Ideen einen 






von mehr als eins erreicht haben, was 40% des maximal erreichbaren Scores ent-
spricht. Zwei dieser vier Ideen wurden vom Management zur Realisierung freigege-
ben. Dies stellt einen ersten Indikator dafür dar, dass AIE verlässliche Ergebnisse 
liefert, auch wenn an dieser Stelle der tatsächliche wirtschaftliche Erfolg noch nicht 
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Abb. 2. Durchschnittlicher Score der Service Innovations-Ideen 
Eine tiefergehende Analyse der einzelnen Attribute zeigt, dass jedes Attribut mindes-
tens sechsmal zu einer Idee zugeordnet wurde und bestätigt damit die zuvor getroffe-
ne Auswahl der Attribute. Insgesamt ist das Verhältnis an positiven und negativen 
Zuweisungen mit 58,9% Positiven und 41,1% negativen relativ ausgeglichen. Die am 
häufigsten verwendeten Attribute sind „nützlich“ mit 102 und „umsetzbar“ mit 99 
Zuweisungen. 
Zur Bewertung einer Idee mit der AIE-Methode benötigten die Teilnehmer weni-
ger als 90 Sekunden. Im Vergleich dazu, benötigten die gleichen Teilnehmer unter 
Verwendung des zuvor erwähnten Scoring-Verfahrens fast 200 Sekunden je Idee. Die 
22 Ideen konnten damit innerhalb von 30 Minuten vollständig bewertet werden, wo-
hingegen beim Scoring-Verfahren lediglich neun Ideen untersucht wurden. 
6 Zusammenfassung und Ausblick 
Wie Eingangs gezeigt, stellt die Bewertung von Ideen im Rahmen des Innovations-
managements eine wichtige Aufgabe dar. Um bisherige Probleme bei der Bewertung 
zu lösen, wurde die AIE-Methode entwickelt und hinsichtlich ihrer Eignung und ihres 
Nutzen validiert. Grundsätzlich zeigt sich, dass AIE acht der elf Eigenschaften, die für 
Bewertungsmethoden in frühen Phasen des Innovationsprozesses von Bedeutung sind 
vollständig erfüllt. Von den restlichen drei Eigenschaften ist AIE in der Lage zwei – 
das Einbeziehen von Risiko und Unsicherheit sowie das Berücksichtigen verschiede-
ner Zielvorgaben – zu erfüllen, wenn die richtigen Attribute zur Bewertung gewählt 
werden. Einzig die Funktion „Feedback zur Verbesserung der Ideen geben“ kann nur 
insofern erfüllt werden, als AIE Schwachstellen aufzeigt. 
Im Rahmen eines Experiments wurden diese Eigenschaften bestätigt und die Re-
liabilität der Ergebnisse gezeigt. AIE hat damit seine Anwendbarkeit im Rahmen des 
innerbetrieblichen Innovationsmanagements, die enthaltene Ressourceneffizienz bei 






Im vorliegenden Beitrag zeigt sich, dass die AIE-Methode grundsätzlich zur Be-
wertung und Prognose des zukünftigen Erfolgs von Innovations-Ideen eignet. Es ist 
jedoch sinnvoll, diese Eignung in Zukunft weiter zu überprüfen und zu konkretisieren. 
Weitere Experimente oder Studien können dabei dazu beitragen die, Qualität und 
Reliabilität der Bewertungsergebnisse nachhaltig zu festigen. Darüber hinaus ist es 
notwendig, sich mit den Details von AIE zu befassen. Hierbei ist neben den einzuset-
zenden Attributen auch die Mindestanzahl an benötigten Bewertern interessant. Zur 
abschließenden Bestätigung der AIE-Ergebnisse ist es zweckmäßig, diese mit dem 
tatsächlichen Erfolg oder Misserfolg von Innovationen zu vergleichen. 
Aufgrund von Experteninterviews ist davon auszugehen, dass es möglich ist, einen 
generischen Attributsatz festzulegen, der ca. 60% der notwendigen Attribute beinhal-
tet. Die verbleibenden 40% müssten dann anhand des jeweiligen Anwendungsfalles 
konkretisiert, also auf die entsprechenden Innovationstypen und Unternehmensgege-
benheiten angepasst werden. 
Eine weitere interessante Forschungslücke könnte in der Berechnung des Gesamt-
score zu finden sein. Im vorliegenden Fall wurde der Score allein durch die Summe 
der zugewiesenen Attribute berechnet. Es ist jedoch denkbar, dass die Kombination 
bestimmter Attribute einen stärkeren Einfluss auf die zukünftige Erfolgserwartung hat 
als die Summe der einzelnen Attribute. Anders formuliert: Interdependenzen zwi-
schen Attributen verstärken die Erfolgswahrscheinlichkeit zusätzlich. Ein Ansatz 
könnte in der Durchführung von Wechselwirkungsanalysen bestehen. 
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Die Weisheit der Vielen, Social Media Revolution, Big Data, aber auch Wertbeitrag 
der IT und Wirtschaftlichkeit des IT-Einsatzes sind Schlagworte, die durch die aktuel-
len Publikationen und die Medien thematisiert werden. Sie alle fallen unter die beiden 
Teildisziplinen der Wirtschaftsinformatik Informations- und Wissensmanagement.  
Informationsmanagement als Querschnittsfunktion ist zuständig einerseits für alle 
Aspekte der Informationslogistik und andererseits für das Management der Informa-
tik, die Ausschöpfung von Innovationspotenzialen und nicht zuletzt die Sicherstellung 
der Nachhaltigkeit der häufig nicht unerheblichen IT-/IS-Investitionen. 
Eine zentrale Aufgabe ist dabei die Führung aller IT-bezogenen Themenbereiche: 
die Koordination von Unternehmens- und IT-Strategie, Strategien zum Umgang mit 
Innovationen, wie z. B. die Integration neuer Medien, Entscheidungen über die Posi-
tionierung der Informatik im oder außerhalb des Unternehmens, die Steuerung der 
Informatik unter Wettbewerbs- und Wirtschaftlichkeitsgesichtspunkten und schließ-
lich der Umgang mit sowie die Organisation von internem und externem Wissen.  
Eine weitere Kernaufgabe des Informationsmanagements besteht in der Konzepti-
on, der Umsetzung und dem Betrieb übergreifender organisatorischer und technischer 
Lösungen zur Entscheidungsunterstützung. Kontinuierliche Veränderungen im Wett-
bewerbs- und Technologiekontext konfrontieren die Unternehmen hierbei mit beson-
deren Herausforderungen. So stehen die Organisationen vor den Aufgaben, bislang 
getrennte Systemwelten zu integrieren, neue Typen von Informationsquellen nutzbar 
zu machen, Ansätze für die Sicherstellung von Datenqualität und -aktualität zu entwi-
ckeln, Potenziale innovativer Analyseverfahren auszuschöpfen sowie generierte Er-
kenntnisse bedarfsgerecht zu präsentieren und zu distribuieren. 
Die angesprochenen Punkte zeigen bereits, dass das Themenfeld weit ist und so 
bieten die Beiträge in diesem Track ein umfassendes Bild der zurzeit diskutierten und 
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Abstract. Mit ca. 88 % Verbreitung haben sich Enterprise Wikis zu einem 
wichtigen Bestandteil der Corporate Intranets entwickelt. Aufgrund ihrer Nut-
zungsoffenheit und hohen Flexibilität lassen sich Enterprise Wikis für vielfäl-
tigste Einsatzzwecke verwenden. Dabei ist die Nutzungsmotivation ein kriti-
scher Stellhebel für den Erfolg von Enterprise Wikis. In diesem Beitrag wird 
auf Basis des aus der Arbeitspsychologie stammenden Konzepts „motivation 
sources inventory“ von Barbuto & Scholl eine Untersuchung mittels Online-
Befragung mit 75 Teilnehmern aus 10 verschiedenen Unternehmen durchge-
führt. Hierbei wurde ersichtlich, dass Enterprise Wikis von den Befragten 
durchweg als wertvoll eingeschätzt werden. Weiterhin stellen die Nützlichkeit 
von Enterprise Wikis für die tägliche Arbeit sowie das Bestreben, Kollegen 
bzw. das eigene Team zu unterstützen wichtige Quellen der Motivation dar. Be-
züglich der intrinsischen Prozessmotivation bei Enterprise Wikis, d.h. Spaß an 
der Benutzung, konnten stark divergierende Meinungen festgestellt werden. 
Hingegen ist Lob bzw. Reputation nur für einen kleinen Teil der Befragten mo-
tivierend, im Enterprise Wiki beizutragen. 
Keywords: Enterprise Wikis, Nutzermotivation, Nutzungsmotivation, Motiva-
tion, motivation sources inventory 
1 Einleitung 
Seit dem ersten Auftauchen des Begriffs „Web 2.0“ ist mittlerweile eine ganze Deka-
de vergangen. Der an die Versionsnummer von Softwareprodukten angelehnte Begriff 
kündigte eine neue Generation des Webs an, in welcher der Nutzer eine wesentlich 
aktivere Rolle als im bisherigen Verständnis einnimmt, und selbst auf breiter Ebene 
zum Produzent von Inhalten wird (vgl. [1]). 
Aber wie sieht die Situation fast 10 Jahre nach der Ankündigung des „Web 2.0“ 
aus? Neben der privaten Nutzung ist der „Web 2.0“-Gedanke auch in vielen Domänen 
der kommerziellen Welt angekommen. Eine Vielzahl der im Internet populär gewor-
denen Anwendungsklassen, wie z.B. Weblogs, Wikis, Social Networking-Dienste 
oder Microblogging, lassen sich, zum Teil in abgewandelter Form, z.B. als Social 






griert angeboten werden) auch für professionelle Zwecke innerhalb der Unternehmen 
einsetzen. 
Bereits im Jahr 2006 prägte Andrew McAfee [2], Professor an der Harvard Busi-
ness School, in seinem Artikel „Enterprise 2.0: the dawn of emergent collaboration“ 
den Begriff „Enterprise 2.0“ als „the use of emergent social platforms within compa-
nies or between companies and their partners or customers“. Eine weitere Definition 
des Begriffs lautet [1]: “Enterprise 2.0 bedeutet vielmehr die Konzepte des Web 2.0 
und von Social Software nachzuvollziehen und zu versuchen, diese auf die Zusam-
menarbeit in den Unternehmen zu überragen.“ Diese Interpretation des Schlagworts 
betont, dass unter „Enterprise 2.0“ neben der bloßen Technologie-Adaption auch die 
Notwendigkeit einer gleichzeitigen unternehmenskulturellen Veränderung verstanden 
werden muss. In der Diskussion um diese unternehmenskulturelle Facette von „En-
terprise 2.0“ werden Forderungen wie der bewusste Abbau von Hierarchien sowie die 
Schaffung von Freiräumen für Selbstorganisation postuliert [3]. Häufig erfolgt dabei 
auch ein Rückgriff auf bereits existierende Konzepte aus der Managementliteratur, 
wie z.B. Empowerment [4], partizipativer Managementstil [5] oder Communities of 
Practice [6]. 
Mittlerweile werden Enterprise 2.0-Technologien bereits in vielen Unternehmen 
eingesetzt. Eine Studie des Instituts für Wirtschaftsinformatik der Universität St. Gal-
len ergab, dass Wikis, Foren, Soziale Netzwerk-Dienste, Weblogs, Feeds und Instant 
Messaging zu den populärsten Anwendungsklassen gehören, und jeweils über 60 % 
der befragten Organisationen darüber verfügen [7]. Eine hervorzuhebende Rolle 
nimmt dabei die Anwendungsklasse „Wiki“ ein. Mit ca. 88 % Verbreitung ist das 
Wiki die am häufigsten eingesetzte Enterprise 2.0-Technologie. Auch aktuelle Studi-
en des IT-Marktforschungsanbieters Gartner konstatieren das Wiki als bereits etab-
lierte Technologie in den Unternehmen, welches sich bis 2013 als bevorzugtes Mittel 
für die unternehmensinterne Kommunikation durchsetzen wird [8]. 
Aus technischer Sicht sind Wikis (hawaiianisch „schnell“) einfache Content-
Management-Systeme, welche gemeinschaftliche Arbeit an Texten ermöglichen [9]. 
Die Inhaltsseiten im Wiki werden über Querverweise als Hypertext strukturiert und 
können von den Nutzern nicht nur gelesen, sondern auch direkt im Browser geändert 
werden. Hierfür sind keine Programmier- oder HTML-Kenntnisse notwendig, da dies 
meist mit Hilfe eines Rich-Text-Editors oder einer einfach erlernbaren Auszeich-
nungssprache (Markup-Language) geschieht. Ein Bestandteil jeder Wiki-Technologie 
ist die Änderungshistorie, mit der ältere Versionen von Wiki-Seiten wiederhergestellt 
werden können (z.B. als Schutz vor Vandalismus). Über Diskussionsforen oder die 
Kommentarfunktion des Wikis wird sozialer Austausch über die Wiki-Inhalte ermög-
licht. 
Die Einführung und der Betrieb von Enterprise Wikis sind jedoch keine Selbstläu-
fer, sondern werden begleitet von einer Vielzahl von für Wikis spezifischer Schwie-
rigkeiten. Henriksson & Mikkonen [10] haben in Ihrer Studie verschiedene Probleme 










1. Zu wenige Mitarbeiter stellen aktiv und häufig Informationen in das Wiki ein. 
2. Den Teilnehmern wird der Nutzen des Wikis nicht schnell genug klar.  
3. Es ist schwierig, Teilnehmer für das Wiki zu motivieren. 
4. Die Zeit für die Wiki-Nutzung reicht nicht aus. 
Es wird deutlich, dass die Motivation zur Wiki-Nutzung ein zentraler und damit kriti-
scher Faktor für den Erfolg von Enterprise Wikis darstellt. Folgeprobleme wie unvoll-
ständige oder veraltete Inhalte könnten ebenfalls hieraus abgeleitet werden. Die vor-
liegende Arbeit ist aus diesem Grund der Untersuchung der Nutzungsmotivation bei 
Enterprise Wikis gewidmet. 
1.1 Stand der Forschung 
Trotz der im letzten Abschnitt aufgezeigten hohen Bedeutung des Themas „Nut-
zungsmotivation“ bei Enterprise Wikis hat eine Literaturrecherche ergeben, dass erst 
wenige Forschungsbeiträge hierzu vorliegen. 
Mittels Suchanfragen über die Dienste EBSCO, Google Scholar sowie Mendeley 
nach den Suchbegriffen „wiki“ und „motivation“ konnten 4 relevante Beiträge identi-
fiziert werden. Die aus diesen Beiträgen wichtigsten Erkenntnisse zur Enterprise Wi-
ki-Nutzungsmotivation werden in Tabelle 1 in chronologischer Reihenfolge über-
blicksartig zusammengefasst. 
Die in Tabelle 1 dargestellten Ergebnisse zeigen, dass die Nutzungsmotivation für 
Enterprise Wikis von vielfältigen Faktoren auf unterschiedlichen Wirkebenen abhän-
gig ist. So ist eine Vielzahl von genannten Faktoren auf konkrete technische Funktio-
nen des Wikis zurückzuführen (z.B. Finden von geschäftsrelevanten Informationen), 
andere Faktoren werden beeinflusst durch die soziale Interaktion mit anderen Nutzern 
(z.B. Andere über eigene Arbeit informieren) sowie die Einbeziehung des organisa-
tionalen Kontexts (z.B. fehlende Richtlinien). Eine erste Berücksichtigung der Be-
trachtungsebenen nehmen Stocker & Tochtermann [14] mit der Unterteilung der Mo-
tivationsfaktoren in der „operativen“ und „sozialen Ebene“ vor. Es fällt zudem auf, 
dass bei allen Beiträgen die Vielfalt an möglichen Einsatzarten von Enterprise Wikis 
(z.B. Nutzung des Wikis als Enzyklopädie vs. Projektarbeit) nicht als differenzierende 
Sicht in die Betrachtung der Nutzungsmotivation einfließt. 
Neben den konkret auf Enterprise Wikis bezogenen Studien konnten auch Beiträge 
identifiziert werden, die sich speziell mit der Nutzungsmotivation für die Online-
Enzyklopädie „Wikipedia“ [16] sowie „Virtuellen Communities“ [17] im Internet 
auseinandersetzen. Die in diesen Beiträgen angewandten Forschungsmethodiken und 
dargestellten Motivationskonzepte können bei der Erforschung der Nutzungsmotiva-
tion bei Enterprise Wikis als nützliche Inspiration dienen. Dennoch ist eine Übertra-
gung der darin ermittelten Ergebnisse auf die Enterprise Wiki-Forschung aufgrund 
des grundlegend unterschiedlichen Anwendungskontexts der Technologie nicht ohne 






Tabelle 1. Stand der Forschung zur Nutzungsmotivation bei Enterprise Wikis. 
 
Autoren Art der erhobenen 
Daten 
Motivationsfaktoren zur Enterprise Wiki-
Nutzung 
[12] Fallstudie zur Wiki-
Landschaft bei IBM 
1) Freude/Vergnügen (enjoyment) als Hauptmotivations-
quelle in der Einführungsphase, 2) direkter Nutzen, 3) 
Erlernen neuer Fähigkeiten 
[13] 26 explorative Interviews Barrieren der Wiki-Nutzung: 1) wahrgenommener zusätz-
licher Aufwand, 2) Sensible Daten, 3) Wunsch, nur „fer-
tiggestellte“ Inhalte zu veröffentlichen, 4) Nutzung alter-
nativer Plattformen, 5) fehlende Richtlinien, 6) Unter-
nehmenskultur 
[14] Verschiedene Fallstudien 
(7 Enterprise Wikis, 4 
Weblogs) 
Operative Ebene: 1) Andere über eigene Arbeit informie-
ren, 2) relevante Information finden, 3) eigene Arbeit 
vereinfachen 
Soziale Ebene: 1) Durch eigene Nutzung Kollegen anre-




Umfrage mit 150 Teilneh-
mern 
Hauptgründe zur Wiki-Nutzung: 1) Finden von geschäfts-
relevanten Informationen, 2) Erleichtern der eigenen 
Arbeit, 3) Beobachten, was im Unternehmen passiert 
Hauptmotive für aktives Beitragen: 1) Wahrgenommener 
Nutzen der eigenen Wiki-Beiträge, 2) Erwarteter persön-
licher Nutzen aus dem Wiki, 3) Anregung durch Kolle-
gen, aktiv Inhalte im Wiki beizutragen 
 
1.2 Zielstellung 
Mit dem Ziel, die Einführung und den Betrieb von Enterprise Wikis in Organisationen 
handlungsorientiert zu unterstützen, soll in dieser Arbeit die Nutzungsmotivation bei 
Enterprise Wikis weiterführend untersucht werden. Dabei soll explizit eine stärkere 
Systematisierung der verschiedenen Wirkebenen der Nutzungsmotivation stattfinden. 
Dies wurde in der bisherigen Forschung, wie im letzten Abschnitt dargestellt, nur 
unzureichend berücksichtigt. 
Für die Systematisierung der Enterprise Wiki-Nutzungsmotivation wird das aus der 
Arbeitspsychologie stammende Konzept des „Motivation Sources Inventory“ von 
Barbuto & Scholl [18] aufgegriffen. Dieses wird im nächsten Abschnitt näher erläu-
tert. Zudem wurden folgende Forschungsfragen als Ausgangspunkt gewählt, welche 
mit Hilfe von verschiedenen empirischen Untersuchungsmethoden beantwortet wer-
den sollen: 
 Welche Rolle spielen die einzelnen Motivationsarten des Motivation Sources 
Inventory bei der Nutzung von Enterprise Wikis?  Lassen sich die Wiki-Nutzer auf Basis der Ausprägung ihres Motivationsprofils in 







2 Das “Motivation Sources Inventory” von Barbuto & Scholl 
Das in dieser Arbeit aufgegriffene Konzept des „Motivation Sources Inventory“ von 
Barbuto und Scholl [18] basiert auf der klassischen Dichotomie der intrinsischen und 
extrinsischen Motivation. Die Autoren untersuchten die bedeutendsten 
Motivationstheorien (u.a. [19], [20], [21], [22], [23]) und entwickelten daraus eine 
Testanordnung zur Messung von Motivationsquellen. Als Ergebnis einer Studie mit 
156 Probanden und 60 Items entwickelten die Autoren eine Typologie, welche aus 
den folgenden 5 Motivationsquellen besteht (Übersetzung vgl. [24]): 
Intrinsisch: 
1. Intrinsische Prozessmotivation 
2. Internes Selbstverständnis 
 
Extrinsisch: 
3. Instrumentelle Motivation 
4. Externes Selbstverständnis 
5. Internalisierung von Zielen 
2.1 Die fünf Quellen der Motivation 
Das konstituierende Merkmal der intrinsischen Prozessmotivation besteht darin, 
dass eine Aufgabe um ihrer selbst Willen bewältigt wird. Damit fungiert bei dieser 
Motivationsquelle die Aufgabe selbst als Anreiz, indem sie dem Individuum bei der 
Durchführung Spaß und Freude bereitet. Beispiel: Ein Musiker spielt mit Begeiste-
rung Gitarre, ein Projektleiter entwickelt mit Vorliebe Projektpläne, ein Autor 
schreibt ein Buch nach dem anderen oder ein Verkäufer genießt, Verkaufsgespräche 
zu führen. 
Beim internen Selbstverständnis als Motivationsquelle orientieren sich die Indi-
viduen an ihren persönlichen inneren Standards und Maßstäben. Sie haben, meistens 
aus nicht mehr nachvollziehbaren oder unbewussten Gründen, eine Idealvorstellung 
als Leitlinie ihres Handelns verinnerlicht. Beispiel: Der Protestsänger möchte mit 
seinen Liedern die Welt verändern, der Projektleiter ist überzeugt, dass es nichts Bes-
seres gibt als Projekte, und der Verkäufer ist total überzeugt von den Produkten seines 
Unternehmens. 
Die instrumentelle Motivation ist geprägt von der Aussicht auf konkrete Vorteile 
oder Belohnungen von außen (extrinsisch), wie z.B. Geld, Beförderung oder Boni. 
Beispiel: Der Musiker bekommt Geld für seinen Auftritt, der Projektleiter ein gutes 
Gehalt und der Verkäufer eine hohe Provision. 
Beim externen Selbstverständnis basiert die Motivation auf externe Faktoren. 
Das Individuum ist fremdbestimmt und strebt nach Affirmation bezüglich seiner Ei-
genschaften, Kompetenzen und Werte. Das ideale Selbstbild ist abgeleitet aus der 






siker sein Bestes gibt, das Unternehmen, dass das Projekt ein Beitrag zum Unterneh-
menserfolg ist, und der Verkäufer möchte in den Best Seller Club aufgenommen wer-
den. 
Die Internalisierung von Zielen als Motivationsquelle liegt vor, wenn Einstellun-
gen und Verhaltensweisen übernommen werden, weil diese mit dem persönlichen 
Wertesystem übereinstimmen. Die Individuen sind vom größeren Zweck überzeugt 
und sind daher motiviert, die Ziele des Kollektivs zu erreichen. Beispiel: Der Mana-
ger möchte einen Beitrag zur Verwirklichung der Mission des Unternehmens leisten, 
der Personalleiter möchte einen Beitrag dazu leisten, dass es im Unternehmen gerech-
ter zugeht und der Verkäufer strengt sich an, weil er der Überzeugung ist, dass der 
Vertrieb die wichtigste Funktion im Unternehmen ist, ohne die das Unternehmen am 
Markt nicht überleben kann. 
Barbuto & Scholl weisen daraufhin, dass alle Motivationsquellen in jeder Person 
vorhanden sind, und ihr Zusammenwirken bei der Analyse einer konkreten Handlung 
berücksichtigt werden muss. 
2.2 Fazit und Würdigung des Motivation Sources Inventory 
Die im letzten Abschnitt vorgestellte Typologie von [18] bietet eine differenzierende, 
aber dennoch überschaubare Gliederung zum Thema Motivationsquellen. 





Motivationsfaktoren zur Enterprise Wiki-Nutzung 
Intrinsische 
Prozessmotivation 
1) Freude/Vergnügen (enjoyment) [12] 
2) Beobachten, was im Unternehmen passiert [15] 
Internes Selbst-
verständnis 
1) Erlernen neuer Fähigkeiten [12] 
Instrumentelle 
Motivation 
1) Direkter Nutzen [12] / Erwarteter persönlicher Nutzen aus dem Wiki [15]  
2) Relevante Information finden [14, 15] 
3) Eigene Arbeit vereinfachen [14, 15] 
Externes Selbst-
verständnis 
1) Andere über eigene Arbeit informieren, [14] 
2) Anregung durch Kollegen, aktiv Inhalte im Wiki beizutragen [15] 
Internalisierung von 
Zielen 
1) Durch eigene Nutzung Kollegen anregen, [14] 
2) Eigene Beiträge sind für Kollegen wertvoll [14] 
3) Wahrgenommener Nutzen der eigenen Wiki-Beiträge [15] 
 
In der Typologie wird zudem Bezug genommen auf die Ergebnisse des Verhaltens-
psychologen David McClelland [23], welcher nachweisen konnte, dass die Verhal-
tensmotive mit der Ausschüttung bestimmter Neurotransmitter verbunden sind. Dies 
kann als Beleg für die empirische Existenz dieser Motive gewertet werden. Ein Bei-






psychologie liefern [25], welche den Zusammenhang zwischen der Motivation von 
Führungskräften und ihrem Führungsstil (charismatisch, transaktional oder 
transformational) untersucht haben. 
In Tabelle 2 wurden die zuvor in der Literaturrecherche ermittelten Motivations-
faktoren aus der existierenden Forschung den fünf Motivationsquellen zugeordnet. 
Nutzungsbarrieren wurden hierbei bewusst ausgelassen. Diese tentative Zuordnung 
zeigt die grundsätzliche Passfähigkeit der Typologie für die Problemstellung. Aus 
diesen Gründen bewertet der Autor die Typologie von Barbuto & Scholl [18] als gut 
geeigneter konzeptioneller Rahmen zur weiteren Untersuchung der Nutzungsmotiva-
tion bei Enterprise Wikis. 
3 Vorgehen und Methodik 
Im letzten Abschnitt wurde eine Typologie der Motivationsquellen von Barbuto & 
Scholl vorgestellt, welche nachfolgend zur Untersuchung der Enterprise Wiki-
Motivationsfaktoren aufgegriffen wird. Hierfür wurden insgesamt 15 telefonische 
Interviews mit Experten (Wiki-Administratoren und „Heavy User“) aus 14 verschie-
denen Organisationen durchgeführt. Mit den Mitarbeitern dieser Organisationen wur-
de anschließend eine weiterführende Online-Befragung durchgeführt. Details hierzu 
werden nachfolgend dargestellt. 
3.1 Auswahl der Unternehmen und explorative telefonische Interviews 
Vertreter aus insgesamt 49 Organisationen wurden per E-Mail, telefonisch sowie 
teilweise über das soziale Netzwerk XING kontaktiert und zu einem telefonischen 
Interview zum Enterprise Wiki eingeladen. Insgesamt 31 der 49 angeschriebenen 
Personen gaben eine Rückantwort. 8 der antwortenden Organisationen hatten kein 
Enterprise Wiki im Einsatz und schieden daher als Untersuchungsobjekte aus. Letzt-
endlich konnten 15 telefonische Interviews durchgeführt werden. Die in Form von 
Leitfadeninterviews [26] durchgeführten Gespräche dienten dazu, grundlegende In-
formationen zur 
1) Organisation (Produkte, Aufbau und Struktur, Anzahl Mitarbeiter, Organisa-
tions- und Führungskultur) und 
2) zum eingesetzten Enterprise Wiki (Technologie, Nutzer- & Nutzungszahlen, 
Inhaltsstruktur, Einsatzszenarien, Einführungskontext, Organisationale Auf-
hängung, Arbeitsrollen im Wiki-Kontext, Motivationsfaktoren, Besonderhei-
ten, Probleme) 
zu erheben. Die Dauer der Interviews belief sich auf ca. 30-60 Minuten. Der Inter-
viewer nahm eine neutrale Position ein. Alle Interviews wurden aufgezeichnet. Es 
konnten mit Hilfe der Interviews allgemeine Daten der Organisationen für eine erste 









Tabelle 3. Aus den Interviews erhobene Daten zu den untersuchten Organisationen 
 
 Branche # Nutzer Technologie 
A Forschung ~10 Wikidot 
B Elektro-, Antriebs-, Medizin-, Kraftwerkstechnik ~3.000 Confluence 
C Medien ~3.000 Confluence 
D Forschung ~50 Semantisches MediaWiki 
E PR ~15 Google Pages 
F Energie ~150 Lotus Connections 
G Beratung ~30 Confluence 
H Verkehr/Logistik ~20.000 Confluence 
I IT ~5 Confluence 
J IT ~80 Confluence 
K Bank ~1000 Confluence 
L Lager- & Logistiksysteme ~150 Confluence 
M Optik, Medizintechnik, Halbleitertechnologie ~3.000 Confluence 
N IT ~1.500 Confluence 
3.2 Konzeption & Durchführung der Online-Befragung 
Im Anschluss an die Leitfadeninterviews wurde eine explorative, 
hypothesenerkundende Online-Befragung [26] mit weiteren Mitarbeitern der unter-
suchten Organisationen durchgeführt. Ziel dieser zweiten Phase der empirischen Un-
tersuchung war es, die Bedeutung und Ausprägung der fünf Motivationsquellen nach 
Barbuto & Scholl [18] bei der Enterprise Wiki-Nutzung zu ermitteln. Der Fragebogen 
folgte folgendem Aufbau: 
 Allgemeine Infos (Geschlecht, Alter, Nutzungshäufigkeit & -art) – 7 Items  Bedeutung/Gewichtung der fünf Motivationsquellen – 16 Items  Vertiefende Fragen zur Ausprägung der Motivationsquellen – 17 Items 
Einige der Organisationen wurden aus folgenden Gründen bei der Online-Befragung 
nicht einbezogen: 
 D: gravierende Technologieveränderung durch semantische Zusatzfunktionen  E: Nutzung des Wikis als klassisches Intranet-CMS mit nur einem Redakteur  K & L: interne Regularien verbieten Online-Umfrageteilnahme 
Der mittels LimeSurvey realisierte Online-Fragebogen wurde per E-Mail als Hyper-
link an die 14 zuvor interviewten Ansprechpartner mit der Bitte gesendet, diese an die 
Mitarbeiter zu verteilen. Der Umfragezeitraum belief sich auf die 30. & 31. KW 2012. 







Insgesamt konnte ein Rücklauf von 75 komplettierten Antwortsätzen erreicht werden. 
Mit 73% der Antworten sind Unternehmen der IT-Branche überproportional in der 
Befragung vertreten. Dies ist dadurch zu begründen, dass der Autor bei diesen Unter-
nehmen direkten Kontakt mit den Mitarbeitern aufnehmen konnte. Eine Branchen- 
und organisationsspezifische Auswertung hat hierbei ergeben, dass die Überrepräsen-
tation von IT-Unternehmen keinen verzerrenden Einfluss auf die Befragungsergebnis-
se hat. 
Von den Befragten waren 27 % weiblich und 73 % männlich. Ein Großteil der Be-
fragten ist dem Altersbereich 18-35 Jahre zuzuordnen (75 %). Nur 4 % der antwor-
tenden Mitarbeiter sind über 50. 
Tabelle 4. Rücklauf des Fragebogens 
 Branche # Antworten 
A Forschung 3 
B Elektro-, Antriebs-, Medizin-, Kraftwerkstechnik 3 
C Medien 4 
F Energie 1 
G Beratung 3 
H Verkehr/Logistik 1 
I IT 4 
J IT 18 
M Optik, Medizintechnik, Halbleitertechnologie 5 
N IT 33 
4.1 Nutzungscharakteristika 
Weiterhin wurde das Nutzungsverhalten der Mitarbeiter abgefragt. Mehr als jeder 
zweite Befragte liest jeden Tag im Wiki. 40 % schreiben 1-2-mal pro Woche im Wiki, 
20 % sogar täglich. Nur 8 % der Mitarbeiter schreiben überhaupt nicht ins Wiki. Dies 
drückt aus, dass es sich bei der Mehrheit der Befragten um erfahrene Wiki-Nutzer 
handelt, bei denen die Wiki-Nutzung ein fester Bestandteil des Arbeitsalltags dar-
stellt. 
Dabei verwenden 22 % der Befragten das Wiki überwiegend für strategisches Wis-
sensmanagement (d.h. gemeinsame systematische Aufbereitung von Wissen für den 
langfristigen Gebrauch, z.B. für Anleitungen und Richtlinien) und 35 % als arbeitsbe-
gleitendes Werkzeug (d.h. als virtueller Arbeitsbereich für Zusammenarbeit und Pro-
jektmanagement, z.B. für Meeting-Protokolle). Alle anderen (43 %) gaben eine ge-
mischte Nutzung an. Diese Zahlen zeigen, dass sich das Wiki eher als Alltagsarbeits-
tool statt als interne Enzyklopädie durchgesetzt hat. Die hohe Zahl der Mischnutzer 
spricht für die tatsächlich genutzte Einsatzzweckvielfalt von Enterprise Wikis. 
Weiterhin wurde untersucht, ob die Mitarbeiter das Wiki freiwillig nutzen oder 






durch eine Arbeitsrolle als Wiki-Gärtner1 oder die Aufgabenverteilung im Team. 25 
% der Befragten gab hierbei an, aufgrund eines „offiziellen Auftrags“ Einträge im 
Wiki zu erstellen. Dieser verhältnismäßig hohe Wert zeigt, dass die bei Online-
Communities vorherrschende Freiwilligkeit der Teilnahme in den Intranets nicht im-
mer vorliegt. Dies lässt sich begründen mit der in den meisten Organisationen vor-
herrschenden hierarchischen Organisationsstruktur und den abweichenden Erforder-
nissen multipersonaler Arbeitsprozesse im Unternehmenskontext. 
4.2 Bedeutung und Ausprägung der fünf Motivationsquellen 
Im zweiten Block des Online-Fragebogens wurde die Bedeutung der fünf Motivati-
onsquellen für die Enterprise Wiki-Nutzung untersucht. Ziel ist es, einen umfassenden 
Überblick zu erhalten, welche Motivationsquellen bei der Enterprise Wiki-Nutzung 
auf welche Weise eine Rolle spielen. 
Bei der Gestaltung der Items (Fragen) musste beachtet werden, dass bei einigen der 
Motivationsquellen nach Barbuto und Scholl [18] im Kontext von Enterprise Wikis 
ein gewisser Interpretationsspielraum vorliegt. So wäre es möglich, die instrumentelle 
Motivation als “monetärer Anreiz” zu interpretieren, welcher für die Erstellung von 
Beiträgen ausgezahlt wird. Gleichzeitig könnten aber auch andere Vorteile, die direkt 
aus der Wiki-Nutzung resultieren als instrumentelle Motivation verstanden werden, 
z.B. die Vereinfachung von Arbeitsprozessen durch das Wiki. Da in einer Vielzahl 
der zuvor geführten Interviews die Möglichkeit “monetärer Anreize” als nicht sinn-
voll abgelehnt wurde, wurde im Falle der instrumentellen Motivation bei der 
Itemerstellung lediglich die “Nützlichkeit” des Wikis zur Erledigung von Arbeitsauf-
gaben betrachtet. Für jede der fünf Motivationsquellen wurden 3 Items abgefragt, 
welche mittels einer vierstufigen Likert-Skala anzukreuzen waren (vgl. Tabelle 5). 
Tabelle 5. Items bezüglich der Motivationsquellen 
 
Motivationsquelle Itembeispiel Skala 
Intrinsische Prozessmo-
tivation 
Ich nutze das Wiki, weil mir die Nutzung 
Spaß macht. 
Likertskala: 
3 – Trifft zu 
1 – Trifft eher zu 
-1 – Trifft eher nicht zu 
-3 – Trifft nicht zu 
Internes Selbstbild Ich nutze das Wiki, weil ich es für ein sinn-
volles Werkzeug halte. 
Instrumentelle Motiva-
tion 
Ich nutze das Wiki, weil es eine persönliche 
Arbeitserleichterung darstellt. 
Externes Selbstbild Ich nutze das Wiki, weil sich dadurch mein 
Ansehen bei meinen Kollegen verbessert. 
Internalisierung von 
Zielen 
Ich nutze das Wiki, weil meine Beiträge für 
das Unternehmen nützlich sind. 
                                                           
1 Person, welche ähnliche Inhalte im Wiki zusammenführt, veraltete und nicht mehr benötigte 







Aus Abbildung 1 wird ersichtlich, dass die intrinsische Prozessmotivation einen neut-
ralen Wert aufweist. Das interne Selbstverständnis, die instrumentelle Motivation 
sowie die Internalisierung von Zielen als Motivationsquelle widerfahren eine sehr 
hohe Zustimmung, während das externe Selbstverständnis als Motivationsquelle 
mehrheitlich deutlich abgelehnt wird. 
Intrinsische Prozessmotivation (I1). Ob die Nutzung von Enterprise Wikis Spaß 
bzw. Freude bereitet, hängt stark vom einzelnen Nutzer ab. Es konnten in allen Orga-
nisationen deutlich zustimmende, aber auch deutlich ablehnende Antworten gefunden 
werden. Dies wird auch aus der Standardabweichung ersichtlich, welche mit 1,77 bei 
der intrinsischen Prozessmotivation am höchsten ausfällt. 
Neben der persönlichen Affinität des einzelnen Nutzers zur Wikinutzung nimmt 
auch die eingesetzte Wiki-Technologie Einfluss auf die Freude an der Nutzung. So 
wurde beispielsweise die intrinsische Prozessmotivation bei Organisation A (Wikidot) 
tendenziell negativ (-0,7), bei Organisation I (Confluence) durchweg eher positiv 
(1,5) bewertet. Diese Tendenz lässt sich auch in den Detailfragen im 3. Block der 
Online-Befragung erkennen. Es wurde abgefragt, ob aufgrund der Usability des Wikis 
Freude an der Nutzung entsteht. Hier konnten, wie zu erwarten, je nach eingesetztem 
Wiki divergierende Ausprägungen gefunden werden.  
Der soziale Austausch („Die Arbeit mit dem Wiki bereitet mir Freude, weil ich 
mich dadurch mit Kollegen austauschen kann“) als Quelle der intrinsische Prozess-
motivation fällt mit 0,81 tendenziell positiv aus. Es kann daher vermutet werden, dass 
neben einer guten Usability auch der soziale Kontakt mittels Kommentar- und Dis-
kussionsfunktion, unterstützt durch Profilbilder der Autoren und dem Einsatz von 
Emoticons, einen positiven Einfluss auf die intrinsische Prozessmotivation nimmt. 
Eine Besonderheit hierbei ist, dass bei kleinen Organisationen (< 50 Mitarbeiter) der 
soziale Austausch eine wesentlich geringere Rolle für die intrinsische Prozessmotiva-
tion spielt. Dies könnte damit begründet werden, dass bei kleinen Organisationen der 
direkte persönliche Kontakt mit einem Großteil der Kollegen einfacher herzustellen 
ist, und ein Wiki für diesen Zweck nicht notwendig ist (Kaffeeküche statt Wiki). 
Zusammenfassend lässt sich zur intrinsischen Prozessmotivation sagen, dass diese 
gerade aufgrund ihrer im Vergleich zu den anderen Motivationsquellen eher durch-
wachsenen Ausprägung besonders berücksichtigt werden sollte. Dies deckt sich mit 
der Erkenntnis von [12], wonach Freude und Vergnügen in der Einführungsphase von 
Wikis die Hauptmotivationsquelle darstellt. Insbesondere die Usability stellt einen 
wichtigen Stellhebel dar, ob die Wikinutzung den Mitarbeitern Spaß bereitet oder 
nicht.  
Internes Selbstbild (I2). Mit 2,14 weist das interne Selbstbild als Motivations-
quelle den höchsten Wert auf, was für eine hohe Akzeptanz der Technologie bei den 
Befragten spricht. Diese halten den Einsatz des Wikis mehrheitlich für „vernünftig“ 
und „prinzipiell richtig“, und schätzen das Wiki als „sinnvolles Werkzeug“. Die rela-
tiv geringe Standardabweichung von 1,29 zeigt, dass dies nutzer- und organisations-
übergreifend so wahrgenommen wird. Dieser sehr positive Wert könnte teilweise dem 
sogenannten Effekt der „Selbstauswahl“ (vgl. [27]) unterliegen, d.h. in diesem Fall, 
dass Mitarbeiter, die eine positive Meinung gegenüber Wikis haben, eher geneigt 







Abb. 1. Ausprägung der Motivationsquellen bei der Enterprise Wiki-Nutzung 
In den Detailfragen im 3. Block der Online-Befragung wird ersichtlich, dass insbe-
sondere das individuelle Lernen mittels der Inhalte im Wiki (1,62) und der generelle 
Wunsch nach einer ausgeprägten Wissenskultur (2,11) Hauptgründe für die positive 
Wahrnehmung des Wikis darstellen. Auch die Frage, ob durch das Beitragen im Wiki 
Alleinstellungsmerkmale des Wissenteilenden innerhalb des Unternehmens verloren 
gehen könnten, wird mehrheitlich abgelehnt (-2,05). Dies zeigt, dass die in der Wis-
sensmanagementdiskussion häufig genannte Barriere „Wissen ist Macht“ (vgl. [28]) 
bei den Wikinutzern eine untergeordnete Rolle spielt. 
Abschließend kann bezüglich des internen Selbstbilds festgehalten werden, dass 
das Grundprinzip von Enterprise Wikis von der Mehrheit der Befragten sehr positiv 
und das Enterprise Wiki allgemein als wertvoll für die jeweilige Organisation einge-
schätzt wird. Diese Einschätzung wird maßgeblich davon beeinflusst, welche persön-
lichen Lernpotentiale das Wiki für den Nutzer bietet und inwiefern die Wissenskultur 
der Organisation durch das Wiki spürbar verbessert wird. Diese Ergebnisse sprechen 
für den in der Forschung bereits diskutierten Erfolgsfaktor der „kritischen Masse“. 
Nur wenn für den Wikinutzer bereits eine Grundmenge an relevanten Informationen 
im Wiki vorliegt, kann dieses auch als wertvolle Ressource wahrgenommen werden. 
Instrumentelle Motivation (E1). In der Online-Befragung wurde, wie in Ab-
schnitt 4.2 bereits erläutert, unter der instrumentellen Motivation lediglich die „Nütz-
lichkeit“ des Wikis im Arbeitsalltag in den Items definiert. Die Auswertung zeigt, 
dass eine deutliche Mehrheit der Befragten (1,75) das Wiki nutzt, weil dieses als nütz-
lich für die Aufgabenerledigung empfunden wird. Auch jene Befragten, die selber nie 
schreibend im Wiki aktiv werden, jedoch mindestens 1-2 pro Monat im Wiki lesen, 
empfinden das Wiki mehrheitlich als Arbeitserleichterung. Damit kann das Wiki für 
den Nutzer auf zwei Arten nützlich für die Arbeit wirken: einerseits passiv als Infor-
mationsquelle, um für die Arbeit relevante Informationen abzurufen (z.B. Vorlagen, 
Richtlinien) andererseits als Kommunikations- und Austauschplattform, um aktiv 
Inhalte zu entwickeln und zu verbreiten (z.B. Entwürfe, Projektplanung, 
Meetingprotokoll). 
Im 3. Block der Online-Befragung wurde zur instrumentellen Motivation ergän-
zend abgefragt, ob es nützlich für die Karriere sei, mit Beiträgen im Wiki positiv auf-
zufallen. Dies wurde von den Befragten eher abgelehnt (-1,17). Das Wiki eignet sich 






besser (als ohne ein Wiki) zu erreichen, als ein „Karriereboost“ durch eine gesteigerte 
Reputation im Unternehmen ist das Wiki jedoch eher ungeeignet. 
Um die Wirkung der instrumentellen Motivation bei Enterprise Wikis auszunutzen, 
sollten daher konkrete Use Cases definiert und bekannt sein, wie das Wiki alltägliche 
Arbeitsschritte sinnvoll unterstützen kann. Ein fest mit den Arbeitsprozessen verwo-
benes, operatives Wiki wird als wesentlich nützlicher wahrgenommen, als ein Wiki, 
welches, ähnlich einem Archiv, nur sehr sporadisch benötigte Informationen enthält. 
Externes Selbstbild (E2). [29] fanden in einer Studie mit 168 Wikinutzern aus ver-
schiedenen Unternehmen heraus, dass die Nutzung von Enterprise Wikis eine spürba-
re Reputationssteigerung der Wiki-nutzenden Mitarbeiter im Unternehmen bewirkt. 
Die durchgeführte Online-Befragung ergab jedoch, dass die Mehrheit der Befragten 
das externe Selbstbild mit -1,01 als Motivationsquelle zur Wikinutzung ablehnt. An-
erkennung, Reputation und eine Verbesserung des Ansehens im Unternehmen stellen 
somit für die meisten Befragten keine Motive zur Wikinutzung dar. Dieses Befra-
gungsergebnis könnte Verzerrungen durch den Effekt der Sozialen Erwünschtheit [30] 
unterliegen, weil das Streben nach Reputation und Lob von den Befragten mögli-
cherweise nicht gern zugegeben wird. 
Neben den eher ablehnenden Antworten gaben jedoch auch 24 % der Befragten zu-
stimmende Antworten (davon 3,6 % mit hoher Zustimmung). Dies könnte ein Hin-
weis darauf sein, dass eine Teilgruppe der Wikinutzer die Motivationsquelle externes 
Selbstbild durchaus als besonders wichtig erachtet und sich durch Lob, Anerkennung 
und Reputationsteigerung zur Wikinutzung motiviert fühlt.  
Abschließend kann zur Motivationsquelle Externes Selbstbild festgehalten werden, 
dass diese eine wesentlich geringere Rolle für die Wikinutzer spielt, als vom For-
schenden angenommen. Dies wird auch durch die vertiefende Frage im 3. Block wi-
dergespiegelt: 73 % der Befragten geben an, dass sie nicht weniger im Wiki arbeiten 
würden, wenn die Autoren im Wiki anonymisiert wären. Neben dem eher geringen 
Einfluss auf die Nutzungsmotivation hätte eine Anonymisierung der Autorenschaft 
jedoch einen gravierenden negativen Einfluss auf die Möglichkeit der Vernetzung mit 
anderen Autoren im Wiki. 
Internalisierung von Zielen (E3). Die Internalisierung von Zielen als Motivati-
onsquelle erfährt mit einem Wert von 1,59 eine hohe Zustimmung. Dies zeigt an, dass 
die Mehrheit der Befragten sich motiviert fühlt das Wiki zu nutzen, um zu den Zielen 
ihres Teams, ihrer Abteilung bzw. des Unternehmens beitragen zu können. 
Die Detailfragen aus Block 3 ergaben zudem, dass diese Motivation vor allem den 
direkten Kollegen bzw. dem eigenen Team gilt (91 % Zustimmung), weniger dem 
gesamten Unternehmen (71 % Zustimmung). Eine mögliche Ursache dafür könnte 
sein, dass die Befragten sich mit den Zielen und Erfordernissen der direkten Kollegen 
stärker identifizieren können, als mit denen des gesamten Unternehmens. Zudem ist 
es vermutlich selten möglich, als Mitarbeiter eines Fachbereichs Beiträge zu erstellen, 






5 Zusammenfassung und Ausblick 
Anliegen dieses Paper war es, die Nutzungsmotivation bei Enterprise Wiki näher zu 
untersuchen. Hierfür wurde die aus der Arbeitspsychologie stammende Typologie von 
Barbuto und Scholl [18] vorgestellt, welche fünf Quellen der Motivation beschreibt. 
Auf Basis dieser fünf Motivationsquellen wurde mittels einer Online-Befragung Da-
ten aus verschiedenen Organisationen erhoben, mit denen zuvor telefonische Inter-
views geführt wurden. Es konnte damit eine erste systematische Untersuchung der 
Motivationsquellen von Enterprise Wikis durchgeführt werden, welche die verschie-
denen Ebenen der Nutzungsmotivation berücksichtigt. 
Es wurde ersichtlich, dass Enterprise Wikis von den Befragten als prinzipiell sinn-
voll und wertvoll eingeschätzt werden, was die Grundlage für eine aus dem internen 
Selbstbild abgeleitete Nutzungsmotivation darstellt. Weiterhin stellen vor allem die 
Nützlichkeit von Enterprise Wikis für die tägliche Arbeit (instrumentelle Motivation) 
sowie das Bestreben, Kollegen bzw. das eigene Team zu unterstützen (Internalisie-
rung von Zielen) wichtige Quellen der Motivation dar. Bezüglich der intrinsischen 
Prozessmotivation bei Enterprise Wikis, d.h. Spaß an der Benutzung, konnten stark 
divergierende Meinungen festgestellt werden. Hingegen ist Lob bzw. Reputation (ex-
ternes Selbstbild) nur für einen kleinen Teil der Befragten motivierend, im Enterprise 
Wiki beizutragen. 
Damit konnte gezeigt werden, dass sich die Typologie der fünf Motivationsquellen 
von Barbuto und Scholl [18] für die Untersuchung der Nutzungsmotivation bei En-
terprise Wikis eignet. Der damit an bestehende Ergebnisse der Arbeitspsychologie 
anknüpfende Beitrag dient als erster Schritt in Richtung Systematisierung der Fakto-
ren, welche die Nutzungsmotivation bei Enterprise Wikis beeinflussen können. 
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Abstract. User comments are the most popular but also extremely controversial 
form of communication on YouTube. Their public image is very poor; users 
generally expect that most comments will be of little value or even in thorough-
ly bad taste. Nevertheless, heaps of comments continue to be posted every day. 
We propose an explanation for this contradiction in user attitudes and behaviour 
based on a new comment classification approach which captures salient aspects 
of YouTube comments. We show that, based on our new classification, we are 
able to perform very fast lightweight semantic video analysis. In addition, our 
results indicate that users’ video perceptions (Likes and Dislikes) are indeed in-
fluenced by the dispersion of valuable and inferior comments. 
Keywords: YouTube, comments, online video, video, social media 
1 Introduction 
More than 800 million people visit YouTube every month [16] and watch more than 
three billion hours of video material. In 2011, YouTube registered more than one 
trillion visits – this translates to approximately 140 visits by each member of the en-
tire world population. Online videos fascinate and inspire internet users like no other 
medium. For a long time now, online videos evolved from an object of passive con-
sumption into an object of social exchange. According to YouTube, more than 100 
million people interact every week by rating, sharing and commenting videos [16]. 
500 years of YouTube video are watched on Facebook each day, and over 700 
YouTube videos are shared on Twitter each minute. YouTube is one of the largest 
platforms for user-generated content on the internet. Our own study provides evidence 
to support this fact: popular videos accumulate more than 500 comments each day and 
obtain some 100.000 ratings during their lifetime on YouTube.  
The focus of this article is the most widely used communication feature on You-
Tube: user comments. To obtain a first impression of users’ attitude towards YouTube 
comments, we conducted an online survey as part of another study (convenience sam-
ple of 95 participants). The participants had a rather negative view on YouTube 
comments: 64% perceived comments as "irrelevant", 42% as "aggressive" and 51% as 






These findings are not generalizable to the general (online) public, but our partici-
pants’ views are notably similar to the negative opinions voiced in many blogs and 
articles addressing this topic. In a Guardian article in 2009 [13], YouTube comments 
were described as follows:  
“juvenile, aggressive, misspelled, sexist, […], YouTube comments are a hotbed of 
infantile debate and unashamed ignorance – with the occasional burst of wit shining 
through” 
And it is not only the comments’ content that is perceived to be inadequate. Even 
the way comments are presented to us is substandard: YouTube has implemented a 
sequential comment list sorted by creation date in descending order. Usually, eight to 
ten posts are displayed per page and the remaining comments can be viewed via pag-
ing. Unfortunately, only the first two or three comments fit in the originally visible 
space of the video page. The remaining posts disappear in the scroll area (at a typical 
vertical display resolution of 1080 pixels). Recent research on users’ reading behav-
iour on web pages [11] has shown that we devote only 20% or less of our attention to 
the scroll area ("below the fold"). Consequently, places one and two in the comment 
list are privileged. They are likely the only ones that many users read. Now consider 
that we found that popular videos yield 200 to 800 comments each day (details in 
section 3). During peak periods, the publishing rate is even higher. This means that 
comments are pushed down into the scroll area within a few minutes of their publica-
tion, barely noticed – let alone read – by the users. 
All in all it would appear that YouTube comments have a rather bad image among 
users, the press pokes fun at them, and the presentation form is so poor that only a 
tiny fraction manages to draw an audience. This raises the question: why do people 
persist in contributing comments? In our survey, 12% stated that they post comments 
regularly. A broader survey among 3.000 YouTube users [6] yielded approximately 
the same fraction of commenting users. The size of the YouTube community is esti-
mated at 800 million users [16] – that means at least 96 million active comment au-
thors. To illustrate, a country with a population this size would be the 13th largest 
country in the world. Apparently, and despite all negative publicity, comments are an 
essential feature of YouTube and by far the most widely used way to communicate on 
online videos.  
Our user survey brought another interesting aspect to light: 34% (19% in some 
cases) stated that they read comments "often" and 53% agreed with the statement that 
they usually read the first two or three comments after watching a YouTube video. 
Considering that at any one time, a number of the over 800 million users are likely to 
be reading a comment, each comment is probably still read by thousands of people –
even if publishing rates are very high.  
In the remainder of the article, we first address the question whether YouTube 
comments offer added value and how we can measure it. We propose that users per-
ceive an added value in additional information, entertainment and social exchange. 
But, as we noted before, this would not explain the comments’ poor image and us-
ers’ contradictory attitudes and behaviour. We therefore suggest that the fraction of 
inferior comments is huge and mainly responsible for the negative image. Unfortu-






are mainly unstructured text fragments, which makes an analysis very difficult. We 
therefore develop a two-tiered classification approach to help us gather structured 
information about comment type and quality from more than 100.000 unstructured 
user comments (section 3). We conduct an explorative study to test the validity of our 
research model and our suppositions (section 4). During model evaluation, we noticed 
that the distribution of our comment classes is a precise and characteristic feature of a 
YouTube video. In our next step, we demonstrate that comments are not just an end-
user gimmick but also eminently suitable for semantic analysis of the actual video 
content (section 5). Our comment classification approach is, to a certain extent, a 
lightweight alternative to complex image processing. This is of particularly great 
interest to online video providers who must organize and classify enormous amounts 
of data. Finally, we investigate the influence of our identified comment types on us-
ers’ rating behaviour (section 6). We show that there is a positive relationship be-
tween certain comment types and the dispersion of Likes and Dislikes, respectively. 
Obtaining many Likes, thus boosting a video’s popularity, is important to the owner 
of a YouTube video because he can earn good money with the YouTube affiliate 
program. In fact, the revenues of YouTube affiliate program have more than doubled 
over four consecutive years [16]. YouTube, as an online video provider, also has a 
stake in ensuring high viewing numbers and quality (or at least popular) content: ul-
timately, the entire ad-based revenue model is based on viewing figures and user rat-
ings. 
2 Related work 
YouTube comments are not a very common research area but there are some articles 
that gave direction to our work: Ammari et al. [1] investigated the question of how to 
identify "noisy" YouTube comments. The authors present a roadmap for filtering 
comments that are not relevant to a certain domain. Their "noisy" comments represent 
a subset of our T2 comments (details in chapter 3), and their pre-processing step re-
sembles ours. In contrast to their approach, however, we deliberately desisted from 
focussing on any specific domain. We wanted a broader view on how people com-
municate via comments on YouTube. Mishne and Glace focused on comments in 
webblogs [10]. They found that comments constitute a substantial part of the blog-
osphere, accounting for up to 30% of the volume of weblog posts themselves. Their 
work underlines the importance of user comments as a way how people interact and 
extend primary content. Even though web blogs are a quite different domain, the au-
thors identified comment types which are very similar to those we found in our study 
(e.g. discussion). Thelwall et al. [14] examined the characteristics of authors and 
comments that can be found on YouTube. They limited their work to descriptive sta-
tistics on YouTube comments (with a focus on discussions) without semantic state-
ments. We compared our preliminary results with this work to ensure consistency and 
found a considerably higher amount of offensive posts in our data set. 
In section 5, we show how our comment-based classification approach can be used 






similar comment content [8] which leads to better search results and appropriate video 
categories "of interest". In comparison, our approach is less powerful but more gen-
eral. Leung et al.'s procedure requires domain specific knowledge on the video cate-
gory whereas our comment classes do not. A very interesting study on how user rat-
ings for YouTube comments can be predicted was conducted by Siersdorfer et al. 
[12]. They found that positive and negative ratings are closely related to the video 
category. Their main objective is different to our study but our results could have 
benefitted from taking ratings into account, since it is one possible measurement of 
comment quality. Unfortunately, we could not include user rating in our data set since 
we were not able to collect them via our data collection API. Hsu et al. [5] developed 
an approach to rank user comments regardless of the context in which they appear. 
They present a regression-based procedure for automatic quality assessment of user 
comments depending on the preferences of the particular community. As an exten-
sion, their results could be mixed with our measures of the comment quality, which 
may lead to better classification. 
3 Research Model and Data Collection 
First of all we had to find out how users communicate via comments. We were not 
primarily interested in the motivations for posting messages (see e.g. [7] for detailed 
information on the motivations for posting comments in online communities) but 
rather in the observable behaviour of YouTube users. We therefore collected quite a 
large amount of comment data and developed a formal model for the object YouTube 
comment, and finally applied data mining methods. We conducted an in-depth analy-
sis of 136.854 comments on 304 YouTube videos between 03/15/2012 and 
03/21/2012. The comments were collected using the YouTube Data API [17], and 
stored temporarily for subsequent analysis. To keep the amount of data manageable, 
videos were selected automatically from standard feeds like "most popular", "most 
viewed" for the regions North America, Germany and Great Britain. Since classifying 
small amounts of data leads to unstable results [14], we only selected video categories 
containing at least five videos and only videos which attracted at least 50 comments 
during evaluation period. Our sample represents a snapshot of the most popular vid-
eos in the selected regions at the time. We decided against manually selecting addi-
tional videos for the smaller categories like Sports because there exists no obvious 
selection rule and we did not want to introduce selection bias into our results. Table 1 































































































#videos 10 42 9 7 7 9 19 59 8 47 9 
#com-
ments 




Basically, these are many unstructured text fragments. Our next challenge was to 
extract information from the data which would reveal the reasons for the contradic-
tory usage behaviour of YouTube comments. We focussed on three basic comment 
types: 
 Discussion posts (T1): contains comments which are part of discussions among 
users. Since YouTube comments can be published as a reply to another comment, 
discussion threads evolve.  "Inferior" comments (T2): contains offensive statements and/or insults, com-
ments without any relevant content or short emotional shout-outs.   "Substantial" comments (T3): contains comments without offensive statements 
that carry certain content information and are, ideally, directly related to the actual 
video content. 
We propose that T1 and T3 comments provide added value for the users (information, 
entertainment, social exchange), whereas the “inferior” comments (T2) annoy most 
users. We decided to apply the definitions for the three comments types broadly and 
make no claims of their being complete. We operationalized our comment types on 
several relevant low level features (Table 2). The feature OFFENSIVE HINT was 
extracted by sentiment analysis with “SentiStrength” [15]. We also used manually 
built word lists for EMOTIONAL HINT for topics like "offensive", "amused" or 
"amazed" from samples of our data set. We did not rely on sentiment analysis alone 
because YouTube comments contain a high number of vernacular and cryptic 
shortcuts. These could not be processed satisfactorily by sentiment analysis. The fea-
tures KEYWORD MATCH and TITLE MATCH are considered as indicators for a 
relationship between comment content and actual video content. A semantic analysis 
of video material turned out to be very difficult at this point. Automatic audio and 
image processing is still an extremely complex task, and the results must be treated 
with caution. Hence, we analysed metadata published along with a video instead [4], 
in particular the keywords and video title. Each comment was then searched for rele-







Table 2. Description of all Features   
Feature Description 
SPAM HINT Comment was reported as spam by a user 
OFFENSIVE HINT Comment has a negative sentiment strength greater than 
2, a high proportion of capital letters and/or contains 
words for topics "aggressive" or "angry" 
EMOTINAL HINT Comment contains words for topics "amused", 
"amazed", "devoted" or "disgusting" 
EMOTICON HINT Comment contains at least one emoticon  
PART OF THREAD Comment is part of a discussion among users 
#WORDS Number of words 
TIMESTAMP HINT Comment contains a video timestamp (e.g. "at 1:30")  
KEYWORD 
MATCH 
Comment contains at least one relevant keyword 
TITLE MATCH Comment contains a relevant component from the title 
 
Our comment types reflect a very general view on YouTube comments in their entire-
ty and combine several specific communication patterns. To get a more accurate view 
on the characteristics of YouTube comments as a form of communication we defined 
several subclasses for each comment type. The formal description of each comment 
class was derived directly from the definition of the consisting comment type. In sec-
tion 4 we will show that the comment classes revealed further insights in the way how 
people use comments and express their minds. In addition we were also able to con-
sider inferior discussion posts through T1-subclasses C1 and C2. Table 3 lists the 
comment classes and their formal specifications that we used for classification.  
Table 3. Predefined comment classes with formal definitions  
Class Title Definition 
T1 
C1 offensive discussion post PART OF THREAD & (OFFENSIVE | 
SPAM) 
C2 insubstantial discussion 
post 
PART OF THREAD & (#WORDS < 4) 
C3 normal discussion post PART OF THREAD 
T2 
C4 spam or offensive post SPAM | OFFENSIVE 
C5 short emotional shout out #WORDS < 9 & (EMOTIONAL | 
EMOTICON) & !(TIMESTAMP | 
KEYWORD | TITLE) 
C6 insubstantial post #WORDS < 4 
T3 
C7 reference to video content TIMESTAMP 
C8 contribution with respect to 
video content 
#WORDS > 8 & (KEYWORD | TITLE) 
C9 normal statement #WORDS > 10 







We designed the pre-processing step similar to [8], eliminating stop words and sin-
gle characters form the text bodies. Each comment was then checked for class mem-
bership. Class assignment was carried out in a disjunctive fashion; the OFFENSIVE 
HINT feature, for example, does not match classes C5 - C10.  
Note that we used both syntactic (e.g. #WORDS) and semantic (e.g. OFFENSIVE 
HINT) features for classification, which is the reason why some categories overlap. 
C1-comments, for example, would belong to type T2 if we ignored the syntactic fea-
ture PART OF THREAD. However, we decided to consider as many easily extract-
able features as possible to ensure optimal operationalization. 
4 Consistency Check: Is our Operationalization Valid? 
After classification, we tested the validity of our operationalization. Our goal was to 
verify the results of our classification by a descriptive evaluation of our test data set. 
This step was necessary because we cannot guarantee that the formal description of 
our comment classes represents their semantic meaning. We examined the distribution 
of comment classes in each video category to determine whether the variance can be 
explained based on video content only. This would provide strong evidence that our 
operationalization is highly reliable. The classification results are shown in  
table 4. The upper cell value marks the relative proportion of each subclass in each 
category and the lower value is the standard deviation.  
C1 - C3: Users conduct comment-based discussions in a variety of ways. In the 
categories Sports, Science & Technology and Gaming, approximately 20% of all 
comments are part of discussion threads. Relatively few comments (less than 20%) 
belong to C1; the majority belongs to C3. Videos in these categories mainly address 
events and new products (for example "Inspired Bicycles - Danny MacAskill April 
2009" or "New iPad 3 Concept Features"), for which there exist special-interest 
groups. People in this groups use the video as an opportunity for exchange, but mostly 
in a way which suggests that the videos do not polarize or address social issues. The 
category News & Politics presents a completely different picture: 57% of all com-
ments are part of discussions. Nearly 40% of discussion posts contain offensive char-
acteristics, suggesting that strongly polarizing topics are addressed. Considering that 
videos like "9/11: Total Proof That Bombs Were Planted In The Buildings!" or "Ap-
peasing Islam" form part of this category, this phenomenon is perhaps little surpris-
ing. The distribution of the feature #WORDS is very interesting. In most categories, 
average word count lies between 9 and 16, but in News & Politics, it is 37, indicating 
longer and more substantive disputes. The ratio of #AUTHORS to #COMMENTS 
supports this view. In News & Politics, it is under 0.40, but higher than 0.70 in all 
other categories. In summary, comparatively few authors are responsible for most 
comments, and threads are much longer than in other categories. The category Pets & 
Animals in particular shows a completely different picture: Only 11% of all com-






at 0.94 than in News & Politics. Videos of this category apparently cause only little 
occasion for discussion. 

































































































































































































































































































































C4 - C6: The proportion of spam-like or offensive comments is relatively high across 
all categories. Only Pets & Animals exhibits low levels below 20% (16% and an addi-
tional 2% of offensive discussion posts). The category People & Blogs leads C4-
comments with 28%. Videos such as "I AM A MUSLIM!" or "Abortion? I love you. 
Life is beautiful. pregnant. My speech to President Obama" address socially relevant 
topics on which there are strongly conflicting opinions in the community. YouTube 
users apparently tend to express their opinions in an offensive rather than a content-
centred way. We also identified many C4-comments for user-generated videos (in 
People & Blogs) such as "GINGERS DO HAVE SOULS!!". User-generated videos 
with controversial content seem to inspire users particularly to post offensive or de-
rogatory comments. One out of four comments in Music category contains spam or 
offensive posts. We found a large proportion of comments which were reported as 
spam by users. In particular, we encountered an increased number of references to 






evoke a lot C4-comments (22%), which is probably due to the fact that videos such as 
"Americans are NOT stupid - WITH SUBTITLES" are not considered as funny by 
everyone. The largest number of offensive and spam-like comments was found in 
News & Politics, if adding C4- and C1-posts. Nearly 40% could be assigned to these 
classes. C5- and C6-comments dominate in the categories Film & Animation, Enter-
tainment and Pets & Animals, which mainly contain entertaining or amusing videos. 
It is not surprising that videos such as "World's Largest Rope Swing" or funny animal 
videos instigate short emotional shout outs. In general, we found that the proportion 
of very short posts with no significant content (C5 and C6) is rather high at 20% to 
30%. 
C7 - C9: C7-comments represent only a very small proportion of comments (2% to 
4%). However, these posts certainly offer added value to the viewer: With the help of 
C7-comments, users can skip to the most interesting scenes in the video instead of 
being forced to view the entire video. The only exception is the Sports category where 
13% of all comments fall into class C7. In many sports events, there are few decisive 
or spectacular scenes (e.g. football goals being scored) which are of particular interest 
to users and most likely to be commented on; hence the frequency of C-7 comments 
C8-comments are a very important comment type as well. In our opinion, comments 
that contain neither offensive nor spam like statements, that are of a certain length and 
are related to video content are most likely to be perceived as valuable by users. In 
most categories, 10% to 13% of comments are C8 comments. The comparatively low 
proportion of 9% in News & Politics is due to disjunctive classifying. Almost half the 
comments had already been assigned to classes C1 - C3. If we had ignored the PART 
OF THREAD-feature, the total amount of C8-comments would have been much 
higher for this category. C9-comments are similar to C8-comments. They are content 
carriers without offensive or spam-like tokens but without a direct relationship to 
video content. In Science & Technology, C9-comments occur frequently because 
many posts discuss alternative or competing products (especially for videos such as 
"New iPad 3 Concept Features" or "BAE Electromagnetic Railgun"). Since in these 
cases no keywords matches are found, many posts are classified as C9 instead of C8-
comments. 
 
Implications.Our results indicate that no comment type is dominant on YouTube. 
Rather the opposite is true: users communicate on different video topics in different 
ways. This resembles verbal communication patterns: we talk about political topics in 
a different way than about sport events. Indicators are, for example, emotional tokens, 
stronger content relationship or extensive discussions. Overall, we found a relatively 
high proportion of offensive posts. But basically, YouTube comments appear to re-
flect real-life communication behaviour. Consequently, the distribution of the ten 
comment classes is highly different among the video categories and the variance can 
be explained mostly by the video content itself. This is a strong indicator for the va-
lidity of our operationalization and confirms our supposition: we found a substantial 
amount of comments that do not contain offensive statements and can be perceived as 
content carriers. Likewise, social interactions take place in 20% of all posts via dis-






suggested is the main reason why so many users post so many comments. On the 
other hand, our investigation revealed that about 30% of all comments belong to 
comment type T2. These comments are likely perceived as disturbing and annoying 
by the majority of users. This fact explains why users have such a negative impression 
of YouTube comments and also explains the contradictory usage behaviour. 
5 Comment Classes as a Basis for Automatic Video Analysis 
The results of our comment classification offer interesting insights into user com-
menting behaviour on YouTube. One particular interesting variable is the variance of 
the distribution of different comment classes across different video categories. If 
YouTube users commenting behaviour depends on the content of the video in ques-
tion, then we might be able to use the variance of the distribution of different com-
ment classes as a means to identify which topic a video is likely to deal with. 
 Automatic extraction of semantic information from raw video data is still ex-
tremely difficult and error prone. But for online video providers like YouTube, these 
evaluations are essential because they allow better search results and indexing of 
video data. We examine how our results on comment class distributions can be used 
to overcome the "semantic gap" in some areas. We picked the video category as the 
subject of analysis, which, due to its very general nature, is very likely one of the first 
steps in a video retrieval process. Our aim is to estimate reliably which video category 
a video belongs to, based on available comments and the distribution of the comment 
classes. 
For this purpose we conducted a support vector machine (SVM) based classifica-
tion. We performed n-force cross validation by splitting the comments on our 226 
videos (Table 3) into ten parts. One part is used as test data, the other parts as training 
data, and the test data switches after each run. Every test video is described by a vec-
tor composed of the actual category as well as the relative distribution of the comment 
classes. After the training run, the SVM estimated the category for each test vector. 
We used the LIBSVM implementation [2] for our investigations and achieved the best 
results by configuring the SMV as a nu-classifier working on a radial kernel  
(nu = 0.1). In our test run the classifier had an error rate of merely 2.8%. Table 5 
shows the detailed results for each category. The outstanding quality of the measured 
values indicates that comment class distribution is a reliable decision base for provid-
ing first assessments of the actual video content and the video category, respectively. 
Of course we cannot ensure the reliability of this method in general yet, but our re-
sults are very encouraging. More experiments with different training and test data are 






























































































Precision 1.00 0.88 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Recall 1.00 1.00 1.00 1.00 0.67 0.67 0.89 1.00 1.00 1.00 1.00 
F-Measure 1.00 0.93 1.00 1.00 0.80 0.80 0.94 1.00 1.00 1.00 1.00 
 
The automatic determination of the video category showed that comment classes are 
very well suited as a lightweight approach to gather semantic information for online 
videos. Apart from category membership, we have identified further opportunities for 
using YouTube comments in semantic analysis and implemented them in prototypes. 
C7-comments, for example, can be used to identify the most relevant scenes in the 
video. Assuming a relatively small number of 5.000 comments for a particular video, 
a classification run results in approximately 200 C7-posts from which it is very likely 
we will be able to extract the most important scenes.  
Beyond that, C8-comments are suitable for summarizing video content. Since 
keywords are not very user-friendly as a means for providing a content summary, we 
employ C8-comments to fill this gap. Identifying appropriate C8-comments for the 
sequences that were extracted from C7-comments turned out to be manageable by 
performing textual similarity checks. The enrichment of C7-comments by C8-
comments is recommendable because samples showed us that C7-posts tend to be 
relatively short. The user attitude towards a video can be measured by the amount of 
C4- and C5-comments as well as parts of our feature indicators for offensive and 
emotional posts, respectively. Even with relatively simple features, we were able to 
determine the degree of emotionality in a comment and form a basic attitude via ac-
cumulation. Analysing C3-comments is also a very convenient way of gaining further 
knowledge. We assume that, since the post raised a discussion, the content of the 
“root” comment is particularly interesting for users. The longer the thread length, the 
more relevant the post seems to be. 
There are many further interesting approaches for a comment based content re-
trieval system for YouTube videos, which we are working on now. We would like to 
refer to our future research work since further details would go beyond the scope of 
this article. 
 
6 Comment Types and Rating - is there a Relationship? 
In the previous section, we showed that comments have the potential for some kinds 






the next step, we will demonstrate how comments relate to the dispersion of Likes and 
Dislikes. The direct effect of comments on the number of views is difficult to meas-
ure: obviously, a viewing takes place before comments appear. It is therefore doubtful 
whether an effect of comments on the number of views exists. Even if there were a 
statistic correlation, it would be difficult to arrive at a meaningful interpretation. But 
an increased number of Likes affects the number of views since the video indicates 
higher popularity to other users. Positively rated videos are ranked higher than un-
popular videos and generate more views. And, of course, more views have a strong 
effect on platform revenue because more people watch commercials. The video owner 
is also interested in increasing the number of views and positive ratings. This interest 
is partly due to the participation in the YouTube affiliate program and partly to a 
higher social standing in the community.  
To obtain a detailed view on the correlations between comments and the dispersion 
of Likes and Dislikes, we estimated two negative binomial regression models. We 
took the total number of T1-, T2- and T3-comments as independent variables and the 
relative dispersion of Likes and Dislikes as dependent variables. Negative binomial 
regression is an appropriate evaluation method for our data because we modelled the 
comment types as overdispersed count variables. The results are shown in Table 6.  
Table 6. Effects of comment types on dispersion of Likes and Dislikes 
Variable %Likes %Dislikes 
Est. SE  p Est. SE  p 
(Intercept) 6.1719 0.0892 < 2e-16*** 3.4850 0.0892 < 2e-16*** 
#T1-comments  -0.0019 0.0006 0.0010*** -0.0009 0.0006 0.139 
#T2-comments  0.0014 0.0005 0.0023** 0.0018 0.0005 5.92e-05*** 
#T3-comments  0.0027 0.0009 0.0034** 0.0014 0.0009 0.117 
Log Likelihood: -1710.80*** -1124.89*** 
Nagelkerke's R²:  0.4236 0. 6398 
Note: '.' p < 0.1, '*' p < 0.05, '**' p < 0.01, '***' p < 0.001, ' ' p < 1 
 
As we can see from Nagelkerke's R²-values, our models explain a respectable amount 
of variance. Video content itself certainly has a major influence on user ratings, but 
we could not integrate it into our model for lack of a measure for the perception of the 
video content. We believe that this variable explains much of the remaining variance.  
The estimated values indicate two key findings. First, the number of T3-comments 
has the strongest effect on the relative amount of Likes (p < 0.01, β = 0.0027). The 
other two comment types have a significant (p < 0.01) but substantially lower effect 
on the dispersion of Likes. T1-comments cause the opposite effect. In other words, 
larger numbers of T3-comments correspond to a higher number of Likes. The second 
key finding concerns the dispersion of Dislikes. We measured a significant  
(p < 0.001, β = 0.018) influence of the total number of T2-comments on the amount 
of Dislikes. The other two comment types do not have a significant effect. Put differ-






likes. This is in accordance with the findings from our descriptive analyses (section 
4):  
T3-comments seem to provide added value to the users whereas T2-comments 
have the reverse effect. 
In conclusion, the regression analyses showed that different distributions of com-
ment types influence the users’ rating behaviour. The recommendations for a video 
owner are clear: motivate users to post fair, substantial and content specific comments 
(T3-comments) to get a higher amount of Likes. To counteract Dislikes, it should be 
made quite clear that offensive, spam like or insubstantial posts (T2-comments) are 
not welcome on the video page. However, a video owner has little influence on the 
comments published for his video. Only YouTube as the platform provider is capable 
of implementing and enacting appropriate policies. 
7 Discussion 
In this article we dealt with a relatively new form of communication, YouTube com-
ments. The main object of our study was the distribution of three different comment 
types among all YouTube comments: discussion (T1), inferior post (T2) and substan-
tial comment (T3). Our results support our suggestions that the bad image of You-
Tube comments is due to the high amount of T2 comments, but that users still make 
frequent use of comments due to added value (information, entertainment, social ex-
change, etc.) derived from, T1- and T3-comments. Furthermore, with the help of our 
classification approach, we were able to provide further insights into the communica-
tion form "YouTube comment" and to highlight its main characteristics.  
Our analyses yield several recommendations for improving user acceptance of 
YouTube comments. High numbers of T2-comments displace substantial comments. 
To counteract the negative image of YouTube comments, the added value of T1- and 
T3-comments ought to be emphasised. Appropriate visualizations which take context 
dependencies for particular video sequences into account, for example, could high-
light valuable posts. Dynamic and media time based annotations, which were estab-
lished in the context of interactive videos years ago [3] [9], are likely to be very well 
suited for visualizing substantial or context-specific user comments. Furthermore, we 
noticed that users express their emotional attitude towards a video via short shout outs 
(C5- and C6-comments), which also displace substantial contributions. It might be 
helpful at this point to launch a secondary rating system, which user could use to ex-
press their emotional attitude. Short emotional posts would retain their significance if 
a more suitable visualization form was available. Our results at least confirm the 
claim that users frequently communicate their emotions in comments. 
Beyond that, our classification approach showed that comments are very well 
suited for semantic analyses of video content. First results of our prototypes showed 
that comments can be used for automatic video retrieval, which leads to higher-
quality indexing and better search results. Since it is safe to assume that YouTube will 
present us with new record upload and view statistics in near future, lightweight alter-






regression analysis shows that YouTube comments affect the way we perceive online 
videos. We are now able to describe the main characteristics of a comment that cre-
ates added value for the users: fair, substantial and relevant for the underlying video 
are some of them. This knowledge forms the basis for recommendations to YouTube 
regarding the way comments should be presented and published, respectively.  
In our opinion, the potential of video comments goes far beyond improving bad 
publicity. We could translate existing research results on social TV and interactive 
video to the context of online videos and provide a completely new experience of 
social exchange to millions of users. Interactive and context-sensitive comments, 
which are either directly embedded in the video context or in the surrounding page, 
may lead to a higher level of entertainment and information. We definitely think that 
online videos will evolve into a social medium, and communicative features such as 
"comments 2.0" will help get there. In future research we will focus on this trend and 
investigate further ways how users can participate in this global social exchange. 
There are several limitations of our work that provide avenues for future research. 
Our data set, for instance, is based on certain YouTube feeds and contains popular 
online videos only. Our findings are limited to popular videos for which a reasonably 
large number of comments is available, because the analysis methods we used rely on 
these assumption. Furthermore our features do not cover the user perception of a 
video, since our data set did not cover this information. The regression analyses on 
the relationship of comment types and user ratings would certainly reveal further 
interesting results if we included the video content perception as another independent 
variable. Further research will be necessary to analyse these correlations. 
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Abstract. Smartphones und mobile Applikationen, die ursprünglich für den 
Konsumentenmarkt entwickelt wurden, werden mehr und mehr auch im Unter-
nehmen von den Mitarbeitern genutzt. Dieser als Consumerization bezeichnete 
Trend erzeugt Herausforderungen für das Informationsmanagement, die es zu 
bewältigen gilt. Anhand einer durchgeführten Fallstudie werden die Auswir-
kungen der Nutzung von iPhone und Co. für das Informationsmanagement un-
tersucht. Basierend auf den Analyseergebnissen werden 14 Hypothesen erstellt. 
Es hat sich gezeigt, dass viele der identifizierten Herausforderungen neu für das 
analysierte Unternehmen sind und Best Practices auch aus anderen Unterneh-
men größtenteils nicht vorliegen. Insbesondere das Management des Anwen-
dungslebenszyklus sowie der IT-Governance, der IT-Sicherheit, des IT-
Supports und der IT-Kosten werden durch den Trend erschwert. Der Beitrag ist 
nach unserer Kenntnis der erste, der systematisch die Herausforderungen des 
Consumerization-Trends, anhand einer Fallstudie in einem Großunternehmen, 
strukturiert erhebt. Die identifizierten Herausforderungen werden so aufbereitet, 
dass eine Maßnahmenentwicklung für das Informationsmanagement im Unter-
nehmen ermöglicht wird. 
Keywords: Consumerization, iPhone, Informationsmanagement, mobile Inno-
vation, BYOD 
1 Einleitung 
Mobile Endgeräte werden seit mehreren Jahren in Unternehmen zur Synchronisation 
von E-Mail-, Kalender- und Kontaktdaten genutzt. Etablierte Unternehmensendgerä-
te, wie das einstige Statussymbol BlackBerry, haben aber in den letzten Jahren für 
viele Mitarbeiter an Attraktivität verloren. Dieser Trend ist stark verknüpft mit der 
anwachsenden Popularität von iPhones und anderen Smartphones und Tablets, die 






Devices“). Das iPhone war das erste Endgerät dieser Art, das in die Unternehmen 
Einzug gehalten hat [5]. Weitere, vor allem Android-basierte, mobile Endgeräte fol-
gen. 
Das Eindringen von Innovationen ins Unternehmensumfeld, die originär dem Kon-
sumentenbereich entspringen, ist ein Trend, der als „Consumerization“ bezeichnet 
wird [6]. Im Rahmen der vorliegenden Arbeit wird eine Ausprägung dieses Trends, 
die aktuell große Aufmerksamkeit erhält, adressiert: Mobile Konsumentenmarkt-
Innovationen.  
Innovationen im Bereich mobiler Endgeräte und Applikationen beginnen nachhal-
tig das Informationsmanagement (IM) zu beeinflussen und werden Unternehmen in 
den nächsten Jahren stetig mit neuen Herausforderungen konfrontieren. Diesen Ein-
fluss bzw. die konkreten Implikationen der betrieblichen Nutzung dieser mobilen 
Innovationen zu erfassen, ist Ziel des vorliegenden Beitrags. Aus diesem Ziel leitet 
sich folgende dem Artikel zugrundeliegende Forschungsfrage ab: Wie wirkt sich die 
betriebliche Nutzung von mobilen Konsumentenmarkt-Innovationen auf das Informa-
tionsmanagement in Unternehmen aus?  
Die Forschungsfrage wird anhand einer Fallstudie zu den Auswirkungen der be-
trieblichen Nutzung von Mobile-Consumer-Devices beantwortet. Die Ergebnisse der 
Studie werden herangezogen, um Hypothesen zu generieren. Hierdurch wird dazu 
beigetragen den wissenschaftlichen Erkenntnisstand zum Themenfeld Consume-
rization zu erweitern.  
Im nächsten Abschnitt werden die theoretischen Grundlagen des Consumerization-
Begriffs und der Analyserahmen vorgestellt, gefolgt von einer Darstellung der ange-
wandten Forschungsmethodik und der Fallstudienergebnisse. Den Abschluss des Ar-
tikels bilden die Diskussion der Ergebnisse sowie eine Schlussfolgerung für das wis-
senschaftliche und praktische Themenfeld. 
2 Theoretische Grundlagen: Consumerization 
Es existieren verschiedene Ansätze zur Beschreibung des Consumerization-Trends. 
Ein Definitionsansatz von Niehaves et al. [10] umschreibt Consumerization als die 
betriebliche Nutzung privat-beschaffter IT-Ressourcen. Andere Autoren fassen den 
Begriff weiter und definieren Consumerization als die generelle Nutzung von Techno-
logien des Konsumentenmarktes im betrieblichen Kontext [5],[6], [13]. Konkreter 
ausformuliert wird diese Betrachtungsweise in der Literatur als die betriebliche Adop-
tion von Konsumentenmarkt-Endgeräten und -Applikationen aus dem Mobile-, Social 
Media- und Cloud Computing-Umfeld [3], [12], [13]. Zudem wird Consumerization 
als das Schwinden der Kontrolle der IT-Ressourcennutzung durch IT-Abteilungen 
und die hierbei zunehmende Selbstbestimmung der Mitarbeiter dargestellt [12], [13]. 
Ein geändertes Nutzungsverhalten, der im Unternehmen eingesetzten Technologien, 
was mit einer größeren Vermischung von Privat- und Berufsleben einhergeht, wird als 
weitere Facette des Trends beschrieben [12], [13]. Bei der Diskussion des 
Consumerization-Trends findet sich in aktuellen Veröffentlichungen vermehrt eine 






ser Fokus (erweitert auf die mobilen Applikationen auf den Endgeräten) liegt auch der 
vorliegenden Studie zugrunde.  
In der wissenschaftlichen Literatur und ausgewählten Praxisberichten wird mehr-
fach ein negativer Effekt des Consumerzation-Trends auf die Gewährleistung der IT-
Sicherheit, des IT-Supports und der IT-Governance formuliert [3], [5], [6], [9-12]. 
Weitere in der untersuchten Literatur vereinzelt genannte Herausforderungen sind 
Verfügbarkeitsbedenken, ein möglicher sog. „Information Overflow“, die Klärung 
rechtlicher Fragestellungen, die Integration in die Unternehmensinfrastruktur, die 
hohe Innovationsgeschwindigkeit oder die generelle Neuheit des Themas [3], [5], [6], 
[9-12].  
3 Theoretischer Analyserahmen: IM-Modell 
Mit dem Informationsmanagement-Begriff wird ein Teilbereich der Unternehmens-
führung bezeichnet, der die Aufgabe hat den für die Unternehmensziele bestmögli-
chen Einsatz der Ressource Information zu gewährleisten [7]. Dies erfolgt über Pla-
nung, Steuerung und Kontrolle von Information, Informationssystemen und Informa-
tions- und Kommunikationstechnik [7].  
Um im Rahmen der vorliegenden Untersuchung die Auswirkungen des Consu-
merization-Trends bzw. der Nutzung von Mobile-Consumer-Devices für das IM 
strukturiert zu erfassen und analysieren, wird auf ein von Krcmar [7] entwickeltes 
Modell zurückgegriffen (vgl. [13]). Dieses Modell betrachtet vier Ebenen des Infor-
mationsmanagements (siehe Abb. ) [7]. Auf der Ebene der Informationswirtschaft 
sind Entscheidungen zu Informationsangebot, -nachfrage und -verwendung zu treffen. 
Handlungsobjekte der Ebene der Informationssysteme sind Daten, Prozesse, Anwen-
dungslebenszyklus und Systemlandschaft. Die Ebene der Informations- und Kommu-
nikationstechnik zielt auf Datenspeicherung, -verarbeitung und -kommunikation so-
wie das Management von Technikbündeln (sog. „Technologiestacks“) ab. Die Füh-
rungsaufgaben des Informationsmanagements, adressieren u.a. das Management der 
IT-Sicherheit, IT-Governance, IT-Prozesse und IT-Kosten. 
Die vorgestellten Handlungsobjekte und Aufgaben des Informationsmanagements, 
auf den vier Ebenen des IM-Modells von Krcmar [7] (siehe Abb. ), stellen die in der 








Abb. 1. Modell des Informationsmanagements nach Krcmar [7] 
4 Methodik 
Das Ziel der durchgeführten Analyse ist die Identifikation von kausalen Zusammen-
hängen [14]. Es werden die unmittelbaren und mittel- bis langfristig abzusehenden 
Auswirkungen der betrieblichen Nutzung von Mobile-Consumer-Devices auf das 
Informationsmanagement untersucht. Das Vorgehen ist explorativer Natur, d.h. aus 
den Ergebnissen der durchgeführten Fallstudie werden Hypothesen abgeleitet und 
generiert [4], [14]. Der angewandte Ansatz trägt so zur Theoriebildung bei [1]. Für 
die Untersuchung des wenig bearbeiteten Forschungsfeldes Consumerization und der 
Forschungsfragen, die nach kausalen Zusammenhängen suchen (sog. „Wie-Fragen“), 
ist der angewandte qualitative Fallstudienansatz besonders geeignet [4], [14]. Die 
kausalen Zusammenhänge werden in der vorliegenden Analyse anhand des in Kapitel 
3 vorgestellten Modells des IMs von Krcmar [7] (siehe Abb.1) untersucht und struktu-
riert erfasst. 
In der Untersuchung wird ein Unternehmen betrachtet (Einzelfallstudie). Bei die-
sem Unternehmen handelt es sich um ein deutsches, multi-national agierendes Unter-
nehmen. Bei einer Mitarbeiteranzahl von mehr als 50.000 werden in dem Unterneh-
men alleine in Deutschland mehr als 10.000 Mobiltelefone (Stand 2011) eingesetzt.  
Im Rahmen der Fallstudie wurden fünf Experten, die sich im Unternehmen mit 
dem Informationsmanagement beschäftigen bzw. für dieses verantwortlich sind, in 
zwei Zyklen befragt. Es wurden u.a. ein Bereichs-, ein Abteilungs- und ein Teamleiter 
befragt. In einer ersten Runde wurden der für die Einführung der Mobile-Consumer-
Devices verantwortliche sowie die beiden operativ beteiligten Mitarbeiter befragt. In 
ca. 90- bis 120-minütigen Interviews wurden basierend auf einem semi-strukturierten 
Interview-Leitfaden Informationen gesammelt [4]. In einer zweiten Runde wurde 
basierend auf einer ersten Auswertung dieser Interviews mit dem Mitarbeiter, der die 
Weiterführung des Themas betreut, ein ca. 75-minütiges Interview geführt. Ziel dieses 
Interviews war es, basierend auf einem angepassten Leitfaden [1], Informationslücken 
aus den ersten Interviews im Sinne einer vollständigen Erfassung der Gesamtsituation 
zu schließen. Zusätzlich wurden in einem ca. 15-minütigen Interview zur Erfassung 
der Management-Perspektive mit einem Vertreter des Top-IT-Managements ausge-






stellte Dokumente (Projektpräsentation, Kostenanalyse, Richtlinien, Unternehmens-
präsentationen, etc.) ausgewertet, um die Analyse abzuschließen.  
Die Interviews wurden aufgenommen, transkribiert und zusammen mit der bereit-
gestellten Dokumentation mit der Software Atlas.ti ausgewertet. Die Auswertung 
wurde basierend auf den Grundsätzen der qualitativen, strukturierten Inhaltsanalyse 
nach Mayring [4],[8] durchgeführt. Es wurden 16 Subkategorien über die vier Ebenen 
des IM-Modells hinweg erstellt. In diesen Kategorien wurden im Rahmen der Inhalts-
analyse 274 Textstellen in den fünf Interviews und zwölf bereitgestellte Dokumenten 
kodiert und zu 40 Reduktionen verdichtet. Diese Reduktionen wurden interpretiert 
und zu 14 Hypothesen zusammengefasst.  
Die Qualität der Forschungsergebnisse wurde durch die Einhaltung diverser Richt-
linien in Fallstudiendesign und -durchführung maximiert [14]. Durch die Nutzung 
unterschiedlicher Informationsquellen (fünf Interviews und diverse Dokumente) so-
wie die nachgelagerte Durchsicht und Prüfung der Auswertungsergebnisse durch 
einzelne Interviewpartner wurde die Konstruktvalidität unterstützt [14]. Die Bildung 
einer klaren Beweiskette – begonnen bei der Definition der Forschungsfrage, der 
Nutzung eines theoretischen Frameworks zur Strukturierung der Untersuchung, bis 
hin zur Erstellung der Fallstudiendatenbank, die eine Bewertung der Forschungsfrage 
basierend auf den systematischen Auswertungsergebnissen ermöglichte – trägt hierzu 
ebenfalls bei [14]. Eine Reproduzierbarkeit der Ergebnisse durch Dritte (Reliabilität), 
wird durch die erstellte Fallstudien-Datenbank1, bestehend u.a. aus Interview-
Aufnahmen und -Protokollen sowie schrittweisen Auswertungen der Informationen, 
gewährleistet [14]. Die externe Validität ist, da nur ein Fall betrachtet wurde und so-
mit keine Replikation von Mustern möglich ist, nur eingeschränkt vorhanden [14]. 
Um dem Rechnung zu tragen wurden das angewandte, standardisierte Vorgehen und 
das in der Studie betrachtete Unternehmen sorgfältig ausgewählt, so dass die Fallstu-
dienergebnisse als ein Indikator für andere Unternehmen und Industrien betrachtet 
werden können [2], [4]. Aufgrund des explorativen Charakters der Untersuchung 
kann eine Prüfung gemäß des Gütekriteriums der internen Validität von kausalen 
Zusammenhängen nicht durchgeführt werden [14]. Im Rahmen der Analyse werden 
Ursache-Wirkungs-Hypothesen initial gebildet, die durch weitere Forschung zu vali-
dieren sind. 
5 Fallstudien-Ergebnisse 
In der Fallstudie werden die Auswirkungen für das Informationsmanagement, die für 
das betrachtete Unternehmen aus der Nutzung der Mobile-Consumer-Devices resul-
tieren, beschrieben und analysiert. 
                                                           






5.1 Hintergrund der Fallstudie 
Im Fallstudien-Unternehmen wurden vor der Integration der Mobile-Consumer-
Devices überwiegend BlackBerry-Smartphones, für die mobile Nutzung von PIM2-
Daten eingesetzt. Neben dem BlackBerry werden seit 2011 Mobile-Consumer-
Devices zur PIM-Synchronsiation bereitgestellt. Diese Endgeräte werden in die Ex-
change-basierte Infrastruktur über den Service „Good for Enterprise“ eingebunden 
(ein sog. „Mobile-PIM-Service“). Offiziell dürfen nur private Endgeräte, mit Fokus 
auf iOS-basierten Smartphones und Tablets, über diesen Service angebunden werden. 
Die Integration von Android- und Phone 7-basierten Endgeräten wird technisch eben-
falls unterstützt. Jedoch ist die Nutzung von Android-basierten Endgeräten in einzel-
nen Unternehmensbereichen aus Sicherheitsgründen untersagt. Der Einsatz von Phone 
7-basierten Mobile-Consumer-Devices erfolgt nur vereinzelt. 
Mittelfristig wird aus Unternehmensperspektive mit der Einführung des Good for 
Enterprise-Services auf die Integration von dienstlichen Mobile-Consumer-Devices 
abgezielt. Aufgrund von Unsicherheiten im Top-Management bzgl. der Datenschutz-, 
Sicherheits-, Kosten- und Supportsituation wurde der Dienst intern aber rein als 
BYOD (Bring-Your-Own-Device)-Service (d.h. nur für die Integration von privaten 
mobilen Endgeräten) propagiert. Für die Integration von dienstlichen Endgeräten 
sollte dieser Service ausschließlich dem Top-Management zur Verfügung gestellt 
werden. 
Im Jahr 2011 stand für die deutschen Unternehmensbereiche die Neuausschreibung 
des Mobilfunkrahmenvertrags an. Im Rahmen des hierbei durchgeführten Anbieter-
wechsels wurden im Unternehmen erstmals offiziell iPhones in größerer Stückzahl 
ausgewählten Mitarbeitern zur Verfügung gestellt. Bezüglich des Berechtigtenkreises 
gab es eine Grauzone, die bisher nicht final aufgelöst wurde. Mit der Genehmigung 
durch einen Kostenstellenverantwortlichen, kann grundsätzlich für jeden Mitarbeiter 
ein iPhone bestellt werden. Hierdurch kam es zu einem zahlenmäßig größeren Bezug 
der Endgeräte als ursprünglich geplant. In Kombination mit der Nutzung des nur für 
private Endgeräte gedachten Good for Enterprise-Services, kam es im Unternehmen 
so zu einer nicht geplanten großflächigen Bereitstellung dieser Geräte.  
Die Zahl der integrierten Endgeräte ist in den ersten sechs Monaten nach Service-
Einführung in Deutschland rasant von 250 auf ca. 1200 Endgeräte und international 
zusätzlich auf ca. 2400 Endgeräte angewachsen. Jedoch liegt kein Überblick darüber 
vor wie viele der Endgeräte, die den Service nutzen, privat und wie viele geschäftlich 
beschafft wurden.  
5.2 Zusammenfassung der Ergebnisse 
Die Auswertung der Interviews und Dokumentation zeigt Implikationen auf allen 
Ebenen des IM-Modells, d.h. auf das Management der Informationswirtschaft, Infor-
                                                           
2 PIM (Personal Information Management)-Daten bezeichnen E-Mail-, Kontakt- oder Kalender-
Informationen, die durch Anwendungen wie Lotus Notes oder Microsoft Exchange / Out-






mationssysteme, Informations- und Kommunikationstechnik sowie für die Führungs-
aufgaben des IMs. Ausgehend von den gebildeten Reduktionen werden nachfolgend 
die Ergebnisse in Form der im Rahmen der strukturierten Inhaltsanalyse erfolgten 
Zusammenfassungen erörtert. 
 
Auswirkungen auf das Management der Informationswirtschaft. Durch den Ein-
satz der Mobile-Consumer-Devices ist noch keine kurzfristige Veränderung des An-
gebots an oder der Verwendung von Informationen im Unternehmen zu beobachten. 
Vereinzelte Projektansätze zur Entwicklung und internen Bereitstellung von mobilen 
Applikationen (sog. „Apps“) zeigen jedoch, dass mittelfristig eine Erhöhung des In-
formationsangebots bzw. eine mobile Bereitstellung von vorhandenen Informationen 
auf mobilen Endgeräten zu erwarten ist. So beschäftigen sich aktuelle Initiativen u.a. 
mit der Ortung von Fahrzeugen im Fleet Management und dessen Darstellung auf 
iPads, mobilen Haus-Begehungs-Checklisten im Bereich Real Estate, App-basierter 
Ortung von Mitarbeitern im Katastrophenfall und mobilen Speiseplänen. Der Auslö-
ser für diese vielfältigen Initiativen wird in den positiven privaten Erfahrungen mit 
Mobile-Consumer-Devices vermutet. Das Vorhandensein der Endgeräte im Unter-
nehmen hat dies voran getrieben. Aufgrund des BYOD-Programms werden zudem 
mehr Smartphones als zuvor im Unternehmen genutzt, was die Zahl der potentiellen 
Nutzer von internen Applikationen wiederum erhöht. 
Die gestiegene Nachfrage nach Informationen spiegelt sich im gestiegenen Daten-
volumen, das durch die mobilen Endgeräte erzeugt wird, wieder. Der Anstieg des 
Datenvolumens im Unternehmen zeigt den, im Vergleich zum BlackBerry (auf dem 
die Nutzung von Apps untersagt ist), intensiveren Konsum von Informationen auf den 
Mobile-Consumer-Devices. Ob diese Nutzung privat oder dienstlich bedingt ist, kann 
nicht festgestellt werden. Die durch die Existenz der Endgeräte gestiegene Nachfrage 
wird zum einen der höheren Bedienfreundlichkeit zugeschrieben, maßgeblich erzeugt 
durch intuitive Bedienkonzepte, basierend auf z.B. Touchscreens und App-basierter 
Menüführung. Zudem sieht man die durch Apps offerierten neuen Anwendungsmög-
lichkeiten und die stärkere private Nutzung im Vergleich zum BlackBerry als moti-
vierend. 
 
Auswirkungen auf das Management der Informationssysteme. Auf das Datenma-
nagement, z.B. auf die Datenmenge oder -konsistenz, ist bisher kein Effekt zu be-
obachten. Wird hingegen die Ebene der Geschäftsprozesse betrachtet, zeichnet sich 
ein Effekt ab. Konkret ist geplant, basierend auf einer internen Anfrage, iPads zur 
Optimierung des Vertriebsprozesses einzusetzen. Die Motivation liegt hier zum einen 
begründet in den kurzen Boot-Zeiten im Vergleich zum Laptop. Dadurch entfällt 
initiale Wartezeit im Kundengespräch, die durch das Starten des Laptops, den Aufbau 
der VPN („Virtual Private Network“)-Verbindung und das Einwählen in ein Portal 
aktuell erzeugt werden. Ein weiterer Treiber ist die Tatsache, dass die Bildschirme 
geöffneter Laptops eine gewisse Distanz zwischen Kunde und Verkäufer erzeugen. 
Die Nutzung eines iPads, das ähnlich einem Blatt Papier zwischen beiden liegt und 
welches beide einsehen können, würde diese Distanz deutlich verringern. Ein weiterer 






dieser als Handscanner. Hier sind aktuell sehr teure, proprietäre Geräte im Einsatz. Im 
Vergleich dazu sind Smartphones deutlich günstiger und einfacher zu betreiben. 
Lebenszyklen mobiler Betriebssysteme des Kosumentenmarktes (z.B. iOS, Andro-
id, Phone 7) sind im Vergleich zu betrieblichen Anwendungslebenszyklen deutlich 
kürzer. Diese sehr kurzen Lebenszyklen haben schon jetzt einen Einfluss auf das Ma-
nagement des Anwendungslebenszyklus des in der Fallstudie betrachteten Unterneh-
mens. Aufgrund der Fokussierung und der Abkündigung des Supports für Windows 
Mobile durch Mircosoft (u.a. bedingt durch die Einführung von Phone 7), muss eine 
existierende mobile Anwendung zur Unterstützung des Vertriebs (über z.B. Produkt-
katalog und Arbeitszeiterfassung) neu entwickelt werden. Die Anwendung war auf 
Windows Mobile 6.5 ausgelegt und wird jetzt für iOS neu geschrieben. Die Einstel-
lung des Supports kam schneller als erwartet und bedingt, dass eine sehr kurzfristige 
Portierung der Applikation auf iOS erfolgt.  
Neben der Abkündigung eines mobilen Betriebssystems, stellt die Kürze der Up-
date-Zyklen des mobilen Konsumentenbereichs Herausforderungen dar. So erzeugten 
die regelmäßigen, kurzfristigen iOS-Updates Probleme im Rahmen der Bereitstellung 
des Good for Enterprise-Services. Für den Service gibt es einmal im Quartal ein Up-
date, um mit den Neuerungen der Betriebssysteme Schritt halten zu können. Trotz 
regelmäßiger Service-Anpassungen gab es die Situation, dass ein kurzfristiges iOS-
Update nicht rechtzeitig vom Hersteller berücksichtigt wurde und Mitarbeiter sich 
über resultierendes Fehlverhalten des Services beschwerten. 
Zudem sind Lizenzmodelle für Geschäftskunden nicht vorhanden bzw. nicht aus-
reichend für die betriebliche App-Nutzung. Gepaart mit der betriebssystemseitig 
i.d.R. nicht bereitgestellten Möglichkeit, dass Unternehmen Firmen-Accounts für 
Mobile-Consumer-Devices anlegen können, erschwert dies im betrachteten Unter-
nehmen eine zukünftige zentrale Bereitstellung und Verwaltung von Apps. Würde ein 
Mitarbeiter, dem eine kostenpflichtige Applikation z.B. aus dem AppStore bereitge-
stellt wurde, aus der Firma ausscheiden, so würde er die durchs Unternehmen erwor-
bene Lizenz, die an seinen privaten Apple-Account gekoppelt ist, mitnehmen. 
Das Management des Anwendungslebenszyklus hat zudem die Heterogenität der 
mobilen Endgeräte und Betriebssysteme zu berücksichtigen. IT-Infrastruktur und 
Applikationsentwicklung sind auf die unterschiedlichen mobilen Endgeräte (z.B. 
Smartphones, Tablets) und Betriebssysteme (z.B. iOS, Android, Phone 7) auszurich-
ten. Es wird erwartet, dass sich dieser Effekt zukünftig noch verstärken wird. Ein im 
Unternehmen zu beobachtendes Beispiel das dies veranschaulicht, ist der Zugriff auf 
das Intranet. Die Webseite ist bisher nur für den Zugriff über den Internet Explorer 
ausgelegt und kann mit Apples mobilen Safari Browser nicht betrachtet werden.  
Gegenwärtig erfolgt die Integration der Mobile-Consumer-Devices über einen ab-
gekapselten Netzwerk-Bereich, der keine direkte Anbindung an die IT-
Systemlandschaft hat. Grund hierfür sind u.a. Sicherheitsbedenken. Da zukünftig 
vermehrt auf Ressourcen wie Sharepoint oder Netzlaufwerke zugegriffen werden soll, 
ist mittelfristig eine andere Form der Anbindung zu wählen. Die Integration von mo-
bilen Anwendungen auf Mobile-Consumer-Devices könnte so zu einem Aufbrechen 
der gewachsenen IT- bzw. Netzarchitektur im Unternehmen führen. Eine diskutierte 






Infrastruktur (sog. „VDI-Lösung“), bei der auf einem virtualisierten Backend-System 
Unternehmensdaten bereitgestellt und keine Daten auf dem Endgeräte abgelegt wer-
den. Die Problematik die hierbei besteht ist die fehlende Offline-Verfügbarkeit des 
Dienstes. Das Aufbrechen der definierten IT- und Netzwerkarchitektur ist außerdem 
beim Netzzugang zu beobachten. Im Unternehmen wird momentan eine zertifikatsba-
sierte Netz-Zugangskontrolle eingeführt. Die fehlende oder mangelhafte Unterstüt-
zung von Zertifikaten durch Mobile-Consumer-Devices könnte zu einer Anpassung 
dieses Mechanismus oder zur Etablierung weiterer Maßnahmen im Netz führen. 
Selbst bei einer kurz- oder mittelfristigen Lösung dieser Problematik wird im Unter-
nehmen die Notwendigkeit zur Etablierung einer flexiblen Netzinfrastruktur zur Ein-
bindung dieser Endgeräte gesehen. 
 
Auswirkungen auf das Management der Informations- und Kommunikations-
technik. Der Zugriff auf Unternehmensdaten von unterschiedlichen Endgeräten er-
fordert eine zentrale und transparente Datenspeicherung. Hier wird die Notwendigkeit 
gesehen dies mittelfristig über einen selbst betriebenen Cloud-Dienst zu unterstützen. 
Würde ein solcher Service nicht bereitgestellt werden, sieht man die Gefahr, dass 
Mitarbeiter für das mobile Arbeiten mit unterschiedlichen Endgeräten (z.B. iPhone, 
iPad, Laptop) öffentliche Services wie Dropbox nutzen. Bei der Nutzung solcher An-
wendungen könnte die Vertraulichkeit der Daten nicht gewährleistet werden. Dieses 
ist nur bei der Bereitstellung eines eigenen Services möglich. 
Aufgrund eines anderen Nutzungsverhaltens der Mobile-Consumer-Devices, im 
Vergleich zum im Unternehmen stark reglementierten BlackBerry, ist ein Ansteigen 
des Datenkommunikationsvolumens zu beobachten. Die Möglichkeit der Applikati-
onsnutzung und vermehrte private Nutzung multi-medialer Inhalte werden hier als 
Treiber gesehen. Der Großteil der Nutzer hat einen monatlichen Datenkonsum von ca. 
300-400 Megabytes (MB), vereinzelt verbrauchen Mitarbeiter 3-4 Gigabytes (GB). 
Obwohl der Anstieg weniger stark als erwartet ist, wird das im Vertrag mit dem Mo-
bilfunkdienstleister zur Verfügung stehende monatliche Budget überschritten. Um 
dem entgegenzuwirken wurde für sog. „Power-User“ (mit mehr als 500 MB Ver-
brauch pro Monat) ein eigener Smartphone-Tarif mit 5 GB Inklusiv-Datenvolumen 
bereitgestellt. 
 
Auswirkungen auf die Führungsaufgaben des Informationsmanagements. Mobi-
le-Consumer-Devices kamen ins Unternehmen ohne von der IT freigegeben gewesen 
zu sein. Hier war man im Rahmen der Einführung dieser Endgeräte "getrieben" und 
nicht proaktiv tätig. Dieser Zustand war speziell dem starken Management-Druck 
geschuldet. Besonders international besteht hier nur eine geringe Einflussnahme bzw. 
Governance. Es ist schwer im Unternehmen die Nutzung einer mobilen Infrastruktur, 
insbesondere bereichsübergreifend, vorzugeben. Die Einschränkung der IT-Gover-
nance wird durch die Nutzung privater Endgeräte noch verschärft, so dass ein Geräte-
portfolio schwer vorgegeben werden kann. Zudem sind Verhaltensvorschriften, auch 
teilweise rechtlich, schwer umzusetzen. Beeinflusst durch die Einführung der Mobile-
Consumer-Devices und Etablierung des BYOD-Programms fragen Mitarbeiter auch 






Einschränkungen, die abhängig von den mobilen Betriebssystemen variieren, er-
schweren die Gewährleistung der IT-Sicherheit für dienstliche Endgeräte. Ein Sicher-
heitsniveau wie bei den im Unternehmen bereitgestellten BlackBerry-Smartphones ist 
betriebssystemübergreifend momentan nicht erreichbar. Beispielsweise ist es bei iOS 
nicht möglich die Installation von Apps aus Apples AppStore über eine sog. 
„Whitelist“ oder „Blacklist“ zu kontrollieren oder Apps aus der Ferne zu löschen. 
Dieses Problem wird über andere Mechanismen, wie die Definition einer Nutzungs-
richtlinie, versucht zu mitigieren oder es werden Kompromisse in Kauf genommen. 
Inwieweit Richtlinien eingehalten werden wird im Unternehmen kritisch hinterfragt. 
Es ist momentan zu beobachten, dass Mitarbeiter trotz Verbot, Daten außerhalb des 
durch den Good for Enterprise-Service auf dem Endgerät erzeugten Containers spei-
chern. Im Unterschied zu den im Unternehmen bereitgestellten BlackBerry-
Smartphones, sind auf den bereitgestellten iPhones Applikationen nutzbar. Manuell 
ist eine Sicherheitsüberprüfung dieser, wegen deren Vielfalt, zu aufwändig, sodass ein 
Sicherheitsrisiko bleibt. Da im Unternehmen mit dem Good for Enterprise-Service 
eine Lösung genutzt wird, die einen Container auf dem Endgerät erzeugt und somit 
die Unternehmensdaten schützt, ist das Sicherheitsrisiko durch Malware noch gering. 
Wenn, was erwartet wird, Daten auch außerhalb des Containers in eigenen Applikati-
onen bereitgestellt werden, ändert sich das Bedrohungspotential schlagartig. In der 
Vermischung der privaten und dienstlichen Nutzung der mobilen Endgeräte, u.a. im 
Rahmen des BYOD-Programms, wird ein zusätzliches Sicherheitsrisiko gesehen. 
Dies hat zu einer separaten Anbindung privater Endgeräte an das Unternehmensnetz 
geführt. Der „mobile“ Nutzungscharakter der Mobile-Consumer-Devices wiederum 
erzeugt keine grundlegend neuen Sicherheitsprobleme. Herausforderungen, die durch 
den mobilen Charakter der Nutzung entstehen, wie z.B. bei verlorenen Endgeräten 
Daten aus der Ferne löschen zu müssen, gab es schon bei BlackBerry-Endgeräten.  
Die Auswirkungen der Nutzung der Mobile-Consumer-Devices auf die IT-
Prozesse des Unternehmens und deren Management sind vielfältig. Der Support von 
Mobile-Consumer-Devices, ob privat oder dienstlich beschafft, erfolgt durch den 
Mitarbeiter selbst. Nur für den Good for Enterprise-Service wird ein Support zur Ver-
fügung gestellt. Aufgrund der Heterogenität der Endgeräte wurde dieser Weg ge-
wählt. Dies ist jedoch ab einer gewissen Management-Ebene im Unternehmen nicht 
umsetzbar, sodass hier im Rahmen eines "VIP-Supports" auch für die Endgeräte Un-
terstützung angeboten wird. Mittel- bis langfristig wird die Notwendigkeit gesehen für 
alle betroffenen Mitarbeiter einen vollen Support, der auch das Endgerät beinhaltet, 
bereitzustellen. Beim Provisionieren der im Fokus stehenden iPhones und iPads ist 
man auf den Mitarbeiter angewiesen. Er muss sich privat eine Apple-ID bzw. einen 
Apple-Account erstellen. Ohne diese ID kann er das Endgerät nicht in Betrieb neh-
men. Zusätzlich muss er selbst die Good for Enterprise-App aus dem AppStore auf 
seinem Endgerät installieren und ist, gemäß Richtlinie, selbst für die Aktualisierung 
des mobilen Betriebssystems verantwortlich. Die Nutzung der Mobile-Consumer-
Devices hat zudem gezeigt dass die Unternehmensprozesse zur Einführung neuer 
Anwendungen und Services potentiell nicht geeignet sind. Die Prozesse werden als zu 
langwierig und nicht flexibel genug eingeschätzt. Die Entwicklung mobiler Applika-






Start im Unternehmen hingegen mehrere Monate. Ähnliches Problem stellt sich bei 
der Prüfung von extern entwickelten mobilen Applikationen, im Zuge deren interner 
Bereitstellung. Hier erzeugt die Fülle an Applikationen ein bisher nicht lösbares Prob-
lem. 
Durch die Nutzung der Mobile-Consumer-Devices bzw. der iPhones sind die IT-
Kosten, im Vergleich zur Nutzung des BlackBerrys, leicht angestiegen. Im Rahmen 
einer durchgeführten Vollkostenbetrachtung über drei Jahre wurden die für die Nut-
zung eines hochwertigen BlackBerry-Smartphones im Vergleich zu einem iPhone 
anfallenden Kosten untersucht. Betrachtet wurden Anschaffungskosten für die Endge-
räte, Lizenz- und Betriebskosten für den dazugehörigen PIM-Service und Kosten für 
die Mobilfunknutzung. Hierbei wurde die iPhone-Nutzung über drei Jahre als ca. 80-
170 Euro teurer als die BlackBerry-Nutzung bewertet, wobei sich dies abhängig vom 
betrachteten iPhone-Modell unterschiedlich darstellt (z.B. 80 Euro bei der 16 GB-
Variante). Die höheren Kosten im Falle der iPhone-Nutzung sind überwiegend auf 
gestiegene Datenverbrauchskosten im Mobilfunk und höhere Gerätepreise zurückzu-
führen. Im Vorfeld wurde aufgrund des höheren Datenverbrauchs ein deutlich höherer 
Unterschied, insbesondere bei den Betriebskosten, erwartet. Löst man sich von der 
Nutzung der bisherigen Container-Lösung (die nur einen Teil des Gerätes über eine 
sog. „Sandbox“ integriert) und bindet das komplette Gerät in die Infrastruktur ein, 
wird mit weiteren Kosten gerechnet. Es wird ein umfassendes sog. „Mobile-Device-
Management-System“ benötigt und gegebenenfalls fallen weitere Kosten zur sicheren 
Anbindung der Endgeräte (z.B. über eine VPN-Lösung) an. Wird der BYOD-Fall 
betrachtet, so werden aufgrund der separaten Netzanbindung der privaten Geräte, 
steigendem Datenvolumen, zu etablierender Sicherheitsmaßnahmen und der Support-
Kosten im VIP-Bereich ebenfalls keine Kosteneinsparungen erwartet. Zudem wird die 
langfristige Stabilität der Kostenanalyse im Unternehmen hinterfragt. Der wesentliche 
Sensitivitätsfaktor bei der Kostenbetrachtung ist das verbrauchte Datenvolumen. Die-
se Größe variiert stark pro Mitarbeiter und ist schwer prognostizierbar. Mit dem Ein-
zug der sog. „Digital Natives“ ins Unternehmen und der zu erwartenden Zunahme der 
privaten Nutzung wird hier eine zunehmende Volatilität in der Prognostizierbarkeit 
gesehen. Zudem ist schwer vorherzusagen wie sich die Gerätepreise und Bandbrei-
tenbedarfe der mobilen Applikationen in diesem schnelllebigen Markt mittelfristig 
verändern. Um mittel- bis langfristig eine Kostenexplosion zu verhindern, wurde eine 
Smart-Device-Richtlinie erstellt. Diese beschränkt die App-Nutzung bei konzerneige-
nen mobilen Endgeräten auf betriebliche Zwecke, verweist auf eine kosteneffiziente 
Verwendung (z.B. moderate mobile Datennutzung im Ausland) und dokumentiert das 
Verbot von geschäftlichen SIM-Karten in privaten Endgeräten. Weitere Maßnahmen 
die implementiert wurden sind die automatische Buchung des neu aufgesetzten 5 GB-
Smartphone-Tarifs (sobald 500 MB pro Monat überschritten wurden), Kommunikati-
on bzgl. der richtigen Tarifwahl, Ansprache der Kostenstellenverantwortlichen der 
Power-User und die Einführung eines Mobile-Device-Management-Systems (um z.B. 
Roaming zu deaktivieren oder Mitarbeiter zum Löschen von verbotenen Applikatio-
nen aufzufordern). Auf der anderen Seite ist der Mehrwert, den die Mobile-






Markenimage durch die Nutzung der Endgeräte oder Produktivitätsgewinne im Ver-
trieb einen Mehrwert herbeiführen ist schwer zu quantifizieren. 
5.3 Interpretation der Ergebnisse  
Ausgehend von den in Abschnitt 5.2 vorgestellten Fallstudienergebnissen können die 
in Tabelle 1 aufgeführten Hypothesen, zu den Auswirkungen der betrieblichen Nut-
zung von Mobile-Consumer-Devices auf das Informationsmanagement, abgeleitet 
werden. 
Die Einflüsse auf das Management der Informationswirtschaft sind in der Fallstu-
die als überwiegend positiv zu bewerten. Die zu erwartende Erhöhung des Informati-
onsangebots, durch die Bereitstellung von eigenen mobilen Applikationen, wird einen 
positiven Effekt für das IM haben. Die gestiegene Informationsnachfrage ist in die-
sem Zusammenhang ebenfalls positiv zu bewerten. Da aber Unklarheit bzgl. der Art 
der gestiegenen Nachfrage herrscht, ist ein negativer Effekt durch private Nutzung 
(z.B. illegale Downloads etc.) der dienstlichen Endgeräte nicht auszuschließen.  
Tabelle 1. Auswirkungen der betr. Nutzung von Mobile-Consumer-Devices auf das IM 
IM-Ebene Die betriebliche Nutzung von Mobile-Consumer-







H1: Erhöhung des internen Informationsangebots + 
H2: Erhöhung der internen Informationsnachfrage  + / - 
Informations-
systeme 
H3: Optimierung von Geschäftsprozessen + 
H4: Verkürzung von Applikationslebenszyklen - 
H5: Erschwerung des Applikationslizenzmanagements - 
H6: Erschwerung der Applikationsentwicklung - 
H7: Aufbrechen von IT-Architekturen - 
I. und K.-
Technik 
H8: Notwendigkeit der transparenten Datenspeicherung - 
H9: Erhöhung des Datenkommunikationsvolumens - 
Führungs-
aufgaben 
H10: Erschwerung der IT-Governance - 
H11: Gefährdung der IT-Sicherheit - 
H12: Erschwerung des IT-Supports - 
H13: Notwendigkeit neuer Service-Einführungsprozesse - 
H14: Erhöhung der IT-Kosten - 
 
Auf das Management der Informationssysteme wird die betriebliche Nutzung einen 
positiven Effekt haben, da z.B. über die geplante Nutzung von iPads im Vertrieb Ge-
schäftsprozesse optimiert werden können. Daneben sind negative Effekte auf das 
Management des Anwendungslebenszyklus und die IT-Systemlandschaft zu beobach-
                                                           







ten. Es ist eine Verkürzung von mobilen Applikationslebenszyklen sowie eine Er-
schwerung des Applikationslizenzmanagements (aufgrund teilweise fehlender Li-
zenzmodelle für Geschäftskunden) und der Applikationsentwicklung (aufgrund der 
Heterogenität der mobilen Endgeräte und Betriebssysteme) zu beobachten. Des Wei-
teren ist ein Aufbrechen definierter IT-Architekturen, speziell im Netzwerk-Bereich, 
im Rahmen der Anbindung der Mobile-Consumer-Devices abzusehen. 
Als herausfordernd sind ebenfalls die Implikationen für das Unternehmen auf das 
Management der Informations- und Kommunikationstechnik zu bewerten. Der Zu-
griff von einer gestiegenen Anzahl von mobilen Endgeräten erzeugt die Notwendig-
keit, dass Daten zentral und für die Geräte transparent gespeichert werden. Sollte das 
Unternehmen einen solchen Service nicht zeitnah bereitstellen, wird die Gefahr gese-
hen, dass Mitarbeiter ihre Daten in aus Unternehmenssicht unsicheren Diensten wie 
Dropbox ablegen. Die Erhöhung des Datenvolumens hat im Unternehmen kurzfristig 
schon Maßnahmen nach sich gezogen. Um steigende Kommunikationskosten zu ver-
meiden, ist eine Anpassung der Mobilfunktarife notwendig gewesen. 
Die größten Herausforderungen der Mobile-Consumer-Device-Nutzung, die unmit-
telbare Auswirkungen für das Unternehmen erzeugen, sind auf der Ebene der Füh-
rungsaufgaben des IMs zu bewältigen. Stark getrieben durch das hohe Interesse des 
Managements an Endgeräten wie dem iPhone oder iPad, aber auch durch die Etablie-
rung des BYOD-Programmes ist eine Governance in der Definition und Vorgabe des 
zu nutzenden mobilen Endgeräte-Portfolios nur noch schwer möglich. Darüber hinaus 
ist die IT-Sicherheit über die unterschiedlichen Mobile-Consumer-Devices hinweg 
nicht einheitlich zu gewährleisten. Hier werden bewusst Kompromisse eingegangen 
und gewisse Restrisiken getragen. Die Endgeräte-Heterogenität erschwert zudem den 
IT-Support, so dass ein sog. „Self-Service-Modell“ und VIP-Support etabliert wur-
den. Neben den Support-Prozessen sind aufgrund der Nutzung der Mobile-Consumer-
Devices auch die Prozesse für die Einführung von mobilen Services gemäß ihrer Ge-
eignetheit zu prüfen und dementsprechend neu zu definieren. Die bestehenden Pro-
zesse werden als zu langwierig und inflexibel gesehen. Mittel- bis langfristig wird 
auch das Management der IT-Kosten als schwierig betrachtet. Zwar sind aktuell die 
TCO (Total-Cost-of-Ownership) im Vergleich zur bisherigen BlackBerry-Nutzung 
nur leicht angestiegen, doch könnten diese aufgrund des zunehmenden Datenkommu-
nikationsvolumens deutlich steigen. Maßnahmen die hier etabliert wurden sind u.a. 
die Anpassung der Mobilfunktarife sowie die Definition einer Nutzungsrichtlinie für 
Mobile-Consumer-Devices. 
6 Diskussion 
Werden die identifizierten Implikationen und Einflüsse im Überblick betrachtet, so ist 
zu erkennen, dass die positiven Effekte auf die Informationswirtschaft und Geschäfts-
prozesse, auf den oberen Ebenen des IM-Modells, eine Vielzahl von Herausforderun-
gen auf den darunterliegenden Ebenen sowie für die Führungsaufgaben des Informa-






Beim Vergleich der Ergebnisse der Fallstudie mit bisherigen in der Literatur be-
schriebenen Herausforderungen, finden sich die in der Consumerization-Literatur 
vermehrt diskutierten Problemfelder IT-Sicherheit, IT-Support und IT-Governance 
wieder. Die Ergebnisse des vorliegenden Beitrags tragen dazu bei die Erkenntnisse 
bzgl. dieser Problemfelder zu konkretisieren und zu erweitern. Neben den genannten 
Überschneidungen zeigt die Fallstudie eine Vielzahl weiterer Herausforderungen für 
das IM. So stellt sich im besonderen Maße das Management des Applikations-
lebenszykluses und das Management der Informations- und Kommunikations-
Infrastruktur als herausfordernd dar. Daneben kann eine Notwendigkeit zur Etablie-
rung neuer, flexibler Prozesse zur Einführung mobiler Services sowie eine Erhöhung 
der IT-Kosten, deren mittelfristige Entwicklung schwer prognostizierbar ist, identifi-
ziert werden.  
Der Großteil der beobachteten Implikationen stellt das betrachtete Unternehmen 
vor neue Herausforderungen, zur Beherrschung derer im Unternehmen noch keine 
Maßnahmen etabliert wurden. Wo Maßnahmen aufgesetzt wurden, war dies kein 
proaktives Vorgehen, sondern ein reaktives Handeln aufgrund einer kurzfristigen 
Notwendigkeit. So wurden ein neuer Mobilfunktarif zur Beherrschung des gestiege-
nen Datenvolumens definiert, eine Nutzungsrichtlinie zur Kontrolle der z.B. durch 
private Nutzung steigenden IT-Kosten erstellt und ein Self-Service-Modell zur Er-
bringung des IT-Supports eingeführt. Grundsätzlich kann festgestellt werden, dass im 
Unternehmen Unklarheit bzgl. der anzuwendenden Maßnahmen und deren potentiel-
ler Effektivität besteht.  
7 Schlussfolgerung und Ausblick 
In der wissenschaftlichen Literatur gibt es nach unserer Kenntnis bisher keine syste-
matischen Untersuchungen, die sich umfassend mit den Auswirkungen des 
Consumerization-Trends auf das Informationsmanagement im Rahmen einer Fallstu-
dienbetrachtung befassen. Die Ergebnisse der hier durchgeführten Studie tragen dazu 
bei Auswirkungen in der Praxis zu identifizieren und diese theoretisch, anhand der 
vier Ebenen des IM-Modells (nach Krcmar [7]), einzubetten. Wird die jeweilige Häu-
fung der Implikationen auf den einzelnen Ebenen des Modells von Krcmar betrachtet, 
so zeichnet sich eine Verdichtung auf der Ebene des Managements der Informations-
systeme sowie der Führungsaufgaben des IMs ab. Diese Bereiche sind für eine ver-
tiefte Untersuchung von besonderem Interesse. 
Für Praktiker ist die Darstellung der Implikationen hilfreich, um die durch den 
Trend für das Informationsmanagement erzeugten Problemfelder zu verstehen. Hier 
kann angesetzt werden, um konkrete Maßnahmen und Best Practices entwickeln zu 
können.  
Da eine Einzelfallstudie durchgeführt wurde, ist die Verallgemeinerbarkeit der Er-
gebnisse nur eingeschränkt möglich. In weiteren Studien sind deshalb die formulier-
ten Hypothesen über weitere Fälle zu testen bzw. replizieren. Ein validiertes Set an 
Hypothesen stellt die Basis für weitere wissenschaftliche Studien und die Definition 
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Abstract. Investor sentiment about future returns of financial instruments is a 
highly relevant information source for investment managers and other stake-
holders in the financial industry. Investor sentiments are abundant in financial 
blog texts. Making use of these sentiments constitutes a massive information 
management challenge when considering the millions of blog articles with ever-
changing and growing amounts of information that need to be acquired and in-
terpreted. We propose a novel approach for investor sentiment extraction from 
blogs by combining machine-learning on the document-level and knowledge-
based information extraction on the sentence-level. The proposed artifact is a 
financial instrument-specific investor sentiment extraction method, which we 
apply to a set of blog articles. The evaluation suggests that the combined ap-
proach achieves a higher precision compared to a standalone knowledge-based 
approach. 
Keywords: Financial information management, investor sentiment, financial 
weblogs, machine learning classification, knowledge-based web information 
extraction 
1 Introduction 
Financial markets and the financial industry are information-driven domains. Infor-
mation is the key for decision making of professional and individual investors [1]. 
Making optimal investment decisions critically depends on acquiring, filtering, and 
interpreting the relevant information with respect to financial instruments (e.g., stock 
indices, stocks). 
Structured information such as price and economic time series can easily be ac-
cessed through financial information systems (e.g., Bloomberg Terminal) and inte-
grated into investment decision models. However, unstructured textual information is 
less integrated and cannot be directly used in an automatic way. This limitation is in 
particular critical, because the Web provides a huge amount of relevant unstructured 
information. Specifically, blogs have become a prime means for market participants 
to communicate opinions, investments analysis, trade ideas, and rumors. These kinds 







literature provides evidence that investor sentiments are relevant information for in-
vestors; in particular, the demand for risky assets by noise traders is significantly 
affected by their sentiments [3]. In addition, investor sentiment can effectively be 
used for predicting stock returns [3]. Recently, it was shown how a sentiment-based 
trading strategy that exploits the sentiment found in weblog articles consistently gen-
erates favorable returns [4]. However, making investor sentiment from weblogs avail-
able for financial decision makers is an unsolved information extraction (IE) problem. 
Whereas IE has made great advances, the literature reports very few approaches that 
specifically concern financial weblogs. The majority of IE methods in finance are 
concerned with other media such as corporate disclosures [5], news articles [6], and 
Twitter messages [7]. Compared to these media, the automatic assessment of full-
length web documents is more difficult due to noise and high ambiguity [8]. 
Current approaches to financial sentiment extraction are typically based on super-
vised machine-learning. Machine learning is a domain-independent technique for 
document classification. Since financial blogs often include investor sentiments on 
more than one financial instrument [9], document classification alone is not sufficient. 
Thus, a heuristic approach for selecting financial-instrument specific text parts for 
separate applications of machine-learning classification has been proposed [9]. In 
contrast to this simple approach, knowledge-based IE applies domain-specific and 
linguistic knowledge for text analysis and can directly work on (sub-) sentence-level 
with respect to specific financial instruments. However, it lacks the inherent optimiza-
tion capabilities of machine-learning methods. Thus, the objectives of our research are 
to: (1) develop a combined investor sentiment extraction method that enriches ma-
chine learning by a knowledge-based financial instrument-specific text selection and 
pre-classification and (2) apply this method to a set of blog articles to demonstrate its 
usefulness by determining precision and recall. We hypothesize the combined method 
to perform better than the standalone knowledge-based approach. The contribution of 
this research is an extraction method that combines strengths of machine learning on 
the document level and knowledge-based IE on the sentence level. 
The remainder of this paper is organized as follows. In section 2, we discuss the 
approaches for investor sentiment extraction and compare our approach with the rele-
vant literature. In section 3, we define a basic model for investor sentiment in blogs 
and formally specify the extraction problem. In section 4, we present the proposed 
extraction method. Section 5 reports the experimental evaluation. Section 6 concludes 
the paper and outlines future work. 
2 Related Work 
Sentiment extraction from web documents is a subfield of opinion mining and senti-
ment analysis [10]. Sentiment extraction has become a widely adopted research topic 
and has gained also adoption by practitioners. A major stream of research focuses on 
sentiment with respect to consumer products (e.g., books, movies) and reviews of 
such products on the web [11]. In recent years, investor sentiment has attracted specif-







strument in a document and perform classification on the document-level. Next, we 
review two groups of approaches: (1) document-level approaches, and (2) object-level 
approaches. 
2.1 Document-level Approaches 
Supervised machine-learning is a widely utilized approach for classifying documents 
in the financial domain. Supervised machine-learning is a statistical technique that 
creates a classification model bottom-up in a data-driven way. That is, it creates a 
mapping of a numerical representation of a document to the classification of the doc-
ument by means of labeled examples of texts. Different machine-learning methods 
such as Support Vector Machines (SVM) (e.g., in [5]), Naïve Bayes (NB) (e.g., in [9]) 
and Artificial Neural Networks (ANN) (e.g., [12]) have been used for this task. SVMs 
are widely used for text classification as according [13], they are well suited for this 
task as they achieved highest accuracy of all compared classifiers (i.e., Naïve Bayes, 
Rocchio, k-nearest neighbor (KNN), decision tree learner), are robust, fully automat-
ic, and can cope well with large amounts of input machine-learning features generated 
from texts. If not complemented with other methods, document-level text classifica-
tion using machine-learning approaches is not specific to an object, i.e., a financial 
instrument. 
The survey of classification approaches for corporate news [14] reports that news 
are labeled (positive/negative) with regard to the post-publication price reaction of the 
respective stocks. For instance, Groth and Muntermann classify corporate disclosures 
with respect to short term future price volatility using SVM, NB, KNN, and ANN 
approaches [5]. They find SVM to perform best in this application context. 
Schumaker et al. predict stock prices on a 20 minute horizon based on a text represen-
tation that includes the document-level sentiment polarity of financial news articles 
[15]. 
Sentiment classification is primarily concerned with determining the sentiment but 
not directly with predicting financial variables. Thus, a manually labeled corpus is 
required. Antweiler & Frank [16] use a manually labeled set of 1000 messages from 
stock message boards in classes positive, negative, and neutral. Using this corpus they 
train a classifier using SVM and Naïve Bayes methods. Using this classifier, they 
propose a multiple-document aggregate measure of “bullishness” that can be inter-
preted as a positive/negative sentiment score [16]. The measure neglects neutral 
(hold) messages as they were found to be dominated by noise [16]. Also, neutral is 
not required for testing market reactions. The measure significantly predicts stock 
price volatility [16]. Das and Chen [8] also classify messages from stock message 
boards using a majority-voting among various machine-learning methods and a sen-
timent word count approach. The manually classified corpus consists of 913 messag-
es. Das and Chen report classification accuracy of only 40.6% on a large test sample 
due to high ambiguity [8]. With a set of selected texts of low ambiguity, they achieve 
66.9% accuracy [8]. 
With respect to blogs, Gilbert and Karahalios [17] use user-provided document-







LiveJournal website. With an aggregate anxiety index, they predict next day returns 
of the S&P 500 stock index and find a Granger-causal relationship. The content Gil-
bert and Karahalios analyze is not finance-specific, analysis is on document-level, the 
sentiment is narrowed to anxiety, and it also is not specific to financial objects. 
The most recent research is concerned with microblogs. For instance, Bollen et al. 
[7] propose a dictionary-based approach for classifying positive/negative sentiment 
and also 6 mood states in Twitter messages. These messages do not explicitly refer to 
stocks. However, they find a predictive relationship to the Dow Jones Industrial Av-
erage prices. Classifying sentiment in full-length articles in weblogs is more difficult 
due to higher expressiveness, multiple objects and ambiguity. 
The approaches of the extant literature typically assign a polarity classification on 
the document-level to texts. This kind of sentiment analysis is rather coarse as it usu-
ally does not refer to specific financial instruments. Since web texts contain lots of 
ambiguity and noise, the reported classification performance is rather low. For creat-
ing a classifier, a labeled corpus is required in any case for supervised machine-
learning. The corpus size is typically less than 1000 documents due to the high 
amount of effort required for manual annotation. 
2.2 Object-level Approaches 
The approaches for object-level sentiment analysis in web documents can be seg-
mented in the following groups: (1) machine-learning based approaches that integrate 
a method for selecting text parts referring to a specific object, (2) dictionary-based, 
and (3) linguistic or knowledge-based approaches that use formalized linguistic or 
domain knowledge. We first review approaches in the financial domain with financial 
instruments being the relevant objects. 
Concerning machine-learning approaches, O’Hare et al. [9] propose an approach 
using SVM and NB methods to train a classifier for sentiment in financial blogs with 
regard to stocks on a 979 document corpus. This approach extracts stocks and respec-
tive companies from blog texts and uses the surrounding n (a) words, (b) sentences, 
and (c) paragraphs to train a stock-specific classifier. With 25 words, the NB achieves 
an accuracy of 75% and SVM achieves 74% accuracy. This approach comes close to 
ours as it also performs financial instrument-specific sentiment classification in finan-
cial weblogs. However, assuming that (all) surrounding text parts relate to a specific 
financial instrument is a heuristic that might fail for (1) sentences that actually do not 
contain a sentiment but just mention a financial instrument or (2) sentences that con-
tain multiple sentiments with respect to different financial instruments.  
Concerning dictionary-based approaches, Zhang and Skiena [4] use co-referenced 
occurrences of positive/negative sentiment words from a dictionary and company 
named entities to extract sentiment with respect to companies on sentence level from 
Twitter messages, blog articles, and news. The exact approach is described in 
Godbole et al. [18] and assigns sentiment of lexicon words to companies “juxtaposed” 
(co-occurring) in the same sentence. A ratio computed from the number of positive 
and negative sentiments serves as document-level sentiment and is used in a trading 







the accuracy of their classification approach. However, Pang et al. [19] have shown 
that machine-learning sentiment classification approaches perform better than a sim-
ple lexical approach. This observation provides a strong indication for the superiority 
of the approach of O’Hare et al.  
Concerning knowledge-based approaches, Klein et al. [20] propose a method for 
sentiment classification of financial weblog documents. They formalize correlations 
between economic indicators and future returns in an ontology [20]. Thus, in contrast 
to O’Hare et al [9], this approach allows for a detailed and thorough analysis of sen-
timent in text that refers to the feature “future returns” of a financial instrument in-
stead of using assumptions and heuristics. Klein et al. also formalize linguistic pat-
terns by means of regular-expression-based rules. They find their knowledge-based 
approach to be superior in terms of classification accuracy with respect to baseline 
machine-learning approaches.  
As the literature in the financial domain only provides few examples regarding the 
identified different approaches, we also report on approaches that are not specific to 
this domain. Typically, these approaches are referred to as topic-specific. 
Thet et al. [21] use a linguistic approach for classifying the sentiment with respect 
to multiple aspects (e.g., storyline, music) of a movie at sub-sentence level of discus-
sion board messages. This approach combines grammatical relations in dependency 
trees constructed by a parser with lexicons for contextual sentiment classification. 
They apply their approach to a movie dataset and achieve an accuracy of 81%. 
Nasukawa and Yi [22] analyze sentence-level opinions about products. Their ap-
proach also uses a syntactic parser and uses its output in rules together with a lexicon 
to classify sentiment. They extract only sentiment that relates semantically to the sub-
ject, i.e., a product. This relationship is ensured by manually defined rules and senti-
ment words. They achieve a high precision (up to 95%) but a low recall (up to 
28.6%). The rather deep analysis that is part of these two approaches comes typically 
at high computational cost and time cost for parsing of documents (cf. [23]). As time-
ly decisions are crucial in the financial domain, we neglect such approaches. 
Yi et al. [24] propose a natural language processing (NLP) approach for (1) ex-
tracting product aspects from customer reviews and general web documents at a sub-
sentence level and (2) classification of the sentiment with respect to these aspects. 
Their approach is based on modified lexicons and “sentiment patterns” (for describing 
grammatical relations between semantically orientated words and extracted aspects). 
They report an accuracy of 85.6%. As the corpus is not publicly available and senti-
ment patterns are not described comprehensively, the approach is not replicable. 
The extant literature indicates that simple dictionary-based approaches perform 
worse in terms of precision and accuracy compared to machine-learning approaches 
[19]. To this respect, O’Hare et al. have proposed a simple heuristic for selecting text 
parts that refer to a specific object, i.e., a stock, to be used as input for machine-
learning. Since more elaborated linguistic and knowledge-based approaches can better 
detect which sentences actually contain sentiment and also distinguish diverging sen-
timents on multiple objects in one sentence, we hypothesize that the text selection 
process for machine-learning can be improved by such methods. However, as deep 







lize the approach of Klein et al. [20] for object-specific text selection. This ontology 
and rule-based classifier will be further used for generating additional machine-
learning features by sentiment polarity classification at the sentence level. Further, 
using [20] for text selection also incorporates indirect sentiments by means of a do-
main ontology of indicators for future returns which is beyond the other approaches 
reviewed. This type of knowledge-based feature generation is also proposed by 
Gabrilovich and Markovitch [25] who find it to improve classification performance. 
Further, in the proposed combined approach machine-learning can exploit more in-
formation (e.g., bag of words) than a standalone knowledge-based approach and can 
optimize the weighting of sentence-level sentiments in the document-level classifica-
tion. Thus, we hypothesize the proposed combined approach to provide higher preci-
sion for document-level classifications than a standalone knowledge-based approach. 
3 Basic Model and Problem Specification 
3.1 Basic Model 
The basic model comprises sentiments and documents. It is derived from the domain-
unspecific sentiment analysis framework of Liu [26]. A sentiment on a sentiment 
object is a positive or a negative view, attitude, emotion or appraisal [26]. We are 
interested only in financial instruments as sentiment objects and define formally:  
Definition (sentiment): Sentiment is a tuple sl=(fi, so) on sentiment level l  {sen-
tence, document}, using the following elements: 
─ fiFI: A financial instrument, i.e., the object to which the sentiment is expressed. 
We assume a sentiment expressed with respect to a financial instrument to refer to 
its future returns. 
─ so{positive, negative}: The sentiment orientation. 
A sentiment orientation so is expressed by an orientation term ot  OT with positive 
or negative semantic orientation so. We omit the neutral orientation (implying “hold” 
with respect to a financial instrument) because of the following reasons. O’Hare et al. 
[9] found that reducing the number of sentiment orientations to two (posi-
tive/negative) significantly improves human annotator agreement and also the ma-
chine classifier performance in terms of accuracy. This is presumably due to less am-
biguity. Furthermore, Antweiler and Frank [16] argue that in “hold”-documents there 
is a dominating amount of noise. They conclude that the developed bullishness 
measures perform significantly better at predicting returns, volatility, and trading 
volumes without consideration of “hold”. The bullishness measure is a ratio of posi-
tive and negative messages that can be directly used for decision making which does 
not require “hold”. This view is, e.g., supported by Schumaker et al. [15], who define 
the classification of sentiment in financial news as a two-class (positive/negative) 
problem and define a respective trading model.  
A sentiment orientation so can also be expressed by an (economic) indicator iI 







If a sentiment with respect to a financial instrument is expressed indirectly via an 
economic indicator, we assume that the sentiment orientation referring to it can be 
obtained by the correlation coefficient c(i,fi): I×FI  {−1,+1}, i.e., a function that 
provides a positive or negative correlation for an indicator i that refers to the future 
returns of a financial instrument fi. Using the correlation coefficient and the semantic 
orientation expressed directly towards the indicator, the sentiment orientation for the 
financial instrument can be inferred. The following list provides some examples: 
─ Orientation term, “rise”: has a positive orientation, while “drop” has a negative 
orientation. 
─ Directly expressed sentiment, “I expect the FTSE 100 to rise.”: The orientation 
term with positive orientation “rise” provides a sentiment orientation, expressed di-
rectly with respect to (the future returns of) the FTSE 100 stock index. 
─ Sentiment expressed by an indicator, “Earnings of IBM are on the rise.”: The ori-
entation term “rise” refers to the indicator “earnings”, which has a positive correla-
tion to the future returns of a stock or a stock index. Thus, the sentiment orientation 
of the IBM stock with respect to its future returns is positive. 
Next, we define the document model following [20]: 
Definition (document): A document d = (P, ST, T, PH) is based on these model 
elements: 
─ dD: A document consists of sets of paragraphs, sentences, tokens, and phrases. 
─ pP: A document d consists of a finite number of paragraphs. A paragraph is a 
sequence of sentences of finite length. 
─ stST: Each sentence is a finite length sequence of tokens. 
─ tT: A token is a finite length sequence of characters which can be of type word, 
number, symbol, punctuation, or space. 
─ phPH: A phrase can contain sentiment(s) and is a sequence of tokens that focus 
around a head element. 
3.2 Problem Specification 
The problem is to classify the sentiment orientation so{positive, negative} of a sen-
timent document tuple sdocument= (fi, so) with respect to a financial instrument fi and its 
future returns in a document d. Each document can contain multiple sentiment docu-
ment tuples. To detect relevant text parts for financial instrument-specific classifica-
tion, first all ssentence= (fi, so) need to be extracted and the sentiment orientation so has 
to be classified. We assume this pre-classification on sentence-level to improve the 
document-level classification when used as additional input.  
4 Investor Sentiment Extraction Approach 
Our approach is a combination of knowledge-based and machine learning techniques 







specific extraction on the document-level. The extracted sentiment is defined as 
sdocument=(fi, so). As shown in the data flow diagram below (Figure 1), the approach 
consists of three successive steps: (1) preprocessing extracts financial instruments, (2) 
ontology- and rule-based extraction of text parts that refer to specific financial in-
struments, and (3) machine-learning based classification of overall investor sentiment 
on document level, and a domain ontology.  
 
 
Fig. 1. Combined approach for investor sentiment classification 
4.1 Domain Ontology and Lexical Resources 
There are two resources that are being used in the sentiment extraction approaches: 
(1) a domain ontology, and (2) a lexicon of semantically oriented words. 
Ontology. We develop an ontology (extending from [20]) consisting of the con-
cepts FI, I, and OT defined in the basic model and the formalized relations between 
the concepts. The concept FI has instances of stocks and stock indexes.  
In finance, a person rarely expresses a sentiment about future returns of a financial 
instrument directly. He or she often rather would express a sentiment about a factor or 
indicator that influences returns such as company earnings. In investment analysis 
two major theories prevail: fundamental analysis [27] and technical analysis [28]. We 
formalize knowledge on economic indicators I for future returns from both theories in 
the ontology, capturing various classes of indicators and their correlation to stock 
returns. The correlation is assumed static and either positive (+1) or negative (−1). 14 
fundamental indicators and their correlations are derived from [27], [29], [30], and 
[31]. 11 technical indicators and their correlations are derived from Lo et al. [28]. We 
refer to [20] for details. Labels (i.e., textual representations) for instances of instru-
ments and indicators are provided by manual expert text annotations (cf., section 5.1). 
We use the General Inquirer [32] (http://www.wjh.harvard.edu/~inquirer/) lexicon 
of orientation terms (OT). Only the words tagged as positive/negative after clearing 
duplicates are considered, leaving 1791 and 2198 words respectively. As General 
Inquirer is not specific to the financial domain, we also use a modified version of this 
lexicon. The modification was carried out by an undergraduate student without 
knowledge of the golden standard corpus or the sentiment extraction method in this 
work. 41 words were added (e.g., high, low, large, small), the polarity of 89 words 
was changed (e.g., arrest was moved to negative) and 360 words were deleted (e.g., 
company, share, thank). The resulting modified lexicon consists of 1575 positive and 







4.2 Natural Language Pre-processing 
The natural language pre-processing step uses GATE’s ANNIE information extrac-
tion system (Maynard et al. [33]). The pre-processing includes tokenization, sentence 
splitting, part of speech (POS)-tagging, morphological analysis (for lemmatization), 
noun and verb chunking, and identification of ontology concepts defined above. The 
output of this step is an annotated document represented by a list of tokens, sentences, 
and ontology-based entities (financial instruments, indicators, and orientation terms). 
4.3 Knowledge-based Extraction of Financial Instrument-specific Text Parts 
The extraction of investor sentiment contained in single sentences of a weblog docu-
ment is performed based on the ontology and rules, incorporating financial domain 
expertise and linguistic knowledge. The extraction of financial instrument-specific 
text parts consists of the following consecutive steps: (1) identification of relevant 
sentences, (2) extraction of sentiment sentences, and (3) sentiment classification on 
the sentence-level.  
Identification of relevant sentences. A relevant sentence potentially contains 
sentiment on a given financial instrument fi. Table 1 contains heuristic rules for iden-
tifying relevant sentences according [20]. Additionally, we employ a co-reference 
recognition that exploits the topology of concepts in the domain ontology. For exam-
ple, the instance “IBM” of the concept “stock” is recognized by extracting “stock” in 
a sentence for which the fi “IBM” has been already assigned by the rules (e.g., if it 
occurs in proximity, for instance in the first sentence of the paragraph). The subse-
quent extraction steps are carried out only on relevant sentences. 
Table 1. Rules for identifying relevant sentences (following [20]) 
No Rules 
1 Sentence contains a financial instrument fi. 
2 Sentence contains a macro fundamental indicator i (referring to the econo-
my or financial markets in general) as this implicitly refers to any fi. 
3 Sentence after a sentence that contains a fi. 
4 All sentences in the paragraph that begins with a sentence that contains a fi. 
 
Sentiment sentence extraction. A sentiment sentence refers to a financial instrument 
fi explicitly (e.g., S&P 500) or implicitly via an indicator i (e.g., interest rates). It must 
contain an orientation term ot to infer the sentiment orientation. The fi is not required 
to occur in a sentiment sentence. The fi can be heuristically inferred by rules from 
Table 1. Table 2 presents the rules for extracting sentiment sentences using the fol-
lowing elements: “Adj” (adjective), “Adv” (adverb), “N” (noun), “V” (verb) and 
“Prep” (preposition) are tokens differentiated by part of speech (POS). All other to-
kens are denoted as “to”. Orientation terms are specified with their POS in subscript. 
A "?" indicates that a token sequence has arbitrary length including zero. Ontology 








Table 2. Extraction rules for sentiment sentences (extending [20]) 
No Rules Example 
1 OTAdj  (FI|I) “positive S&P500” 
2 (FI|I)    OTN "market crash", "index decline" 
3 (FI|I)   (to)?   Prep (to)?   (OTN) "stock market in decline" 
4 (OTN|OTAdj) (to)?  Prep (to)?  (FI|I) "run-up in S&P500" 
5 (FI|I) (Adj|Adv)? V (Adj|N)?  OTN " stock market makes new highs" 
6 (FI|I)   (Adv)?   OTV "oil prices decrease" 
7 (FI|I)   (Adj|Adv)?   V  OTAdj "unemployment remains high" 
 
Sentiment sentence classification. For extracted sentiment sentences the sentiment 
orientation so is classified as follows. If the sentiment sentence contains the financial 
instrument fi (or if it was inferred by Table 2 rules), the sentiment orientation so is 
given by the lexicon’s classification of the orientation term ot. If the sentiment sen-
tence contains an indicator i, the sentiment orientation so depends in addition on the 
correlation coefficient c(i,fi) of the indicator modeled in the domain ontology. If the 
correlation coefficient is c(i,fi)=1 (positive), then the so is given by ot’s classification. 
If c(i,fi)=−1 (negative), the sentiment orientation given by the ot is inverted. Example: 
“high(ot,positive )unemployment(i,−1 ) rate” will be classified with so=negative. In any 
case, if a negation (e.g., “no”, “not”, “never”) occurs in the sentiment sentence, the 
sentiment orientation so is inverted. 
The output of this step is a set of classified (positive/negative) financial instrument-
specific text parts that are used as input for machine-learning document level classifi-
cation in the next step.  
4.4 Machine Learning-based Investor Sentiment Classification 
For investor sentiment classification on document-level the optimization capabilities 
of machine-learning techniques are used. Document-level classification is performed 
by the linear kernel SVM as it has been shown to perform well for text classification 
tasks [13] in comparison to other methods such as Naïve Bayes, Rocchio, k-nearest 
neighbor (KNN), and decision tree learner. Further, Groth and Muntermann [5] have 
found SVM to be particularly well-suited for classifying financial texts and their fi-
nance domain-specific application context. We use the one-against-another classifica-
tion method which means only one binary classifier is defined. The features used by 
SVM are unigrams represented as bag of words (i.e., a vector containing the number 
of occurrences of each word in a document) such as in O’Hare et al. [9]. Pang et al. 
[19] have shown unigrams to be a good language model for sentiment classification 
with SVM. We use SVM with default parameters, without allowing for a soft margin 
(i.e., cost=1). No optimization of SVM parameters was conducted. 
As each document may contain sentiments with respect to multiple financial in-
struments fi, the overall document sentiment orientation so is analyzed with respect to 







timent tuples sdocument=(fi, so). For each distinct financial instrument a sub-document 
is created. This sub-document consists only of text parts referring to this financial 
instrument. All tokens (normalized by lemmas) included in this sub-document and the 
sentiment orientation of sentiment sentences serve as machine-learning features. Us-
ing all the machine-learning features obtained, the SVM classifier obtains the docu-
ment-level sentiment classification that refers to a specific financial instrument fi. 
5 Evaluation 
In this section, we report evaluation results of our proposed combined investor senti-
ment extraction method with respect to a baseline method. A set of manually labeled 
documents that comprise the gold standard corpus serves as basis for evaluation.  
5.1 Gold Standard Corpus 
We reuse and extend the corpus of Klein et al. [20]. The extension results in a total of 
528 financial instrument-specific document-level investor sentiment annotations in 
409 distinct documents that stem from the following sources: 
1. 165 blog documents classified on the document level as positive or negative (from 
Klein et. al. [20]). These documents were classified bi-polar by three graduate stu-
dents independently of each other. None of them is an author of [20]. Overall clas-
sification was derived by majority vote. All sentiments refer to future returns of the 
S&P 500 stock index. 
2. Further, 161 unique blog documents were annotated with 217 financial instrument-
specific sentiment annotations by 4 finance industry professionals, none of whom 
is an author of this work. A fuzzy sentiment classification with 5 levels of degrees 
of membership for the classes positive and negative were used respectively with 
assigned labels: no amount (0), a small amount (0.25), a medium amount (0.5), a 
large amount (0.75), and a maximum amount (1). Each annotator assigned degrees 
of membership for positive and negative. We subtract the negative from the posi-
tive degree of membership for each annotator and use the median of these values to 
obtain the aggregate score. An aggregate score >0 results in a positive label, nega-
tive otherwise.  
3. The remaining 83 unique blog documents with 164 financial instrument-specific 
investor sentiment annotations were split randomly in 3 sets. Each set was annotat-
ed by one finance industry professional each. The sentiment annotation schema is 
identical to (2). 
For the last two sources, the annotated investor sentiments refer to specific U.S. or EU 
stocks, both large and small caps. Further, in all three sources the annotators also 
annotated textual representations of economic indicators for future returns of stocks to 
be used as labels for ontology instances. 58.2% of the overall corpus documents are 







5.2 Cross-Validation Methodology 
For comparing automatic to manual classifications, we utilize stratified ten-fold cross-
validation as suggested by Kohavi [34] who finds indications for this approach to be 
better than leave-one-out cross-validation. 
Ten-fold cross-validation divides the corpus into ten subsets of approximately 
equal size. Each subset is stratified, i.e., every subset contains approximately the same 
proportion of positive and negative investor sentiment annotations as the whole cor-
pus. In one fold, one subset is used as test set and the others as training set. In ten 
folds, each of the subsets becomes the test set once. For our combined approach, la-
beled documents in the training set are used to train a machine-learning classifier. 
Further, for the knowledge-based approach (that is part of the combined approach, see 
section 4.3), the annotations of economic indicators for future returns of stocks in the 
documents in the training set are used to dynamically create the labels (textual repre-
sentations) for the indicator instances in the ontology used by this approach for ex-
traction and inference. The resulting classifiers are then applied for automatically 
classifying the documents in the test set. Comparing the classifications of the classifi-
er vs. the human-provided classifications in all ten test sets that together comprise the 
whole corpus, we derive the standard information retrieval metrics [35]. 
5.3 Classification Accuracy Results 
We evaluate the financial instrument-specific sentiment classification of our com-
bined approach on the golden standard corpus using the described cross-validation 
methodology. We compare the combined classifier results to the also financial in-
strument-specific knowledge-based approach for sentence-level classification de-
scribed in section 4.3 which provides the basis for the combined classifier. To provide 
a document level sentiment classification, the sentences classified by the standalone 
knowledge-based method are aggregated as the net of positive and negative sentiment 
sentences referring to the same financial instrument [20]. Table 3 (below) summarizes 
metric results [35]. All metrics have been micro-averaged over the classes positive 
and negative according to Yang [35]. We report results for each classifier using (1) 
the General Inquirer (GI) lexical resource and (2) our version (GI mod.) modified 
with respect to the financial domain as described in section 4.1.  
Table 3. Classifier performance of our combined approach vs. knowledge-based. 
Classifier approach Preci-
sion 
Recall F1-Measure Accuracy 
Knowledge-based (GI) 62.5% 56.3% 59.2% 61.3% 
Knowledge-based (GI mod.) 68.8% 62.1% 65.3% 67% 
Combined (GI) 73.3% 59.8% 65.9% 69% 







5.4 Discussion of Results 
Results indicate that with respect to the classification of sentiment regarding specific 
financial instruments, the proposed combined approach outperforms the knowledge-
based approach with respect to almost all metrics. We assume this due to the optimi-
zation capabilities of the machine-learning method that can weigh its inputs and also 
has more information (e.g., bag of words). Note, that the financial instrument-specific 
classification results in terms of recall, f1-measure and accuracy are harmed by cases 
in which the approaches were not able to extract a sentiment, thus increasing the false 
negative rate.  
Another finding is that our modified version of the General Inquirer lexical re-
source of sentiment words helped to achieve improved results. The knowledge-based 
classifier increased accuracy from 61.3% to 67%. Counter-intuitively, this does not 
hold for the combined method. Investigation of this issue remains future work. 
One could argue accuracies of the approaches to be quite low. However, we have 
to consider that sentiment classification of full-length web documents is a complex 
task due to noise and ambiguity [8]. Das and Chen [8] achieve 66.9% accuracy for a 
document-level classifier approach. As blog documents often discuss multiple finan-
cial instruments, a financial instrument-specific classification is required which is 
more complex and cannot be tackled by standalone machine-learning methods. Thus, 
the accuracy of 69% for our combined financial instrument-specific classifier method 
can be considered a fair result considering the more complex problem as the one in 
[8].  
Our corpus of 409 documents could be considered small. However, it is substan-
tially larger than the one of Klein et al. [20] and is also comparable to sizes of corpora 
of related work, e.g., a set of 440 messages [8] or 423 news [5]. As human annotation 
is a huge effort and there is no large publicly available corpus for blogs, we consider 
the size of our corpus reasonable. 
6 Conclusion 
We presented a combined approach for automatic extraction and crisp classification 
of investor sentiment from blogs. The classification is with regard to specific financial 
instruments. This fine-grained analysis is enabled by the underlying knowledge-based 
sentiment analysis approach which integrates domain knowledge of economic indica-
tors for returns and linguistic knowledge formalized as rules and works on the sen-
tence-level. In contrast to this, most related work deals only with document-level 
classification or uses heuristic assumptions for chunking a text in financial instru-
ment-specific parts. Evaluating whether our approach outperforms such a simple heu-
ristic approach is subject to future work. 
We showed the combined approach to substantially improve on the classification 
performance of the standalone knowledge-based approach. The performance is com-
parable to document-level classification results of other authors (e.g., Das and Chen 
[8]) but solves the more difficult problem of financial instrument-specific classifica-







docment classification is a complex task, even for humans, because of high ambiguity 
[8].  
In future work, we aim to improve precision and accuracy of our approach and 
plan to add additional machine-learning features such as ontology concepts, e.g., ori-
entation terms and economic indicators. We also plan to extend the corpus. 
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Abstract. The probability of IT project failures can be mitigated more success-
fully when discovered early. To support an early detection, transparency regard-
ing a project’s cash flows shall be increased. Therefore, an appropriate analysis 
and calculation of a project’s costs, benefits, risks and interdependencies is in-
evitable. Until today, however, a method that appropriately considers these fac-
tors when estimating the ex ante project business case does not yet exist. Using 
the Action Design Research approach, we designed, applied and tested a practi-
cable and integrated method of determining the monetary value of IT projects to 
generate generalized insights to benefits management. This method was con-
jointly developed by practice and academia, to ensure practical applicability 
while upholding scientific rigor. Furthermore, to support understandability of 
the method, we provide an application example. 
Keywords: Benefits Quantification, Value Assurance, Business Value of IT, 
Quantitative Method, Action Design Research 
1  Motivation 
Companies continuously increased their IT investments over the last decades. Accord-
ing to Gartner [10] this trend is about to continue. In this context, especially the num-
ber and complexity of large IT projects is growing. The complexity is intensified by 
dependencies within one or between different projects and processes and is boosted 
even further by the growing number of large projects. Another important influence is 
the rising uncertainty in an increasingly dynamic project management environment. 
Flyvbjerg and Budzier found that one out of six IT projects causes budget deficits 
of 200% on average [7]. In several cases this can even threaten the existence of the 
assigning company. Amongst others, reasons for the failure are IT specific risks con-
cerning project evaluation, like for example misjudgment of user acceptance or 
changing security requirements of the new system. Another reason is the lack of 
recognition of different kinds of interdependencies [23]. However, according to 
Flyvbjerg and Budzier [7], the continuous measurement and controlling of expected 
projects benefits seems to be positively related to IT project success. Whereas project 
costs are already measured elaborately by several practicable methods like the Con-






ment of an IT project’s benefits just barely exist. Usually, that is because benefits of a 
project can oftentimes just hardly be quantified or transformed into monetary values. 
Moreover, in most cases benefits are not realized until a project has been completed. 
Therefore, the quantification of benefits in practice is mostly conducted using qualita-
tive and rarely quantitative but especially no monetary procedures. In this challenging 
context, practice demands for an approach incorporating costs, benefits, risks, and 
interdependencies. The use of such an integrated approach, which can be embedded in 
a continuous project controlling to compare the monetary results over time, enables a 
company to detect relevant deviations from target goals. Based on that, corresponding 
control measures can be taken, which reveal the need and allow for corrective actions 
to reduce the probability of IT project failure. 
Therefore, the objective of this paper is to introduce an integrated method, which 
considers costs, benefits, risks, and interdependencies and is, beyond that, easily ap-
plicable in practice. For the development of this method, we decided to use an Action 
Design Research (ADR) approach [18]. Specific for this research approach is the 
simultaneous development and the evaluation of an (IT) artifact, which is done in 
mutual cooperation between practitioners and researchers. Due to the need of compa-
nies to evaluate IT projects more holistically and the lack of methods being available 
and applicable in practice, one of the world’s leading strategy consulting companies 
(in the following referred to as CC) pointed out their need for a methodically sound as 
well as easy to use method of benefit quantification for IT projects. Therefore, the 
Research Center Finance & Information Management (FIM), developed an approach 
to benefits management collaboratively, gathering feedback from practice regarding 
efficacy and applicability of the method on a regular basis and upholding scientific 
rigor. Furthermore, we tested the developed method at an industrial client, namely a 
multinational manufacturing company (in the following referred to as MC), who used 
the method to evaluate benefits of multiple mobile app development projects. The 
valuable feedback of both business partners, CC as well as MC, gave us the oppor-
tunity to satisfy the criteria of an Action Design Research process and to develop an 
artifact which fulfills the requirements of all stakeholders from business practice and 
science. 
Figure 1 shows the ADR approach based on the depiction in Sein et al. [18], ad-


























Since the objective of ADR is to generate prescriptive design knowledge by develop-
ing and evaluating an artifact1 in cooperation with business partners, it seems to be the 
most suitable research method for this topic. The ADR approach is divided into four 
stages: at the first stage, which is called Problem Formulation (cf. section 2), the re-
search problem is motivated by input from science and practice, i.e. the need for bene-
fits management as indicated by our business partners, combined with the lack of 
corresponding approaches in science. At the second stage Building, Intervention and 
Evaluation (cf. section 2), the initial artifact is designed, evaluated and improved at 
the same time by its application through practitioners (Alpha-Version loop) and end-
users (Beta-Version loop). Reflection and Learning representing stage three of the 
ADR approach matches the first two stages and has the objective, to reflect and in-
crease the understanding of the artifact. In our case, learning and reflection are repre-
sented by the feedback of the practitioner and end-user, and can be found in section 3 
and in the application example given in section 4. In the last stage Formalization of 
Learning (cf. section 5) the artifact should be further improved for more generalized 
concepts, called design principles. 
 
2 Problem Formulation 
As described above, existing approaches to benefits management oftentimes account 
for qualitative factors, only. Some models establish quantification of benefits and 
sometimes also risks, but not on a monetary basis. In the following, we shortly present 
existing approaches to benefits management like they can be found via a thorough 
analysis of IT project management literature. Since the scope of this paper is specifi-
cally on quantitative methods for IT project valuation, we focused on these kinds of 
approaches, although we are aware that lots of publications are heading in the direc-
tion of benefits management more generally. 
The scoring model [24] firstly identifies all relevant evaluation criteria of a specific 
project. These criteria are weighted by assigning specific scores. The scores indicate 
different levels of importance for decision-makers. Subsequently, a user value is cal-
culated by multiplying the criteria by the corresponding weighting and aggregating 
them to an overall value. This allows for a comparison of the different alternatives. In 
the WARS-Model2 [15] estimated benefits and costs are subdivided into three catego-
ries according to their tangibility. Each category is allocated with three levels of reali-
zation probabilities resulting in separate matrices for benefits and costs. Uncertainty is 
pictured via the classification into risk stages, representing the optimism or pessimism 
of a decision-maker. To evaluate projects more quantitatively, Schumann [17] intro-
                                                           
1 According to Sein et al. [18], the artifact is a piece of hardware and/or software and hence is 
referred to as IT artifact. Although, we also implemented an IT driven tool for the manage-
ment of benefits, we focus on the methodical approach which has been developed in this pa-
per. 
2 Economic Efficiency Analysis with Risk Categories (original term in German: Wirtschaft-






duces a method based on functional chains, taking benefits up to the level of monetary 
values by focusing on the consequences of their effects. In this process, benefits are 
consolidated to categories or allocated to different company levels. Andresen et al. [1] 
developed a framework to categorize benefits by efficiency, effectiveness and per-
formance. In this context ‘efficiency’ is calculated as risk-weighted monetary, ‘effec-
tiveness’ as risk-weighted quantitative but non-monetary, and ‘performance’ just as a 
qualitative value with a specific probability of occurrence. Another approach to eval-
uate IT investments, which is described by Van Grembergen and De Haes [20], is the 
Balanced Scorecard. In this approach the relations of cause and effect of qualitative 
and quantitative key figures are described. Two general types of key figures are dis-
tinguished: performance drivers and output figures. To evaluate a project, the degree 
of target achievement is measured for each key figure. For an ex ante evaluation of IT 
investments Walter and Spitta [22] use the SMART-Model3. Though, the course of 
action of this model is in analogy to other scoring models, it additionally gives in-
structions for the application. 
All approaches illustrated above consider benefits and risks to a different extent. 
However, to the best of our knowledge there exists no integrated approach, fulfilling 
all of the following requirements: 
 
 Benefits of an IT project have to be considered monetarily.  The risk associated with a project’s benefits has to be considered monetarily.  When assessing risk, dependencies between benefits have to be considered.  The approach has to be practically applicable requiring a low level of additional 
overhead. 
The requirement of practical applicability leads us to the adoption of several measures 
concerning the operationalization of our approach. We developed these measures on 
the basis of the feedback of our two collaborating business partners, CC and MC. In 
the following we outline these measures as we derive our model. 
3  Model: Monetary Quantification of IT Projects 
As mentioned earlier, in today’s IT projects a wide range of project evaluation meth-
ods are already implemented successfully. Some of them have a strong emphasis on 
costs, like for example the Constructive Cost Model or Function Point Method [14]. 
To provide a more integrated evaluation method, as a first step, we focus on benefits 
of IT projects considering costs but without examining them in detail. In accordance 
with our business partners, we consequently agreed to the following simplifying as-
sumption: 
 
Assumption 1: A project’s costs C are deterministic and known in advance. 
 
                                                           






Hence, we focus on the accurate identification and evaluation of all relevant benefits 
of an IT project. In this context a benefit is considered to be either based on a direct or 
indirect reduction of payouts or on increased revenues. The consideration of non-
deterministic costs within our model is subject to further research. Before we are able 
to derive an overall integrated project value, we first assess each benefit separately 
regarding monetary contribution and risks. 
3.1 Assessment of a Single Benefit 
There are quantitative and qualitative benefits of IT projects. Quantitative benefits can 
directly be measured whereas qualitative benefits are difficult to transform into mone-
tary units [22]. To overcome these difficulties and to ensure the mathematical rigor of 
our method we chose a cash-flow based approach considering deterministic costs and 
including benefits as random variables. For a rigor application of our model, benefits 
need to be assigned without overlaps. In coordination with our business partner CC in 
the Alpha-Version-loop of the ADR approach, we first assign each benefit to an area 
in which it occurs, like for example the area of customers or employees, in order to 
grasp the benefits more holistically and identify possible overlaps. 
To estimate the approximate monetary value of the respective benefit, we assume 
that each benefit can be assessed by a monetarization rule. These monetarization rules 
can finally be transferred into equations. Exemplarily, the benefit cost savings 
through reduction of training times, is assigned to the area employees. The 
monetarization rule states increased productivity through shortened training times. 
Finally the equation cT*∆nT+cE*∆nE can be derived, whereas cT represents the hourly 
rate of a trainer T, ∆nT the number of overall saved trainer-hours, cE the hourly rate of 
an employee E and ∆nE the number of overall saved training-hours for employees. 
However, this monetarization rule is just a means of support to raise the decision-
maker`s awareness for the variables influencing the specific benefit. The indicated 
exactness of the calculated value is misleading, as benefits bear uncertainty and risk 
which has not yet been considered in the quantification.  
At this point we received feedback from our collaborative business partner CC, 
that the estimation of exact parameters for a specific benefit is hardly possible for 
project staff. However, market-driven parameters indicate that benefits mostly are 
normally distributed. Based on this input we made the following assumption: 
 
Assumption 2: The monetary values of benefits are uncertain and can be considered 
as normally distributed random variables . 
 
The simplifying assumption of a normal distribution for benefits is justifiable, since 
benefits depend on market risks and others, which can cause positive and negative 
deviations. At the same time a normal distribution is mathematically easy to use and 
allows for an analytical calculation of our objective function as can be seen in section 
3.3. 
In a first attempt, we tried to directly retrieve the distributional parameters from the 






since these parameters are difficult to comprehend. To simplify the estimation of un-
certain benefits, we hence draw back on an acknowledged procedure of behavioral 
finance, by using an interval-based scheme for the evaluation of each benefit similar 
to Tversky and Kahneman [19]. The practical operationalization of estimating a lower 
bound ui and upper bound oi of the interval can be done by answering the question: In 
which range will the value of the benefit be at a specific probability like for example 
80%? (cf. Figure 2). We chose an 80% interval according to our business partner’s 
suggestion. CC argued that an 80% probability is easily graspable by project staff 
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Fig. 2. Realization-interval of an expected value of a benefit 
Based on assumption 2 we are able to derive the expected value µ i and the standard 
deviation σi of a benefit . In accordance to Tversky and Kahneman [19], we assume 
µ i to be the mean between ui and oi, thus . We calculate  
as the spread between µ i and the upper and lower bounds respectively. With F0,1 (x) as 
distribution function for the standard-normal distribution and F(x) as the wanted dis-
tribution function with  we know: 
  (1) 
Since it is also known that F0,1 (1,28) ≈ 90%, and in this case xi = µ i + si  we can con-
stitute: . 
In order to obtain mathematical rigor, we therefore derive the parameters µ i and σi 
for each benefit  from the estimated realization interval of the decision-maker. This 






After identifying all benefits and calculating their expected values and standard 
deviations, we are now able to aggregate these, in order to derive a distribution of the 
overall benefits of an IT project. 
3.2 Aggregation of a Risk-Adjusted Project Value 
We determine the overall expected benefit of an IT project B by aggregating the ex-
pected values of each single benefit . 
 B = ∑ µ i (2) 
To calculate the overall standard deviation of an IT project S, we have to account for 
dependencies between benefits which, sometimes react similar e.g. to external influ-
ences. For example in case of technological innovation multiple benefits might be 
affected simultaneously. To picture this effect, we constitute the following again sim-
plifying assumption: 
 
Assumption 3: Dependencies between benefits are linear. 
 
Linear dependencies between two benefits  and  with i,j = 1 ... n can be measured 
by the Bravais-Pearson correlation coefficient pij . We can calculate the overall stand-
ard deviation of an IT project S by aggregating the standard deviation of the single 
benefits and their respective correlation coefficients. 
  (3) 
The identification of the correlation coefficients between every pair of benefits is a 
complex task, since a high number of parameters are involved and the context is hard 
to understand by project staff. As the involved practitioners (CC) suggested, we de-
veloped an easier approach for a gradually and guidelined determination of interde-
pendencies. Firstly, we specified a default value, saying all benefits shall be moder-
ately positive correlated. This pre-allocation is intelligible because all benefits occur 
within one project, wherefore they are at least subject to some kind of dependencies. 
In case of exceptions, in which the default setting needs to be adapted, corresponding 
pairs of benefits are identified and alternative correlation values are entered. To facili-
tate this adjustment, the decision-maker is able to select one of five options outlined 
in natural language instead of numerical values for the corresponding correlation of 
two benefits. For example an absolute positive correlation pij =1, is described by “a 
high value of benefit  always corresponds with a high value of benefit ”. For i = j 
the correlation coefficient pij = 1.  
Given these values, we can obtain a risk-adjusted project value considering costs, 
benefits, risk, and correlations monetarily. Therefore, we use a preference function 
which is in line with the Bernoulli principle and developed according to established 
methods of decision theory [4], [5], [13], [21]. Similar formal approaches and as-






have been applied in the context of IT numerous times, for example in [3], [9], [8], 
[11], and [25]. Therefore we postulate the following assumption: 
 
Assumption 4: The calculation of the risk adjusted project value follows the general 
structure . We define α as the parameter of risk aversion and as-
sume that the decision-maker is risk-averse (α > 0). 
 
The risk adjusted project value can be interpreted as the certainty equivalent for nor-
mally distributed random variables and an exponential utility function and thus as an 
amount of money. The parameter α > 0is a linear transformation of the Arrow-Pratt 
characterization of absolute risk aversion [2]. The higher the value of α, the more risk-
averse is the decision-maker. For practitioners the concept of risk aversion is fairly 
abstract. Therefore, a precise determination thereof is very difficult. Again, we con-
sidered the input of CC and MC and designed a survey to determine a company’s 
parameter of risk aversion at the executive level. Such an approach can also be found 
in behavioral finance [16]. Thereby the relevant decision makers are asked multiple 
questions about their maximum willingness to pay for different fictive project settings 
to determine the risk class, which is afterwards assigned to a corresponding value of 
risk aversion. Since the outline of every question of this survey would go beyond the 
scope of this contribution, we refrain from a detailed description and provide an ex-
ample in section 3.3. 
For the calculation of the project’s risk-adjusted value we compare deterministic 
cash outflows -C with the aggregated expected benefits ∑ µ i, adjusted by a risk dis-
count , consisting of the overall standard deviation of an IT project 
squared and weighted by the parameter of risk aversion α Hence, we are able to ag-
gregate the risk-adjusted project value according to the following equation: 
  (4) 
3.3 Application Example 
As mentioned earlier, we applied this benefits management approach by using a spe-
cifically designed IT tool in a multinational manufacturing company (MC). The fol-
lowing example illustrates this application in a simplified way with altered and 
anonymized data. This step corresponds to the Beta-Version loop in the ADR ap-
proach. 
MC operates primarily in the construction industry and has a sales force, which is 
distributing the company’s products directly at the customers’ sites. Furthermore, the 
dynamic pricing system of the company arranges different discounts for different 
customers. When necessary, sales representatives request current, customer specific 
prices through the company´s call center directly at the customers’ sites. The compa-
ny is about to launch a mobile app project to facilitate such pricing requests on mobile 








 The observation period is 1 year  The risk aversion parameter of the decision-maker was determined to be 0,000031  The total costs of the project are 78,300 € for in-house, external, back-end devel-
opment, and support  The identified benefits are:  Increased customer satisfaction and loyalty  Reduced customer call losses  Reduced number of false pricing proceedings  The correlations between the benefits are all moderately positive 
The risk aversion parameter was determined at the executive level, since this parame-
ter is valid not just for this single project but for the whole enterprise. We investigated 
the risk aversion parameter, as stated in section 3.2, by a survey. The following ques-
tion is part of this survey and exemplarily illustrates the kind of questions the deci-
sion-makers were asked: 
 
Please state your maximum willingness to pay for a risk-mitigating measure in the 
context of a project with the following characteristics (cf. Figure 3): 
 
 The project has an expected value of 100,000 €  The expected value deviates with 80% probability by 30,000 €  The execution of the measure reduces the deviation to 20,000 € 
80%
Expected value of the
project without risk







the project with risk





Fig. 3. Reducing the deviation of an expected project value by risk mitigation4 
 
Based on the maximum willingness to pay zmax as outcome of the survey, and the 
variance before and after (σ2prior and σ2after) the risk-mitigating measure, the parameter 
α can be derived: 
 
                                                           






  (5) 
After the general parameters of the project setting like observation period, determinis-
tic costs and risk attitude have been determined and all benefits have been identified, 
we were able to estimate an interval for each single benefit. 
Benefit 1 is about increased customer satisfaction and loyalty and describes re-
duced customer losses due to the new mobile app. If a sales representative of MC is 
on the spot at a customer`s and needs to make a quick customized price enquiry, he or 
she can directly use the mobile app instead of conferring to the call center. Hence, 
without the app a longer process for pricing requests and longer waiting times would 
be necessary, which leads to customer dissatisfaction and can even result in customer 
losses. This coherence can be depicted through the equation lc ·  vc with lc representing 
the expected number of customer losses prevented per year, and vc the average cus-
tomer value. Based on this monetarization rule, the responsible decision-maker esti-
mated the 80%-interval for the expected value of benefit 1 to be (210,000;375,000) 
[€]. 
Benefit 2 is about reduced customer call losses. It represents the revenue that is 
generated through the capability to answer more or even all customer calls. The sup-
port center answers calls from customers as well as sales representatives. Due to the 
use of the mobile app, fewer sales representatives need to confer regarding pricing 
request and therefore less capacity is tied up at the support center. Consequently, ca-
pacity is freed for customer support and therefore fewer calls are missed and a higher 
number of enquiries can be answered. The corresponding monetarization rule is: 
c1*vcc*∆c1, whereas c1 is the number of customer calls lost due to higher capacity 
utilization of the support center in case of pricing requests, vcc is the average value of 
a customer’s call and ∆c1 the expected reduction of lost customer calls as a percent-
age. For benefit 2 the 80%-interval is (25,000;50,000) [€]. 
The third benefit is the reduced number of false pricing proceedings. When a sales 
representative is at a customers’ site, it is possible that the customer has short-term 
product enquiries. If in that case the representative is not able to confer with the call 
center, he has no current information about the customer specific product prices and is 
just able to either estimate the actual price or make an offer based on outdated infor-
mation. Consequently, if the offered price is lower than the actual one, it comes to 
revenue losses. Since the mobile app enables real-time price enquiries, these revenue 
losses can be avoided. In this case, we can derive po*vo*∆po as monetarization rule for 
benefit 3, whereas po is the average number of price overwrites per year, vo the aver-
age monetary value of a wrong price, and ∆po the error reduction as a percentage. The 
resulting 80%-interval for the expected value of benefit 3 is (110,000;280,000) [€]. 
The expected values µ i are determined by the mean of the corresponding estimated 
intervals. Therefore, µ1 = 292,500 €, µ2 = 37,500 €, and µ3 = 195,000 €. The corre-
sponding standard deviations are σ1 = 64,453 €, σ2 = 9,766 €, and σ3 = 66,406 €. Ag-
gregating the expected values of the single benefits lead to an expected project value 
B = ∑ µi of 525,000 € (cf. equation (2)). Taking the risk measures and a slightly posi-
tive correlation of 0.5 between all benefits, we calculated a risk discount (cf. equation 






an expected risk-adjusted project value ϕ(µσ) of 226,331 € (cf. equation (4)) for the 
mobile app project. Since the risk-adjusted project value is greater than zero, it in-
creases the business value of MC. Therefore, the mobile app project should be 
launched. 
4 Conclusion, Limitations, and Outlook 
Unlike existing methods, which do not consider costs, benefits (especially benefits 
that are hard to quantify), risks and interdependencies between benefits, we introduce 
an integrated and novel method for benefits quantification in IT projects. According 
to the ADR cycle, we designed, applied and tested this method in collaboration with 
practice using real world data for development and constant improvement. Our objec-
tive is to generate generalized insights to benefits management by means of our arti-
fact. In the context of our collaborative project, we identified methods, which can 
measure different project parameters and meet academic standards and preserve prac-
tical applicability. Since these methods can be assigned to different kinds of prob-
lems, we outline them in the following. 
According to our business partners, the estimation of an accurate value for a bene-
fit is difficult in practice. We found that an interval-based scheme according to 
Tversky and Kahneman [19], which is a method from behavioral science, is a practi-
cable and rigor means to assess the value of a project’s benefits. 
Another difficulty in practice is the determination of dependencies between bene-
fits. Hence, we developed a simplified procedure, which assumes moderately positive 
correlations between benefits within the same project and provides an intuitive gradu-
al adaption in exceptional cases in which there are higher or lower correlations be-
tween benefits. This procedure therefore meets practical requirements and is compati-
ble with academic concepts. 
Decision-makers in practice are oftentimes incapable of assessing their risk aver-
sion. Therefore, we draw back on an approach of behavioral finance, by developing a 
survey incorporating different questions inquiring the decision-makers willingness to 
pay in different project settings. This approach enables to derive the value of the deci-
sion-makers risk aversion by rigor means. 
Finally, the presented method for benefits management constitutes an overall risk-
adjusted project value of an IT project, which can be used as an important manage-
ment control figure for decisions about and within IT projects and therefore is sub-
stantial for an overall value-based management. 
Besides the introduced ex ante valuation of benefits in a business case, the imple-
mentation of this method in a continuous IT project controlling can help to identify 
deviations between the ex ante business case and the current project value during the 
course of a project and can therefore indicate needs for actions and support the early 
detection of IT project failure. The development of a continuous project steering and 
controlling by the means of the proposed method is our current work in progress. 
Moreover, the introduced method for benefits management should be further applied 






cation in practice also assists by setting up a knowledge base in the field of benefits 
management. This repetitive course of action leads to further improvement and adap-
tions of our benefits management method. 
Our model, however, required several simplifying assumptions. We assumed the 
costs of an IT project to be deterministic since we focused on the quantification of the 
benefits. Thus, a more detailed examination of stochastic costs of IT projects is sub-
ject to further research. For the calculation of the risk-adjusted project value we con-
sider the standard deviation as measure of risk. This two-sided risk measure scales 
risk as symmetric deviation of the expected value. Likewise, it is conceivable that the 
model might be adapted to include different risk measures like Lower Partial Mo-
ments or Value at Risk (VaR). In cooperation with our business partners we noticed 
that especially the VaR is easy to interpret for responsible decision-makers. Moreo-
ver, we consider linear dependencies between benefits only, as we picture them by a 
Bravais-Pearson correlation coefficient. Yet realistically, dependencies between bene-
fits in some cases may also be non-linear. But since this is a complex subject and not 
satisfactorily solved by academia or practice, it is justifiable to work with this simpli-
fying assumption of linear dependencies in order to derive first results. Furthermore, 
we assume a moderately positive correlation of benefits by standard, which may not 
realistically reflect the specific dependencies of all benefits, but at least is feasible due 
to the fact that these benefits occur within one and the same project. Also the gradual 
adaption of these dependencies may imply potential for inaccuracy, but is the most 
appropriate procedure in practice according to our business partners. 
Besides the several simplifying assumptions, there are additional limitations of our 
model. We applied the developed approach to a mobile app project and derived valu-
able results. However, since it not yet has been applied to different IT projects, vary-
ing in scope and size, we cannot consider the approach to be appropriate for miscella-
neous IT projects. As this is an important issue to practitioners, it is topic to further 
research and evaluation. Furthermore, we assume that it is possible to derive a 
monetarization rule for each benefit. This is also a limitation, as it might be conceiva-
ble that there are benefits, which are hard to or even cannot be assessed by 
monetarization rules. 
With the method presented in this paper, we are able to derive generalized insights 
regarding the interval based estimation of benefits, the inquiry of the correlations 
between benefits, and the determination of the risk-aversion parameter. They provide 
a reliable basis for further development. It shall be analyzed for which kind and size 
of IT projects the presented method is suitable. It is conceivable that there are differ-
ent requirements to the application of the method and therefore different results for 
small, middle or large IT projects as well as there might be differences for ERP-, 
CRM-, or BI-projects. This might be of great significance to practitioners as well as to 
researchers, who should feel encouraged to investigate for example the integration of 
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Abstract. Business value can be lost if a decision maker’s action distance to the 
observation of a business event is too high. So far, two classes of information 
systems, which promise to assist decision makers, have been discussed inde-
pendently from each other only: business intelligence systems that query histor-
ic business event data in order to prepare predictions of future process behavior 
and real-time monitoring systems. This paper suggests using real-time data for 
predictions following an event-driven approach. A predictive event-driven pro-
cess analytics (edPA) method is presented which integrates aspects from busi-
ness activity monitoring and process intelligence. Needs for procedure integra-
tion, metric quality, and the inclusion of actionable improvements are outlined. 
The method is implemented in the form of a software prototype and evaluated. 
Keywords: Operational Business Intelligence, Predictive Event-Driven Process 
Analytics, Event-Driven Business Process Management 
1 Introduction 
Software tools and methods for operational Business Intelligence (BI) support have 
emerged and proliferated. While BI generally refers to a collection of decision support 
technologies “aimed at enabling knowledge workers […] to make better and faster 
decisions” [1], operational BI is used “to reduce the latency between when operational 
data is acquired and when analysis over that data is possible” [1]. The goal is to re-
duce reaction time [2], [3]. Operational BI focuses on transactional data typically 
coming from logs of business process management systems (BPMS). BPMS execute 
technical process models with its runtime component, i.e. a process engine. Process 
analytics encompasses a set of measurement and analysis techniques to evaluate the 
past, to understand what is happening at the moment and to predict the future in the 
context of a business process [3]. However, a review of today’s process-aware enter-
prise systems reveals challenges: First, many BPMS lack sophisticated capabilities to 
analyze log data [4]. Second, process analytics is limited to analyzing the past and 






business process in result to observations made. It would require hardwiring BPMS 
and process analytics systems to achieve end-to-end insight-to-action. 
We propose to assist human decision makers and automated decision making with 
(near) real-time decision support based on historic and actual process data as well as 
predictions of the future. Our research goal is to design a method and a system, a 
closed-looped combination of BPMS and predictive process analytics, which allows 
an earlier reaction to business events through accurate predictions. The approach 
strives to concern with analysis and decision activities before the specific business 
event occurs and thus to omit analysis and decision latency at run-time (Fig. 1). 
 
 
Fig. 1. Reduction of reaction time through predictive event-driven process analytics (cf. [2,3]). 
This paper reports on the development of this method and the software prototype for 
predictive event-driven process analytics (edPA). In Section 2, we discuss related 
work. Section 3 discusses requirements towards an edPA method. Section 4 presents 
the edPA method. Section 5 describes the software prototype which implements the 
method. The paper closes with a summary and conclusions. 
2 Related Work on Process Analytics 
2.1 Analyzing the Past and the Future of Business Processes 
Process controlling involves, apart from standard reporting, explorative data analysis 
such as process mining which “aims at the automatic construction of models explain-
ing the behavior observed in the event log” [5]. Its focus is on concurrent processes 
rather than on static or mainly sequential structures [6]. To its very nature, process 
mining is an ex-post analysis of process behavior. Data mining models are used in 
process mining with continuous, categorical, and numerical attributes of business 
processes for prediction purposes [7]. Predictors are calculated for event traces which 






variables, are computed for all partial event traces of a process instance. Regression 
functions are built-up from the resulting data sets for each partial trace, and they ena-
ble predictions of future partial traces. Predictive process controlling uses regression 
algorithms with numerical and categorical variables for predicting a continuous time 
variable. It makes use of abstract states of a process that may be filled with measures 
of predicted future behavior. The duration histogram concept [8] provides means to 
consider the control flow structure for building prediction models. 
Business process intelligence (BPI) refers to the post-execution prediction of future 
process behavior. BPI analyses consolidated data by employing process warehouse 
(PWH) architectures. Specific applications of the PWH analyze past process instances 
to predict and prevent unwanted outcomes in running processes [9–11]. Prediction 
models can help sorting instances into a certain category or to predict a numerical 
outcome. Since required attributes may yet be missing when analyzing a running in-
stance, a prediction model for each process execution stage based on the available 
attributes is needed [11]. Predicted metrics may be used to trigger actions on a run-
ning instance via the notification engine of a BPMS or operational system. In effect, 
predictive BPI is aware of abstract execution stages and presents ways to handle the 
control flow structure. The PWH architecture caters for different predictive applica-
tion scenarios such as making predictions actionable and providing context for events. 
It allows for a tight integration with information modeling which is missing in process 
mining. BPI also uses advanced automation techniques for the data mining procedure. 
2.2 Analyzing the Present of Business Processes 
Business Activity Monitoring (BAM) provides low latency information about the 
execution of a business process [12]. Thus, BAM applications require information 
from BPMS with little delay [13]. BAM can be structured along five phases [14]. In 
order to observe events from different systems a BAM solution requires Extract-
Transform-Load (ETL) capabilities to process the data in a common format. In the 
evaluate phase, “the timely computation of process metrics, such as the execution 
time or the number of failures” [14 is done. The detect phase reasons over present and 
future process behavior. Detected situations are often diagnosed manually to find root 
causes to a problem and are finally resolved according to a resolution strategy. 
Complex event processing (CEP) technology has been proposed as state-of-the-art 
for implementing BAM. CEP engines reason over process-related events in an online, 
real-time mode [15]. We refer to BAM approaches which employ CEP technology as 
event-driven BAM. Process-related events are processed in a push-based approach. 
BAM systems receive single business and technical events and transform them into 
higher level knowledge [16]. Events typically are sent from a BPMS. They are pro-
cessed by CEP systems. CEP engines execute an event processing network (EPN) in 
which individual agents (EPA) detect, filter, and transform events. Events can be 
related to other events to find causalities or derive new complex events by filtering, 






3 Designing an Event-Driven Process Analytics Method 
3.1 Method Engineering Process 
In the IS discipline, methods describe systematic procedures “to perform a systems 
development project, based on a specific way of thinking, consisting of directions and 
rules, structured in a systematic way in development activities” [17]. Methods strive 
to close the gap between current organizational performance and a set of consensual 
goals [18]. A method should be tool supported in order to make it accessible for the 
practice [17]. Method engineering comprises all activities related to the development 
of methods. It has been explained as a process that comprises of three phases [19]: 
requirements engineering, method design, and method implementation. Requirements 
engineering encompasses discovering, prioritizing, documenting, representing, and 
maintaining a set of requirements for a specific method. Method design comprises all 
activities of the actual method construction. Method implementation and evaluation 
finally subsumes the activities of implementing the method in an information system 
and testing it. Accordingly, Section 3.2 presents requirements towards a method for 
predictive edPA. The method design is discussed in Section 4. Section 5 informs 
about the prototypical implementation.  
3.2 Requirements for Predictive Event-Driven Process Analytics  
Event-driven BAM is an instrument to measure process performance while predictive 
analytics is a development option for event-driven BAM for analyzing observations to 
make predictions. Process performance management (PPM) yet employs current and 
target indicators; predicted performance indicators for running processes constitute a 
new dimension for leveraging operational performance. Thus, procedures and capabil-
ities of predictive analytics and event-driven BAM need to be addressed by a method 
for predictive edPA. Data mining regards issues such as the availability of data and 
includes procedures to ensure high quality prediction models. For example an abun-
dance or absence of events can be caused by gateways in the process control flow. 
Completeness of data needs to be considered in the process of defining prediction 
models accordingly. The detect phase of the BAM procedure reasons over process 
behavior. A prediction model might assist this step since it can take the currently 
available indicators as input while predicting the future behavior of the process. As 
PPM acts on operational and tactical level mainly it requires providing predictions on 
both process and instance level. Table 1 subsumes the characteristics in the form of 
evaluation criteria a predictive edPA method needs to cater for. 
So far, there exists no integrated procedure of predictive analytics and event-driven 
BAM, but few applications on top of a PWH demonstrate the automation of data min-
ing procedures for process prediction. However, yet they are not explicitly embedded 
in the PPM methodology nor are they a procedure model for predictive edPA.  
Concerning the soundness of predictions, predictive process controlling uses meas-
urements on events or abstract process states formed by events to predict metrics on 






mented. In contrast, BPI provides instance and process level predictions. Thus, the 
capability to predict categorical and numerical process metrics on different levels is 
also a requirement for predictive edPA. Both, BPI and process controlling do not cater 
for the timeliness quality requirement on process metrics. The performance evaluation 
in process mining is pull-based and relies on logs which typically reside in data stores 
with high latency compared to low latency event-driven BAM. In BPI, near real-time 
capabilities are used for BAM without predictive analytics only. Additionally, the 
PWH architecture requires events from operational systems to be processed by other 
systems and databases before they are actually available as predictions on a dashboard 
or can be fed back to a BPMS. This results in medium latency and offers an oppor-
tunity for improving the timeliness of a process metric through edPA. Accuracy of 
predictions is a technical challenge if the procedure for building a prediction model is 
automated. It is also a procedural issue as it involves following good practices in pre-
dictive analytics. A prediction goal could require including metrics external to the 
organization but also internal metrics obtained from a BPMS. The metric type affects 
the cost-effectiveness criterion for process metrics since internal metrics are typically 
cheaper. Thus, a solution must be empowered to integrate different event sources and 
a procedure for predictive edPA must support reasoning about the costs of metrics. 
Comprehensibility of process metrics must also be ensured by the procedure. Practi-
cability requires the technical abilities to automatically initiate action and the proce-
dural abilities to decide what action is appropriate. 




Degree of integration between BAM and predictive analytics procedures 




Predictions need to be provided on the instance as well as on the process 
level following the quality criteria for process metrics 
Actionable 
improvements 
Ability to improve the process performance by proactive actions executed 
on running process instances 
 
Improvements are applied in the existing approaches by evaluating the condition for 
an improvement and carrying out the improvement on running process instances. 
Further, different prediction based alternatives might be tested. In process mining this 
feature is used to recommend future activities. At conditional branches, different al-
ternatives can be compared – resulting in recommendations if the predictions can be 
ranked according to a business goal [20]. Thus, actionable improvements require the 
BPMS to offer the capability to implement improvements on running business pro-
cesses which resorts this requirement to a technical challenge. From a procedural 
view, the conditional improvement is a valuable concept that should be integrated in a 






4 Predictive Event-Driven Process Analytics Method 
In order to shorten the decision maker’s action distance, we propose a method which 
facilitates integrating BAM and predictive analytics aspects and thus helps to improve 
organizational performance. The method is based on Six Sigma – a PPM approach for 
identifying and eliminating unnecessary or inefficient activities from business pro-
cesses [21]. Six Sigma comprises of five phases: define, measure, analyze, improve, 
and control (DMAIC) [22]. Based on DMAIC we propose a method comprising of 
the phases prediction preparation, predictors modeling, prediction model definition, 
prediction model application, and prediction model controlling. First, relevant 
measures are identified and then predictions are defined. Accordingly, the prediction 
preparation phase, the predictors modeling phase, and the prediction model definition 
phase, together, address the DMAIC “define” phase. DMAIC’s measure phase, the 
analyze phase, and the improve phase are subsumed in our method’s prediction model 
application phase. The control phase is adopted as prediction model controlling. 
4.1 Prediction Preparation 
Domain experts choose adequate predictors according to their usefulness for business 
users on either operational or tactical level (goal definition). The domain experts ac-
counts for the process metric quality criterion comprehensibility and practicability. 
Processes are executed by a BPMS. Predictive edPA uses process-related event da-
ta from BPMS to calculate measures for prediction models (i.e. data collection). The 
prediction model definition and its application require event data to be represented in 
the same format. A uniform format facilitates e.g., using logs or a PWH for model 
building and event-driven BAM for model application. The online monitoring of 
event-driven BAM and the storing capabilities of logs or PWH could be effectively 
combined, thus allowing for a rich prediction model based on large data sets. 
4.2 Predictors Modeling 
Process level metrics change in values over time but not in their general structure. 
Thus, a time series of these metrics is a good predictor. In contrast process instance 
level metrics arise during process execution. The number of potential predictors in-
creases dynamically. Data preparation on process level is straightforward. Data needs 
to be recorded over time and then to be provided to prediction model definition and 
prediction model application. A prediction model developer selects the required met-
rics and defines a sliding input window for the EPA which monitors the measures. 
Process instance metrics, instead, require more extensive data preparation as the 
process state changes during execution. Execution stages can be used to refer either to 
activities of a workflow, to entire sub-processes or other structures of the control flow 
which comprise several activities. Execution stages abstract events from the actual 
workflow model by defining process states. In an event-driven BAM implementation, 
the events required for a metric or predictions are observed by an EPA, and subse-






metrics are added to an EPA which reflects an execution stage in the process. The 
information available on each stage is transferred to the next one until the final execu-
tion stage contains all the information available about the instance. Finally, an EPA 
containing the metric values at the end of the execution of the business process needs 
to be added to the EPN. It labels the predictor metrics of the execution stages with a 
response variable. Since execution stages refer to activities which are ordered by the 
control flow of a workflow, an execution stage might encounter abundance (e.g., 
loops) or incompleteness (e.g., XOR split) of information. Such situations should be 
addressed by basic workflow patterns such as parallel split, synchronization, exclu-
sive choice, simple merge, and iteration by means of data validation techniques such 
as elimination, inspection, identification, and substitution of incomplete records [23]. 
4.3 Prediction Model Definition 
In event-driven BAM, the EPN schema can be also used at design time to support 
data exploration. Then an EPN is provided with historical event data to fill execution 
stages with metrics from completed executions. These metrics can be tested with data 
exploration tools on their significance. Visualization can help recognizing outlier and 
metrics with small sample sizes, and statistical figures such as variance and arithmetic 
mean can help in reducing the number of dimensions. 
From the cleaned data set, final predictors and response variables for instance level 
or process level prediction need to be selected. The decision on the response variable 
is guided by the prediction goal and the data availability. The decision on the predic-
tors is guided by data availability at prediction time. Measurement precision issues 
can be neglected since all data collectors, event logs, the PWH, and the event-driven 
BAM platform record the events without any loss of precision. Then, a prediction 
method needs to be selected. Castellanos et al. classify available data mining tech-
niques for business process analysis by their “popularity, intuitive interpretation, or 
superior performance” [9]. Table 2 shows relevant data mining techniques for in-
stance and process level prediction. The developer chooses from these techniques to 
build the prediction model according to the prediction goal. For instance, a decision 
tree has advantages if intuitive interpretation and transparency are prediction goals 
while a support vector machine (SVM) has advantages in performance and handling 
of complex relationships. A SVM is also a suitable technique for categorical and nu-
merical metrics on instance level and thus a good candidate for several prediction 
problems which can also predict time series of process level metrics. 
Table 2. Methods available for instance level and process level predictions 
 Instance level prediction Process level prediction 
 Categorical metric Numerical metric Numerical metric 
Decision tree ●   
Rule model ●   
SVM ● ● ● 






Model selection reduces prediction errors and over-fitting by comparing the predic-
tion accuracy of prediction models. In general the prediction error is the difference 
between the real value and the predicted value at the end of execution. For classifica-
tion tasks the accuracy defines the percentage of correctly classified instances. The 
prediction function returns “1” for a correctly classified instance, otherwise “0”:  
Accuarcy = 100 % x 1\n ∑n i = 1 predict (bi) correct.                          (1) 
Predictions for numerical values could for instance use the mean square error 
(MSE) measure [20]. We deliberately abstain from a detailed discussion on the di-
verse prediction quality measures available for numerical values. Using the same data 
set for building the prediction model and for testing the accuracy/ calculating the 
MSE should be avoided since the model might over-fit the data in the training set and 
would have low predictive power in fact. To address this challenge the developer can 
use cross validation methods [24]. We adopt a popular and widely used method. In k-
fold cross validation the original data set is divided into k-parts of equal size. One part 
is used for validating the predictive model, while the others are used to build the pre-
dictive model. This procedure is repeated for every part, so that each part is validated 
using the remaining parts, i.e. there is a predicted and a real value for every record in 
the original data set. From these values the MSE is calculated. 
Some predictive techniques require choosing parameters that are unknown for a 
given problem. For instance, SVM requires selecting a cost parameter C and the radial 
basis function kernel of the SVM requires selecting a parameter . To find these pa-
rameters the developer can conduct a grid search. Here, a grid of parameter combina-
tions is defined, where each combination is used for cross validation. Grid search 
finds the smallest MSE for numerical problems and the biggest accuracy for classifi-
cation tasks. 
4.4 Prediction Model Application 
This phase comprises the measurement of predictors, the analysis of predictors, and 
the initiation of proactive process improvements. For the measurement of predictors 
the EPN is used to observe real events and to measure metrics during the execution of 
business processes. The instantiated EPN receives the events defined in the prediction 
definition phase. The EPN evaluates the events and transforms them into predictors in 
real-time. In result, the execution stages hold the latest metrics on executed processes. 
Then the predictors need to be analyzed. The attributes measured before are ap-
plied to the prediction model. The prediction model makes a prediction in order to 
detect a future state of the workflow. The prediction itself is a new metric which can 
be fed into the EPN again. Based on the prediction result, proactive process improve-
ment could be initiated, i.e. the process behavior might be influenced in order to avoid 
a predicted undesirable behavior. Fig. 2 contains a selection of possible mechanisms 
for proactive process improvements. 
The prediction receiver consults prediction quality information in order to estimate 
the accuracy of the prediction. A low accuracy may be an advice to ignore the predic-






the instance or process level. Typically this is indicated by the metric type. The pre-
diction receiver chooses either an active or passive process improvement. Active im-
provements change properties of one process instance or for all instances of one mod-
el. Passive improvements do not change properties of the process but help reducing 
potential damage. As a last step before carrying out the action, the prediction receiver 
needs to estimate the escalation costs. 
 
 
Fig. 2. Potential actions of proactive process improvement 
4.5 Prediction Model Controlling 
The controlling phase serves two purposes: First, periodical retraining is required if 
the underlying conceptual model has changed as new observations might be available 
or some relationships captured in the prediction model might be not valid anymore. 
Observing these issues is the task of the developer. Heavy use of proactive process 
improvements may indicate fundamental problems in the process design. Thus, the 
domain expert needs to be consulted in order to perform a modification or replace-
ment of the process design. 
5 Prototypical Implementation, Demonstration, and Evaluation 
5.1 System Architecture and Exemplary Application 
We have implemented a software prototype which supports the presented method on 
top of an internal release of a BPMS which integrates CEP functionality [25]. It com-
prises three main components: (1) a design component for modeling predictors and 
defining predictions, (2) a prediction runtime for the analysis of key performance 
indicators (KPI), and (3) a visualization frontend. In the following demonstration, we 
focus on the prediction runtime and acknowledge that there are modified BPMS de-
sign components to model EPNs with prediction capabilities and a visualization 
frontend which can adequately communicate the prediction results. See Fig. 3 for an 







 Fig. 3. Detailed prediction runtime architecture 
The prediction runtime accounts for two tasks in the CEP engine. First, it acts as an 
event consumer to train a prediction model and to receive the latest predictor for a 
given process instance or process level KPI. Second, the prediction runtime acts as 
event producer when making a prediction through an enactment of the prediction 
model with the latest predictor metrics. Since the prediction is fed back into the CEP 
system, it is available for further processing such as providing context for the event, 
passing the prediction event to a dashboard or triggering a process improvement in a 
BPMS. The prediction runtime component contains the main logic of the prototype. It 
has five subcomponents from which the analysis component and the prediction con-
troller are the major ones. The other components are the process state, the CEP con-
nector and the prediction service component. The analysis component is started by the 
prediction controller. Depending on the prediction configuration an algorithm for 
prediction is selected. This algorithm calls a data set builder to form a data set for 
each execution stage of the process. The data sets are scaled and a grid search includ-
ing cross-validation is conducted to find the best parameters for the algorithms. The 
predictions models are then stored and made available for prediction making. 
For the demonstration of the prototype, we implemented a simple repair process 
with a synthetic log. A solver and a tester interact in this workflow to repair a defect 
telephone. It starts with a defect analysis, informs the user about the defect and starts 
in parallel a repair trial (simple or complex). Then a tester checks the repair for suc-
cess and if necessary starts another repair trial for the solver.  
Prediction preparation. In our demo case, two prediction goals are defined by a 
domain expert: the reduction of the process duration and the required rework. With 
continuous predictions for the processes duration (numerical prediction), process 
participants can satisfy the information need of the customer and adjust internal and 






the predicted time indicates a problem, for instance by engaging two solvers for one 
repair. After the repair a further repair loop (rework) might be required or not (cate-
gorical prediction, control flow prediction). The predicted metric is a good indicator 
to identify “abnormal” process instances at an early stage. 
Predictors modeling. First, the execution stages are modeled. A metric of the pro-
cess start time is defined at the first execution stage. The stage is assigned to the reg-
istration of a repair process. The resource performing the first activity is added (en-
coded as six-figure vector, either “0” or “1”, for each tester’s name). The attributes of 
the first stage are then transferred to the second execution stage. A time metric for the 
completion of the analyze defect activity is added as well as a metric for the defect 
type and the phone type (both categorical, encoded as before). Thus, the second exe-
cution stage relates to metrics referencing events until the completion of report defect. 
After the report defect activity, the control flow splits. To reflect the current state 
of the process in one data structure all execution stages after the split contain metrics 
from both paths until the control flow merges again. Temporarily missing values are 
filled up by replacement techniques (first non-null expression). These execution stag-
es adequately reflect the process state since both paths are executed concurrently and 
it is unknown ex-ante which path is executed earlier. This approach ensures that the 
maximum of metrics is available for a prediction model. This could not be ensured by 
separate execution stages with separate metrics for each path. 
Next, the first main path is split by an exclusive choice into a simple repair and a 
complex repair activity which then are merged to repair test. Therefore, two different 
sub execution stages need to be defined, each containing the attributes of the second 
execution stage. Since inform user activities are executed in the second main path, a 
metric for the activities’ completion time is added to each execution stage. Start and 
end times of each repair activity are also added. An iteration counter is assigned as 
activities can be looped. For the first main path, the last execution stage is modeled 
which relates to the completion of the repair test. Since the execution stage has to 
consider a merging control flow, the first non-null expression is used for all attributes 
that are transferred from preceding sub execution stages. The developer adds categor-
ical attributes for the results of the repair test and the iterations of the test repair activ-
ity. 
Finally, the response stages are modeled. A response stage contains the duration 
metric which is calculated from the timestamp of the last possible event in the pro-
cess, i.e. report result, and the first event in the process, i.e. register repair. The other 
response stage contains a categorical attribute for the iteration of the test repair activi-
ty (“1” if more than one iteration, otherwise “-1”). 
Prediction model definition. The developer selects the occurrence count, the cur-
rent attributes of the process object and timestamps of the activities as predictor vari-
ables. Response variables are the process duration and an indicator of whether a repair 
is multiply conducted. The prototype employs a SVM (LIBSVM) which allows for 
regression and classification. The controls of the design component allow tagging an 
event stream as execution or response stage. For a response stage the developer se-
lects the algorithm type applied to the response variable and the predictor variables 






tributes containing the metrics. The developer configures the application server and 
instantiates the monitoring model. Events are uploaded to the instance of this monitor-
ing model. Finally, the developer triggers the automated model generation and selec-
tion for each execution stage by informing the prediction runtime about the control 
port of the EPN. 
Prediction model application. The prototype observes process events and 
measures the metrics defined by the prediction model. The business user receives a 
prediction which is directly accessible from his user interface. He uses the prediction 
quality information when deciding on proactive actions. For example, he may select 
an instance improvement and inform the customer about the expected process 
runtime. The process quality as perceived by the customer is improved since the cus-
tomer can plan his activities accordingly. In case the prediction quality would have 
been less accurate or would indicate problems the business user might have raised 
processing priorities to satisfy the customer. 
Prediction model controlling. In this last phase of the procedure model, the de-
veloper retrains the prediction model periodically and evaluates the use of the predic-
tion by the business users in order to further refine the prediction models or to trigger 
a process redesign. 
5.2 Evaluation 
In order to assess the problem solving capability of our approach we, first, compare 
the presented edPA method with the requirements as presented in Section 3. The 
method’s problem solving capability is analyzed following a quantitative approach. 
Comparison with requirements. The presented edPA method integrates predic-
tive analytics and event-driven BAM procedures. In terms of the DMAIC cycle, the 
developer defines predictors as demonstrated with the repair process according to the 
proposed structures and details the information from the first to the last execution 
stage. The prototype executes the measure and analyze phase and the business user 
uses the prediction in the improvement phase and applies proactive actions. Cost-
effectiveness of the process metrics is demonstrated by using internal process metrics. 
Comprehensibility is demonstrated by using metrics which are easy to understand for 
all process participants. Practicability involves informing the customer. Due to limita-
tions of the prototype, the control phase is underrepresented in the demo and data 
exploration steps could not be demonstrated. With regard to the software prototype, 
the design component proved its ability to configure execution stages and predictions 
on process measures. The prediction runtime demonstrated the ability to predict cate-
gorical and numerical outcomes and the use of numerical and categorical attributes. 
This ability is important in a business process context since it allows predicting arbi-
trary data from process events. The runtime component demonstrated that it succeeds 
in capturing the state of a business process to make a prediction in real-time. The 
visualization frontend makes the prediction comprehensible for business users. 
Measurements on prediction quality.The overall fitting of the procedure and the 
prototype can be estimated by measurements of the prediction quality. These were 






measurements for the prediction quality in the demo scenario. For numerical predic-
tions, i.e. the overall repair process duration, it compares MSE of the regression model 
of the proposed solution with MSE in case a simple arithmetic mean of the training 
set is used as prediction. In addition it depicts the accuracy for classification, indicat-
ing how precisely the proposed solution can predict whether more than one repair trial 
will be required in the running process. These values are related to the execution stag-
es and the number of attributes used in the prediction model. This allows assessing the 
relationship between complex data preparation in the EPN, which is necessary for a 
big number of attributes, and the value gained in terms of prediction quality. 
Table 3. Prediction errors of the proposed solution 
Execution 
Stage 








1 7 378.407 377.9681 73.5 
2 12 379.434 377.9681 73.5 
3_1 16 361.6183 359.8436 49.41 
3_2 16 409.2722 405.1011 86.18 
4 28 378.791 377.9681 73.5 
 
While the arithmetic mean outperforms the proposed regression approach, the classi-
fication model works quite well. Only Execution Stage 3_1 does not perform. For 
classification and for regression, additional attributes do not necessarily improve the 
predictive power. The accuracy for the classification is already precise for the 1st 
execution stage: A business user knows early in the process whether the instance will 
show exceptional behavior or not, i.e. if more than one repair iterations are needed. 
Implications.The discussion above reveals practical and research related implica-
tions. With respect to practical applications of the procedure model, the modeling of 
the EPN could be simpler since the demonstration showed that a large number of 
attributes does not imply a high prediction quality. Classification seems to be a more 
promising use case for software vendors since it is accurate at an early stage and it is 
possible to predict different paths after control flow splits. The above discussion fur-
ther suggests relying on the average if predicting durations, which includes avoiding 
additional modeling tasks. However, the issue with the duration prediction might also 
be caused by the use of synthetic log files and the underrepresented data exploration. 
6 Discussion and Conclusion 
A short reaction time to a business event is a critical factor in the success of an enter-
prise. Systems for predictive analytics and real-time monitoring of business processes 
have only been considered separately so far. In this paper we proposed to base predic-
tions on current process data generated in a BPMS using an event-driven approach in 
an attempt to reduce data and analysis latency. A review of the extant literature re-






kinds. Based on a further requirements analysis, we elaborated a method which facili-
tates predictive edPA based on the Six Sigma DMAIC phases. The method exhibits 
actions required for a predictive edPA which formerly have been described in the 
separated publication contexts of predictive analytics and BAM. We have exemplified 
the method’s capabilities with a simple repair process which we employed in order to 
demonstrate the method’s applicability. A discussion of the implementation and its 
forecasting quality uncovered that the presented approach is likely to provide accurate 
predictions which would indeed reduce reaction time of decision makers. 
Our work contributes to theory by integrating the to date separated areas of process 
analytics which analyzes the past, the future and which monitor the presence. In par-
ticular, we highlighted the intersections of the three dimensions. The procedure out-
lines, e.g., which data needs to be shared among monitoring components and predic-
tion components in order to facilitate edPA. Also, with our approach we offer a new 
perspective on how process-aware information systems can work together with ana-
lytical systems in a near real-time manner. The architecture differs further from extant 
concepts through its loosely coupled nature. Hence, our approach facilitates, e.g., the 
connection of several BPMS and several analytical systems. 
From a managerial perspective, we identify further implications: First, the present-
ed procedure gives an overview on the various tasks to address and design decisions 
to take when integrating (event-driven) BAM and process analytics techniques. The 
procedure allows reducing the decision maker’s action distance and thereby gaining 
additional business value through (pro-)active business process management. Second, 
the procedure is made available to practitioners in a prototypical implementation. The 
prototype was integrated in an internal release of a commercial BPMS. 
We were not yet able to implement the full set of requirements. In particular, future 
work will have to elaborate on coupling event-driven BAM with persistent data stores 
and with adding data exploration components to the prototype. Further, the re-training 
of prediction models has not been addressed. Further work will be required to investi-
gate how data mining algorithms, which allow for online training of the prediction 
models, can be integrated into the architecture. Also, we observed several shortcom-
ings in the integration with BPMS. Practically speaking, these include but are not 
limited to the lack of a common business event format and possible a distinction of 
life cycle and business events, the lack of a standardized set of process log events, and 
the lack of standardized operations to trigger BPMS for automated insight-to-action. 
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Abstract. One key asset of a firm is its knowledge stock comprising different 
knowledge domains (e.g., market, technological knowledge, etc.). This stock 
results from firm internal and/or external resources such as exchange partners 
(e.g. customers and R&D partners). The paper focuses on external partners and 
explores for which knowledge domain the usage of knowledge management 
systems (KMS) regarding the management of acquired knowledge from them is 
beneficial or detrimental to the organization. Further, the importance of each 
type of partner for knowledge creation is demonstrated. Using data from 154 
firms, the results show that (1) each type of partner contributes to most of the 
knowledge domains, (2) KMS facilitate the management of the knowledge 
stock of a firm excluding the domain of product knowledge, and (3) the usage 
of KMS for managing acquired knowledge has two faces depending on the type 
of knowledge and on the type of exchange partner. 
Keywords: knowledge management systems, exchange partners, moderation 
analysis, knowledge creation, networks 
1 Introduction 
Knowledge has become a strategic resource for firms [2]. This study focuses on ex-
ternal partners (e.g. customers) as sources of knowledge and explores their influence 
on the creation of different types of knowledge (e.g. market knowledge) by using a 
social capital (SC) lens. SC is defined “as the sum of the actual and potential re-
sources embedded within, available through and derived from the network of relation-
ships possessed by an individual or social unit” [54]. Knowledge is one of these re-
sources that can be acquired via networks. Thus, SC at different levels of analysis has 
been found to affect knowledge acquisition and exploitation [70], knowledge transfer 
[64], as well as knowledge creation [52]. Hence, the different exchange partners can 
be seen as a “pool of knowledge” and SC allows a firm to access this resource pool, 
thereby facilitating the exchange and combination of knowledge [52].  
Merely maintaining relationships to external exchange partners is insufficient un-
less the acquired knowledge is internalized [34]. To employ knowledge as a differen-
tiating factor for competitive advantage, it is necessary to keep it up to date by recon-






facilitated by knowledge management and especially by knowledge management 
systems (KMS). Hence, KMS as a ”vehicle for the creation and transfer of 
knowledge” [64] have become a central resource of a firm [48]. Besides managing 
internal knowledge, KMS are of particular importance to capture knowledge from 
different partners covering multiple domains [5], [48] and to manage this external 
knowledge effectively [34]. 
Focusing on knowledge, researchers have identified various types of exchange 
partners [e.g., 45] and analyzed their influence on innovation [19]. Other studies in-
vestigated the effect of different knowledge domains [e.g., 51] or KMS [e.g., 43] on 
firm performance. Nevertheless, the question of how KMS affect the management of 
acquired knowledge, spanning different domains from various exchange partners, has 
not been analyzed so far. In particular, it is unclear how different types of exchange 
partners contribute to different types of knowledge and what the role KMS play in 
this respect. Accordingly, the following research question is formulated: 
What is the differential impact of using KMS for managing different types of ac-
quired knowledge from various types of exchange partners? 
This research closes this gap by using an explorative data analysis connecting both 
aspects “external exchange partners” and “internal KMS usage for managing acquired 
knowledge”. Further, answering the research question is of great practical relevance. 
First, knowing which type of exchange partner affects which type of knowledge is 
essential for effective investments into a firm’s network from a knowledge manage-
ment perspective. Second, knowing for which combination of knowledge domain and 
type of exchange partner KMS are especially effective is of great importance for the 
dedicated usage of such systems. Thus, my research extends previous work by inves-
tigating the role of KMS usage for managing acquired knowledge aiming at the crea-
tion, respectively enhancement of the internal knowledge stock of a firm. Thereby, the 
importance of each external exchange partner is scrutinized.  
The paper starts with the development of the research model. Then the methodolo-
gy is introduced followed by a presentation of the results. Finally, conclusions and 
limitations are discussed. 
2 Research Model 
The research model explores the impact of KMS usage by the focal firm for managing 
acquired knowledge comprising different domains from various types of exchange 
partners. Thereby, the influence of each exchange partner in terms of SC between the 
focal firm and the corresponding type of partner on the knowledge stock of a firm is 
explored. In the following sections the set of exchange partners, the set of knowledge 
types, the relations between them, and the influence of the usage of KMS are intro-
duced. I do not formulate hypotheses for the effect of the usage of KMS on each 
combination of exchange partner and knowledge type (5 types of exchange partners x 
5 types of knowledge = 25 hypotheses) nor for the influence of each exchange partner 
on each knowledge domain. Rather I stick to a more general rationale by describing 






illustrating the positive role of KMS usage for managing the acquired knowledge 
from them. Hence, the model as visualized in Fig. 1 serves as a baseline model which 
allows exploring the differential relationships between the different types of exchange 
partner and knowledge domains as well as the role of KMS usage for managing ac-
quired knowledge for each combination of partner and domain. 
 






















Fig. 1. Research Model 
2.1 Knowledge Stock 
As described in Moos et al. [53] the knowledge stock of a firm represents the level of 
knowledge assets of an organization [33] and comprises different domains. Literature 
on inter-organizational cooperation emphasizes many categories of knowledge pre-
dominantly highlighting market and technological knowledge [e.g., 51]. Market 
knowledge is externally oriented and comprises knowledge about an organization’s 
external environment in terms of actual and potential future markets a firm is engaged 
in. It is also knowledge about industry information [67] and different partners [55]. 
Technological knowledge refers mostly to the technological competence of a firm 
[41] and to the ability to recognize new technologies [5]. Examples of this domain are 
IT knowledge [60] and state-of-the-art technical practices [50]. Beside these two 
types, knowledge about managing and designing a firm’s internal processes (process 
knowledge) [8] as well as knowledge about the organizational form and functions or 
about strategic and sourcing topics (organizational knowledge) [37] might be im-
portant. Before the survey started, 18 case studies with CEOs or business unit manag-
ers of manufacturing firms ranked as very innovative in their industries according to 
sales volume of new products in relation to total sales were carried out. These studies 
demonstrated the importance of knowledge about how well the product landscape is 
known by a firm’s employees which constitutes the last domain (product knowledge). 
2.2 Exchange Partners and the Role of Social Capital (SC) 
Several types of exchange partners were identified based on literature on inter-organi-






prises: Customers and suppliers [e.g., 14], R&D partners, communities/professional 
organizations [46], and the friendship communities [e.g., 38] of the survey respondent 
in terms of private contacts. R&D partners cover R&D service providers (e.g., engi-
neering companies) [e.g., 45] and public research institutions (e.g., universities) [e.g., 
14]. Communities/professional organizations comprise industry associations and re-
lated working groups including firms within [19] and without the firm group. 
As argued in Moos et al. [53] a firm will raise its knowledge stock by maintaining 
active relationships to these exchange partners and interacting with them. Thus, each 
exchange partner functions as an external knowledge source. Since I focus on these 
relationships, SC theory is applied by investigating the contribution of SC to each of 
the exchange partners on knowledge creation [54]. SC theory has been chosen be-
cause SC “directly affects the combine-and-exchange process and provides relatively 
easy access to network resources” [52] and because it “inheres in the structure of 
relations between actors and among actors” [18], and thus resides in relationships. 
According to Nahapiet and Ghoshal [54] SC consists of three dimensions. As already 
discussed in Moos et al. [53] each dimension influences the formation of the organi-
zational knowledge stock for the following reasons.  
The structural dimension focuses on ties between actors and their strength charac-
terized by frequency of interaction. Strong ties enhance knowledge and information 
flow [31]. Further, for raising different domains of knowledge, strong ties to diverse 
types of exchange partners are important [10]. Hence, the structural dimension in-
creases the access to knowledge [71] by providing communication channels for ex-
changing knowledge [51]. The relational dimension concentrates on the nature of ties 
in terms of mutual respect and trust based upon the development of relationships over 
time [30] and enhances the efficiency and effectiveness of knowledge exchange [47]. 
First, trusted relationships improve the willingness to exchange knowledge because 
both exchange partners engaged in the relationship trust in each other to handle the 
exchanged knowledge carefully [51]. Second, the relational dimension guides actions 
through the creation of mental maps [e.g., 9]. These maps simplify the knowledge 
exchange process and further foster the subsequent application of the exchanged 
knowledge in terms of reducing time for verification [51]. Finally, the cognitive di-
mension deals with shared vocabulary, shared narratives and interpretations [32] and 
increases the knowledge exchange by creating a greater understanding through com-
mon languages and symbols [25] and by a common frame of reference [56] in which 
knowledge can be integrated [32]. Additionally, the reach and richness of exchanged 
knowledge increases by establishing perspective-sharing and sense-making [62].  
After all, each dimension of SC fosters the knowledge exchange between a focal 
firm and its various partners. Consequently, each partner positively impacts the crea-
tion of the focal firm´s knowledge stock since the firm acquires knowledge from.  
2.3 The Moderating Role of KMS Usage for Managing Acquired Knowledge 
Besides having different types of partners as knowledge sources it is necessary to 
maintain the consistency and integrity of the knowledge stock [65] to ensure that the 






of knowledge management that enables the firm to excel in technological, market and 
administrative knowledge creation” [59] Thus, the usage of KMS is of central im-
portance. Adopting Pavlou and El Sawy’s [57] understanding, KMS can be defined as 
an “IT-based system[s] developed to support and enhance the organizational process-
es of knowledge creation, storage/ retrieval, transfer, and application” [2]. 
A KMS facilitates the creation of knowledge directories by storing useful 
knowledge [57] acquired from multiple sources such as external exchange partners, 
and allows updating or even deleting the knowledge in an effective way [5]. KMS 
further offers effective mechanisms for information retrieval which makes it easier for 
knowledge consumers within a firm to identify and find the knowledge of interest [5]. 
Thereby, KMS supports the connection of different pieces of knowledge by, e.g., 
checking newly acquired knowledge against already existing, and hence contributes to 
a more comprehensive understanding of acquired knowledge. Also KMS provides a 
channel for collaboration and communication between knowledge producers and 
seekers in a firm [57] and thus support the knowledge distribution [5] of newly ac-
quired knowledge. The application of knowledge is supported by the usage of KMS in 
terms of simplifying and speeding up the access to knowledge [27]. Altogether, the 
use of KMS has a positive effect for managing acquired knowledge by building and 
administering the knowledge stock, including structuring newly acquired knowledge.  
3 Methodology 
3.1 Data Collection 
The data stems from a survey among the 2,500 largest firms of the German manufac-
turing industry (Standard-Industrial-Classification codes 3011-3999 and revenues of 
2007). This industry was chosen because it consists of a large degree of high-tech 
firms which are characterized by a huge stock of knowledge and by using KMS. 
Thus, this industry is appropriate for detecting knowledge acquisition from their envi-
ronment and for effects through the usage of KMS. To avoid aggregation problems on 
a firm level I focused on the most important product division. The previously men-
tioned case studies have shown that “most important” is commonly understood as 
“largest” rather than “most successful” division. These studies indicated that the man-
ager in charge of this division is totally familiar with the relationship to each ex-
change partner because s/he is responsible for the daily business and therefore stays in 
contact with the partners of the division. Further, this person has the necessary over-
view to evaluate the level of existing knowledge for each domain. According to the 
preference of the identified person the questionnaires were sent by mail (1575 times), 
fax (4 times), or email (581 times), respectively. Four weeks after the initial dispatch 
a reminder was delivered if the person had not answered. After another two weeks the 
person has been called a second time and a second reminder was sent out.  
154 of 229 received questionnaires could be used for analysis because they showed 
no missing data regarding the measurement items. If a participant did not maintain a 






most of the respondents stated to have no friendship community with which they 
share business related topics. So not every participant has a relationship to all types of 
partners which explains the difference between used and received questionnaires.  
Non-response bias was examined in two ways. First, early and late respondents 
were compared. Early respondent corresponds to respondents which answered after 
the initial dispatch, whereas late respondents are respondents which replied after hav-
ing received the reminder questionnaire and/or call. The assumption of this method is 
that the latter ones share similarities with those organizations which have not partici-
pated in the survey [4]. Second, I compared the demographic data at organizational 
level in terms of revenue and number of employees of the respondents with those who 
were in the original sample but had not answered. In both cases the Mann-Whitney 
test as a non-parametric test for group comparisons was applied, showing no differ-
ences between the corresponding groups, indicating the absence of non-response bias. 
3.2 Measurement 
After reviewing literature on both SC theory and knowledge transfer a project team of 
four researchers developed the questionnaire by extracting measurement instruments 
from 97 journal articles. This resulted in a reflective measurement model consisting of 
3 to 4 items for each construct. Each dimension of SC was measured by three items 
which together indicates the overall SC related to each exchange partner. Table 1 lists 
all the items and gives the references. The questionnaire was pre-tested independently 
with eight firms to ensure the understandability of the items and the comprehensive-
ness of the constructs. Furthermore, we applied the card sorting approach with a cou-
ple of managers and research colleagues for the five knowledge domains to gain a 
higher convergent validity. Based on the feedback, two items were modified regard-
ing the wording and one item was deleted. Finally, six more pre-tests have been con-
ducted resulting in no further changes. 
As control variables I included firm size (log of number of employees). Further, 
environmental turbulence was measured by three items from De Luca and Atuahene-
Gima [20] and Jaworski and Kohli [39] regarding the rapidness and predictability of 
technological changes and customer needs. Finally, the strategy type of the organiza-
tion was captured by using an item from Droge et al. [22], with a scale ranging from 
“focusing on the optimization of processes” to “focusing on innovation leadership”.  
3.3 Analysis 
For analyzing the data and exploring the influence of the usage of KMS for managing 
acquired knowledge for each combination of knowledge type and type of exchange 
partner, the product-term-approach was used by running hierarchical multiple linear 
regressions which is the most preferred method for examining moderation effects 
[24]. Social capital to an exchange partner represents the independent, respectively 
the predictor variable, the usage of KMS represents the moderator and the product of 
these two represents the interaction term indicating the moderation effect whereas a 






As five different types of knowledge and exchange partners are distinguished, 25 
multiple linear regressions were executed. In a first step all items according to a latent 
variable were aggregated by calculating the mean. Regarding the social capital di-
mensions the mean was calculated over all items of the three dimensions to each ex-
change partner, which results in one value indicating the quality of the corresponding 
relationship. Since the independent and the moderator variable are measured on the 
same scale these two variables were standardized [15] to avoid computational errors 
because the correlation between these variables and the interaction term decreases and 
thus the problem of multicollinearity among them is reduced [24]. Furthermore, it 
allows an easier interpretation of the results [15] especially for the effect of the inde-
pendent and moderator variable [24]. Finally, the interaction term was calculated as 
the product of the standardized independent and moderator variable [24].  
In the first step of the hierarchical regression analyses only the control variables 
are included (x1 = log of numbers of employees, x2 = environmental turbulence, x3 = 
strategy type). Then the predictor x4 (standardized social capital to an exchange part-
ner), the moderator x5 (standardized usage of KMS) and the interaction term x6 
(x4*x5) are included stepwise. The corresponding regression coefficients are repre-
sented by b to g. To ensure maximum comparability of the coefficients over the 25 
regressions each was calculated on the same sample of 154 questionnaires. 
Type of knowledge = a + b * x1 + c * x2 + d * x3 + e * x4 + f * x5 + g * x6 (1) 
4 Results 
4.1 Validating the Measurement Model 
For each latent variable the items were aggregated to a single score by calculating the 
mean. To underline the quality of the measurement model, indicator reliability was 
checked by applying confirmatory factor analysis (CFA) (principal component analy-
sis). Since the items were derived from literature CFA was applied instead of an ex-
planatory factor analysis for each dimension of social capital to each exchange part-
ner, the types of knowledge, and for the usage of KMS. This is done because low 
reliability of the independent and/or the moderator variable decreases the reliability of 
the interaction term and thereby the power of the moderation test [24]. 63 of the 67 
items showed loadings higher than .7 [36]. Four missed this threshold but have load-
ings above .6 [7] indicating sufficient indicator reliability (cf. Table 1). 
4.2 Role of KMS Usage and Importance of Exchange Partner 
Table 2 presents the results of the final step of the linear regressions by listing the 
unstandardized regression coefficients [24] of the relationships between the type of 
exchange partner and the knowledge domains (e), between the usage of KMS and the 
knowledge domains (f), and the coefficients of the moderating effect (g) in terms of 






gression coefficients of the control variables (not reported) indicates a positive impact 
of firm size on organizational and technological knowledge. All other control varia-
bles do not show a clear pattern regarding the different knowledge domains.  
Table 1. Construct Specifications and Item Loadings in Brackets 
 
According to Carte and Russel [13] the delta of R2 in terms of the effect size (f2) is 
applied for interpreting the moderation’s effect size instead of the regression coeffi-
cients (g). For interpreting the regression coefficients (e) and (f) it has to be consid-
ered that these two represent “conditional” rather than “main” effects [24]. Since the-
se two variables are standardized, the effect of the independent variable indicates the 
effect of this variable at the average level of the predictor variable and vice versa [24]. 
Because the focus of this study is on exploring the effect of KMS usage for managing 
Market Knowledge (source: [6, 20]) 
Our product division’s knowledge of competitor strategies is very thorough. (.804) 
Our product division’s knowledge of our customer is broad and complete. (.805) 
Our product division has thorough knowledge about emerging customers and their needs. (.781) 
Our knowledge of potential competitors’ strengths and weaknesses is very thorough. (.878) 
Technological Knowledge (source: [26, 41, 50]) 
Our product division has very high knowledge about state-of-the-art technologies practices relevant for us. (.820) 
Our product division has very high knowledge about implementing new technologies. (.924) 
Our product division has the necessary skills to implement new acquired technological knowledge. (.897) 
Our product division has considerable competences in utilizing new technologies. (.877) 
Process Knowledge (source: [8, 29]) 
Our product division has very high knowledge about the organization of efficient production process. (.852) 
Our product division has very high competences in managing business processes. (.837) 
Our product division is very competent in the optimization of manufacture operations. (.872) 
All relevant employees know the manufacture process in such a way, that they can effective contribute to their optimization. (.825) 
Product Knowledge (sources: own development) 
The coworkers of the product division know the product landscape of the company well. (.861) 
The coworkers of the product division know all relevant characteristic of all of our products. (.886) 
The coworkers of the product division know exactly for which operational areas the products are appropriate. (.873) 
Organizational Knowledge (sources:[12, 20, 37, 66]) 
We have a great deal of knowledge about the optimization of the innovation process. (.877) 
We know always exactly, whom we must ask and involve (externally, as internal), in order to exploit new technologies. (.836) 
We know exactly how to engage our coworkers active in the innovation process. (.898) 
Usual methods for the management of innovation projects are comprehensively well known. (.876) 
KMS usage (sources: [11, 42, 57]) 
Our firm uses a knowledge management system for archiving and reusing of knowledge. (.734) 
All product divisions use a common knowledge managements system. (.896) 
Our IT infrastructure supports an effective information exchange significantly. (.833) 
Social capital #exchange partner# (structural) (sources: [16, 23, 28]) 
The exchange with our most important #exchange partners# is very intensive. (>.870) 
We exchange a lot of information with our most important #exchange partners#. (>.847) 
Compared to the industry average we interact … frequently with our most important #exchange partner#. (Scale: “Considerably 
less”,“less”,“rather less”,“just as much”,“ rather more”,“more”,“considerably more”) 
[I and my most important private contacts have interacted … regarding business-related topics within the last three years. (Scale: “week-
ly”, “monthly”, ”quarterly”, “biannually”, “annually”, “less frequently, “never”)] (>.7391)) 
Social capital #exchange partner# (relational) (sources: [63, 68]) 
The chemistry between us and our most important #exchange partner# is right. (>.874) 
Our most important #exchange partner# is absolutely trustworthy. (>.877) 
The relationship to our most important #exchange partner# is characterized by mutual respect. (>.874) 
Social capital #exchange partner# (cognitive) (source: [41]) 
We and our most important #exchange partner# always agree concerning innovative topics. (>.745) 
The communication with our most important #exchange partner# about content wise topics is outstandingly. (>.811) 
Our most important #exchange partner# and we always have a common language to deal with technical issues. (I and my most important 
private contacts tell similar anecdotes from daily business.) (>.7262)) 
#exchange partner#: “customers”, “suppliers”, “R&D partners”, “communities/professional organizations”, “friendship communities”. In 
case of “friendship communities” all statements were formulated in Singular instead of Plural (“I” instead of “We”). 
Items were originally in German and have been measured by a 7-Point-Likert-Scale (totally agree to totally disagree) 
1) In case of customers, the loading was only 681. In case suppliers, the loading was only .666. In case of communities/professional 
organizations, the loading was only .603 






acquired knowledge, only the direction, the ratio between as well as the level of sig-
nificance are interpreted for these two coefficients but not their absolute amount [13]. 
In order to check for the degree of multicollinearity among the latent variables, the 
variance inflation factor (VIF) was calculated. For each regression analysis the VIF of 
each latent variable is below 3.33 [21] indicating the absence of multicollinearity. 
Table 2. Results of the Linear Regressions: (e)/(f)/(g) = Coefficient of the Exchange Partner / 
Usage of KMS / Interaction Term (compare equation 1); (f2) = Effect Size of the Interaction 
Term (>.35=strong, >.15=medium, >.02=weak) [17] (x: p<=.01; +: p<=.05; *: p<=.1) 
Type of know. Customer Supplier R&D Partner 
 e f g f2 e f g f2 e f g f2 
Market .412x .159+ .027 .001 .245x .254x .011 .000 .229x .253x .008 .000 
Organizational .320x .311x .018 .000 .280x .387x -.064 .005 .483x .385x -.124 .017 
Product .297x .048 .026 .001 .302x .116 -.004 .000 .256x .113 .033 .001 
Process .507x .135* .009 .000 .268x .249x .010 .000 .368x .258x -.206x .050 
Technological .457x .119* -.146+ .038 .229x .206x -.010 .000 .371x .207x -.112* .018 
 Communities Friendship Com.   
 e f g f2 e f G f2     
Market .216+ .227x .119 .013 .200+ .246x .009 .000     
Organizational .275x .347x .130 .013 .128 .381x .137 .016     
Product .132 .098 .012 .000 .256x .105 .060 .003     
Process .189+ .229x .162* .023 .206+ .242x .128 .016     
Technological .223x .174+ .070 .005 .168+ .200x .124* .019     
 
Looking at the influence of exchange partners on the knowledge stock of a firm, I can 
conclude that all types of partners enhance the knowledge stock regarding all types of 
knowledge, excluding communities/professional organizations regarding product and 
friendship communities regarding organizational knowledge. Communities sometimes 
comprise competitors which hinders the exchange about products. Since organiza-
tional knowledge focuses on the innovation process which is quite unique for each 
firm it is difficult to share knowledge within the private environment. 
The usage of a KMS is significantly positively related to the management of the 
knowledge stock of a firm, excluding the domain of product knowledge. Product 
knowledge comprises mostly knowledge about products of the competitors as well as 
about problems regarding the handling. Further, this kind of knowledge is predomi-
nantly not documented by using “classical” KMS rather it is documented by running 
CRM databases or by ERP systems in terms of the complaint management. 
For managing acquired process knowledge from R&D partners as well as for tech-
nological knowledge from customers, the usage of a KMS shows a significant nega-
tive effect (f2 are above .02). Further, for managing organizational and technological 
knowledge from R&D partners the usage of KMS seems to be obstructive (f2 are 
nearby .02). In contrast the usage of KMS is beneficial for managing acquired market, 
organizational, and process knowledge from communities as well as for the manage-
ment of organizational, process, and technological knowledge from friendship com-
munities (f2 are above or nearby .02). Regarding process knowledge acquired from 
communities the positive effect is even significant. In most of the other cases the us-
age of a KMS supports the management of acquired knowledge from external part-
ners whereas this effect is not significant (f2 are below .02) (e.g., customer and prod-
uct knowledge) or the usage of KMS does not seem to matter for the management of 






4.3 Validity of the Results 
Capturing the dependent, independent, and the moderator variable from only a single 
respondent raises common method issues. For testing the presence of common meth-
od bias (CMB) two different approaches by Podsakoff et al. [58] and Lindell and 
Whitney [49] were applied. First, the dataset was analyzed regarding the existence of 
a single component which accounts for the major proportion of the variance by con-
ducting the Harman single-factor test [58]. The largest identified component within 
the model accounts for 37.5% of the variance indicating that a single factor account-
ing for the majority of the variables’ variance does not exist. Second, theoretical unre-
lated marker variables [49] were included in the questionnaire. By calculating the 
mean of these variables a marker construct was built which was added in a further 
step to the hierarchical regression analyses. Running the 25 regressions again includ-
ing the marker construct it can be scrutinized in detail whether CMB is a problem in 
the data [61]. The regression coefficients of the marker construct (not reported) 
demonstrated that only the domain of product knowledge is affected. Comparing the 
results of the regressions including the marker construct with the results given in Ta-
ble 2 no fundamental structural differences in terms of regression coefficient’s 
strength and significance were identified underlining the validity of the results. 
5 Discussion and Conclusion 
The objective of the paper was to explore the differential effect of the usage of KMS 
at the firm level for managing acquired knowledge comprising different domains from 
various exchange partners for knowledge creation, respectively enhancement.  
Before discussing results, limitations of this study should be forwarded to allow in-
terpretation of results while considering these limitations. First, the data stems only 
from a single industry limiting the generalizability. It would be interesting to verify 
the results within another setting, especially within the service sector. Second, 
knowledge acquisition from external partner was only scrutinized form the perspec-
tive of SC. Further research should consider demographic differences within a firm’s 
network or the similarity between the exchanging organizations, e.g., in terms of their 
structures [44]. Also other organizational aspects that foster knowledge acquisition 
like the amount of absorptive capacity [71] should be taken into account. Third, for 
the management of acquired knowledge, only the usage of KMS is included as a 
moderator. Further research should also explore other knowledge management influ-
ence factors [see e.g. 35] and knowledge-processing activities within an organization 
as moderators for the management of acquired knowledge like, e.g., systems, coordi-
nation, and socialization capabilities as they are distinguished by van den Bosch et al. 
[69]. Additionally, other IT systems like project and resource management as well as 
cooperative work systems [57] should be considered beside KMS. 
Results show that for managing acquired knowledge from external partners the us-
age of KMS has two faces. On the one hand, in most cases the usage of KMS indi-
cates a positive effect which is not significant. At this point it has to be mentioned that 






pendent variables since the power of moderation analysis is particularly low [24]. 
Even if the requirement of reliability, as illustrated before, is fulfilled, effect sizes for 
moderations are generally small [24]. Furthermore, the median effect size (f2) for 
categorical moderators is .002 [1]. On this basis, Kenny [40] postulates values of 
.005, .01, and .025 for small, medium, and large moderation effects instead of 02, .15, 
.35 as by Cohen [17]. Taking both aspects into account the latter thresholds have to be 
relativized. Under these circumstances the usage of KMS seems to be quite relevant 
for managing acquired knowledge from communities regarding market, organization-
al, and process knowledge as well as for the management of acquired organizational, 
process, and technological knowledge from friendship communities. Beside competi-
tors as mentioned before, communities comprise mostly organizations which are very 
similar regarding their processes and organizational routines executed and which are 
often operating in the same markets. Hence, the management of acquired knowledge 
from them is simplified. The same accounts for managing acquired knowledge from 
friendship communities because of the overlapping interests among the members. 
On the other hand, the usage of KMS for managing acquired organizational and 
process knowledge from R&D partners is not appropriate. Further, for acquired tech-
nological knowledge from customers and R&D partners the usage of KMS for man-
agement shows a negative effect. One possible explanation is that the acquired 
knowledge from R&D partners is highly specific and as the case may be tacit. This 
type of partner is predominantly contacted by an organization to solve specific prob-
lems of individual production process. Therefore, the documentation of this 
knowledge is very difficult. Organizational knowledge focuses on the unique and 
complex innovation process of a firm. Hence, R&D partners can contribute a lot 
whereas the usage of KMS for documenting the acquired knowledge is problematic 
due to the complexity and specificity of this knowledge. In this case a commonly used 
KMS of a firm does not possess the necessary function as it would be the case by 
using customized KMS for the R&D unit of an organization since R&D partners pre-
dominantly stay in contact only with this unit. Furthermore, joint development pro-
jects with R&D partners are often practiced, especially for experimental learning. 
Thus, a lot of knowledge can be transferred including technological knowledge which 
is tacit to a great extent. The negative effect of the usage of KMS for managing ac-
quired technological knowledge from customers could be explained as follows. Cus-
tomers are occasionally contacted for idea generation and pilot-testing. Hence, the 
acquired knowledge including technological aspects deals predominantly with issues 
regarding the products. Hence, as mentioned before, commonly used KMS seem to be 
inappropriate as this knowledge remains predominantly within the R&D unit. At this 
point further research is required to analyze the role of KMS for knowledge acquisi-
tion from R&D partners and customers in depth.  
As an overall conclusion it can be summarized that a firm’s partner network is an 
important contributor for building or enhancing the knowledge stock. Additionally, 
for the management of this knowledge stock the usage of KMS plays a significant 
role whereas the application of such systems for managing acquired knowledge shows 
some limitations. From a research perspective this study extends previous works by 






knowledge domains and the influence of KMS usage. From a practical perspective the 
results provide guidelines for organizations to invest systematically into their network 
of exchange partners and into the usage of KMS. Table 3 summarizes the guidelines 
by building a priority queue over the different external partners according to their 
impact on the corresponding knowledge domain. Additionally, it is indicated for 
which combination of external partner and knowledge domain the usage of KMS for 
managing acquired knowledge is beneficially or detrimentally. 
Table 3. Practical Implications 
Type of 
know. 
Priority queue over external partners regarding their effect (bold=significant) on each 
knowledge domain ([] = partner are of same importance) including the effect of the 
usage of KMS for each combination in round brackets (o/+/- = no/positive/negative) 
Market  Customers(o) >> [Suppliers(o); R&D Partners(o); Com.(+); Friendship Com. (o)] 
Organiz.  R&D Partners(-) >> Customers(o) >> [Com.(+); Suppliers(+)] >> Friendship Com.(+) 
Product  [Customers(o); Suppliers(o)] >> [R&D Partners(o); Friendship Com.(o)] >> Com. (+) 
Process  Customer(o) >> R&D Partners(-) >> Suppliers(o) >> [Friendship Com.(+); Com.(+)] 
Technol.  Customers(-) >> R&D Partners(-) >> [Suppliers(o); Com.(+)] >> Friendship Com.(+) 
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Abstract. Knowledge management is more and more happening in social envi-
ronments, supported by social software. This directly changes the way 
knowledge workers interact and the way information and communication tech-
nology is used. Recent studies, striving to provide a more appropriate support 
for knowledge work, face challenges when eliciting knowledge from user activ-
ities and maintaining its situatedness in context. Corresponding solutions in 
such social environments are not interoperable due to a lack of appropriate 
standards. To bridge this gap, we propose and validate a first specification of an 
anticipatory standard in this field. We illustrate its application and utility ana-
lyzing three scenarios. As main result we analyze the lessons learned and pro-
vide insights into further research and development of our approach. By that we 
reach out to stimulate discussion and raise support for this initiative towards es-
tablishing standards in the domain of knowledge management. 
Keywords: knowledge management, social software, standard, metadata 
1 Introduction 
Knowledge Management (KM) is more and more happening in social environments, 
supported by social computing [1], [2] and so-called social software (SSW) [3-5]. 
However, KM solutions in these environments are not interoperable due to a lack of 
appropriate standards. Thus, we propose and validate a specification as a proposal for 
a new standard and assess this in a practical environment. Standards are widely estab-






sion [6-8]. In the case of KM, only very few specific standards have been created and 
used so far, e.g., the European Standardization Body CEN [9]. When working with 
KM solutions in diverse social and SSW environments, interoperability becomes a 
key issue. However, interoperability is currently not represented well in such systems 
and does not exploit the opportunities for further supporting knowledge activities 
[10]. One major issue in this regard is the missing standardization [4] which hinders 
for example the exchange of contextual information and its usage within KM systems. 
Therefore, we have proposed an ontology-based specification [11] as a starting 
point for an anticipatory standard [12] which allows to model, share and reuse differ-
ent aspects relevant to KM such as context, activities and resources. It is important to 
notice that the proposal for an anticipatory standard is not a complete and final ver-
sion but a validated starting point for a broad consensus process. This paper is the 
fourth in a series of papers striving to establish a standard for a knowledge container 
(KC) format that strives to join requirements stemming from a KM and Web 2.0 per-
spective. In our previous work we first identified the main challenges for KM in regard to 
SSW environments and consequently defined six central concepts [13]: comprising 1) 
knowledge activity (KA), a set of goal-directed actions within a user’s context, 2) 
knowledge object (KO), a codified representation of externalized knowledge, 3) 
knowledge trace (KT), a representation of a user’s action in a 4) knowledge activity stream 
(KAS), 5) knowledge bundle (KB), a collection of knowledge traces affiliated to a KO, 
and 6) knowledge container (KC), a compound document holding KO and KB on multiple 
aggregation levels. In the next step we further refined our understanding of a potential 
specification by setting the KC into relation with the creation of a semantic model [14]. As 
can be seen, we imply a pragmatic definition that sees knowledge as bound to people in 
general, but allows the term codified knowledge when speaking about contextualized 
information within documents [10]. In a next step, we reviewed existing standards to build 
on the work already done, added the knowledge worker (KW) as a further concept and 
proposed a first ontology for a KC [11]. 
The goal of this paper is to continue our prior work and to investigate how such an 
ontology-based standard could be implemented. We performed an initial validation 
from a technical point of view and gained insights from manually creating the tech-
nical artifacts envisioned by our KC. The insights gained comprise, e.g., limitations of 
current standards that we re-use, problems that can be foreseen when trying to derive 
the data automatically from the system instead of creating it manually as well as tech-
nical challenges with versioning of RDF data. The results of our first validation step 
will further aid in the constant improvement of the anticipatory specification and 
strives to stimulate discussions in our research communities. 
After providing background on the key concepts used in this paper in section 2, the 
following sections 3 and 4 describe the adopted methodology and technical imple-
mentation, respectively, for this first validation step using an adaptation of the Refer-
ence Model Analysis Grid [15]. In section 6 we report on the results of this initial 
validation step as well as on lessons learned (LL).These insights provide starting 
points for future research and attempt to stimulate discussion for our initiative to-







Information and communication technology (ICT) in general and SSW in particular 
[3] build the basis and means for knowledge workers to communicate and collaborate 
online [16] within or between teams or even beyond organizational boundaries. At the 
same time, SSW changes the way knowledge workers interact with each other and the 
way ICT is used [17]. Recent research studies, striving to provide a more appropriate 
support for knowledge work, face challenges when eliciting knowledge from user 
activities and maintaining its situatedness in context [18-20]. Unlike data and infor-
mation, it is difficult to codify and transfer knowledge, because it highly depends on 
the social context of its creation [21]. SSW tools enable a richer capturing of context 
in which content has been produced, modified and used [4]. Additional features, such 
as activity streams [22], represent an example how context can be preserved to sup-
port knowledge workers during their knowledge activities. Nonetheless, knowledge 
workers still experience difficulties to identify the feed items that are of genuine in-
terest [23] depending on the situation they are in. Major issue is the missing standard-
ization [4] which hinders the exchange of contextual information and their usage 
within KM systems. In terms of the technological base feature, we are led by the no-
tion of activity streams which consist of four components [23]: the subject, who car-
ried out the action, the action, which caused some change in content or state, the ob-
ject, on which the action was carried out, and the time, at which the action occurred 
[23]. We discuss the main concepts subject, action and object in the following: 
Subject – The Knowledge Worker Perspective. A Knowledge worker is mainly 
characterized by ill-structured non-routine tasks in complex domains and often re-
quires creative problem-solving abilities and specialized knowledge [23], [25]. The 
handling of non-routine tasks which are considered particularly important [19] re-
quires that the knowledge worker is provided with IT tools that give at least partial or 
fragmented context information to enable the development of knowledge [26]. 
Object – The Knowledge Object Perspective. When conceptualizing knowledge 
as an object, it is situated and associated to the current context as well as with histori-
cal context [27]. The KO is the smallest explicit piece of documented knowledge [27] 
and needs to be described to be used in certain contexts [28]. By describing KOs with 
associated metadata [29], additional knowledge about the KO gets documented. 
Action – The Knowledge Activity Perspective. In weakly structured work do-
mains, it is difficult to automatically detect knowledge activities on a high level of 
granularity and subsequently to conclude from these high-level activities to low-level 
activities [19], [20], [30]. These low-level activities refer to easily traceable system 
operations such as to post, to bookmark etc. [31]. 
3 Methodology 
This work follows a design science methodology and adopts the understanding that an 
artifact is complete and effective when it satisfies the requirements and constraints of 






be applied as an evaluation technique for innovative artifacts, in particular for new 
and complex artifacts which cannot be evaluated as such in one step. “A scenario is a 
tool to explore a possible, plausible future by identifying key technical and social 
developments required for it to be realized” [33]. It aims at creating awareness of 
possible developments and have been used for new IS technologies with high social 
impact [34], [35]. Social KM environments arguably have a high social impact as this 
is at the core of their intended use and thus they are particularly suitable for such a 
scenario-based evaluation. In our initial validation step we use scenarios as a means to 
generate a number of problem domains to assess its applicability to real world prac-
tices (section 3.1). We adopt the Reference Model Analysis Grid (RMAG) which 
specifically aims at validating standards and suggests concrete measures for assess-
ment [15] (section 3.2). As we are in the stage of pre-standardization, we focus on the 
economic and deployment perspective to anticipate the potential quality of the pro-
posed standard. Consequently, the validation as presented does not evaluate the pro-
posed solution completely. We selected RMAG perspectives that support our assess-
ment at this stage without having the proposed ontology implemented yet. 
3.1 Scenarios 
We constructed three detailed scenarios around the technical implementation to 
demonstrate its utility as a proof-of-concept. The construction of such scenarios can 
already be seen as (first) descriptive evaluation [32]. All three were described upon 
typical application areas from real partner organizations of the authors containing 
main concepts we have introduced in our ontology [11]. 
Scenario 1: New Product Introduction. This scenario illustrates the activity of 
finding new product ideas. In the last strategy session of the company, Kurt, the pro-
ject leader of the product development department, was instructed by the CEO to find 
new product ideas and to advance at least one of them as soon as possible towards a 
technical solution paper. Kurt does not want to waste any time to arrange a physical 
meeting and therefore decides to invite Elaine from the marketing department, Terry 
from the design department and Justin from the technical development department to 
a Skype conference. While Kurt is chairing the conference, he makes notes about the 
new product ideas and the next steps to be done by using the note-taking service 
Evernote. These steps include on the one hand a patent evaluation and on the other 
hand a market research. Kurt soon decides to use Google Docs to formalize both 
knowledge activities by creating a first draft of the technical solution paper and set-
ting up an initial document structure. He also invites all project team members to add 
any related contributions to the document. Justin searches for relevant patents at 
Google’s patent search engine at his home office at 2 a.m. in the morning. The next 
day, Justin creates a list of all patents that are held by the own or any foreign compa-
ny by using Excel. Meanwhile, in order to better understand customer needs, Elaine 
conducts a quantitative market research. Therefore, she creates a standardized survey 
on the online survey platform FluidSurvey. A few days later, she exports several dia-
grams in png file format. Both Justin and Elaine add their contribution to the technical 






department makes a first sketch of the new product. The next day, Justin screens the 
current version of the technical solution paper and adds a comment to the sketch that 
claims some engineering issues that may occur. Terry sends an email with a URL link 
of the current version of the technical solution paper to April from the procurement 
department in order to discuss expenses related to material choice. After reading Jus-
tin’s comment and receiving a detailed answer from April, Terry changes some as-
pects of the sketch. Finally, Justin creates a drawing that shows technical details of 
the new product and adds it to the technical solution paper. After Kurt returns from 
his business trip, he wants to get an overview of all recent events. 
Scenario 2: Organization-spanning research project. This scenario illustrates 
the activity of developing an idea collaboratively to achieve a common goal. Bob has 
an interesting research idea and wants to find related literature on the Web. Due to the fact 
that the idea’s topic is very new and innovative, no suitable journals, conference papers or 
books are available. However, during his search Bob identifies five interesting people 
working in this domain. First, he follows them on Twitter and re-tweets the most im-
portant messages via his twitter account. Additionally, he sets bookmarks on the blogs 
of these people that he deems by now to be experts in their respective domains. After 
following the activities of these five experts for a while, Bob decides to contact them 
to initiate a discussion about his research idea. For this purpose he creates a Google dis-
cussion group and writes some provocative questions related to the experts’ expertise. 
All five experts, Maria, Peter, Igor, Paul and Andreas, are highly interested in 
Bob’s idea and an intensive discussion evolves. During the discussions the group 
decides to chat about Bob’s research idea in a series of videoconferences. They ex-
change their interim results via e-mail, share links to Internet resources such as web-
sites, recent conference and journal papers and publish interesting facts in their dis-
cussion group. Additionally they decide to write a position paper. Therefore, they 
store and share related literature, figures and other sketches in a shared DropBox 
folder. After the first presentation of the idea on a related workshop the group re-
ceives attention from a broader audience. The fast growing group of researchers 
working on Bob’s idea makes it difficult to maintain an overview. Even though the 
core group around Bob still exists, the original idea has evolved. Increasingly the group 
experiences that due to their different knowledge they have on the same topic their discus-
sions and information exchanges loses effectiveness which is why they decide write a 
further paper with the aim to structure and integrate their different viewpoints. 
Scenario 3: IT consultancy. This scenario illustrates the activity of creating a 
software specification and project proposal based on a requirements document from 
the customer (tender).On Tuesday morning, the request for proposal (RfP) for an 
Intranet relaunch at a large pharmaceutical (BMS) arrives at Jessica’s desk. She is a 
project manager for a small IT consultancy that specializes in Intranet and Internet 
projects based on open source software like Alfresco, Liferay and XWiki. She has 
seven working days to assemble a team and create a proposal including a rough tech-
nical specification of the offered solution. She therefore uses the VoIP server to call 
Marcus, the sales representative who already had two meetings with the customer to 
get a better understanding about the whole story. Then, she creates a new document 






mation she needs for the proposal and files the RfP there. After that, she creates a new 
proposal document from the company’s template and fills in the formalities like cus-
tomer name and date, stores it in the document workspace and creates a task for Jan, 
the software architect, to construct an overall architecture for the project. Jan receives 
the email notification about his new task and creates a technical drawing, showing the 
overall architecture in a Visio document. He inserts it in the proposal document and 
writes two pages of explanations about his ideas. Then he updates the task and creates 
two new ones for Julia, the Web designer of the company and Tom, one of the senior 
developers, to create a wireframe and screen design and to further detail the given 
work packages respectively. He further sets up a meeting to discuss the further proce-
dure face to face. Julia creates her visuals with Inkscape and Gimp, inserts them into 
the proposal document and stores the source files in the document workspace. Tom 
writes an own chapter for each of the work packages, so that the proposal is about 15 
pages long after he finished. Jan and Jessica both do a proof reading of the document 
and Jessica schedules a session with Jan and Tom in order to create a preliminary 
project plan and estimate the efforts. The final documents are then sent to Oliver, the 
CFO of the company, who discusses the efforts with Jessica and Marcus in order to 
fix a final price. After that, the proposal is sent to the customer by email.  
3.2 Technical Implementation 
Our anticipatory specification builds on existing standards as reviewed in [11]. Due to 
the intended semantic description, the contents should conform to RDF/XML and 
reference an OWL ontology we have created. We decided not to reuse vocabulary 
from different existing standards, but instead build our own vocabulary and create a 
mapping on the schema level. This can be done using either OWL equivalent classes 
or XSLT, if the model standard has no OWL schema, but operates on the XML level 
only. The creation of the ontology or schema level brought several challenges. The 
result can be seen in figure 1, which shows the classes, object properties (i.e. relations 
between classes) and data properties of our ontology. 
One central element of the proposed ontology is the knowledge trace. The 
activitystrea.ms standard served as a role model. We adopted all attributes and entities 
and coded them using RDF/XML. Consequently actor, object and target of the KT are 
coded as separate resources and referenced from the KT. This creates locally redun-
dant storages of entities which might hamper performance but should not further be 
considered at this point in time. KT are therefore structured similar to RDF itself: 
actor, verb, object instead of subject, predicate, object. The optional target specifies 
the system, container, or knowledge worker that represent the target of the action. 
Possible verbs and also object types are specified in the activitystrea.ms standard. 
We have grouped similar properties under a common super property, e.g., knows as 
parent of colleague, follows and hasSupervisor or the abstract orgRelation which serves as 
parent for affiliation, memberOf and worksFor. This can be helpful for querying the data 







Fig. 1. Screenshot of the OWL ontology in Protégé 4.1 
The description of knowledge workers that serve as actor or target of a KT was main-
ly taken from the person entity of schema.org and activitystrea.ms. FOAF does also 
have similar attributes for persons and was taken into account as well. All of the men-
tioned standards are missing a description of a knowledge worker’s skills or qualifica-
tions. Therefore, we had a look at HR XML, a standard for exchanging information 
about human resources and used their approach for describing qualifications.  
Another challenge was how to cope with the “semantification” of existing XML 
standards. The verbs and object types of the activitystrea.ms standard for example are 
defined as strings, which makes sense on an XML level. On the OWL level, it would 
be better to define them as individuals of the class Action, we have modeled. This 
issue is not yet solved and should be discussed in a wider audience.  
For IT systems we aimed at using BPEL since we are coping mainly with Web-
based systems that offer their functionality as a service. However, it is not quite clear 
which kind of service to reference. Consider a “document created” KT for example. 
Should we reference a document upload service, a create new document service or a 
retrieve document service? All three services would describe the same KT being 
“document created”. 
4 Validation and Lessons Learned from Implementation 
In this section, we first discuss the findings of the general validation results of our 
anticipatory specification regarding the quality of the proposed standard, before we 







Our first proposal of the ontology contains currently 18 classes, 30 object proper-
ties, and 15 data properties. Compared to other ontologies this might be still relatively 
small which is due to the early state of the development. The Attribute Richness 
(AR=0.83), which is defined as the average number of attributes per class, also indi-
cates that the amount of knowledge about classes is still low in our ontology and 
needs further enhancement [36]. However, when calculating the relationship richness 
(IR=0.88), which represents the ratio between the relationships defined in an ontology 
and the sum of subclasses plus number of relationships [36], our ontology tends to 
have a high diversity of relations other than class-subclass relations. However, these 
metrics describe more the nature or characteristic than the efficiency or inefficiency 
of an ontology and should therefore be carefully interpreted. Additional improve-
ments and enhancements as well as the existence of a large amount of instances will 
allow more reliable and detailed quality metrics in the future. 
As indicated in section 3 we adopted assessment metrics from RMAG [15] and ap-
plied them in our technical validation (Table 1). 
Table 1. Assessment Perspectives adopted from Reference Model Analysis Grid (RMAG) [15]  
Dimension Validation result 
Suitability 
Our proposal allowed us to describe the artifacts derived from the scenarios in 
sufficient detail to be helpful in reconstructing the creation context of infor-
mation. We built on OWL, XML and other standards.  
Conceptual support 
Data models [11] and technical implementation (section3.1) have been validat-
ed against common frameworks such as the CEN framework [9] or global KM 
framework [10]: Main elements are supported. 
Tools 
Currently, there are only generic tools and no effort was taken yet to integrate 
our standard into existing tools. However, we identified a number of new 
requirements for tool support such as filtering and versioning (see below). 
Development and 
maintenance of further 
models and standards 
It could be shown that our model [11] is easily adaptable and extensible, e.g., 
for domain-specific KM applications. The model has been designed and is 
intended for being extended using XML and OWL. 
Business and Manage-
ment 
Our validation has shown that common scenarios (section 3.1) and correspond-
ing processes are covered. However, additional scenarios are needed to be 
evaluated to show a universal applicability. 
Dependence 
We only used open and well-adopted standards [11]. Despite that, we did not 
include big IT vendors nor standardization bodies in our development yet. 
Openness 
The reuse of existing standards like FOAF, activitystrea.ms and 
OpenDocument has been key to the development of our proposal. Mappings 
from our concepts to existing ones provide links. 
Expressive power 
For the presented scenarios, the context could be represented in our specifica-
tion. In addition to that, we identified missing concepts and expressiveness in 
existing standards, like versioning in RDF.  
Completeness 
Our scenarios (section3.1) could be modelled. Further scenarios have to be 
analyzed in order to prove a wide applicability. 
Technical  
interoperability 
Basic interoperability is granted through the use of OWL and XML, as well as 
OOXML/OpenDocument. On a semantic layer, interoperability is achieved 
through mappings of existing standards in the spirit of open linked data. 
Understandability 
Our specification is still intended for developers and not yet for end users. Human 
readability of the storage format is somewhat restricted by RDF (see below). Extensive 
description of the ontology concepts are available. 
Coherence and non-
redundancy 
In the design phase (section 3.1 & 4), we have analyzed the utilized standards 
and eliminated redundant elements. Elements like displayName, title and URL 






This initial validation shows that the proposed standard is suitable for the scenarios 
analyzed and fulfills most quality requirements for standards. During the assessment 
of the utility of our artifacts, we generated a set of LL. Each LL focuses on a criterion, 
which we identified as critical for our approach (e.g., technical interoperability and de-
ployment). In the following we provide more detailed descriptions of these LL. In order to 
present a glimpse on potential solutions we added short conclusions or (if possible) rec-
ommendations to overcome the obstacles taken into account. 
Versioning. A challenge that arose from implementation of KT was how to cope 
with the problem of versioning. Since actors and KOs referenced in KT are typically 
used multiple times they should be referenced only once in the KT. Otherwise, they 
would have to be stored redundantly along with display name and other relevant at-
tributes. In addition to that, some of the attributes might change during the life cycle. 
Therefore, the KT should represent a snapshot of the data that was current at the time 
when the KT was captured. However, it should be clear to see, that the different ver-
sions of the actor or KO are all just versions of the same object and not different ob-
jects. We therefore envisioned to store the attributes locally within our RDF/XML 
structure of the KT and additionally reference the latest version of the actor/KO that 
should be stored separately in the KC. Unfortunately, as it turned out, this approach is 
not compliant with RDF rules that either allow an inline description of an RDF tri-
ple’s object or a reference to an existing resource stored somewhere else in the RDF 
file or even in a separate file. It was not possible to use both mechanisms at the same 
time. Also, literature on RDF versioning revealed a lack of research on a solution to 
do exactly that. On the level of OWL there is the “same individual” construct which 
can be used for stating, e.g., that “Chancellor Merkel” and “Angela Merkel” are the 
same, but again, this was not meant to be used for different versions of the same re-
source. [37] suggests to use RDF collections or containers, specifically the rdf:Alt 
container to address this issue. In our tests, this was somewhat working, although it 
led to relatively complex RDF graphs and the W3C RDF validator for example failed 
to render the respective RDF graph for a small example.  
LL 1: RDF does not adequately support version control of different knowledge containers. 
Heterogeneous identifiers. Another LL was that if KO as well as persons or other 
resources are exposed as RESTful Web Services, the URLs can directly be reused as 
URIs for identifying the RDF metadata. Other ID like UUID or NTLM usernames for 
users have to be stored in a separate attribute or prefixed with a URN scheme so that 
they conform to the URI standard.  
LL 2: Identifiers other than URI have to be stored in a separate variable or aligned to 
the URN scheme. 
Human readability of KC. The XML structure for RDF metadata differs from the 
usual structure one would use for an XML document that stores the same information. 
RDF requires to build the hierarchy using references with rdf:resource to rdf:about, 
whereas XML utilizes nested XML tags. Although this makes no big difference when 
an application parses the file, it significantly hinders human readability, which was an 
important secondary objective for the original design of XML [38]. Since RDF was 
designed for machine readability, this is not important for RDF despite its use of 






LL 3: Human readability of the knowledge container may be restricted under the use of RDF. 
Integration of existing standards. As the number of standards available for reuse 
for our efforts is abundant, we first tried to adopt the respective elements defined and 
import the namespaces directly. However, this lead to a large number of XML 
namespaces which complicated the readability. Since most of the standards are speci-
fied as XML schema instead of RDF schema or OWL, it also made no sense to use 
them as namespace for RDF elements, although an RDF parser would accept that. 
Therefore, we decided to define an own vocabulary that uses the same names for ele-
ments and provides mappings either on OWL level or as an XSL transformation.  
LL 4: The integration of the various standards in a unified KM standard is challeng-
ing as their underlying schemes (XML Schema, RDF Schema, OWL, 
HTMLmicrodata) differ significantly. 
Filter mechanisms. When we mapped the KT of the scenarios to our standard, we 
soon realized that the knowledge worker who accesses a KO might need a personal-
ized subset of KT. Our KM standard and tools supporting it should therefore facilitate 
filter mechanisms, which offer different views on the KC. A good starting point to 
personalize the KC may be the creation of a user profile that is based on the activity 
stream of the user [39]. This may be used to filter KT that are not corresponding to 
interests of the user. However, prerequisites to select KT properly are detailed metadata 
descriptions of the knowledge worker including the social network and the KA at the time 
when the KT was recorded. Current standards only focus on different aspects, such as 
describing personal identities (schema.org/Person), social networks (XFN) or streams of 
events in knowledge activities (activitystrea.ms) and thus do not provide sufficient infor-
mation for complex filter processes when applied independently. 
LL 5: Filter mechanisms are required to address the specific needs of the knowledge worker. 
Aggregation. Another possibility to overcome the information overload caused by 
the abundance of KT in a KC may lie in aggregating several KT to one compound 
KT. This can be depicted in the new product development scenario. On the one hand, 
we may aggregate KT of several persons, which perform a specific type of action to a 
KO, to one action-oriented KT. For example, “Kurt, Elaine, and Justin commented the 
technical solution paper”. On the other hand, we may aggregate KT belonging to a 
specific person, who performs several actions on the KO, to one person-oriented KT. 
For example, “Kurt creates, adds an image to, and comments the technical solution 
paper”. A controlled vocabulary of possible actions and objects as it is provided in the 
activitystrea.ms standard may support the process of building collections of KT. Re-
search on enterprise activity streams has already shown the importance of social naviga-
tion and aggregation features [40]. Users that are interested in a certain KO mostly refer to 
persons that are associated to the KO or actions that were performed on the KO. 
LL 6: Different levels of KT aggregations are needed to overcome information overload. 
Assigning KT to KO. In almost all scenarios it turned out to be difficult to estab-
lish a relationship between a KT and its corresponding KO. For example, “Kurt 
schedules a videoconference with Elaine, Terry and Justin. During the meeting he 
creates a meeting minutes that summarize the outcomes”. The KT “create document” 
or “add section in document” could be automatically assigned to the corresponding 






chat protocol may currently not be easily associated to the minutes document. One possi-
bility to overcome this problem is manually assigning video and chat protocol to the 
minutes document. Nevertheless, the aim of the proposed standard is to achieve a metada-
ta tagging, which is carried out as automatically as possible. 
LL 7: Not all KT may be automatically assigned to its corresponding KO. 
KM appropriateness. The action verbs specified in the activitystrea.ms standard 
are tailored to the domain of social network services and do not sufficiently describe 
the actions which are usually triggered in KA. For example, the verb “checkin” is 
used for places and events and not for applications, such as “check in document in a 
system”. For the opposite “check-out” event there is no equivalent in activitystrea.ms. 
The closest semantic construct would be person A (actor) assigned (verb) document 
(object) to person A (target, person herself). There is also no verb for generating a 
new version of a document, just update or add. Finally there are like and dislike as 
verbs to express a personal preference in Facebook style, but no equivalent for ex-
pressing 5-star ratings which are common in other systems. The same could be argued 
for object types. Although the standard defines about 30 different types, there is no 
differentiation between different kinds of documents like presentation, business letter, 
project proposal, calculation and so on, only file and the option to associate a mime 
type.  
LL 8: Current Standards do not adequately focus on specific aspects of KM. 
Handling of nested KO. Within the research scenario, all five experts share and 
create a variety of sub-KOs, such as literature, figures, notes or sketches. These sub-
KOs have their own bundles of KT that should be kept when included in a KO of a 
higher aggregation level. When referencing KOs to other KOs by using URL links, 
this might not be a problem, since all KT can be derived easily. However, if a KO is 
manually linked by using copy and paste features of current software systems, the 
maintenance of all corresponding KT cannot be assured.  
LL 9: Future software applications have to consider the KT of referenced, linked and 
nested KOs sufficiently. 
Modeling of RDF containers in OWL. During modeling of the ontology and cre-
ating corresponding RDF/XML instances, we found that although in RDF it is quite 
common to use rdf:Bag or parseType=Collection in order to specify a collection of 
multiple elements, in OWL there is no good way to express such a container structure. 
If you try to assign rdf:Bag as the range of an object property, it is marked as error by 
Protégé 4.1, the tool we used. 
LL 10: OWL enforces flat structures, whereas XML and RDF allow encapsulating similar 
elements in a container. 
Our key findings thus show the suitability as well as challenges for the standardiza-
tion process. While feasible on a general level, several deficits still need to be ad-
dressed. This should take place in a standardization process towards a broad consen-
sus. This process needs to take our findings into account but also needs to consider 







This paper motivates for joining our initiative to promote standardization in the field 
of KM in general and in social environments in particular. The manifold develop-
ments in social computing have caused a new wave of efforts in organizations to sup-
port ad-hoc, grassroots and self-organized activities by knowledge workers to build or 
appropriate tools that support them in their activities at the workplace. At the moment 
knowledge integration is hampered by contributions in diverse social environments 
that fail to be meaningfully integrated. Our initiative for standardization aims to bridge 
these kinds of gap not only between social environments within organizations, but also 
between organizational social environments and social environments from business part-
ners as well as global social environments that span the boundaries and are targeted at 
connecting individuals throughout the world. The resulting specification reuses existing 
standards and is technically implemented as an ontology (section 3.2) striving to set 
forth efforts in creating a standard in the domain of KM. The paper reported on se-
lected assessment perspectives taken for initial validation which were adopted from 
the Reference Model Analysis Grid [15]. In addition – as validating an anticipatory 
standard is quite complex (section 3) – the technical implementation of three scenari-
os abstracted from real-world organizations elicited challenges that were discussed as 
lessons learned (section 4). 
The main findings concern technical issues of existing standards that need to be 
overcome with a unifying specification as well as user needs that up to now have been 
unaddressed by standards. The lessons learned (LL) identified pave the way for future 
research in this domain. Next steps should be to implement prototypes to incorporate our 
standard into existing applications like OpenOffice or MS Office on a technical level, as 
well as hand the specification over to an international standardization body in order to 
stimulate further discussion. 
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Abstract. To remain competitive, organizations need to continuously develop 
their knowledge. While knowledge work is performed similarly in organiza-
tions across different sectors, the measurement and assessment of its results cur-
rently lacks standardized approaches. This paper sets out to identify indicators 
that are suitable for making knowledge development transparent to support 
monitoring of knowledge work. Therefore, a multi-phase mixed methods ap-
proach was chosen. In a series of three studies, an activity-focused perspective 
towards knowledge work was adopted, where knowledge is viewed as passing 
through a phased maturing process. An initial set of indicators was identified in 
an ethnographically-informed study and subsequently refined in an online sur-
vey. In the interview study, data was collected from 121 European organiza-
tions of different sizes, sectors and knowledge-intensity. Feedback from re-
spondents provided evidence for the suitability of items for indicating 
knowledge maturing and revealed a structure of five factors that were labeled, 
interpreted and discussed. 
Keywords: knowledge, knowledge maturing, indicator, empirical study 
1 Introduction 
Knowledge is seen as an essential resource for organizations, both from a strategic 
and operative perspective [1], [2]. In order to remain competitive, organizations need 
to be able to manage and continuously develop their knowledge [2], [3]. The share of 
knowledge work performed in organizations and its growing importance have become 
apparent over the last decades, notably in changes in employees’ work processes and 
practices [4], [5]. Knowledge work can be distinguished from data, service or routine 
work and is outlined as production and reproduction of information and knowledge 
involving activities such as generating, interpreting and representing knowledge, as 
well as expressing, monitoring, translating and networking [6]. Drucker [7] identifies 
the need to increase the productivity of knowledge work as one of the key challenges 
for organizations in the 21st century. While knowledge work is performed similarly in 
different organizational settings [8], the evaluation of its effects on knowledge and its 






In this paper, knowledge is viewed as being passed through a series of maturing phas-
es. As an intangible asset, knowledge and consequently knowledge maturing are not 
directly measurable [10], [11]. However, for providing insights into not directly ob-
servable phenomena, the utilization of indicators was proven successfully, for exam-
ple, in managerial accounting where it has supported improving the productivity of 
manual work [12], [13]. Appropriate indicators for knowledge maturing can facilitate 
several endeavors, such as: setting targets and obtaining feedback on knowledge man-
agement initiatives aimed at enhancing knowledge maturing; assessing the success of 
such initiatives; securing and justifying funding as well as deriving lessons learnt; and 
developing benchmarks for future initiatives [14]. 
This paper addresses the research question: How can knowledge development be 
assessed? It contributes by proposing, firstly, indicators that are suitable for measur-
ing knowledge maturing in organizations and, secondly, factors represented by indica-
tors for operationalizing the measurement of knowledge maturing. The following 
section introduces knowledge maturing as a perspective for understanding and analyz-
ing knowledge development. Central concepts of measurement theory are then 
sketched out as a second strand for empirical work. Subsequently, the development 
and refinement of indicators in a mixed methods approach of three studies are de-
scribed. The results are presented and main findings are discussed together with limi-
tations. Finally, the paper concludes with a summary and outlook for further research. 
2 Background to Knowledge Maturing and Indicators 
Many definitions and classifications of knowledge are discussed in literature on in-
formation systems, strategic management and organizational theory [3], [15-17]. Of-
ten, knowledge is distinguished from data and information by adding components like 
experience, judgment, belief, truth or context [10], [16]. This highlights a strong reli-
ance on human actors (e.g., individuals and communities) as knowledge-processing 
entities [16]. Knowledge can be described as residing in different media, i.e., a per-
son, a social system or an object [15], [18]. Knowledge bound to a person represents 
individual knowledge that has been learnt or discovered and enables the individual to 
expand his/her knowledge, to apply it to the needs of an organization and to accom-
plish tasks [16], [19]. Knowledge bound to a social system is referred to as collective 
knowledge which is particularly embodied in organizational rules, procedures and 
routines [20], [21]. These manifest themselves in processes that involve several actors 
and are performed within or across organizations, regardless of whether they are for-
mally described and enforced or informally in use without formal institutionalization 
[15], [22]. Knowledge represented in an object is understood as documented 
knowledge which can be stored and manipulated [16], [23]. Its higher value in com-
parison to documented information is stressed by the addition of a context which al-
lows its uncoupling from its creator(s) and making it available for re-use [15], [24]. 
Conducting knowledge manipulation activities is of major importance to the devel-
opment of knowledge [8], [25]. Such activities can be performed intentionally as a 






quiring desired knowledge from external sources, selecting it from internal sources or 
generating it [8], [26]. The development of knowledge has been described, e.g., from 
the perspective of knowledge building [27], organizational knowledge creation [28] 
and organizational learning [29]. Thereby, knowledge is often regarded as traversing 
the individual, group and organizational level while it passes through several phases 
of development or maturity [25], [26], [29], [30]. In this paper, knowledge develop-
ment is viewed from the perspective of knowledge maturing [31] which describes the 
development of knowledge bound to different media as phases advancing from the 
individual to the group and organizational level. On an individual level, knowledge 
emerges in form of ideas [32]. This knowledge is restricted to the individual and em-
bedded in the personal context, it is reflected upon in relation to other ideas, and 
might still be vague [29], [33]. When the individual starts to share the idea, the 
knowledge enters the group level [29]. In line with Lave and Wenger [34], knowledge 
maturing views communities as the main connection between the individual and the 
organizational level. Sharing of knowledge includes processes like socialization and 
combination [28] as well as activities such as discussing, co-developing and negotiat-
ing meaning [35]. Structured documents are created which help to de-subjectify and 
integrate the knowledge, allow to combine the knowledge and distributing it across 
the community’s boundaries [29], [36]. With increased formality and commitment on 
the group level, the knowledge enters the organizational level while it reaches more 
stability, is legitimized and implemented into the organizational infrastructure in form 
of processes, business rules or standard operating procedures [29], [37], [38]. 
Indicators are widely employed in the area of managerial accounting, information 
systems and knowledge management [39], [40]. Indicators are variables that represent 
the aggregate status or change in status of entities under study (e.g., groups of per-
sons, objects and institutions), and that are essential to report the (change in) status or 
to understand the conditions of the entities under study [41]. This definition corre-
sponds to a formal view on indicators that is adopted in this paper, and has been es-
tablished in psychometric theory and in areas of science that investigate phenomena 
by employing psychological measurement and relying on statistical procedures which 
borrow central concepts of measurement theory [42-44]. The employment of indica-
tors for measuring not directly observable factors is described by operational meas-
urement theory which defines the measurement of a scientific concept in terms of the 
procedures and operations used to identify it [44], [45]. Typically more than one indi-
cator is viewed as depending on or causing the factor [42], [44]. However, factors can 
also be specified on a more abstract level as second-order factors that are operational-
ized by several first-order factors [46], [47]. Factor models with more than two layers 
are very rarely examined in research [47] and are beyond the scope of this paper. The 
measurement of indicators themselves, in contrast, is described by representational 
measurement theory [43], [48]. This theory defines measurement as the assignment of 
symbols to attributes of entities under study according to rules in order to (a) repre-
sent quantities of attributes numerically, or (b) classify the entities with respect to the 
attribute [42], [49]. Representational measurement theory is especially concerned with 
the mapping of numerals to attributes of entities [50]. Depending on the admissible 






ty of intervals or differences, and of equality of ratios) which are limited on the one 
hand by the nature of the entities’ attributes and on the other hand by the choice of 
observation procedures, a nominal, ordinal, interval or ration scale is erected [49]. 
3 Development and Refinement of Indicators 
The ‘interview study’ that this paper draws on formed the final of a series of three 
studies which combined qualitative and quantitative elements in a multi-phase mixed 
methods approach [51] and were performed in the European integrating project 
MATURE (knowledge-maturing.com). The interview study is founded on the results 
of an ‘ethnographically-informed study’ and an ‘online survey’ which are succinctly 
outlined in the following. Subsequently, the design of the interview study is described 
in more detail. 
During the ethnographically-informed study, knowledge work in seven organiza-
tions located in four European countries was investigated by six teams of 18 research-
ers in total who participated in the daily work lives of 31 employees. During a pilot 
study, the knowledge maturing phase model [31] was tested to be appropriate for 
analyzing different aspects of knowledge development. The model appeared to be a 
supportive vehicle for descriptions and discussions in interview situations and facili-
tated creating a common understanding between researchers and participants. Thus, 
the phase model informed both fieldwork and data analysis. As with all three studies, 
the ethnographically-informed study focused on activities performed by knowledge 
workers and followed the recommendation to concentrate on what people do when 
studying knowledge and knowledge work [52]. A rapid approach to collaborative 
ethnography was adopted which allowed reducing time spend on conducting field 
work [53]. In addition to writing detailed field notes, expert interview were conduct-
ed. The data was analyzed through a collaborative coding procedure. While a detailed 
description of the applied method and a presentation of the comprehensive results is 
beyond the scope of this paper [see, e.g., 54], one major finding is taken up for further 
development, i.e., a set of 27 indicators representing a wide range of signals for 
knowledge maturing. Based on the results of this study, the indicators were classified 
into three dimensions according to the media in which knowledge can reside: twelve 
indicators related to knowledge represented in digital resources, seven indicators for 
knowledge bound to people and eight indicators for knowledge bound to processes. 
To prepare the initial set of 27 indicators for the interview study, an online survey 
was conducted [see also 55]. The goals of this survey were fourfold: (1) to get a deep-
er understanding of the suitability of the items for indicating knowledge maturing; (2) 
to reword items for greater clarity; (3) to condense the set of indicators by eliminating 
those deemed to fit poorly and (4) to collect additional indicators complementing the 
current set. An online questionnaire was developed containing one statement for each 
indicator on which the participants were asked to rate on a 7-point Likert scale wheth-
er it is a good indicator for knowledge maturing in their organization. To facilitate the 
explanation of indicators to a target group of practitioners, the collected data of the 






example for each indicator. In one open question for each dimension, participants 
were asked to add items that qualify for indicating knowledge maturing in their organ-
ization. Together with a short description of knowledge and knowledge maturing, a 
link to the questionnaire was sent to a group of 61 representatives in 45 organizations 
of different sizes and sectors. These organizations were chosen because of their previ-
ously expressed interest in knowledge maturing by having become associated partners 
of the project and, thus, qualified as informed participants whose feedback supported 
enhancing content validity [56]. The questionnaire was completed 14 times which 
represents a response rate of around 23%. The data collected was qualitatively and 
quantitatively analyzed by a team of three researchers who took part in the ethno-
graphically-informed study. As a result, five indicators were rephrased, six indicators 
were added and five indicators were excluded. The refined set consisted of 28 indica-
tors, categorized according to the three media in which knowledge can reside: twelve 
for digital resources, nine for people and seven for processes. 
The set of 28 indicators was included in the interview study which aimed to (1) val-
idate the results of the preceding studies and (2) investigate the underlying structure 
of indicators for operationalizing the measurement of knowledge maturing. Therefore, 
qualitative and quantitative data was collected from a broad set of organizations lo-
cated in 13 European countries [see also 55]. The guidelines for conducting structured 
telephone interviews were evaluated in a pilot study conducted with six selected indi-
viduals representing a heterogeneous set of organizations. In addition to the results 
gained through the ethnographically-informed study and online survey, this pilot 
study aimed to further enhance content validity [56]. It allowed to test the clarity of 
the descriptions, questions and items in the interview guidelines and to collect feed-
back about the practicability of the method as well as about the length and format of 
the interview. Based on the insights from this pilot study, the procedure and interview 
guidelines were slightly adjusted. Participants appreciated having had access to the 
interview guidelines for following the explanations and questions read out to them. 
This procedure eased communication during the interview. The interview guidelines 
were translated by native speakers of each target-language and an extended version of 
the interview guidelines was provided to all interviewers to ensure similar insights 
into knowledge maturing at all interview sites. 
The organizations were selected using two sampling approaches: stratified random 
sampling and purposive sampling [57]. In stratified random sampling lists of organi-
zations were obtained. In purposive sampling, potential interviewees were contacted 
because researchers were thought that they would either provide interesting contribu-
tions to the understanding of knowledge maturing or could act as key informant help-
ing to establish a contact to a representative of the organization. All respondents 
needed to have a good overview about knowledge handling in the (part of the) organi-
zation they represented. This is why interviewees of the target group needed work 
experience of at least three years, have been employed in the organization for at least 
one year and ideally hold an executive position. It was aimed at interviewing people 
who gained experience and had responsibility in the management of knowledge, in-
novation, organization, change or in human resources. The sample was stratified 






fication of economic activities in the European Community, following the recommen-
dations of OECD and Eurostat [58], [59]. This allowed a stratification according to 
size (medium vs. large), sector (industry vs. service) and knowledge-intensity1 (low 
vs. high). 
Each interview started with demographic questions about the interviewee’s posi-
tion (including the field of work), time with the organization, size of the organization 
and about the part of the organization he/she feels confident to represent. After having 
described knowledge and knowledge maturing, the interviewer started a discussion 
aimed at finding instances of knowledge maturing the interviewee had experienced in 
his/her organization. In this respect, conducting interviews provided an opportunity 
for creating a common understanding between interviewer and interviewee of the 
phases of knowledge maturing by transferring and applying them to the context of the 
participant’s organization. This procedure helped to ensure in-depth and qualified 
responses and, moreover, provided additional contextual data, i.e., comments on items 
and reflections on described instances of knowledge maturing. In the second part of 
the interview, perceptions about the suitability of the 28 items for indicating 
knowledge maturing in the context of the represented organization were collected on 
a 7-point Likert scale. Where possible and permitted by interviewees, the interview 
was recorded and part-transcribed for data analysis later on. 
4 Sampling and Indicator Structuring 
In sum, 939 organizations were contacted of which 139 (14.8%) participated in inter-
views of around one hour each. Out of these, 128 cases fulfilled the selection criteria, 
i.e., the organization was of medium or large size and the interviewee gained suffi-
cient experience both in the current organization and in his/her profession [see also 
55]. All 128 cases were subject to a missing data analysis taking into account the 28 
variables representing interviewees’ perceptions on their suitability for indicating 
knowledge maturing. Seven cases with at least 50% of missing data were excluded 
[47]. In the resulting sample of 121 cases none of the 28 variables had more than 
4.1% of missing data and no significant patterns were present. Possible outliers were 
analyzed with univariate and multivariate methods [47]. All five potential outliers 
were investigated in detail, which included consideration of interviewees’ comments, 
and seemed similar enough to other observations to be retained. 
The final sample contains 121 organizations of which approximately two thirds 
(81; 66.9%) were large and nearly one third (40; 33.1%) was medium-sized. Based on 
their NACE code, 39 organizations (32.2%) were classified as being part of the indus-
try sector and 74 (61.2%) as being part of the service sector. The majority (78; 64.5%) 
are classified as highly knowledge-intensive and 35 (28.9%) are less knowledge-
intensive. Eight (6.6%) organizations could not be allocated to a specific sector or 
knowledge-intensity on the basis of NACE codes [59]. 
                                                           
1 Please note: Eurostat [59] refers to knowledge-intensity for the service and technology-







To investigate respondents’ level in the organizational hierarchy and their field of 
work, data collected on both open questions was evaluated through a coding proce-
dure [51]. The study successfully targeted interviewees who were confident in repre-
senting a large part of their organization: nearly half (59; 48.8%) of respondents 
worked in middle management; 21 (17.4%) were part of senior management; 11 
(9.1%) were in charge of projects; 30 (24.8%) did not supervise others. All interview-
ees had a good understanding of knowledge work performed in their organization. 
With respect to the field of work, a large part of them (34; 28.1%) were working in 
human resources; 24 (19.8%) in other business and administration-related areas; 17 
(14.1%) in information systems; 15 (12.4%) in change management; 13 (10.7%) in 
research and development; 10 (8.3%) in knowledge management and innovation; 8 
(6.6%) did not specify their field of work. 
A high-level structure of indicators is already provided by the classification result-
ing from the ethnographically-informed study according to representations of 
knowledge in digital resources, people and processes. For further investigating this 
structure in order to identify groups of indicators that reflect on knowledge maturing, 
an exploratory factor analysis was conducted [42], [47]. Similarly to Parasuraman, et 
al. [60] an iterative approach was applied. The set of all 28 indicators was used as the 
starting point for an analysis in SPSS 19, where cases were excluded list-wise. The 
principal component analysis was used as extraction method, oblimin (with Kaiser 
normalization) as rotation method and eigenvalues greater than 1.0 to determine the 
number of factors [47], [60]. In a series of factor analyses, items with low loadings on 
all factors (<.50), items with high cross-loadings and items with low measures of 
sampling adequacy (<.50) were candidates for elimination [47]. Following this, only 
items deemed to fit poorly from both a theoretical and statistical point of view were 
omitted, one per iteration. This sequence of analyses resulted in a final pool of 15 
items representing five distinct dimensions (Table 1).  
The 15 items show measures of sampling adequacy between .55 and .76. The over-
all measure of sampling adequacy (.68) is on a mediocre level and above the threshold 
of .50 for being acceptable [61]. Together with a significant Barlett test of sphericity 
(p ≤ .001), these values support the appropriateness of this set of variables for factor 
analysis [47]. The resulting factor structure supports the classification of indicators 
according to the three media in which knowledge can reside that resulted from the 
ethnographically-informed study and was backed by the online survey. In addition to 
theoretical considerations, the factor solution is supported by a cumulative variance 
extracted of 61.8% which is above the common threshold of 60% [47]. Applying the 
iterative factor analyses to the three dimensions individually results in the same fac-
tors and provides further evidence for their stability. As a measure for internal con-
sistency and reliability of the elicited factors, coefficient alpha values were calculated 
[42]. The factors reach values between .61 and .71 (Table 1) which are classified as 
being on a moderate level [62] and exceed the common threshold of .60 for explora-
tive research [47]. The average inter-item-correlations were calculated as an addition-
al measure to assess internal consistency and reliability of the factors. With values 







Table 1. Descriptive statistics and results of an exploratory factor analysis 
n Mean Std. dev. Median I II III IV V
(1) A DR has been accepted into a restricted domain 119 4,78 1,69 5,0 ,81
(2) A DR was presented to an influential audience 121 5,31 1,66 6,0 ,72
(3) A DR is referred to by another DR 120 5,13 1,44 5,0 ,69 -,36
(4) A DR became part of a collection of similar information 121 4,93 1,45 5,0 ,60
(1) A DR was prepared for a meeting 120 4,78 1,45 5,0 ,78
(2) A DR was created by integrating parts of other DR 120 5,15 1,36 6,0 ,76
(3) A DR was created/refined in a meeting 121 5,49 1,27 6,0 ,73
(1) A PE has contributed to a project 120 5,46 1,24 6,0 ,78
(2) A PE has contributed to a discussion 121 5,12 1,34 5,0 ,72
(3) A PE changed its role or responsibility 119 4,65 1,57 5,0 ,56
(1) A PE is approached by others for help and advice 121 5,99 1,10 6,0 -,83
(2) A PE is an author of many documents 121 5,05 1,40 5,0 -,74
(1) A PR was improved with respect to time, cost or quality 120 6,19 1,01 6,0 ,83
(2) A PR was certified or standardised according to external standards 120 5,43 1,70 6,0 ,71
(3) A PR has been successfully undertaken a number of times 121 5,88 1,11 6,0 ,33 ,52
Factor IV - coefficient alpha = .65, iic = .48
Factor V -  coefficient alpha = .61, iic = .35
(a) DR = digital resource, PE = person, PR = process, iic = average inter-item-correlation
(b) Likert scale values range from 1 (fully disagree) to 7 (fully agree)






Factor I - coefficient alpha = .71, iic = .38
Factor II -  coefficient alpha = .67, iic = .40
Factor III -  coefficient alpha = .62, iic = .35
 
 
The identified factors are labeled and interpreted in the following. This was supported 
by observations made during the ethnographically-informed study, by recorded com-
ments and reflections of interview study participants, and by discussions with other 
ethnographers and interviewers. 
Factor I) pass: Knowledge represented in digital resources is allowed to span 
boundaries. Knowledge maturing is indicated as the knowledge bound to a digital 
resource is passed from one domain to another. The knowledge is selected for transfer 
to a targeted domain with an evident level of protection. In case of knowledge matur-
ing indicators (1), (3) and (4), the selection of knowledge bound to a digital resource 
and the decision for letting it pass is typically made by a representative of the receiv-
ing domain and can be viewed as pull-oriented. For indicator (2), the selection is 
made by the sender who uses the digital resource as a boundary object when aiming to 
pass the knowledge to an audience with a certain power (e.g., the customer or a steer-
ing group), which can be seen as push-oriented. In both cases, the knowledge repre-
sented in the digital resource is assessed to be ready or beneficial for embedding it in 
a certain target domain and, thereby, providing it to a target group of people who had 
no access to it beforehand. 
Factor II) consolidate: Knowledge is combined and embedded in digital resources. 
Maturing of knowledge bound to a digital resource is indicated as the activity of (fur-
ther) developing it goes along with a thorough reflection, its assessment and refine-
ment, considering several potentially different points of view. In the case of 
knowledge maturing indicator (1), this activity is performed to create a target-group-
specific representation of the knowledge taking into account the point of view of the 






people who will attend the meeting. Indicator (2) represents the selection and reason-
able integration of knowledge bound to other digital resources. Indicator (3) is specif-
ically related to documenting a joint reflection or agreement reached. In each of the 
three cases, the current state of knowledge is frozen in form of a digital resource. 
Factor III) utilize: Knowledge bound to a person is applied in interactive group set-
tings. Maturing of knowledge bound to the person is indicated as it is deemed to be 
exploitable and relevant for accomplishing the tasks to be performed. Especially indi-
cators (1) and (2) emphasize contributions to activities performed in group settings 
that are marked by an intensive and complex interaction between people, i.e., a pro-
ject and a discussion. Indicator (3) focusses on a change of roles or responsibilities, 
typically occurring alongside a change of tasks and people to contact or work with. In 
all three cases, the person not only contributes with own knowledge but in parallel 
also gains experience through the knowledge application, receives feedback and fur-
ther develops own knowledge. Hence, both the knowledge of the individual and of the 
group is further developed. 
Factor IV) distribute: Knowledge bound to a person is spread to numerous recipi-
ents. Maturing of knowledge bound to that person is indicated because it is repeatedly 
prepared for sharing with a target group. Furthermore, the person distributing his/her 
knowledge is perceived to be on a higher skill level than the recipients (with respect 
to the knowledge distributed). Indicator (1) is related to ad-hoc training sessions the 
person is involved in, triggered by requests for knowledge held by this person. Indica-
tor (2) emphasizes the creation of structured documents which accompanies the prep-
aration and de-contextualization of knowledge in order to facilitate the take-up by 
recipients. In both cases, the knowledge bound to the person distributing it is de-
contextualized, mirrored from the perspective of another context and reflected upon in 
the light of potential needs of a specific target group. 
Factor V) stabilize: Knowledge represented in a process reaches a stable state. Ma-
turing of knowledge bound to the process is indicated because of activities that lead to 
the current state. In the case of indicator (1) these activities are related to improve-
ments which result in a state of perceived enhancement. Indicator (2) covers the suc-
cessful compliance with requirements of rules or standards external to the organiza-
tion like ISO 9000 or Basel II. Indicator (3) emphasizes a recurring successful execu-
tion of the process evidenced by collective learning and a recurring commitment 
made by the people performing the process. In case of all three indicators of this fac-
tor, evidence is provided that the knowledge bound to the process is legitimized, sta-
ble and agreed among the people involved. 
A high level of agreement on the 7-point Likert scale can be observed for all indi-
cators representing the five factors (Table 1). Medians of 5 to 6 show that at least 50% 
of participants agreed that the respective item is a good indicator for knowledge ma-
turing in their organization. To compare the factors with each other, summated scales 
were created by averaging the ratings of the corresponding items [47] and ten t-tests 
for two dependent samples [63] were performed ( Table 2). Stabilize was rated signif-
icantly higher than distribute. Both stabilize and distribute were rated significantly 
higher than consolidate, utilize and pass. No significant difference was calculated 






Table 2. Differences between factors 
Pass Consolidate Utilize Distribute Stabilize 
Pass 5.05 .419 .815 .000 .000 
Consolidate .102 5.15 .488 .004 .000 
Utilize .029 .073 5.08 .000 .000 
Distribute .474 .372 .445 5.52 .004 
Stabilize .791 .689 .762 .317 5.84 
Note: The diagonal contains mean values; levels of significance are above the diagonal; absolute 
differences between mean values are below the diagonal; df=120 for each test. 
5 Discussion and Limitations 
The high levels of agreement of interviewees representing 121 organizations provide 
strong support for the suitability of indicators for measuring knowledge maturing. An 
iterative factor analysis revealed an underlying structure of five factors which sup-
ports the distinction between maturing of knowledge bound to different media. For 
knowledge represented in digital resources and knowledge bound to people, two fac-
tors are suggested each. For both dimensions, the factors build an intermediate layer 
between the high-level dimensions and the indicators. Viewed from the perspective of 
operational measurement theory, they can be seen as first-order factors, whereas the 
dimensions of knowledge bound to digital resources and people would qualify as 
second-order factors [44], [45]. 
The five factors show high mean levels of agreement (Table 2). In comparison to 
other factors, the significant higher agreement to stabilize emphasizes the relevance of 
knowledge bound to processes which is highlighted for example by Davenport and 
Prusak [10], and according to interviewees, is also important for indicating knowledge 
maturing. The significantly higher mean levels of agreement to distribute knowledge 
bound to people and stabilize knowledge bound to processes – in comparison to pass 
and consolidate knowledge represented in digital resources – not only show that 
knowledge maturing is perceived as strongly intertwined with (structured) interactions 
of people but also resonates with the strong dependency of knowledge on human ac-
tors [8], [16]. 
The five factors show an activity-related perspective on knowledge maturing as 
each factor is concerned with knowledge manipulation activities [8]. Following the 
high agreement to the factors, performing such activities is assumed to be one aspect 
of indicating knowledge maturing. This echoes the recommendation to measure 
knowledge indirectly and activity-related [64], which also seems to hold true for 
measuring knowledge maturing. From an activity perspective, some factors are closer 
related to each other than others. For example, pass and distribute are both related to a 
form of sharing knowledge. However, from another aspect of indicating knowledge 
maturing – the aspect of the media in which the assessed knowledge resides, they 
differ. A third aspect of indicating knowledge maturing considered by the factors is 
the actors’ perceptions of the knowledge. This resonates well with the proposal to 
concentrate on interactions between the ‘knower’ and representations of knowledge 
when performing measurement on knowledge [11]. The knower pays attention and 






perceives the knowledge to be valuable [11] (e.g., for a target group or for accom-
plishing a specific task), which also seems indicative for knowledge maturing that has 
taken place. Following that, observing the actors’ perceptions of the knowledge is 
important when measuring knowledge maturing. For assessing knowledge represented 
in digital resources, e.g., in the case of pass the perceptions of individuals (on the 
sending or receiving side) are decisive. For assessing knowledge bound to people, 
e.g., in the case of utilize the perceptions of relevance and applicability of the individ-
ual’s knowledge are crucial. For assessing knowledge bound to processes in the case 
of stabilize, e.g., the perceptions of individuals performing, enhancing or assessing 
the process are decisive. 
Measuring knowledge maturing indicators can help with highlighting knowledge 
that is currently maturing or has been maturing in the past. As things that are meas-
ured get higher attention [12], the process of selecting knowledge maturing indicators 
(and combinations thereof) is an important task. The factors can provide support for 
selecting indicators, e.g., for assessing knowledge management initiatives that aim at 
the support of selected knowledge manipulation activities. The media in which 
knowledge resides can guide the selection of indicators with respect to the knowledge 
management strategy [65]. When focusing on codification, managers can emphasize 
factors and indicators related to knowledge bound to digital resources and use the 
others in a supporting role. If personalization is focused, indicators and factors related 
to knowledge bound to people can be stressed and the others can support. 
Although this work uses well-established research methods, a few limitations have 
to be acknowledged. Firstly, the concept under study, i.e., knowledge maturing is 
complex. Because of this, much effort has been invested in conducting interviews 
instead of relying solely on questionnaires. Interviewers were carefully selected, and 
jointly created a common set of definitions, explanations and examples that made the 
task of creating an appropriate understanding at interviewees’ sites easier. Secondly, 
conducting 139 interviews in different languages was only possible through sharing 
the effort among a group of researchers which could have resulted in different an-
swers [66]. In order to mitigate this potential effect, the interviewers were strongly 
involved in the design of the interview guidelines. Moreover, no significant differ-
ences between cases of different interviewers were found. Thirdly, only a single re-
spondent represented (a large part of) an organization. However, this is a common 
practice in business and management surveys [57]. For further compensating potential 
effects, it was ensured that the interviewees had a good command of knowledge han-
dling in (the part of) the organization they were confident to represent and that they 
had been with the current organization for some time. Furthermore, confidentiality 
was assured to all participants. Finally, applying purposeful sampling leads to a lim-
ited generalizability of results [57]. However, this is why medium-sized and large 
organizations were targeted, as they are supposedly more homogeneous in the way 
they handle knowledge than small organizations. Furthermore, no significant differ-
ences were found between different strata. Although conducting telephone interviews 
limited the sample size, it provided the opportunity to create a shared understanding 
of complex phenomena between interviewee and interviewer and, thus, enabled the 






6 Conclusion and Outlook 
To increase awareness of productivity of knowledge work in organizations, instru-
ments that support its monitoring are of major importance. The indicators for 
knowledge maturing presented in this paper can be used to gain feedback on 
knowledge management initiatives and to enable managers to grasp the effects of 
such initiatives. While many approaches aimed at assessing knowledge and 
knowledge work borrow instruments from related disciplines and apply them top-
down [9], [67], this paper contributes with indicators that were developed bottom-up 
by studying knowledge and knowledge work in a series of three studies from the per-
spective of knowledge maturing. Building upon a set of indicators developed induc-
tively in an ethnographically-informed study, an online survey refined and comple-
mented these indicators. The interview study shows that the indicators are perceived 
to be well-suited for assessing knowledge maturing from the perspective of 121 or-
ganizations. An exploratory factor analysis revealed an underlying structure of indica-
tors. The identified factors were labeled (pass, consolidate, utilize, distribute and 
stabilize), interpreted, and discussed from different perspectives. While supporting the 
classification of indicators according to the three media in which knowledge can re-
side, the factors suggest an intermediate level of first-order factors, view indicators 
from the perspective of performed activities, and highlight actors’ perceptions of 
knowledge. Together with the distinction of indicators bound to different media, these 
factors can guide an organization’s selection of indicators which Horngren [68] de-
scribes as, step one: deciding on high-level groups of indicators, and two: choosing 
indicators for the process of designing a system of indicators. However, step three: 
defining how selected indicators are measured, four: setting the target for indicators 
and five: choosing the timing for feedback, all were beyond the scope of this paper. 
The definition of observable attributes, their representation as indicators on certain 
scales (e.g., nominal or ratio) and a reassessment of factors based on that as well as 
the evaluation of indicators and factors with respect to their current value or their 
time-dependent development could constitute avenues for future work. Information 
technology that is recognized as supportive for knowledge management [16] can be 
utilized for measuring knowledge maturing indicators. Continuous software-based 
measurement of indicators holds potential for obtaining an up-to-date impression of 
knowledge maturing. The approach and the findings presented in this paper provide 
insights into the measurement of knowledge maturing and are intended to stimulate 
researchers’ and practitioners’ reflections when performing related activities. 
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Abstract. Today digital information is conceived as a firm’s most important as-
set whose availability cannot be taken for granted. As part of an effort to sustain 
its availability which is threatened by expeditiously changing technologies as-
sociated with the risk of obsolete software and hardware, digital preservation 
(DP) provides effective means. However, to date little is known about DP in the 
firm. Our study is the first to fill this gap and seeks to provide a deeper under-
standing of a firm’s DP needs, capabilities and alignment mechanisms. We use 
a multiple-case design to analyze three firms and adopt the information pro-
cessing theory as our theoretical lens. We find lacking decision making proce-
dures and organizational responsibilities hampering the alignment between DP 
needs and capabilities facilitating a culture of information hoarding. Based on 
the consolidated results we suggest a set of propositions to explain DP needs, 
capabilities and alignment mechanisms. 
Keywords: Digital Preservation, Archiving, Organizational Information Pro-
cessing Theory, Case Study 
1 Introduction 
The enormous growth of digitized data - sometimes referred to as the data deluge [1] 
inside and outside a firm’s boundary makes it increasingly difficult to systematically 
manage the data, i.e., to store, retain and eventually dispose of information in compli-
ance with business needs and regulatory mandates [2]. Legislations such as Sarbanes-
Oxley Act (SOX) require firms to preserve their data for several years. Section 802 of 
SOX, for example, requires an accountant to retain “records relevant to the audit or 
review, including workpapers and other documents that form the basis of the audit or 
review“ for a period of “seven years after an accountant concludes an audit or review 
of an issuer's financial statements” [3]. During that time, changes in both the firm’s 
external (e.g., technology) and internal environment (e.g., organizational structure) 
are extant and thus may threaten the accessibility of archived data. That is, long-term 
access to digital data cannot be taken for granted, rather it has to be actively managed 






priate means. DP can be understood as “the ability to sustain the accessibility, under-
standability and usability of digital objects in the distant future regardless of changes 
in technologies and in the ‘designated communities’ (data consumers) that use these 
digital objects” [5]. DP comprises techniques like migration, emulation or encapsula-
tion to ensure long-term access to digital information. The meaning of long-term has 
been defined in the Open Archival Information System (OAIS) standard as “long 
enough to be concerned with the impacts of changing technologies, including support 
for new media and data formats or with a changing user community. Long term may 
extend indefinitely” [6]. Acknowledging this definition, it becomes obvious that the 
meaning of long-term is rather concerned with the threatening effects of rapidly 
changing technologies and the lifetime of storage media on the accessibility of digital 
information, than the notion of time in the sense of several years or decades.  
Reviewing the research on DP, we assert that DP has gained little attention in the 
Information Systems (IS) field so far. However, firms have to be able to consciously 
determine what information to preserve for how long in line with compliance and 
business objectives [7]. To our knowledge, current literature is lacking in empirical 
studies that examine DP in firms from an organizational point of view. We set out to 
fill this research gap while conceiving DP as an issue of decision making as to the 
question of what (and what not) to preserve. Toward this end, we conduct an explora-
tive case study in three firms adopting the organizational information processing theo-
ry (OIPT) as our theoretical lens. The OIPT provides us with an adequate lens for 
several reasons: it enables us to uncover a firm`s (1) DP needs, (2) DP capabilities 
and (3) applied alignment/decision making mechanisms in the area of DP.  
This paper is structured as follows: First, we review extant research on DP and 
OIPT and present our research questions. In section 3 we delineate our research ap-
proach followed by a cross-case analysis (section 4). Based on our findings, we derive 
a set of propositions in section 5 before we summarize our contributions in section 6. 
2 Theoretical Background and Research Questions 
2.1 Digital Preservation 
Conceiving DP as a special case of digital archiving, where the need to store data 
exceeds the lifetime of both the software used to interpret it and the media that stores 
the bits [8], we analyzed extant research on DP and related work of other domains 
pertaining to data archiving. In this section, we describe our findings along the theo-
retical constructs of DP needs, DP capabilities and alignment mechanisms.1 
From a technological perspective, DP needs are mainly driven by "the rapid chang-
es in technologies, file formats and information systems [that] make the longevity of 
digital information a challenging problem" [9]. From the economic and legal point of 
view, Chen [10] argues that "private companies facing discovery orders for their digi-
tal information in connection with lawsuits often find that recovering this information 
                                                           






costs more than the computer system itself." Other authors support this argument by 
stating that regulatory compliance and legal issues oblige firms to keep data over 
decades and that legislations are increasingly enacted worldwide [4], [5]. Looking at 
DP from a knowledge perspective, Rusbridge et al. [11] claim that "the long term 
value of data rests in their potential as evidence, their reuse possibilities" whereby DP 
is also recognized as a means to catalyst innovation [12] and progress [13]. 
While reviewing extant research on DP capabilities we find Factor et al. [8] posi-
tioning the need for preservation aware storage and Barateiro et al. [14] who propose 
a risk management approach to DP. Storer et al. [15] elaborate on security threats to 
DP while Lee et al. [16] present the inventory of common preservation techniques 
such as emulation or migration and discusses their pros and cons [see also [17], [18]. 
Nevertheless, we rather see DP being examined through the technological lens aiming 
to provide answers on how to preserve information. Primarily, articles cope with the 
development of IT artifacts, such as preservation software prototypes [19-23], DP 
planning systems [24], [25] or architectures for DP [26], [27] while empirical evi-
dence for the adoption of DP solutions and strategies in a firm is lacking.  
Looking at the alignment mechanisms between DP activities and organizational 
objectives, we find several articles consistently pointing towards unsolved organiza-
tional issues. For instance, Becker et al. [28] report lacking cost-benefit models to 
support DP decision making from an economic point of view [see also, [4], [29] while 
other publications refer to missing alignment mechanisms of business needs and DP 
activities [30], such as governance frameworks [31]. While pertinent DP literature 
lacks empirical and organizational investigations of DP challenges, we analyzed relat-
ed work in the area of Enterprise Content-/Electronic Document Management 
(ECM/EDM), Information Lifecycle Management (ILM) as well as Information Gov-
ernance that are more organizational in nature and that holistically consider the in-
formation lifecycle including its retention and archiving [32], [33]. Nevertheless, only 
the case studies of Munkvold et al. [34] and vom Brocke et al. [35] explicitly point 
towards the issues associated with preservation und disposal of information. Other 
ECM articles deal with the alignment of business processes and ECM [36], [37], the 
value of ECM solutions [38], their acceptance [39] and implementation/customization 
strategies [40], [41] while keeping a balanced view on the whole information lifecycle 
rather than its retention (see [42] for a comprehensive review on recent ECM re-
search). Retention and preservation are not the focal subjects in the context of recent 
ECM, ILM [see, e.g., [1], [43] or Information Governance [see, e.g., 44] research so 
that an explicit examination of DP alignment and other organizational issues is left 
aside. 
In summary, prior DP research rather focuses on technological issues and lacks a 
particular examination of DP in the context of a firm by means of empirical studies. 
Our study sets out to fill this gap taking an organizational perspective and empirical 
approach to provide a better understanding why and how firms consider DP. To this 






2.2 Organizational Information Processing View 
We examined extant IS theories seeking to identify an effective theoretical lens for 
this study with the ability of explaining why and how DP occurs rather predicting or 
prescribing this phenomenon because of the early stage of research. Such theory, 
referred to as “theory of explaining” [45], should guide our investigation. We decided 
to draw from the OIPT introduced by Galbraith [46] since we believe it parallels ma-
jor constructs of interest and provides an appropriate lens to view DP from an angle of 
information processing.  
The theory deals with the design of organizations and particularly their structures 
or capabilities to handle their information processing needs. In other words, the theory 
considers “the linkage between a key organizational resource (information) and its 
management (i.e., the use of information) to be an organization's most critical perfor-
mance factor" [47]. OIPT suggests that an organization has to process more infor-
mation under increasing uncertainty to sustain its desired level of performance and 
therefore has to apply specific strategies. To cope with uncertainty Galbraith [46] 
suggests seven strategies. When uncertainty is low, there are three ways to resolve it: 
1) coordination by rules or programs, 2) employment of hierarchies or 3) coordination 
by targets or goals. However, when uncertainty and hence information processing 
needs of an organization increase, it can proceed in either two general ways: reduce 
the information processing needs or increase its information processing capability. 
The former can be either achieved through the creation of 4) slack resources or 5) 
self-contained tasks whereas the latter can be attained through 6) support of infor-
mation systems or 7) the creation of lateral relations [46]. In summary, uncertainty 
can be mitigated with any of the described not mutually exclusive options [48]. Since 
the theory’s initial explication in 1973, it has been applied in the IS field in various 
contexts, such as interorganizational supply chains [49], [50], data integration [48], 
ERP implementations [51] or organizational performance measurement [47].  
2.3 Research Questions 
Conceiving an organization as an “open social system” dependent on their larger and 
potentially unstable environment, Tushman et al. [52] generally distinguish between 
external and internal sources of uncertainty that organizations have to deal with by 
developing information processing capabilities. In line with this argument Daft et al. 
[53] and Galbraith [46] consider factors like technological change, higher perfor-
mance standards or competition as drivers for uncertainty and in turn for information 
processing needs. In this study, we abstract this view to DP needs of a firm, as a spe-
cific instance of an organization affected by legislation, regulation and technological 
change while considering DP needs as the need for information in the long-term. This 
leads to our first research question (RQ1) of this study: What are the internal and 
external factors that drive the need of a firm to digitally preserve information? 
Drawing further from the OIPT, organizations typically have two strategies to deal 
with increased uncertainty, that is, reduce its information processing needs to reduce 






structural mechanisms (e.g. adjust the organizational structure) or the implementation 
of IS. This leads to our second research question (RQ2): What are structural mecha-
nisms and IS which constitute the DP capabilities of a firm? 
Further, OIPT claims that aligning information processing needs and information 
processing capabilities fosters organizational performance [47], [49], [52]. There is a 
lack of clarity as to what constitutes fit but it can be assumed that the various strate-
gies mentioned in the theory are associated with different amounts of cost and other 
effects such as division of labor. Thus, deciding upon a strategy will also be a prob-
lem of balancing those effects against the firm’s objectives aiming to choose a strate-
gy that is least expensive [46], [52]. Galbraith [46] claims that if organizations not 
consciously match their information processing needs and processing capabilities by 
choosing one of the aforementioned strategies, the organization’s quality standards or 
desired level of performance is reduced automatically. Transferring this claim to the 
realm of DP while focusing on the decision making mechanisms, our third and final 
research question is (RQ3): What decision making mechanisms do firms use to align 
DP needs and DP capabilities? 
3 Research Methodology 
Case studies are considered to be a reasonable approach to answer why and how ques-
tions and when there is a need for capturing real-world context and richness of a con-
temporary phenomenon without requiring the control of behavioral events [54]. Since 
this study sets out to provide a deeper understanding of DP needs (why?), DP capabil-
ities and alignment mechanisms (how?), we decided upon case study research.  
Our overall research approach is described in the following sections and serves as 
our case study protocol [54]. Since knowledge about DP in an for-profit environment 
is limited the nature of this case study is more exploratory, aiming to establish a foun-
dation for future research by uncovering constructs and formulating propositions [54], 
[55]. In this vein and compatible with both our research scope and questions, we ap-
plied a hybrid approach referred to as “soft positivism” [56] which has been recently 
used in IS case study research [e.g., 57]. This approach enables us to draw from posi-
tivist view [58], [59], assuming DP being relatively stable and objectively existing 
phenomena while bringing first preconception to data analysis to present factual re-
sults. On the other hand and in line with the interpretive perspective [60], [61]; we 
also allow surfacing other constructs that emerge from the data. 
3.1 Unit of Analysis and Case Selection 
The unit of analysis of the present study is the adoption of DP in firms. We selected a 
multiple-case design to increase evidential significance of our findings and external 
validity while aiming for replication of results [54], [62]. For site selection we applied 
a “criterion”/”purposeful random” strategy [55], [63]. We decided to select the sites 
following Benbasat et al. [58], based on key characteristics of a firm. Based on our 






it/not-for-profit status and geographic coverage. First, the case organization should 
either operate in a highly regulated industry sector or at least be affected by the SOX 
regulation. Second, the organization should have a for-profit status. Third, it should 
operate in various countries and hence may be affected by several legislations [e.g. 4].  
We therefore searched for subject matter experts in the area of DP using social 
networks for business professionals like LinkedIn. We used the advanced search func-
tionalities of the social network portals and queried for contacts that offered DP expe-
riences/knowledge or were employed in the area of DP. We collected all search re-
sults in a list and excluded all contacts affiliated with not-for-profit organizations. We 
yielded a list of 98 contacts which we prioritized according to the contact’s level of 
experience, job role and geographical distance. Since our literature review particularly 
indicated DP needs in industry sectors, such as pharmaceuticals, financial services, 
aviation, and software we further narrowed our list down to those industries which led 
to a reduction to 14 contacts. Then, we asked all 14 persons for their participation in 
this case study. We received three declining answers for various reasons (e.g. lack of 
time/interest or effective non-disclosure agreements) and two positive replies commit-
ting to participate in the case study (case A/B) which equals a positive return rate of 
14.3%. In all other cases we have not received a reply. To increase the study’s exter-
nal validity, we were aiming for an additional case and hence applied the snowballing 
strategy [55] by starting to query affiliated partners and thereby eventually identified 
case C. A summary of the selected cases out of the pharmaceuticals, aviation and 
software sector along with key company data is provided in table 1. 
Table 1. Case Selection (All Company Names Are Pseudonyms) 
Case Case A Case B Case C 
Company 
(Staff) 
MainCo (> 15,000) LifeCo (> 100,000) SoftCo (> 50,000) 
Industry 
Sector 
Aviation Pharmaceutical Software 
Core Busi-
ness 








Operations in 30 countries Operations > 150 countries Operations in > 50 countries 
3.2 Data Collection and Data Analysis 
Prior to data collection, taking place between February and April 2012, we were in 
contact with the participating informants via e-mail and telephone. We provided them 
with a PDF-document containing general information regarding the scope of the case 
study, our initial research questions and the structure of our interview guide indicating 
the focus of our questions. To increase the study’s validity and reliability we follow 
the recommendations given by Yin [54] who proposes three principles of data collec-
tion, namely: 1) use of multiple sources of evidence, 2) creation of a case study data-
base and 3) to maintain the chain of evidence. In line with the first principle, this 
study uses multiple sources aiming to increase the robustness of our results through 
triangulation of sources [54], [64]. However, semi-structured interviews provided the 






and one important source of IS case research [54], [65]. Most interviews were record-
ed and lasted between 40 and 100 minutes whereas the interview guide was once 
adjusted by removing a set of questions [62]. We transcribed the interviews within 24 
hours after they took place and additionally took field notes [55]. Table 2 illustrates 
our used sources. 
In accordance with the second data collection principle, we created a case study da-
tabase using NVIVO which allowed us both to centrally store all types of acquired 
data for subsequent analysis and to separate the raw data form our findings and inter-
pretations of evidence [54], [55]. In order to maintain a chain of evidence (third prin-
ciple), we provide “thick descriptions”, i.e., representative verbatim quotations [59], 
[65] from the recorded data to link the empirical material with our interpretations. 
Further, NVIVO allows us to trace forth and back between the raw data and our inter-
pretations, research questions and conclusions to maintain the chain of evidence. 
The analysis strategy was designed to respond to our three research questions. In a 
first step we conducted within-case analysis for each case to get familiar with the data 
as a “stand-alone entity” [62] followed by a cross-case analysis focusing on the search 
of cross-case pattern. To this end, we started augmenting the interview transcripts 
with “reflective remarks” [55]. Next, we commenced open coding whereby state-
ments in the transcripts, secondary data and field notes pertaining to some DP need, 
DP capability or alignment mechanisms were used to define conceptual labels. Some 
of the applied labels were provisional and consolidated or renamed later during axial 
coding where we compared and grouped the codes in an iterative approach to form 
(sub-)categories [66]. Consistent with our soft-positivist approach, i.e., being open to 
the softer or interpretivist position, gave us the freedom during coding to inductively 
develop themes and categories based on the underlying data while purposely framing 
them into deductively defined categories of DP needs, DP capabilities and alignment 
mechanisms suggested by the OIPT [57]. Due to space limitations we have to abstain 
from presenting the results of the within-case analysis in this paper which is, however, 
a commonly accepted approach in case study research [54].2 We thus present the 
cross-case analysis in the next section where we compare our findings and present 
differences/similarities between the cases [58].  
Table 2. Data Sources 
Case/Company A/MainCo. B/LifeCo. C/SoftCo. 
Primary sources 1 on-site interview 1 on-site interview 3 on-site interviews, 2 telephone 
interviews, 3 informal talks 
Key Informants Archival Manager  Information Governance Manager Archive Administrator, Security 




8 years on average 25 years on average 13 years on average 
Secondary 
sources 
System documentation, architecture 
diagram, annual report, regulatory 
documents 
Organizational charts, internal 
presentations, archival records, 
regulatory documents 
Data architecture policy documents, 
internal presentations and functional 
design documents 
                                                           






4 Cross-Case Analysis 
Based on the results of the within-case analysis of the three firms, we present a cross-
case analysis along the theory-driven factors of DP needs, DP capabilities and align-
ment/decision making mechanisms seeking for differences/similarities between the 
three cases [59], [62]. As stated above, DP needs refer to internal and external factors 
that drive a firm’s need to preserve specific information while DP capabilities repre-
sent the employed structures, methods and information systems to manage the needs. 
Moreover, alignment and decision making mechanisms comprise the applied mecha-
nisms to match a firm’s DP needs with the respective DP capabilities.  
Table 3 summarizes our findings as a case-ordered meta-matrix [67] and further 
indicates the convergence (H = high, M = medium, L = low) of the findings, i.e., the 
degree of similarities between the three cases along the constructs of DP needs, DP 
capabilities and alignment mechanisms and their inherent key factors. As a result of 
the within-case and cross-case analysis, we derive six propositions in section five, 
aiming to explain the observed constructs in the light of the organizational infor-
mation processing theory. 

























s Legal/regulatory x x x H 
IP defense x x x H 
Product liability x x - M 
Data growth x - - L 










Number of DP 
systems 
- 4 systems, each for different 
purposes 
- 1 OAIS compliant system - 1 central system 
L 




- 1 system directly integrated, 3 
systems decoupled 






- Reliance on software vendor 
and file format standards (TIFF, 
PDF/A) 
 
- Reliance on file format stand-
ards (TIFF, PDF/A) 
 
- Reliance on software vendor 
and open file format standards 
(TIFF, PDF/A) 






- Semi-automated retention 
process, disposal partly automat-
ed 
- Retention schedules defined in 
application, retention and 
disposal triggered manually 
- Automated retention process 
triggered by business application, 





- 2 dedicated departments within 
IT responsible for DP and 
providing advisory 
- 8 -10 employees 
- Strategic Information Govern-
ance function mandating guiding 
principles 
- 33 employees 
- No dedicated formal unit/role 
- DP implicitly treated in course 




























- No formal/ documented 
procedure or decision criteria 
- Tendency to hoard information 
- Formal process, questionnaire 
to be filled to justify need 
- Tendency to drop DP in favor 
of less costs 
- No formal/ documented 
procedure 
- Tendency to hoard information 
L 
Policies - No documented retention and 
disposal policy 
- Global retention and disposal 
policy 
- Taxonomy classifying infor-
mation according to le-
gal/business needs 
- No documented retention and 
disposal policy 
- Determination of retention 
period by rule of thumb 
M 
Distribution of 
costs for DP 
- - Based on a charge out model 
costs are distributed across 
departments 
- Based on a charge out model 









Interpreting the findings from the cross-case analysis and responding to our research 
questions in line with the principles of conducting IS case studies [55], [58], [62], we 
suggest a set of propositions in table 4. Propositions are only suggested where we 
could either literally replicate results, i.e., find at least two cases providing evidence 
for a particular observation or where we could theoretically replicate, i.e. find con-
trasting results that could be predicted or explained by literature [54]. We derive our 
propositions subsequently following the theoretical constructs of DP needs, DP capa-
bilities and alignment mechanisms. 
With regards to the first question of DP needs, our findings suggest that DP is ra-
ther driven by external factors such as regulatory mandates while a few subordinate 
factors like IP protection or protection against product liability litigations could also 
be found. Those findings are also supported by extant research [4], [31], [43] and in 
turn lead to the propositions P1 and P2.  
Our findings indicate less congruence in the characteristics of the factors compris-
ing DP capabilities. In the light of a relatively high degree of similarity with regards 
to DP needs this might indicate their contingency on both external and internal factors 
such as the company size/industry sector or the firm’s IT strategy which is supported 
by existing research [14], [31]. Moreover, we can observe different organizational 
design decisions taken by the three firms ranging from no formal assignment of re-
sponsibility in less regulated environments (case C) to the installation of a cross-
functional globally acting department (case B) in more regulated industry sectors, 
which indicates a particular factor of contingency. Taking the above into account and 
assuming that firms cannot influence the legal/regulatory mandates leads to proposi-
tion P3/P4.  
In cases A/C we could not identify any formal or documented decision making 
procedure allowing the firms to consciously and rigorously determine what infor-
mation to preserve if the information are not subject to legal or regulatory obligations. 
In both cases, informants report of a tendency of organizational information hoarding, 
which might appear paradox at first sight. But interestingly this observation corre-
sponds to a behavioral pattern being studied in the arena of psychology referred to as 
Compulsive Hoarding defined as the “acquisition of, and failure to discard, large 
numbers of possessions that have little use or value” [68]. In psychological context, 
hoarding is thought to derive security from collecting and saving objects allowing 
individuals to avoid making decisions about what to discard and therewith bypass 
unpleasant situations such as making mistakes. An indication for this behavior could 
be found in the cases A/C. For instance, a process owner of SoftCo states “we are 
information messies [...] there is a culture of just keeping everything to play safe and 
avoid mistakes as there might be a situation where information is needed again.” 
Further, the lacking “ability to distinguish trash from treasure” and a deficit in the 
categorization and organization of information are considered causes of hoarding 
[69]. This lacking ability might also be transferred as to a lacking existence of polices 
or taxonomies supporting the classification of information. Looking at the alignment 






A/C. We find case B having at least a semi-formal decision making process and clas-
sification taxonomy in place while cases A/C indicate a lack of any formalized ap-
proach. In case B, DP is being treated restrictive in favor of fewer costs while accept-
ing the risk of not having information accessible in future. That being said, we finally 
suggest propositions P5 and P6. 
Table 4. Propositions Explaining DP Needs, DP Capabilities and Alignment Mechanisms 
P1 
Proposition Case OIPT Construct Related OIPT Support [46] 




DP needs Firms are dependent on their larger environ-
ment and therewith dependent on effective 
regulation and legislation.  
P2 
Where no regulation or legislation governs the 
preservation of information, a firm’s DP needs 
are driven by the objective of protecting its 




Filed lawsuits against firms can be conceived 
as a factor of uncertainty driving the need for 
information in the long-term. 
P3 
The effective design of DP capabilities of a firm 




The design of the organizational strategy is 
dependent on the environmental context of the 
organization. P4 
The greater the effective regulatory/legislative 
retention requirements, the greater the degree of 




Firms that do not consciously decide whether to 
preserve specific information, tend to hoard 




If an organization does not consciously choose 
one design strategy, the creation of slack 
resources associated with additional costs will 
happen automatically. Each organizational 
strategy is associated with different effects and 
costs while the creation of slack resources is 
considered additional cost to an organization. 
P6 
Firms that do consciously determine what to 
preserve, tend to dispose of information and 





6.1 Implications for Scientific Community and Practice 
We set out to explore DP in a firm and provide a deeper understanding of DP needs 
(RQ 1), DP capabilities (RQ 2) and the alignment mechanisms of needs and capabili-
ties firms use (RQ 3). As a result of this study, we see several implications significant 
for both research and practice. 
First, our article fills a research gap in that it contributes first empirical evidence of 
DP needs, capabilities and alignment mechanism of a firm by adopting Galbraith’s 
(1973) information processing theory. Second, our study extends research on the 
OIPT to a new topic in IS, namely DP, conceived as a need for information pro-
cessing in the distant future subject to technological and organizational uncertainty. 
The study shows that the OIPT also provides an appropriate lens to explain DP needs, 
capabilities and alignment mechanism. Moreover, the findings suggest that firms not 
solely emphasize a need for DP but also the importance of conscious information 
disposal in the same breath, which contrasts pertinent DP literature being focused on 
the concern of permanent/infinite preservation. We uncovered important DP capabili-
ties adopted by firms such as different types of retention and disposal processes as 
well as strategies to mitigate technological obsolescence in conjunction with diverse 
configurations of DP solutions. However, the organizational configuration of DP 
capabilities varies which suggests contingencies on other factors.  
Third, our study contributes to a current stream of research engaged on the align-






making mechanisms utilized in firms today. While prior research has raised the issue 
of lacking alignment between DP and organizational goals [31] as well as lacking 
economic DP decision making models, it focused on the examination as to the ques-
tions of how [20], [28] rather than what/why (to preserve?). However, following the 
empirical insights from our case study, the questions of what and why seem to be an 
important aspect in a for-profit organization since DP decisions need to be economi-
cally rationalized. While decision making mechanisms and decision criteria provide 
an organization with the ability to separate the wheat from the chaff, i.e., consciously 
decide what information to keep or to dispose of respectively, this seems to be not an 
easy task. However, it might be a mistake to leave DP and information disposal to 
chance as this leads to an ever growing amount of (potentially useless) information 
associated with increasing information management costs and complexity.  
Finally, we believe that our contribution should be of interest to practitioners in 
firms that are directly involved in managing DP or having DP needs since they are 
being faced with either providing DP capabilities at reasonable costs or required to 
rationally justify their need for DP while taking organizational goals and constraints 
into account. Our findings indicate that formal decision making procedures or taxon-
omies seem to be an adequate initial step when geared towards the classification of 
information with regards to their need for long-term availability. 
6.2 Limitations and Future Research 
The findings of this study should be viewed in the light of its limitations which at the 
same time indicate directions for future research. First, this paper is based on just 
three case studies due to the site access restrictions we had to face. We employed a 
multiple-case design and decided to select three firms from three different industries 
as our literature review indicated DP needs particularly in the selected industry sec-
tors. Although we gained a rich set of data reaching theoretical saturation [55], [62], 
this diversification on three different industries might be considered a limitation. 
Nevertheless, this points towards a starting point for future work, e.g., an analysis of 
firms within the same industry to subsequently compare DP strategies among them.  
A second limitation originates from the fact that we relied on interviews as our 
primary source of evidence, which poses common problems associated with inter-
views such as errors in recall, ambiguity of language, lack of trust and interviewee’s 
as well as interviewer’s bias [54], [70]. Due to the different roles of our key inform-
ants within the three cases, one should especially note the issue of interviewee’s bias. 
Although we tried to encounter this effect by additionally employing secondary data 
sources, the different levels of experience, job roles and individual objectives of our 
key informants may influence their perception of DP and as a consequence our inter-
view data. A third limitation of this study is associated with the selected research 
method. There is a frequent criticism of generalizability (external validity) of the find-
ings which might be limited though it should be acknowledged that case study re-
search is not considered sampling research and that statistical generalizability is con-
sidered an inappropriate measure of a case study’s quality [54]. However, following 






theoretical statements (as outputs of generalizing)” [71], we believe that our findings 
can be generalized beyond the three firms since we could find stable elements across 
all three cases that are also corroborated by extant research.  
As such, this limitation offers another opportunity for future research that could 
proceed by statistically validating the presented findings and propositions by means of 
large-scale quantitative studies. This can provide a better understanding of the rela-
tionships between the various constructs while further case studies could be conduct-
ed to uncover the contingency factors our results suggest.  
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Abstract. Large, multidivisional enterprises need corporate data of high quality 
in order to meet a number of strategic business requirements, such as enterprise-
wide process harmonization, integrated customer management or compliance. 
Therefore, many enterprises today are in the process of establishing Corporate 
Data Quality Management (CDQM), which requires an overarching CDQM 
strategy. This paper presents a method for the development and implementation 
of a CDQM strategy. On the one hand the method provides guidance to a 
CDQM team. On the other hand, for corporate executives the method ensures 
that the CDQM strategy is derived from their objectives and that their require-
ments are systematically taken into account and fulfilled. Besides the method it-
self, the paper illustrates the entire design process which encompasses, among 
others, focus group and expert interviews, participative case studies and a multi-
perspective evaluation. 
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1 Introduction 
1.1 Motivation and Problem Statement 
Large, multidivisional enterprises - regardless of what industry they operate in - need 
corporate data of high quality in order to meet a number of strategic business re-
quirements, such as business networking, enterprise-wide process harmonization, 
integrated customer management, effective and efficient reporting or compliance with 
legal and regulatory provisions. All these requirements demand that corporate data for 
the most important business objects are available, up to date, consistent and complete 
[1]. 
What these requirements have in common is that they are not related to single or-
ganizational functions or business areas, but affect the enterprise as a whole and 
therefore need to be dealt with on a corporate level. To do so effectively, different 
stakeholder groups from across the entire enterprise need to develop a common un-
derstanding of the data objects and define common objectives regarding corporate 






includes all activities, methods, and systems for analyzing, improving and maintain-
ing data quality, aiming at maximizing the economic value of corporate data [2]. 
As the following example shows, many enterprises today are in the process of es-
tablishing CDQM on an enterprise-wide level, which requires an overarching CDQM 
strategy: A global glass manufacturer, employing about 26,000 people, is in the pro-
cess of a large organizational transformation. Acquisitions of businesses, the closing 
of plants combined with a global business process harmonization pose a challenge to 
the company’s CDQM. A thoroughly defined CDQM strategy is needed to ensure that 
new business processes and systems can be rapidly integrated and that the archiving 
of data of plants to be closed can be done in a controllable manner [3].  
Typically, the head of the CDQM function is called Chief Data Steward. Alterna-
tive terms are Leading/Global Data Steward, Head of Data Governance, Head of Mas-
ter Data, Head of Global Data Management, and Head of Data Process Management. 
Further CDQM roles comprise Business Data Stewards, Technical Data Stewards, the 
Sponsor, the Data Governance Council and the Data Owners [4]. The Sponsor fosters 
CDQM throughout the company and grants the “mandate” for action. Since CDQM 
typically affects a company as a whole, the Data Governance Council (Data Owners 
and Chief Data Steward) is supposed to balance and match different interests of dif-
ferent stakeholders in CDQM, and which is also supposed to make binding decisions. 
While Data Owners are “accountable” for the immediate correctness and consistency 
of certain data, Data Stewards develop and provide the rules for the handling of this 
data. 
Regardless of what the exact situation in an enterprise is regarding CDQM, focus 
group interviews revealed that the Chief Data Steward basically needs to deal with the 
following questions: Have the CDQM objectives been derived from the overall, stra-
tegic business objectives? Has the scope of the CDQM strategy - the data classes to be 
affected by CDQM, such as material data, customer data, or supplier data, for exam-
ple - been clearly defined? Have the functional tasks of CDQM (controlling, imple-
mentation etc.) been clearly defined? How can the Chief Data Steward demonstrate 
the contribution of CDQM to the performance of the enterprise? Is there a long-term, 
regularly reviewed roadmap specifying the continuous implementation of CDQM in 
the organization? And, if there is such a roadmap, does it take project interdependen-
cies into account? 
1.2 Research Objective and Contribution 
When looking at the current state of literature, researchers and executives alike do not 
find a lot of answers to their questions, since the interdependencies between single 
CDQM actions have not been sufficiently addressed and also many aspects of 
CDQM, such as e.g. CDQM cost analysis have not been dealt with yet in scientific 
publications. The consensus, that preventive CDQM is less expensive than a purely 
reactive approach [5-7] exists in the research and in the practitioner’s community. 
However, most of this work is not executable in the sense that it provides guidance 
for actually calculating the CDQM costs. Methods for strategic management support-






divisional etc.) strategies have not been adapted for being used in CDQM so far. To 
close this gap in research the research goal of the paper is to present a method for 
developing and implementing a CDQM strategy. Guided by the principles of Design 
Science Research (DSR), the paper addresses both researchers and practitioners. 
Applying the method in companies will contribute to the strategic management re-
search, as the method includes the transfer of existing strategic management models 
to the domain of CDQM. Besides, the artifact developed is closing a gap in research 
on CDQM. The method is beneficial for practitioners (e.g. Data Stewards) responsible 
for designing and implementing CDQM. For executives the method ensures that the 
CDQM strategy is derived from their objectives and that their requirements are sys-
tematically taken into account and fulfilled. 
2 Theoretical Background and State of the Art 
Data quality management comprises activities for the improvement of data quality 
[8]. Going beyond mere reactive action (e.g. identification and correction of data de-
fects), data quality management works as a preventive concept, characterized by a 
continuous cycle consisting of activities to define, measure, analyze and improve data 
quality [6], [9], [10]. Preventive data quality management includes the design and 
deployment of appropriate management structures such as data governance [4] or the 
specification and implementation of data quality metrics [11]. An overview of the 
most relevant approaches for data quality management is given by Batini et al. [12]. 
Data Strategy Management aims at evaluating a set of strategic choices around data 
management in order to be able to make decisions with regard to the way enterprise 
data is to be managed and used. It includes a vision, business benefits of data man-
agement, objectives of data management, and a strategic action plan. 
With regard to CDQM, the state of the art in research and in practice mainly deals 
with the components of a CDQM strategy and - to a limited extent - with success 
factors for establishing and implementing CDQM [5], [7], [13-16]. The same is true 
for associations, like the Data Management Association (DAMA), software produc-
ers, analysts and consulting companies [17-20]. Publications on Data Governance [4], 
[21], [22], strategic data architecture management [23] or CDQM maturity models 
usually focus on isolated activities within the phases of the strategic management 
process for CDQM. A holistic view of the different CDQM activities and strategic 
decision options for developing and implementing a CDQM strategy has not been 
developed so far. Furthermore, little has been said so far in what chronological order 
(depending on the specific situation given) the CDQM areas of action such as “data 
quality controlling”, “data governance”, “data lifecycle processes”, “data architec-
ture” and “CDQM applications” should be approached.  
The large body of literature on IT, Business Intelligence, and Enterprise Resource 
Planning (ERP) strategies [24-28], and on frameworks such as ITIL [29], COBIT [30] 
and works by IAIDQ [31] relates to methods for developing and implementing a 
strategy in general. The specific elements of strategic managements in the field of 






The paper builds on established theories, methods, and models, which Hevner et al. 
have denoted with the term “knowledge base” [32]. This knowledge is taken up by the 
paper, ensuring that a consistent solution is developed. Table 1 lists contributions 
from the research community that were taken up by the paper.  






Relation to paper and assessment 
CDQM 
strategy 




Low  Content for result documents of the method  Recommendations for strategy development (at 
best), but no methodological support 
Data Governance [4], [21], 
[22] 
High  Reference model for CDQM organizations  Success factors 
Maturity model  [12], [33] High  Activity within the Analysis phase 
Data architecture [23] Medium  Principles for designing the data architecture and 
the processes  Contingency factors for data integration 





High  Motivation and definition of terms  Comprehensive literature  Mainly qualitative research 
IT / BI / ERP strategy [24-28] High  IT strategy as a contingency factor  ERP / BI strategies offer orientation for develop-
ing the method, but lack reference to CDQM 
 
3 Research Approach 
3.1 Research Methodology 
This study follows the principles of Consortium Research. Consortium Research aims 
at the design of artifacts within a collaborative environment. While the foundations of 
Consortium Research were laid twenty years ago, the approach has lately been devel-
oped further into a comprehensive research method [36]. As a multilateral form of 
design-oriented IS research, Consortium Research explicates existing guidelines such 
as Design Science Research Methodology (DSRM) [37], by adopting principles of 
other research approaches, among them case study research and action research. Fur-
thermore, the paper follows the principles of theory-guided artifact design [38]. Theo-
ries for the development of strategies are discussed controversially in the literature. In 
a nutshell, Mintzberg et. al. list ten different strategy schools [39]. The principles and 
the strategy development process of the Design School form the kernel theory [40] 
which guides the construction of the CDQM strategy method. So the latter adopts its 
phases and basic structure from the Design School procedure model (e.g. the Design 
School integrates an internal and an external perspective for analysis, the so called 
market-based view [41] and the so called resource-based view [42]). Moreover, the 






CDQM strategy method as an artifact [45]. Method Engineering defines that a method 
needs to consist of certain elements: a meta-model, design activities, techniques, de-
sign results, and roles [46]. A similar definition is provided by Nuseibeh et al. [47]. A 
procedure model specifies the chronological order of the method’s activities. The 
context of the research presented in the paper is formed by the Competence Center 
Corporate Data Quality (CC CDQ), which is a consortium research project [36] aim-
ing at the design of methods, models, and architectures supporting data quality man-
agement in large organizations. The consortium consists of the University of St. 
Gallen and several partner companies from various industries. Participation of several 
partner companies allows for multi-iterative design cycles in multiple different envi-
ronments and access to several carriers of knowledge in several organizations.  
3.2 Research Process 
As proposed by the Consortium research method, the design of the CDQM strategy 
method was carried out in four steps: “Analysis”, “Design”, “Evaluation”, and “Dif-
fusion” (cf. Fig. 1). 
The “Analysis” step started with identifying the gap in research. The research gap 
was identified by focus group interviews [48], [49] (focus group A) with representa-
tives from the partner companies of the CC CDQ, who stated the need for a CDQM 
strategy and discussed the research goal. A search in literature for existing CDQM 
strategy methods and the evaluation of these approaches by means of the require-
ments showed no evidence of the existence of any methods living up to the require-
ments. 
The “Design” step comprised two iterative design cycles, which took place be-
tween November 2010 and June 2012. DSR [32], [50], [51] guided the design process 
of the artifact. As mentioned above, Method Engineering was the central design tech-
nique. Subject matter experts reviewed the first draft of the method in Hamburg in 
June 2011 (focus group B), leading to the design decision in favor of a separate Phase 
III “Justification” and to additional activities in Phase I. In three participative case 
studies a CDQM maturity assessment was conducted, followed by the development of 
a CDQM strategy and the creation of result documents for these techniques. Two 
further participative case studies provided CDQM costing approaches for Phase I and 
III of the CDQM strategy development method. The results of the case studies deter-
mine the chronological order of the activities in the procedure model of the method. 
In the course of two expert interviews from companies showing a high level of 
CDQM maturity, the blueprint for the CDQM roadmap was developed, which was 
later confirmed in another expert interview. 
In the third step “Evaluation” the method was evaluated. Activities included focus 
group evaluation in June 2012 (focus group C) and multi-perspective evaluation ac-
cording to the guidelines proposed by Frank [9]. The focus groups A, B and C en-
compassed thirty to thirty-five participants, who fulfill the role Chief Data Steward in 
a large enterprise or who are responsible for CDQM in certain regions. Table 2 lists 






The fourth step “Diffusion” includes communication activities. Both Hevner et al. 
[13] and Peffers et al. [27] stipulate that DSR results must be disseminated both in the 
practitioners’ and the scientific community. While the former will be addressed by 
presentations at practitioners’ conferences, the paper at hand aims at making the re-
search available for the scientific body of knowledge. First, it describes the method 
itself so that it can be used, extended, and evaluated by future research. Second, the 





1.1 Focus group A (2009-2-10)
1.2 Identification of challenges within practitioners community
1.3 State of the art analysis
2) Design
2.1 Method engineering
2.2 Principles of design science research
2.3 Focus group B (2011-06-08)
2.4 Two expert interviews
2.5 Five participative case studies
3) Evaluation
3.1 Expert interview
3.2 Focus group C (2012-06-22)
3.3 Multi-perspective evaluation
4) Diffusion





Fig. 1. The reseach design steps for the CDQM strategy method 
Table 2. Expert interviews 
Date Organization Participant’s Function in the Organization 
2012-05-24 Global software corporation Head Master Data Management DACH region 
2012-08-01 Global chemical corporation Chief Data Steward 
2012-08-02 
2012-08-06 
Personal care corporation Chief Data Steward 
 
Table 3. Participative case studies 
Period Organization Description Research method 
09/2010-01/2011 Glass & cable manufacturer Maturity assessment 
CDQM strategy development 
Text analysis of 
internal documents, 
expert interviews 
03/2011-06/2011 Telecommunication provider 
05/2011-09/2011 Automotive supplier 
07/2011-11/2011 Pharmaceutical corporation Master data process cost analysis, 
identification of cost drivers, 
strategy development 
Since 10/2011 Industrial control & automa-
tion enterprise 
Data object-oriented overhead cost 






4 Method Design 
4.1 Method Overview 
Fig. 2 shows the Strategy Method for CDQM. The method subdivides all CDQM 
activities into four phases. The order of the phases is not fixed and iterations and 
feedback loops are possible, which is further explained by the procedure model in 
chapter 4.2. Phase I “Analysis” aims at determining the baseline for the CDQM strat-
egy. It covers both internal and external aspects. From an enterprise-internal perspec-
tive, the following results should be achieved: Corporate strategy and IT strategy 
analyzed for implications on CDQM; CDQM maturity assessment conducted (follow-
ing guidelines of the EFQM Framework for Corporate Data Quality Management 
[33]); current project portfolio and initiatives with CDQM implications analyzed and 
assessed; current CDQM risks and potentials identified; cost analysis conducted (op-
tional). If e.g. the strategy development is initiated in Phase III by a cost/benefit anal-
ysis and a mandate for a CDQM program is assigned, then an extensive cost analysis 
may be skipped in Phase I. Furthermore, cost drivers for CDQM can also be identified 
by a CDQM maturity assessment. In this case a qualitative CDQM effort evaluation 
may be sufficient and e.g. activity based costing for CDQM can be skipped in a first 
iteration of the method. 
From an enterprise-external perspective, the following results should be achieved: 
CDQM Benchmarking with peer group conducted; regulatory requirements, major 
market and IT trends (e.g. consumer-centricity, external data services) assessed; 
CDQM requirements from business partner network derived [52]. 
Phase II “Strategy development” aims at defining the strategic CDQM directions in 
order to develop an implementation plan (Please refer to section 4.2 for details on the 
content of a CDQM roadmap). Key for adoption and success of a CDQM strategy is 
engagement with stakeholders regarding CDQM (from business and IT). 
Phase III “Justification” provides different techniques for the cost and benefit anal-
ysis of CDQM. Experiences from the case studies and focus group interviews 
showed, that CDQM costs on the part of the data owners in the business are usually 
“hidden” in overhead costs, which can make a detailed differentiation of these costs 
time-consuming. Lean Management techniques such as the Brown Paper method for 
costing interviews or techniques of Quality Management Systems (QMS) can be used. 
For example an Ishikawa Diagram for visualization purposes is an exemplary result 
document of a QMS technique. 
Phase IV “Implementation & controlling” ensures that the overall CDQM strategy 
is rolled out in the entire corporation, embedded in functional and divisional strategies 
and continuously improved. A CDQM directive or a simple CDQM flyer endorsed by 
the CEO (in favor of treating corporate data as an enterprise asset) are examples of 
change management measures. The activity IV.3 “Controlling” aims at controlling the 
entire strategy implementation, which encompasses qualitative key performance indi-







Strategy map (Kaplan/Norton), list of 
requirements for CDQM, strengths/areas for 
improvement, maturity assessment results, cost 
drivers, differentiation of overhead costs for parts 
e.g. by material type, process costs of data life-
cycle
List of CDQM best-practices in other companies, 
list of CDQM requirements, list of CDQM relevant 
market, IT and CDQM trends
 Analysis of the corporate strategy
 Analysis of the IT strategy
 Stakeholder analysis
 CDQM maturity assessment
 Data object-oriented overhead costing










nalysis  CDQM Benchmarking
 Analysis of regulatory requirements
 Analysis of market trends
 Analysis of IT and CDQM trends









CDQM vision and mission, specification of 
strategic options for CDQM incl. (dis-) 
advantages, consolidated list of CDQM objectives
 Development of vision & long-term 
CDQM objectives
 Development of strategic options
 Selection/consolidation of objectives
Derive catalog 
of actions
II.2 List of strategic CDQM actions, qualitative/quant. 
effort and benefit  evaluation for the  actions




II.3 List of selected, prioritized short-, middle- and 
long-term actions
 Prioritization of actions (workshop)
Develop imple-
mentation plan
II.4 Blueprint for the CDQM implementation roadmap, 
CDQM milestone plan 













Resource plan, CDQM balanced scorecards, 
defined CDQM organization, processes and 
systems, CDQM goals embedded in functional, 
divisional and regional strategies
 Planning of resources
 Development of balanced scorecards
 Integration into existing quality mgmt.




.2 CDQM flyer, newsletter, regular team meetings, 
corporate CDQM directive













CDQM cost drivers, differentiation of overhead 
costs for parts e.g. by material type, process 
costs of data life-cycle, CDQM business case, 
Ishikawa-Diagram
 Data object-oriented overhead costing 
for parts (e.g. based on Brown Paper 
Method)
 CDQM activity based costing
 Business case development
 Quality analysis techniques (Quality 
Mgmt. Systems such as DMAIC)
 
Fig. 2. Strategy Method for CDQM 
The two subsequent sections present two selected method fragments in greater detail, 
namely the procedure model and the result document Activity II.4. 
4.2 Procedure Model 
The procedure model [46] shown in Fig. 3 shows the chronological order of activities 
within the single phases. The activities of the four phases are built upon each other, 
i.e. they occur in a certain chronological order, with feedback loops and iterations 
being possible. For example, the results of the cost/benefit analysis techniques taking 
place in Phase III can also be used to extend the CDQM mandate. In this case the 
Chief Data Steward then can move to Phase I and analyze requirements related to the 
new scope of the CDQM strategy (e.g. new data classes, regions etc.). Furthermore, 






previous Phases I and II. Subdividing the method into phases makes the method more 
flexible, allowing users of the method to execute only certain parts of it, depending on 




Fig. 3. Procedure model 
4.3 Implementation Roadmap Blueprint 
In order to permanently establish a CDQM strategy it is critical that the strategic 
scope of CDQM is clearly specified (e.g. the business divisions and data classes to be 
covered in the CDQM strategy) and stable. Another mission critical aspect refers to 
the CDQM mandate being reliable. Reliability of the CDQM mandate manifests itself 
in the willingness of the corporate leadership team to support CDQM and to advocate 
for CDQM goals [20]. Assigning a mandate for CDQM includes the appointment of 
an organizational unit to be responsible for CDQM, and the allocation of appropriate 
resources to this CDQM unit. In case a mandate is impaired (due to changes of per-
sonnel or restructuring of the unit, for example) the Chief Data Steward needs to 
make sure that the awareness for CDQM is rebuilt throughout the enterprise. He or 
she may do so by undertaking enhanced efforts of communicating how CDQM will 
contribute to the well-being of the enterprise as a whole. Among other things, the 
Chief Data Steward may try to “jump on the band wagon” by getting involved in on-
going initiatives taking place in the functional departments. The value creation 
brought about by CDQM can then be seen in the process savings or process accelera-
tions accomplished by such projects. In order to gain support for the development of a 
CDQM strategy, the Chief Data Steward may also try to build strategic alliances with 
“renowned” executives who face business problems due to low data quality. Although 
certainly top-management support is vital for the success of a CDQM strategy, sup-
port for CDQM has to be ensured on all hierarchy levels of an enterprise in order to 
ensure the execution of the strategy. 
The roadmap depicted in Fig. 4 answers the question in which order the content of 
a CDQM strategy should be developed and implemented. While the levels are the six 
areas of action according to the EFQM Framework for CDQM [33], the horizontal 
arrow depicts the timeline and at the same time the CDQM improvement which 
comes along with the execution of the roadmap. The duration of the CDQM program 
according to the roadmap depends on the available resources and on the scope (data 
classes, regions). Partner companies of the CC CDQ have taken up to ten years in 
order to implement the shown CDQM actions for all major data classes such as sup-






At first the enterprise needs to decide on the basic landscape, which leads to the 
question which data should be managed on a corporate level and which on a regional 
or local level. In many cases the trigger for initiating a CDQM program was the deci-
sion for a central application system architecture by the future sponsor on executive 
level. Once the executive sponsor has assigned the CDQM mandate and set the over-
all CDQM objectives, then the CDQM team needs to analyze the core data objects 
(e.g. what is an “active” customer) and define the conceptual data model. In parallel 
or slightly delayed the data lifecycle of the previously identified core data objects is 
analyzed and redesigned (first for a pilot domain and then rolled out for other do-
mains). At the same time when designing the data lifecycle of the data objects the 
roles and responsibilities for the data owners and data stewards can be specified. The 
Chief Data Steward then has to establish CDQM committees and integrate them into 
the existing network of committees and processes. The data quality controlling e.g. 
for a specific data class such as material data can begin as soon as the target data ar-
chitecture and the data lifecycle for the data objects are finalized. At the same time 
systems are analyzed and designed, which support the data architecture (storage and 
distribution, meta data management) as well as the data life-cycle (e.g. workflows). 
 
 






5 Multi-Perspective Artifact Evaluation 
For the evaluation of the method a framework proposed by Frank comprising four 
dimensions is used [54]. 
 Economic Perspective. Due to the simple structure of the method (four steps) and 
clearly defined objectives, the costs for training, adaptation and application (see 
Deployment Perspective and Engineering Perspective) of the strategy development 
method itself are relatively low. On the other hand, the sum of the costs of the var-
ious strategic initiatives (e.g. data cleansing, CDQM process standardization or a 
highly detailed CDQM cost analysis) can be significant. Using the method does not 
lead to direct cost savings, but the techniques of Phase III identify CDQM cost 
drivers. Both the focus group interviews and the expert interviews have shown that 
the method is capable of simplifying exchange of knowledge.   The method is beneficial for practitioners responsible for designing and imple-
menting CDQM: The objectives of the corporate leadership team and the business 
process owners lead to CDQM requirements. For executives the method ensures 
that the CDQM strategy is derived from their objectives and that their requirements 
are systematically taken into account and fulfilled. Thus, the method facilitates 
preventive CDQM, the actions of which should be embedded in management deci-
sion cycles such as e.g. a global IT demand management or project portfolio pro-
cess. Fig. 5 lists for the global glass manufacturer example of chapter 1.1 the 
CDQM requirements of executives and the benefits the method yields for the Chief 
Data Steward. 
  
Role   Motivation Enterprise-wide CDQM requirements
CEO, CFO Growth, quality, 
shareholder value
 High data quality as a prerequisite for forecasts of the operating results Accelerate business growth through simplified integration of future M&A targets Avoid compliance violations, penalties and loss of sales
CIO Global process
standardization




Increase speed and 
time-to-market 
 Product introduction via clearly defined MDM processes MDM workflow management and data ownership go hand in hand Variant configuration
Role  Motivation Benefit of a CDQM strategy development method
Chief Data 
Steward
Mandate for developing a global 
CDQM strategy and for 
establishing a global CDQM 
organization; need for further 
resources
 “Tool box“ for CDQM strategy development and for CDQM cost-benefit 
analysis Success factors and barriers for establishing a CDQM strategy Error prevention and constant improvement by preventive CDQM CDQM strategy controlling Communication and documentation tool (a structured, proven approach 





Fig. 5. Benefit of the CDQM strategy method in the case of a global glass manufacturer 
 Deployment Perspective. The focus group interviews and the application of the 






well applicable. Any rejection of the model due to the fact that it was developed 
externally (the not-invented-here-syndrome) could not be observed.  Engineering Perspective. The simple structure of the method ensures its easy 
adaptability [54].   Epistemological Perspective. The validation by application of the method in the 
enterprise has shown that the method is capable of abstracting and representing re-
ality. Critical distance is ensured by explication of use cases. Moreover, explication 
of the method design process ensures that scientific principles are followed (such 
as verifiability and reproducibility of the artifact). 
6 Summary and Outlook 
The paper describes the design of a method for the development and implementation 
of a CDQM strategy. The design process spanned the four steps as proposed by the 
Consortium research method and includes several design cycles and one evaluation 
cycle. The method is beneficial with regard to both the advancement of the scientific 
state of the art and the state of the art in practice (see section 1.2). The description of 
the design process and of concrete design decisions allows scientific validation of the 
artifact presented as well as its extension by aspects previously not sufficiently con-
sidered or differentiated. Due to limitations of space the techniques, the related roles 
in the enterprise and the result documents could not be explained in greater detail. 
Further research should document CDQM roles in the context of the strategy method 
and also investigate means of gaining enterprise-wide support and commitment for an 
implemented CDQM strategy. Furthermore, the selection of certain strategic CDQM 
choices depending on the initial situation should be explained. This could be modeled 
according to situational method engineering [53]. 
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Abstract. The management of master data (MDM) plays an important role for 
companies in responding to a number of business drivers such as regulatory 
compliance and efficient reporting. With the understanding of MDM’s impact 
on the business drivers companies are today in the process of organizing MDM 
on corporate level. While managing master data is an organizational task that 
cannot be encountered by simply implementing a software system, business 
processes are necessary to meet the challenges efficiently. This paper describes 
the design process of a reference process model for MDM. The model design 
process spanned several iterations comprising multiple design and evaluation 
cycles, including the model’s application in three participative case studies. 
Practitioners may use the reference model as an instrument for the analysis and 
design of MDM processes. From a scientific perspective, the reference model is 
a design artifact that represents an abstraction of processes in the field of MDM. 
Keywords: Master Data Management, MDM, design science research, refer-
ence process model 
1 Introduction 
1.1 Motivation and Problem Statement 
Master data describes the essential business entities of a company, such as supplier, 
customer, and product data [1-3]. The management of master data plays an important 
role for companies in responding to a number of business drivers such as regulatory 
compliance, efficient reporting in the sense of a “single version of the truth” [4-6], 
and the demand for having a 360 degree view on the customer [7], [8]. Therefore, 
master data management (MDM) is an application-independent process for the de-
scription, ownership, and management of core business data entities [3], [9]. 
In the past, MDM initiatives were often technology-driven neglecting the organiza-
tional aspects of the topic. With the understanding of MDM’s impact on the business 
drivers, many companies are today in the process of organizing MDM on a corporate-
wide level [10]. In doing so, they encounter open questions. If MDM is an applica-
tion-independent process, which processes need to be defined or supported by MDM? 







Existing literature hardly delivers any answers to these questions. Existing refer-
ence models address these questions from different perspectives. Batini and 
Scannapieco [11] describe activities assuring high data quality from a data manage-
ment perspective (methods defining data quality metrics and improvements). Otto et 
al. [12] define a reference model based on six design areas defining the functional 
requirements of data management software. DAMA [9] structures data management 
activities into ten layers (architecture management, security management, quality 
management, etc.) and groups these layers into four activities – planning, controlling, 
development and operations. Governance models [2] and [13] describe responsibili-
ties of MDM from a role perspective and their organizational integration. All these 
reference models focus on specific topics in the area of data management (e.g. data 
quality, software functionality, related roles) without addressing data management 
from a process perspective. Process models or descriptions, however, related to MDM 
are missing. A question raised by a master data manager at Beiersdorf, a Germany-
based global consumer products company, illustrates the motivation: “At present, we 
are evaluating the tasks [of the MDM organization] and the related staffing. We creat-
ed a profile of the tasks and would be obliged if you could support us with some 
benchmarking. Could you potentially help us out with data on […] such MDM tasks 
in companies of similar size and in comparable industries?” [14]. 
1.2 Research Question and Goal 
Against this background, the article puts up the following research question: How can 
the tasks and activities of managing master data be structured from a process perspec-
tive? To answer this question, the paper follows the principles of Design Science 
Research (DSR) [15] and [16] in order to design and evaluate a reference process 
model for MDM. In general, a reference model is an information model that can be 
used in various contexts [17], [18]. For a specific class of companies, a reference 
model claims to be generally applicable and to serve as a predefined pattern to cope 
with practical problems [19], [20]. From an epistemological perspective, the reference 
process model for MDM is an artifact and, thus, the result of design oriented research 
[21], [22]. DSR aims at designing artifacts according to scientific principles in order 
to be able to solve practical problems [13], [21]. 
2 Theoretical Background 
2.1 Master Data Management 
Master data specifies the essential business entities a company’s business activities 
are based on. Such entities are, for example, customers, suppliers, products, or em-
ployees [3]. Basically, master data can be differentiated by three concepts: master 
data class, master data attribute, and master data object [2]. A master data object rep-
resents an instance of a master data class (e.g. product master data) as concrete busi-






specifies selected characteristics of this business object (color, features, price) by 
means of attributes. Master data management comprises all activities for creating, 
modifying or deleting a master data class, a master data attribute, or a master data 
object [3], e.g. the modeling, provision, quality management, maintenance, and ar-
chiving of master data. All these activities aim at providing master data of good quali-
ty (e.g. master data that is complete, accurate, timely, and well-structured) for being 
used in business processes [2], [23]. 
2.2 Data Governance 
A standard definition of the term “Data Governance” can be found neither in the re-
search community nor in the practitioners’ community dealing with information sys-
tems. However, proposals to define the term have in common that data governance 
refers to the allocation of decision-making rights and related duties in the manage-
ment of data in enterprises. According to Weber et al. [24], data governance specifies 
a structural framework for decision-making rights and responsibilities regarding the 
use of data in an enterprise. Khatri and Brown [25] see data governance referring to 
the assignment of decision-making rights with regard to an enterprise’s “data assets”. 
According to ISO [26], governance is defined as “the system by which organizations 
are directed and controlled“. It includes the strategy and policies within an organiza-
tion which affects the management of master data. 
2.3 Business Process Management (BPM) 
BPM is a process oriented management method defined as „supporting business pro-
cesses using methods, techniques, and software to design, enact, control and analyze 
operational processes involving humans, organizations, applications, documents, and 
other sources of information“ [27]. According to Rosemann and vom Brocke [28], 
each business processes is characterized by the generic BPM life cycle, namely pro-
cess design and modeling, process enactment, process control and measurement, and 
process improvement and innovation. Process design and modeling is an approach for 
identifying, representing, implementing, and analyzing business processes in BPM 
[29]. This directly relates to the data production process [30] describing the entire life 
cycle of a master data object from a process perspective. According to Lynne Markus 
and Johnson [31] business process governance is required for the success of business 
processes and hence, business success. Governance refers to the direction, coordina-
tion, and control of organizations. The challenge in setting up governance for business 
processes is to design a cost-effective structure in which the reference process model 






3 Research Approach 
3.1 Research Context 
The need for doing research on the topic was neither announced in advance, nor did it 
result from reported shortcomings of an existing artifact. The research context is 
formed by a collaborative research project "Corporate Data Quality” at the University 
of St. Gallen. Since 2006, researchers, together with a number of partner companies, 
have been developing design artifacts in the field of data governance and master data 
quality management. The design process follows the principles of the Design Science 
Research Methodology (DSRM) [16], suggesting a sequential design process com-
prising iterations of design and evaluation cycles [15], [32]. 
3.2 Research Process 
As proposed by the DSRM process model, the design of the reference model was 
carried out in six steps. 
The first step, which was carried out between January and December 2009, aimed 
at identifying the problem and motivating the research. As outlined, the research de-
scribed in this paper was mainly motivated by the identification of a number of chal-
lenges in the practitioners’ community. Practitioners continuously articulated the 
demand for support with regard to the challenges mentioned above. 
The second step in the research process was about the definition of the objectives 
of the solution. The objectives of the research resulted from the identification of the 
practical challenges mentioned above and the realization that the existing knowledge 
base was not able to deliver appropriate responses to these challenges. The proposed 
solution was confirmed within a focus group interview (group A). The focus groups 
were used for definition, design, demonstration, and evaluation purposes. 
The third step comprised the design activities which followed the general princi-
ples of reference modeling [18], [20], [33]. The design process was carried out in 
three iterations. The first version of the reference model was built on the basis of an 
integrated state of the art analysis including literature review. The second and third 
iteration were based on the results from focus group discussions (focus groups B and 
C). In total, 40 persons participated in the focus groups representing user companies. 
The fourth step of the design process aimed at demonstrating the applicability of 
the reference model. Therefore, three participative case studies for demonstration 
purpose were used. Furthermore, the reference process model was applied in a ‘‘real 
life’’ context during the participative case studies [34]. The case studies were carried 
out between January 2010 and November 2011.  
In the fifth step the reference model was evaluated. Activities included: 






The sixth step includes communication activities. Both Hevner et al. [15] and Peffers 
et al. [16] stipulate that DSR results must be disseminated both in the practitioners’ 
and the scientific community. While the former will be addressed by presen-tations at 
practitioners’ conferences, the paper at hand aims at making the research available for 
the scientific body of knowledge. First, it describes the reference process model itself 
so that it can be used, extended, and evaluated by future research. Se-cond, the paper 
outlines the research process to make it verifiable and repeatable for other researchers. 
Figure 1 summarizes the six steps of the research process. 
 
 
Fig. 1. Research Process Overview 
4 Reference Model Design 
4.1 Design Foundations 
The design of the reference process model for MDM follows the ARIS conventions 
for the process architecture [35], according to which processes should be hierarchical-
ly structured. The reference model presented in this paper consists of a 3-level struc-
ture (process area, main process, and process). Main processes of the reference model 
for MDM are grouped in process areas. A process area consists of one or more main 
processes, whereas each process is assigned to only one process area. Main processes 
themselves consist of processes. The reference process model for MDM groups pro-
cesses in main processes based on their purpose-oriented and task-oriented relation-






of process maps, which in general aim at identifying and representing similar process-
es, sub-processes and functions [36] in a tabular format. 
4.2 Model Overview 
The value chain, one possible representation of business processes, describes a chain 
of activities for a company in a structured manner [37]. These activities create value, 
consume resources, and are linked by processes. The model differentiates value-
adding and support-activities. The former represent core processes having direct im-
pact on customer value, the latter support the core processes. Österle [38] structures 
processes into business-, support-, and management processes. Business processes 
create value for process customers. Support processes enable business processes by 
creating the framework for execution whereas management processes coordinate the 
value generation by means of target systems. Based on the analysis of 38 MDM de-
partments by Otto and Reichert [14] and the structures of Porter [37] and Österle [38] 
the reference process model will be structured into three process areas: strategic, gov-
ernance, and operational process area. The ARIS conventions [35] as well as the 
models mentioned above support the reference model from a structural perspective, 
proposing the three layer structure [37], [38]. The analysis of Otto and Reichert [14] 
supports the reference model from a content perspective. The analysis gave indica-
tions about best practices in terms of activities or processes already performed by 
master data organizations. This information was reflected within the design process 
and the focus group discussions being a basic input. In total, the reference process 
model is defined by 38 processes (three digit boxes 1.1.1 - 3.2.4) which are catego-
rized into seven main processes (two digit boxes 1.1 - 3.2) being clustered in the three 
process areas stated above (one digit boxes 1 - 3); see figure 2. The structured was 
designed within the focus group discussions identifying activities performed by the 
participants (management level within companies; all related to MDM activities) and 
continuously reviewed and adapted within the DSR process. The following listing 
describes the three process areas. 
 
Strategy. The strategic process area defines the mid- and long-term goals of MDM. 
Aligned with a company strategy the MDM strategy needs to define the vision and 
roadmap for achieving the strategic targets for MDM. The strategic process area cor-
responds to the management processes aforementioned. 
 
Governance. The governance process area defines the standards for the operational 
activities related to master data management. Major activities comprise the definition 
of the data life cycles, the definition of quality standards and measurement metrics as 
well as the design of the data model and architecture. This area corresponds to the 
support processes aforementioned. 
 
Operations. The operational process area performs the actual data life cycle assuring 






life cycle can be seen as the core process of data management and therefore corre-
sponds to the business process stated above. 
 
Main Process Level in Detail. The three process areas are detailed by seven main 
processes. Each main process is detailed by processes. Exemplified, main process 
“Data Quality Assurance”(2.2), as part of the process area “Governance” (2) consists 
of 5 processes (2.2.1 – 2.2.5). Starting with the identification of a business issue (e.g. 
wrong e-mails to customers and high efforts in rework for correction of the e-mail-
address), this might lead to preventive actions within the data creation process (e.g. 
additional verification activities within the sales and marketing department) as well as 
to the definition of measurement metrics (e.g. number of returned failure mails due to 
wrong e-mail-address). Furthermore, it needs to be defined what quality level the 
company wants to achieve (percentage of correctly delivered e-mails) and who needs 
to be informed about the quality level of the identified metric. The actual doing of 
quality measurement is part of the operational process area (3) within the process 
“Data Support” (process 3.2.4 “Monitor & report data quality”). 
 
 






4.3 Reference Model Demonstration 
Overview. Three participative case studies [34] were used to demonstrate the refer-
ence model’s applicability in a ‘‘real life’’ context. A participative approach allows 
for evaluation of the applicability of the model. 
For demonstration of the reference process model all case studies followed the 
same approach applying four steps: 
1. Preparation. The reference process model was not configured. For evaluation of the 
38 processes, a guideline explaining and illustrating each process and a template 
for documentation was developed. 
2. Assessment. In a workshop comprising experts related to master data management 
and business users, each of the 38 processes was assessed in terms of (1) is there a 
need for the specific process, and (2) are further processes required in order to sat-
isfy specific master data needs. The assessment was conducted independent of ex-
isting processes. 
3. As-is analysis. For each of the 38 processes the current status of realization was 
analyzed with regard to improvement potential or already established processes. 
4. To-be concept. The analysis of activity 2 and 3 lead to the identification of pro-
cesses that are demanded but are provided not at all or not in the quality desired. 
For each of these processes it has to be stated whether it can be implemented by 
means of new processes or adaptation of existing processes. 
Case A. Case A is a joint venture between a private equity firm and a German indus-
trial conglomerate founded in 2008. The company, with presence in more than 100 
countries, provides communication products on an employee base of 11,000 and rev-
enues of 3.2 bn € (~ 4.3 bn US$).  
Due to several business drivers, e.g. changing business models in the past years 
(from hardware business to full-service orientation) and cost pressure the company 
initiated a global MDM project with the focus on product, customer, and vendor mas-
ter data. Objectives of the project are the design of global governance, the improve-
ment of data quality as well as global master data life cycles. In this context the com-
pany applied the reference process model following the steps described above.  
Case B. Case B is an engineering company founded in 1889. The company, with 
presence in more than 190 countries, provides medical equipment on an employee 
base of 11,000 and revenues of 2.2 bn € (~2.9 bn US$) in 2011. 
Due to an internal reorganization, the two major business segments (medical and 
safety equipment) are moving on one Enterprise-Resource-Planning-System (ERP) 
from a technical point of view. Organization wise, MDM for product data is managed 
within the Research & Development department within the medical division, whereas 
product master data for the safety division is managed by the Operations department. 
Strategic direction is given that both departments unify their activities and service 
portfolio. As part of these activities, both departments applied the reference process 






Case C. Case C is a retail company founded in the 1930s. The company, with pres-
ence in 26 countries, operates more than 10.000 stores on an employee base of 
170,000 and revenues of 42 bio € (~56.5 bio US$) in 2010. 
As part of an ERP-implementation replacing the existing solution with standard 
software, the direction was given to set up a strategic MDM initiative. Structuring this 
initiative on the base of the Corporate Data Quality-framework [14] - strategic, organ-
izational, and system perspective - the company defined its MDM activities for prod-
uct- and supplier master data based on the reference process model. 
Demonstration Results. Table 1 shows the related design decisions of all cases. 
 
The application of the reference process model in the three case studies indicates that 
the design of the three process areas (Strategy, Governance, Operations) is appropri-
ate in order to structure MDM functions. Furthermore, all companies agreed that all 
38 processes are relevant, excluding the process “Develop and adapt vision”, which 
was removed in company C. The differentiation between MDM-activities and IT-
activities remains complex. Whereas companies A and B removed the IT-related pro-
cesses from the MDM process model and allocated them within the IT-processes, 
company C included these processes accepting double definitions in the company 
process model (e.g. implementation & testing activities within MDM- and IT-process 
models). A further adjustment done by all companies was the renaming of the pro-
cesses within “Data Life Cycle” as all companies already have an established process 






Table 1. Design Decisions for Reference Process Model for MDM 
  Case 
Design Decision Justification A B C 
Process “Define strategic 
targets” removed (1.1.3) 
 Activities integrated in process “Align with business/IT 
strategy”  No explicit MDM strategic targets required as they should 
be integrated in existing target systems 
X   
Process “Model Work-
flows/UIs (User Interfaces) 
moved from main process 
“Architecture” to “Standards 
& Guidelines” (2.4.3) 
 Focus for activity is set on conceptual design rather than 
technical implementation aspects  Technical implementation needs to be covered by IT-
processes. Case A only covers the conceptual part of the 
workflow design. The implementation process will be de-
scribed outside of this process  
X   
Process “Monitor & report” 
(in context of Quality Assur-
ance) moved from main 
process “Support” to “Quali-
ty Assurance” (3.2.4) 
 Mix of governance and operational activities in main pro-





Process “Test & Implement” 
(in context Architecture) 
removed (2.4.5) 
 Testing activities defined within IT-processes and do not 
need to be covered by data management processes  Removal will eliminate double definitions within company X 
 
X 
Processes of main process 
“Life Cycle” renamed (3.1) 
 Naming of processes aligned with company specific naming 
conventions as processes were already defined 
X X X 
Process “Mass data changes” 
added to “Support” (new 
3.2.5) 
 New process added as activity is performed on continuous 
base and should be covered by data management processes X X  
Process “Develop and adapt 
vision” removed (1.1.1) 
 Company strategies not defined by visions but by strategic 
targets 
  X 
Processes “Adapt data life 
cycle”, “Adapt standards and 
guidelines”, “User trainings”, 
and “Support Processes” 
merged to “Standards for 
operational processes” (2.1.2 
- 2.1.6) 
 Activities of all processes remain existing  Goal is simplification of process model  Description of all activities, which have been merged to the 
new process, will be created on the work description level, 
which will underlay the process model for execution of pro-
cesses (including process flows, responsibilities, etc) 
  X 
Processes “Test and imple-
ment (data model)” and “Roll 
out data model changes” 
removed (2.3.4 - 2.3.5) 
 Activities defined within IT service portfolio outside of this 
process model  As activities are already defined, they do not need to be 
covered within this structure 
  X 
Main process “Data Architec-
ture” removed (2.4) 
 Activities defined within IT service portfolio  Clear separation between business requirements and model-
ing of data and IT realization (integration architecture etc.) 
  X 
Process “Data analysis” in 
main process “Support” 
added (new 3.2.6) 
 Requests for one-time analysis of master data as service 








With a particular focus on the evaluation of reference models, Frank [18] has pro-
posed a framework comprising four perspectives of evaluation. This framework is 
used for evaluation of the reference process model presented in this paper.  
Economic Perspective. Due to the simple structure of the reference model (three 
levels) and clearly defined objectives, the costs for training, adaptation and applica-
tion (see Deployment Perspective and Engineering Perspective) are low (one day for 
preparation and one day for application in the case presented). Tools supporting the 
processes of creating the process model can be created at low effort (Microsoft Excel 
based templates for documentation). Using the model does not lead to direct cost 
savings. However, the as-is analysis might identify processes not implemented yet or 
potentials for consolidation. Both the focus group interviews and the final validation 
by application within the case studies have shown that the reference process model is 
capable of simplifying exchange of knowledge. Furthermore, all companies stated 
that the transparent design of strategic, governance, and operational processes facili-
tated the management of master data related activities. The companies were able to 
use the model as a starting point in order to optimize the data life cycles and identify 
governance responsibilities required. 
 
Deployment Perspective. The focus group interviews and the application of the ref-
erence process model within the three companies have shown that the model is easy 
to understand and well applicable. Any rejection of the model due to the fact that it 
was developed externally (the not-invented-here-syndrome) could not be observed. 
 
Engineering Perspective. The model’s simple structure ensures its easy adaptability 
[18]. The focus group interviews indicated that a differentiation between mandatory 
and optional processes may be made. “Communication strategy” as important activity 
should be added, which has already been done within the development of the process 
model. 
Epistemological Perspective. The validation by application of the reference model at 
the three companies has shown that the model is capable of abstracting and represent-
ing reality. Critical distance is ensured by explication of use cases. Moreover, explica-
tion of the model design process ensures that scientific principles are followed (such 
as verifiability and reproducibility of the artifact). 
6 Conclusion, Contribution, and Outlook 
The paper describes a reference process model for MDM. The design process spanned 
the six steps as proposed by DSRM and includes several design and evaluation cycles. 
The reference process model is beneficial with regard to both the advancement of the 






The reference process model supports companies trying to overcome the challeng-
es listed in the previous sections. It helps to create a common terminology both for 
internal and external communication. Furthermore, it offers an instrument for evaluat-
ing existing and identifying required MDM processes. The model can identify pro-
cesses not defined yet and it can be used as a starting point for the allocation of re-
sources and responsibilities. This leads back to the definition of BPM governance [31] 
identifying direction, coordination, and control. The model could lay the foundation 
and define the scope of what needs to be coordinated and controlled. 
The reference process model can make use of existing approaches by applying ex-
isting methods as part of the detailed process descriptions [11], [12]. The reference 
model can be seen as overarching approach for bringing MDM into organizations 
using a process view and linking the processes to responsibilities (data governance).  
The description of the design process and of concrete design decisions allows sci-
entific validation of the artifact presented as well as its extension by aspects previous-
ly not sufficiently considered or differentiated. Explication of the research process 
allows verification, correction, and differentiation of this representation. Furthermore, 
the reference process model represents an abstraction of processes in the field of 
MDM. Hence, it forms a ‘‘theory for designing’’ [39] and contributes to the integra-
tion of governance and management of processes in the context of MDM.  
The reference process model has its limitations due to its focus on the business lay-
er of the process view of MDM [40] and due to the fact that other ARIS views and 
levels were not modeled. Hence, the application of the reference process model is 
restricted to use cases similar to the two described. Besides scientific validation of the 
reference process model, further research on the topic should aim at extending the 
model and adding to it more views and levels. The authors of this paper think that 
especially the organizational view offers potential for designing relevant artifacts. 
Based on case studies, generic characteristics of MDM organizations (roles and re-
sponsibilities, for example) could then be identified to constitute the basis for concep-
tualizing rights and roles as the reference process model’s organizational view. Be-
sides, interdependencies between individual processes of the reference process model 
could be identified. 
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Abstract. The mechanisms of information technology (IT) governance have 
been widely recognized as practices to sustain alignment of business and IT 
units. However, the IT governance literature so far has drawn little attention to 
the possible idiosyncrasies of governance arrangements in the public sector. In 
this paper we propose a conceptual model to investigate the relationship be-
tween IT governance mechanisms and according performance outcomes specif-
ically for public sector organizations. A survey instrument is developed and val-
idated based on in-depth interviews with IT representatives from three different 
municipalities in Germany. A cross-case analysis particularly provides evidence 
for the importance of structural and relational mechanisms and demonstrates 
how different mechanisms can compensate each other. Our findings provide 
relevant insights for government practitioners and an impetus for further re-
search.  
Keywords: IT governance mechanisms, business/IT alignment, public sector, 
conceptual model, instrument development, cross-case analysis 
1 Introduction 
Public administrations today need to maintain a broad range of services, respond to 
social, political and regulatory changes and simultaneously cope with increasing fiscal 
stress. Information technology and systems (IT/IS) have become an important re-
source to operate administrative procedures and implement strategic initiatives of 
public agencies. Public IT spending in Germany ranges among the highest across all 
sectors [1] and is also comparable to other industries on a per employee basis [2]. 
Despite this key role, IT is rarely seen at the top of the agenda of political decision 
makers, which may also be due to the great number of public IT projects that have 
been challenged in the past [1].  
In research and practice, a number of mechanisms for IT governance have been 
identified on structural, procedural and relational level that foster business/IT align-
ment and thus ensure that “IT sustains and extends the organization’s strategies and 






framework such as ITIL and COBIT [4]. According to Weill and Ross, effective IT 
governance is the “single most important predictor of the value an organization gen-
erates from IT” [5].  
However, as prior authors find [6], the IS literature so far has drawn little attention 
to IT governance mechanisms specifically for public agencies. This appears surprising 
since public organizations, given their inherently different goals from the private sec-
tor, may have idiosyncratic and distinctive IT governance needs [7]. In a survey by 
Broadbent and Weill [in 5], public sector organizations clearly score the lowest IT 
governance index. This corroborates the call for a more specific approach to IT gov-
ernance in the public sector.  
In this paper we address the question: how do IT governance mechanisms IT sus-
tain and extend the organizations’ strategies specifically in the public sector? Based 
on the extant literature, we conceptualize administration/IT alignment as a key con-
struct to explain public IT value creation and link this construct with appropriate gov-
ernance mechanisms. The variables of our model are operationalized in a survey in-
strument, which is then validated based on a series of three interviews with IT repre-
sentatives from three different municipalities in Germany. By performing cross-case 
analysis, we particularly find support for the importance of structural and relational 
mechanisms in a public sector context. While these findings provide relevant insights 
for government practitioners, our research also represents a starting point for a future 
confirmatory study.  
In the next section (2) we review the principal differences of the public and the 
private sector before we develop our conceptual model (section 3), describe the sur-
vey instrument and its validation approach (section 4), present the case analysis (sec-
tion 5) and conclude with a brief discussion, limitations and future work (section 6). 
2 Differences between Public and Private Sector 
The fundamental differences of public and private sector organizations have been 
widely discussed in the public management and IS literature [e.g., 8],[ 9-12]. Howev-
er, only few recent works specifically address the IT governance challenges in the 
public sector [e.g., 5], [6], [7], [13]. For the purpose of this paper, we briefly review 
the key differences and outline their potential implications for IT governance (ITG), 
see Table 1. 
First, opposed to private entities that seek to generate shareholder value, public 
governments have their raison d´être in serving the community, a goal that the con-
temporary literature accounts for with the concept of public value [11]. Creating pub-
lic value can be thought of as more complex than ‘simply’ maximizing profit. Besides 
improving government operations it requires to consider the broader political and 
social returns [14]. Cascading such goals down in the organizations, suggests that also 
the goals of IT governance are more multifaceted and more difficult to measure than 







Achieving public value implies inclusion of diverse stakeholder groups, so that con-
flicts of different political and societal stakeholders may often interfere with adminis-
trative operations [10]. Analogously, we assume that public IT governance needs to 
deal with diverse stakeholders, e.g. political and administrative groups and target at 
aligning these to a greater extent than in private sector.1  
The different goals of private and public sector also affect performance incentives. 
In contrast to having the market as a control mechanism, public agencies function 
within the “soft budgets” constraint. That is, overstretched budgets do not necessarily 
entail major sanctions [7]. Public organizations in general implement greater scrutiny 
and formal constraints to control these risks and therefore can be characterized as 
more risk avert [10]. Thus, in terms of IT governance, we may assume that public 
organizations also exercise greater scrutiny, for example when implementing proce-
dural mechanisms to control for the risks of IT investments.  
Risk aversion also implies a lower degree of innovation, since innovations inher-
ently entail risks. The public sector is generally viewed as a late adopter of both man-
agement and IT innovations [9]. The management literature generally argues that 
innovation is, amongst others, the result of greater autonomy of business managers 
[15]. However, this correlation does not hold for IT innovations in the public sector 
[13], due to the risk aversion and lack of incentives to innovate that administration 
officials face [12]. In contrast to private economy, this may imply that from an IT 
governance perspective public agencies tend to create more centralized structures for 
decision making.  
                                                           
1 When referring to stakeholders within the public agency (e.g., a municipal administration), we 
assume a simplified organization model consisting of three major groups: administration de-
partments (e.g., building authority, regulatory authority, etc.), central administration func-
tions (e.g., mayor’s office, personnel, treasurer) as well as internal IT groups. 
2 Note that for simplicity we exclude the non-for-profit private sector, e.g. non-governmental 
organizations (NGOs), since those range between the two polar extremes [7].  
Table 1. Public and private sector differences (based on [5-12], author’s representation). 
Attribute Private sector2 Public sector  ITG implications 
Goals Shareholder value Public value / multifaceted  IT goals 
 Alignment 
 Procedural  
mechanisms 
 Structural  
mechanisms 
 Relational  
mechanisms 
 Sourcing  
governance 
Stakeholders Few  Many / potentially conflicting goals 
Environment Less regulated Legal and formal constraints 
Incentives High / market Low / “soft budgets” / scrutiny  
Risks  Lower aversion High aversion 
Competition High competition Low / intergovernmental cooperation  
IT innovation Competitive advantage Treated as necessity 
IT competencies Varying Generally lower  
IT sourcing Flexible contracting Complex tendering processes 






Public agencies also face no (or much less) competition than private companies. 
Administrations have the opportunity to cooperate and share knowledge on 
intercommunal, interregional and even transnational levels [7]. Moreover, some au-
thors argue that public sector organizations exhibit lower IT competencies and skills, 
also due to the difficulty to offer market-based salaries for IT professionals [1]. This 
strengthens the importance of relational mechanisms inside and outside of the organi-
zation also for IT governance to compensate for such deficits.  
Finally, both public and private sectors use increasing outsourcing [1]. However, 
due to the legal framework, public procurement procedures are much more complex 
than for private firms [10 ]. Sourcing relationships in the public sector are therefore 
more persistent and increasingly shared across different public bodies [9]. This may 
also increase the complexity of IT sourcing governance.  
Altogether, while IT governance in the public sector surely exhibits many similari-
ties to private sector, it is also important to consider the differences. The more com-
plex value creation setting, greater scrutiny and the ability to develop shared external 
capabilities put even more emphasis on the need for appropriate structural, procedural 
and relational mechanisms [5]. This strengthens the argument for taking an idiosyn-
cratic approach to investigating IT governance in the public sector. 
3 How IT Governance Creates Public Value: Conceptual Model  
In this paper we aim to advance our understanding on how specific IT governance 
arrangements can support the creation of public value. The crucial role of stakeholder 
alignment in public sector organizations motivates us to conceptualize the construct 
administration/IT alignment at the center of our model. In the following we explain 
this construct and its potential antecedents. The overall model is depicted in Figure 1.  
3.1 Administration/IT alignment 
In simple words, alignment describes when “business and IT are working together to 
reach a common goal” and “everyone is rowing in the same direction” [16]. Since the 
seminal paper by Henderson and Venkatraman [17], the academic literature has wide-
ly recognized and defined this complex construct in several dimensions [16]. For 
example, the strategic dimension refers to the degree to which the business strategy 
and plans, and the IT strategy and plans, support each other [16]; the social dimension 
has been defined as “the state in which business and IT executives within an organiza-
tional unit understand and are committed to the business and IT mission, objectives, 
and plans” [18]. Analogously, we may understand administration/IT alignment in the 
public sector jointly as the degree to which the IT goals support the strategic goals of 
a public agency, and to which administration and IT stakeholders are committed to 
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Fig. 1. Conceptual model (based on [3]) 
The primary outcome of business/IT alignment is generally seen in organizational 
performance [16]. The rationale behind is that organizations that successfully align 
their business strategy/stakeholders with their IT strategy/stakeholders, will achieve 
more effective and efficient IT spending and therefore achieve superior returns. The 
question on how to conceptualize (and measure) organizational performance in the 
public sector—i.e. the creation of public value from IT [11]—remains an ongoing 
issue [19]. Besides cost-efficiency, frequently mentioned outcomes include accounta-
bility, openness and trust [14]. For example, when business and IT goals (and stake-
holders) are aligned, there is a lower risk that IT resources will be spent on projects 
that do not contribute to the administration goals so that desirable innovations occur, 
which in turn is likely to have a positive impact on citizen satisfaction. Acknowledg-
ing the important role of administration/IT alignment for public value, we include this 
variable in the conceptual model, but focus on the antecedent variables in the scope of 
this paper.  
Although IS researchers have identified a broad set of antecedents of IT/business 
alignment, alignment research has been partly criticized for being too little actionable, 
i.e. the literature still falls short in prescribing which are the mechanisms that should 
be addressed to ultimately achieve alignment [16]. Potential antecedents are scattered 
over the literature and include shared domain knowledge, communication, credibility 
of IT group, prior IT success, corporate vision, leadership, defined business goals, 
formalized strategic business plan, sophisticated planning process, and locus of con-
trol for system approvals, amongst others [16], [18], [20]. We may recognize that 
these variables largely fall into the basic categories of IT governance, i.e. structural, 
procedural and relational mechanisms. This motivates us to run the path taken by 
previous authors [3] and view IT governance as the main antecedent of administra-






3.2 IT Governance Mechanisms  
Despite the different definitions and origins of the concept of IT governance [21], 
there is a general consensus in the literature that IT governance arrangements are 
implemented by mechanisms on structural, procedural and relational level [5], [22], 
[23]. Weill and Ross [5 ], for example, list 15 of the most common governance mech-
anisms; De Haes and Van Grembergen [3] explore 12 structural, 11 procedural and 10 
relational mechanisms. However, when researchers want to advance towards a deeper 
understanding of the impact of these mechanisms on performance outcomes—beyond 
descriptive analysis—, the challenge lies in conceptualizing these mechanisms on an 
appropriate level of abstraction and aggregating them into a smaller number of meas-
urable and reliable constructs. We propose a model of seven distinct constructs to 
operationalize structural, procedural and relational governance mechanisms.  
Structural mechanisms include standing groups or committees (in contrast to tempo-
rary teams), and liaison roles that link across different organizational units and facili-
tate shared decision-making.  
The most fundamental dimension to characterize decision-making structures is the 
degree to which different stakeholders participate in IT-related decisions—such as 
decisions on the IT strategy, application needs, and infrastructure investment as well 
as process improvements—in sum, the aggregate locus of IT decision authority [20]. 
Weill and Ross [5] define six sophisticated patters (business monarchies, IT monar-
chies, duopolies, federal, feudal and anarchies) that differ based on the distribution of 
decision rights between different actors. In a public sector context, we may free-
position these decision rights—in a simplified manner—on a single continuum be-
tween administrative departments, centralized functions and the internal/central IT 
department. In line with the literature [12], [13], we assume that, due to risk aversion 
and low innovation, more centralized decision making is suitable in the public sector 
to facilitate positive outcomes. However, having argued that the multiple stakeholders 
and formal constraints in the public sector require strong alignment, we expect that 
some decision rights, especially for giving input to decisions, are shared with decen-
tralized departments. That is, in sum we theoretically assume a curvilinear relation-
ship with an optimum alignment outcome for centrally balanced decision rights. We 
can formulate: 
Proposition 1a. Sharing IT decision authority with a strong emphasis on centraliza-
tion has a positive influence on Administration/IT alignment. 
Committees are one of the most common governance mechanisms to implement 
shared decision making [3]. Governance committees are widely used in the private as 
well as in the public sector and include, for example, IT steering committees with 
representatives from business (administration) and IT-internal management councils 
[6]. However, the literature suggests that the mere existence and number of such 
committees does not necessarily improve stakeholder alignment, and can even have 
adverse impacts on alignment and productivity. Instead, structural devices need to be 






and achieve their goals [24]. We may summarize this property as the effectiveness of 
governance committees. Accordingly we pose: 
Proposition 1b. Governance committee effectiveness has a positive influence on 
administration/IT alignment.  
Liaison management is a third important structural mechanism. Formal liaison 
roles may include ‘key users’ on departmental side, single-points-of-contacts on IT 
side and account managers on supplier side [3]. The presence of such roles explicitly 
encourages horizontal information sharing and thus integrates business and IT units 
on strategic and operational level [25]. Informal liaisons can also be generated by 
structural devices such as job rotation and collocation. We assume that these mecha-
nisms apply at least equally to public sector context and pose: 
Proposition 1c. The implementation of liaison management mechanisms has a posi-
tive influence on administration/IT alignment.  
Procedural mechanisms (or process mechanisms) comprise “IT decision making and 
IT monitoring procedures” [3]. Following a lifecycle logic, these mechanisms can be 
broadly classified by pre- and post-implementation practices [24].  
Several authors emphasize that investment decision processes need to be well de-
fined and effectively executed to ensure that IT investments are aligned and priori-
tized with the (corporate) goals [22]. Common governance processes that deal with 
this issue are the IT strategy process, the IT budgeting process, IT portfolio manage-
ment process and related procedures. Conversely, if these practices are absent, organ-
izations are likely to run into unfocused IT spending and even capacity overloads that 
will render an effective alignment with the strategic objectives impossible. Aligning 
public IT spending with strategic priorities appears even more important for public 
sector. Accordingly we pose: 
Proposition 2a. The implementation of defined IT investment decision processes 
has a positive influence on administration/IT alignment.  
Post-implementation, the IT governance literature emphasizes the role of certain 
metrics and monitoring mechanisms. Concrete practices especially relate to the use of 
service level agreements, service level controlling, project controlling, benefits track-
ing, and chargeback mechanisms [3]. These practices contribute to alignment inas-
much as they aim to ensure that approved IT projects and services are delivered at 
previously defined conditions and deliver the expected value to the business / the 
administration. The routine use of such procedures is often seen as a key characteris-
tic of mature IT organizations [25]. Due to greater scrutiny we expect such mature 
practices to be of even greater importance in public sector organization and pose: 
Proposition 2b. The use of service level and control procedures has a positive in-
fluence on administration/IT alignment.  
Relational mechanisms refer to those practices that link different stakeholders in-
formally, i.e. outside of their role description or formal procedures. Two closely relat-
ed approaches can be differentiated, relational networks and creation shared 






Relational networks refer to the intangible information structure of a firm [3]. 
Communication and collaboration relationships between the individuals are a power-
ful social alignment mechanism that spans all levels, e.g. for public sector political 
leaders, department heads and IT heads as well as departmental and IT employees. 
They can create a culture of collaboration and foster horizontal knowledge sharing, 
e.g. problem awareness and a common language [23]. Accordingly we pose: 
Proposition 3a. The strength of relational networks within administration and IT 
stakeholders has a positive influence on administration/IT alignment.  
Conversely, creating shared knowledge aims the knowledge of individuals which 
may then engage in (formal or informal) relationships [22]. In our context, this con-
struct primarily refers to complementary knowledge [26], i.e. IT knowledge for ad-
ministration stakeholders and knowledge about the administration and its goals and 
processes for IT personnel. Such knowledge stem from own experience or trainings as 
a typical relational governance mechanism [3]. Shared knowledge and a mutual un-
derstanding are likely to lead to better alignment between administration and IT units 
[18]. Therefore we pose:  
Proposition 3b. The creation of shared knowledge among administration and IT 
stakeholders has a positive influence on administration/IT alignment.  
Altogether, structural, procedural and relational mechanisms are inherently corre-
lated [22]. For example, standing committees will take defined roles in approval pro-
cesses, and devices such as job rotation also target at creating shared knowledge and 
building relational networks. Therefore successful IT governance arrangements are 
determined by a mix of these mechanisms rather than any single device.  
4 Instrument Operationalization and Validation 
To operationalize the constructs of our model in a survey instrument, appropriate 
items were derived from the literature or developed newly where this appeared neces-
sary. For convenience in filling the questionnaire, all items use 5-point-scales and 
appropriate dimensions. Table 2 briefly provides an overview of the model constructs 
the items and the references that motivated us to include these. 
The measurement instrument was transferred into a survey format and comple-
mented with further questions, e.g. regarding the IT organization, degree of outsourc-
ing and types of committees. Heeding the guidelines suggested by Hunt et al. [27], we 
conducted pretest interviews with IT representatives of three different municipalities 
to validate our instrument both with respect to content validity and to our proposi-
tions. In this we followed a theoretical replication strategy [28], i.e. we selected mu-
nicipalities of different sizes and (presumably) different variable outcomes in order to 
seek for evidence of our propositions. Deviating from a simple ‘pretest’ approach, 
these interviews were conducted in an in-depth fashion where the respondents were 
asked to comment on each of the questions and to provide further insights on the situ-
ation in their municipality, respectively. The interviews (lasting between 1:13 and 






For the purpose of case comparison, we present these qualitative findings in conjunc-
tion with the mean item scores (1-5) per construct / level of governance mechanism, 
respectively. Note, that this numeric representation shall demonstrate how the survey 
instrument links to the qualitative case findings, rather than implying any statistical 
assessment. The cases and their main characteristics are listed in Table 3 (key figures 
have been rounded for anonymity).  
Table 3. Cases overview 
 Municipality A Municipality B Municipality C 
Inhabitants 60,000 200,000 500,000 
Employees / IT empl. 900 / 12 1800 / 60 3000 / 185 
Budget / IT budget 250 / 0.5 mn Eur 1000 / 6 mn Eur 4,000 / 30 mn Eur 
Interviewee role Chief Information 
Officer (CIO) 
Head of IT coordination 
and E-government dpt. 
Deputy head of the dpt. 
for E-government & IT 
Degree of outsourcing Low Low Moderate 
Decision authoritya Centralized (4.4) Centralized (4.2) Decentralized (3.5) 
IT governance 
mechanismsa 
Focus on structural m.  
(4.0; 2.5; 3.2) 
Balanced focus 
(4.5; 4.3; 3.6) 
Improving relational m. 
(4.3; 3.4; 3.4) 
Adm./IT alignmenta High (4.4) High (4.4) Moderate (3.8) 
a 
mean item scores on five-point scale in brackets 
Table 2. Measurement instrument overview 
Construct Items (short) Dimension Literature 
Decision  
authority 
Locus of decision rights for IT principles, infrastruc-
ture, architecture, application needs, budget etc.  
Adm./IT [5, 20] 
Governance 
committees 
Effectiveness in terms of efficient decision making, 
goal attainment, addressing requirements 
Low/great 
extent 
[3, 6, 24] 
Liaison  
management 
Special roles in departments, clear contact persons in 
IT, clear role descriptions, job rotation, collocation 
Not/present [3, 23] 
Investment deci-
sion processes 
Defined IT strategy, defined prioritization, detailed 




Service levels  
and controls 
Service level agreements, project mgmt. methodolo-
gies, measurement and monitoring, chargebacks, etc. 
Not/present [3, 25] 
Relational  
networks 
Informal communication and collaboration btw. admin-






IT and administration employees’ complementary 






IT goals support administration goals, mutual recogni-









5 Case Analysis 
In the following we will briefly describe the three cases focusing on the salient gov-
ernance mechanisms before we evaluate the alignment outcomes and propositions.  
 
5.1 Municipality A 
Municipality A is the smallest municipality under consideration. The IT department is 
organized in a form of a staff unit with 12 employees where the CIO reports directly 
to the head of the central office. The municipality makes low use of outsourcing.  
Regarding structural mechanisms, there is an e-government steering group com-
prising the CIO and five non-IT department heads deciding primarily on questions of 
process optimization. “This committee,” the CIO states “does not meet too often, but 
when we meet we also achieve our goals.” All other IT decisions (IT Strategy, archi-
tecture, etc.) are largely in the hand of the CIO. Liaison management is warranted 
through key users (approximately 40) in the departments and defined contact persons 
on IT side (“always teams of two” as the CIO emphasizes). Moreover, key users and 
IT people regularly come together in ‘working circles’ to promote active exchange of 
ideas and make decisions regarding IT applications.  
Procedural mechanisms are neither heavily formalized for investment prioritization 
nor for monitoring. However, despite the comparably small size of the organization, 
the CIO has implemented service level agreements and cost-based chargeback mech-
anisms for both infrastructure and additional services. As s/he adds “there is an analy-
sis of service measures and continual improvement.”  
Relational networks with IT are perceived to be overall moderately established. 
The CIO sees the biggest issues in the communication about questions of IT, i.e. the 
administration’s IT awareness, rather than the ambitions from IT side. As a prominent 
countermeasure, the CIO fosters active internal marketing of certain IT services. Also, 
the IT department organizes internal IT trainings for administration employees on a 
regular basis to improve this situation.  
 
5.2 Municipality B 
Municipality B is considerably larger than A. Here, the IT function is separated into a 
small staff unit for IT coordination and e-government steering, and the internal IT 
services provider with about 60 employees. The overall degree of outsourcing is low, 
since this unit provides the majority of IT services to the municipal administration 
(including public subsidiary enterprises).  
In terms of structural mechanisms, there are two governance committees in place, 
‘IT steering group’ and an ‘IT steering committee for e-government’. IT steering 
group comprises four to five top-level representatives (i.e., head of IT coordination, 
treasurer, data security, personnel and organization, and if needed one from the de-
partment that files a request) and decides on IT strategy, budget and investment and 
process optimization. E-government steering has a similar structure, but solely focus-
es on projects for e-government. Given the low participation of the departments, the 






well developed in this municipality. Besides well defined key users (approx. 20) and 
IT contact roles, the municipality has introduced project-based job rotations for both 
IT and administration employees and periods of up to three months. Thereby, our 
interviewee states, “they get to know the procedures […] so that when they call the 
hotline they know, what is going on in the back-office […], so that there is a little bit 
of understanding.” 
On the procedural level, processes for strategy definition and investment prioritiza-
tion are well defined and implemented including detailed evaluation of benefits and 
risks. Service levels are defined for all internal IT products, as our interviewee stress-
es. However, chargeback arrangements are largely absent (except for subsidiary pub-
lic enterprises), i.e. the internal service providers is accounted for as a cost center.  
Relational mechanisms are viewed moderately (similar to municipality A). Infor-
mal communication between IT steering and administration departments appears to be 
fairly developed. However, at the level of the IT services unit as well as internal mar-
keting informal communication and collaboration are stated to be weaker. For shared 
knowledge, our interviewee sees overall moderate-good levels of IT knowledge on 
administration side and knowledge about administration goals and procedures on IT 
side. Like in case A, there are regular trainings for administration and IT workers.  
 
5.3 Municipality C 
Municipality C, the largest city from our cases, exhibits a decentralized IT organiza-
tion structure, where approximately 150 out of 170 IT employees are located adjunct 
to the different administrative departments. IT steering is shared by a central IT steer-
ing unit (approx. 20 employees, “similar to a CIO office”) reporting to the finance 
department and decentralized steering groups (total approx. 10 employees). Central IT 
steering also manages external relationships, foremost to the communal services pro-
vider, which is currently taking over an increasing amount of datacenter operations.  
There are two main IT governance committees for the whole municipality, besides 
further decentralized committees. The ‘IT meeting’ is the overarching governance 
body that decides on matters of IT and comprises one IT representative per depart-
ment plus two from central IT steering. The ‘IT steering group’ primarily serves as an 
escalation point comprising the five department heads and the head of central IT 
steering. Given the comparably decentralized structure, overall decision authority is 
quite decentralized, i.e. evidently there are no decisions that can be made by central 
IT steering alone. Liaison management is currently being further developed, i.e. key 
user roles have been introduced in some departments, not all yet.  
Regarding procedural devices, our interviewee states that IT investment decision 
processes are only partly formalized and implemented. That is, for some projects that 
walk through the annual portfolio and budget planning, a rough decision process is 
kept. However, since approximately two third of the IT budget remain with the de-
partments, the majority of IT projects elude a central evaluation. Similar challenges 
apply to service levels and monitoring procedures. Detailed service levels are current-






The intensity of relational networks across the different organizational units is 
moderate. Regarding communication within the departments, our interviewee notes 
that “the information from the IT meeting does not arrive at the lower levels.” How-
ever, the internal marketing of IT “is also rather mediocre, otherwise this situation 
would possibly not occur” our interviewee admits. Currently especially the collabora-
tion with the central office for personnel and organization is being improved. That is 
because in the past, for example after the document management system was produc-
tive, “IT needed more support” for post-adoption activities, so that now “the office for 
personnel and organization is joining the project and takes over this work.” Moreover, 
this collaboration is now being established as a general practice also “for new pro-
jects, no matter what comes up, now we sit together and think who […] has to deliver 
what […] and this we do regularly.”  
Conversely, our interviewee describes similar issues regarding shared knowledge, 
e.g. that the knowledge of IT workers about the priorities of the administration “is 
rather low” since “IT people rather have their own priorities.” This finding may corre-
late with the low level of internal trainings for IT workers in this case (compared to 
case A and B, where this was medium level).  
 
5.4 Alignment Outcomes and Case Comparison  
According to our measurement instrument and in line with the case findings, munici-
palities A and B exhibit a good state of alignment (4.4), while in case C this can be 
regarded, stated carefully, as a more moderate outcome (3.8). In answer to one of the 
alignment-items, interviewee A states that “there is mutual recognition” and “this has 
become better, people are now open in both directions,” i.e. administration and IT. 
When asking interviewee B for mutual recognition of goals and targets s/he adds 
“yes, to a large extent, due to this rotation principle that we have implemented.” In 
contrast, interviewee C adds for consideration that “it is difficult in times of budget 
cuts to understand the needs and priorities of the others.” And concerning the increas-
ing outsourcing to the external datacenter provider, the interviewee is concerned that 
the collaboration between administration and IT “is getting more and more difficult 
for those things that we have outsourced”, since “there is always more understanding 
with colleagues than with external staff.”  
Through cross-case analysis we find evidence for some of our propositions on 
structural mechanisms (P1). Especially regarding proposition 1a (locus of IT decision 
authority) the findings suggest that those agencies that largely centralize IT decision 
rights (A and B) and only allow administration departments to give input to selected 
decisions (e.g., application needs and process optimization), seem to have less align-
ment issues than those where large parts of IT decisions are taken by the departments 
themselves (C). Moreover, regarding liaison management (proposition 1c), case B 
illustrates prominently how the practice of job rotation can have a positive effect on 
administration/IT alignment, while in case C liaison devices appear to be partly ne-
glected. 
We find less evidence for the influence of procedural mechanisms on administra-






formalized investment decision processes (2a) but have chargeback arrangements and 
other post-implementation devices in place (2b). Thus, from our case observations we 
can neither clearly support nor disprove the effectiveness of these procedural mecha-
nisms. Instead, what becomes evident is how one mechanism can potentially compen-
sate for another. That is, in case A, the smallest municipality, a formalization of in-
vestment decision processes is possibly not required. Our interviewee states “we don’t 
have a well defined process in a sense that is modeled and documented,” but the de-
partment heads and IT workers “are living the processes I have in my mind.” Thus 
apparently here the centralized decision authority and relational mechanisms compen-
sate for an alleged lack of documented and formally communicated processes.  
On the relational level we find partial evidence for our propositions. Although the 
overall level of relational networks (3a) and information sharing (3b) is viewed quite 
moderately across the cases, we can make a longitudinal argument for the importance 
of relational networks based on case C. That is, the central IT unit in municipality C 
apparently continues to have great challenges in promoting organization-wide basic 
technology such as document management (“We are doing document management for 
10 years and I still come across areas that say: what, we have such thing?”). To ad-
dress these issues, now especially informal collaboration with the department of per-
sonnel and organization is improved, which “is shaping up well” (interviewee C). We 
argue that in case C, this informal collaboration can be seen as a mechanism that 
compensates for the lack of central decision authority for IT diagnosed earlier (1a).  
6 Conclusion and Discussion 
This work was motivated by the argument that little attention has been drawn on the 
idiosyncrasies of IT governance mechanisms in the public sector. Based on the extant 
literature, we proposed a conceptual model that links structural, procedural and rela-
tional mechanisms with the (novel) construct administration/IT alignment. We vali-
dated this model in three comparative cases. The findings suggest that structural and 
relational mechanisms are important means to achieve alignment between administra-
tion departments and IT units, while our findings provide no clear evidence for the 
influence exerted by procedural mechanisms. Furthermore, we were able to highlight 
how some mechanisms (especially relational) are used to compensate for a potential 
lack of other (i.e. structural and procedural) mechanisms. 
Regarding our focal question, we contend that, while there are at first sight no 
striking contrasts, it is worth to draw our attention to the subtle differences between 
public and private sector IT governance. Most notably, on a structural level we found 
evidence for our first proposition (1a) on the centralization of IT decision rights. This 
finding somewhat contrasts with IT governance in private sector that sees both “busi-
ness and IT participants [equally] to formally discuss and review the priorities and 
allocation of IT resources” as one of the most important enablers of IT alignment 
[25]. We rooted our proposition in the lower incentives for administration officials to 






Second, our findings corroborate the importance of relational networks for IT 
alignment especially in a public sector context [18]. This subtly contrasts with the 
classic understanding of IT governance private sector, where the effectiveness of 
relational mechanisms is often less pronounced [3]. For example, reference frame-
works such as ITIL and COBIT extensively stress the importance of processes and 
formal agreements (such as service levels) as opposed to relational mechanisms [4]. 
One possible explanation for this might be that, due to slower adoption of manage-
ment innovations [12], IT governance practices in the public sector cannot be regard-
ed as ‘mature’ as in private sector [25], so that relational mechanisms still need to 
compensate for a lack of procedural and structural devices.  
One major limitation of this study obviously lies in that we base our comparison on 
the literature rather than mirroring our cases directly with comparable private sector 
organizations. Also the small sample of three German municipalities and the single-
respondent approach demand caution when generalizing to other types of public 
agencies or other national contexts. However, the applied method allowed us to reveal 
important details about IT governance in the public sector, which was required for 
theory adaptation and the validation of our survey instrument. In a future study we 
plan to test our propositions in a broader sample of both private and public sector 
organizations and thus hope to produce more generalizable insights on the influence 
of the sector-variable on IT governance arrangements.  
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Abstract. Enterprises are confronted with frequent changes in their business 
environment which require quick responses. Thereby, highly skilled and flexi-
ble employees play a major role since they are able to respond promptly. To en-
hance competencies and flexibility, the concept of employee empowerment has 
been proposed. In this respect, the workforce is given an increased level of au-
tonomy and offered support during their decision-making processes. It is evi-
dent that technology can contribute within this context. However, the role of 
computer based learning with regard to the support of decision-making activi-
ties and the acquisition of competencies, especially in combination with in-
creased employee autonomy, has been neglected until now. On the basis of an 
empirical case study, we find that the usage of computer based learning within 
employee empowerment initiatives fosters the acquisition of competencies and 
increases employee flexibility. Additionally, enhanced employee autonomy is 
found to have a positive moderating effect on both relationships.  
Keywords: Employee Empowerment, Computer Based Learning, Problem 
Solving and Decision Support 
1 Introduction 
Today, enterprises are confronted with frequent changes in their business environment 
making it necessary to modify business strategies and processes to cope with continu-
ously and rapidly changing situations [1]. Accordingly, the ongoing need to realize 
and adapt to environmental changes is one of the key success factors for organizations 
striving to stay competitive even in turbulent markets and can be facilitated by em-
ployee empowerment initiatives [2]. Employee empowerment encompasses activities 
that aim at increasing the employees’ level of autonomy and ensuring that employees 
possess adequate competencies for conducting their tasks. Thus, these initiatives are 
supposed to lead to higher motivation and to increased employee flexibility [3]. As a 
result, enterprises are enabled to react faster on changed market conditions [4].  
Especially with regard to the realization of employee empowerment initiatives in 
the context of information intensive business processes, information systems play an 
important role [5]. For instance, information systems can support the employees’ 






quiring new knowledge. This enables employees to deal with increased responsibili-
ties and to react more flexible on emerging challenges. Against this background, deci-
sion support systems (DSS) seem to be a promising choice to cover these activities: 
On the one hand, their major task is to provide decision support to decision makers 
[6]. On the other hand, through the usage of DSS for problem solving and decision 
support (PSDS), additional competencies can be acquired [7]. In this context, com-
puter based learning systems represent a specific category of DSS: First, they can be 
used to support decision makers since decision makers may base their decisions on 
exemplary teaching cases provided within the system [6]. Second, computer based 
learning is especially suitable for employee empowerment initiatives as employees 
can apply these systems in order to acquire new knowledge and to enhance their level 
of competencies [8]. 
Related research in the field of employee empowerment has already investigated 
the impact of different employee empowerment initiatives on an individual or organi-
zational level. For instance, employee empowerment has been found to foster innova-
tive behavior [9] and to be strongly connected with employee training and develop-
ment [10]. However, the role of information systems within this process has been 
neglected until now. In particular, the impact of using computer based learning for 
PSDS as an important dimension of employee empowerment has not been focused on 
yet. Consequently, within this study, we investigate whether the usage of computer 
based learning for PSDS can contribute to employee empowerment initiatives. Addi-
tionally, we also examine whether an increased level of employee autonomy has a 
positive influence in this context. To examine these research questions, we conduct an 
empirical study among employees working in the financial services industry. For that 
purpose, a research model is developed that takes into account employee empower-
ment represented by the usage of computer based learning for PSDS as well as the 
level of employee autonomy. To investigate the impact of employee empowerment, 
the level of individual competencies and flexibility as well as several control variables 
are included in the research model. The associated hypotheses are tested based on 105 
complete responses from a survey among sales professionals of a large financial insti-
tution who used a computer based learning software for PSDS. The results from par-
tial least squares analyses suggest that computer-based learning is appropriate for 
employee empowerment initiatives when it is used for PSDS in combination with an 
increased employee autonomy. Thus, we contribute to the literature on employee 
empowerment with a focus on the application of information systems to support the 
employees’ problem solving processes. 
The remainder of this paper is structured as follows. Section 2 provides a theoreti-
cal overview regarding employee empowerment, the usage of information systems for 
PSDS and the corresponding role of DSS and computer based learning. Against this 
background, our research model is developed in section 3. Thereafter, the study is 
presented concerning the methodology applied, the operationalization of the con-
structs and the validation of the research model. Finally, in section 5, our results in-






2 Theoretical Background and Related Research 
The following section outlines the theoretical groundings of employee empowerment 
as a well as the usage of DSS for PSDS as an important enabler of employee empow-
erment. In this context, the usage of computer based learning as one category of DSS 
that supports PSDS and subsequently employee empowerment is discussed. 
2.1 Foundations of Employee Empowerment 
Empowering employees is defined as giving the workforce more power and flexibility 
in doing their tasks in order to achieve their work-related goals [3], [11–14]. Overall, 
the objective of employee empowerment initiatives is seen in increasing the employ-
ees’ intrinsic motivation, enhancing their individual competencies and to lead to high-
er satisfaction and, consequently, to better work results [4], [15], [16]. In some work, 
employee empowerment is seen as a continuation of classical employee involvement 
initiatives [17]. For that purpose, an appropriate organizational structure building on a 
low level of centrality and shared authority is required [5]. However, employee em-
powerment usually encompasses actions beyond solely increasing the employees’ 
participation in the decision-making processes. Most important, employee empower-
ment initiatives also foster the employees’ skills since adequate skills are a prerequi-
site to make proper decisions [5]. For that purpose, employees are trained to develop 
the required competencies.  
Since [11] identified a lack of empirical research within this context, different stud-
ies exploring the role of employee empowerment on an individual as well as an or-
ganizational level have been conducted. On an individual level, employee empower-
ment has been found to increase managerial effectiveness and innovative behavior of 
employees [9]. Additionally, empowering employees has also been shown to increase 
individual work performance and job satisfaction [14]. Another stream of research has 
examined the effects of employee empowerment on an organizational level. One main 
finding in this area is that employee empowerment initiatives are strongly related to 
employee training and development activities [10]. Furthermore, it has been provided 
evidence that employee empowerment initiatives foster organizational effectiveness 
and performance [18]. 
Overall, the application of technology plays a major role within employee empow-
erment initiatives [5]. For example, employees’ decision-making capabilities as well 
as their work-related skills can be supported and fostered by appropriate information 
systems. Consequently, first evidence has been provided that information systems 
enable employee empowerment [19]. However, to the best of our knowledge, the 
impact of information systems that support the employees’ decision-making processes 
in the context of employee empowerment initiatives as well as the effect of increased 
employee autonomy during the application of such information systems has not been 






2.2 Employee Empowerment through Systems for Problem Solving and 
Decision Support 
As described above, technology plays a major role in employee empowerment initia-
tives encompassing the support of employees during their decision-making processes 
and the enhancement of their problem solving capabilities [5]. Thereby, decision sup-
port systems represent a category of information systems that is especially suitable to 
accompany these tasks: Being considered as systems addressing individual or organi-
zational decision-making and providing appropriate tools, they focus on the support 
of decision makers [20], [21].  
In this context, a DSS is defined as a system that provides support during the dif-
ferent phases of the decision-making process [22], i.e. the intelligence phase, the de-
sign phase, the choice phase and the implementation phase [6], [22], [23]. Within 
these phases, individuals identify specific problems necessitating decision making 
(intelligence phase), understand these problems as well as search for appropriate solu-
tions (design phase), select a particular course of action (choice phase) and implement 
the solution (implementation phase). In this context, DSS provide support for semi-
structured as well as unstructured problems [22], whereas a problem is denoted as 
structured if each phase of the decision-making process can be supported by means of 
algorithms and standardized procedures. In contrast, if none of these phases can be 
supported in this way, the problem is considered to be unstructured. Otherwise, the 
problem is denoted as semi-structured [24]. Consequently, DSS might be considered 
as appropriate tools within employee empowerment initiatives, especially for employ-
ees dealing with semi-structured and unstructured problems.  
There are many studies investigating the factors connected to decision support sys-
tem acceptance as well as the individual and organizational impact of decision sup-
port system usage. For example, [25] as well as [21] provide extensive literature re-
views. Additionally, several authors focus on specific types of DSS like web-based 
decision support systems [26] or specific factors influencing DSS usage [27]. Never-
theless, the impact of utilizing these systems for PSDS in order to foster employee 
empowerment has not been investigated yet. The same applies to the impact of auton-
omous usage of these systems within the context of employee empowerment initia-
tives. 
2.3 Application of Computer Based Learning for Problem Solving and 
Decision Support 
The application of DSS for PSDS is strongly connected with the acquisition of addi-
tional knowledge since learning is seen as a contribution of DSS usage [7], [28]. Es-
pecially during the intelligence phase of the decision-making process, computer based 
learning systems can provide support to decision makers and are thus also considered 
as a specific category of DSS [6]. In this context, computer based learning systems 
provide the background knowledge that is necessary to identify situations requiring 
decision-making and enable the employees to cope especially with unstructured and 






possibility to acquire knowledge supported by electronic means. This encompasses 
the application of technologies like web based trainings or virtual classrooms [29]. As 
a result, the usage of computer based learning systems is connected with an increased 
learning flexibility since employees often have the possibility to decide to learn where 
and when they want to [29]. Additionally, users of computer based learning can indi-
vidually determine their speed of learning [30].  
Against this background, computer based learning seems to be an adequate instru-
ment for supporting employees’ decisions, increasing their level of competencies and, 
consequently, for employee empowerment initiatives. However, to our knowledge, 
the usage of computer based learning for PSDS and its relation to employee empow-
erment has not been analyzed empirically before. 
3 Research Model and Hypotheses 
Grounded on the theoretical foundations presented above and in order to examine our 
research questions, we conceptualized a research model as depicted in Figure 1 to 
empirically validate the impact of information system (i.e. computer based learning) 
usage for PSDS related to employee empowerment initiatives and the resulting effect 
on individual employee flexibility. 
 
Fig. 1. Structural Model 
Since the application of information systems is considered to enable employee em-
powerment [19], a variety of systems can be used within employee empowerment 
initiatives. In particular, the application of computer-based learning systems facilitates 
employee empowerment due to two reasons. On the one hand, computer based learn-
ing plays an important role within the employees’ decision-making processes when it 
is applied for problem solving and decision support [5], [6]. On the other hand, em-
ployees use computer-based learning to acquire the competence that is necessary to 
do their tasks [8].  
Within the research model, employee empowerment is represented by two con-
structs: As described above, computer based learning systems are strongly related to 
the support of individuals’ decision-making processes and subsequently, they repre-






of computer based learning systems for PSDS as starting point of our research model. 
Additionally, another important factor of employee empowerment initiatives is repre-
sented by the level of self-determination employees are confronted with when doing 
their tasks [3], [11–14]. In our study, this is represented by the autonomy employees 
have when using computer based learning. The individual results of these employee 
empowerment activities are represented by the level of competence the employees 
acquire as well as through the flexibility the employees have to react on new situa-
tions. In the following, we provide the hypotheses for our research model and the 
rationale behind them. 
 
Effect of Employee Empowerment Initiatives applying Computer Based Learn-
ing on the Level of Individual Flexibility. In comparison to learning scenarios 
which require personal attendance, computer based learning applied within employee 
empowerment initiatives offers the possibility to learn without place and time con-
straints [29]. For example, computer based learning can be used even when traditional 
forms of education are not available: If this form of learning is used for PSDS, users 
should be able to find solutions to their problems quicker compared to waiting for the 
next ordinary classroom session with personal attendance. As a result, the usage of 
computer based learning is supposed to offer employees a high level of flexibility 
[31]. Thus, we hypothesize: Hypothesis H1: Increased usage of computer based 
learning for PSDS leads to higher employee flexibility. 
 
Effect of Employee Empowerment Initiatives on the level of competence. When 
using computer based learning, employees make use of web-based trainings or virtual 
classrooms that enable them to browse through different contents. Additionally, em-
ployees are able to use built-in tests to train their daily work situations. These differ-
ent possibilities foster learning and consequently – when employees are able to apply 
the knowledge – build up competencies [32]. Against this background, we hypothe-
size: Hypothesis H2: Increased usage of computer based learning for PSDS leads to a 
higher level of competencies. 
 
Effect of the Level of Competence on the Level of Individual Flexibility. High 
levels of competence are seen as a prerequisite for employees to be able to adequately 
sense and respond to changes in the business environment and, consequently, for 
enhanced employee flexibility [2]: On the one hand, adequate skills are necessary to 
detect situations requiring for decisions [6]. On the other hand, the familiarity with 
adequate instruments and techniques for responding to these situations is also neces-
sary to cope with these situations [2]. Thus, we hypothesize: Hypothesis H3: A higher 
level of work-related competencies leads to higher employee flexibility 
 
Moderating Effect of Employee Autonomy. Extending employee autonomy in deci-
sion making processes is a key part of employee empowerment initiatives [5]. In this 
context, computer based learning can be used to provide employees with a higher 
level of autonomy since it offers the possibility to choose place and time of learning 






of autonomy, the users will apply the system when they need support during their 
decision-making processes [33]. As a result, a positive moderating effect both on the 
acquisition of new competences as well as on the level of individual flexibility is 
expected. Against this background, we hypothesize: Hypothesis H4a: Higher levels of 
autonomy positively influence the positive relationship between the increased usage 
of computer based learning for PSDS and the level of individual flexibility.  
Hypothesis H4b: Higher levels of autonomy positively influence the positive rela-
tionship between the increased usage of computer based learning for PSDS and the 
level of employee’s competencies. 
 
Control Variables included in the Research Model. We also include two control 
variables into our research model to ensure reliability of results. On the one hand, we 
control for job relevance [34] since the usage of a computer based learning system 
that is relevant for the employees’ tasks might also cause enhanced individual flexi-
bility. Additionally, we also control for the personal innovativeness in the domain of 
information technology [35] because employees being more innovative may also be 
more flexible in responding to new challenges. 
4 Data Set and Methodology 
To validate our research model, we use the partial least squares (PLS) method which 
is a components-based structural equation modelling technique [36]. We choose PLS, 
because it has several advantages: PLS requires few distributional assumptions about 
the data and is able to handle measurement errors in exogenous variables [37]. Addi-
tionally, PLS can handle small data sample models [37]. Thus, we use SmartPLS [38], 
an implementation of the PLS algorithm, for the calculation of our results which are 
presented in the following subsections. 
4.1 Measures Securing Content Validity 
To secure content validity, existing measures from previous empirical studies were 
derived and adapted to the context of our study. For that purpose, a linkage to com-
puter based learning was included into the measures where necessary. As a conse-
quence, our measures cover the specific aspects of computer based learning within the 
context of employee empowerment initiatives. For instance, we focus on competen-
cies acquired by computer based learning instead of competencies acquired through 
other paper-based teaching materials. In our study, we only use reflective constructs 
which are represented by a set of indicators that are presented in table 1. The indica-







4.2 Data Collection and Sample Profile 
The study aimed at users of computer based learning systems in an enterprise context. 
As we wanted to investigate the effect of employee empowerment on employee flexi-
bility, we only included employees who had used a computer based learning system 
before and who, as a consequence, could assess their level of competence and flexibil-
ity after having used the system. We conducted our survey within the financial ser-
vices industry among employees that have to give advice to customers and who have 
been given the opportunity to use computer based learning in form of an asynchro-
nous web based training in order to acquire knowledge about different financial prod-
ucts. In June 2010, 310 employees were invited to participate in the survey by filling 
out the questionnaire online. After one week, a reminder was sent to non-respondents. 
In total, 129 responses were returned, indicating a response rate of 41.6 percent.  
Table 1. Indicators used within the measurement model 
Competence [9] Employee Autonomy [9] 
COMP1: Resulting from the use of computer based 
learning, I have the ability to do my job. 
EA1: I have significant autonomy in determining how 
I use computer based learning. 
COMP2: Resulting from the use of computer based 
learning, I have the capabilities to perform my work 
activities. 
EA2: I can decide on my own how I use computer 
based learning. 
COMP3: Resulting from the use of computer based 
learning, I have the skills necessary for my job. 
EA3: I have considerable opportunity for independ-
ence in how I use computer based learning. 
Individual Flexibility [39] Job Relevance [34] 
FLEX1: Resulting from the use of computer based 
learning, I am able to react timely on new Situations. 
REL1: In my job, usage of computer based learning is 
important. 
FLEX2: Resulting from the use of computer based 
learning, I have the flexibility to respond to new challeng-
es. 
REL2: In my job, usage of the computer based learn-
ing is relevant. 
FLEX3: Resulting from the use of computer based 
learning, for me, it is simple to respond to new challenges. 
REL3: The use of computer based learning is perti-
nent to my various job-related tasks. 
IT use for problem solving and decision support [40] Personal Innovativeness in the Domain of Information 
Technology [35] 
PSDS1: I use computer based learning to improve the 
efficiency of the decision process. 
PIIT1: If I heard about a new information technology, 
I would look for ways to experiment with it. 
PSDS2: I use computer based learning to help to 
make explicit the reasons for my decisions. 
PIIT2: Among my peers, I am usually the first to try 
out new information technologies. 
PSDS3: I use computer based learning to analyse why 
problems occur. 









For conducting our evaluation, we excluded responses of employees whose last ac-
cess on a computer based learning system was dated back too far, which encompasses 
all users who have not accessed the system for three years. As a result, we finally 
included 105 responses within our study, whereas 64 of these respondents were male, 
39 were female and the remainder didn't state their gender. Considering the age, there 
are no respondents who are younger than 20 or older than 60 years. 33 respondents 
are 20-29 years old, 38 persons belong to the group of people being 30-39 years old, 
19 persons are 40-49 years old and 15 respondents are 50-59 years old. 
4.3 Validation of the Measurement Model 
For validating the measurement model, content validity, construct reliability, and 
construct validity have to be investigated. In subsection 4.1, content validity was al-
ready addressed. The internal consistency of the measurement model is concerned by 
the investigation of construct reliability [41]. Construct reliability measures whether 
items yield consistent results meaning that they are free from structural error. For 
evaluating construct reliability, we calculated the average variance extracted (AVE), 
the composite reliability (CR), and the Cronbach’s alpha scores. Thereby, AVE 
measures the amount of variance that a construct captures from its indicators, relative 
to the amount due to measurement error [37], CR measures the internal consistency of 
the Indicators [37] and Cronbach’s alpha represents an alternative measure for esti-
mating internal consistency assuming that all indicators have equal weights [37]. For 
each score, there are existing thresholds which should be exceeded to ensure that the 
measurement items are consistent among each other. AVE should be greater than 0.5 
[42], CR should be higher than 0.7 [43] and Cronbach’s alpha should exceed the level 
of 0.7 [44]. As depicted in table 2, all reliability scores are above the recommended 
thresholds indicating internal consistency. 
Table 2. Means, standard deviations (SD), average variances extracted (AVE), composite reli-
abilities (CR), Cronbach's alphas (Alpha), and correlations among constructs (off-diagonal 














































COMP 4.634 1.336 0.860 0.949 0.919 0.927      
FLEX 4.658 1.375 0.898 0.963 0.943 0.839 0.948     
PSDS 4.821 1.363 0.848 0.944 0.911 0.690 0.714 0.921    
EA 5.618 1.109 0.828 0.935 0.890 0.379 0.378 0.394 0.910   
REL 4.925 1.257 0.772 0.911 0.853 0.717 0.728 0.769 0.391 0.879  







In comparison to construct reliability, where the measurement within a construct is an 
issue, the evaluation of construct validity refers to the wider, out of the construct vali-
dation of its measures [41]. Construct validity includes convergent validity and dis-
criminant validity [45]. Through convergent validity, the internal consistency of the 
indicators assigned to the latent variables should be measured. As follows, it has to be 
tested if the assumed relationship between the indicators and the latent construct can 
also be observed in practice. In this context, significant inter-indicator and indicator-
to-construct correlations are seen as evidence of convergent validity [46], which is 
shown since the loadings of the reflective constructs are above the threshold of 0.707 
that is recommended by [37]. These results provide confidence that there exists more 
shared variance between the construct and its indicators than error variance [43]. As a 
result, the adequate use of the measurement items is shown. Additionally, discrimi-
nant validity assesses if indicators of latent variables that should theoretically not be 
related to each other are also not related to each other in practice. Therefore, the cor-
relations between the constructs should not be high and the Fornell-Lacker criterion 
should be fulfilled, i.e. a construct must share more variance with its assigned indica-
tors than with any other construct [42] which is assessed by analyzing the inter-
construct correlations and the AVE scores. Thereby, the square root of the AVE 
should exceed the inter-construct correlations of the respective construct [42]. As 
table 2 shows, the square root of the AVE is higher than the inter-construct correla-
tions which indicates discriminant validity. 
4.4 Validation of the Structural Model 
Since construct validity and construct reliability have been shown, we feel confident 
to estimate the parameters in the structural model to validate the structural model and 
to test the proposed hypotheses. Therefore, PLS path modeling was used. As PLS 
does not directly provide significance tests, the non-parametric bootstrap re-sampling 
method was conducted to provide confidence intervals for all parameter estimates. 
Additionally, we used a procedure proposed by [36] to estimate the moderating effect 
of employee autonomy. As a first step, we standardized the indicators to reduce 
multicollinearity. The standardized indicators of the predictor and moderator variables 
were used in the next step to generate product indicators which reflect the latent inter-
action variables. At last, the PLS procedure was applied to estimate the dependant 
variables of individual flexibility and competence.  
The results of the estimation are depicted in table 3. Thereby, we compare three 
nested models for the dependent variable individual flexibility in order to check the 
robustness of our results (Model 1: baseline model with the control variables only; 
Model 2: Model 1 + main effect; Model 3: Model 2 + moderated mediaton). Since 
these models are fully nested, the difference of the explanatory power (measured by 
the squared multiple correlations R²) can be compared.  
As can be seen due to significant path coefficients, H1-H4b are supported at least 
at a 10 percent significance level whereas 2 out of 5 hypotheses are significant at a 5 






usage of computer based learning for PSDS has a positive impact on the level of indi-
vidual flexibility (H1) and competence (H2). Additionally, the positive impact of 
competence on flexibility (H3) is demonstrated. Finally, the moderating effect of 
employee autonomy is confirmed, too (H4a and H4b). 
Considering the path coefficients, the moderating effect of employee autonomy as 
well as the relationship between the usage of computer based learning for PSDS ex-
ceed the minimal level of 0.1 [47]. Additionally, the path coefficients of H2 and H3 
exceed the level of 0.2 suggested by Chin (1998) as well. Thus, the path coefficients 
can be regarded as meaningful. 









C1: REL  FLEX 0.72** 0.37** 0.15* 
C2: PIIT  FLEX 0.06 0.08 0.02 
H1: PSDS  FLEX   0.45** 0.18* 
H2: PSDS  COMP   0.63** 
H3: COMP  FLEX   0.56** 
H4a: PSDSxEA  FLEX    0.11* 
H4b: PSDSxEA  COMP   0.12* 
R2 (FLEX) 0.54 0.61 0.76 
∆ R2 (FLEX)  + 0.07 + 0.15 
R2 (COMP)   0.54 
 
The explanatory power of the structural model can be determined by the squared mul-
tiple correlations (R²) of the dependant variables. According to [37], R² values of 
0.19, 0.33 or 0.67 are classified as weak, moderate or substantial. Against this back-
ground, the explained variance of the dependant variable competence (0.54) can be 
described as moderate, whereas a substantial amount of variance of the dependant 
variable individual flexibility (0.76) is explained. 
4.5 Discussion 
Related to the research questions, it can be stated by now that the usage of computer 
based learning for PSDS can contribute to employee empowerment since it fosters the 
employees’ level of competencies. Taking into account the background of our study, 
computer based learning systems are thus adequate to enable employees to acquire the 
knowledge necessary for dealing with semi-structured and unstructured problems. In 
the specific case of this study, the users of the computer based learning software were 
thus able to acquire product-related knowledge that offers them the flexibility to deal 






Additionally, in combination with another empowerment activity, i.e. with enhanc-
ing the autonomy, employees’ flexibility can be increased. As a consequence, next to 
the acquisition of new knowledge, computer based learning systems may also be used 
to recapitulate knowledge and to find answers for open questions. For instance, in the 
case of those employees giving advice about specific financial products, a proper 
computer based learning system offering summaries of the related lessons can be 
helpful and enhance the employees’ flexibility. In this context, it is clear that a related 
system has to be adapted to the corresponding context. Thus, a system to be used 
during a customer meeting has to offer enhanced possibilities to search and display 
contents compared to a system used internally only. In the case of employees visiting 
customers, it is thus especially recommended that the software applied also works 
properly on mobile devices. 
Furthermore, our results confirm that the system applied and the contents taught 
have to be relevant for the employees’ tasks. Thus, if standardized software packages 
are used, these solutions should be adaptable to the specific context. In this regard, 
appropriate computer based learning systems should allow for customizing the func-
tionality and services for supporting the employees’ needs and the required infor-
mation individually. Related to the specific case described in this study, teaching 
materials shall provide product-related information that is specific to the financial 
company and shall enable employees to train typical situations occurring during cus-
tomer meetings in a flexible and situated manner. 
According to our results, using computer based learning as a specific category of 
DSS in combination with granting an increased level of employee autonomy can be 
recommended in the course of employee empowerment initiatives. As a result, em-
ployees experience an increased level of flexibility when doing their tasks which may 
consequently increase a corporation’s ability to sense and adapt to changing situa-
tions. 
5 Summary and Conclusion 
Employee empowerment has been an issue in the management literature for many 
years. However, the role of information systems within employee empowerment initi-
atives and the resulting impact on individual employee flexibility has been neglected 
until now. Thus, grounded on the theoretical background of employee empowerment, 
we outline that computer based learning systems represent a specific category of DSS 
that is especially suitable for employee empowerment initiatives.  
By means of an empirical study, we find that employee empowerment initiatives 
lead to an increased level of individual employee flexibility. Thereby, employee em-
powerment is composed of two main activities. On the one hand, the usage of com-
puter based learning for PSDS leads to an increased level of competence and, conse-
quently, to an increased level of individual employee flexibility. On the other hand, 
this positive relationship is moderated by another activity being part of employee 






The implications of our research are threefold. First, we contribute to the literature 
on employee empowerment by investigating the impact of information systems usage 
for problem solving and decision support on an individual level. Therefore, we pro-
vide a research model to examine the relationship between the application of comput-
er based learning for employee empowerment initiatives and employee flexibility 
which, to our knowledge, has not been investigated before. Second, we consequently 
show that computer based learning is an adequate means to empower employees. 
Thus, corporations should offer the possibility to use computer based learning soft-
ware to support employees that have to solve semi-structured and unstructured prob-
lems. Third, we provide practitioners with the insight how to implement related initia-
tives. With this respect, we show that the positive impact of the usage of computer 
based learning for PSDS on employee flexibility can be fostered by an increased level 
of employee autonomy. As a result, corporations shall implement employee empow-
erment by the application of computer based learning in combination with an in-
creased level of autonomy in system usage to enhance the employees’ flexibility and 
to adequately respond to changing market circumstances.  
This research has been conducted within the financial services industry that can be 
seen as a knowledge intensive business domain. Thus, we are aware of the limitation 
that the effect of employee empowerment initiatives within less knowledge intensive 
domains might be different. Additionally, there are also cases where standardized 
computer based learning software is not available because of highly specialized tasks 
(i.e. in research departments) which requires to adapt employee empowerment initia-
tives. Furthermore, this study examines the effects of computer based learning repre-
sented by a web based training that facilitates asynchronous learning. In contrast, 
other technologies in the area of computer based learning such as virtual classrooms 
emphasize synchronous learning (e.g. by means of video conferences) and, as a result, 
offer less flexibility which might also lead to different results. 
This study also provides several avenues for further research. To take the limita-
tions into account, the impact of computer based learning in other, less knowledge-
intensive domains has to be investigated. Additionally, further research might exam-
ine whether the amount of synchronous learning has an impact on the success of em-
ployee empowerment initiatives. Finally, it remains an interesting research question 
whether there are specific short-term and long-term effects of employee empower-
ment on an individual or organizational level that could be examined with a longitu-
dinal study. 
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Abstract. Der kontinuierliche Wandel in Unternehmen führt auch zu Anpas-
sungen im Controlling. Dies betrifft bei IT-Outsourcing Projekten das IT-
Controlling. Bisher findet sich noch keine eindeutige Antwort darauf, ob und 
warum ein solcher Wandel im IT-Controlling gelingt bzw. nicht gelingt. Auf 
Basis des Modells von Burns/Scapens [1], das einen strukturations-
theoretischen Ansatz zur Interpretation von Veränderungen im Controlling er-
möglicht, wird der Fall der IT-Auslagerung bei einem öffentlichen Unterneh-
men untersucht. Die Daten des Praxisunternehmens stammen von einem deut-
schen Verkehrsflughafen und werden anhand einer interpretativen Fallstudie 
ausgewertet. Dabei zeigt sich, dass sich das Burns/Scapens Modell für die In-
terpretation von Veränderungen im IT-Controlling bei öffentlichen Unterneh-
men eignet und dazu dienen kann, Erfolgsfaktoren im Veränderungsprozess zu 
identifizieren. 
Keywords: IT-Controlling, organisatorischer Wandel, öffentliche Unternehmen 
1 Einleitung 
Veränderungen im Controlling, seien sie bedingt durch strukturelle Organisations-
anpassungen oder den kontinuierlichen Wandel in Unternehmen, sind bereits seit 
mehreren Jahren im Fokus der betriebswirtschaftlichen Forschung [2]. Viele Beiträge 
in diesem Forschungsfeld untersuchen, wie sich ein ideales Controlling-System im 
Kontext der organisatorischen Veränderungen konzeptionell darstellt. Deutlich weni-
ger Aufmerksamkeit wurde bisher darauf gelegt, wie sich das Controlling im Unter-
nehmen zu dem entwickelt, was es ist, also auf den kontinuierlichen Veränderungs-
prozess, der zur Institutionalisierung von Tätigkeiten führt [3]. 
Einen konzeptionellen Ansatz zur Darstellung von Veränderungen im Controlling 
stellt das Modell von Burns und Scapens [1] dar. Dieses Modell ermöglicht die Be-







Bisher finden sich in der Literatur kaum Beispiele, die das Modell auf praktische 
Fallstudien anwenden. Eine Ausnahme findet sich bei Herbert/Seal [4]. Sie untersuch-
ten anhand der Daten eines privatwirtschaftlichen Energieversorgers in Großbritanni-
en, welche Veränderungen durch das IT-Outsourcing im IT-Controlling entstehen. Im 
Gegensatz zu Herbert/Seal [4] steht im Fokus dieser Arbeit die Fragestellung, ob sich 
das Modell ebenfalls für die Interpretation von Veränderungen in öffentlichen Unter-
nehmen eignet. Dazu wird der Fall des IT-Outsourcings an einem deutschen Ver-
kehrsflughafen herangezogen. Damit sollen folgende Forschungsfragen beantwortet 
werden: 
 
Forschungsfrage 1:  In wie weit eignet sich das Modell von Burns und Scapens 
zur Analyse von Veränderungen im IT-Controlling bei öf-
fentlichen Unternehmen? 
 
Forschungsfrage 2: Ist es mit Hilfe des Modells möglich, die Faktoren zu identi-
fizieren, die einen erfolgreichen Veränderungsprozess im IT-
Controlling unterstützen? 
 
Zunächst wird in Kapitel 2 die Theorie der alten institutionellen Ökonomie (old 
institutional economics) und das von Burns und Scapens entwickelte Modell vorge-
stellt. Danach wird erläutert, in wie weit sich das Modell als Schema für die Interpre-
tation der Fallstudie hinsichtlich Art und Umfang der organisatorischen Veränderung 
eignet. Im dritten Teil des Beitrags werden die zugrunde gelegte Forschungsmethodik 
sowie die Ergebnisse aus der Fallstudie präsentiert. In Kapitel 4 wird untersucht, wel-
che Implikationen sich unter Anwendung des Models von Burns und Scapens auf das 
Praxisbeispiel ergeben und ob sich dadurch Eigenschaften identifizieren lassen, die 
für eine erfolgreiche Implementierung von neuen Controlling-Ansätzen förderlich 
sind. Abschließend werden die Untersuchungsergebnisse unter Berücksichtigung der 
Forschungsfragen zusammengefasst und Anregungen für die weitere Forschung auf 
diesem Gebiet gegeben. 
2 Theoretische Grundlagen 
2.1 Veränderungen im Controlling und die Theorie der alten institutionellen 
Ökonomie 
Dieses Kapitel dient dazu, eine kurze Einführung in das Thema organisatorische Ver-
änderungen aus dem Blickwinkel der institutionellen Theorien zu geben und zu erklä-
ren, warum das Modell von Burns/Sacpens [1] zur Interpretation der Veränderungen 
im IT-Controlling bei öffentlichen Unternehmen ausgewählt wurde. 
Das Thema Veränderung und vor allem die Suche nach Erklärung, wie und warum 
diese geschieht, ist schon lange ein zentrales Thema in der Forschung [5]. Da die 
bestehenden Theorien zu statisch sind, um die dynamischen Effekte bei Veränderun-






sich neue Theorien entwickelt [6]. Die Prämisse, dass Veränderungen durch die sozia-
len und persönlichen Interessen in einem Unternehmen wesentlich beeinflusst wer-
den, führt zur Anwendung der institutionellen Theorie als Grundlage für die Interpre-
tation von organisatorischen Veränderungen. Im Gegensatz z.B. zur Theorie der offe-
nen Systeme (open systems theory), welche die Auswirkungen externer Umweltein-
flüsse auf das Unternehmen betont, fokussiert sich die institutionelle Theorie auf die 
organisatorischen und kulturellen Einflussfaktoren innerhalb des Unternehmens [7]. 
Nach der Definition von Scott [8] werden bei der institutionellen Theorie die Prozesse 
betrachtet, die dazu führen, dass sich Regeln, Normen und (Arbeits-) Routinen in der 
Organisation etablieren und dadurch zum Bestandteil der Institution, d.h. institutiona-
lisiert, werden. Dieser präziser gefasste Fokus auf die organisatorischen Strukturen 
eignet sich nach Björck [9] gut dafür, die Veränderungen beim IT-Controlling zu 
interpretieren, da hier nicht wie bei der Systemtheorie das gesamte Umfeld des IT-
Bereichs von der Hardware über die Software bis hin zu den menschlichen Interaktio-
nen betrachtet werden muss. Somit dient die institutionelle Theorie als geeigneter 
Ausgangspunkt für die Analyse von Veränderungen im IT-Controlling unter besonde-
rer Berücksichtigung der Unternehmensorganisation, welche als wesentlicher Ein-
flussfaktor hierfür angenommen wird. 
Innerhalb der institutionellen Theorie lassen sich nach Burns/Scapens [1] drei ver-
schiedene Strömungen differenzieren. Aufgrund der im Fokus stehenden Analyse der 
Veränderungen im IT-Controlling auf Basis von sozialen und organisatorischen Ein-
flussfaktoren werden sowohl die neue institutionelle Theorie als auch die neue institu-
tionelle Soziologie angesichts ihrer abweichenden Sichtweisen im Folgenden nicht 
weiter betrachtet. Die alte institutionelle Ökonomie bietet die notwendigen Ansatz-
punkte, den Veränderungsprozess im Controlling zu strukturieren, und richtet die 
Aufmerksamkeit auf die organisatorischen Regeln und (Arbeits-) Routinen [1]. 
Die Hauptbestandteile in der alten institutionellen Ökonomie sind Institutionen, 
Aktionen, Regeln und Routinen. Institutionen sind Strukturen, welche die für selbst-
verständlich angenommenen Regeln und das gemeinsame Werteverständnis umfassen 
sowie die Entscheidungsbefugnisse innerhalb der Organisation festlegen [1]. Diese 
Regeln dienen dazu, das soziale Verhalten innerhalb der Institutionen einzuschränken, 
zu kontrollieren bzw. zu unterstützen [9]. Institutionen schaffen die Voraussetzung 
dafür, dass verschiedene Rollen von Mitarbeitern mit ihren zuständigen Aufgabenge-
bieten, Handlungsbefugnissen und Beziehungen differenziert werden können [1]. 
Aktionen folgen den für selbstverständlich angenommenen Voraussetzungen der 
Institutionen. Burns/Scapens [1] beschreiben das Verhältnis von Institutionen zu Ak-
tionen wie das Verhältnis von Sprache zu Rede. Über die Sprache werden die ge-
meinsamen Regeln für die Grammatik, d.h. die Struktur der Sprache, festgelegt, wäh-
rend bei der Rede diese Regeln angewandt und in die Praxis umgesetzt werden. 
Zwei weitere Bestandteile der alten institutionellen Ökonomie sind Regeln und 
Routinen. Regeln umfassen konkrete Verfahrensanweisungen und formale Beschrei-
bungen des Controlling-Systems. Routinen hingegen repräsentieren die aktuell ange-
wandten Controlling-Methoden, also die Ausführung des Controlling-Systems [1]. In 
der Literatur zur alten institutionellen Ökonomie finden sich zahlreiche Dichotomien, 






ermöglichen [1]. Bei Burns/Scapens [1] werden drei Dichotomien, die für Verände-
rungen im Controlling von besonderer Bedeutung sind, erwähnt und näher beschrie-
ben: 
 
Formelle und informelle Veränderung im Controlling 
Formelle Veränderungen sind durch die bewusste Gestaltung bzw. Einführung von 
neuen Regeln oder Routinen gekennzeichnet [10]. Diese Form der Veränderung wird 
oft Top-Down in die Organisation eingebracht und durch neue Verfahrensanweisun-
gen und Controlling-Methoden instanziiert [1].  
Die informelle Veränderung läuft auf der impliziten Ebene ab. Dabei ersetzen über 
einen gewissen Zeitraum hinweg neue (Arbeits-) Routinen die bisher angewandten 
Techniken, ohne dass eine gezielte Veränderung verfolgt wird, alleine aus dem Wie-
derholen von neuen Prozessschritten [1]. 
 
Revolutionäre und evolutionäre Veränderung im Controlling 
Während eine revolutionäre Veränderung zu einer grundlegenden Umgestaltung 
der vorhandenen Regeln und Routinen führt, besitzt die evolutionäre Veränderung 
einen inkrementellen Charakter und führt nur zu geringen Anpassungen der bestehen-
den Regeln und Routinen [1]. In der Praxis kann es durchaus vorkommen, dass eine 
signifikante inhaltliche Änderung der Controlling-Systematik nur eine geringe Aus-
wirkung auf die bestehenden (Arbeits-) Routinen und Strukturen mit sich bringt [1]. 
 
Regressive und progressive Veränderung im Controlling 
Eine weitere Dichotomie der Veränderung geht auf die Definition von Tool [11] 
zurück. Er differenziert zwischen dem „zeremoniellen“ Verhalten und dem „instru-
mentellen“ Verhalten. Das „zeremonielle“ Verhalten zielt darauf ab, bestehende 
Machtstrukturen zu erhalten, was Tool als regressive Veränderung bezeichnet. Auf 
der anderen Seite sieht er das „instrumentelle“ Verhalten, das versucht, mit dem bes-
ten vorhandenen Wissen bzw. vorhandenen Technologien auftretende Probleme zu 
lösen. Progressive Veränderungen führen dazu, dass das „zeremonielle“ Verhalten 
durch „instrumentelles“ Verhalten ersetzt wird, wohingegen regressive Veränderun-
gen zu einer Stärkung des „zeremoniellen“ Verhaltens führen und dadurch institutio-
nelle Veränderungen erschweren [1]. 
2.2 Das Burns und Scapens Modell 
Ein Kritikpunkt im Bezug auf die Interpretation des Wandels im Controlling besteht 
darin, dass die bisherigen Theorien und Modelle zu statisch und unflexibel sind, um 
den Veränderungsprozess zu erfassen [6]. Dort knüpft das Modell von Burns/Scapens 
[1] an: Es betrachtet Veränderungen als Prozess und konzentriert sich auf die organi-
satorischen Regeln und (Arbeits-) Routinen. Das Modell ermöglicht eine differenzier-
tere Interpretation des organisatorischen Wandels im Controlling durch die Einbin-
dung der (drei) Dichotomien [4]. Abbildung 1 zeigt das Modell von Burns/Scapens 








Abb. 1. Burns/Scapens Modell des Veränderungsprozesses [1]. 
Die von links nach rechts verlaufende Zeitleiste verdeutlicht, dass es immer einen 
bestehenden ersten Satz von Routinen und Regeln im Unternehmen gibt. Durch den 
ersten Pfeil (a) wird die Übersetzung von institutionellen Prinzipien in Regeln und 
Routinen repräsentiert. Im zweiten Prozess (b) erfolgt die Einbindung der Mitarbeiter 
der Organisation, welche die auf den institutionellen Prinzipien basierenden Regeln 
und Routinen als Verfahrensanweisungen in die Organisation hineinbringen. Der 
dritte Pfad (c) symbolisiert die sich wiederholenden Arbeitsabläufe und führt zur Re-
produktion der definierten Routinen. Der vierte Pfeil (d) repräsentiert die Institutiona-
lisierung von neuen bzw. angepassten Regeln und Routinen, die sich aus dem Ar-
beitsverhalten der im Prozess tätigen Mitarbeiter entwickelt haben [1]. 
Mit Hilfe dieser Prozesse kann der Grad der konzeptionellen Veränderung kennt-
lich gemacht werden [4]: So kann analysiert werden, wie fundamental die Verände-
rungen bezogen auf Regeln und Routinen sind und ob diese reproduziert werden 
(Abb.1, Pfeil c). Sind Veränderungen nachhaltig, werden sie fortan als neue Regeln 
und Routinen "für selbstverständlich" im Unternehmen wahrgenommen (Abb. 1, Pfeil 
d). 
2.3 Anwendbarkeit des Modells und Einschränkungen 
Die Theorie der alten Institutionellen Ökonomie ermöglicht durch ihre Charakteristi-
ka, Veränderungen im Bereich des IT-Controllings zu untersuchen [9]. Ein Beispiel 
für die Anwendung des Models findet sich bei Herbert/Seal [4], die die Auswirkungen 
der Einführung von IT-Shared Service Centern auf das Controlling anhand eines pri-
vatwirtschaftlichen Energieversorgers analysiert haben. Öffentliche Unternehmen 






men zu befinden und somit keinem Veränderungsdruck vom Markt ausgesetzt zu 
sein. Es stellt sich die Frage, wie in diesem Umfeld die Veränderung geschieht und 
woher die Motivation für den Wandel im IT-Controlling stammt (siehe Forschungs-
frage 1). 
Durch seinen Fokus auf die grundlegenden Eigenschaften des Veränderungspro-
zesses liegt der Nutzen des Modells darin, theoretische Konzepte zu beschreiben bzw. 
zu erklären und diese zur Analyse von interpretativen Fallstudien einzusetzen [1]. 
Dadurch sollen die Faktoren identifiziert werden, die einen erfolgreichen Verände-
rungsprozess im IT-Controlling unterstützen (siehe Forschungsfrage 2). 
Allerdings gibt es auch einige Einschränkungen bei der Anwendung des Modells 
zu beachten. Burns/Scapens [1] weisen darauf hin, dass ihr Modell keine operationali-
sierten Anweisungen für empirische Untersuchungen beinhaltet und nicht dafür ge-
dacht ist, Hypothesen zu testen. Dillard/Rigsby/Goodman [3] bestätigen, dass das 
Modell von Burns/Scapens einen Einblick in die organisatorische Struktur bietet. 
Diese Struktur muss aber im Rahmen eines mehrdimensionalen Kontextes gesehen 
werden, um die sozialen, politischen und wirtschaftlichen Einflüsse berücksichtigen 
zu können, die ebenfalls Einfluss auf die Organisation bzw. das Unternehmen aus-
üben [3]. Dieser Einschränkung wird mit dem Ansatz von DiMaggio und Powell [13] 
entgegnet, die ein Konzept zur Strukturierung von verschiedenen organisatorischen 
Ebenen entwickelt haben (siehe hierzu Kapitel 4). Durch das Strukturierungskonzept 
ergibt sich ein weiterer dynamischer Aspekt, der sich auf die Interpretation der Be-
obachtungen im Rahmen der Fallstudie auswirkt [4]. 
3 Methodische Vorgehensweise 
3.1 Forschungsdesign 
Nach der Vorstellung der theoretischen Grundlagen zum Veränderungsprozess im IT-
Controlling im vorherigen Kapitel erfolgt nun die Beschreibung der wissenschaftli-
chen Methodik, welche als Basis zur Datenerhebung und Datenanalyse herangezogen 
wurde. Diese lehnt sich an die Handlungsempfehlungen von Dubé und Paré [14] bzw. 
Paré [15] an. Gemäß der Empfehlung von Burns/Scapens [1] wird die Analyse anhand 
einer interpretativen Fallstudie durchgeführt.  
Da das Ziel der Arbeit nicht darin besteht, eine neue Theorie zu formulieren son-
dern zu prüfen, ob das Modell von Burns/Scapens [1] zur Analyse der Veränderungen 
im IT-Controlling bei öffentlichen Unternehmen angewendet werden kann, wird eine 
Einzelfallstudie durchgeführt. Die Einzelfallstudie ist hierbei angemessen, da sie zur 
Aufklärung im Rahmen des Theorietests beiträgt [16]. Als Suchstrategie für ein ge-
eignetes Fallbeispiel wurde „intensity sampling“ angewandt [17]. Um als Fallbeispiel 
gewählt zu werden, muss es sich um ein öffentliches Unternehmen handeln, dass über 
tiefgehende Erfahrungen im Bereich der Veränderungen des IT-Controlling verfügt, 
damit ausreichend Informationen zum Testen der Theorie gesammelt werden können. 
Ausgewählt wurde daher ein Flughafenbetreiber, bei dem die Ausgliederung des IT-






Mit Bezug auf die in Kapitel 1 vorgestellten Forschungsfragen sind die Instrumen-
ten und Aktivitäten des IT-Controllings im Fokus der Untersuchung. Das Untersu-
chungsobjekt ist die zentrale Controllingabteilung, da hier Erkenntnisse darüber vor-
handen sind, welche Veränderungen im Controlling der IT-Leistungen durch die Um-
organisation geschehen. Somit passt das gewählte Untersuchungsobjekt im vorliegen-
den Praxisbeispiel zu den Anforderungen und Anwendungsgrenzen der Theorie von 
Burns/Scapens [1]. 
3.2 Datenerhebung 
Als primäres Instrument zur Datenerhebung wurde ein semi-strukturiertes Interview 
verwendet. Um die formulierten Forschungsfragen zu beantworten wurde für das 
semi-strukturierte Interview ein Fragebogen entwickelt, der 4 Themengebiete ab-
deckt. Für Forschungsfrage 1 wurden speziell die Themen Struktur des Unterneh-
mens, verwendete Controllinginstrumente und Prozesse sowie der Ablauf und die 
Erfahrungen des Outsourcing-Verfahrens abgefragt. Zur Datengewinnung für For-
schungsfrage 2 diente der Teil Bewertung, welcher speziell auf die Ermittlung von 
Erfolgs- bzw. Misserfolgsfaktoren sowie Herausforderungen und Anforderungen an 
die Steuerung des IT-Bereichs ausgerichtet ist. 
Ausschlaggebend bei der Auswahl des Interviewpartners war, dass dieser umfas-
sende Erfahrungen über den gesamten Outsourcingprozess besitzt, über tiefgehendes 
Fachwissen im Bereich Controlling verfügt und die Veränderungen im IT-Controlling 
aus einer übergreifenden Perspektive gesamthaft beschreiben und bewerten kann. 
Dieses reduzierte und fokussierte Vorgehen folgt im Wesentlichen den Charakteristi-
ka der homogenen Stichprobenauswahl von Patton [17]. Auf Basis dieser Anforde-
rungen wurde als Interviewpartner der Leiter Controlling der Flughafengesellschaft 
ausgewählt. Er ist seit rund 20 Jahren im Unternehmen und hat 2004 die Leitung der 
Controllingabteilung übernommen. Zur Datenerhebung wurde vor Ort ein persönli-
ches Interview mit einer Dauer von 120 Minuten durchgeführt. Inhaltlich umfasst das 
Interview den Zeitraum vor dem Outsourcing bis zur aktuellen Situation, insgesamt 
rund sieben Jahre. Dadurch kann der Status des IT-Controllings vor und nach dem 
Outsourcing sowie der Veränderungsprozess betrachtet werden. Anschließend wurde 
das aufgezeichnete Interview von zwei Forschern zur Auswertung transkribiert. Auf-
grund der hohen Berufserfahrung und der langen Betriebszugehörigkeit können die 
Informationen aus dem Interview als valide eingestuft werden. 
Darüber hinaus konnten Daten aus öffentlich zugänglichen Quellen im Internet ge-
neriert werden. Hierzu zählen insbesondere Organigramme, Geschäftsberichte und 
Leistungsbeschreibungen. Da es sich hierbei um testierte Jahresabschlüsse sowie 
offizielle Informationen über das Unternehmen bzw. die Tochtergesellschaft handelt, 
sind diese Informationen ebenfalls als zuverlässig einzuordnen. Diese konnten dazu 
verwendet werden, die Aussagen des Interviewpartners hinsichtlich der erwähnten 







Um die Daten aus dem Interview hinsichtlich der originären Fragestellungen beant-
worten zu können, wurde das Interview codiert. Hierzu wurde zunächst auf Basis der 
wörtlichen Aussagen eine aggregierte, auf den Inhalt der Aussage beschränkte, Zu-
sammenfassung formuliert. Zur Beantwortung der Forschungsfrage 1 wurden drei 
Codierungselemente besonders erfasst: Als erstes wurde analysiert, ob der zeitliche 
Bezug der Antwort vor oder nach dem Outsourcing liegt. Danach wurde das Control-
ling Instrument innerhalb der Aussage extrahiert. Als dritter Bestandteil wurde eine 
Zuordnung der Aussage zu dem Modell von Burns/Scapens [1] getätigt. Hinsichtlich 
Forschungsfrage 2 wurde ebenfalls ein Codierungselement zur Identifizierung der 
Erfolgsfaktoren eingeführt. Einen Auszug aus der Coding-Tabelle stellt Abb. 2 dar. 
 
Nr. Frage Antwort (wörtlich)
Antwort 
(inhaltlich)













Natürlich machen wir auch 
Abweichungsanalysen. Das 
monetäre Reporting sowie auch 
das zentrale Projektmanagement, 
wo wir dann auch solche Punkte 
wie Budgetüberschreitungen, das 






















[Aber die IT-Tocher erfasst quasi 
alle Stunden, die dort erbracht 
werden, und verrechnet diese dann 
mit einem Standard-Stundensatz 
weiter?]
Ja, richtig. Wenn die IT-Tocher an 
diesen Projekten beteiligt bzw. 






















Abb. 2. Auszug aus der Coding-Tabelle auf Basis der Daten aus dem Interview 
(Quelle: Eigene Darstellung) 
Nach der Codierung der Informationen in einer Tabelle wurden mittels Datenfilter die 
jeweiligen Ausprägungen zusammengefasst und in das Modell von Burns/Scapens [1] 
übertragen (s. Abb. 3). 
3.4 Evaluierung der Fallstudie 
Um zu evaluieren, ob das vorliegende Praxisbeispiel zur Durchführung einer interpre-
tativen Fallstudie geeignet ist, wird dieses anhand der sieben von Klein/Myers [18] 







Tabelle 1. Evaluierung des Praxisbeispiels anhand der Prinzipien von Klein/Myers [18]. 
Prinzip nach Klein/Myers [18] Ausprägung 
Das grundlegende Prinzip des her-
meneutischen Zirkels 
Die Daten basieren auf einem Interview. Es 
erfolgt keine Interpretation von Gesprächs- 
oder Schriftfragmenten. Aus dem Interview 
werden die getroffenen Aussagen als Ein-
gangsdaten für das Modell verwendet. 
Das Prinzip der Kontextualisierung Die Reflexion des gesellschaftlichen und 
historischen Hintergrunds beim Praxisunter-
nehmen erfolgt anhand der Strukturierungs-
theorie von DiMaggio/Powell [13]. 
Das Prinzip der Verbindung zwi-
schen Forscher und Untersuchungs-
objekt 
Eine Reflexion, welche Auswirkungen die 
Interaktionen zwischen Forscher und Inter-
viewpartner auf die Daten haben, ist nicht 
erfolgt. 
Das Prinzip der Abstraktion und 
Generalisierung 
Hierfür wird das Modell von Burns/Scapens 
[1] mit Fokus auf die Veränderungen im IT-
Controlling angewendet. 
Das Prinzip der widersprüchlichen 
Schlussfolgerungen 
Die theoretischen Grundlagen der alten insti-
tutionellen Ökonomie wurden in Kapitel 2 
beschrieben – Widersprüche, die hierzu in 
der Praxis auftreten, werden in Kapitel 4 
vorgestellt. 
Das Prinzip der vielen Interpretati-
onsmöglichkeiten 
Der Fokus liegt auf dem Interview mit dem 
Leiter Controlling. Weitere Beteiligte wur-
den nicht befragt. 
Das Prinzip des Verdachts Die Aussagen des Interviewpartners werden 
aufgrund der langjährigen Berufserfahrung 
nicht bezüglich möglicher inhaltlicher „Ver-
zerrungen“ hinterfragt. 
 
Obwohl nicht alle Prinzipien vollumfänglich erfüllt werden, kann das Praxisbeispiel 
für eine interpretative Fallstudie herangezogen werden, da die nur hinreichend erfüll-
ten Prinzipien 6 und 7 durch die modellgestützte Vorgehensweise bei Prinzip 4 wie-






4 Ergebnisse der Untersuchung 
4.1 Vorstellung der Ergebnisse aus der Fallstudie 
Wie in Kapitel 3 erläutert, wurde als Praxisunternehmen für die Anwendung des Mo-
dells von Burns/Scapens [1] ein deutscher Verkehrsflughafen ausgewählt. Mitte des 
vergangenen Jahrzehnts erfolgte auf Basis einer strategischen Entscheidung die Grün-
dung einer IT-Tochtergesellschaft. Da es sich bei den Flugdaten um sicherheitsrele-
vante Daten handelt, konnte die IT-Abteilung nicht, wie ursprünglich geplant, voll-
ständig ausgelagert werden. So wurde zusammen mit einem weiteren IT-Anbieter ein 
Joint-Venture gegründet, das seitdem die IT-Versorgung am Flughafen sicherstellt (s. 
Abbildung 3). 
 
Abb. 3. Organisation der Flughafengesellschaft vor und nach dem IT-Outsourcing 
(Quelle: Eigene Darstellung) 
Diese neue Organisationsform der IT-Abteilung führte zu einer großen Veränderung 
im IT-Controlling. Vor dem Outsourcing wurde die IT-Abteilung als intransparenter 
Kostenblock gesehen. Das IT-Controlling begrenzte sich auf die Daten aus der inter-
nen Leistungsverrechnung (ILV), welche durch ein hohes Maß an Komplexität und 
Intransparenz gekennzeichnet war. Der Interviewpartner beschrieb dies so: 
„Wir hatten damals 60 Leistungspositionen und dort gab es auch unter-
schiedliche Arten der Projektstundenverrechnung. Also gegliedert nach 
Leiter und auch einfacher operativer Ausführender[...]. Das lief also 
damals schon differenziert.“ 
Per ILV wurden den einzelnen Bereichen die IT-Kosten jeden Monat verrechnet. 






jektstundenauswertung. Allerdings ist somit nur eine ex-post Analyse der IT-Kosten 
möglich. Darüber hinaus wurde im Rahmen des Investitionscontrollings versucht, die 
Neuinvestitionen im IT-Bereich so gering wie möglich zu halten, um einen Effekt auf 
die langfristigen IT-Kosten über die künftigen Abschreibungen auszuüben. Der zu-
letzt genannte Aspekt führte unter anderem dazu, dass der IT-Bereich bei Qualität und 
Effizienz nicht mehr den Zielen der Unternehmensleitung gerecht wurde. 
Die Reorganisation des IT-Bereichs zu einer Tochtergesellschaft ging mit neuen 
Anforderungen an das IT-Controlling einher. Gemäß dem Gedanken der Ausgliede-
rung war zunächst geplant, alle IT-Ressourcen in das Tochterunternehmen zu über-
führen. Allerdings stellte sich noch während der Outsourcing-Phase heraus, dass wei-
terhin IT-Fachwissen im Unternehmen selbst benötigt wird, um die fachliche Führung 
des IT-Dienstleisters und proaktive Steuerung des Outsourcingvertrags gewährleisten 
zu können. Da die IT-Kosten als externe Kosten in der Gewinn- und Verlustrechnung 
ankommen und nicht mehr automatisch per ILV in den Verantwortungsbereich der 
Bereichsleiter einfließen, müssen diese nun über den Rechnungsprüfungsprozess frei-
gegeben werden. Die Beträge in den Rechnungen basieren auf Einheitspreisen für 
Standardprodukte sowie monatlichen Pauschalen für weitere Dienstleistungen und 
sind Bestandteil des Outsourcing-Vertrags. Dadurch hat sich die Transparenz in den 
Kostennachweisen erhöht. Ein weiterer Bestandteil des IT-Controllings neben den 
monatlichen Abweichungsanalysen sind die Service Level Agreement (SLA-)Reports. 
Diese werden vom IT-Dienstleister zur Verfügung gestellt und können hinsichtlich 
der Erreichung der vertraglich geschuldeten Servicequalität überprüft werden. Als 
wichtige neue Routine im IT-Controlling hat sich das Vertragsmanagement etabliert. 
Der Interviewpartner erläutert: 
„Warum setzen wir diese Instrumente ein: weil man einen bestehenden 
Vertrag hat, der lebt, der erweitert wird und der über die Jahre gesteu-
ert werden muss. Sowohl von der qualitativen Seite [...] über Service-
Level-Agreements, wie auch von der monetären Seite her.“ 
So können die IT-Kosten aktiv im Rahmen von jährlich stattfindenden Verhandlun-
gen für die kommenden Perioden beeinflusst werden. 
4.2 Einordnung der Fallstudie in das Modell von Burns und Scapens 
Bevor die Daten aus der Fallstudie auf das Modell von Burns/Scapens [1] angewandt 
werden, erfolgt zunächst die Einordnung des Praxisunternehmens in den gesellschaft-
lich-historischen Kontext [3]. Dazu wird die Strukturierungstheorie von DiMaggio 
und Powell [17] angewandt, welche drei Ebenen unterscheidet: 
Die oberste Ebene repräsentiert den übergreifenden gesellschaftlichen Kontext, der 
sich im wirtschaftlichen und politischen System widerspiegelt. Da es sich bei dem 
Praxisunternehmen um ein öffentliches Unternehmen handelt, ist dieser Aspekt bei 
der Interpretation der Ergebnisse zu berücksichtigen. Auf der zweiten Ebene gilt es, 
das Unternehmensumfeld zu betrachten. Hier ist festzustellen, dass es sich bei einem 
Flughafen um einen lokalen Monopolanbieter handelt. Dies trifft vor allem auf die IT-
Abteilung zu, welche als alleiniger Dienstleister für den Flughafenbetreiber und die 






nehmensorganisation. Dazu zählen die Bereichsstruktur des Unternehmens sowie die 
zugehörigen Tochtergesellschaften. Dieser Teil des Unternehmens – und im vorlie-
genden Fall der Bereich des IT-Controllings – wird anhand des Modells von 
Burns/Scapens im Detail analysiert. 
Da es sich bei dem Flughafen um ein öffentliches Unternehmen der infrastrukturel-
len Daseinsvorsorge handelt (erste Ebene), das aufgrund seiner lokalen Monopolstel-
lung keinen direkten Mitbewerbern gegenüber steht (zweite Ebene), war der Druck 
von Seiten der Gesellschafter auf Effizienz und Innovationskraft gering. Allerdings 
führten strukturelle Veränderungen im Luftverkehr sowie der Rückzug der öffentli-
chen Gesellschafter bei der Bereitstellung von Finanzmitteln zu einem Wandel in der 
Unternehmenssteuerung. Die als Profit Center aufgestellten Geschäftsbereiche muss-
ten wirtschaftliche Renditeziele verfolgen. Dieses Streben nach dem Bereichsopti-
mum führte dazu, dass alle internen Leistungen, u.a. IT-Leistungen, möglichst niedri-
ge Kosten im Bereich generieren sollten. Aus der Vorgabe nach „minimalen Be-
reichskosten“ entwickelte sich ein umfangreiches ILV-Monitoring, das operativ über 
Kostenstellenberichte und Projektstundenauswertungen erfolgte. Darüber hinaus führ-
te der Gedanke der niedrigen IT-Kosten zu einem strikten Controlling der Neuinvesti-
tionen im IT-Bereich. 
Die fehlende Möglichkeit zur Ausgliederung der gesamten IT-Abteilung aufgrund 
der sicherheitsrelevanten Flugdaten hatte die Gründung einer neuen IT-
Tochtergesellschaft unter Beteiligung eines Partnerunternehmens zur Folge. Diese 
bleibende Verbindung zur IT-Abteilung führt im Zuge der Ausgründung (formelle, 
progressive Veränderung) zu einer Veränderung auf der institutionellen Ebene im 
Management. Durch den Wandel von der behördenähnlich organisierten, internen IT-
Abteilung hin zu einem am Markt agierenden, externen IT-Dienstleister für Flugha-
fen-IT wird sie nun innerhalb des Flughafenkonzerns als „innovativer IT-
Dienstleister“ wahrgenommen. Dies entschlüsselt sich in Form von neuen Regeln, die 
nun ergebnisorientiert statt wie bisher kostenfokussiert sind (revolutionäre Verände-
rung). Durch die Forderung und Förderung innovativer IT-Services stärkt sich die 
Marktposition der nun externen IT-Abteilung, die dadurch ihre Chancen verbessert, 
zusätzliches Drittkundengeschäft aufzubauen. Dies wiederum bringt kostensenkende 
Mengeneffekte mit sich, die sich im Gesamtkonzern sowohl auf das Ergebnis der IT-
Tochter als auch auf den Flughafenbetreiber selbst positiv auswirken. Dieses partner-
schaftliche Verhältnis hätte sich ohne den Verbleib des IT-Dienstleisters als Tochter-
unternehmen im Konzern nicht entwickeln können, da ein komplett externes IT-
Unternehmen seine eigenen Renditeziele stärker vertreten muss, um am Markt existie-
ren zu können. 
Eine wesentliche auf dieser Regel basierende Routine ist das IT-Vertrags-
management. Im Gegensatz zur bisher dominierenden Routine des ILV-Monitoring 
ist das IT-Vertragsmanagement im Controlling durch einen hohen Grad an Standardi-
sierung und Transparenz gekennzeichnet. Diese Effekte entstammen vor allem den 
juristischen Anforderungen an den Outsourcing-Vertrag und dem nun externen Ab-
rechnungsprozess der IT-Dienstleistungen. Als Hauptaktivitäten ergeben sich im Con-






tragsergänzungen, die Analyse der monatlichen Rechnungen sowie das Monitoring 
der vereinbarten Servicelevels. 
Abbildung 4 fasst die Ergebnisse der Fallstudie im Modell von Burns/Scapens [1] 
zusammen: 
 
Abb. 4. Die Veränderungen im IT-Controlling aus der Fallstudie im Modell 
(Eigene Darstellung in Anlehnung an Burns/Scapens [1]). 
4.3 Implikationen und Analyse der Ergebnisse 
Der öffentliche Hintergrund des Unternehmens hätte vermuten lassen, dass sich der 
fehlende Wettbewerb negativ auf die Notwendigkeit und die Motivation zu Verände-
rungen im IT-Controlling auswirkt. Wie in Abbildung 4 dargestellt, hat die Ausgrün-
dung der IT-Abteilung jedoch zu deutlichen Veränderungen im IT-Controlling ge-
führt. Sowohl auf strategischer (Bereich der Institution) als auch auf operativer Ebene 
(Bereich der Aktionen) wurden neue Controlling-Ansätze eingeführt. 
Ein Erfolgsfaktor, der sich bei der Umstellung gezeigt hat, ist der hohe Grad an 
standardisierten IT-Leistungen. Die erzielte Standardisierung ist den juristischen An-
forderungen an den Outsourcing-Vertrag geschuldet. Dadurch erhält auch das Con-
trolling eine Struktur, welche es ermöglicht, die neuen Routinen gemäß der dort defi-
nierten Beschreibung durchzuführen. Die mit der Struktur verbundene Arbeitserleich-
terung begünstigte die Umstellung der Controllingaktivitäten auf operativer Ebene (s. 
Pfeil c). Denn das vorher durchgeführte ILV-Monitoring folgte keinen fachlich fest-
gelegten Bestimmungen und ergab sich nur aus den täglichen Routinen. 
Ein weiterer Motivationstreiber für den Wandel im IT-Controlling besteht in der 
Durchführung neuer Aufgaben, welche die Steuerung des Outsourcingvertrags mit 






verbunden. Dazu zählt z.B. die Durchführung von Vertragsverhandlungen mit der IT-
Tochter bei Preisanpassungen oder die Vorgabe von Optimierungsvorschlägen für den 
effizienteren Einsatz von Hardware- und Softwarekomponenten. So kann die 
Controllingabteilung nun proaktiv den Einsatz von IT-Dienstleistungen im Rahmen 
des Outsourcingvertrags steuern. Neben der gestärkten Verantwortung der 
Controllingabteilung hat die Umstrukturierung des IT-Bereichs auch zu einem quali-
tätsorientierteren Controlling der IT-Dienstleistungen geführt. Durch die Vereinba-
rung von verbindlichen Servicelevels werden die Bedürfnisse der Kunden in den Ver-
trägen fixiert und im IT-Controlling nachgehalten. Die Realisierung dieses Erfolgs-
treibers bedingt, dass ein gewisses Maß an IT-Fachkompetenz im Unternehmen ver-
bleibt. 
Die Analyse der Ergebnisse zeigt, dass sich das IT-Controlling im Rahmen der 
Ausgründung des IT-Bereichs erfolgreich angepasst hat. Einen Beitrag hierzu hat die 
historische Entwicklung behördenähnlicher Strukturen im IT-Bereich geleistet, wel-
che durch den öffentlichen Gesellschafterhintergrund in Verbindung mit der lokalen 
Monopolstellung der IT-Abteilung begünstigt wurde. Dies war unter anderem einer 
der auslösenden Aspekte für die Ausgründung des IT-Bereichs. Unabhängig vom 
öffentlichen Charakter bzw. den Spezifika des Flughafens sind die zwei identifizierten 
Erfolgsfaktoren „Controlling-Struktur durch Standardisierung der IT-Leistungen“ und 
„Veränderung der Aufgabenschwerpunkte hin zu proaktiver Steuerung“, die auch in 
anderen Unternehmen bzw. Branchen auftreten können. 
5 Zusammenfassung und Ausblick 
Das Modell von Burns/Scapens [1] hat eine systematische Interpretation der Verände-
rungen im IT-Controlling am Beispiel des öffentlichen Praxisunternehmens ermög-
licht. Festzuhalten bleibt, dass die Analyse der Veränderungen nicht alleine auf Basis 
des Modells betrachtet werden kann, sondern immer auch der übergreifende gesell-
schaftliche Kontext sowie das Marktumfeld des Unternehmens bei der Analyse der 
Ergebnisse berücksichtigt werden müssen. Sind diese Voraussetzungen erfüllt, eignet 
sich das Modell auch für die Interpretation von Veränderungen bei öffentlichen Un-
ternehmen. Forschungsfrage 1 kann daher positiv beantwortet werden. 
Forschungsfrage 2 befasst sich mit der Fähigkeit des Modells, mögliche Erfolgs-
faktoren im Veränderungsprozess identifizieren zu können. Im Fallbeispiel können 
Erfolgsfaktoren aus der Entwicklung vom Ursprungszustand zum neuen Ist-Zustand 
abgeleitet werden. Diese sind zwar nicht speziell an den Kontext des Unternehmens 
gebunden, können allerdings auch nicht ohne Einschränkungen generalisiert werden, 
da jedes Unternehmen eine andere Historie bzw. ein anderes Marktumfeld besitzt. Der 
strukturationstheoretische Ansatz zur Interpretation von Veränderungen im Control-
ling bietet die Chance mögliche Erfolgsfaktoren aus den Ausprägungen der verschie-
denen Ebenen und Phasen des Modells zu erkennen. 
Die Aussagekraft über die hier getroffenen Fähigkeiten des Modells von 
Burns/Scapens [1] gilt es insofern einzuschränken, dass im vorliegenden Fall dies nur 






Um die Validität der Forschungsergebnisse zu erhöhen, sollten noch weitere Praxis-
beispiele mittels einer interpretativen Fallstudie am Modell von Burns und Scapens 
analysiert werden. 
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Abstract. Enterprise architecture management is considered a valuable means 
to guide the consistent design and evolution of increasingly complex infor-
mation systems. Despite existing research on EAM methods and models, organ-
izations often face serious difficulties making EAM effective. The paper pro-
poses to take organizational culture as a highly aggregated construct describing 
the context of EAM initiatives for building situational - or for that matter cul-
ture sensitive EAM methods - into account. We find that organizational culture 
significantly moderates the impact of EAM’s design on EAM’s success. In 
group culture, hierarchical culture and developmental culture it is essential to 
develop EAM from a passive into an actively designing approach to make it ef-
fective. Particularly in group culture it is rewarding to strive for an EAM ap-
proach that impacts stakeholders outside the IT department. 
Keywords: enterprise architecture management, EAM design, EAM success, 
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1 Introduction 
Corporate information systems (IS) have reached a considerable degree of complexity 
which is represented by an IS’ number of components, e.g. its business applications, 
but also by the diverse dependencies and interfaces these components have. The “na-
ture” of these components, like for example business processes, applications or IT 
infrastructure components, is unequal and requires specific skills and knowledge for 
their management. As a result, it can often be observed that corporate IS are not con-
sistently developed but development and transformation happens in a number of lo-
cally optimized projects as opposed to globally optimized programs. Enterprise archi-
tecture management (EAM) is often discussed as an effective means supporting a 
consistent IS development and transformation by providing transparency on the com-
ponents and their dependencies as well as by providing principles guiding an organi-
zation’s development and transformation [1]. 
Despite the fact that EAM research and practice have delivered a number of EA 






duce and sustainably anchor EAM in their organizations [3]. It is accepted that organ-
izations being in different situations require different approaches to make EAM effec-
tive. A number of authors applied the concept of situational method engineering [4] 
to the field of EAM [5-8] and identified contingencies that are relevant to EAM 
method design [9], [10]. However, it is challenging to identify the relevant dimen-
sions of contingencies as a prerequisite to analyze their impact on EAM design. It has 
therefore been proposed to look at more aggregated constructs in order to describe 
the context of EAM method application [11]. In line with van Steenbergen [10] and 
Aier [11] we look at organizational culture as such a highly aggregated construct, 
describing fundamental values and beliefs of organizations which might be useful for 
implementing EAM. We consider the perspective of organizational culture for under-
standing the design of EAM valuable because (1) EAM is an organization-wide ap-
proach affecting a potentially large number of stakeholders with potentially conflict-
ing goal systems and (2) because the nature of EAM is to aim at consistency by re-
stricting the design freedom of these stakeholder [12].Whether or how such an ap-
proach can be effectively implemented in an organization is expected to be influenced 
by the shared basic assumptions of the organization that proved to work well enough 
to solve its problems [13], i.e. it is expected to be influenced by its organizational 
culture. 
The purpose of this paper is to understand how EAM design and EAM success in-
teract with organizational culture. We therefore build on existing work by Aier et al. 
[8] that identified eight factors describing EAM design. In the next section we discuss 
conceptual foundations of organizational culture. In section 3 we develop our research 
model and discuss the research methodology in section 4. We present the results in 
section 5 and critically discuss these in section 6. The paper ends with a conclusion. 
2 Organizational Culture 
There is a large number of publications conceptualizing culture [14], [15]. In this 
paper we adopt Schein’s definition of culture which integrates many of the concepts 
found in literature. Schein defines the culture of a group as “[a] pattern of shared 
basic assumptions that the group learned as it solved its problems of external adapta-
tion and internal integration, that has worked well enough to be considered valid, and 
therefore, to be taught to new members as the correct way to perceive, think, and feel 
in relation to those problems” [13]. Further Schein conceptualizes culture on three 
levels of visible artifacts, espoused values and basic underlying assumptions [13]. It 
is difficult to study basic assumptions because they are invisible and preconscious. It 
is also difficult to study artifacts, while being visible, they are not easily decipherable. 
Therefore, we and most other research on organizational culture [15] aim at analyzing 
culture on the level of the respective group’s values by building on the competing 
values model (CVM) [16] as a theoretical foundation. CVM is a quantitative model to 
study organizational culture that is well reported in literature. It has a short and vali-






ganizational culture, e.g. [18], [19], these are either too complex, including more than 

















Fig. 1. Competing values model [20] 
The competing values are positioned in two dimensions reflecting the competing ten-
sions and conflicts inherent in any human system [20]. One dimension is change ver-
sus stability the other dimension is internal focus versus external focus (Fig. 1). 
Change emphasizes flexibility and spontaneity, whereas stability focuses on control, 
and continuity. In the other dimension internal focus means integration and mainte-
nance of the socio-technical system whereas external focus stands for competition and 
interaction with the organization’s environment. The opposite ends of these dimen-
sions form the competing values that may occur within the organization. Based on the 
resulting two-dimensional matrix four archetypes of organizational culture can be 
distinguished [20]:1 Group culture is primarily concerned with human relations. It 
emphasizes flexibility and focuses on the internal organization. Maintenance of the 
group is a main purpose and belonging, trust, and participation are core values. Lead-
ers in group culture tend to be participative, considerate, and supportive, teamwork is 
important. Developmental culture also emphasizes flexibility and change, but the 
main focus is on the external environment. Therefore, growth, resource acquisition, 
creativity, and adaptation to the external environment are important. Leaders tend to 
be entrepreneurial and idealistic, willing to take risks, and future-oriented. Rational 
culture emphasizes productivity, performance, and goal fulfillment. The purpose of 
organizations tends to be the pursuit and attainment of well-defined objectives. Lead-
ers tend to be directive, goal orientated, instrumental, and functional, and are con-
stantly providing structure and encouraging productivity. Hierarchical culture em-
phasizes internal efficiency, uniformity, coordination, and evaluation. The focus is on 
the logic of the internal organization and the emphasis is on stability. The purpose of 
organizations tends to be the execution of regulations. Leaders tend to be conservative 
and cautious, paying close attention to technical matters.  
                                                           
1 It has to be noted that the original CVM which is well reported in research, e.g. [17], has in 
parallel been developed into the Competing Values Framework (CVF) [21] being a man-
agement approach for improving organizational effectiveness using different labels and var-






These cultures described by CVM are archetypes. Organizations may reflect combina-
tions of cultural types including paradoxical combinations [22]. CVM does not at-
tempt to describe the unique qualities of an organization’s culture, but broad catego-
ries. Recognizing that the specific content of an individual culture will vary widely, 
CVM assumes that the general dimensions will remain relevant across a wide number 
of settings [20]. CVM thus delivers on our goal to apply highly and purposefully ag-
gregated constructs in order to describe the context of EAM design. 
3 Research Model 
The goal of this paper is to develop a general understanding on how EAM design and 
EAM success interact with organizational culture. We build on an aggregated re-
search model in order to understand these general relations rather than focusing on 
specific EAM topics like EA planning or EA principles. We found it helpful to base 
our research model on the work of Aier et al. who identified eight factors for the de-
scription of EAM design [8]: Factor F1 describes EAM’s IT operations support. F2 
relates to the support of management tasks by EAM. F2 constitutes an antipole to F1 
and shows that EAM may serve both IT and business management purposes. F3 de-
notes the governance of EAM which describes a central supervision of EA processes, 
models and data. F4 characterizes the support of IT strategy and governance tasks by 
EAM. F5 again characterizes a support task of EAM - its information supply. F6 
summarizes aspects expressing the integrative role of EAM realized by a continuous 
exchange between EAM roles. F7 focuses on the design impact of EAM on IT or 
infrastructure, application or business architecture. Finally, F8 again describes a sup-
port function of EAM: business strategy support. In contrast to F2, F8 describes the 
support of explicit strategic tasks like enterprise development and product planning.  
Aier et al. [8] further aggregated these eight factors by clustering their sample 
based on factor’s values. They found three cluster: (C1) a balanced active approach to 
EAM, (C2) a business-oriented approach to EAM and (C3) an IT-oriented, passive 
approach to EAM. Based on the respective dimension and its values in C1–C3 we 
defined our core constructs describing EAM design on an aggregated level: The first 
construct is the IT advisory mandate (IAM, based on C3) of EAM which describes the 
passive support of IT strategy and management by EAM and its means for providing 
transparency. The second construct is EAM’s active design mandate (ADM, based on 
C1) which represents EAM’s claim not only to passively inform (IT) management but 
to actively engage EA design. The third construct is EAM’s business advisory man-
date (BAM, based on C2) which represents EAM’s claim to also utilize EAM’s 
methods and models outside the IT department and provide value to the business de-
partments, e.g. by supporting strategy processes with relevant information and anal-
yses. We use these three constructs (IAM, ADM, BAM) to describe the way EAM is 
designed into an organization on an aggregated level. 
For describing EAM success we differentiate two perspectives (cf. section 4). The 
perspective of EA consistency (CON) describes how effective EAM has been in con-






opment and transformation initiatives of the respective organization. While EA con-
sistency can be influenced by EAM rather directly, the second perspective EAM utility 
(UTI) is seen as a consequence of consistency. EAM utility describes the actual goals 
of doing EAM like efficiency and flexibility to respond to external changes, reduced 
run and change costs or improved rates of innovation on business and IT side. Based 






















Fig. 2. Research model 
H1.1. EAM’s IT advisory mandate will positively influence EA consistency. 
H1.2. EAM’s active design mandate will positively influence EA consistency. 
H1.3. EAM’s business advisory mandate will positively influence EAM utility. 
H1.4. EA consistency will positively influence EAM utility. 
 
Based on our practical experience we believe that there is no one best way to achieve 
EAM success but that depending on the organization’s values and experiences, i.e. its 
culture, an IAM, ADM or BAM approach or combinations of these might become 
effective which - from a statistical point of view - means that organizational culture 
moderates the hypotheses (H1.1)–(H1.3), i.e. affects the strength of the relations be-
tween the independent and the dependent variables. In the paper at hand we are par-
ticularly interested in detecting these moderation effects. This means that we are not 
primarily interested in whether or not EAM is in general more effective in one culture 
or another, but - from a design point of view - we are interested in understanding how 
to best spend the oftentimes limited resources for introducing and developing EAM in 
different organizational cultures. Therefore our further hypotheses are that the rela-
tions modeled by (H1.1)–(H1.3) are moderated by organizational culture. While H1.4 
might also be moderated by organizational culture, we do not focus this question be-
cause it is less relevant from an EAM design perspective: 
H2.1. Organizational culture moderates the relation between EAM’s IT advisory 
mandate and EA consistency (H1.1). 
H2.2. Organizational culture moderates the relation between EAM’s active design 
mandate and EA consistency (H1.2). 
H2.3. Organizational culture moderates the relation between EAM’s business advi-
sory mandate and EAM utility (H1.3). 
Looking at EAM’s utility it can be observed that EAM’s utility also depends on the 






H2.4. EAM experience moderates the relation between EAM’s business advisory 
mandate and EAM utility (H1.3). 
H2.5. EAM experience moderates the relation between EA consistency and EAM 
utility (H1.4). 
4 Research Methodology 
In order to test our hypotheses we follow a quantitative empirical approach by means 
of a questionnaire used in a survey among enterprise architects.2 Data collected in this 
survey is then used to test the hypotheses following a partial least squares (PLS) ap-
proach to structural equation modeling (SEM).3 We have chosen PLS-SEM over tra-
ditional moderated multiple regression approaches since these are often afflicted with 
difficulties detecting weak moderation effects [24].  
Our measurement model has three components (1) EAM design (IAM, ADM, 
BAM), (2) EAM success (CON, UTI), and (c) organizational culture. The measure-
ment model regarding EAM design is based on [8]. The number of indicator variables 
(IV) used for measuring a latent variable (LV) regarding EAM design is between two 
and three. The measurement model for evaluating EAM success has also been adopt-
ed from [8] and is comprised of 14 items mostly found in practice driven publications 
[25-28]. We have rephrased two of these items because they seemed overloaded 
which resulted in 16 items. To better understand these 16 items we performed a factor 
analysis on these items which resulted in two factors we named EA consistency 
(CON) and EAM utility (UTI). The number of IVs used for measuring EA consisten-
cy (CON) is seven and the number of IVs used for measuring EAM utility (UTI) is 
nine. The measurement model for describing organizational culture is based on the 
original CVM questionnaire by Cameron [29] which is described in [30] and its modi-
fications by Yeung et al. [31]. Each of the cultural archetypes defined by the CVM is 
measured by three IVs. Similar to the instrument’s application in [17] we have, how-
ever, dropped one item during reliability analysis. The overview of all IVs and the 
respective LVs is given in table 1. 
For testing moderation effects in PLS path models there are basically two options, 
(1) the group comparison approach and (2) the product term approach [32]. Given that 
we have measured each cultural orientation separately, we apply the product term 
approach here. We illustrate this approach on the example of hypothesis H2.1. Hy-
pothesis H2.1 states that organizational culture moderates the relation between 
EAM’s IT advisory mandate and EA consistency (H1.1). In Fig. 3 it can be seen that 
we model the direct effect of the exogenous variable EAM’s IT advisory mandate on 
the endogenous variable EA Consistency and the direct effects of the moderator varia-
bles (one for each cultural archetype) on the endogenous variable. In order to assess 
the actual moderation effects we additionally model the interaction terms as products 
of each exogenous variable with each moderation variable [24]. To avoid problems of 
                                                           
2 The questionnaire has not been developed exclusively for the research reported here but also 
contained questions on EA principles reported on in a different paper [11]. 






multicollinearity, which often arise when modeling moderating effects, we mean-
centered all indicator values before multiplication [32]. We deal with the hypotheses 
(H2.2)–(H2.5) in the same way. 
 




















Fig. 3. Product term approach for modeling moderator effects 
Data was collected by means of a questionnaire that comprised five sets of questions. 
The first set was related to demographics. The second set contained the measurement 
instrument for the CVM. The third set was comprised of items on the design of EAM 
in the organization. The fourth set was comprised of items regarding EA principles 
(not reported here, see [11]). The last set was comprised of items on EA success. For 
all items the respondents were asked to evaluate their organization’s current imple-
mentation on a 5-point Likert scale ranging from “not at all” (1) to “completely” (5). 
We pre-tested the questionnaire with practitioners from six of our regular research 
partner companies. The pre-test resulted in minor adjustments of wording. Question-
naires from the pre-test are not included in the sample. 
We collected the questionnaires on two practitioner events in Switzerland in 2010 
(70 questionnaires) and 2011 (68 questionnaires). The resulting response rates are 
61% and 64% for the respective events. A total of 138 data sets were collected that 
did not reveal substantial extent of missing data (10% at maximum).4 While we can-
not claim our sample to be representative, respondents have a strong link to EAM 
because all of them were participants of events that specifically addressed EA practi-
tioners. Study participants came from Switzerland, Germany, and Austria. The survey 
was administered in German language only. The majority of respondents (>71%) 
worked for an IT unit rather than for a business unit. 88% of the respondents were 
actively involved in an EA function in their organizations. The respondents were pri-
marily representatives of large organizations. More than 40% of the respondents came 
from very large companies (5000 employees and over), 27% from large companies 
(1000–4999 employees), 14% from medium large companies (250–999 employees), 
17% from medium sized or small companies (249 employees or less). The majority of 
survey participants were well experienced in the field of EA. 39% of the respondents 
reported a long EA experience (more than five years), 26% three to five years, 17% 
two years and 18% one year or less. Survey participants were broadly distributed 
                                                           
4 When analyzing the data in SmartPLS we used the “case wise replacement” algorithm for 






among industries. The most frequently reported industries in the survey are financial 
industry (30%), software/IT industry (25%), followed by public services (8%), manu-
facturing (7%), telecommunication (4%) and others. 
5 Results 
We first tested the model without interaction terms, that is including direct effects 
only in order to evaluate the quality criteria [33] of the basic measurement and struc-
tural model. Afterwards we added all combinations of interaction terms in order to 
evaluate the entire model and to estimate all values necessary to determine the 
strength of the moderating effects [32]. The IVs used for measuring the LVs are doc-
umented in table 1. All LVs were operationalized in reflective mode. Significance 
tests were conducted using t-statistics applying bootstrapping with 500 re-samples. 
Table 1. Survey items, construct reliability, and convergent validity 





IAM EAM’s IT advisory mandate     0.907 0.765
IAM1 EAM supports IT operations. 2.90 1.089 0.8912 44.7006  
IAM2 EAM Supports IT strategy and governance. 3.12 1.111 0.9099 54.0859  
IAM3 There is exchange between EAM roles. 2.84 1.068 0.8207 23.8805  
ADM  EAM’s active design mandate     0.916 0.845
ADM1 EAM has actual design impact. 2.99 1.048 0.9181 60.3588  
ADM2 EAM is actively governed.  2.57 1.173 0.9200 68.5136  
BAM EAM’s business advisory mandate     0.893 0.736
BAM1 Business management uses EAM results. 2.85 1.160 0.8600 30.0144  
BAM2 EAM is an information supplier. 2.98 1.127 0.8555 22.7161  
BAM3 EAM supports strategic planning. 2.54 1.125 0.8579 34.0657  
CON EA Consistency     0.928 0.650
CON1 Redundancy in EA is reduced. 2.89 1.033 0.7780 19.8672  
CON2 Change projects are well coordinated. 2.92 1.001 0.8055 23.6971  
CON3 Information silos are dissolved. 2.97 1.126 0.8479 28.6598  
CON4 Heterogeneity of technologies is reduced. 3.10 1.075 0.7946 21.4970  
CON5 Reuse of platforms, and functions is increased. 3.11 1.056 0.8638 36.8156  
CON6 Standardization of processes is increased. 2.98 1.012 0.7745 22.9071  
CON7 Standardization of applications is increased. 3.10 0.954 0.7731 19.9199  
UTI EAM Utility     0.941 0.641
UTI1 Business/IT have a mutual understanding. 3.00 0.964 0.7514 15.1664  
UTI2 Business is satisfied with IT services. 3.03 0.912 0.7763 19.0914  
UTI3 Flexibility to respond to external changes is 
increased. 
2.77 1.017 0.8045 24.3951  
UTI4 Efficiency of responding to customer or market 
requirements is increased. 
2.78 0.947 0.8262 30.4405  
UTI5 There is lowered risk by being prepared for 
unplanned change. 
2.68 1.013 0.7717 23.1509  
UTI6 Costs for run the business are reduced. 2.96 1.095 0.8107 28.1428  
UTI7 Costs for change the business are reduced. 2.70 1.068 0.8570 37.0411  
UTI8 Rate of business innovation is increased. 2.52 1.013 0.7950 23.1535  
UTI9 Rate of IT innovation is increased. 2.63 1.032 0.8070 23.9135  
GRC Group Culture     0.840 0.644
GRC1 The company I work in is a very personal place. 
It is like an extended family and people seem to 











share a lot of themselves. 
GRC2 The glue that holds the company I work in to-
gether is loyalty and tradition. Commitment to 
the company I work in runs high. 
3.53 1.0195 0.8635 6.3989  
GRC3 The company I work in emphasizes human re-
sources. High morale is important. 
3.71 0.9714 0.9113 8.9534  
DEC Developmental Culture     0.779 0.542
DEC1 The company I work in is a very dynamic and 
entrepreneurial place. People are willing to stick 
their necks out and take risks 
2.90 1.1586 0.6604 6.3691  
DEC2 The glue that holds the company I work in to-
gether is commitment to innovation and devel-
opment. There is an emphasis on being first with 
products and services. 
3.12 1.0944 0.8352 11.9052  
DEC3 The company I work in emphasizes growth 
through acquiring new resources. Acquiring new 
products/services to meet new challenges is 
important. 
3.07 1.2200 0.7017 6.0686  
HIC Hierarchical Culture     0.865 0.681
HIC1 The company I work in is a very formal and 
structured place. People pay attention to bureau-
cratic procedures to get things done. 
3.18 1.1174 0.8090 9.8979  
HIC2 The glue that holds the company I work in to-
gether is formal rules and policies. Following 
rules and maintaining a smoothrunning institution 
are important. 
3.07 1.1687 0.8418 15.3337  
HIC3 The company I work in emphasizes permanence 
and stability. Efficient, smooth operations are 
important. 
3.62 0.9404 0.8240 17.0245  
RAC Rational Culture     0.851 0.740
RAC1 The glue that holds company I work in together is 
an emphasis on tasks and goal accomplishment. 
A production and achievement orientation is 
commonly shared. 
3.53 0.9160 0.8784 19.3482  
RAC2 The company I work in emphasizes competitive 
actions, outcomes and achievement. Accomplish-
ing measurable goals is important 
3.56 1.0395 0.8422 17.9128  
EXP EAM Experience     1.000 1.000
EXP1 (1) <1, (2) 1-2, (3) 3-5, (4) >5 years 2.86 1.126 1.000   
 
The quality of the measurement model is determined by (1) construct reliability, (2) 
convergent validity, and (3) discriminant validity [34]. For testing construct reliability 
two parameters are relevant, composite reliability (CR) and average variance extract-
ed (AVE). For a construct to be considered reliable the CR value should be greater 
than 0.6; AVE should be greater than 0.5 [34]. The estimated CR and AVE values are 
well above these threshold values for all LVs (table 1). 
Convergent validity is given when the IV loadings on the respective LVs are suffi-
ciently high and statistically significant. IV loadings in general should be above 0.7 
[33] and should not differ too much for one respective LV [35]. Weaker loadings, 
however, are often observed. In reflective models IVs with loadings smaller than 0.4 






above the 0.7 threshold value. The t-statistics indicate that all IV loadings are statisti-
cally significant at a 0.001 level at least (table 1). 
Table 2. Correlation matrix (with the square root of the AVE on the main diagonal) 
 ADM BAM DEC CON UTI EXP GRC HIC IAM RAC 
ADM 0.919          
BAM 0.685 0.858         
DEC 0.327 0.252 0.736        
CON 0.609 0.551 0.326 0.806       
UTI 0.499 0.510 0.328 0.796 1.000      
EXP 0.585 0.501 0.284 0.500 0.430 0.801     
GRC 0.376 0.211 0.339 0.278 0.296 0.105 0.802    
HIC 0.337 0.377 -0.069 0.425 0.411 0.293 0.149 0.825   
IAM 0.763 0.764 0.161 0.612 0.589 0.538 0.346 0.470 0.875  
RAC 0.405 0.309 0.491 0.447 0.475 0.403 0.311 0.399 0.366 0.860 
 
Discriminant validity describes the degree to which the IVs of different constructs are 
related to each other. It can be assessed by comparing the square root of the LVs’ 
AVE to the constructs’ correlations [33]. The test shows discriminant validity, when 
the square roots of the LVs’ AVE are significantly larger than any correlation be-
tween this LV and the other constructs. Table 2 shows the results of this test for dis-
criminant validity. The square root of the LVs’ AVE is strictly higher than any inter-
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Fig. 4. Research model results 
The structural model is constituted by the entirety of latent variables and their rela-
tionships including all interaction variables considered. The results of the evaluation 






impact on EAM success is printed in inverted color all other LVs represent organiza-
tional culture archetypes and EAM experience and their respective interaction terms.  
One important metric for judging the structural model is the endogenous LVs’ de-
termination coefficient (R2) which reflects the share of the LV’s explained variance 
[37]. There are no general recommendations on acceptable values of R2. What is ac-
ceptable or not depends on the individual study and LV (Chin 1998). 55.0% of the 
variance in CON (EA consistency) is jointly explained by IAM (EAM’s IT advisory 
mandate), ADM (EAM’s active design mandate), all four LVs representing organiza-
tional culture (HIC, RAC, GRC, DEC) and the respective interaction terms. This val-
ue is encouraging. The R2 values of UTI (EAM utility) is 0.712 which points to sub-
stantial explanatory power [37]. 
All path coefficients of the (invertedly printed) core model exceed the recommend-
ed 0.1 value [38] and even the 0.2 value [37] in conformance to the hypothesized 
directions and are statistically significant at the 0.01 level or even the 0.001 level 
(CON-UTI). If we look at the direct effects and the interaction effects of organiza-
tional culture, the results are more differentiated. As we are not particularly interested 
in the direct effects of organizational culture directly look at the moderating effects of 
organizational culture represented by the interaction terms and the respective path 
coefficients. Here we found that all of the analyzed paths (H1.1)–(H1.3) are signifi-
cantly moderated by at least one cultural orientation. Interestingly, an organizations 
EAM experience (EXP) has neither a significant direct effect on EAM utility (UTI) 
nor does it moderate the relation between EA consistency (CON) and EAM utility 
(UTI). However, an organization’s EAM experience (EXP) significantly moderates 
the effect a business advisory mandate has on EAM utility. 
In order to determine the strength of the moderating effects, we calculated the ef-
fect size f2 [39]. The f2 value of all interaction terms on CON (EA consistency) is 0.12 
which is between a small and moderate effect and is larger than what is found in most 
IS studies [24]. The f2 value of all interaction terms on UTI (EAM utility) is 0.18 
which represents a moderate effect. If we take all LVs that represent organizational 
culture (direct effects and interaction effects) these values change to 0.26 (CON) and 
0.17 (UTI) representing moderate effect sizes (starting at a value of 0.15). However, a 
low effect size does not imply that the underlying moderator effect is negligible. They 
can be meaningful when the respective path coefficient changes are meaningful [24]. 
Finally we tested our model’s predictive validity by means of the non-parametric 
Stone-Geisser test applying the blindfolding procedure implemented in SmartPLS. If 
the Stone-Geisser test criterion is larger than 0 the model is considered to have predic-
tive validity [33] which holds true for our model (all Q2 values are larger than 0.35). 
6 Discussion 
The model evaluation shows that our hypotheses regarding the moderating effect of 
organizational culture on EAM design and success hold. In order to make these re-
sults exploitable we discuss these findings in detail. The core model (printed 






ment, has a significant and positive effect on EA consistency. Such a passive ap-
proach to EAM therefore may be a valuable starting point for an EAM initiative. 
However, the model also shows that extending this passive approach into an actively 
designing approach has an even stronger influence on EA consistency. This means 
that EAM assets, like EA models, should be leveraged by making a claim for an ac-
tive EAM. It is important understand, that an IT-based EAM - passive or active - does 
hardly contribute to the common goals of EAM such as flexibility, efficiency, or in-
novation but that an IT-based EAM contributes to these goals indirectly via EA con-
sistency. It is an important challenge for enterprise architects to explain these relations 
in practice. However, if EAM can generate impact outside the IT department by ad-
vising business departments, e.g. in strategy processes, it gains direct influence on the 
common goals of EAM such as flexibility, efficiency, or innovation. If we add the 
perspective of EAM experience, it is interesting to note that EAM experience above 
all moderates the relation between EAM’s business advisory mandate and EAM utili-
ty. This is in line with the observation that the majority of EAM initiatives are started 
in an IT department and that it takes time to mature the EAM function within IT as 
well as to explain the potential value of an IT function for non-IT processes to busi-
ness stakeholders. 
Adding the perspective of organizational culture it is beyond the scope of this pa-
per to analyze and interpret the effectiveness of EAM in different organizational cul-
tures, i.e. interpret the direct effect of organizational culture. Instead, the analysis of 
the moderating effects of organizational culture is at the core of our research. Interest-
ingly, the cultural perspective heavily impacts the influence of a passive IT advisory 
mandate on EA consistency. Only in rational culture this influence is significantly 
increased, i.e. in rational culture, where productivity is emphasized and leaders tend 
to be goal orientated and instrumental, additional support by EAM is valued and thus 
effective. In all other cultural orientations the direct effect of a passive IT advisory 
mandate is significantly neglected, i.e. a passive, IT-based approach to EAM will 
hardly be effective. This finding seems in line with the moderating effect of organiza-
tional culture on the relation between EAM’s active design mandate and EA con-
sistency. Except for group culture, organizational culture does not significantly alter 
the relation between EAM’s active design mandate and EA consistency. In group 
culture, however, an active approach to EAM will have a significantly stronger influ-
ence on EA consistency. Summing this discussion up we can state that except for 
rational culture EAM needs to become an active approach to have a significant impact 
on EA consistency; particularly in group culture an active approach is beneficial. 
Similar statements can be made for the relation between EAM’s business advisory 
mandate and EAM utility. Particularly in group culture the business advisory man-
date’s effect on EAM utility is significantly increased, which means that in group 
culture the invest in gaining stakeholder attention outside the IT department is par-
ticularly rewarding. While in other organizational cultures there will still be positive 
effects of EAM’s business advisory mandate, limited resources may as well be spend 
on different endeavors within an EAM initiative. 
Our research shows that organizational culture - although not being the only factor 






given organization. Such an analysis can provide valuable information for practition-
ers who aim at applying IS artifacts in a specific situation. It can also be valuable for 
the researcher improving the utility of an artifact or the validity of a design theory, 
connecting valuable ends with effective means for a higher artifact mutability [40].  
Our research has limitations. First, our data collection - although it took place in a 
controlled environment - did not yield a representative sample. Second, the reliance 
on single informants per organization does not account for the possibility of sub-
cultures [41]. However, the homogeneity of the respondents regarding their role in the 
respective organizations limits the impact of possible sub-cultures on our findings. 
Nevertheless, it might be interesting and an opportunity for further research to repeat 
this survey with respondents having different roles in their organizations. Finally, it 
has to be noted that CVM as well as our core model only allows for an aggregated 
view on EAM in an organization. 
7 Conclusion 
Based on prior research on EAM and organizational culture in IS we developed a 
research model which hypothesizes the role of organizational culture for EAM design 
and EAM success. We found that EA consistency is positively influenced by EAM’s 
IT advisory mandate as well as by EAM’s active design mandate. EA consistency and 
as EAM’s business advisory mandate were found to positively influence EAM utility. 
We also found that all these relations are significantly moderated by organizational 
culture in a way that ignoring these moderation effects may lead to unexpected re-
sults. For the design researcher concerned with EAM our findings may stimulate new 
approaches to conceptualize the often messy human situation they build their artifacts 
for [42]. For the action researcher concerned with EAM we might provide a useful 
instrument to observe and analyze the organizational shaping of their artifacts. We 
concede that this article is just one step towards conceptualizing the situational pa-
rameters that influence EAM success. Nonetheless, from our practical experiences we 
consider this a valuable step given the level of maturity of the core EA artifacts like 
models, tools, or planning approaches to make these artifacts more effective. 
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Abstract. Die zunehmende Bedeutung der Informationstechnologie, die Viel-
zahl der verschiedenen Aufgaben sowie die Unabhängigkeit der Fachabteilun-
gen und die damit verbundenen individuellen IT-Entscheidungen führen zu ei-
ner Ansammlung von vielen individuellen IT-Systemen. Die Folge sind hetero-
gene, komplexe und intransparente IT-Landschaften, die schwer managebar 
sind. In der Privatwirtschaft werden diese Herausforderungen mittels Enterprise 
Architecture Management (EAM) angegangen. Aufgrund besonderer Rahmen-
bindungen in öffentlichen Verwaltungen sind Konzepte aus der Privatwirtschaft 
nicht ohne Weiteres übertragbar. Daher untersuchen wir mithilfe einer Fallstu-
die, welche Anforderungen sich an ein EAM-Konzept für deutsche Verwaltun-
gen ergeben. Wir können 36 Anforderungen in zehn Kategorien an ein EAM-
Konzept im öffentlichen Sektor ableiten. Für Praktiker dient der Beitrag als 
Grundlage zur Entwicklung eines EAM-Konzepts für die deutsche Verwaltung. 
Keywords: Enterprise Architecture Management, öffentliche Verwaltung, An-
forderungen 
1 Einleitung 
Informationstechnologie (IT) ist für mehr und mehr Fachaufgaben von großer Bedeu-
tung. Zudem benötigt eine immer größer werdende Anzahl von Fachaufgaben IT-
Unterstützung [1], [2]. Durch den Einsatz von IT ist es möglich, über räumliche Dis-
tanzen hinweg zu agieren. Kooperationen werden innerhalb der eigenen Organisation 
sowie über deren Grenzen hinweg erst ermöglicht [3]. Dies bedarf zusätzlicher An-
forderungen an Kompatibilität, Agilität und Interoperabilität der IT-Systeme. Er-
schwerend hinzu kommen individuelle IT-Entscheidungen der Fachabteilungen auf-
grund unterschiedlicher Aufgaben und Anforderungen, die sich in der Anwendung 
individueller IT-Systeme widerspiegeln [4-6]. Das Ergebnis sind schwer managebare, 
heterogene, komplexe und intransparente IT-Landschaften, an die gleichzeitig hohe 
Anforderungen wie Transparenz, Kompatibilität, Wirtschaftlichkeit, Flexibilität und 
Erweiterbarkeit gestellt werden [1], [4-8]. Zusätzliche Kosten und komplexe 
Governance-Strukturen sind die Folge [8].  
Enterprise Architecture Management (EAM) ist ein Ansatz, der in der Privatwirt-








tels EAM versuchen Unternehmen nicht nur die IT- und Geschäftsbereiche ihrer Or-
ganisation optimal zu verbinden und ihre Unternehmensstrategie bestmöglich umzu-
setzen, sondern auch ihre gesamte IT transparenter und flexibler zu gestalten [10]. 
Besteht Kenntnis über die IT-Landschaft, können Altlasten besser aussortiert und 
vorhandene IT-Systeme besser konsolidiert werden [8], [13]. Auf diese Weise können 
die Komplexität der IT und ihre Kosten1 reduziert werden. Eine transparente IT-
Landschaft ermöglicht Synergieeffekte, da vorhandene Lösungen bekannt sind [8, 
14]. Dadurch entsteht ein Überblick, auf Änderungen kann flexibel reagiert werden, 
dies führt zu einer erhöhten Wirtschaftlichkeit der IT [10]. Der Nutzen, den ein Un-
ternehmen aus einer systematisch gemanagten Unternehmensarchitektur (Enterprise 
Architecture, EA) ziehen kann, wird von Umfragen, wie bspw. dem Enterprise Archi-
tecture Survey [15] bestätigt. Die dort befragten Chief Information Officers (CIO), 
Manager und Architekten sehen einen Nutzen in EAM v.a. aufgrund der Reduktion 
der IT-Kosten, Steigerung der Kundenzufriedenheit und Flexibilität des Geschäftsbe-
reichs sowie der Prozesse und einem gesteigerten Business-IT-Alignment [15]. 
Nicht nur für Unternehmen, sondern auch für den öffentlichen Sektor sind die Nut-
zenpotentiale, die EAM mit sich bringt, ein interessanter Faktor. Doch obwohl EAM 
relevant ist und die oben genannten Vorteile impliziert, ist der Ansatz in der deut-
schen Verwaltung noch weitgehend unerforscht [13], [16], [17]. In der amerikani-
schen Verwaltung hat die Einführung und Weiterentwicklung von EAM bereits seit 
längerer Zeit einen hohen Stellenwert und wird dort v.a. eingesetzt, um Duplikate und 
hohe Instandhaltungskosten zu vermeiden [18].  
Basierend auf Erkenntnissen des IT-Governance-Bereichs [19] sowie Business 
Process Reengineerings [20] gibt es Grund zur Annahme, dass angesichts besonderer 
Rahmenbedingungen der deutschen Verwaltung (wie z.B. Ressortprinzip, Föderalis-
mus), Konzepte aus der Privatwirtschaft nicht ohne Weiteres auf den öffentlichen 
Sektor in Deutschland übertragbar sind. Beispielsweise werden in der öffentlichen 
Verwaltung Verantwortlichkeiten strikter getrennt als in der Privatwirtschaft [19], 
[20]. Um Vorteile von EAM in öffentlichen Verwaltungen nutzen zu können, sind 
zunächst die Unterschiede zwischen privatem und öffentlichem Sektor herauszustel-
len. Ziel des Beitrags ist es, Anforderungen an ein EAM-Konzept für die deutsche 
Verwaltung zu identifizieren. Die Forschungsfrage dieses Beitrags lautet daher: Wel-
che Anforderungen ergeben sich an ein EAM-Konzept für die deutsche Verwaltung? 
Zur Analyse der Anforderungen wird eine Fallstudie in einer deutschen Landesver-
waltung durchgeführt. Diese stützt sich auf die Analyse relevanter EAM Literatur. 
Das Ergebnis des Beitrags sind 36 Anforderungen an ein EAM-Konzept, gegliedert in 
zehn Kategorien.  
Der Aufbau dieses Beitrags ist wie folgt: Zunächst wird die gegenwärtige Situation 
bzgl. EAM in der deutschen Verwaltung geschildert. In Kapitel 2 werden die Spezifi-
ka der öffentlichen Verwaltung aufgezeigt, EAM definiert und Ergebnisse der Litera-
turanalyse vorgestellt. Kapitel 3 beschreibt die Methodik, die diesem Beitrag zugrun-
de liegt. Die gewonnenen Erkenntnisse werden in Abschnitt 4 dargestellt und in Kapi-
                                                           








tel 5 diskutiert. Kapitel 6 rundet den Beitrag mit einer Zusammenfassung und einem 
Ausblick auf weiteren Forschungsbedarf ab. 
2 Theoretische Grundlagen 
Um die Rolle von EAM in der öffentlichen Verwaltung zu klären, werden im folgen-
den Kapitel zunächst die besonderen Spezifika der öffentlichen Verwaltung in 
Deutschland aufgezeigt. In Abschnitt 2.2 wird EAM definiert und in 2.3 auf die in der 
relevanten EAM Literatur identifizierten Anforderungen eingegangen. 
2.1 Unterschiede zwischen Privatwirtschaft und öffentlicher Verwaltung 
Die deutsche Verwaltung wird durch zwei Grundsätze bestimmt, dem Ressortprinzip 
(Art. 65 GG) und dem Föderalismus (Art. 20 Abs. 1 GG), die auch in den jeweiligen 
Landesverfassungen verankert sind. Das Ressortprinzip besagt, dass jeder (Bundes-/ 
Staats-)Minister seinen Geschäftsbereich im Rahmen der politischen Vorgaben selbst-
ständig und unter eigener Verantwortung führt (Art. 65 GG). Der Föderalismus unter-
teilt Deutschland in 16 Bundesländer und derzeit 11.255 Gemeinden [21]. Gemeinden 
sind zwar Teil der Bundesländer, agieren aber ebenfalls eigenverantwortlich (Art. 28 
GG). Auch Aspekte wie die fehlende Pflicht zur Zusammenarbeit, geringer Wettbe-
werbsdruck und das Fehlen einer gemeinsamen Wertschöpfungskette zwischen den 
Ressorts sind charakteristisch für die öffentliche Verwaltung [2].  
Gewinnmaximierung und das Streben nach Wachstum sind häufig oberste Ziele 
von Unternehmen [2], [20]. Verwaltungen konzentrieren sich hingegen auf die öffent-
liche Aufgabenerfüllung [2], d.h. die Durchführung und Einhaltung von Gesetzen und 
Maßnahmen [20]. Unternehmen sind oftmals bereit Risiken einzugehen, um ihre 
Wettbewerbsfähigkeit zu sichern, während der öffentliche Sektor im Allgemeinen von 
Stabilität und Risikoaversion geprägt ist [20]. Ferner mangelt es an interorganisatio-
nalem Wissenstransfer und einer gemeinsamen Wissensbasis, folglich können Vortei-
le und Synergieeffekte nicht hinreichend genutzt werden [20]. 
Divergierende Organisationsstrukturen und die damit verbundenen Entscheidungs-
prozesse sind ein weiterer Unterschied zwischen Privatwirtschaft und öffentlichem 
Sektor: Die Privatwirtschaft ist durch hierarchische Entscheidungen, die auf ökono-
mischen Aspekten basieren, gekennzeichnet. Der öffentliche Sektor hingegen ist 
durch Entscheidungen im Konsens geprägt, bei denen alle Stakeholder berücksichtigt 
werden [22]. Weiter sind Führungskräfte des öffentlichen Sektors nicht befugt, allei-
nige Entscheidungen über politische und finanzielle Angelegenheiten zu treffen [23].  
In Unternehmen besteht neben der Rechenschaftspflicht gegenüber Anteilseignern 
mehr Autarkie bei der Zuweisung finanzieller Mittel als im öffentlichen Bereich, der 
von fiskalen Grenzen beeinflusst wird [20], [24]. Des Weiteren ist bei Verwaltungen 
eine zunehmende Differenzierung zwischen hoheitlichen (fachlichen) und nicht-
hoheitlichen, z.B. IT, Aufgaben zu beobachten. Hoheitliche Aufgaben werden nach 
wie vor innerhalb der klassischen Verwaltungsorganisation und nicht-hoheitliche 








fende Sourcing-Entscheidungen werden ungeachtet dessen weiterhin in der klassi-
schen Verwaltungsorganisation getroffen.  
Diese Aspekte geben zusätzlich zu den genannten Prinzipien gewisse Rahmenbe-
dingungen vor, die ein einfaches Übertragen von Konzepten aus der Privatwirtschaft 
in den öffentlichen Sektor nicht ohne Weiteres möglich machen. 
2.2 Enterprise Architecture Management 
Das Thema Architektur beschäftigt die Menschheit bereits seit der Antike. Schon 
damals wurden elementare Anforderungen wie solide Bauweise, Zweckdienlichkeit 
und Anmut an Architekturen gestellt. Der Begriff hat sich über die Jahre hinweg ste-
tig verändert und wurde auf verschiedene Bereiche wie die IT übertragen [3], [25]. Im 
Kontext der IT beschreibt die Architektur sowohl den Systemplan, der alle Kompo-
nenten eines Systems umfasst, als auch reine Vorgaben von bestimmten Prinzipien 
und Richtlinien, die Design und Veränderung eines Systems bestimmen [7]. 
Eine EA umfasst die Architektur eines Unternehmens, die betriebswirtschaftliche 
und IT-Aspekte wie Anwendungssysteme als auch übergreifende Aspekte wie Strate-
gien und Ziele beinhaltet und in Verbindung setzt [3], [10], [26]. Fest verbunden mit 
der EA sind Gestaltungspläne und Modellierungen von Ist- und Sollarchitektur, die 
darauf ausgerichtet sind, Leistung und Zielerfüllung eines Unternehmens zu verbes-
sern. 
EAM ist ein Ansatz, der „Prozesse für die Freigabe von Entscheidungen über die 
Prozess-, Anwendungs- und Infrastrukturarchitektur, deren Kommunikation sowie die 
Regelung von Ausnahmen davon“ [9] beinhaltet. Darüber hinaus wird es als Instru-
ment zur Planung und Steuerung für die strategische Ausrichtung eines Unternehmens 
verstanden. Mithilfe von definierten Vorgaben, Prozessen, entsprechenden Rollenbe-
schreibungen und Verantwortlichkeiten werden Architekturen auf Ebene des Gesamt-
unternehmens geplant und gesteuert [9]. Basierend auf einer umfassenden Perspektive 
beschäftigt sich EAM mit der Dokumentation, Analyse, Planung und Verfügbarkeit 
einer EA [14]. EAM unterstützt ein ganzheitliches Modell aller Schlüsselelemente 
und Beziehungen in einem Unternehmen und verbindet auf diese Weise Strategie mit 
Betriebswirtschaft und IT [14].  
2.3 Ergebnisse der Literaturanalyse 
Zur Erhebung von Anforderungen an ein EAM-Konzept für deutsche Verwaltungen 
wurde eine umfassende Literaturrecherche in Anlehnung an Webster und Watson [27] 
durchgeführt, die den privaten und öffentlichen Sektor abdeckt.2 Die identifizierte 
Literatur wurde analysiert, indem in den ausgewählten Beiträgen Anforderungen an 
ein EAM-Konzept ermittelt wurden. Anschließend wurden ähnliche Anforderungen in 
einer Liste geclustert und die Häufigkeiten der Nennungen für jede Anforderung er-
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mittelt. Die Anforderungen wurden thematisch gegliedert, zusammengefasst und zu 
Kategorien auf abstrakter Ebene konsolidiert, z.B. Modellierung. Die identifizierten 
Kategorien sind ein erster Anhaltspunkt zur Kategorisierung der Anforderungen. Er-
gebnis der Literaturanalyse sind 35 Anforderungen in zehn Kategorien (Tabelle 1 Sp. 
Literatur). Die identifizierten Anforderungen sind relativ generisch und abstrakt. Vie-
le Autoren nennen Aspekte wie die Anpassbarkeit von EAM an die jeweilige Organi-
sation und deren Rahmenbedingungen ([14, 28-32]; 6 Nennungen), die Abbildung der 
Komponenten und deren Abhängigkeiten ([28], [29], [33-36]; 6), die Anpassbarkeit 
der verschiedenen Methoden ([14], [28], [29], [33], [34]; 5) sowie die Adressierung 
der Ziele der Stakeholder ([14], [31], [33], [36], [37]; 5) als essenzielle Anforderun-
gen. Nachfolgend werden die fünf Kategorien (Modellierung, Management, 
Stakeholder, Anpassungsfähigkeit, EA Governance), die die meisten Anforderungen 
beinhalten, näher erläutert. 
Anforderungen wie die Darstellung von Informationen [33], [38], von EA Kompo-
nenten und deren Abhängigkeiten [28], [29], [33-36] und der Ist- und Sollarchitektur 
[36] werden in der Kategorie Modellierung zusammengefasst. Weiter soll ein EAM 
ein Metamodell beinhalten [28], [39] und einheitliche, konsistente Modellierungs-
sprachen über EA Ebenen hinweg vorgeben [28], [39]. Ferner sollen verschiedene 
Artefakte, z.B. Bebauungspläne, erzeugt [14], [28] und Komponenten [28], [40] wie-
derverwendet werden. 
Die Kategorie Management enthält Anforderungen in Bezug auf die Wirtschaft-
lichkeit, wie die Messung der Wirksamkeit und Effizienz von EAM [14]. Bei der 
Etablierung eines EAM ist darauf zu achten, dass die Geschäftsstrategie berücksich-
tigt [38], das Projektmanagement [30] und sämtliche weitere Managementwerkzeuge 
unterstützt [31], [41] sowie alle Beteiligten, Projekte und IT-Systeme koordiniert und 
gemanagt [33], [38] werden. Ein weiterer wichtiger Aspekt ist eine gute Wartbarkeit 
der EA [31]. 
Die Kategorie Stakeholder impliziert, dass Stakeholder identifiziert und klassifi-
ziert [33], ihre Ziele adressiert [14], [31], [33], [36], [37], sie in Entscheidungsprozes-
se eingebunden [30, 33] und verschiedene Sichten der Stakeholder betrachtet [33], 
[35], [42] werden sowie ein einheitliches Anforderungsmanagement etabliert [43] 
wird.  
Die Kategorie Anwendbarkeit- und Anpassungsfähigkeit fordert von EAM die An-
passbarkeit an die jeweilige Organisation und deren Rahmenbedingungen [14, 28-32] 
sowie der verschiedenen Methoden [14], [28], [29], [33], [34]. Des Weiteren werden 
hier Aspekte bzgl. Umsetzbarkeit [14], Verständlichkeit und Anwendbarkeit der Mo-
delle [29] genannt. 
Definitionen von Rollen, Verantwortlichkeiten, Prozessen und Methoden [14] sind 
essenziell. Die Vorgabe von Prinzipien und Richtlinien [7], [33] sowie die Verwen-
dung von Standards [40], [44] werden in der Kategorie EA Governance thematisiert. 
Darüber hinaus werden die Identifikation und Entwicklung von Governance-
Strukturen durch EAM [33], [38] gefordert. 
Die Literaturanalyse schloss auch vier relevante Beiträge des öffentlichen Sektors 
ein. Anforderungen, die hier genannt wurden, beziehen sich auf die Kategorie 








Sichten der verschiedenen Stakeholder [42], auf die Kategorie Sicherheit sowie auf 
die Kategorie Modellierung. Gefordert werden die Einhaltung der gegebenen Sicher-
heitsanforderungen [45], die Abbildung der Komponenten und deren Abhängigkeiten 
[36] sowie die Modellierung einer Ist- und Sollarchitektur [36]. 
3 Methodik der Fallstudie 
Nachfolgend wird die Methodik der Fallstudie, die diesem Beitrag zugrunde liegt, 
erläutert. Dabei wird sowohl auf die Datenerhebung als auch –analyse eingegangen. 
3.1 Datenerhebung 
Mithilfe einer explorativen Einzel-Fallstudie wurden Anforderungen aus der Praxis 
einer deutschen Verwaltung erhoben. Die Methodik wurde ausgewählt, da eine we-
sentliche Stärke von Fallstudien darin besteht, ein Phänomen und seinen Kontext 
detailliert zu untersuchen [46]. Der exklusive Zugang zu einer deutschen Landesver-
waltung, die Einführung von EAM zu begleiten, war ausschlaggebend für die Aus-
wahl einer Einzel-Fallstudie [46]. Die untersuchte Landesverwaltung ist gemäß dem 
Ressortprinzip (vgl. 2.1) in unterschiedliche3 Ressorts unterteilt, die unabhängig von-
einander agieren. In Folge dessen wurden in der Vergangenheit IT-Entscheidungen 
unabhängig und unabgestimmt getroffen, IT-Entwicklung und Betrieb erfolgten in 
Ressortverantwortung. Dies führte zu einer heterogenen und aufwändig zu betreiben-
den IT-Landschaft. Zentrale IT-Entscheidungen und Koordination von IT-Vorhaben 
auf Landesebene sind heute in der IT-Stabsstelle, die Teil eines Ressorts ist, gebün-
delt. Die Bereiche IT-Strategie und IT-Infrastruktur, denen die Einführung von EAM 
zuzuordnen ist, sind organisatorisch im Verantwortungsbereich der IT-Stabsstelle 
angesiedelt. Die Einführung einer zentralen IT-Steuerung in der Landesverwaltung ist 
noch relativ neu. Aufgabe von EAM soll daher sein: (1) Transparenz über die landes-
weite IT-Landschaft zu erlangen, (2) IT-Entscheidungen zu koordinieren und Syner-
gieeffekte zu erkennen und zu nutzen sowie (3) die Konsolidierung der IT-Landschaft 
zu unterstützen. Die Fallstudie baut auf einer Analyse relevanter EAM Literatur auf 
und soll Anforderungen aus der Literatur um praktische Aspekte erweitern.  
Zur Datenerhebung wurden sowohl drei Gruppeninterviews [47] mit fünf Experten 
der IT-Stabsstelle geführt, als auch Dokumente wie die IT-Strategie, Projektanträge 
und Gremienbeschlüsse analysiert. Die Fallstudie wurde zwischen Januar und Juli 
2012 durchgeführt. Dem „theoretical sampling“ folgend, wurden die Interviewpartner 
aufgrund ihrer langjährigen IT-Erfahrung in der öffentlichen Verwaltung ausgewählt. 
Eine Befragung wurde ausgewählt, da diese sich direkt auf Themen der Fallstudie 
konzentriert und wahrgenommene kausale Schlüsse und Erklärungen vermittelt [46]. 
Während der Gruppeninterviews wurden die Interviewteilnehmer zusätzlich beobach-
tet, um Einsichten in die Praxis zu erlangen [46]. Die Gruppeninterviews wurden in 
einer teil-strukturierten Interviewsituation durchgeführt [47]. Dabei wurden den Ex-
                                                           








perten Fragen über IT-Strategie, Projekt- und Architekturmanagement gestellt. Diese 
basierten auf dem Ergebnis der Literaturanalyse und wurden mit den Experten in den 
Gruppeninterviews besprochen. 
3.2 Datenauswertung 
Die Ergebnisse der Gruppeninterviews wurden transkribiert und den Interviewpart-
nern vorgelegt. Bereits an dieser Stelle wurden erste Ergebnisse diskutiert, sodass eine 
iterative Anforderungserhebung unterstützt wurde. Ergebnis der Diskussion waren 
zum einen konkrete Anforderungen an ein EAM-Konzept. Zum anderen wurden Ziele 
der IT-Strategie genannt, die in weitere Unterziele und Fähigkeiten, die für die Zieler-
reichung nötig sind, gegliedert wurden. Anschließend wurde die Liste der Ziele und 
Fähigkeiten untersucht und hinsichtlich Relevanz und Bezug zu EAM geprüft. Betra-
fen die Ziele EAM, wurden Anforderungen abgeleitet. Da die Anforderungen in die-
sem Fall u.a. von den Zielen der IT-Strategie abgeleitet werden, stützt sich die Anfor-
derungserhebung auf einen problem- bzw. zielorientierten Ansatz [33], [48]. Vorteil 
des zielorientierten Ansatzes ist die Berücksichtigung von Anliegen der Stakeholder, 
da von vorgegebenen Zielen Anforderungen abgeleitet werden.  
Die Auswertung erfolgte wie folgt: Zunächst wurden Textstellen, die für die An-
forderungserhebung wichtig erschienen, mit einem Code versehen [47]. Die Codes 
basieren auf den Kategorien der Literaturanalyse, weitere Kategorien wurden ggf. 
beim Lesen der Texte entwickelt. Anschließend wurden gleiche Codes zusammenge-
fasst, verglichen und verdichtet, bis zentrale Anforderungen resultierten. Die Anfor-
derungen, die in den Gruppeninterviews genannt wurden, wurden in „generisch“ und 
„verwaltungsspezifisch“ unterschieden. Als „verwaltungsspezifisch“ gelten Anforde-
rungen, die als charakteristisch für die Domäne der untersuchten Landesverwaltung 
gelten können. Als „generisch“ wurden Anforderungen bezeichnet, die auch domä-
nenübergreifend gelten und u.a. auch in der Literatur genannt wurden. In einem weite-
ren Schritt wurde die Liste der Anforderungen von den genannten Experten evaluiert. 
4 Ergebnisse der Fallstudie 
Ergebnis der durchgeführten Fallstudie sind insgesamt 36 Anforderungen (30 gene-
risch, sechs verwaltungsspezifisch) an ein EAM-Konzept (vgl.Tabelle 1, Sp. Praxis). 
Betrachtet man Anforderungen aus der Praxis, so kann festgestellt werden, dass diese 
teilweise sehr generisch, einige jedoch sehr verwaltungsspezifisch sind. Die Katego-
rien Modellierung (8), Stakeholder (6), EA Governance (5), Integration (4) und Ma-
nagement (4) beinhalten, basierend auf den Erkenntnissen der Fallstudie, die meisten 
Anforderungen und werden nachfolgend kurz erläutert. 
Anforderungen der Kategorie Modellierung decken sich zum Teil mit denen der 
Literaturanalyse. Zusätzlich werden von den Experten drei verwaltungsspezifische 
Anforderungen genannt: die übergreifende Gestaltung des Bebauungsplans durch ein 
Domänenmodell, die Definition und Verwendung von Basiskomponenten, die bereits 








Maßnahmen und Bedarfen zwischen Staatskanzlei und Ressorts. Die Kategorie 
Stakeholder ist sowohl für die Privatwirtschaft als auch für die öffentliche Verwaltung 
von essenzieller Bedeutung für gutes EAM. Aus diesem Grund gelten alle Anforde-
rungen, die durch Literaturanalyse identifiziert werden konnten, ebenso für die Praxis. 
Tabelle 1. Anforderungen an ein EAM-Konzept aus Literatur und Praxis (Quelle: Eigene Dar-
stellung) 















   
Bereitstellung von generischen und 
spezialisierten Methoden 
    
Anpassbarkeit der Methoden 
[14, 28, 
29, 33, 34] 
   
Umsetzbarkeit [14]    
Verständlichkeit und Anwendbarkeit 
der Modelle 





[33]    
Verfassung von 
Architekturbeschreibungen 
[35, 43]    
EA Gover-
nance  
Definition von Rollen, Verantwortlich-
keiten, Prozessen und Methoden 
[14]    
Standardisierung von Schnittstellen und 
Anwendungslandschaft 
    
Identifikation und Entwicklung von 
Governance-Strukturen 
[33, 38]    
Kontrolle der Einhaltung der Prinzipien     
Verwendung von Standards [40, 44]    
Vorgabe von Prinzipien und Richtlinien [7, 33]    
Integra-
tion   
Integration bestehender Verfahren     
Integration von bestehenden (Basis-) 
Komponenten 
    
Integration von EAM in Management-
prozesse 
[14, 29]    
Integration von verschiedenen 
Architekturen 
[49]    




   
Manage-
ment 
Bereitstellung eines Prozessmodells zur 
Unterstützung des Projektmanagements 
[30]    
Einfluss auf Geschäftsstrategie erken-
nen und beachten 
[38]    
Koordination und Management aller 
Beteiligten, Projekte und IT-Systeme 
[33, 38]    
Messung der Wirksamkeit und Effizi-
enz der EA unterstützen 
[14]    









Risikomanagement     
Unterstützung von 
Managementfunktionen 
[31, 41]    
Prävention der Pflege der Architektur [31]    
Modellieru
ng 




   
Abstimmung von IT-Maßnahmen und 
Bedarf zwischen Staatskanzlei und 
Ressorts 
    
Beinhalten eines einheitlichen 
Metamodells 
[28, 39]    
Definition von einheitlichen Modellie-
rungssprachen auf versch. Architektur-
ebenen 
[28, 39]    
Definition und Verwendung von Basis-
komponenten 
    
Erzeugung von Artefakten [14, 28]    
Modellierung/Entwurf einer konformen 
Darstellung und Beschreibung der Ist- 
und Sollarchitektur 
[36]    
Modellierung/Kategorisierung von 
Informationen 
[33, 38]    
Übergreifende Gestaltung des Be-
bauungsplans durch Domänenmodell 
    
Verwendung eines modularen Designs 
und wiederverwendbarer Komponenten 




keit der Methoden und Modelle 




[31, 45]    
Sichten 
Bereitstellung von verschiedenen Sich-
ten und Visualisierungen eines Modells 
[28, 34, 
50, 51] 
   
Gestaltung von fachlichen und 
querschnittl. Sichten auf den IT-
Bebauungsplan 
    
Schaffung einer einheitlichen, transpa-
renten Sicht auf IT-Landschaft, Prozes-
se, Management, Unternehmensent-
wicklung und strategisches Manage-
ment 
[29]    
Stakehold-
er  
Adressierung der Ziele der Stakeholder 
[14, 31, 
33, 36, 37] 
   
Einbindung von Stakeholdern in Ent-
scheidungsprozesse 
[30, 33]    
Einheitliches, strukturiertes Anforde-
rungsmanagement 
[43]    
Gegenseitige Anerkennung der Kompe-
tenzen von Ressorts und IT-Stabsstelle 
    
Identifikation/Klassifikation von 
Stakeholdern 
[33]    












Ergänzend kommt eine verwaltungsspezifische Anforderung hinzu: Die gegenseitige 
Anerkennung der jeweils vorhandenen Kompetenzen von Ressorts und IT-Stabsstelle.  
Die Kategorie EA Governance beinhaltet zum einen die Anforderungen hinsicht-
lich Definitionen von Rollen, Verantwortlichkeiten, Prozessen und Methoden sowie 
die Vorgabe von Prinzipien und Richtlinien und Verwendung von Standards, die auch 
Ergebnis der Literaturanalyse sind. Eine Vereinheitlichung und Standardisierung von 
Schnittstellen und der Anwendungslandschaft sowie die Kontrolle der Einhaltung der 
vorgegebenen Prinzipien wurden von den Experten ergänzend angeführt. Diese sind 
jedoch generisch und nicht verwaltungsspezifisch. 
In der Kategorie Integration werden Anforderungen an die Integration von EAM in 
Managementprozesse sowie die Integration von verschiedenen Architekturen, die 
auch in der Literatur identifiziert wurden, genannt. Zusätzlich soll die Integration 
bestehender Verfahren unterstützt werden. In diesem Zusammenhang beschrieb ein 
Experte, dass die Integration bestehender Basiskomponenten von EAM zu erfüllen ist. 
In der Kategorie Management werden die beiden bereits in der Literatur identifi-
zierten Anforderungen, Messung der Wirksamkeit und Effizienz von EAM sowie 
Prävention der Wartbarkeit, genannt. Zusätzlich werden Risikomanagement und Qua-
litätsmanagement gefordert. Diese beiden sind zwar generisch, dennoch im Kontext 
der öffentlichen Verwaltung von besonderer Bedeutung, zumal öffentliche Verwal-
tungen kritische IT-Systeme einsetzen, bei denen das Ausmaß der Betroffenheit nicht 
nur wirtschaftlicher, sondern auch gesellschaftlicher Natur ist. 
Für öffentliche Verwaltungen ist ebenfalls die Kategorie Sicherheit von enormer 
Bedeutung. Da öffentliche Verwaltungen zum Teil hochsensible Daten verarbeiten, ist 
die Einhaltung von IT-Sicherheitsanforderungen bei IT-Systemen und daher auch für 
EAM unerlässlich. 
5 Diskussion 
Im Rahmen unserer Fallstudie konzentrieren wir uns auf die Ableitung von Anforde-
rungen an ein EAM-Konzept für die deutsche Verwaltung. Bisherige Forschung be-
schäftigte sich mit Anforderungen an EA bzw. EAM in der Privatwirtschaft. Nur 
insgesamt vier Beiträge [36], [37], [42], [45] konnten bzgl. der öffentlichen Verwal-
tung identifiziert werden, diese beziehen sich allerdings nicht auf Deutschland. Mit 
unserer Fallstudie leisten wir einen Beitrag zum besseren Verständnis von speziellen 
Anforderungen der öffentlichen Verwaltung durch das Schließen dieser Lücke und 
illustrieren die zentralen Anforderungen an ein EAM-Konzept für die deutsche Ver-
waltung (Tabelle 1).Der Beitrag liefert nicht nur Erkenntnisse für Forschung, sondern 
beinhaltet auch Vorschläge für die Praxis. Die Schwerpunkte der Praxis liegen auf der 
Schaffung von Überblick und Transparenz über die IT-Landschaft, Generierung ver-
schiedener Sichten sowie die Einbeziehung sämtlicher Stakeholder. Da die Etablie-
rung der IT-Steuerung der untersuchten Landesverwaltung noch relativ neu ist, be-
steht die Hauptaufgabe darin, sich zunächst einen Überblick über die gesamte IT-
Landschaft zu verschaffen [40]. Dies geschieht, indem eine transparente Sicht auf die 








den gegebenen Rahmenbedingungen der deutschen Verwaltung von großer Bedeu-
tung. Da bspw. durch das Ressortprinzip kein Ressort, d.h. Stakeholder der initiieren-
den Stelle, verpflichtet ist, die Einführung von EAM zu unterstützen. Gerade vor die-
sem Hintergrund ist das frühzeitige Einbeziehen dieser Akteure essenziell 
Deutlich wird auch, dass die Domäne öffentliche Verwaltung vor dem Hintergrund 
von EAM noch zu wenig berücksichtigt wird. In thematischer Hinsicht unterscheiden 
sich Anforderungen der öffentlichen Verwaltung und Privatwirtschaft nur wenig. 
Allerdings gibt es speziell in der öffentlichen Verwaltung Schwerpunkte bei Anforde-
rungen, die in Zusammenhang mit IT-Governance stehen. Die Identifikation und 
Entwicklung von Governance-Strukturen [33], [38] werden zwar als Anforderungen 
in der privatwirtschaftlichen Literatur genannt. In der Praxis hingegen wird ein Über-
denken solcher Strukturen nicht gefordert. Aufgrund des Ressortprinzips können die 
Fachressorts nicht verpflichtet werden, sich an der Einführung von EAM zu beteili-
gen, sondern müssen zunächst von dessen Bedeutung und Vorteilen überzeugt wer-
den. Auch Ziele im Hinblick auf Konsolidierung können nur im Konsens mit den 
Fachressorts durchgesetzt werden [22].  
Darüber hinaus ist die Aufgabenverteilung zwischen fachlichen und 
querschnittlichen Organisationseinheiten zu beachten. In der untersuchten Landes-
verwaltung existieren zweierlei Abstimmungsebenen: (1) querschnittlich, d.h. inner-
halb der Landesverwaltung und (2) vertikal, d.h. länderübergreifend entlang der Fach-
achse Länder und Bund, die zum Teil konfligierend sind. Vor allem beim ersten Punkt 
wird die schwierige Abstimmungssituation zwischen Ressorts und IT-Stabsstelle 
sichtbar. Die Ressorts fühlen sich in der Verantwortung, gesetzliche Anforderungen 
für fachliche Themen (auch mittels IT) zu erfüllen. Zudem muss die Abstimmung im 
föderalen Kontext unterstützt werden, d.h. sowohl organisationsintern als auch ent-
lang von fachlichen Achsen über Ländergrenzen hinweg, z.B. für die IT-Steuerung im 
IT-Planungsrat. Grundsätzlich gilt, dass fachliche Kompetenzen und gesetzliche Au-
toritäten in den Ressorts gewahrt werden müssen, da aufgrund der heterogenen Auf-
gaben eine zentrale Stelle nicht die fachliche Kompetenz aufweist. Zudem gibt es u.a. 
in der untersuchten Landesverwaltung querschnittliche Aufgaben, die sich aus 
Synergiegründen stellvertretend mit zentralen Themen beschäftigen, die alle Ressorts 
betreffen. Für diese Themen muss Akzeptanz geschaffen werden. Die Fähigkeit be-
steht darin, die Ressorts nicht in deren fachlicher und gesetzlicher Kompetenz einzu-
schränken, sie aber dennoch mit überfachlichem Know-how wie bspw. Methodenwis-
sen zu unterstützen.  
Anforderungen, die anhand der Literaturanalyse identifiziert werden konnten, sind 
generisch, wie z.B. Beinhalten eines Metamodells [28], [39] oder Erzeugung von 
Artefakten [14], [28] und lassen sich so auf andere Organisationen in der Privatwirt-
schaft übertragen. Aus diesem Grund gelten viele der genannten Anforderungen auch 
für die untersuchte Landesverwaltung. Hinzu kommen allerdings noch spezielle 
Rahmenbedingungen der deutschen Verwaltung (vgl. Kapitel 2.1). Jedes Unterneh-
men hat zwar sein eigenes Ökosystem, dennoch sind die verschiedenen Rahmenbe-
dingungen in der Privatwirtschaft ähnlich [10]. Der öffentliche Sektor agiert hingegen 
im Sinne des Gemeinwohls und weist daher Spezifika auf, die zum Teil gesetzlich 








den Ergebnissen unserer Fallstudie erscheinen, könnte darauf zurückzuführen sein, 
dass viele entweder erst nach Einführung von EAM deutlich oder durch Betrachtung 
verschiedener Fälle, so wie bei Literaturrecherchen üblich, ersichtlich werden. Die 
Besonderheiten der Domäne liegen u.a. darin, dass zwar ein hohes Maß an Übertrag-
barkeitspotenzial vorhanden ist, aber aufgrund der vorherrschenden Rahmenbedin-
gungen (z.B. Ressortprinzip) Konzepte individuell anzupassen sind. 
6 Zusammenfassung und Ausblick 
Seit einigen Jahren spielt EAM in vielen Unternehmen eine tragende Rolle [10]. Die 
Literaturrecherche zeigt, dass EAM auch in der öffentlichen Verwaltung bereits ein-
gesetzt wird. Vor allem die amerikanische Regierung engagiert sich auf vielfältige 
Weise für dieses Thema und etabliert diesen Ansatz in ihren Verwaltungsstrukturen 
[18], [52]. Aufgrund der mit EAM einhergehenden gesteigerten Transparenz, Effizi-
enz der IT und Kundenzufriedenheit ist EAM auch in der deutschen Verwaltung emp-
fehlenswert.  
Da EAM sowohl im Wirtschafts- als auch im Verwaltungsbereich eine Rolle spielt, 
wurde für eine detailliertere Untersuchung des Themas EAM Literatur aus beiden 
Bereichen herangezogen und bezüglich Anforderungen an EAM-Konzepte unter-
sucht. Ziel dieses Beitrags ist, Anforderungen an ein EAM-Konzept aus Literatur und 
Praxis zu identifizieren. Die identifizierten Anforderungen lassen sich in generische 
und verwaltungsspezifische Anforderungen einteilen. Es wird deutlich, dass zwar 
viele der in der Literatur identifizierten Anforderungen auch auf öffentliche Verwal-
tungen (24 Anforderungen, vgl.Tabelle 1) zutreffen, allerdings aufgrund der Beson-
derheit der Domäne mit ihren speziellen Rahmenbedingungen ein kontextbezogenes 
EAM unabdingbar ist. Vom Stand der IT-Steuerung ist es abhängig, welche Anforde-
rungen in der Praxis höher gewichtet werden. Im vorliegenden Fall ist die Etablierung 
der IT-Steuerung in der betrachteten Landesverwaltung noch relativ neu. So stehen 
v.a. die Generierung von Überblick, Transparenz und Flexibilität im Vordergrund. 
Mit einem fortgeschrittenerem Stand sind weitere Aspekte wie die Automatisierung 
von Abläufen und Erhöhung von Durchlaufzeiten relevanter. 
Der vorliegende Beitrag dient als Grundlage für weitere Forschung auf diesem Ge-
biet. Weitere Forschungsarbeit sollte zum einen einen Abgleich zwischen den identi-
fizierten Anforderungen und bereits bestehenden Ansätzen enthalten. Aufgrund des-
sen kann entschieden werden, ob ein bestehender Ansatz adaptiert bzw. erweitert 
werden kann oder ein neuer Ansatz zu erstellen ist. Zum anderen dient die vorge-
nommene Kategorisierung als Ausgangspunkt für künftige Forschung und sollte vor 
dem Hintergrund des Aufbaus eines EAM-Konzepts nochmals reflektiert werden. 
Ferner soll der Beitrag als Basis für die Entwicklung eines EAM-Konzepts für die 
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Abstract. Over the past decade Enterprise Architecture (EA) management ma-
tured to a discipline commonly perceived as a strategic advantage. Among oth-
ers, EA management helps to identify and realize cost saving potentials in or-
ganizations. EA initiatives commonly start by documenting the status-quo of 
the EA. The respective management discipline analyzes this so-called current 
state and derives intermediate planned states heading towards a desired target 
state of the architecture. Several EA frameworks describe this process in theory. 
However, during practical application, organizations struggle with documenting 
the EA and lack concrete guidance during the process. To underline our obser-
vations and confirm our hypotheses, we conducted a survey among 140 EA 
practitioners to analyze issues organizations face while documenting the EA 
and keeping the documentation up to date. In this paper we present results on 
current practices, challenges, and automation techniques for EA documentation 
in a descriptive manner. 
Keywords: Enterprise Architecture (EA), automated EA documentation, sur-
vey, model maintenance 
1 Introduction 
Organizations are challenged with increasing complexity of their IT-landscapes 
through rapidly changing market requirements and globalization. At the same time, 
information technology (IT) is shifting from a modest service provider to an enabling 
driver for new business models. Organizations require solutions for the management 
of these challenges and therefore need to adapt their IT management practices [1], [2]. 
Enterprise Architecture (EA) and the corresponding management function are pro-
moted to improve the alignment of business and IT, to realize cost saving potentials, 
and, at the same time, to increase availability and failure tolerance [3–5]. An EA 
model covers business as well as IT aspects to provide a holistic view of an organiza-
tion and supports decision makers with relevant information. Development and 
maintenance of an EA rely on sound and up-to-date information on the organization’s 






cations, business processes, and the relationships among them [6]. Gathering respec-
tive information entails a large amount of work. Our experiences from several indus-
try projects show that enterprises easily have several thousands of applications. Due 
to the sheer amount of these artifacts in an EA, respective EA documentation endeav-
ors are regarded as time consuming, cost intensive, and error-prone [7], [8]. 
Existing research efforts in the EA documentation field are very scarce. Several 
publications mentioned the problem of EA data collection in practice. These are elab-
orated in detail in the following section. However, empirical evaluations on the appli-
cation of EA documentation in organizations are necessary to obtain an overview of 
current practices and challenges organizations face when documenting their EA. Ex-
perience gained from projects with our industry partners confirmed our assumption 
that organizations struggle documenting the current state of the EA. These observa-
tions build the starting point for the research conducted in this paper. 
The main contributions in this paper are findings from a survey with 140 organiza-
tions from Canada, Germany, Great Britain, India, New Zealand, South Africa, Swit-
zerland, USA, and others. The survey targets the current EA documentation processes 
applied in organizations and challenges interwoven with the EA documentation. Our 
findings are used to validate identified challenges from literature. These findings also 
include the organization of teams that perform the documentation and the applied EA 
documentation strategies. In addition, we provide resilient statistics on the use of 
automation techniques in organizations as a foundation for ongoing research efforts in 
this field [9].  
The contribution of this paper is threefold. First, the results can be used to derive 
future research directions in the documentation of EA information. Second, we pro-
vide an empirical basis of the currently applied techniques for EA documentation in 
organizations. We highlight automated data collection practices and compare these 
findings against literature. Third, we validate several research hypotheses for EA 
documentation that target to better understand the success factors of EA documenta-
tion. 
2 Related Work 
Several efforts in EA research literature have targeted the identification of challenges 
in the EA practice. Lucke et al. conduct an extensive EA literature review to identify 
current issues of the discipline [10]. Major findings in their study are a “lack of gov-
ernance in EA projects” since it is challenging to manage a “plethora of stakehold-
ers”. Typically, EA takes place across multiple organizational units and the coordina-
tion thereof is also challenging. Other social aspects such as mismatched communica-
tion during collaboration and group specific languages are cited by Lucke et al. They 
also detail how a different understanding of requirements is challenging, especially 
when different roles are involved.  
In line with Lucke et al., Buckl et al. [11] detail the supply and demand perspec-
tives modeling information consumer and provider roles. In [12], Raadt et al. speak of 






real world rather abstractly. This also refers to the social aspect of different groups 
with different background knowledge. In addition, Lucke et al. highlight that a shared 
understanding is crucial for a successful EA endeavor. They underpin a wrong vision 
shared “may create a good architecture for the wrong business”. Lack of experienced 
architects and missing resources are also mentioned. Lucke et al. further claim that 
there is insufficient support by current EA tools, especially when it comes to the col-
lection and maintenance of “this diverse collection of entities”.  
Kaisler et al. [7] published a practitioner paper describing problems experienced in 
EA management with a focus on technical and modeling aspects rather than social 
aspects. Other issues are described by Chuang et al. in [13] ranging from difficulties 
to get the buy-in from stakeholders over discussions about budgeting EA to an owner-
ship problem of an EA endeavor since these are often seen as IT initiatives.  
In [14], Franke et al. present a survey among 168 EA practitioners. The authors fo-
cus on companies located in Central Europe and present information on how long 
companies applied EA management and how business/IT alignment is perceived. 
They further show results illustrating how business and IT concerns are met. Howev-
er, the survey rather focuses on the big picture of EA management than on EA docu-
mentation. 
When focusing on EA documentation, Lam [15] and Shah [16] describe that peo-
ple tend to use specific tools to produce models for different purposes. The same 
holds true for maintaining them, such that, from a knowledge management perspec-
tive, EA often ends up with “poor documentation” of EA information or rationale of 
decisions [10]. Hauder et al. [17] exemplify some of these problems by a hands-on 
approach employing two operative systems. They further provide a literature study, 
and seek to synthesize automated EA documentation problems into four categories, 
namely data, transformation, business & organizational and tooling challenges. 
Several authors also describe documentation of relevant EA information. In [18], 
Schekkerman highlights that required information “may not exist or may not [be] 
accurately represented”. In this case he advises that the EA team should “develop a 
strategy to create the needed documentation” and store it into an EA repository. A 
more detailed guide is given by Hanschke [19]. She highlights the ongoing character-
istic of the EA documentation process, introduces data types and involved roles dur-
ing the “data provision process”. In [20], Ernst introduces a pattern-based approach 
that captures methods, information, and visualizations found in EA management prac-
tice. Ernst’s pattern-based approach highlights the documentation of design rationale, 
i.e., selection of best-practice patterns. Above outlined approaches remain rather ab-
stract when the EA documentation process is faced with challenges. 
Recent research efforts have focused on automation mechanisms to improve EA 
documentation. The research group around Farwick et al. [21] also outlines problems 
with EA documentation. As a reaction to an error-prone and time-consuming process, 
they seek to take EA documentation one step beyond the status quo using automation 
mechanisms [22]. Farwick et al. aim to collect EA information out of productive sys-
tems, e.g. via monitoring tools, crawlers, and sniffers. In [23], Buschle et al. imple-
ment a similar idea using a vulnerability scanner. In [9], Buschle et al. take the auto-






Enterprise Service Bus (ESB) and show to which extent data therein covers infor-
mation of an EA model. In particular, the coverage of the ArchiMate model is illus-
trated. Grunow et al. [24] investigate such data sources concerning data quality as-
pects with a focus on EA information. 
To the authors’ best knowledge, up till now, an extensive survey on the state-of-
the-art of EA management focusing on EA documentation does not exist. 
3 Research Methodology 
Given the limited literature on EA documentation and its practical relevance to indus-
try, an exploratory survey across multiple enterprises and industries has been con-
ducted. The aim is to get a first picture on how EA data is collected in organizations. 
From our experience in the field, we additionally formulated four initial research hy-
potheses to validate our observations. 
As outlined in the introduction, we witnessed that many organizations struggle in 
keeping their EA models up-to-date [10]. Since an outdated EA model diminishes the 
value of EA this can be a major obstacle for EA initiatives. Hence, in order to evalu-
ate our observation, we formulate the first research hypothesis: 
Hypothesis 1. Documentation of the EA is a major challenge for EA initiatives in 
organizations. 
In addition, we noticed differences in the documentation success depending on the 
team organization structures, such as centralized or federated EA teams [25]. Thus, 
we intend to confirm this observation with the following hypothesis. 
Hypothesis 2. Efficiency and effectiveness of EA documentation depend on the 
team organization. 
Tools for modeling the EA range from mere drawings to sophisticated web-based EA 
modeling tools [26]. Although the problem of EA data collection is widely known, the 
tool vendors only recently started to include explicit support for collaborative and 
process-based data collection. To analyze the dependency between the perceived 
model quality and the used tool we formulate the following hypothesis. 
Hypothesis 3. EA documentation requires an adequate tool support. 
A very recent trend in EA research literature and practice is the use of automated EA 
documentation techniques [9], [22]. With the following hypothesis we wanted to test 
if current automation efforts in practice have a positive effect on the manual labor 
needed to keep the EA model up-to-date. 
Hypothesis 4. Automation techniques decrease the effort of EA documentation. 
To evaluate our hypotheses we compiled an online questionnaire to elicit the current 
practices and challenges in EA documentation and to test our hypotheses. In addition, 






the current usage of automation. After designing the questionnaire, we performed a 
pretest. To do so, the questionnaire was completed by three researchers in the field of 
EA not involved in creating the questionnaire. Subsequently, the questionnaire has 
been adapted according to their feedback and suggestions. The final version of the 
questionnaire has been published as an online survey that was available for 14 days. 
We sent over 1100 survey invitations via e-mail to EA related experts. The list of 
experts has been compiled during EA projects we performed with industry partners in 
recent years. In addition, the survey has been announced in well-known online forums 
on Xing1, LinkedIn2, and Ning.com3 related to EA or strategic IT management topics. 
We received 179 answers in total with participants from inter alia Canada, Germany, 
Great Britain, India, New Zealand, South Africa, Switzerland, and USA. 39 partici-
pants (~22%) dropped out during the questionnaire or answered on behalf of the same 
organizations resulting in 140 completed answers for the evaluation. Table 2 illus-
trates the distribution of the industry sectors of the organizations in the survey. Fi-
nance is the largest sector with 30% followed by IT, Technology with ~19%, and 
Communications and Government with ~8% respectively. 
Table 1. Organizations by industry sector 
 
Industry Sector n % of all 
Finance 42 30.00% 
IT, Technology 27 19.29% 
Communications 11 7.86% 
Government 11 7.86% 
Education 8 5.71% 
Manufacturing 8 5.71% 
Transportation 8 5.71% 
Services 6 4.29% 
Retail 5 3.57% 
Health Care 5 3.57% 
Agriculture 2 1.43% 
Construction 2 1.43% 
Other 5 3.57% 
Table 2. Participants by job title 
 
Job Title n % of all 




Software Architect 9 6.43% 
Project Manager 6 4.29% 
CTO 5 3.57% 
IT Manager 5 3.57% 
Business Analyst 3 2.14% 
CIO 3 2.14% 
Software Developer 3 2.14% 




Other 5 3.57% 
 
In order to receive relevant information we targeted participants working in EA man-
agement or related fields in the industry. We made sure that only one representative of 
each organization was included by filtering by duplicate organizations. Table 2 illus-
trates the participants divided by job title. The largest groups in our survey consist of 
Enterprise Architects with ~52% and Enterprise Architect Consultants with ~19%. 
The consultants were asked to accomplish the survey with respect to a specific cus-
tomer. Among the participants are also ~6% in an upper management position (CxOs) 
as well as Project Managers, Software Architects, and Software Developers. In addi-
tion, we asked the participants on their individual working experience in EA man-
agement and the experience of the organization with EA management. The majority 
                                                           
1 http://www.xing.com (Group Enterprise Architecture Management), last accessed: August 8th 2012. 
2 http://www.linkedin.com (Group The Enterprise Architecture Network), last accessed: August 8th 2012. 






of participants have experience in EA management of 4 years or less and only very 
few organizations have more than 10 years of experience in this field. As a result and 
in line with [1] this confirms that EA management is still a young topic for organiza-
tions with only few very experienced professionals and organizations. 
Above outlined hypotheses are evaluated and discussed in Section 6 based on the 
presented data set. We apply Pearson’s chi-square test to validate dependencies 
among respective dimensions in our data set. 
4 Enterprise Architecture Management in Organizations 
In this section we provide results from the first part of the survey with general ques-
tions on EA management in organizations including results on the modeled state and 
EA challenges organizations are faced with. Results are discussed against the back-
ground of current EA literature. The organizations were also asked further questions 
beyond the scope of this paper, e.g. applied frameworks and tools. 
Enterprise Architecture Management Function. The information on the EA 
contains infrastructure components, business applications, business processes, and 
their relationships. An EA endeavor commonly comprises the current state of the EA, 
derives multiple planned states, and heads towards a long-term target state [27]. Typi-
cally, it starts with the documentation of information to capture the current state of the 
EA [28] as the foundation for the alignment of future states. In our survey, the partici-
pants were asked to classify their organization according to the currently modeled 
state of their EA. Fig. 1 illustrates the modeled states across all industry sectors and 
individually by the sectors Finance, Government, and IT, Technology. The results 
indicate differences in the modeled states of the EA management functions. While 
only 45.71% of all organizations modeled a long-term target state in total, the majori-
ty of the Finance sector (52.38%) as well as the IT, Technology (66.67%) sector mod-





























Current Planned Long-term target Other
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Fig. 1. Modeled state of the EA management function in organizations 
Key Challenges in Enterprise Architecture Management. EA research literature 
lists many positive effects that the implementation of an EA function may have on 
organizations [29]. However, recent literature suggests that these benefits can only be 
realized if a certain maturity of the EA function is achieved [30], [31]. On their way 
towards a higher EA maturity level (see also [5]), organizations struggle with a varie-
ty of challenges that reduce the overall perceived success of an EA endeavor [7], [10]. 
The first part of our survey aimed at getting an explorative picture of the most fre-
quent challenges that EA teams are facing. The participants were asked to select the 
key challenges they are facing in their EA effort, with multiple selections possible. In 
addition, the participants could give detailed descriptions of the rationale behind their 
selections and add other challenges that were not present for selection. Table 4 shows 
the results of this question. The first result is that only a small percentage of the par-
ticipants (7.14%) stated that they are not facing any specific challenge. This is a 
strong indicator that most organizations still struggle with the implementation of EA 
despite the wide availability of EA frameworks (cf. Section 2), best practices collec-
tions [19], [ 20], tools [26] and the increasing experience of practitioners. 
The two most frequently selected challenges address efforts of EA data collection 
and the quality of the resulting model. Both were selected as one of the key challeng-
es by 55% of the participants. This supports our findings of a recent survey as well as 
interviews with practitioners [8] and other literature [10], which indicated that the 
effort of manual EA documentation is a major issue in today’s organizations. Howev-






ed EA documentation. This might have led to a bias that directed practitioners who 
have problems with their data collection process to take the survey. Less participants 
mentioned insufficient tool support as a key challenge (34.29%). Tool support has 
been identified as one of the key challenges in the literature [7], [10]. However, the 
recent years have brought improvements to the maturity of EA tools [26]. 31.43% of 
the participants selected “No management support” as one of their key EA challenges. 
This has also been identified by various publications on EA challenges [7], [10]. The 
results of our survey indicate that the management support varies by industry sector, 
e.g. 18.18% in the government sector and 50% in the transportation sector. The Fi-
nance, Insurance, Real Estate sector almost resembles the mean with 33.33%. These 
numbers show that about one third of the EA initiatives are struggling to get man-
agement support that is of utmost importance to realize changes in organizations. One 
reason for this might be the perceived low return on investment (ROI) of EA initia-
tives. Still 25.71% of the participants selected this as a key issue. Several of the re-
spondents also explicitly mentioned difficulties to measure the ROI in an optional 
free-text answer. The perceived ROI, the complexity and rapid changes in the real 
world architecture may lead to difficulties to motivate people. The existence of data 
silos and missing tool integration were also mentioned several times. This is another 
indicator that better tool support can improve the overall EA documentation. 
Table 3. Key EA challenges organizations are facing 
Team Organization n % of all 
Huge effort of data collection 77 55.00% 
Bad quality of EA model data (actuality, consistency, completeness, etc.) 77 55.00% 
Insufficient tool support 48 34.29% 
No management support 44 33.43% 
Low return on investment 36 25.71% 
Other 32 22.86% 
No specific challenge 10 7.14% 
5 Current Practice of Enterprise Architecture Documentation 
In order to grasp the current practices of EA data collection and challenges organiza-
tions face, we asked several questions regarding the team structures, collection pro-
cesses, and data collection triggers. The answers show that manual data collection is 
still prevailing, and the maturity of most data collection processes to keep the EA 
model up-to-date is generally low. 
Team Organization. First, we asked the participants about the team organization 
for the data collection (cf.Table 5). About 46% stated that EA data is collected by a 
central EA team that gathers the data from the stakeholders in the organizational units 
and from existing documentation. About 42% of the surveyed individuals answered 
that data is collected by both, a central EA team as well as federated teams that work 
in the organizational units. A small fraction of 10% stated that data is only collected 
from stakeholders in other organizational units. 35 participants that mentioned a cen-






‘hybrid’ collection approach, i.e. EA data providers in the organizational units and a 
central EA team. Those also stated a large effort of the data collection. 
Table 4. How are the teams for the EA data collection organized? 
Team Organization n % of all 
Collected by central EA team 64 45.71% 
Both, collected by centralized and federated teams 59 42.14% 
Collected by stakeholders in other organizational units (federated EAM) 14 10.00% 
I don’t know 3 00.02% 
Data Collection Strategy. In another series of questions we intended to elicit the 
actual practice of collecting EA data that are shown in Table 5. We asked the partici-
pants to describe how the EA data collection currently is organized and performed in 
their organizations. The typical practice for 76% of the participants is to manually 
inspect the content of existing applications and databases. Approaches entailing inter-
action between people (physical or virtual) are applied less frequently. These are in-
terviews with stakeholders (68%), interactive modeling workshops with stakeholders 
(~53%) as well as questionnaires (~37%). Interestingly, ~35% of the participants 
replied that the data they use for manual entry in an EA tool is partially collected 
automatically. 
Table 5. How is the manual EA data collection organized? 
(Multiple choices were possible.) 
Type of Collection n % of all 
Manually from applications/databases 95 76.00% 
Manually via interviews 85 68.00% 
Manually modeled in workshops 66 52.80% 





Table 6. Does your organization 
have a dedicated and specified 




n % of all 
No 99 71.00% 
Yes 33 23.00% 
I don’t know 8 6.00% 
 
Maturity of Data Collection Processes. One of the most striking findings of our 
survey is the result regarding the EA data collection process that can be seen in Table 
6. Only 23% of the participants state they have a reference process description of their 
EA data collection endeavors. 71% stated they have no process description to keep 
the EA data up-to-date. This implies data is collected in an ad-hoc manner in these 
organizations. Given these figures, we argue that many organizations may improve 
the data collection efficiency with clearly defined processes describing the responsi-
bilities, actions and triggering events. 
Data Collection Triggers. In order to keep the EA model in-sync with the reality, 
enterprise architects have to be aware of changes affecting the EA. Table 7 shows the 
result of triggering events initiating a manual update of the EA model. As expected, 
most architects rely on periodic checks with key stakeholders that provide data on 
specific parts of the architecture (55.71%). Further triggers organizations use are: 






completion (42.86%), and the introduction of new processes (39.29%). Note that the-
se triggers rely on very good communication of the architects with stakeholders, 
which possibly takes place across different organizational units. Obviously, in cases 
where this communication is hindered updates might be delayed. Communication in 
the opposite direction, i.e. from the data providers to the architects, is less common 
with 32.86%. This could be attributed to the problem of providing benefits for data 
providers in the EA context [32]. 21.43% of the participants stated that they have 
been confronted with mergers and acquisitions that have led to an update of the EA 
model. It is obvious that such massive changes to the EA should lead to manual 
changes of the EA model. Perhaps not all participating organizations went through a 
merger or acquisition which would explain the low frequency of this trigger. The two 
least mentioned triggers refer to technical assistance of triggering. Only 17.14% stated 
that their data collection process is supported by a ticketing or task list system that 
allows triggering tasks for other stakeholders, although this has been recommended 
by literature from practice [19], [33]. Even fewer organizations leverage change event 
triggers from information systems like project completion events from project man-
agement tools (13.57%). 
Table 7. What are triggering events for updating contents of your EA model? (Multiple choices 
were possible.) 
Triggering Events n % of all 
Periodic checks by enterprise architects with data providing stakeholders 78 55.71% 
Acquisition of new products (applications, hardware, etc.) trigger model up-
dates by enterprise architects 
62 44.29% 
New application releases trigger model updates by enterprise architects 60 42.86% 
Project completion/inception triggers EA update process 60 42.86% 
Introduction of new business processes trigger model updates by enterprise 
architects 
55 39.29% 
Data providers contact the enterprise architects on changes in the real world 
Enterprise Architecture 
46 32.86% 
Mergers & Acquisitions trigger model updates by enterprise architects 30 21.43% 
A ticketing/task list (application) is used to manage EA change requests by 
different stakeholders 
24 17.14% 
Change in external tool automatically triggers manual update task (e.g. project 
completion in project management tool) 
19 13.57% 
Data Collection Challenges. Since the majority of organizations mention a huge 
effort of data collection and bad quality of the EA model data as key challenges in 
their organizations, the specific data collection challenges are of interest. Table 8 
gives an overview of the major EA documentation challenges. The largest amount 
(62.14%) of organizations struggle to collect data in their organization since it is re-
garded as very time consuming. This confirms the findings presented in [8] and [7] 
that data collection is a time consuming task. This goes in hand with difficult to ac-
quire data (49.29%). Many organizations also struggle with the actuality of the EA 
model. 44.29% rate resulting quality as insufficient. This assumption is underpinned 
by 27.14% that mention the real world EA changes too quickly to synchronize the EA 






Table 8. EA documentation challenges of organizations 
Triggering Events n % of all 
It is very time consuming to collect the data 87 62.14% 
Information is difficult to acquire 69 49.29% 
Sufficient EA model actuality is not achieved 62 44.29% 
Information is not available 56 40.00% 
It is difficult to get hold of the right stakeholders as data providers 54 38.57% 
The information is too fine grained 43 30.71% 
Real world EA changes too quickly to synchronize EA model 38 27.14% 
It creates inconsistencies in the model 34 24.29% 
Other 14 10.00% 
No specific problems 6 4.29% 
 
Automated Data Collection. The survey presented in [34] indicated that about one 
fourth of the survey participants use automation mechanisms in order to update their 
EA tool. The survey at hand, with a much larger dataset supports this finding with 
19.29% of the participants stating that they use some form of automation to update 
their EA tool (cf.Table 9). The majority of the participants rely on manual input of 
collected EA data. 
Table 9. Has your organization implemented 
some form of automated update mechanism 
for your EA tool? 
 
Automation n % of all 
No 91 65.00% 
Yes 27 19.29% 
I don’t know 2 1.43% 
No EA tool in use 20 14.29% 
Table 10. How is automation technically 
implemented in your organization? (Multiple 
choices were possible.) 
 
Implementation n % of all 
Excel Import 12 27.27% 
Relational Database Import 9 20.45% 
CSV Import 8 18.18% 
SOAP Web Service Interface 5 11.36% 
XML Import 5 11.36% 
REST Web Service Interface 4 9.09% 
XMI Import 0 0.00% 
I don’t know 1 2.27% 
 
Of the 27 respondents who apply automated updates the majority make use of file 
import mechanisms of their EA tool. The mentioned file types are Excel (~27%), 
CSV (~18%) and XML (~11%). A much smaller part makes use of web services 
(SOAP ~11%, REST ~9%) to collect external data. Table 10 summarizes all import 
mechanisms currently applied in the organizations for automating EA documentation. 
This supports the findings of Matthes et al. that most EA tools only support the simple 
non-recurring import from files such as Excel, XML, or CSV [26]. 
6 Discussion and Key Findings 
As presented in Section 4 our survey shows that organizations face diverse EA chal-
lenges. One of the key challenges seems to be the EA documentation. This goes in 
line with our first hypothesis (cf. Hypothesis 1 in Section 3) such that our empirical 






in adequate quality. In our data set ~77% (n=108) participants stated that they either 
have to apply a huge effort in collecting data or their data is of bad quality. 
We also provide empirical ground for Hypothesis 2 and are able to state that feder-
ated EA teams struggle less with the collection of EA data in adequate quality than 
centralized teams. To analyze this and the following hypotheses we applied a chi 
square goodness of fit test. We evaluated whether federated teams and mixed teams 
are struggling with bad quality and data collection effort of their EA model in as 
many cases as centralized teams (cf. Table 4). Here the frequencies for participants 
not strugglipng with bad EA model quality are 11, 28, and 24, respectively. These 
numbers indicate that federated teams struggle less with bad EA model quality. In 
fact, the null hypothesis can be rejected, based on our data set with χ(1)² = 10,428, p = 
.015 (p ≤ .05). 
Thus, we can confirm that federated teams perform better in keeping the quality of 
EA models high. In terms of data collection effort we calculated a similar result. In 
this case we tested whether federated teams struggle as often as centralized teams 
with the data collection effort. Here the frequencies are federated=10, both=21 and 
centralized=29 for which no huge effort in data collection was indicated. These num-
bers again indicate that federated teams perform better with data collection. The 
goodness of fit test resulted in χ(1)² = 9,730, p = .021 (p ≤ .05). Thus, we can again 
reject the null hypothesis and state that federated teams struggle less with the data 
collection effort. This supports the use of federation for EA data collection as pro-
posed by Fischer et al. [25]. 
Referring to Hypothesis 3, we can state that a successful EA documentation en-
deavor requires an adequate tool support. In this case we received significant results 
correlating cases where inadequate tool support and the time consuming nature of EA 
data collection was reported. Of the 48 participants reporting insufficient tool support, 
39 (~%81) also reported the time consuming nature of EA data collection and of the 
92 participants that do not report inadequate tool support, 54 (~%58) report high data 
collection effort. Our null hypothesis in this case states that as many participants state 
time consuming nature of data collection as inadequate tool support. The goodness of 
fit test allows us to reject this null hypothesis with χ(1)² = 7,195, p = .007 (p ≤ .05). 
Thus, we can state that the effort of data collection depends on adequate tool support. 
In Hypothesis 4 we stated that the use of automated data collection techniques de-
creases the effort of EA documentation. Here our null hypothesis states that partici-
pants who have implemented automated data collection mechanisms and those who 
have not equally complain about the time consuming nature of EA documentation. Of 
the participants 91 who have not implemented automation 64 (~70%) complain about 
the time needed to collect the data. In the 27 cases where automation has been applied 
only 12 (~44%) complain about this. This indicates that automation actually has a 
positive effect of the collection time. The goodness of fit test results with χ(1)² = 
6,086, p = .014 (p ≤ .05). Thus, our empirical results confirm the use of automated EA 
data collection mechanisms reduces the effort of manual collection. 
Summarizing the results of the survey, we can state that the data collection is still a 






data collection processes and missing tool support for automated data collection 
seems to be the root source. Thus, our observations go in line with Hauder et al. [17]. 
7 Conclusion and Outlook 
Presented findings of the survey draw a picture of current practices and challenges in 
EA management with regard to EA documentation and applied automation mecha-
nisms. The presented results show that many organizations struggle with keeping the 
quality of their EA models high and that documentation processes have a low maturi-
ty in general. We showed that federated teams, appropriate tool usage, and automation 
techniques have a positive effect on the efficiency of EA documentation efforts. 
Within our survey, we explicitly asked the participants about their problems which 
might have led to a bias. Correlations shown are limited to 140 participants and thus 
have to be proven to hold true by further research. 
Future work could also draw similarities to other organizational functions where 
documentation problems occur. A major problem in EA documentation seems to be 
the absence of defined processes or best-practices for documenting an EA. Further 
research could address this issue by identifying and synthesizing patterns and best-
practices used in industry to collect EA information. Our survey identified a portion 
of organizations already implementing automated EA documentation. It is up to fur-
ther research to show the extent these automation endeavors collect EA information. 
In the light of the presented results, we argue that means for reducing the amount of 
manual EA documentation labor have to be researched. In our future work, we will 
particularly investigate means for team collaboration and automation mechanisms to 
improve EA documentation. We will address organizational challenges and technical 
challenges for automation support. In line with Buschle et al. [9], Hauder et al. [17], 
and Grunow et al. [24], further research could also analyze particular data sources of 
operative IT environments for automated EA information. These research efforts 
could not only focus on technical EA layers but also higher layers with data sources 
such as project portfolio management tools. With such information, respective tool 
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