Abstract-We introduce the two user finite state compound Gaussian interference channel and characterize its capacity region to within one bit. The main contributions involve both novel inner and outer bounds. The inner bound is multilevel superposition coding but the decoding of the levels is opportunistic, depending on the channel state. The genie aided outer bound is motivated by the typical error events of the achievable scheme.
I. INTRODUCTION
The focus of this paper is the communication scenario depicted in Figure 1 . Two transmitter-receiver pairs communicate reliably in the face of interference. The discrete time complex baseband model is:
Here m is the time index, y k is the signal at receiver k while x k is the signal sent out by the transmitter k (with k = 1, 2). The noise sequences {z 1 [m], z 2 [m]} m are memoryless complex Gaussian with zero mean and unit variance. The transmitters are subject to average power constraints:
The complex parameters {h k , = 1, 2, k = 1, 2} model the channel coefficients between the pairs of transmitters and receivers. They do not vary with time but the transmitters and receivers have different information about them:
• Receiver k is exactly aware of the two channel coefficients h 1k , h 2k ; this models coherent communication.
• Transmitters are only coarsely aware of the channel coefficients: the transmitters know that the channel coefficients belong to a finite set. Specifically, both the transmitters know that
This models potential partial feedback to the transmitters regarding the channel coefficients. A more general compound channel model allows for all four channel parameters to jointly take on different choices:
However, since the receivers do not cooperate in the interference channel, it turns out that the setting in Equation (5) is no more general than the one in Equation (4) . This is explored in [9] . The key problem of interest is the characterization of the capacity region: the set of rate pairs at which arbitrarily reliable communication between the two transmitter-receiver pairs. The "compound" aspect of the channel is in insisting that the receivers be able to decode the messages of interest with arbitrarily high probability, no matter which of the finite states the channel coefficients take on. Our main result is a characterization of the capacity region up to one bit.
A special instance of the problem studied here is the classical two user Gaussian interference channel: in a recent work, Etkin, Tse and Wang [4] showed that a single superposition coding scheme (a specific choice among the broad class of schemes first identified by Han and Kobayashi [1] ) achieves performance within one bit of the capacity region. The transmission involved splitting the data into two partsone public and the other private -and linearly superposing them. The idea is that the public data stream is decoded by both the receivers while the private data stream only by the receiver of interest. The key identity of the proposed superposition scheme is the following: the power allocated to the private stream is such that it appears at exactly the same level as the background noise at the unintended receiver (the idea is that since the private data stream is being treated as noise at the unintended receiver, there is no extra incentive to reduce its level even further than that of the additive noise). A novel outer bound developed in [4] showed that this simple superposition scheme is within one bit of the capacity region.
Implementation of the specific superposition scheme proposed above requires each transmitter to be aware of the interference level it is causing to the unintended receiver. In the context of the compound channel being studied here, the transmitter is not aware of the interference level; this poses an obstacle to adopting the idea of appropriately choosing the power level of the private data stream. One possibility could be to set the power level of the private data stream based on the strongest interfering link level (among the set of possible choices) -this would ensure that it is only received below noise level when the interfering link level takes on the other possible choices. However, this approach might be too pessimistic and its closeness to optimality is unclear.
We circumvent this problem by proposing the following novel twist to the general superposition coding scheme. Our main idea is best described when the interference links (h 12 and h 21 in Figure 1 ) take on only two possible values and the direct links are fixed (i.e., the sets A 1 and A 2 have cardinality of two, cf. Equation (4)). We now superpose three data streams at each transmitter. Two of them, public and private, are as earlier: all receivers in all channel states decode the public message while only the receiver of interest decodes the private message (no matter the channel state, again). The novelty is in the third data stream that we will call semi-public: this data stream is decoded by the unintended receiver only when the interference link is the stronger of the two choices (and treated as noise otherwise). As such, this data stream is neither fully private nor public (the unintended receiver either treats it as noise or decodes it based on the channel state) and the nomenclature is chosen to highlight this feature.
The power split rule is the following: the power of the private stream is set such that at the higher of the interference link levels, it is received at the unintended receiver at the same level as the additive noise. The power of the semi-public data stream is set such that it is received at the unintended receiver at the same level as the additive noise only when the interference link level is at the lower of the two possible choices. The rationale is that the semi-public data stream is not decoded only when the interference link level is at the lower of the two possible choices, and thus it can transmit higher power than if its power is restricted by the higher of the interference link levels. This approach scales naturally when the interference link levels can take on more than two possible choices (the number of splits of the data stream is one more than the cardinality of the set of possible choices).
We derive novel outer bounds to show that our simple achievable scheme is within one bit of the capacity region. Our outer bounds are genie aided and are based on the clues provided by the typical error events in the achievable scheme. This approach sheds operational insight into the nature of the outer bounds even in the noncompound version (thus eliminating the "guesswork" involved in the derivation, cf. Section IV of [5] ).
The paper is organized as follows: we start with a simple two-state compound interference channel. In this setting, both the direct and interference link levels can take on only one of two possible values (so the sets A 1 and A 2 have cardinality two). Using a somewhat abstract setting (described in Section II) that features the Gaussian problem of interest as a special case, we present our main results (both inner and outer bounds) for this two-state compound interference channel. Our definition of the abstract setting is motivated by that chosen in [5] and could be viewed as a natural compound version of the interference channel studied by Telatar and Tse [5] . This is done in Section III.
II. MODEL
Consider the two-user, two-state compound memoryless interference channel depicted in Figure 2 . There are two transmitters which want to reliably communicate independent messages to two corresponding receivers. The input to the channel from the first transmitter at any discrete time X 1 ∈ X 1 passes through a degraded discrete memoryless broadcast channel: the two outputs of the degraded broadcast channel are S 1α ∈ S 1 and (the degraded version) S 1β ∈ S 1 . Similarly, at any time, the input to the channel from transmitter 2 X 2 ∈ X 2 produces S 2α ∈ S 2 and a degraded version S 2β ∈ S 2 of it. The channel to any one of the two receivers is decided by the 
Similarly, when the first receiver is in state β, the output at any time is
Here f 1α and f 1β are deterministic functions such that for every x 1 ∈ X 1 , s 2 ∈ S 2 , and η = α, β, the following function is invertible:
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We allow each receiver to be in potentially different states, and they are both aware of the state they are in. A pair of communication rates (R 1 , R 2 ) is said to be achievable if for every > 0, there are block length n encoders,
and decoders
such that
We are interested in the capacity region C, which is the set of all achievable (R 1 , R 2 ) pairs. We can make a few observations:
• The channel described here can be thought of as a natural generalization of that studied in [5] .
• An important special case occurs when the channels p S kα |X k and p S kβ |S kα are deterministic for both k = 1, 2. This channel is a compound version of the deterministic channel considered by El Gamal and Costa [2] with the interference in state β being a deterministic function of the interference in state α.
• The compound Gaussian interference channel, with the cardinality of both the sets A 1 and A 2 restricted to 2 (in the notation introduced in Section I), is a special instance of the model in Figure 2 . We start with a compound Gaussian interference channel with
Further, without loss of generality, we can assume that
With the following assignment, we see that the model in Figure 2 can capture the Gaussian model in Figure 1 :
Here Z 1 , Z 1 , Z 2 and Z 2 are independent complex Gaussian random variables with unit variance.
III. MAIN RESULT
Our main results on the 2-state compound interference channel are the following.
• We first show the performance of an achievable scheme and hence characterize an inner-bound; • next, we give an outer-bound to the capacity region and quantify the gap between the outer-bound and the achievable scheme; • specializing to the compound deterministic interference channel, we completely characterize the capacity region; • specializing to the compound Gaussian interference channel, we characterize the capacity region up to a gap of 1 bit (at all operating SNR values and all channel parameter values).
A. Inner-bound: Achievable Scheme
The achievable scheme is characterized by P, the set of random variables
such that the following Markov chain is satisfied:
Alternatively, the joint probability distribution function factors as
Our achievable scheme is a multilevel superposition coding one and can be viewed as a generalization of the two-level superposition coding scheme of Chong et al. [3] . The random coding method can be intuitively described as follows, using the "cloud-center" analogy from Cover and Thomas (Section 14.6.3, [8] ); a formal statement and its proof follow later. The random variables U 1β and U 2β are used to generate the outermost code books (with rate R 1β and R 2β , respectively) for the two users. These messages encoded via these code books are decoded by both receivers and, as such, can be interpreted as public information. Next, the random variables U 1α and U 2α are used to generate the next level of code books (with rate R 1α and R 2α , respectively). The messages encoded via these code books are decoded by the receiver with stronger interference (i.e. Rx kα ) but treated as noise by the receiver with weaker interference (i.e. Rx kβ ); as such, these messages can be viewed as semi-public information. Finally, the messages encoded via the inner most code books (rates R 1p and R 2p ) are only decoded by the receiver of interest; thus this constitutes private information.
Given P ∈ P, we define the six-dimensional region
We define the two-dimensional region,
in (P )}. (55) In other words R in (P ) is the projection of the sixdimensional polytope R (6) in (P ). One approach to take the projection, is to do the Fourier-Motzkin elimination, as done for the basic superposition coding scheme in the context of the regular (noncompound) interference channel [3] . Doing this explicitly is rather cumbersome as the inequalities here are much more in number than the inequalities that were handled by Chong et al. in [3] .
Theorem 1: The capacity region C satisfies
2 A formal description of the achievable scheme and the proof of this theorem are available in [9] .
Particularizing, we restrict ourselves to a subset of P defined as follows. Given random variables (Q, X 1 , X 2 ) such that X 1 and X 2 are conditionally independent when conditioned on Q, we define random variables U 1α and U 1β which take values in S 1 , and U 2α and U 2β which take values in S 2 . They are jointly distributed with (Q, X 1 , X 2 ) according to the conditional distribution
Note that, conditioned on Q, we have the following two Markov chains, with the sets of random variables involved in the two chains being conditionally independent.
Our choice is motivated by the choice in the paper by Telatar and Tse [5] . Every member of this family is uniquely determined by joint random variables (Q, X 1 , X 2 ) such that X 1 − Q − X 2 is a Markov chain. We will henceforth denote the corresponding regions R (6) in (P ) by R (6) in (Q, X 1 , X 2 ) and R in (P ) by R in (Q, X 1 , X 2 ). We now have the natural result:
Corollary 2:
where the union is over all (Q, X 1 , X 2 ) such that X 1 −Q−X 2 is a Markov chain. Proof: Follows directly from Theorem 1. 2 We observe that the Fourier-Motzkin elimination procedure to implement the projection operation in obtaining R in (Q, X 1 , X 2 ) would yield only a finite set of inequalities. Further, the right hand sides of these inequalities would be linear functions of p(q) and for a fixed Q = q 0 the right hand sides form a closed set of finite dimensions. Thus, by Carathèodory's theorem, we can conclude that the cardinality of Q can taken to be finite without loss of generality in the union in Equation (58).
B. Outer-bound
Theorem 3:
such that the following are true:
where the union is over all (Q, X 1 , X 2 ) such that
, where
in which the random variables are jointly distributed according to (57) and the channel conditional distributions. 2 The proof of this theorem is presented in [9] . The set R out (Q, X 1 , X 2 ) is also defined in [9] . Our definition is motivated by the external representation of R in (Q, X 1 , X 2 ) that we obtain in [9] .
C. Special Cases
Our model captures two important special cases:
• the compound deterministic interference channel;
• the compound Gaussian interference channel, as discussed in Section II. Thus our results apply to these cases (readily for the deterministic channel, and with an appropriate approximation result to the continuous alphabet Gaussian channel). Moreover, the structure afforded by these special cases allows us to derive further insight into the nature of the general results derived earlier.
1) Compound Deterministic Interference Channel:
In this instance, the capacity region is exactly described.
Corollary 4: For the deterministic compound interference channel, the inner bound in Theorem 1 is the capacity region.
Proof: The proof is elementary. When the channel is deterministic, we see that the gap claimed by Theorem 3 Δ 1 (Q, X 1 , X 2 ) = Δ 2 (Q, X 1 , X 2 ) = 0.
This completes the proof. 2 2) 2-state Compound Gaussian Interference Channel: For the Gaussian version, we can characterize the capacity to within one-bit.
Corollary 5: For the 2-state compound Gaussian interference channel, the achievable region of Theorem 1 is within at most one bit of the capacity region.
Proof: For the Gaussian channel, each of the mutual information terms in the expressions for Δ 1 (Q, X 1 , X 2 ) and Δ 2 (Q, X 1 , X 2 ) can be upper bounded by 1 bit. To see this, note that S 1α = h 1α X 1 +N 1α and U 1α = h 1α X 1 +N 1α , where N 1α and N 1α are independent and identically distributed memoryless complex Gaussian random variables. Hence 
where Q * = 1, X * 1 ∼ CN (0, P 1 ), X * 2 ∼ CN (0, P 2 ). This implies that R in (Q * , X * 1 , X * 2 ) is within one-bit of the capacity region C of the 2-state Gaussian compound interference channel.
2 In [9] we show that our results for the 2-state compound channel readily generalizes to a finite state compound channel model to establish the following theorem Theorem 7: For the finite state compound Gaussian interference channel, multilevel superposition coding with Gaussian code books and opportunistic decoding depending on the interference state is within one bit of the capacity region.
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