Maximum likelihood and Bayes estimators of the parameters, survival function (SF) and hazard rate function (HRF) are obtained for the three-parameter exponentiated Burr type XII distribution when sample is available from type II censored scheme. Bayes estimators have been developed using the standard Bayes and MCMC methods under square error and LINEX loss functions, using informative type of priors for the parameters. Simulation comparison of various estimation methods is made when n = 20, 40, 60 and censored data. The Bayes estimates are found to be, generally, better than the maximum likelihood estimates against the proposed prior, in the sense of having smaller mean square errors. This is found to be true whether the data are complete or censored. Estimates improve by increasing sample size. Analysis is also carried out for real life data.
Introduction
Analogous to the Pearson system of distributions, Burr [1] introduced a system that includes twelve types of cumulative distribution functions (CDF) which yield a variety of density shapes. This system is obtained by considering CDF's satisfying a differential equation which has a solution, given by:
is a CDF on the real line. Twelve choices for x  , made by Burr, resulted in twelve distributions from which types III, X and XII have been frequently used. The flexibilities of Burr XII distribution were investigated by Hatke [2] , Burr [3] , Rodrigues [4] and Tadikamalla [5] .
In a different direction, it was Takahasi [6] who first noticed that the 3-parameter Burr XII probability density function (PDF) can be obtained by compounding a Weibull PDF with a gamma PDF. That is, if X|θ~ Weibull (θ, β) and θ~ gamma (γ, δ) then the compound PDF, say g(x|β, γ, δ), is given by The Burr XII and its reciprocal Burr III distributions have been used in many applications such as actuarial science, as in Embrechts et al. [7] and Klugman [8] , quantal bioassay as in Drane et al. [9] , economics, as in McDonald and Richards [10] , Morrison and Schmittlein ,  [11] , Schmittlein [12] , McDonald [13] , forestry,as in Lindsay et al. [14] , exotoxicology, as in Shao [15] , life testing and reliability, as in Dubey [16, 17] , Papadopoulos [18] , Lewis [19] , Evans and Ragab [20] , Lingappaiah [21] , Jaheen [22] , AL-Hussaini et al. [23] , Shah and Gokhale [24] , AL-Hussaini and Jaheen, [25, 26] and Moore and Papadopoulos [27] , among others. Khan and Khan [28] and AL-Hussaini [29] characterized the Burr XII distribution. Lewis [19] proposed the use of the Burr XII distribution as a model in accelerated life test data representing times to break down of an insulating fluid. Constant partially accelerated life tests for Burr XII distribution with progressive type II censoring was investigated by Abdel-Hamid [30] . Prediction of future observables from Burr XII distribution was studied by Nigm [31] , AL-Hussaini and Jaheen [32, 33] , AL-Hussaini [34] and AL-Hussaini and Ahmad [35] , among others. The extended 3-parameter Burr XII was applied in flood frequency analysis by Shao et al. [36] .
Adding one or more parameters to a distribution makes it richer and more flexible for modeling data. There are different ways for adding parameter(s) to a distribution. Marshall and Olkin [37] added one positive parameter to a given (general) SF. AL-Hussaini and Ghitany [38] added two parameters (r, p) to a SF by considering a countable mixture of positive integer powers of general SFs in which the mixing proportions are Pascal (r, p). A new family of distributions as a countable mixture with Poisson added parameters was obtained by AL-Hussaini and Gharib [39] .
Adding a parameter by exponentiation goes back to Verhulst [40] , who raised his 1838 logistic CDF (see [41] ) to a positive power. Ahuja and Nash [42] seemed to have been the first to raise Verhulst [43] exponential CDF to a positive power. AL-Hussaini [44] made some preliminary studies for properties of exponentiated class of distributions of the form
where G(x) may depend on a vector of parameters  .
Inference (estimation and prediction) based on censored samples from exponentiated populations with CDF of the form (1.5) was made by AL-Hussaini [45] who also reviewed the applications of exponentiated Weibull and exponentiated exponential families. (See pages 2 and 3 in the introduction of AL-Hussaini [45] and the references therein).
Exponentiated distributions are also known as proportional reversed hazard rate models (PRHRM) with constant of proportionality α. Reversed hazard rate function (RHRF) is defined by
, where
with constant of proportionality  . This is why the exponentiated
 is called PRHRM. See Gupta and Gupta [46] . Exponentiated distributions are also known as Lehmann alternatives, due to Lehmann [47] , who defined the model, when  is a positive integer, as a non-parametric class of alternatives.
In general, the PDF, SF and HRF of the exponentiated CDF (1.5) are given by:
Relation between the HRF H λ of H and the HRF of
G         * H H H x H x x x      . (1.11)
Estimation of Parameters, SF and HRF
Suppose that n items, whose life times follow a CDF 
where h(·)and are the PDF and SF corresponding to H(·),
All Parameters of H Are Unknown
In this section, we consider the case in which the CDF G(·) 
Maximum Likelihood Estimation
The LF is given, in terms of G(x) and g(x), as:
The log-LF is then given by
Differentiate ( 
The ML estimator of  can be written, using (2.4) and
The 
Standard Bayes Method
We assume that α is independent of (β, γ) and that 
LF (2.2) can be rewritten in the form
The posterior PDF is then given, from LF (2.8) and the 
where 
Bayes Estimators under LINEX Loss Function
The SEL function has probably been the most popular loss nction used in literature. The symmetric nature of SEL fu function gives equal weight to over-and under-estimation of the parameters under consideration. However, in life testing, over estimation may be more serious than under estimation or vice versa. Research has been directed towards asymmetric loss functions. Varian [48] where
is the posterior PDF of the vec rameters tor of pa- , given the set of data x . In general, the integrals ar n over the n-dimensional space e take n R .
Theorem
The Bayes estimators of α, â, ,   
where  , ,
1 3 
The proof is given in the Appendix 1.
Numerical Results and Comparisons
The estimates of α, â, ,   1(a)-(c) .
Simulation Comparisons
Simulation com m bles 1(a-c), below, it may be observ es proposed prior in the sense of having smaller MSEs. Even for sample size as small as n = 20, good Bayes estimates (with smaller MSEs), are obtained under the LINEX loss function as well as SEL with the same censoring level. All estimates improve by increasing sample size. Analysis is also carried out for real life data, in Section 4.
Real Life Data
In this section we analyze real life data set st To check the validity m fitted distribution function is H(x)". We plot the fitted distribution function H(x) using the three methods (ML, SBM, MCMC) and the empirical distribution function in each case.
The breaking strengths of 64 (= n) single carbon fibers of length 10 (Lawless [51] In the complete sample case (r = n), the estimates of the parameters, SF, HRF at 0 3
x  and the corresponding p-value of KS goodness of fit test are given in Table  2 b , we noticed that MLE of α is quite large. In the Bayes case, the mean of the gamma ( 1 2 , b b ) prior depends on 1 2 , b b . For fixed 2 b at 0.6, this mean is large if b is large. After some fitting trials we found that e C man and Rubin [53] , Rob Tierney [55] and Gam Associate an me based on fully specified models are discussed by Sinha et al [57] .
/www t the function, we have
Step 0: Take some initial guess of , β,  say erman and Lopes [56] . d Bayesi thods based on MCMC tools and novel model diagnostic tools to perform inference The data set is analyzed by applying the provided Gibbs sampler and Metropolis-Hasting algorithm, using WinBugs 1.4 (http:/ .mrcbsu.cam.ac.uk/bugs/winbugs/contents.shtml), which can be downloaded and used.
To implemen MCMC method, based on SEL
