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ABSTRACT
Automatic analysis of spoken conversations has recently searched
for phenomena like agreement/disagreement in collaborative and
non-conflictual discussions (e.g., meetings). This work adds a novel
dimension investigating conflicts in spontaneous conversations. The
study makes use of broadcasted political debates where conflicts nat-
urally arise between participants. In the first part, an annotation
scheme to rate the degree of conflict in conversations is described
and applied to 12 hours of recordings. In the second part, the correla-
tion between various prosodic/conversational features and the degree
of conflict is investigated. In the third part, we perform automatic
detection of the level of conflict based on those features showing an
F-measure of 71.6% in three-level classification tasks.
Index Terms — Spoken Language Understanding, Spontaneous
Conversation, Paralinguistic, Prosodic features, Turn-taking fea-
tures.
1. INTRODUCTION
Automatic analysis and understanding of spoken conversations has
been an active research field over the last years with a number of
applications including indexing, retrieval and summarization. One
of the most common type of data studied in this field is the meet-
ing scenario, i.e., a small group’s face-to-face conversations either
spontaneous or scripted [1]. Phenomena studied in this setting con-
sist of social dominance [2], engagement and hot-spots [3], be-
havioral codes (e.g., acceptance and blame) [4] as well as agree-
ment/disagreement [5]. Besides meetings, broadcasted conversa-
tions, e.g., talk shows, also have been automatically analyzed search-
ing how phenomena like agreement/disagreement are expressed in
different languages [6, 7]. Statistical models used in these stud-
ies are trained on various lexical, prosodic and conversational fea-
tures [3, 5, 4, 6, 7]. However, most of the conversational data used
in the literatures represent collaborative, formal and non-conflictual
scenario discussions.
This work adds a novel dimension to automatic analysis of hu-
man conversations by studying how conflicts can be automatically
modeled and detected. Besides analysis, indexing and summariza-
tion, the detection of conflicts can find various applications, e.g.,
machine-mediated communication. Conflicts can be considered as
particular hot-spots in a conversation or an extreme form of disagree-
ment. Disagreement in conversations is a difference of opinion and
typically expressed by means of verbal and non-verbal communica-
tion. Consequently, previous works have addressed the recognition
of disagreement using features like words and dialog-acts together
with other features like prosody or turn-taking statistics [3, 5, 4, 6, 7].
On the other hand, a conflict can be also considered as a collision
of interests or intentions among people or groups where people are
competing to win or trying to force an “adversary” into submis-
sion. Conflicts in conversations are largely expressed by means of
non-verbal messages (interruptions, facial expressions, intensity and
prosody, posture) which become more or less frequent depending on
how intense the conflict is. For instance, overlapping speech inter-
vals tend to become longer and more frequent, and more speakers
attempt to interrupt each other more frequently during conflicts [8].
Spoken conversation corpora like the AMI corpus or the ICSI
corpus contain disagreement instances which do not necessarily lead
to conflicts between participants. In order to study conflicts in
spontaneous conversations in a fairly-controlled scenario, this work
makes use of a database of political debates [9] broadcasted in be-
tween 2005 and 20081. In contrast with other benchmarks, political
debates are real-world competitive multi-party conversations where
participants do not act in a simulated context, but participate in an
event that has a major impact on their real life (for example, in
terms of results at the elections). Thus, even if the debate format
imposes some constraints, the participants are moved by real mo-
tivations leading to highly spontaneous conflicts. As no standard
coding scheme for rating conflicts is available in literature, Section 2
describes and motivates the rating protocol used to attribute a con-
flict score to a short conversation clip and to assign a level of con-
flict (Low, Medium or High) to them. The remainder of the work
(section 3) then studies correlations between those scores and easily
extractable features from the speech signal (f0 statistics, intensity,
speech rate) and from the speaker segmentation (average speaker
time, overlap, interruptions). Section 4 then studies how conflicts
in conversations can be automatically detected by statistical classi-
fiers trained on the speech and conversation features. The paper is
concluded in Section 5.
2. DATA DESCRIPTION AND ANNOTATION PROTOCOL
The database used in this study consists of broadcasted political de-
bates in French language [9]. Each debate includes one moderator
and two coalitions opposing one another on the issues of the day.
The debates are manually segmented into speaker turns. Further-
more the mappings between speakers and their roles (moderator,
guest-group 1, guest-group 2) are available. Let us consider a sub-
set of this database composed of 45 debates with four guests (two in
each group) plus a moderator. The statistics related to this subset are
summarized in Table 1. The recordings have been segmented into
30-second long uniform, non-overlapping clips. The clips where at
least two guests speak are retained as potential conflict samples. The
reason behind the choice is that monologues or interactions involv-
1The databased is downloadable at http://canal9-db.sspnet.eu/
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Fig. 1. Histogram of scores obtained using inferential questions
only. Most of the clips have negative scores indicating on average
a low level of conflict in the dataset.
ing the moderator are not, at least in principle, conflictual. Thus,
only 1430 clips (approximatively 12 hours) are retained for annota-
tion/ratings. These clips are annotated by 10 persons who answer a
questionnaire (see Table 2) after watching individual 30 second clips.
The questionnaire aims at attributing a conflict score to each clip.
It includes 15 statements accounting for two layers: an inferential
layer which includes questions about the interpretation of the group
discussion and a physical layer that includes questions about the be-
havior being observed. The rationale used to generate the inferen-
tial statements is based on [10] which defines a conflict as a “mode
of interaction” where “the attainment of the goal by one party pre-
cludes its attainment by the others”. The statements are motivated by
the perception of the “competitive processes” [10] typically resulting
from conflicting goals, possibly leading to attempts of limiting, if not
eliminating, the speaking opportunities of others in conversations.
The questions of the physical layer are motivated by the literature
on conflicts showing what are the most frequent behaviors observed
(see, e.g., [8]) like interruptions, overlapping speech and other cues
related to turn-organization in conversations but also head nodding,
fidgeting and frowning. The questionnaire is multiple choice and
each rater must select one answer out of five possible alternatives:
agreement with the statement for inferential layer (Strongly Agree,
Agree, Nor Agree neither Disagree, Disagree, Strongly Disagree)
and frequency of a given behavior for physical layer (Never, Once
or Twice, Sometimes, Often, Always). A numerical value in [-2,-
1,0,1,2] is then assigned to each of the five levels thus converting
answers into a numerical score which is summed up across inferen-
tial/physical questions and averaged across the 10 raters. The raters
were not aware of the layers and questions belonging to the two types
were mixed in the questionnaire. In summary, ratings provide two
scores: an inferential one related to how raters perceive conflict and a
physical one related to what behavior annotators notice in the clips.
Fig. 1 plots the distribution of the inferential scores showing that
most of them have negative values indicating on average a low de-
gree of conflict. Fig. 2 plots the physical score versus the inferential
score for the 1430 clips, indicating that the inferential score is highly
correlated with what observed in the physical layer. In other words,
the perceived level of conflict is highly correlated with the perceived
Table 1. Statistics of the corpus subset used in this study.
Number of recordings 45
Number of speakers per debates 5
Average debate length 40 minutes
Amount of overlap speech 8%
Average turn duration 9 seconds
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Fig. 2. Scatter of inferential and physical scores indicating that
the perception of a conflict is higly correlated with the perception of
certain behavior in the conversation.
Table 2. Questionnaire provided to the annotators divided according to an
inferential and a physical layer. Before score computing, answers to ques-
tions 1,2 and 8 take a sign change.
# Question Layer
1 The atmosphere is relaxed (-) Inferential
2 People wait for their turn before speaking (-) Physical
3 One or more people talk fast Physical
4 One or more people fidget Physical
5 People argue Inferential
6 One or more people raise their voice Physical
7 One or more people shake their heads and nod Physical
8 People show mutual respect (-) Inferential
9 People interrupt one another Physical
10 One or more people gesture with their hands Physical
11 One or more people are aggressive Inferential
12 The ambience is tense Inferential
13 One or more people compete to talk Physical
14 People are actively engaged Inferential
15 One or more people frown Physical
Table 3. Distribution of clips according to the three level of conflict.
Low Medium High Total
Number of clips 611 694 125 1430
frequency of certain phenomena in the conversation (overlaps, inter-
ruptions, fidgeting and so on). The Pearson correlation coefficient of
the two scores is 0.94. Section 3 will investigate how automatically
or semi-automatically extracted features from the speech signal or
the speaker segmentation, correlates with the perception of conflict.
After that, the paper investigates how conflicts in conversation
can be automatically detected by means of statistical classifiers like
SVM trained on those features. The continuous scores are quan-
tized into three classes based on majority voting over statements and
raters; let us refer to them as level of conflict (High, Medium, Low).
The high and low classes are those where majority voting on physi-
cal and inferential layers agree in attributing a positive or a negative
value to the clip. The remaining clips are assigned to the Medium
class. The distribution of those clips is reported in Table 3 as well as
depicted in Fig. 2 (blue, green and red dots). It can be noticed that,
even if the data represents competitive conversations (debates) and
the clips that contain only monologues have been removed, only 8%
of the data are labeled as containing high degree of conflict which
show that those are rare phenomena in fairly controlled conversa-
tions.
3. CONVERSATIONAL AND PROSODIC FEATURES
Agreement/disagreement can be automatically detected from fea-
tures related to the structure of the conversation,. i.e., the way speak-
ers organize in taking turns during the discussion [11, 6]. Similarly,
let us study their correlations with the conflict clips rating. Corre-
lations are computed w.r.t. the inferential layer scores. The set of
features considered consists in :
1) the turn duration statistics which include mean, median, maxi-
mum, variance and minimum of speaker turns duration in the clip as
well as the average number of turns.
2) the turn-taking pattern between speakers. Knowing that each
participant in the discussion is either moderator, guest of group 1, or
guest of group 2, i.e., r = (m,g1, g2), the way participants take turn
in the conversation could reveal patterns of conflict. For instance,
during a conflict, we could expect several guests taking the floor of
the discussion alternatively. This information can be modeled with
a simple bi-gram counts, i.e., p(rt, rt−1) where rt is the role of the
speaker that holds the floor of the conversation at turn t.
3) the amount of overlap relative to the clip duration; we distinguish
three types of overlaps based on the role that each speaker has in the
debate, i.e., overlap between moderator and guests OVMG, overlap
between guests belonging to the same group OVG and the overlap
between guests belonging to opposite groups OVG12. Overlaps be-
tween more than two participants are not studied.
4) the turn keeping/turn stealing ratio in the clip, defined accord-
ing to the notation defined in [12], as the ratio between the number of
times a speaker change happens and the number of times a speaker
change does not happen after an overlap. The rationale behind this
consists in capturing aggressive interruptions aiming at grabbing the
floor of the conversation.
Prosodic features have been shown to correlate with a num-
ber of phenomena including the speaker level of engagement in
the conversation [3, 4]. Speech rate, articulation rate, and their
statistics (mean, median, standard deviation) are computed using
pseudo-syllables over the clip and over the turns without any nor-
malization. Pitch and intensity are also estimated using the Praat
Toolkit (http://www.praat.org/) every 10 milliseconds and two types
of statistics are extracted: one from the entire clip (30 second) and
one for each speaker turn in the clip. The first models the entire
conversation while the latter models the prosodic behavior of a par-
ticular speaker.
1) Clip-based statistics: they represent the mean, median, standard
deviation, maximum, minimum and quantiles (0.01, 0.25, 0.75 and
0.99) of pitch and intensity obtained from the entire clip. Before
computing those, frame-level prosodic features are speaker based
normalized applying a Z-norm (x¯ = (x−ms)/σs where ms and σs
are speaker statistics obtained on the entire debate).
2) Speaker turn-based statistics: they represent the mean, median
and standard deviation of pitch and intensity obtained over individ-
ual speaker turns (similarly to the clip-base statistics). Before com-
puting those, frame-level prosodic features are globally normalized
applying a Z-norm (statistics are obtained on the entire debate). This
second set of features is anticipated to capture partial dynamics be-
tween participants better then the first one as they model prosodic
behavior of each individual speaker averaging the estimates over its
turns.
Let us now consider the Pearson correlation coefficients between
those feature values and the inferential conflict scores. Amongst
conversational features, OVG12, i.e., the amount of overlap between
speakers belonging to opposing groups is the highest correlated fea-
ture (ρ = 0.63), consistently with what observed in [8]. The feature
Table 4. Per-class precision, recall, and f-measure when the SVM
classifier is trained on conversational, prosodic features or both of
them in case of two class (high/low) problem.
Measures Features Low High
Conversational 95.7 91.3
Precision (%) Prosodic 96.7 83.7
All 97.5 86.4
Conversational 98.5 78.2
Recall (%) Prosodic 96.6 84.1
All 97.2 87.8
Conversational 97.0 84.2
F-measure (%) Prosodic 96.7 83.9
All 97.3 87.1
with the second highest correlation (ρ = 0.37) is the bigram count
(g1, g2), i.e., the number of times participants from different groups
take turn one after each other and the third highest correlated feature
(ρ = 0.36) is the turn stealing ratio. Other features correlation are
below 0.3. In summary, the features that correlate better with the
inferential scores are the ones that indicate competition for the floor.
Amongst prosodic features, the speech articulation rate com-
puted over the entire clip is the highest correlated feature (ρ = 0.51).
After that, mean, median and 0.25 quantile of intensity computed
over the speaker turns show correlations between 0.33 and 0.41 as
intuitively explained by the fact participants speak louder during a
conflict. On the other hand, features with high negative correlations
are those related with statistics of minimum pitch estimated and nor-
malized over speaker turns whose values are in between -0.35 and
-0.37 suggesting that low pitch values can be associated with non-
conflictual conversations. Other features have absolute correlation
values below 0.3.
4. DETECTION OF CONFLICTS
Previous sections have shown how conversational and prosodic fea-
tures correlate with conflict scores attributed by human raters. Let
us now study how those features can be used to automatically clas-
sify conflicts into three levels [High, Medium, Low] quantized as
described in Section 2. Two types of experiments with increasing
difficulty are performed; the first aims at distinguishing between
High/Low conflicts only (a two-class problem discarding instances
that belong to medium level), while the second aims at distinguish-
ing between the three levels, i.e., High/Medium/Low. The entire
dataset (1430 clips) is randomly split into 10 folds where 9 are used
as training and the remaining is used for testing. The procedure is
repeated until all the folds are used for testing. The classifier is a
simple multi-class linear-kernel SVM. As the three classes are not
equally distributed, classification performances are reported in terms
of precision, recall and F-measure.
Table 4 reports the performances of an SVM trained on conver-
sational, prosodic features and both of them in classifying high/low
conflict levels. In general, conversational features have higher pre-
cision while prosodic features have higher recall in detecting high
conflicts. Their combination improves the F-measure up to 87.1%
thus appearing complementary to each other.
Table 5 reports the performances of a three-way SVM trained
on conversational, prosodic features and both of them. On average,
prosodic features outperform the conversational ones (F-measure
68.1% versus 63.8%). Their combination provides an F-measure of
71.6% thus they appear complementary. Fig. 3 plots (a) precision,
(b) recall and (c) F-measure per each of the three classes when con-
versational and prosodic features are used. It can be noticed that con-
Table 5. Average precision, average recall, and average f-measure when the
SVM classifier is trained on conversational, prosodic features or both of them
in case of three level of conflict.
Features Precision (%) Recall (%) F-measure (%)
Conversational 66.4 66.8 63.8
Prosodic 68.4 68.7 68.1
All 71.7 71.9 71.6
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Fig. 3. Per Class precision, recall, and f-measure whenever the SVM
classifier is trained on conversational, prosodic features or both of
them in case of three level of conflict (Blue bars represent low level
of conflict, Green bars represent medium level of conflict while red
bars represent high level of conflict).
versational features have very low recall (thus very low F-measure)
for high conflict levels and confusion matrix reveals that most of
the the high conflict clips are assigned to the medium class. Re-
versely, prosodic features hold their performances also in the three
class cases. This suggests that overlaps and interruptions can model
part of conversations where conflict exists although perceived level
or degree of conflict is rather modeled by the prosodic behavior of
speakers (intensity and speech rate).
5. CONCLUSION
Most of the recent works on multi-party spoken conversations
has focused on collaborative and non-conflictual scenarios like
meetings [3, 5]. Among those studies, automatic detection of
agreement/disagreement has been investigated extensively, includ-
ing broadcast conversation scenarios like talk shows [6, 7]. This pa-
per studies an extreme case of disagreement in a conversation which
is represented by conflicts. As meeting corpora do not contain con-
flict instances, the study is carried on political debates where con-
flicts appear with significantly higher frequency than in cooperative
scenarios investigated so far (e.g., meetings). The final purpose is au-
tomatic conflict detection using statistical classifiers trained on vari-
ous speech and conversational features.
A coding scheme to assign a degree of conflict to a short con-
versation excerpt is introduced and 12 hours of data have been an-
notated according to this scheme. Correlation studies between those
scores and a set of easily extractable features from the speech sig-
nal (f0 statistics, intensity, speech rate) and from the conversation
(turns statistics, amounts of overlap, interruptions) revealed that the
most correlated features with the level of conflict in the clips are:
the amount overlap between participants (0.63) and their turn taking
patterns (0.37) as well as the mean intensity (0.41) and speech rate
(0.51) of the speakers involved in the conversation.
When those features are used to train SVM classifiers to auto-
matically detect high/low degrees of conflicts (two class problem),
conversational features produce higher precision while prosodic fea-
tures produce higher recall and they appear complementary as their
combination improves over the individual feature sets. As the prob-
lem is extended into three classes (High/Medium/Low), it is interest-
ing to notice that conversational features cannot distinguish between
Medium and High conflict levels suggesting that they can detect con-
versations where conflicts exists although the perceived degree of
conflict is better detected by the prosodic features. Still they ap-
pear complementary to each other and they can achieve a F-measure
equal to 71.6% in the tree-classes problem.
Interestingly, those results were obtained through the use of
some very simple and easily extractable features discarding several
sources of information raters were provided with, e.g., the video in-
formation and the verbal content. In future works, we plan to include
approaches that utilize other sources of informations, e.g., lexical
features.2
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