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This submission is about the feasible convergence rate
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where α2k + 2αk(1 − αk)r > 0, αk > 1, 1 < r − ρk, s > 1, α = lim supk→∞ αk,
and ρ = lim supk→∞ ρk. Our numerical calculation shows, for example, for r = 1.1,
s = 1.100001, ρk = 0.00001 and αk = 1.00001, we have θ∗k = 0.827339397551294.
This is a significant convergence rate to the context of the over-relaxed proximal point
algorithm
© 2012 Elsevier Ltd. All rights reserved.
We noticed just recently two typos in Theorem 3.2 of the publication as follows: as appeared: s < r − ρk should be
1 < r − ρk; and s2 should be deleted. Now we present the corrected version of Theorem 3.2.
We consider the variational inclusion problem
0 ∈ M(x), (1)
whereM : X → X is a set-valued mapping on X .
Theorem 3.2. Let X be a real Hilbert space, let H : X → X be (r)-strongly monotone and (s)-Lipschitz continuous, and let
M : X → 2X be H-maximal monotone. For an arbitrarily chosen initial point x0, suppose that the sequence {xk} is generated by
the generalized proximal point algorithm
H(xk+1) = (1− αk)H(xk)+ αkyk ∀k ≥ 0, (2)
and yk satisfies
∥yk − H(JMρk,H(H(xk)))∥ ≤ δk∥yk − H(xk)∥,
where JMρk,H = (H + ρkM)−1, and
{δk}, {αk}, {ρk} ⊆ [0,∞)
are scalar sequences.
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Then the sequence {xk} converges linearly to a solution of (1)with convergence rate (for suitably selected values for constants
closer to 1)
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whereα2k+2αk(1−αk)r > 0,αk > 1, 1 < r−ρk, s > 1,
∞
k=0 δk <∞, δk → 0,α = lim supk→∞ αk, andρ = lim supk→∞ ρk.
Proof. Suppose that x∗ is a zero ofM . From Theorem 3.1, it follows that any solution to (1) is a fixed point of JMρk,HoH . For all
k ≥ 0, we express
H(zk+1) = (1− αk)H(xk)+ αkH(JMρk,H(H(xk))).
Next, using Lemma 3.2, we find the estimate
∥H(zk+1)− H(x∗)∥2 = ∥(1− αk)H(xk)+ αkH(JMρk,H(H(xk)))− [(1− αk)H(x∗)+ αkH(JMρk,H(H(x∗)))]∥2
= ∥(1− αk)(H(xk)− H(x∗))+ αk(H(JMρk,H(H(xk)))− H(JMρk,H(H(x∗))))∥2
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where α2k + 2αk(1− αk)r > 0 for αk > 1, 1 < r − ρk, ρk < r and s > 1.
Since H is (r)-strongly monotone (and hence (r)-expanding, that is, ∥H(u)− H(v)∥ ≥ r∥u− v∥), it follows that
∥zk+1 − x∗∥ ≤ θk∥xk − x∗∥,
where
θk =

s2
r2

1− αk

2

1− r
(r − ρk)2

−

1− (2r − s
2)
(r − ρk)2

αk

for α2k + 2αk(1− αk)r > 0, αk > 1, 1 < r − ρk, ρk < r and s > 1.
Based on the implicit assumptions, θk is equivalent to a more suitable convergence rate
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Since H(xk+1) = (1− αk)H(xk)+ αkyk, we have H(xk+1)− H(xk) = αk(yk − H(xk)). It follows that
∥H(xk+1)− H(zk+1)∥ = ∥(1− αk)H(xk)+ αkyk − [(1− αk)H(xk)+ αkH(JMρk,H(H(xk)))]∥
= ∥αk(yk − H(JMρ,H(H(xk))))∥
≤ αkδk∥yk − H(xk)∥.
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Next, we estimate
∥H(xk+1)− H(x∗)∥ ≤ ∥H(zk+1)− H(x∗)∥ + ∥H(xk+1)− H(zk+1)∥
≤ ∥H(zk+1)− H(x∗)∥ + αkδk∥yk − H(xk)∥
≤ ∥H(zk+1)− H(x∗)∥ + δk∥H(xk+1)− H(xk)∥
≤ ∥H(zk+1)− H(x∗)∥ + δk∥H(xk+1)− H(x∗)∥ + δk∥H(xk)− H(x∗)∥.
This implies that
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Our numerical calculation shows, for example, for r = 1.1, s = 1.100001, ρk = 0.00001 and αk = 1.00001, we have
θ∗k = 0.827339397551294. 
We note that the estimate for the rate of convergence is strictly positive if α > 1 and even if ρ becomes +∞, while if we
choose α = 1 and ρk ↑ ∞, the convergence rate becomes superlinear under the assumption of Theorem 3.2. Moreover, the
estimate for convergence rate when αk < 1 seems to be achievable.
A specialization to Theorem 3.2 is given as follows:
Theorem 4.1. Let X be a real Hilbert space, let H : X → X be (r)-strongly monotone and (s)-Lipschitz continuous, and let
M : X → 2X be H-maximal monotone. For an arbitrarily chosen initial point x0, suppose that the sequence {xk} is generated by
an iterative procedure
H(xk+1) = (1− αk)H(xk)+ αkyk ∀ k ≥ 0, (3)
and yk satisfies
∥yk − H(JMρk,H(H(xk)))∥ ≤
1
k
∥yk − H(xk)∥,
where JMρk,A = (H + ρkM)−1, and
{αk}, {ρk} ⊆ [0,∞)
are scalar sequences. Then the sequence {xk} converges linearly to a solution of (1) with convergence rate
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where α2k + 2αk(1 − αk)r > 0 for αk > 1, 1 < r − ρk, ρk < r, s > 1,
∞
k=0
1
k < ∞, α = lim supk→∞ αk, and
ρ = lim supk→∞ ρk.
