If two differential operators
commute, then there is a nonzero polynomial R(z, w) such that R(L n , L m ) = 0 (see [1] ). The curve Γ defined by R(z, w) = 0 is called the spectral curve. If L n ψ = zψ, L m ψ = wψ, then (z, w) ∈ Γ. For almost all (z, w) ∈ Γ the dimension of the space of common eigenfunctions ψ is the same. The dimension of common eigenfunctions of two commuting differential operators is called the rank. The rank is a common divisor of m and n. If the rank equals 1, then there are explicit formulas for coefficients of commutative operators in terms of Riemann theta-functions (see [2] ). The case when rank is greater than one is much more difficult. The first examples of commuting ordinary scalar differential operators of the nontrivial ranks 2 and 3 and the nontrivial genus g=1 were constructed by Dixmier [8] for the nonsingular elliptic spectral curve w 2 = z 3 − α, where α is arbitrary nonzero constant:
where L and M is the commuting pair of the Dixmier operators of rank 2, genus 1. There is an example
where L and M is the commuting pair of the Dixmier operators of rank 3, genus 1.
The general classification of commuting ordinary differential operators of rank greater than 1 was obtained by Krichever [3] . The general form of commuting operators of rank 2 for an arbitrary elliptic spectral curve was found by Krichever and Novikov [4] . The general form of operators of rank 3 for an arbitrary elliptic spectral curve (the general commuting operators of rank 3, genus 1 are parametrized by two arbitrary functions) was found by Mokhov [5] , [6] . Moreover, examples of commuting ordinary differential operators of arbitrary genus and arbitrary rank with polynomial coefficients were constructed in [11] . However, even in those cases for which explicit formulas were obtained the task of allocating commuting operators with polynomial coefficients is non-trivial and not completely solved until now. The task of a complete description of commuting differential operators with polynomial coefficients was posed and discussed by Mokhov in [10] . Mironov in [7] constructed examples of operators
where a i are some constants and A i , A 3 = 0, are arbitrary constants. Operators L and M are commuting operators of rank 2, genus g. Furthermore, in [9] it was proved by Mironov that the operators L 1 and M 1 ,
, where a i are some constants, α i are arbitrary constants and P satisfies the equation
where g 1 and g 2 are arbitrary constants, are a commuting pair of rank 2, genus g. In the same paper it is proved that the operators L 2 and M 2 ,
, where b i are some constants, ℘(x) is the Weierstrass elliptic function,
are also a commuting pair of rank 2, genus g. In this paper we find new examples of commuting operators of rank 2. The following theorems are proved
, where g ∈ N,A = 0, commutes with a differential operator M of order 4m + 2, for all m g. The spectral curve has the form w
The operators L and M are operators of rank 2.
2 , where g ∈ N,A = 0, commutes with a differential operator M of order 4m + 2, for all m g. The spectral curve has the form w
The operators L and M are operators of rank 2. Note that the calculations show that for genus less than 9, for m = g, the spectral curve of the operator from theorem 1 is non-singular for any nonzero A. Apparently, when m = g, the spectral curve is non-singular for any g, but it is not proved. For m > g, apparently, the spectral curve is always singular. Here are few examples. For m = g = 1 the spectral curve of operator from theorem 1 has the form
For g = 1, m = 2, we have
where C is an arbitrary constant. For g = 1, m = 4
where C 1 , C 2 , C 3 are arbitrary constants. For g = 2, m = 3
where C is an arbitrary constant. For m = g = 3
The operator from theorem 2 has singular spectral curve for m = g = 2, 5.
Apparently the spectral curve is singular only for m = g = 3k − 1. Here are a few examples. For m = g = 1 the spectral curve has the form
For g = 1, m = 3
where C 1 , C 2 are arbitrary constants. If g = m = 3
Theorem 3 is not true for the general form of polynomials
For example, for any n there is a differential operator of order 6 which commutes with L. There is a reason to believe that the L commutes with differential operator of order 4g + 2 for g > 1 only for n = 3, 4, 5, 6, but it is not proved. Note that the spectral curve of operator (∂
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Commuting operators of rank 2.
Consider the operator (∂
From article [7] we know that the operator commutes with an operator of order 4g + 2 with hyperlyptic spectral curve of genus g and hence is operator of rank 2, if and only if there is a polynomial
that the following relation is satisfied
Q means ∂ x Q. The spectral curve has the form
Using (2), we get
So we have the following system :
It is clear from the system that result in [7] can be formulated in the following way. Let a 1 = W/2 + C 1 , where C 1 is an arbitrary constant. Define a i by recursion
We see that (1) commutes with an operator of order 4g+2 and these operators are operators of rank 2 if and only if a g+1 ≡ const. For example,
where C 2 is a constant which appears after integration. In general, a i contains i constants, i.e., a i (x) = a i (x; C 1 , ..., C i ).
Proof of Theorem 1.
Suppose that V = Ax 6 , W = 16Ag(g + 1)x 4 , where g ∈ N. The operator has the form (∂
We will prove that it is possible to choose constants C 1 , C 2 , ..., C g in such a way that a g+1 = const. Let us assume that constants with odd numbers are equal to zero i.e.
It is clear from (4) that a i+1 will always be polynomial and linear in a i . Let us apply (4) to x 4k . Assume that
Using this formula we can calculate the following
where C i are constants. a 4 has constant term C 4 . During the transition from a 4 to a 5 the term C 4 will be multiplied by 8Ag(g + 1)x 4 and the fourth derivation of const · x 8 will be subtracted from it. a 5 will not have a constant term because C 1 = 0, C 3 = 0, C 5 = 0, .... After the transformation (4) of a 5 an element const · x 4 will be equal to const · x 8 . a 6 will have constant term C 6 .
Generally, if a
Also note that all coefficients, except the leading term, contain constants 2i−1 only C 2 , C 4 , C 6 etc. We see that the term const · x 4(g+1) in a g+1 vanishes because it is multiplied by const · (g − g)(g + g + 1) = 0. Therefore, we must choose the constants C 2 , C 4 , ... to vanish A i g+1 = 0 for all i. It is always possible because the leading term in a g+1 equals const · x 4(g−1) and depends only on C 2 , penultimate on C 2 and C 4 etc. Let us suppose we didn't choose constants to vanish a g+1 and continued applying transformation (4) . Consider a g+1+m , m > 0. Note that a g+1+m has the same structure as a g+1 with the only difference that a g+1+m contains constants C 2 , C 4 , ..., C g+m , C g+1+m . This means that we can choose constants C 2 , ..., C g+1+m in such a way that a g+1+m ≡ 0. Hence there is a differential operator M of order 4(g + m) + 2 such that M commutes with L and they are operators of rank 2.
Proof of theorem 2.
The operator has the form
As in the previous proof, we will prove that constants C 1 , C 2 , ..., C g can be chosen in such a way that a g+1 = const. Assume that C i = 0 if i = 3l.
It is clear from (4) that a i+1 will always be polynomial and linear in a i . Let us apply (4) to x 2k . Assume that a i = x 2k then we have
where C i are constants. Calculating a 5 we see that the term const · x 2 in a 4 will be multiplied by 3A(g − 1)(g + 2)x 2 and the fourth derivation of const · x 8 will be subtracted from it. a 5 will not have constant term because
As in the proof of the previous theorem all terms except the leading term contain constants C 3 , C 6 , C 9 , .... And A
3i−1 contains only C 3 , C 6 and A i−3 3i−1 only C 3 , C 6 , C 9 etc. The term const · x 2(g+1) in a g+1 vanishes because it is multiplied by
(g − g)(g + g + 1) = 0. So we must choose constants C 3 , C 6 , ... in such a way that A i g+1 = 0 for all i. It is always possible because the leading term in a g+1 depends only on C 3 , penultimate on C 3 and C 6 etc. Let us suppose we didn't choose constants to vanish a g+1 and continued applying transformation (4) . Consider a g+1+m , m > 0. Note that a g+1+m has the same structure as a g+1 with the only difference that a g+1+m contains constants C 1 , C 2 , ..., C g+m , C g+1+m . This means that we can choose constants C 1 , ..., C g+1+m in such a way that a g+1+m ≡ 0. Hence there is a differential operator of order 4(g +m)+2 which commutes with L and they are operators of rank 2.
Proof of theorem 3.
First we will prove that if L commutes with an operator M of order 4g + 2 and L, M is a pair of operators of rank 2, then B = (n − 2) 2 m(m + 1)A for some m ∈ N.
It is clear from (4) that a i+1 will always be polynomial and linear in a i . Let us apply (4) to
We see from this formula that the leading term of a i is a term of degree (n − 2)i. If L commutes with an operator M of order 4g + 2 and M, L are operators of rank 2 then it is necessary that a g+1 ≡ 0. If a g+1 ≡ 0 then for some m g the leading term of a m+1 must vanish. Assuming in (4) that a i = x i(n−2)
From this formula we have
This means that we can rewrite (8) as
Assume n > 6. Coefficient of the leading term in a i is positive for i < m because from (9) we see that during the transition from a i to a i+1 the leading term will be multiplied by
(m(n − 2) − k)((m + 1)(n − 2) + k). As it was mentioned before N i(n−2) > 0 for i < m. It is easy to check that N i(n−2)−4 > 0 for i m, i 1. Using (9), we get
Note that the coefficient of the term x n−6 is negative. It is clear from (9) that during the transition to a 3 the term A · const · x n−6 will be multiplied by AN n−6 x n−2 = AN (n−2)−4 x n−2 and the fourth derivation of
will be subtracted from it. This means that the coefficient of x 2n−6 in a 3 equals A 2 · const · x 2n−6 , where constant is a negative number. So if i m, then during the transition from a i to a i+1 the coefficient of x (i−1)(n−2)−4 will be multiplied by AN (i−1)(n−2)−4 x n−2 and a positive number will be subtracted (the fourth derivation of const · x i(n−2) ). Finally, we obtain that if i m, then the term A i−1 · const · x (i−1)(n−2)−4
vanishes only if A = 0 because const < 0. During the transition from a m to a m+1 the leading term const · x m(n−2) will be multiplied by 0 and will vanish. If i > m, then during the transition from a i to a i+1 nothing will be subtracted from the term A i−1 ·const · x (i−1)(n−2)−4 . We see from (9) that during the transition to a i+1 the member x (i−1)(n−2)−4 can vanish only because of factor m(n − 2) − (i − 1)(n − 2) + 4. Suppose i − m 2. Before we assumed that n > 6. Finally, we obtain that if n > 6, then there is no such g that a g+1 ≡ 0.
Assume n = 5. Consider operator
Calculations show that a 2 = C 2 + 9A C 1 x 3 .
So if C 1 = 0, then a 2 ≡ 0. Hence, there is an operator M of order 6 which commutes with L and M, L are operators of rank 2.
If C 2 = 0, then there is an operator M of order 10 which commutes with L and M, L are operators of rank 2. In general
If 
