Watson and Turano (Vision Research 1995;35:325-336) described experimental research aimed at determining the motion stimulus that the visual system detects best. They reported conflicting results in the determination of the optimal spatial size and they interpreted them as an effect of probability summation. They also reported disagreement with earlier results of Watson et al. (Nature 1983;302:419-422). This study shows (i) that probability summation is not responsible for those results and (ii) that they can be explained as a consequence of the method that was used to search for the optimal stimulus. © |
Introduction
The matched-filter principle states that the ideal detector of a signal known exactly is a filter whose impulse response matches the signal up to a scale factor [1] . This principle can be reversed to determine the (unknown) impulse response of a filter by searching for the signal that maximizes the output signal-to-noise ratio. Watson and Turano [2] relied on the reverse matched-filter principle to search for the motion stimulus that the visual system detects best which, in turn, presumably identifies the most efficient visual sensor. Adoption of this approach implicitly assumes that a single sensor is involved in detecting all stimuli, but it is well known that a substantial number of sensors contribute to the detection of any given stimulus by a probability-summation process [3, 4] . Along their search for the spatial size of the optimal motion stimulus, Watson and Turano [2] found conflicting results when they varied the width and height of the stimuli in different ways. Since the validity of the matched-filter approach under conditions of probability summation is suspect, they interpreted these conflicting results as complications arising from probability summation. Also, they found the optimal spatial frequency at 3 c deg − 1 and the optimal (circular) size at : 1.32 cycles, when an earlier study by Watson et al. [5] had found them at 8 c deg − 1 and 2.66 cycles, respectively. Since Watson and Turano [2] used a direction discrimination task while the earlier study had used a detection task, they interpreted the discrepancies as a result of differences between the motion system and a more general detection system. This study presents numerical results indicating that probability summation cannot be held responsible for Watson and Turano's [2] conflicting results. We also argue that discrepancies with [5] results are unlikely an effect of differences in the tasks used in each study and we show that they are a spurious consequence of serious flaws in the search strategy.
Effects of probability summation
Under the matched-filter approach, energy sensitivity as a (multidimensional) function of all stimulus parameters will show a maximum when all parameters have the exact values of the (single) filter, provided that the functional forms of the filter and stimuli are reasonably similar. When there are several independent filters, the matched-filter approach is equivalent to a peak-de- tection process (where detection is only determined by the sensor responding the most to the stimulus) with the additional assumption that the most responsive sensor is that whose receptive field matches the stimulus up to a scale factor. Under conditions of probability summation, (i.e. when detection is determined by the pooled responses of all sensors), a maximum in the energy sensitivity function may not signal the most efficient detector. Besides a potential shift in the location of the maximum, probability summation may also have a major effect on the shape of the energy sensitivity function. If these two effects are large, empirical (i.e. probability summation) energy sensitivities will not be useful for determining the optimal stimulus.
We have examined these effects by comparing the outcomes of a probability-summation process with those of a peak-detection process. For this purpose, we used a model similar to a version of Watson's [6] model that was introduced in García-Pérez and SierraVázquez [7] 1 , consisting of sensors with Gabor pointweighting functions (PWFs). Each sensor's PWF is affected by a gain factor which results in the large-area spatial sine-wave contrast sensitivity function (CSF) peaking at 4 c deg According to the matched-filter approach, the optimal stimulus for each individual sensor is a Gabor patch of its same spatial frequency, orientation and spatial-frequency and orientation bandwidths. When there are various sensors each with a different gain factor, the response of the matched sensor may be lower than that of a non-matched sensor (see Appendix A). In any case, the best-seen matched Gabor patch is that whose detection requires the least energy, whichever sensor determines its detection. Matchedfilter results as a function of the frequency of matching Gabor patches are shown as a dashed line in Fig. 1(a) . The maximum occurs at 8 c deg for the model adopted here; for an empirical report of this characteristic see Fig. 1 of [8] ).
The solid line in Fig. 1 (a) displays probability-summation results for the same stimuli, showing that the maximum occurs at 7.73 c deg − 1 -exactly 0.05 octaves below the matched-filter result 2 . In other words, probability summation does not seem to hamper the identifiability of the frequency that is seen best. Its only effect is an increase in sensitivity: note that the solid versus dashed lines in Fig. 1(a) differ only by a vertical scale factor. This characteristic of the outcomes of a 2 These maxima were found by numerically evaluating each function at frequencies separated by 1/120th of an octave. Thus, the difference in location is authentic although barely meaningful empirically. Not unexpectedly for these perfectly-matched stimuli, the matched-filter maximum occurs at the tuning frequency (8 c deg -1 ) of the most efficient sensor; and the probability-summation maximum occurs at a frequency in between the tuning frequencies (2 2.9 and 2 3 c deg -1 ) of the two individually most energy-efficient sensors. peak-detection (i.e. matched-filter) process as compared to a probability-summation process was documented by García-Pérez and Sierra-Vázquez [9] .
In the situation just discussed each stimulus matches some sensor in all respects (both spatial frequency and size) but information on the optimal covariation of size and frequency will not be available in an empirical study. Fig. 1(b) shows results when the size of the stimuli is not matched to that of the sensors: now stimuli have constant circular size s x =s y =0.2 deg. Noticeably, the probability-summation (solid line) and matched-filter (dashed line) energy sensitivity functions are also essentially parallel, although both peak at the wrong frequency (6.39 c deg − 1 for the solid line and 5.66 c deg − 1 for the dashed line). The point that Fig. 1 makes is that probability summation does not render an energy sensitivity function that differs in any significant respect from that obtained under matched-filter conditions. It is true that different 'optimal' spatial frequencies result from different size conditions, but in each case the probabilitysummation and matched-filter results are virtually identical.
Our last comparison of the two approaches involved the detection of an 8 c deg − 1 Gabor patch as a function of its width s x and height s y . Fig. 2 (a) shows matched-filter results, revealing a maximum when stimulus size equals that of the 8 c deg − 1 sensor, namely, when s x = 0.0703 deg and s y =0.0905 deg. Fig. 2 (b) shows probability-summation results for the same stimuli. In this case the maximum occurs at s x =0.0762 deg and s y =0.0971 deg, each of which is about 8% larger than the width and height of the 8 c deg − 1 sensor. Yet, the aspect ratio (s y /s x ) of the resulting 'optimal' stimulus is 1.27, very close to that of the sensors (u= 1.29; see Appendix A). Therefore, probability summation seems to produce a slight overestimation of the size of the optimal stimulus, but not a distortion of its aspect ratio. A comparison of Fig. 2 (a) and (b) also reveals that the major effects of probability summation are an increase in sensitivity and the flattening of the sensitivity surface, but these effects are of no consequence for the determination of the optimal stimulus: the probability-summation energy sensitivity surface is comparable to the matched-filter surface in all significant respects. In summary, then, probability summation seems to have a negligible effect on the identifiability of the parameters of the best-seen stimulus and the matchedfilter approach adopted by Watson et al. [5] and Watson and Turano [2] seems sufficiently robust. Then, Watson and Turano's [2] conjecture that their conflicting results reflect 'complicating effects of probability summation' seems unjustified. The next two sections show that those results, as well as discrepancies with the results of Watson et al. [5] , are simply a consequence of serious flaws in the method that was used to search for the optimal stimulus.
Search strategy
Watson and Turano [2] addressed the problem of finding the maximum of a goal function (energy sensitivity) in n-dimensional space. They chose to search for the maximum by sequentially exploring each dimension, keeping the values of dimensions already explored Fig. 3 . Isocontour plot of a hypothetical non-separable two-dimensional sensitivity surface. (a) The non-iterative sequential search strategy followed by ref. [2] is indicated by the solid lines and circles. The solid horizontal line represents the first step of the sequential approach: exploration of dimension A at some value for the other dimension (B= 1.5), which yields a provisional maximum at A = 1.675 (marked by a filled circle on the solid horizontal line). The solid vertical line represents the second step: exploration of dimension B at the current optimal value for A, which yields the presumed final maximum at B= 3.801 (marked by another filled circle higher up on the solid vertical line). If this location is taken as the starting point of a later search that explores both dimensions in reverse order, then the first step (exploration of dimension B at A =1.675) would produce the same optima indicated by the upper solid circle, but the second step (exploration of dimension A at B =3.801; dashed horizontal line) would result in a different final outcome (open circle). In addition, this search strategy misses the actual maximum, which occurs at A= 2.899 and B= 4.387 (indicated by a cross). (b) An iterative search strategy that finds the actual maximum. The presumed final maximum found at the end of the process illustrated with solid lines in (a) serves as the starting point of a second iteration which again explores dimensions A and B in sequence, and this iterative process continues until some condition is satisfied. Each iteration is represented by a pair of perpendicular (first horizontal and then vertical) segments, and the location of the endpoint of the vertical segment represents the optimal value after the corresponding iteration. This search strategy is guaranteed to yield the location of the actual maximum only when the goal function is separable in n-dimensional (cartesian) space 3 . If this requirement does not hold, the method should be applied iteratively and several times, starting at different positions along each dimension and exploring the various dimensions in different sequences. Watson and Turano [2] applied a non-iterative version of the method just once and trusted the outcome without further ado even though there is evidence that their goal function is not separable: for one thing, the spatiotemporal contrast sensitivity surface cannot be expressed as the product of spatial-frequency and temporal-frequency sensitivity curves [10] . Fig. 3 illustrates how a non-iterative application of this strategy will miss the actual maximum of a non-separable twodimensional section of a hypothetical n-dimensional goal function, also showing an iterative application that will find that maximum.
One other flaw in Watson and Turano's [2] strategy shows in their search for the optimal size. They did so in two steps, first searching for the optimal circular size (which yielded an optimum at s x = s y = 0.44 deg) 4 and then separately exploring s x at s y = 0.44 deg and s y at s x = 0.44 deg. They reported threshold variations of up to 0.1 log units over the entire set of conditions and their writing suggests that the maxima found along each of the two paths during their second step were larger than that found during their first step.
Without loss of generality, we will describe the cause of this effect using the purely spatial stimuli and model that we have been using thus far. Fig. 2 shows that the threshold variations reported by Watson and Turano [2] are a likely indication that the optimal stimulus has unequal width and height. The solid lines on the base in Fig. 2(a) and (b) represent search paths analogous to those explored by Watson and Turano [2] and the thick lines on the surface in Fig. 2(a) indicate the energy sensitivity profiles along those paths. The diagonal line represents the s y =s x path followed during the first step of their search, which yields a maximum whose location is used to define two subsequent search paths each of which is parallel to one of the axis of the search space. Along each of these two latter search paths, the maximum occurs at a different location (as indicated by the tick marks perpendicular to each path). These two latter maxima are larger than that along the s y =s x path 5 and more importantly, the actual maximum occurs at a location that these search paths bypass.
Note that this characteristic shows in both panels of Fig. 2 , revealing that it is not unique to the probability-summation condition. Further, the function plotted in Fig. 2(a) is separable (see Eq. (A6) and Eq. (A9) in Appendix A) and that in Fig. 2 (b) looks separable too. Given this characteristic, the optimal size could be determined by exploring width at any given height and then exploring height at any given width (or vice versa), with the optimal size being the combination of the optimal width and height found in each stage. (Note that the location of the global maximum in either Fig. 2(a) or (b) occurs where the tick marks along each of the orthogonal search paths would intersect if extended). Watson and Turano [2] carried out this type of exploration in their second step, but they discarded the results to finally accept as optimal the circular size found in their first step.
There are other minor characteristics of the parameter space explored by Watson and Turano [2] that render the title of their study a little too pretentious. Stimuli were only presented around the fovea (within an 8×8 deg area) and at a frame rate of 30 Hz. This precluded the peripheral presentation of low-spatial-frequency stimuli at high temporal frequencies, where these stimuli are best detected [11] . Admittedly, an exhaustive search requires consideration of many more stimuli than can be afforded in a single study and it would still have to be determined whether some of these peripheral stimuli is indeed seen better than any of those that were used. In any case, the restricted field of view in Watson and Turano's [2] experiments only allows the search for the optimal motion stimulus in central vision.
Discrepancies with results of ref. [5]
Using a direction-discrimination task, Watson and Turano [2] found an optimal size that halved that found by Watson et al. [5] using a detection task and an optimal frequency that was 1.4 octaves lower. Anderson and Burr [12] found that direction-discrimination and detection thresholds as a function of stimulus size are nearly identical and that estimates of receptive field size from either type of data agree well. Also, Anderson and Hess [13] showed that the detection and directiondiscrimination CSFs have the same shape and peak at the same frequency in central vision. Therefore, discrepancies between the results of Watson and Turano [2] and those of Watson et al. [5] cannot be attributed to the different tasks. A more likely explanation lies again in the spurious effects of an inappropriate search strategy.
When the goal function is not separable, the choice for the values of parameters along dimensions not yet explored affects the result in the dimension currently explored and this effect will bias all subsequent steps along an inappropriate search strategy. Fig. 1 illustrates this effect: if the first step involves determining the optimal frequency using stimuli with a fixed number of cycles ( Fig. 1(a) ), the 'optimal' frequency turns out different from what results if stimuli have fixed size in deg ( Fig. 1(b) ).
Watson et al. [5] first determined an optimal duration of 160 ms for a 10 c deg − 1 patch drifting at 4 Hz and next determined the optimal drift rate and size using that duration with a 6 c deg − 1 patch. If optimal duration covaried with spatial and/or temporal frequency-just as optimal size seems to covary with spatial frequency-then the optimal duration determined for the 10 c deg − 1 patch would have been inappropriate for the 6 c deg − 1 patches later used and all these subsequent results would be biased as discussed in the preceding paragraph.
Watson and Turano [2] used a different search sequence, successively exploring spatial frequency, carrier speed, duration and size. Their choices for the parameters of dimensions not yet explored were drawn from the results of Watson et al. [5] and these may have resulted in a different final outcome when the dimensions were explored in a different sequence (as illustrated by the dashed line and open circle in Fig. 3(a) ).
Interpreting the discrepant results of Watson and Turano [2] and Watson et al. [5] as a consequence of the bias and different search sequences just discussed is rather speculative, but we believe it is reasonable in view of the consequences of an inappropriate search strategy. A quantitative analysis of the effects of the different search sequences of Watson et al. [5] and Watson and Turano [2] would require numerical evaluations similar to those described in the preceding sec-tions but using a plausible and realistic visual motion model that does not seem to exist yet.
One other source of minor discrepancies lies in individual differences, which are usually overlooked. Watson et al. [5] based their conclusion on data from only one subject. Watson and Turano [2] carried out their experiments with three subjects (or two in some cases) and they always explored the next dimension using the parameter value that resulted from the average of all subjects, despite major individual differences in optimal value at each stage (see their figs 5 -8) . It may well be that the optimal stimulus is simply different for different subjects and averages thus describe nobody's optimal stimulus.
Conclusions
Use of the reverse matched-filter principle to determine the optimal stimulus in a multi-channel system faces two difficulties. One arises from the fact that detection may not be mediated by the response of a single channel (peak detection) but by response pooling (probability summation). We have shown that this does not seriously affect the robustness of the approach, although some minor discrepancies arise between the optimal stimulus resulting in each case: the optimal stimulus in the peak-detection case coincides with the actual shape of the most-efficient detector, but that in the probability-summation case differs slightly from this shape.
The second difficulty is a result of the fact that even if there is a filter that matches some stimulus in all respects, there may be an unmatched filter whose response to that stimulus is larger than that of the matched filter. This certainly occurs when each filter has a different gain and the gain function has an inverted-U shape (see Fig. 4 in Appendix A), but this will also occur for constant-gain filters if their log bandwidth is constant. (This can easily be proved making (z 0 , 0, 0)= 1 in Eq. (A9) of Appendix A and proceeding from there).
One other procedural characteristic that affects the outcome of a search for the optimal stimulus is the fact that the energy sensitivity function may not be separable in the relevant multidimensional space. If an inappropiate search strategy is used in these circumstances, the final outcome of the procedure is unlikely to reflect the parameters of the optimal stimulus.
Appendix A. Details of the model, simulation approach and analytical results

Number of channels and point-weighting function of sensors
To avoid scalloping of the CSF [9] the model includes 852 channels resulting from the factorial combination of 71 tuning frequencies (z 0 , in c deg 
where
is the sensor gain function and the spreads of the gaussian envelope, | x = k/z 0 and | y = u| x (both in deg), with k=0.5622 and u=1.29 determine full half-amplitude spatial-frequency and orientation bandwidths of an octave and 30 deg, respectively.
Within each channel, sensors are located at discrete positions on a rectangular lattice with a constant separation of 0.75| x in the x direction (to prevent undersampling in the direction perpendicular to the bars) and 2| y in the ỹ direction (to prevent oversampling in the direction parallel to the bars). The gain function is assumed to be the product of three factors, 
respectively, expressing the dependence of gain on tuning frequency ( 1 ), preferred orientation ( 2 ) and eccentricity ( 3 ), the gradient of this latter also depending on tuning frequency. Given this gain function and the PWF in Eq. (A1) it can easily be proved that the most efficient sensor is the foveal sensor in the channel tuned to z 0 =8 c deg ) is the spatial frequency of the sinusoid. The energy E of a stimulus described by Eq. (A5) is
Response of a sensor to a stimulus The response of the i-th sensor to a stimulus f is a scalar R i which results from the inner product of the sensor's PWF and f,
The analytical solution of Eq. (A7) for the general case of Eq. (A1) and Eq. (A5) prints over a page, but some special cases yield simpler expressions that will be given below.
Probability summation
As far as probability summation is concerned, the model can simply be regarded as consisting of a collection of N sensors whose responses are pooled to provide a scalar decision variable D through the conventional Quick pooling formula [14] .
with Q= 4. Assuming that detection occurs whenever D exceeds a threshold value T, contrast sensitivity S to some stimulus f is the result of Eq. (A8) for a unit-contrast (i.e. m=1) version of f (see [7] ). Energy sensitivity is obtained from contrast sensitivity S by replacing m with 1/S in Eq. (A6). The solid lines in Fig. 1(a) and (b) and the surface in Fig. 2(b) represent energy sensitivities obtained in this way.
Matched-filter approach Under the peak-detection interpretation of the matched-filter principle in a multichannel system, a single sensor is responsible for detecting each stimulus. Thus, the decision variable is simply D= R k where k denotes the sensor responding most to the stimulus. For simplicity, and without loss of generality, for any calculations pertaining to the matched-filter approach we will assume a continuous family of spatial-frequency channels.
The determination of the sensor responding most to a foveally-presented, even-symmetric, vertical Gabor patch of frequency z, width s x and height s y is made easier by noting the characteristics of the gain function in Eq. (A4): peripheral sensors can be excluded (since they have lower gains than their foveal counterparts) and the same occurs with sensors tuned to oblique orientations (which also have lower gains). Also, oddphase sensors can be excluded since their response to a quadrature stimulus is null. The response of the surviving sensors to the Gabor patch, as a function of tuning frequency z 0 , is the solution of Eq. (A7) under these constraints, (i.e. x =ŷ = 0 deg, q 0 = 0 deg and 0 =0 rad), and is easily seen to be While it is obvious that the response of any given sensor will be maximal when the stimulus matches that sensor's PWF (i.e. when z=z 0 , s x = | x and s y = | y ), it is not true that the maximal response to some Gabor patch will be given by the sensor with matching parameters (i.e. z 0 = z, | x = s x and | y = s y , provided 6 Eq. 10 in ref. [2] neglected a term analogous to that within brackets in our Eq. (A6) on the assumption that the gaussians in the frequency domain do not overlap. Strictly speaking, two gaussians at odd-symmetric positions in the frequency domain always overlap, and in some cases this will make the contribution of the exponential function in the bracketed term of Eq. (A6) significant. If s x is inversely related to z for all stimuli, the bracketed term becomes constant and independent of the frequency or size of the stimulus and, then, its omission only affects calculations by a scale factor. Yet, if s x is independent of z the value of the bracketed term will differ for different stimuli, and its omission may significantly affect calculations. (This may indeed have affected Watson and Turano's [2] calculations in their Fig. 15 involving the results of [12] ). s x = k/z and s y = us x ). The solid line in Fig. 4 shows this characteristic: the sensor responding the most to a Gabor patch all of whose parameters match those of some sensor is not the matched sensor but one tuned to a slightly higher frequency when zB 8 c deg − 1 , and one tuned to a slightly lower frequency when z \8 c deg
Only the most efficient sensor (z 0 =8 c deg − 1 ) responds to its matching Gabor patch more than any other sensor. This relationship between the frequency of a Gabor patch and the tuning frequency of the sensor that responds the most to it is further affected by size mismatch: the dashed line in Fig. 4 shows this relationship when s x = s y = 0.2 deg for all Gabor patches.
The relationships displayed as solid and dashed lines in Fig. 4 arise from differentiating Eq. (A9) with respect to z 0 and solving for the value satisfying the first-order condition for a maximum 7 for the corresponding size condition (s x = k/z and s y =uk/z for the solid line and s x = s y = 0.2 for the dashed line). The general relationship is non-analytical, and requires finding the root of a seventh-degree polynomial
