In many scientific studies, it is of interest to determine whether an exposure has a causal effect on an outcome. In observational studies, this is a challenging task due to the presence of confounding variables that affect both the exposure and the outcome. Many methods have been developed to test for the presence of a causal effect when all such confounding variables are observed and when the exposure of interest is discrete. In this article, we propose a class of nonparametric tests of the null hypothesis that there is no average causal effect of an arbitrary univariate exposure on an outcome in the presence of observed confounding. Our tests apply to discrete, continuous, and mixed discrete-continuous exposures. We demonstrate that our proposed tests are doubly-robust consistent, that they have correct asymptotic type I error if both nuisance parameters involved in the problem are estimated at fast enough rates, and that they have power to detect local alternatives approaching the null at the rate n −1/2 . We study the performance of our tests in numerical studies, and use them to test for the presence of a causal effect of smoking on birthweight among smoking mothers. arXiv:2001.05344v1 [stat.ME] 
Introduction 1.Motivation and literature review
One of the central goals of many scientific studies is to determine whether an exposure of interest has a causal effect on an outcome. In some cases, researchers are able to randomly assign units to exposure values. Classical statistical methods for assessing the association between two random variables can then be used to determine whether there is a causal effect because randomization ensures that there are no common causes of the exposure and the outcome. However, random assignment of units to exposures is not feasible in some settings, and even when it is feasible, preliminary evidence is often needed to justify the resources required to conduct such a study. In either case, it is often of interest to use data from an observational study, in which the exposure is not assigned by the researcher but instead varies according to some unknown mechanism, to determine whether there is evidence of a causal effect. This is a more difficult task due to potential confounding of the exposure-outcome relationship.
Many methods have been proposed to test the null hypothesis that there is no causal effect using observational data when the exposure is discrete. For instance, matching estimators (Rubin, 1973) , inverse probability weighted (IPW) estimators (Horvitz and Thompson, 1952) , and doubly-robust estimators including augmented IPW (Scharfstein et al., 1999; Bang and Robins, 2005) and targeted minimum loss-based estimators (TMLE) (van der Laan and Rose, 2011) can all be used for this purpose. Much less work exists in the context of non-discrete exposures-that is, exposures that may take any value in an interval. In practice, many studies simply discretize such an exposure in order to return to the discrete exposure setting. This simple approach has several drawbacks. First, since the results often vary with the choice of discretization, it may be tempting for researchers to choose a discretization based on the results. However, this can inflate the type I error rate of the test. Furthermore, even if the discretization follows a pre-specfied plan, tests based on a discretized exposure typically have less power than tests based on the original, undiscretized exposure because discretizing throws away possibly relevant information (see, e.g. Cox, 1957; Cohen, 1983; Fedorov et al., 2009 ). Finally, causal estimates based on a discretized exposure have a more complicated interpretation than those based on the original, continuous exposure (Young et al., 2019) .
Several methods have been developed to address the problem of estimating causal quantities with continuous exposures. Robins (2000) , Galvao and Wang (2015) , and Zhang et al. (2016) used parametric models to estimate the causal dose-response curve, and Neugebauer and van der Laan (2007) considered inference for the projection of the causal dose-response curve onto a parametric working model. In the context of nonparametric estimation, Rubin and van der Laan (2006) and Díaz and van der Laan (2011) discussed the use of data-adaptive algorithms to estimate a causal dose-response curve. Kennedy et al. (2017) and van der Laan et al. (2018) proposed nonparametric estimators of the dose-response curve based on kernel smoothing. Finally, Westling et al. (2019) proposed an estimator of a dose-response curve under a monotonicity assumption.
Contribution and organization of the article
In this article, we focus on the problem of testing the null hypothesis of no causal effect against the complementary alternative with a non-discrete exposure. To the best of our knowledge, no nonparametric test has yet been developed for this purpose. Specifically, we 1. propose a nonparametric test based on a cross-fitted, asymptotically efficient nonparametric estimator of a primitive function of the causal dose-response curve; 2. provide conditions under which our test has desirable large-sample properties, including (i) consistency under any alternative as long as either of two nuisance functions involved in the problem is estimated consistently (known as doubly-robust consistency), (ii) asymptotically correct type I error rate, and (iii) non-zero power under local alternatives P n approaching a null at the rate n −1/2 ; 3. illustrate the practical performance of the proposed estimator through numerical studies and an assessment of the causal effect of average number of cigarettes smoked per day during pregnancy on the baby's birthweight among women who smoked during pregnancy.
Notably, the conditions we establish for consistency and validity of our test do not restrict the form of the marginal distribution of the exposure. Therefore, our test applies equally to discrete, continuous, and mixed discrete-continuous exposures.
The remainder of the article is organized as follows. In Section 2, we define our proposed procedure. In Section 3, we discuss the large-sample properties of our procedure. In Section 4, we illustrate the behavior of our method using numerical studies. In Section 5, we use our procedure to analyze the causal effect of smoking during pregnancy on birthweight among smoking mothers.
Finally, Section 6 presents a brief discussion.
Proposed methodology 2.1 Notation and null hypothesis of interest
We denote by Y ∈ Y ⊆ R the real-valued otcome of interest, A ∈ A ⊆ R the real-valued exposure of interest, and W ∈ W ⊆ R p a vector of baseline covariates. We then observe independent and identically distributed random vectors (Y 1 , A 1 , W 1 ), . . . , (Y n , A n , W n ) from a distribution P 0 contained in the nonparametric model M N P consisting of all distributions on Y × A × W. For a distribution P ∈ M N P , we denote by F P the marginal distribution of A under P , A P the support of F P , µ P (a, w) := E P [Y | A = a, W = w] the outcome regression function, and Q P the marginal distribution of W under P . Throughout, we use the subscript 0 to refer to evaluation at or under P 0 ; for example, we denote by F 0 the marginal distribution function of A under P 0 and by A 0 the support of F 0 . For a measure λ on R, we define h λ,p := |h(x)| p dλ(x) 1/p for p ∈ [1, ∞), and h λ,∞ := sup x∈supp(λ) |h(x)|. For a probability measure P and P -integrable function h, we define P h := h dP . We define P n as the empirical distribution function of (Y 1 , A 1 , W 1 ), . . . , (Y n , A n , W n ).
For any P ∈ M N P , we define the G-computed regression function under P as a → θ P (a) :=
Denoting by C b (S) the class of continuous and bounded functions on a subset S of R, we will work in the statistical model M :
In this article, we are interested in the null hypothesis H 0 : θ 0 (a) = θ 0 (a ) for all a, a ∈ A 0 versus the complementary alternative H A : θ 0 (a) = θ 0 (a ) for some a, a ∈ A 0 . We are primarily interested in this null hypothesis because, under certain conditions, H 0 has a causal interpretation.
Adopting the Neyman-Rubin potential outcomes framework, for each a ∈ A, we denote by Y (a) ∈ Y a unit's potential outcome under exposure level A = a. The causal parameter m 0 (a) :
represents the average outcome under assignment of the entire population to exposure level A = a.
The resulting curve m : A → R is known as the causal dose-response curve. As is well known, under certain conditions it is possible to identify the causal parameter m 0 (a) using the observed data.
Specifically, if (i) each unit's potential outcomes are independent of all other units ' exposures, (ii) the observed outcome Y almost surely equals Y (A), (iii) A and Y (a) are conditionally independent given W , and (iv) the conditional density of A given W is almost surely positive at A = a, then m 0 (a) = θ 0 (a) (Robins, 1986; Gill and Robins, 2001) . Therefore, if conditions (i)-(iv) hold for all a ∈ A 0 , then H 0 stipulates that the exposure has no causal effect on the average outcome in the sense that setting A to a for all units in the population yields the same average outcome for all a ∈ A 0 . On the other hand, H A indicates that at least two exposures yield different average outcomes. Our null hypothesis is stated in terms of the possibly unknown support A 0 of A under P 0 rather than the entire domain A because condition (iv) does not hold for a / ∈ A 0 , and in fact m 0 (a) is not nonparametrically identified in the observed data for such a.
Our null hypothesis H 0 holds if and only if θ 0 (a) = γ 0 for all a ∈ A 0 , where γ 0 := θ 0 (a) F 0 (da) = µ 0 (a, w) Q 0 (dw) F 0 (da). A special case of our null hypothesis is that µ 0 (a, w) = µ 0 (a , w) for all a, a ∈ A 0 and almost all w. In this case,
there is no effect of the exposure on the average potential outcome for any strata of W in the population. We shall refer to this case as the strong null hypothesis. We emphasize that our null hypothesis can hold even if the strong null does not, since interactions between the exposure and covariates may cancel out to yield a flat G-computed regression curve.
Finally, we remark that Luedtke et al. (2019) 
Testing in terms of the primitive function
Our procedure will be based on estimating a primitive parameter of θ 0 . We define Γ 0 (a) := a −∞ θ 0 (u) dF 0 (u), and Ω 0 (a) := Γ 0 (a) − γ 0 F 0 (a) = I (−∞,a] (u) − F 0 (a) µ 0 (u, w) dQ 0 (w) dF 0 (u).
We then note the following simple result.
Proposition 1. If θ 0 is continuous on A 0 , then the following are equivalent: (1) H 0 holds, (2) θ 0 (a) = γ 0 for all a ∈ A 0 , (3) Ω 0 (a) = 0 for all a ∈ R, and (4) Ω 0 F 0 ,p = 0 for all p ≥ 1.
We also note that Ω 0 (a) = 0 for all a ∈ R if and only if Ω 0 (a) = 0 for all a ∈ A 0 . This, combined with Proposition 1, indicates that in the model M, testing H 0 is equivalent to testing the null hypothesis Ω 0 F 0 ,p = 0 versus the alternative Ω 0 F 0 ,p > 0. This is a useful representation because it allows us to test H 0 by estimating Ω 0 , and unlike θ 0 , Ω 0 is a pathwise differentiable parameter in the nonparametric model with an estimable influence function under standard conditions. For any p ∈ [1, ∞], this will allow us to test H 0 in the following manner: (1) construct a uniformly asymptotically linear estimator Ω • n of Ω 0 for which in particular {n 1/2 [Ω • n (a) − Ω 0 (a)] : a ∈ A 0 } converges weakly to a tight Gaussian limit process, (2) use the estimated influence function of Ω • n (a) to approximate the 1 − α quantile of n 1/2 Ω • n − Ω 0 F 0 ,p as T n,p,α , and (3) reject H 0 at level α if n 1/2 Ω • n Fn,p > T n,p,α . In the remainder of this section, we provide details for accomplishing each of these three steps.
Estimating the primitive function
The first step in our testing procedure is to construct an asymptotically linear estimator of Ω 0 (a) for each fixed a. We recall that where µ 0 (a, w) :
is the outcome regression function, and we also define g 0 (a, w) := G 0 (da, w)/F 0 (da) for G 0 (a, w) := P 0 (A ≤ a | W = w) the conditional distribution of A given W = w evaluated at a. If g 0 (a, w) is almost surely bounded away from zero, then Ω 0 (a 0 ) is pathwise differentiable relative to the model M, and its nonparametric influence function is given by
We note that g 0 (a, w) = P 0 (A = a | W = w)/P 0 (A = a) for a such that P 0 (A = a) > 0, and g 0 (a, w) = d da P 0 (A ≤ a | W = w) / d da F 0 (a) for a where F 0 is absolutely continuous. Given estimators µ n and g n of µ 0 and g 0 , respectively, we can construct an estimator D * a 0 ,n of the influence function by plugging in µ n for µ 0 , g n for g 0 , and the empirical marginal distributions F n and Q n for F 0 and Q 0 . A one-step estimator of Ω 0 (a 0 ) is then given by Ω n (a 0 ) := Ω µn,Fn,Qn (a 0 ) + P n D * a 0 ,n , where Ω µn,Fn,Qn (a 0 ) := I (−∞,a 0 ] (a) − F n (a 0 ) µ n (a, w) dF n (a) dQ n (w) is the plug-in estimator of Ω 0 . In expanding the terms in Ω n (a 0 ), some terms cancel and we are left with
If we were to base our test on Ω n , then, as we will see in Section 3, the large-sample properties of our test would depend on consistency of Ω n and on weak convergence of {n 1/2 [Ω n (a) − Ω 0 (a)] : a ∈ A 0 } as a process. Such statistical properties of asymptotically linear estimators of pathwise differentiable parameters depend on estimators of nuisance parameters in two important ways. First, negligibility of a so-called second-order remainder term requires negligibility of (µ n − µ 0 )(g n − g 0 ) in an appropriate sense. Second, negligibility of an empirical process remainder term can be guaranteed if the nuisance estimators fall in sufficiently small function classes. In observational studies, researchers can rarely specify a priori correct parametric models for µ 0 or g 0 , which motivates the use of data-adaptive (e.g. machine learning) estimation of these functions in order to guarantee negligibility of the second-order remainder. However, data-adaptive estimators typically constitute large function classes. Hence, finding estimators that simultaneously satisfy these two requirements can require a delicate balance. Cross-fitting has been found to resolve this challenge by removing the need for nuisance estimators to fall in small function classes (Zheng and van der Laan, 2011; Belloni et al., 2018; Kennedy, 2019) . Instead of basing our test on Ω n , we will therefore base our test on a cross-fitted version of Ω n , which we now define.
For a deterministic integer V ∈ {2, 3, . . . , n/2 }, we randomly partition the indices {1, . . . , n} into V disjoint sets V n,1 , . . . , V n,V with cardinalities N 1 , . . . , N V . We require that these sets be as close to equal sizes as possible, so that |N v − n/V | ≤ 1 for each v, and that the number of folds V be bounded as n grows. For each v ∈ {1, . . . , V }, we define T n,v := {O i : i / ∈ V n,v } as the training set for fold v, and we define µ n,v and g n,v as nuisance estimators that are estimated using only the observations from T n,v . Similarly, we define F n,v and Q n,v as the marginal empirical distributions of A and W , respectively, corresponding to the observations in T n,v . We then define the cross-fitted
In the next section, we indicate properties of the estimators µ n,v and g n,v that imply certain large-sample properties of Ω • n , which in turn imply properties of our testing procedure. In particular, we provide conditions under which Ω • n (a) is uniformly asymptotically linear with influence function D * a,0 , meaning that
where sup a∈A 0 |R n (a)| = o P 0 (n −1/2 ). If (4) holds and in addition the one-dimensional class of functions {D * a,0 : a ∈ A 0 } is P 0 -Donsker, then {n 1/2 [Ω • n (a) − Ω 0 (a)] : a ∈ A 0 } converges weakly in the space ∞ (A 0 ) of bounded real-valued functions on A 0 to a mean-zero Gaussian process Z 0 with covariance function Σ 0 (s, t) :
, by the continuous mapping theorem we will then have
Given an estimator D * a,n,v of D * a,0 for each v, we can approximate the distribution Z 0 F 0 ,p by simulating sample paths of a mean-zero Gaussian process Z n with covariance function Σ n (s, t) t,n,v , and computing the L p (F n )-norm of these sample paths, where P n,v is the empirical distribution for the validation fold V n,v . Putting it all together, our fully specified procedure for testing the null hypotheses H 0 is as follows:
1. Split the sample into V sets V n,1 , . . . , V n,V of approximately equal size.
2. For each v ∈ {1, . . . , V }, construct estimates µ n,v and g n,v of the nuisance functions µ 0 and g 0 based on the training set T n,v for fold v.
3. For each a in the observed values of the exposure A n := {A 1 , . . . , A n }, use µ n,v and g n,v to construct Ω • n (a) as defined in (3).
4. Let T n,α,p be the 1 − α quantile of 1 n n i=1 |Z n (A i )| p 1/p for p < ∞ or max a∈An |Z n (A i )| for p = ∞, where, conditional on O 1 , . . . , O n , (Z n (A 1 ), . . . , Z n (A n )) is distributed according to a mean-zero multivariate normal distribution with covariances given by Σ n (A i , A j ) :=
where θ n,v (a) := µ n,v (a, w) dQ n,v (w) and γ n,v := µ n,v (a, w) dF n,v (a) dQ n,v (w).
5.
Reject H 0 at level α if n 1/2 Ω • n Fn,p > T n,α,p .
3 Asymptotic properties of the proposed procedure
Doubly-robust consistency
In this section, we derive sufficient conditions for three large-sample properties of our proposed test: consistency under fixed alternatives, asymptotically correct type I error rate, and positive asymptotic power under local alternatives. Each of these three properties is established by first proving an accompanying result for the estimator Ω • n upon which the test is based.
We start by showing that the proposed test is doubly-robust consistent, meaning that it rejects any alternative hypothesis with probability tending to one as long as either of the two nuisance parameters involved in the problem is estimated consistently. We first introduce several conditions upon which our results rely.
(A1) There exist constants K 0 , K 1 , K 2 ∈ (0, ∞) such that, almost surely as n → ∞ and for all v, µ n,v and µ 0 are contained in a class of functions F 0 and g n,v and g 0 are contained in a class
(A3) There exist subsets S 1 , S 2 and S 3 of A 0 × W such that P 0 (S 1 ∪ S 2 ∪ S 3 ) = 1 and:
(a) µ ∞ (a, w) = µ 0 (a, w) for all (a, w) ∈ S 1 ;
Condition (A1) requires that the true nuisance functions as well as their estimators satisfy certain boundedness constraints. Condition (A2) requires that the nuisance estimators be tending to some limits µ ∞ and g ∞ . Condition (A3) is known as a double-robustness condition, since it is satisfied if either µ ∞ = µ 0 almost surely or g ∞ = g 0 almost surely. Double-robustness has been studied for over two decades, and is now commonplace in causal inference (Robins et al., 1994; Rotnitzky et al., 1998; Scharfstein et al., 1999; van der Laan and Robins, 2003; Neugebauer and van der Laan, 2005; Bang and Robins, 2005) . However, condition (A3) is slightly more general than standard double-robustness, since it is satisfied if either µ ∞ (a, w) = µ 0 (a, w) or g ∞ (a, w) = g 0 (a, w) for almost all (a, w), which can happen even if neither µ ∞ = µ 0 nor g ∞ = g 0 almost surely.
Under these conditions, we have the following result concerning consistency of Ω • n .
Theorem 1 (Doubly-robust uniform consistency of Ω • n ). If conditions (A1)-(A3) hold, then
In order to fully establish consistency of the proposed test, we need to justify using · Fn,p instead of · F 0 ,p , and in addition we need to show that T n,α,p /n 1/2 P 0 −→ 0. The next result establishes these two facts to conclude that the proposed test is doubly-robust consistent.
Theorem 2 (Doubly-robust consistency of proposed test). If conditions (A1)-(A3) hold, then P 0 n 1/2 Ω • n Fn,p > T n,α,p −→ 1 for any P 0 ∈ M such that H A holds.
Asymptotically correct type I error rate
Next, we demonstrate conditions under which the proposed test has asymptotically correct type I error rate under the null. We start by introducing an additional condition that we will need.
(A4) Both µ ∞ = µ 0 and g ∞ = g 0 , and r n :
In concert with Condition (A2), condition (A4) requires that both estimators are consistent.
Furthermore, condition (A4) requires that the rate of convergence of the mean of the product of the nuisance errors tend to zero in probability faster than n −1/2 . We note that r 2 n ≤ max v P 0 (µ n,v − µ 0 ) 2 P 0 (g n,v − g 0 ) 2 , so that r n is bounded by the product of the L 2 (P 0 ) rates of convergence of the two estimators. Therefore, if in particular max v µ n,v − µ 0 P 0 ,2 = o P 0 (n −1/4 ) and max v g n,v − g 0 P 0 ,2 = o P 0 (n −1/4 ), then (A4) is satisfied.
Under these conditions, we have the following result.
Theorem 3 (Weak convergence of n 1/2 (Ω • n − Ω 0 )). If conditions (A1)-(A2) and (A4) hold, then
: a ∈ A 0 converges weakly as a process in ∞ (A 0 ) to a mean-zero Gaussian process Z 0 with covariance function given by Σ 0 (s, t) :
As with the relationship between Theorems 1 and 2, Theorem 3 does not quite imply that the proposed test has asymptotically correct size due to the two additional approximations made in the proposed test. Specifically, it follows from Theorem 3 that
In the next result, we verify these facts, and thus conclude that the proposed test has asymptotically valid size.
Theorem 4 (Asymptotic validity of proposed test). If conditions (A1)-(A2) and (A4) hold and the distribution function of Z 0 F 0 ,p is strictly increasing and continuous in a neighborhood of T 0,α,p , then P 0 n 1/2 Ω • n Fn,p > T n,α,p −→ α for any P 0 ∈ M such that H 0 holds.
Asymptotic behavior under local alternatives
Finally, we demonstrate that, for large n, the proposed test has power to detect local alternatives approaching the null at the rate n −1/2 . We let h : O → R be a score function satisfying P 0 h = 0 and P 0 (h 2 ) < ∞. We suppose that the local alternative measure P n satisfies lim n→∞ n 1/2 dP 1/2 n − dP
for some P 0 ∈ M satisfying H 0 . We then have the following result.
Theorem 5 (Weak convergence of n 1/2 Ω • n under local alternatives). If for each n, (O 1 , . . . , O n ) are independent and identically distributed according to P n satisfying (5) and the conditions of Theorem 4 hold, then n 1/2 Ω • n (a) : a ∈ A 0 converges weakly under P n in ∞ (A 0 ) to a Gaussian process Z 0,h with mean E[Z 0,h (a)] = P 0 hD * a,0 and covariance Σ 0 (s, t) :
The limiting Gaussian process Z 0,h in the above result is equal in distribution to {Z 0 (a) + P 0 hD * a,0 : a ∈ A 0 }, where Z 0 is the limit Gaussian process when generating data under P 0 from Theorem 3.
Theorem 5 leads to the following local power result for the proposed test.
Theorem 6. If the conditions of Theorem 5 hold, then
We note that P 0 Z 0,h F 0 ,p > T 0,α,p ≥ α. Therefore, Theorem 6 implies that, if the two nuisance parameters involved in the problem are estimated at fast enough rates, our test can detect local alternatives approaching a null hypothesis at the rate n −1/2 with non-zero power. This is an important and perhaps surprising result because the parameter of interest θ 0 about which our null hypothesis is defined is not estimable pointwise at the rate n −1/2 in a nonparametric model.
Simulation study 4.1 Data generating processes
In this section, we conduct a simulation study to examine the finite-sample behavior of the proposed procedure under various null and alternative hypotheses. The general form of our simulation procedure is as follows. We generate three continuous covariates W ∈ R 3 from a multivariate normal distribution with mean (0, 0, 1) T and identity covariance. In order to generate A given
is the logistic transformation. We then define
respect to the first argument. Finally, we define the mixed continuous-discrete distribution function
function of a beta random variable, and we define F − 0 is the generalized inverse corresponding to
Setting name Table 1 : Summary of the six simulation settings used to generate the outcome. We note that γ 2 = (0, 2, 2, −2) T for all settings. For context, the E[Y 2 ] ∈ (4, 4.5) for all alternative simulation settings.
Therefore, the marginal distribution function of A has mass 0.2 each at 0, 0.5, and 1, and the remaining 0.4 mass is assigned to a beta distribution. For all data generating processes, we set κ = 0.1 and β = (−1, 1, −1).
We generate Y given A and W from a linear model with possible interactions. We define
, γ 1 and γ 2 are elements of R 4 , and γ 3 ∈ R. Given A and W , we then generate Y from a normal distribution with mean
Given these definitions, we then have θ 0 (a) = γ 1,1 + γ 1,4 + (γ 2,1 + γ 2,4 ) a + γ 3 (a − 0.5) 2 . Hence, H 0 holds if and only if γ 2,1 = −γ 2,4 and γ 3 = 0. We set γ 1 = (0, 2, 2, −2) T for all simulations, and we consider five combinations of γ 2 and γ 3 . First, we set γ 2 = (2, 2, 2, −2) T and γ 3 = 0. We call this the weak null because µ 0 depends on a even though θ 0 does not. Second, we simulate data under the strong null by setting γ 2 = (0, 0, 0, 0) T and γ 3 = 0, so that neither µ 0 nor θ 0 depend on a.
We also simulate data under four alternative hypotheses. The first three alternative hypotheses all set γ 3 to 0, but vary in the size of γ 2,1 + γ 2,4 , which is the slope of θ 0 . We call these weak, moderate, and strong (linear) alternatives. Finally, we set γ 3 = 2 and γ 2 = (1, 1, −1, −1) T , which we call the quadratic alternative. These simulation settings are summarized for convenience in Table 1 .
Simulation study design
For each sample size n ∈ {500, 1000, 5000} and each of the settings listed in Table 1 , we generated 1000 datasets using the process described above. For each dataset, we estimated the pair of nuisance parameters (µ n , g n ) in the following ways. First, we estimated µ n using a correctly specified linear regression, and g n using maximum likelihood estimation with a correctly specified parametric model for β with κ set to the true data-generating value. Second, we used the same correctly-specified procedure for g n , but used an incorrectly specified linear regression to estimate µ n by excluding the interactions between A and W and W 3 from the regression. Third, we used the correctly specified linear regression to estimate µ n , but used an incorrectly specified parametric model for g n by maximizing the incorrectly specified likelihood
Here, U i = F n (A i ). Fourth, we used the incorrectly specified parametric models for both µ n and g n . Fifth, we estimated µ n and g n nonparametrically. To estimate µ n nonparametrically, we used SuperLearner with a library consisting of linear regression, linear regression with interactions, a generalized additive model, and multivariate adaptive regression splines van der Laan et al. (2007).
To estimate g n nonparametrically, we used an adaptation of the two-layer cross-validation method described in Díaz and van der Laan (2011) with 2, 3, . . . , 10 bins. For each of these five pairs of estimation strategies for µ n and g n , we then used the method described in this article with p ∈ {1, 2, ∞} to test the null hypothesis. For the nonparametric nuisance estimation strategy, we used both the cross-fitted estimator Ω • n and the non-cross-fitted estimator Ω n in order to assess the effect of cross-fitting on the properties of the test. 
We used cross-fitted SuperLearners with the same library as that described above as the nuisance estimators for TMLE.
Results
We now turn to the results of the simulation study. The tests with µ n based on an incorrectly specified parametric model and g n based on a correctly specified parametric model (second column of Figure 1 ), had empirical type I error rates below the nominal rate. The tests with µ n based on a correctly specified parametric model and g n based on an incorrectly specified parametric model (third column), and with both µ n and g n based on incorrectly specified parametric models (fourth column), had empirical type I error rates above 0.5, far above the the nominal rate. These results align with our expectation that, in general, both nuisance estimators need to be consistent in order to achieve asymptotically correct type I error rate. While the tests in the second column were valid in the sense that the empirical type I error rate was no larger than the nominal rate, we do not expect this to be the case for all situations in which µ n is inconsistent but g n is consistent. increased with sample size and with distance from the null. For the three linear alternatives (first three rows), our test had only slightly (i.e. 5-10 percentage points) better power than the TMLEbased test using a dichotomized exposure. This makes sense, since the true effect size induced by dichotomization of the exposure increased with the slope of θ 0 in the case that θ 0 was linear. Our method may have offered a greater improvement had the exposure been fully continuous.
For the quadratic alternative, the test proposed here had substantially larger power than the TMLE-based test. For example, at sample size n = 1000, the TMLE-based test had power 0.09, while our test had power between 0.30 and 0.45, and at sample size n = 5000, the TMLE-based test had power 0.24, while our test had power greater than 0.99. This can be explained by the fact that the true effect size induced by dichotomization for the quadratic alternative was close to zero because the axis of symmetry for the parabolic effect curve was 0.5, the midpoint of the domain of the exposure. This suggests that, as has been previously noted (e.g. Cox, 1957; Cohen, 1983; Fedorov et al., 2009) , dichotomization can result in substantial loss of power for certain types of data-generating mechanisms. Discretizing the exposure into more categories would increase the power of the TMLE-based test, but it is hard to know what discretization will yield acceptable power without knowing the form of the true curve.
Overall, we observed little systematic difference in type I error rates between the three values of p using either type of nuisance estimator for our test. For the linear alternatives, the test with p = ∞ had consistently slightly smaller power than that with p = 1 or p = 2. However, for the quadratic alternative, the test with p = ∞ had consistently larger power than the others. Therefore, which value of p yields the greatest power depends on the shape of the true effect curve, though the relative difference in power is small.
5 Testing for a causal effect of smoking during pregnancy on birth weight among smokers
Data and methods
In this section, we apply the methods developed in this article to determine whether there is a causal effect of smoking during pregnancy on birth weight among mothers who smoked during pregnancy using United States Center for Disease Control natality data. Birth weight is an important birth outcome because low birth weight has an adverse influence on multiple childhood and adolescent developmental outcomes (Boardman et al., 2002) . Numerous studies have shown that smoking during pregnancy has a negative effect on birth weight; see, e.g. Oken et al. (2007) for a review.
The common approach to studying this effect is to treat smoking as a binary random variable, or possibly discrete with a small number of categories. A relevant causal question for binary smoking status is the average birth weight were all mothers assigned to smoke during pregnancy or not.
Here, we instead ask whether there is an effect of the amount of cigarettes smoked per day on birth weight among mothers who smoked at all during pregnancy, and we treat smoking in its natural, un-discretized form.
We used the National Center for Health Statistics 2004 live birth data for Pennsylvania for our analysis (National Center for Health Statistics, 2004) . We omitted all births whose mothers reported not smoking during pregnancy and 3651 births whose birth weight or mothers' smoking status was missing. Our analysis cohort consisted of the remaining 24796 live births in Pennsylvania in 2004. We defined the exposure A as the average of the number of reported cigarettes smoked per day during the three trimesters of pregnancy. We defined the outcome Y as the birth weight of the baby in kilograms. We adjusted for birth plurality and estimated gestational age as well as mothers' age, education level, race, diabetes status, hypertension status, and number of prenatal care visits.
Although these represent a fairly rich set of confounders, we note that we were unable to adjust for several important confounders, including alcohol or other drugs consumed during pregnancy, mothers' anemia status, and mothers' pre-pregnancy body mass index, because these covariates were not measured. Our estimates may therefore be subject to unobserved confounding bias, and results should be interpreted accordingly. gradient boosted machines, and random forests. We estimated the standardized propensity g n using an adaptation of the two-layer cross-validation method described in Díaz and van der Laan (2011) with 2, 3, . . . , 10 bins. The minimal value of g n (A i , W i ) was 0.33. We also estimated the causal dose-response curve θ 0 using the causal isotonic regression estimator of Westling et al. (2019) , since it is expected that if there is an effect of smoking on birthweight among smokers, the doseresponse curve is decreasing. We constructed 95% pointwise confidence intervals using ten-fold sample splitting (Banerjee et al., 2019) .
Results
All three tests with p = 1, 2 and ∞ rejected with p-values less than 10 −4 , providing strong evidence for the presence of a causal effect of number of cigarettes smoked during pregnancy on average birth weight among smokers. We estimate Ω n Fn,1 = 0.007 (95% CI: 0.006, 0.008), which can be interpreted as a lower bound on the average absolute difference of the dose-response curve from its average value. We estimate Ω n Fn,∞ = 0.02 (95% CI: 0.016, 0.023), which can be interpreted as a lower bound on the maximal absolute difference of the dose-response curve from its average value. Figure 6 displays the causal isotonic regression estimator θ n of the causal dose-response curve θ 0 and associated 95% confidence intervals (left panel) and the estimated function Ω n used to conduct the hypothesis tests and associated 95% uniform confidence band. We find that average birthweight decreases from roughly 3.25kg were all smoking mothers to smoke 1 cigarette per day to 3.02kg were all smoking mothers to smoke 50 cigarettes per day. It appears that the dose-response function is roughly linear in the logarithm of average number of cigarettes smoked per day, and projecting the estimated curve onto the the space of linear functions using robust linear regression yields a slope of −0.04 for log 2 (a), which suggests that the average birth weight decreases by approximately 0.04kg when all smoking mothers go from smoking a to 2a cigarettes per day. Figure 6 : Left: estimated causal dose-response curve θ n (solid line) and 95% pointwise confidence intervals (dashed lines) using causal isotonic regression for the effect of the average number of cigarettes smoked per day during pregnancy on average birth weight among mothers who smoked during pregnancy. Right: estimated function Ω n (solid line) and 95% uniform confidence band (dashed lines) using the methods proposed here.
Discussion
We have presented a nonparametric method for testing the null hypothesis that a causal doseresponse curve is flat on the support of the exposure, for use in observational studies with no unobserved confounding. The key idea behind our test was to translate the null hypothesis on the parameter of interest, which is not a pathwise differentiable parameter in the nonparametric model, into a null hypothesis on a primitive parameter, which is pathwise differentiable.
Several modifications of the proposed test may be of interest in future research. Here, we studied the properties of the test for fixed values of p. In numerical studies, we found little difference in the performance of the test for p ∈ {1, 2, ∞}, and we do not expect that the choice of p would drastically change the results in most cases. However, the results presented herein were for fixed values of p, and so if a researcher were to select a value of p based on the results of the test, the test would no longer have asymptotically valid type I error. In future research, it would be of interest to adaptively select a value of p to maximize power while retaining type I error control. In addition, here, we used the empirical distribution function as our weight function to assess whether the primitive parameter is flat. Alternative weight functions could be used to, for instance, place more emphasis in the tails or center of the distribution of the exposure, or a weight function could possibly be adaptively chosen to maximize power. Finally, while we used a one-step estimator of the primitive parameter here, a targeted minimum loss-based estimator could be used instead.
We expect that the theory and methods developed here could be extended in several ways. (1996) . Weak Convergence and Empirical Processes.
Springer.
Supplementary Material: Proof of Theorems
Proof of Proposition 1.
(1) =⇒ (2): Let a ∈ A 0 . Then, since θ 0 (u) = θ 0 (a) for all u ∈ A 0 ,
(2) =⇒ (1): trivial.
(2) =⇒ (3): Let a ∈ R. Then Γ 0 (a) = a −∞ θ 0 (u) dF 0 (u) = γ 0 F 0 (a), so Ω 0 (a) = 0. (3) =⇒ (2): We proceed by contradiction: suppose that θ 0 (a) = γ 0 for some a ∈ A 0 . We assume that θ 0 (a) − γ 0 = δ > 0 . Then since by assumption θ 0 is continuous on A 0 , there exists ε > 0 such that |θ 0 (u) − θ 0 (a)| ≤ δ/2 for all u ∈ A 0 ∩ [a − ε, a + ε], which implies that θ 0 (u) − γ 0 > δ/2 for all such u. We then have
This is a contradiction, and therefore θ 0 (a) ≤ γ 0 . The argument if θ 0 (a) < γ 0 is essentially identical, and since a ∈ A 0 was arbitrary, this yields that θ 0 (a) = γ 0 for all a ∈ A 0 .
(3) =⇒ (4): trivial.
(4) =⇒ (3): We proceed again by contradiction. Suppose |Ω 0 (a)| > 0 for some a ∈ R. First suppose a ∈ A 0 . If a is a mass point of F 0 , then clearly Ω 0 F 0 ,1 > 0, a contradiction. If a is not a mass point of F 0 , then for any ε > 0
for c < ∞, and since F 0 (a + ε) → F 0 (a) as ε → 0, Ω 0 is right-continuous at a. An analogous argument shows that Ω 0 is also left-continuous at a. This implies that |Ω 0 | is positive in a neighborhood of a, which implies since a ∈ A 0 that Ω 0 F 0 ,1 > 0, a contradiction. Finally, if a ∈ R is not an element of A 0 , then Ω 0 (a) = Ω 0 (a 0 ) for a 0 := sup{u ∈ A 0 : u < a}, so that |Ω 0 (a)| > 0 implies |Ω 0 (a 0 )| > 0, and since a 0 ∈ A 0 (because A 0 is closed), this leads to a contradiction. Before proving our main results, we derive a first-order expansion of Ω • n (a) that we will use repeatedly.
First-order expansion of estimator. We recall that θ µ,Q (a) := µ(a, w) Q(dw), Ω µ,F,Q (a) :=
Thus, with D * a 0 ,∞ := D a 0 ,∞ −Ω 0 (a 0 ), we have the first-order expansion Ω • n (a 0 )−Ω 0 (a 0 ) = P n D * a 0 ,∞ +
We further decompose the remainder term R n,a 0 ,v into 5 j=1 R n,a 0 ,v,j , where
By the tower property, we have
The inner expectation is taken with respect to the distribution of the observations with indices in the validation sample V n,v , while the outer expectation is with respect to the observations in the training sample T n,v . By construction, the functions µ n,v and g n,v depend only upon the observations in the training sample T n,v , so that they are fixed with respect to the inner expectation.
We note that sup f ∈Fn,v |f (y, a, w)| ≤ F n,v (y, a, w) for all y, a, w, where
We then have by Theorem 2.14.1 of van der Vaart and Wellner (1996) that
for a constant C not depending on F n,v , where J is the uniform entropy integral as defined in Chapter 2.14 of van der Vaart and Wellner (1996) . The class F n,v is a convex combination of the classes (1) {I (−∞,a 0 ] (a) : a 0 ∈ A 0 }, (2) { I (−∞,a 0 ] (a)F (da) : a 0 ∈ A 0 } for F = F n,v and F = F ∞ , (3) { I (−∞,a 0 ] (a)µ(a, w)F 0 (da) : a 0 ∈ A 0 } for µ = µ ∞ and µ = µ n,v , and various fixed functions with finite second moments. Class (1) is well-known to possess polynomial covering numbers. Classes (2) and (3) therefore do as well by Lemma 1 of Westling et al. (2019) . Thus,
The triangle inequality and conditions (A1) and (A2) imply that F n,v P 0 ,2 P 0 −→ 0 for each v, and also that F n,v P 0 ,2 is uniformly bounded for all n and v. This implies that E 0 [ F n,v P 0 ,2 ] −→ 0.
Proof of Lemma 2. We have
Controlling these two terms is almost identical, and in fact the second term can be controlled by setting a 0 = +∞. Therefore, we focus only on the first term.
We write
where we have defined ω µ,a 0 (y, a, w) := I (−∞,a 0 ] (a)µ(a, w) and
For R n,a 0 ,6 , we define G n,v := {γ µn,v,a 0 (O i , O j ) : a 0 : A 0 } and S n,v (γ) :
As in the proof of Lemma 1, we begin by conditioning on T n,v using the tower property:
The function µ n,v is fixed with respect to the inner expectation, so we apply Lemma 2 implies that
for some C < ∞ not depending on n. We thus have that sup a 0 ∈A 0 |R n,a 0 ,v,6 | ≤ (C/2)N −1 v , and since max v N −1 v = O(n −1 ), we then have max v sup a 0 ∈A 0 |R n,a 0 ,v,6 | = O P 0 (n −1 ).
For R n,a 0 ,7 , since the class of functions {ω µn,v,a 0 : a 0 ∈ A 0 } is uniformly bounded almost surely for all n large enough, max v sup a 0 ∈A 0 G n,v ω µn,v,a 0 = O P 0 (1) by an analogous conditioning argument to that used above. Therefore, max v sup a 0 ∈A 0 |R n,a 0 ,v,7 | = O P 0 n −3/2 .
Finally, max v sup a 0 ∈A 0 |R n,a 0 ,v,8 | = O P 0 (n −1 ) since max v |µ n,v | ≤ K 0 almost surely for all n large enough. This completes the proof Proof of Theorem 1. By the above first-order expansion, we have that
The class {D * a 0 ,∞ : a 0 ∈ R} is P 0 -Donsker because it is a convex combination of the class {I (−∞,a 0 ] (a) : a 0 ∈ A 0 }, which is well-known to have polynomial covering numbers, and integrals thereof, which thus also have polynomial covering numbers by Lemma 1 of Westling et al.
(2019). Since P 0 D * a 0 ,∞ = 0 for all a 0 by (A3), we then have
Next, we have max v sup a 0 ∈A 0 |R n,a 0 ,v,1 | = n −1/2 max v sup a 0 ∈A 0 |G n,v D • a 0 ,n,v − D • a 0 ,∞ | = o P 0 (n −1/2 ) by Lemma 1. Since max v sup a 0 ∈A 0 |F n,v (a 0 ) − F 0 (a 0 )| = O P 0 (n −1/2 ) and
max v sup a 0 ∈R |R n,a 0 ,v,2 | = O P 0 (n −1/2 ). Additionally, max v sup a 0 ∈A 0 |R n,a 0 ,v,3 | = o P 0 (n −1/2 ) by Lemma 2.
For R n,a 0 ,v,4 we first have
Finally, for R n,a 0 ,v,5 , since |N v −n/V | ≤ 1, |1 − V N v /n| = O(n −1 ), so that max v sup a 0 ∈A 0 |R n,a 0 ,v,5 | = o P 0 (n −1 ).
We therefore have that
This establishes the first statement in the proof. For the second statement, it suffices to show that r n P 0 −→ 0. For this, we have by (A3) that . Second, we show that T n,α,p /n 1/2 P 0 −→ 0. Then we will have that Ω • n Fn,p − T n,α,p /n 1/2 P 0 −→ Ω 0 F 0 ,p , which is strictly positive by Proposition 1 since H A holds. The result follows.
To see that Ω • n Fn,p
The first term is bounded above by sup a∈R |Ω • n (a) − Ω 0 (a)|, which by Theorem 1 tends to zero in probability under (A1)-(A3). For the second term, for p < ∞, Ω 0 p Fn,p P 0 −→ Ω 0 p F 0 ,p by the law of large numbers since |Ω 0 | p is bounded, which implies by the continuous mapping theorem that | Ω • n Fn,p − Ω 0 F 0 ,p | P 0 −→ 0. For p = ∞, we have Ω 0 Fn,p = sup a∈An |Ω 0 | ≤ Ω 0 F 0 ,p = sup a∈A 0 |Ω 0 | for all n. Let ε > 0, and let a 0 ∈ A 0 be such that |Ω 0 (a 0 )| > sup a∈A 0 |Ω 0 (a)| − ε/2. If a 0 is a mass point of F 0 , then a 0 ∈ A n with probability tending to one, so that
If a 0 is not a mass point of F 0 , then Ω 0 must be continuous at a 0 , so that there exists a δ > 0 such that |Ω 0 (a)−Ω 0 (a 0 )| < ε/2 for all a such that |a−a 0 | < δ. Then |Ω 0 (a)| > Ω 0 F 0 ,∞ −ε for all such a. Since P 0 (A n ∩(a 0 −δ, a 0 +δ) = ∅) → 0, we then have P 0 (| Ω 0 Fn,∞ − Ω 0 F 0 ,∞ | < ε) → 1. In either case, since ε was arbitrary, we have
We have now shown that Ω • n Fn,p P 0 −→ Ω 0 F 0 ,p , and it remains to show that T n,α,p /n 1/2 P 0 −→ 0.
We recall that T n,α,p is defined as T n,α,p := inf {t :
Z n is a mean-zero Gaussian process on A n := {A 1 , . . . , A n } with covariance given by
(The dependence on O 1 , . . . , O n in the probability is due to Σ n depending on O 1 , . . . , O n .) Therefore, T n,α,p /n 1/2 > ε implies that P 0 Z n Fn,p /n 1/2 > ε | O 1 , . . . , O n ≥ α, which further implies that P 0 sup a∈An Z n (a)/n 1/2 > ε | O 1 , . . . , O n ≥ α since sup a∈An |Z n (a)| ≥ Z n Fn,p for all p ∈ [1, ∞]. By Markov's inequality, we then have P 0 T n,α,p /n 1/2 > ε ≤ P 0 E 0 sup a∈An Z n (a)/n 1/2 O 1 , . . . , O n ≥ εα .
We define ρ n (s, t) := [Σ n (s, s) − 2Σ n (s, t) + Σ n (t, t)] 1/2 /n 1/2 . Then, since Z n /n 1/2 is a Gaussian process with covariance Σ n /n, it is sub-Gaussian with respect to its standard deviation semimetric ρ n , so that
for any a 0 ∈ A n by Corollay 2.2.8 of van der Vaart and Wellner (1996) . Here, N (ε, A n , ρ n ) is the minimal number of ρ n balls of radius ε required to cover A n . We note that for ε ≥ ( Σ n ∞ /n) 1/2 , N (ε, A n , ρ n ) = 1, since it only takes one ρ n ball of radius ( Σ n ∞ /n) 1/2 to cover A n . For ε ≤ ( Σ n ∞ /n) 1/2 , we have the trivial inequality N (ε, A n , ρ n ) ≤ n, since |A n | ≤ n. Thus, we have almost surely for all n large enough that
It is straightforward to see that condition (A1) implies that sup s,t∈A 0 |Σ n (s, t)| = O P 0 (1), so that the last probability tends to zero.
Proof of Theorem 3. As in the proof of Theorem 1, max v sup a 0 ∈A 0 |R n,a 0 ,v,
where we define η µ,F (w) := µ(a, w) F (da). Since η µn,v,F 0 is a fixed function relative to V n,v , max v G n,v η µn,v,F 0 = O P 0 (1), so that max v sup a 0 ∈A 0 |R n,a 0 ,v,2 | = O P 0 (n −1 ).
We now have Ω • n (a) − Ω 0 (a) = P n D * a,0 + R n,a , where sup a∈A 0 |R n,a | = o P 0 (n −1/2 ). Since {D * a,0 :
a ∈ A 0 } is a P 0 -Donsker class, the result follows.
Before proving Theorem 3, we introduce several additional Lemmas. First, we demonstrate that Σ n is a uniformly consistent estimator of the limiting covariance Σ 0 . We can thus write
For the first term, a conditioning argument analogous to that in the proof of Lemma 1 in conjunction with Theorem 2.14.1 of van der Vaart and Wellner (1996) For the second term, we note that
Since P 0 (D * s,n,v ) 2 and P 0 (D * t,0 ) 2 are uniformly bounded for all n large enough by condition (A1), the preceding display is bounded up to a constant by P 0 F 2 n,v for F n,v defined in the proof of Lemma 1. This tends to zero in expectation uniformly over v by an argument analogous to that proof of Lemma 1 and the assumption that r n = o(n −1/2 ). This implies that the second term in (6) tends to zero.
Given O 1 , . . . , O n , let Z n be distributed according to a mean-zero Gaussian process with covariance Σ n as defined in the main text. The next lemma shows that Z n converges weakly in ∞ (A 0 ) to the limiting Gaussian process Z 0 with covariance Σ 0 .
Lemma 4. If the conditions of Theorem 4 hold, then Z n converges weakly in ∞ (A 0 ) to the limiting Gaussian process Z 0 . Furthermore, Z n Fn,p − Z n F 0 ,p
Proof of Lemma 4. We first demonstrate that the finite-dimensional marginals of Z n converge in distribution to the finite-dimensional marginals of Z 0 . We let Σ n,a be the covariance matrix of (Z n (a 1 ), . . . , Z n (a m )) and Σ 0,a be the covariance matrix of Z 0,a = (Z 0 (a 1 ), . . . , Z 0 (a m )). We then have since Z n is a mean-zero Gaussian process conditional on O 1 , . . . , O n and Z 0 is a mean-zero
Gaussian process that
which tends to zero in probability for every t by Lemma 3. Therefore, (Z n (a 1 ), . . . , Z n (a m )) d −→(Z 0 (a 1 ), . . . , Z 0 (a m )) for any (a 1 , . . . , a m ) ∈ A m 0 and m ∈ {1, 2, . . . }.
In order to show that Z n converges weakly in ∞ (A 0 ) to the limiting Gaussian process Z 0 , we need also to demonstrate asymptotic uniform mean-square equicontinuity, meaning that for all ε and η > 0, there exists δ > 0 such that
where d 0 (s, t) := |F 0 (s)−F 0 (t)| 1/2 . We define d n (s, t) := |F n (s)−F n (t)| 1/2 . Then sup (s,t)∈A 2 0 |d n (s, t)− d 0 (s, t)| P 0 −→ 0. We note that since Z n is a Gaussian process conditional on O 1 , . . . , O n with covariance Σ n , it is sub-Gaussian with respect to the semi-metric ρ n given by ρ n (s, t) := [Σ n (s, s) + Σ n (t, t) − 2Σ n (s, t)] 1/2 . Furthermore, it is straightforward to verify that condition (A1) implies that ρ n (s, t) ≤ Cd n (s, t) for all (s, t) ∈ A 2 0 and some C < ∞ not depending on n, so that Z n is sub-Gaussian with respect to d n as well. Therefore, by Corollary 2.2.8 of van der Vaart and Wellner (1996) ,
for every δ > 0 and some C < ∞ not depending on n or δ, where, as before N (x, A 0 , d) is then minimal number of d-balls of radius x required to cover A 0 . For x < n −1/2 , N (x, A 0 , d n ) ≤ n, and
where h(x) = x [log(1/x)] 1/2 , which tends to zero as x → 0. Thus, for any α > 0 we have
We can choose δ and α such that C h(δ +α)/ε < η/3. For any such fixed δ and α, n −1/2 < δ +α and ε −1 C n −1 log n 1/2 < η/3 for all n large enough. Finally, for any α > 0, P 0 ( d n − d 0 ∞ ≥ α) < η/3 for all n large enough since d n − d 0 ∞ P 0 −→ 0. We thus have that the limit superior as n → ∞ of the preceding display is smaller than η.
For the final claim, we first note that, since ρ n (s, t) 2 = E [Z n (s) − Z n (t)] 2 ≤ C|F n (s)−F n (t)|, Z n (s) = Z n (t) almost surely for any s, t such that F n (s) = F n (t). Therefore, Z n is almost surely a right-continuous step function with steps at A 1 , . . . , A n , so that Z n Fn,∞ = Z n F 0 ,∞ almost surely. For the case that p ∈ [1, ∞), we let ε > 0. Then, for any δ, γ > 0 we have
The second term tends to zero by the above. For the first term, we let A + 1 , . . . A + m be intervals
This can be done with m ≤ 2δ −2 intervals. We let a j ∈ A + j ∩ A 0 for each j. We then define Z + n as the stochastic process on A 0 such that Z + n (a) = Z n (a j ) for all a ∈ A + j for each j ∈ {1, . . . , m}. Given that
Hence, setting γ = ε/4 and δ = ε, we have that
Since Z n ∞ = O P 0 (1) and F n −F 0 1/p ∞ = o P 0 (1), this tends to zero for any ε > 0, which completes the proof.
Since · F 0 ,p is a continuous mapping on ∞ (A 0 ), Z n F 0 ,p d −→ Z 0 F 0 ,p for any p ∈ [1, ∞].
Therefore, Z n Fn,p d −→ Z 0 F 0 ,p as well.
Lemma 5. If the conditions of Theorem 4 hold, then Ω • n Fn,p − Ω • n F 0 ,p = o P 0 n −1/2 for any p ∈ [1, ∞].
Proof of Lemma 5. We first note that Ω • n is a right-continuous step function with steps at A 1 , . . . , A n , and that Ω • n (a) = 0 for a < min i A i . Therefore, since each A i ∈ A 0 , Ω • n Fn,∞ = Ω • n F 0 ,∞ . For p < ∞, we have
Therefore, if we can demonstrate that |Ω • n | p in contained in a class of functions G n,p such that E sup g∈Gn,p |G n g| = o p n − p−1 2 , then we will have that n 1/2 | Ω • n Fn,p − Ω • n F 0 ,p | P 0 −→ 0. In order to show this, we will need boundedness which only holds in probability, but not almost surely for all n large enough. Thus, for any η > 0, we write
The final probability on the right tends to zero since 1
The second probability on the right side tends to zero for any fixed α ∈ [0, 1/2) since n α Ω • n ∞ = n α−1/2 n 1/2 Ω • n ∞ = O P 0 n α−1/2 . Now we can focus on the first probability. We note that, with some rearranging, we can write Ω • n (a 0 ) = n i=1 ω n,i I [A i ,∞) (a 0 ), where ω n,i :
where v i is the unique element of {1, . . . , V } such that i ∈ V n,v i . Using the boundedness condition (A1) and the fact that 1 V Nv ≤ 2 n for each v, it is straightforward to see that
|ω n,i | ≤ 2 2K −1 1 (E 0 [|Y |] + 1) + K −1 1 + 2 K 0 =: C .
We then have that C −1 Ω • n (a 0 ) = n i=1 λ n,i I [A i ,∞) (a 0 ), where n i=1 |λ n,i | ≤ 1. Thus, if 1 n n i=1 |Y i | ≤ E 0 [|Y |] + 1, then C −1 Ω • n is contained in the symmetric convex hull F of the class {x → I [a,∞) (x) :
a ∈ R}. Since this latter class has VC index 2, by Theorem 2.6.9 of van der Vaart and Wellner (1996), F satisfyies log N (ε, F, L 2 (Q)) ≤ Dε −1 for all probability measures Q and for a constant D not depending on ε or Q. Thus, if both 1 n n i=1 |Y i | ≤ E 0 [|Y |] + 1 and Ω • n ∞ ≤ n −α , we have that Ω • n is contained in the class F n := {Cf : f ∈ F, Cf ∞ ≤ n −α } with envelope function F n (x) = n −α . Since F n ⊆ F, F n satisfies the same entropy bound as F up to the constant D.
Hence |Ω n | p is contained in |F n | p := {|f | p : f ∈ F n } with envelope F p n = n −pα . Since the function
x → |x| p is convex for p ≥ 1, we have ||f | p − |g| p | ≤ |f − g|pF p−1 n for f, g ∈ F n . By Theorem 2.10.20 of van der Vaart and Wellner (1996) (or Lemma 5.1 of van der Vaart and van der Laan (2006)), we then have sup Q log N (ε pF p n Q,2 , |F n | p , L 2 (Q)) ≤ sup Q log N (ε F n Q,2 , F n , L 2 (Q)) ≤ D εn −α −1 . Thus, we have n p−1 2 G n |Ω • n | p = O P 0 n p−1 2 +(1/2−p)α . Since p−1 2 + (1/2 − p)α < 0 for any α > p−1 2p−1 and p−1 2p−1 < 1 2 for all p ≥ 1, we can choose an α to get n p−1 2 G n |Ω • n | p = o P 0 (1) as desired.
We can now prove Theorem 4.
Proof of Theorem 4.
Since Ω 0 = 0 under H 0 , Theorem 3 implies that n 1/2 Ω • n converges weakly as a process in ∞ (A 0 ) to Z 0 Thus, n 1/2 Ω • n F 0 ,p d −→ Z 0 F 0 ,p by the continuous mapping theorem.
By Lemma 5, we have n 1/2 Ω • n Fn,p d −→ Z 0 F 0 ,p as well. By Lemma 4, Z n Fn,p d −→ Z 0 F 0 ,p , and since by assumption the distribution function of Z 0 F 0 ,p is strictly increasing in a neighborhood of T 0,α,p , the quantile function of Z 0 F 0 ,p is continuous at 1 − α. Therefore, T n,α,p , which is by definition the 1 − α quantile of Z n Fn,p , converges in probability to the 1 − α quantile of Z 0 F 0 ,p .
Therefore, n 1/2 Ω • n Fn,p − T n,α,p + T 0,α,p d −→ Z 0 F 0 ,p . Hence, P 0 n 1/2 Ω • n Fn,p > T n,α,p = P 0 n 1/2 Ω • n Fn,p − T n,α,p + T 0,α,p > T 0,α,p −→ P 0 ( Z 0 F 0 ,p > T 0,α,p ) ≤ α .
Since by assumption the distribution function of Z 0 F 0 ,p is continuous at T 0,α,p , P 0 ( Z 0 F 0 ,p > T 0,α,p ) = α, which completes the proof.
Proof of Theorem 5. By Theorem 3 and since Ω 0 (a) = 0 for all a,
The distribution P n is contiguous to P 0 by Lemma 3.10.11 of van der Vaart and Wellner (1996) .
Therefore, by Theorem 3.10.5 of van der Vaart and Wellner (1996) , sup a∈A 0 n 1/2 Ω n (a) − G n D * a,0 Pn −→ 0 .
Since {D * a,0 : a ∈ A 0 } is a P 0 -Donsker class and sup a∈A 0 |P 0 D * a,0 | < ∞, Theorem 3.10.12 of van der Vaart and Wellner (1996) implies that G n D * a,0 : a ∈ A 0 converges weakly in ∞ (A 0 ) to Z 0 + P 0 (hD * a,0 ). The result follows.
Proof of Theorem 6. By Lemma 5, n 1/2 ( Ω • n Fn,p − Ω • n F 0 ,p ) P 0 −→ 0. Therefore, since P n is contiguous to P 0 by Lemma 3.10.11 of van der Vaart and Wellner (1996) , Theorem 3.10.5 of van der Vaart and Wellner (1996) implies that n 1/2 ( Ω • n Fn,p − Ω • n F 0 ,p ) Pn −→ 0. Hence, by the continuous mapping theorem and Theorem 5, n 1/2 Ω • n Fn,p converges in distribution under P n to Z 0,h F 0 ,p .
In addition, since T n,α,p Therefore, n 1/2 Ω • n Fn,p − T n,α,p + T 0,α,p converges in distribution under P n to Z 0,h F 0 ,p . Thus, P n n 1/2 Ω • n Fn,p > T n,α,p = P n n 1/2 Ω • n Fn,p − T n,α,p + T 0,α,p > T 0,α,p −→ P Z 0,h F 0 ,p > T 0,α,p .
