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Fig. 1. Comparison between Reactive Synthesis and (Proposed)
Opportunistic Synthesis. The task of the robot is the LTL specification ϕ. The environment misperceives the task of robot as the LTL specification ψ = ϕ. The (proposed) hypergame formulation assumes that robot is aware of the information asymmetry.
Reactive synthesis [1] is used to synthesize a provablycorrect strategy (controller) with respect to a given Linear Temporal Logic (LTL) specification in a dynamic, potentially adversarial environment. The core idea of reactive synthesis is to model the interaction between a controlled agent (called the robot) and its dynamic and uncontrollable environment as a two-player turn-based zero-sum game. In particular, players' Boolean payoffs are specified by temporal logic formulas [2]-a rich language that can expressive properties such as safety, liveness, stability, and temporally extended goals.
Synthesizing a strategy satisfying the specification is equivalent to finding a winning strategy for the robot in the zero-sum game. However, the assumption about complete symmetric information in such games may hinder us from applying reactive synthesis to cyber-security and cyber-physical systems. In navigation control of autonomous vehicles, the environment, consisting of other vehicles, may not be adversarial or completely aware of the intention of the ego-vehicle. In military applications, where the environment consists of adversarial agents, the environment may not have complete information regarding the mission specifications of the robot. In a cybernetwork, the network security can be enhanced by using honeypots and other deception mechanisms-thus introducing asymmetric information between the attackder and defender about the network topology or the security properties.
In our recent work [3] , we propose a method called oppor-Jie Fu is with the faculty of the Department of Electrical and Computer Engineering, with affiliation to Robotics Engineering Program, Worcester Polytechnic Institute, Worcester, MA 01609, USA jfu2@wpi.edu tunistic synthesis, which extends the model of hypergames [4] to a class of two-player turn-based zero-sum games with temporal logic objectives and asymmetric incomplete information, i.e. when one of the two players in the game has privileged information.
As shown in Fig. 1 , we study the problem when the environment does not know the complete task specification of the robot. In this situation, we are interested in answering the following question -If the robot is aware of the information asymmetry, then how can it capitalize on the adversary's imperfect counter-strategy to enhance its winning strategy? We present the following results:
• Hypergame Model: We define a class of level-2 hypergames with temporal logic objectives based on hypergames for matrix games [5] . This model represents the ability of the robot to reason about the environment's behavior when it has incomplete information. Based on the equilbrium concepts of hypergames and the solutions of games with temporal logic objectives, we introduce a partition of the state space that answers: at which subset of the state space, the robot can leverage its privileged information for improving the task performance-for example, satisfying the hidden objective unknown to the environment when the primary task is infeasible? • Probabilistic planning: We show how to synthesize an opportunistic strategy that maximizes the chance of satisfying the more preferred outcomes given the imperfect counter-policy of the opponent. As an extension of this work, we will discuss our current work which focuses on integrating learning in the hypergame formulation for optimally planning against an intelligent adversary with evolving knowledge and information.
