Abstract. Languages for intensional type analysis permit ad-hoc polymorphism, or run-time analysis of types. However, such languages require complex, specialized constructs to support this operation, which hinder optimization and complicate the meta-theory of these languages. In this paper, we observe that such specialized operators need not be intrinsic to the language, and in fact, their operation may be simulated through standard encodings of iteration in the polymorphic lambda calculus. Therefore, we may more easily add intensional analysis operators to complicated languages via translation, instead of language extension.
Introduction
Consider a well-known inductive datatype (presented in Standard ML syntax [14] augmented with explicit polymorphism):
datatype Tree = Leaf | Node of Tree * Tree Treerec : ∀a. Tree -> a -> ( a * a -> a ) -> a Leaf and Node are introduction forms, used to create elements of type Tree. The function Treerec is an elimination form, iterating computation over an element of type Tree, creating a fold or a catamorphism. It accepts a base case (of type a) for the leaves and an inductive case (of type a * a -> a) for the nodes . For example, we may use Treerec to define a function to display a Tree. First, we explicitly instantiate the return type a with [string] . For the leaves, we provide the string "Leaf", and for the nodes we concatenate (with the infix operator^) the strings of the subtrees.
val showTree = fn x : Tree => Treerec [string] x "Leaf" (fn (s1:string, s2:string) => "Node("^s1^","^s2 ")")
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Just as we may write functions in ML to create and manipulate Trees, in some languages, we may write functions (or type constructors) that create and manipulate Types. These functions over Types must themselves be typed (we use the word kind for the types of types). If we use Type (notated by Ω) as the base kind, we get what is starting to look like the syntax of the kinds and type constructors of Girard's language F ω [8] .
(kinds) κ ::= Ω | κ → κ (type constructors)
The language λ ML i [9] adds the elimination form Typerec to this type constructor language. Because Typerec may determine the structure of an abstract (kinds) val showType = Λa:Ω.
typerec [string] a "int" (fn (s1:string, s2:string) => "("^s1^" -> "^s2^")"
Even though the type constructor Typerec and the term typerec are very specialized operators in λ ML i , they are just folds over an inductive data structure. And just as we can encode folds over Trees in the polymorphic lambda calculus, we can encode folds over Types. Note that to encode the type constructor Typerec, we will need to add kind polymorphism to the type constructor language.
In the rest of this paper, we will demonstrate how to encode a language with intensional type analysis operators into a variant of F ω augmented with kind polymorphism. The fact that such an encoding exists means that the specialized operators typerec and Typerec do not need to be an intrinsic part of a programming language for it to support intensional type analysis. Therefore, we may more easily add these operators to complicated languages via a translation semantics, instead of through language extension.
The rest of the paper is organized as follows. Formal descriptions of the source and target languages appear in Section 2, and we present the embedding between them in Section 3. Section 4 describes the limitations of the translation and discusses when one might want an explicit iteration operator in the target language. Section 5 discusses related work and concludes.
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The Languages
Instead of directly presenting a translation of λ ML i , we instead choose as the source language Crary et al .'s λ R [5] . Because we will define two elimination forms, typerec and Typerec, we will need to separate type information used at the term level for run-time type analysis from that used at the type constructor level for static type checking. The language λ R exhibits this separation by using terms that represent type constructors for analysis at run time, reserving type constructors for type-level analysis. A translation from λ ML i into λ R provides term representations (suitable for typerec) for each type constructor abstracted by the source program.
To avoid analyzing quantified types, the core of λ R is a predicative variant of F ω . The quantifier ∀α:κ.σ ranges only over "small" types which do not include the quantified types. Therefore, the syntax ( Figure 1 ) is divided into four syntactic categories: type constructors described by kinds, and terms described by types. By convention we use the meta-variable τ for constructors of kind Ω (those equivalent to unquantified types) and c for arbitrary constructors. A constructor τ of kind Ω may be explicitly coerced to a type with T (τ ).
The semantics of λ R includes judgments for type constructor formation ∆ c : k, type constructor equality ∆ c 1 = c 2 : k, type formation ∆ σ, type equality ∆ σ 1 = σ 2 , term formation ∆; Γ e : σ and small-step operational semantics e → e . In these judgments, ∆ and Γ are contexts describing the kinds and types of the free constructor and term variables.
The semantics of the type constructor Typerec and term typerec appears in Figure 2 . Unlike λ ML i , the argument to typerec is a term representing a type constructor, not the type constructor itself. The type R(τ ) describes such a term representing τ . The type is singular; for any τ , only one term inhabits R(τ ). Therefore, once the identity of a term of type R(τ ) is determined, so is the identity of τ . For example, if x : R(α) and x matches the representation of the type int, denoted R i , then we know α must be int.
Arrow types in λ R are represented by the R→ term. This term requires the two types of the subcomponents of the arrow type and the two terms representing those types.
For example, the type int → int is represented by the term
One extremely useful property of typerec not illustrated by the showType example from Section 1, is that the types of the e i and e → branches to typerec may depend on the identity of the analyzed type. If the argument to typerec is a term of type R(τ ), the result type of the expression is T (cτ ), where c may be an arbitrary type constructor. (The typerec term is annotated by c to permit syntax-directed type checking.) However, instead of requiring that the e i be of type T (cτ ), it may be of type T (c int), reflecting the fact that in e i branch we know τ is int. Likewise, the return type of the e → is T (c(α → β)), for some α and β.
There are several differences between λ R presented in this paper and the language of Crary et al . [5] . To simplify presentation, this version is call-byname instead of call-by-value. Also, here the result of typerec is annotated with a type constructor, instead of a type. However, we make two essential changes to support the embedding presented in this paper. First, we prevent R-types from appearing as an argument to typerec or Typerec, by making R a part of the type language, and not a type constructor. We discuss in the next section why this restriction is necessary.
Second, although typerec and Typerec usually define a primitive recursive fold over kind Ω (also called a paramorphism [12, 11] ), in this language we replace these operators with their iterative cousins (which define catamorphisms). The difference between iteration and primitive recursion is apparent in the kind of c → and the type of e → . With primitive recursion, the arrow branch receives four arguments: the two subcomponents of the arrow constructor and two results of continuing the fold through these subcomponents. In iteration, on the other hand, the arrow branch receives only two arguments, the results of the continued fold. 1 We discuss this restriction further in Section 4.1. The remainder of the static and operational semantics for this language, and for the primitive recursive versions, typerec pr and Typerec pr , appear in Appendices A.1 and B. For space reasons, we omit the formation rules for types and type constructors, as they may be inferred from the rules for equality. The target language of the translation is λU − , the language F ω augmented with kind polymorphism at the type constructor level (Figure 3) . As the target language is impredicative, both types and type constructors are in the same syntactic class. In Section 4.2 we discuss why we might want alternate target languages not based on impredicative polymorphism. The static and operational semantics of λU − appear in Appendices A.2 and C.
The Translation
The translation of λ R into λU − can be thought of as two separate translations: A translation of the kinds and constructors of λ R into the kinds and constructors of λU − and a translation of the types and terms of λ R into the constructors and terms of λU − . For reference, the complete translation appears in Figure 4 .
Defining Iteration
To define the translation of Typerec we use the traditional encoding of inductive datatypes in impredicative polymorphism. As before, we encode τ , of kind Ω as its elimination form: a function that chooses between two given branches -one for c i , one for c → . Then Typerec[κ] τ c i c → can be implemented with
As τ is of kind type, we define [[Ω]] to reflect the fact that [[τ ]] must accept an arbitrary kind and the two branches.
Accordingly, the encoding of the type constructor int just returns its first argument (the kinds of the arguments have been elided)
Now consider the constructor equality rule when the argument to Typerec is an arrow type. The translation of the arrow type constructor →, should apply the second argument (the c → branch) to the result of continuing the recursion through the two subcomponents.
A critical property of this translation is that it preserve the equivalences that exist in the source language. For example, one equivalence we must preserve from the source language is that
If we expand the left side, we get
This term is then β-equivalent to the expansion of the right hand side. [
[T (τ )]] = [[τ ]] [Ω] int (λα:Ω.λβ:Ω.α → β)
For example,
We use a very similar encoding for typerec at the term level, as we do for Typerec. Again, we wish to apply the translation of the argument to the translation of the branches, and let the argument select between them.
[[typerec [c] The translations of R i and R→ are analogous to those of the type constructors int and →. However, there is a subtle point about the definition of R(τ ), the type of the argument to typerec. To preserve typing, we define [[R(τ )]] as:
Here we see why R cannot be a type constructor; if it were, we would have an additional branch for it in the translation of T mapping the R constructor to the R type. So the definition would be
causing the definition of [[R(τ )]] to be recursive.
Kind Translation
Constructor Translation
Type Translation Theorem 1 (Static Correctness).
Proof is by induction on the appropriate derivation.
Theorem 2 (Dynamic Correctness
Proof is by induction on ∅ e : σ.
Discussion
Despite the simplicity and elegance of this encoding, it falls short for two reasons, which we discuss in this section.
Extension to Primitive Recursion
At the term level we could extend the previous definition of typerec to a primitive recursive version typerec pr by providing terms of type R(α) and R(β) to e → . In that case, [[R(τ )]] must be a recursive definition:
We might expect that a realistic term language include parameterized recursive types. In that case, the definition of typerec pr is no more difficult than that of typerec; just supply the extra arguments to the arrow branch. In other words,
However, we cannot add recursive kinds to implement primitive recursion at the type constructor level without losing decidable type checking. Even without resorting to recursive types, there is a well known technique for encoding primitive recursion in terms of iteration, by pairing the argument with the result in the iteration.
2 Unfortunately, this pairing trick only works for closed expressions, and only produces terms that are βη−equivalent in the target language. Therefore, at the term level, our strong notion of dynamic correctness does not hold. Using this technique, we must weaken it to:
If ∅ e : σ and e → e then [[e] ] is βη-convertible with [[e ] ]. At the type-constructor level, βη-equivalence is sufficient. However, for type checking, we need the equivalence to extend to constructors with free-variables. The reason that this trick does not work is that λU − can encode iteration over datatypes only weakly; there is no induction principle for this encoding provable in λU − . Therefore, we cannot derive a proof of equality in the equational theory of the target language that relies on induction. This weakness has been encountered before. In fact, it is conjectured that it is impossible to encode primitive recursion in System F using βη-equality [22] . A stronger equational theory for λU − , perhaps one incorporating a parametricity principle [19] , might solve this problem. However, a simpler way to support primitive recursion would be to include an operator for primitive recursion directly in the language [13, 18, 3, 4] .
Impredicativity and Non-termination
Another issue with this encoding is that the target language must have impredicative polymorphism at the type and kind level. In practice, this property is acceptable in the target language. Although, impredicativity at the kind level destroys strong-normalization [2] , 3 intensional polymorphism was designed for typed-compilation of Turing-complete language [9] , and impredicativity at the type level is vital for such transformations as typed closure conversion. Furthermore, Trifonov et al . show that impredicative kind polymorphism allows the analysis of quantified types [23] . Allowing such impredicativity in the source language does not prevent this encoding; we can similarly encode the type-erasure version of their language [21] .
However, the source language of this paper, λ R , is predicative and stronglynormalizing, and the fact that this encoding destroys these properties is unsatisfactory. It seems reasonable, then, to look at methods of encoding iteration within predicative languages [16, 7] . In adding iteration to the kind level, strict positivity (the recursively bound variable may not appear to the left of an arrow) may be required [3] , to prevent the definition of an equivalent paradox.
Related Work and Conclusions
Böhm and Berarducci [1] showed how to to encode any covariant datatype in the polymorphic lambda calculus. A variant of this idea, called dictionary pass-ing, was used to implement ad-hoc polymorphism in the language Haskell [17] through type classes [24] . In Standard ML [14] , Yang [25] similarly used it to encode type-specialized functions (such as type-directed partial evaluation [6] ). Because core ML does not support higher-order polymorphism, he presented his encoding within the ML module system.
At the type constructor level, Crary and Weirich [4] encoded the Typerec construct with a language supporting product, sum and inductive kinds. Their aim was to support type analysis in type-preserving compilation. Because various intermediate languages do not share the same type system, they needed some way to express the analysis of source-level types within the target language.
In this paper we demonstrate that all of these encodings are related, and have the implementation of iteration at their core. While intensional type analysis seems to require highly specialized operators, here we observe that it is no more complicated to include than iteration over inductive datatypes. Though we have implemented such iteration via the standard encoding into the polymorphic lambda calculus, other constructs supporting iteration suffice. In fact, alternative operations for iteration may be necessary in situations where impredicative polymorphism is not desirable.
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