Large eddy simulations of an isothermal Mach 0.9 jet issued from a convergent-straight nozzle are performed at Reynolds number 1 × 10 6 . The flow configuration and operating conditions match the companion experiment conducted at the PPRIME Institute, Poitiers. To replicate the effects of the boundary layer trip present in the experiment and to ensure a turbulent jet, localized adaptive mesh refinement, synthetic turbulence, and wall modeling are used inside the nozzle. This leads to fully turbulent nozzle-exit boundary layers and results in significant improvements for the flow field and sound predictions, compared to those obtained from the typical approach based on laminar flow assumption in the nozzle. The far-field noise spectra now match the experimental measurements to within 0.5 dB for relevant angles and frequencies. As a next step toward better understanding of turbulent jet noise, the large database collected during the simulation is currently being used for reduced order modeling and wavepacket analysis.
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I. Introduction
To improve understanding and modeling of the turbulent sources of sound in subsonic jets, extensive experimental and numerical databases were generated for a Mach 0.9 turbulent jet. The experiments conducted at PPRIME Institute include characterization of the nozzle-exit boundary layers, flow field PIV, and both near-field and far-field pressure measurements on large microphone arrays. As part of the Center for Turbulence Research (CTR) Summer Program 2014 at Stanford University, a companion large eddy simulation (LES) was performed using the compressible flow solver "Charles" developed at Cascade Technologies. 1 One of the challenging aspects of the present configuration is that transition to turbulence is forced in the experiment using a boundary layer trip inside the nozzle. From past experimental [2] [3] [4] and numerical studies, 5, 6 the state of the nozzle-exit boundary layer is known to be a key parameter for the flow development and noise characteristics of a jet. However, because of the computational cost of simulating high Reynolds number wall-driven turbulence, the nozzle boundary layer is typically assumed to be laminar or weakly disturbed in most jet simulations. This approach often leads to enhanced laminar-to-turbulent shear-layer transition and increased noise due to vortex pairing.
The present simulations leveraged recent research efforts focusing on this important aspect of the jet noise problem: the modeling of the nozzle interior flow and its effects on the nozzle-exit boundary layer, the jet plume, and ultimately the acoustic field. 7, 8 Here, localized adaptive mesh refinement, synthetic turbulence, and wall modeling are used inside the nozzle to ensure fully turbulent profiles at the nozzle exit. These modeling approaches, as well as the experimental configuration and the numerical setup, are briefly reviewed in Section II. Then, in Section III, results from a series of preliminary large eddy simulations are discussed to highlight the improvements associated with the different modeling applied inside the nozzle. Details of the main LES database generated are presented in Section IV, including complete comparisons with the available experimental measurements.
II. Flow configuration and numerical methods
A. Experimental setup
The study focuses on an isothermal Mach 0.9 jet issued from contoured convergent-straight nozzle of exit diameter D = 50mm. The resulting diameter-based Reynolds number is approximately 10 6 . Transition is forced using an azimuthally homogeneous carborundum strip located 128mm upstream of the nozzle exit plane. The experiments were performed at the "Bruit et Vent " jet-noise facility of the PPRIME Institute at the Centre d'Études Aérodynamiques et Thermiques (CEAT), Poitiers, France (see Figure 1 ). The experimental diagnostics included hot-wire and laser doppler velocimetry (LDV) systems for measurement of the exit velocity profiles, particle image velocimetry (PIV) for more extensive measurement of the jet plume, a 48-microphone near-field cage array for the eduction of wavepacket signatures, and an axially traversable, 18-microphone, azimuthal array providing measurements of the sound field on a cylindrical surface of radius r = 14.3D. Pressure measurements are also performed in the far field at a constant distance of 50D from the nozzle exit using a single microphone every 10 • , from inlet angle 90 • (i.e., normal to nozzle-exit plane) to 160 • (i.e., downstream of nozzle exit). Details on the post-processing of the noise data are presented in Appendix.
(a) Near-field cage array (b) Azimuthal array The PIV system consisted of 2 Photron SAZ cameras and a 532nm 6mJ Continuum MESA PIV laser, placed on a traverse parallel to the jet axis. Both the jet flow and the surrounding air were seeded using glycerin smoke particles, whose diameter lay in the range 1−2µm, thus sufficiently small to follow the velocity fluctuations of interest in this paper. The image acquisition was performed at 20kHz (10000 PIV samples a second) at a resolution of 1024x1024 pixels. The time between the two laser pulses was set according to the local velocity amplitude and to the laser sheet width (which was set at 2mm), and ranged between 4 and 5 µs. For each acquisition, 42,000 image pairs were acquired. PIV calculations were carried out using a commercial software, and a multipass iterative PIV algorithm. 9 The PIV interrogation area size was set to 32x32 pixels for the first pass, decreased at 16x16 pixels with an overlap of 50% between two neighboring interrogation areas. Five different acquisition runs allowed to scan the jet in between x/D = 0 and x/D = 20. For each run, the field of view was adjusted either by moving the camera away from the jet or by changing the lens, in order to account for the development of the flow.
B. Numerical setup
In this work, the jet is investigated with the high-fidelity LES framework developed at Cascade Technologies. The framework is composed of the pre-processing mesh adaptation tool "Adapt", the compressible flow solver "Charles," and post-processing tools for far-field noise predictions based on an efficient massively-parallel implementation 10 The numerical setup, the FW-H surfaces used to compute the far-field noise, and the baseline methodologies are similar to previous jet studies with the flow solver Charles. 7, 8, 10, [13] [14] [15] The nozzle pressure ratio and nozzle temperature ratio are N P R = P t /P ∞ = 1.7 and N T R = T t /T ∞ = 1.15, respectively, and match the experimental conditions. Here, the subscript t and ∞ refer to the stagnation (total) property and freestream (ambient) quantity, respectively. The jet is isothermal (T j /T ∞ = 1.0), and the jet Mach number is M j = U j /c j = 0.9, where U j is the mean (time-averaged) streamwise jet velocity and the subscript j refer to the jet properties. For both experiment and simulation, the Reynolds number is Re = ρ j U j D/µ j ≈ 1 × 10 6 .
The round nozzle geometry (with exit centered at (0, 0, 0)) is explicitly included in the axisymmetric computational domain, which extends from approximately −10D to 50D in the streamwise (x) direction and flares in the radial direction from 20D to 40D ( Figure 2 ). Note that a very slow coflow at Mach number M ∞ = 0.009 is imposed outside the nozzle in the simulation (M ∞ = 0 in the experiment), to prevent any spurious recirculation and facilitate flow entrainment. Sponge layers and damping functions are applied to avoid spurious reflections at the boundary of the computational domain. 16, 17 The Vreman 18 sub-grid model is used to account for the physical effects of the unresolved turbulence on the resolved flow. An extension to the digital filtering technique 19 for the generation of synthetic turbulence on unstructured grids is currently 21, 22 is applied inside the nozzle, in the straight pipe section between the boundary layer trip and the nozzle exit.
The FW-H surfaces used to compute the far-field noise are presented in figure 2 , along with visualization of the instantaneous temperature and pressure field. All three conical FW-H surfaces extends to x = 30D, with different spreading rates. For the treatment of the FW-H outflow disk, the method of "end-caps" of Shur et al. 23 is applied for x > 25D, where the complex far-field pressure predicted from eleven FW-H surfaces with the same shape but outflow disks at different streamwise locations are phase-averaged. Table 1 lists the settings and parameters for each LES run considered, including the total simulation time (after the initial transient was removed) t sim c ∞ /D, and the data sampling period ∆tc ∞ /D for the cases where the LES database was collected. The main case used during the CTR Summer Program 2014 is highlighted in bold font. The simulations with nozzle interior modeling focused on adaptive isotropic mesh refinement of the internal boundary layer (prefix BL), synthetic turbulence (prefix Turb), and wall-stress modeling inside the nozzle (prefix WM) .
C. Mesh adaptation and refinement
The same grid adaptation approach used for previous jet studies by Brès et al. 7, 8, 13 is applied to the present configuration. The starting point is a coarse "skeletal" grid with a paved core, containing about 0.4 million control volumes. Several embedded zones of refinement are then defined by the user and enforced by the "Adapt" tool. The main refinement zones correspond to the bulk of the mesh (containing the jet plume and fully enclosing the FW-H surfaces used for the far-field noise predictions), the jet potential core, and near-nozzle exit.
For the baseline cases, two grids were generated: a standard mesh containing approximately 10 million unstructured control volumes (see Figure 3 (a)), and a refined mesh with 64 million cells, by doubling the resolution in the each refinement zones. Note that for these cases, there is no specific near-wall or nozzle interior refinement, and both grids have exactly the same coarse resolution inside the nozzle. In contrast, for the simulations involving enhanced modeling of the interior nozzle flow, it can be anticipated that some amount of mesh refinement is also needed inside the nozzle to resolve the large-scale three-dimensional turbulent structures associated with the internal boundary layers. Therefore, isotropic refinement is added to the previous adaptation strategy and applied from the start of the boundary layer trip at x/D = −2.8 to the nozzle exit at x/D = 0, for a constant distance 0.085D from the nozzle wall and with target length scale equal to 0.0075D. The distance was chosen based on estimates of the experimental nozzle-exit boundary layer thickness, δ exp /D ≈ 0.08, and the length scale was chosen to yield about 10-20 LES cells in the boundary layer. The adapted grids with boundary layer refinement now contain approximately 16 million (see Figure 3 (b)) and 69 million cells, for the standard and refined cases, respectively. This isotropic refinement strategy effectively results in about 1050 cells in the azimuthal direction near the nozzle internal surface and a finest wall-normal resolution of approximately 0.0035D.
III. Parametric study on flow modeling inside the nozzle
In preliminary work prior to the CTR Summer Program 2014, a systematic parametric study of the separate and combined effects of different modeling within the nozzle interior was conducted on the standard mesh, focusing on localized adaptive mesh refinement inside the nozzle, application of synthetic turbulence and wall modeling. At that time, the experimental data available for comparison with LES was limited to the nozzle exit velocity profiles and far-field noise measurements at 50D from the nozzle exit. The complete analysis will be presented in future publications but the conclusions of the parametric studies and the main results leading to the generation of the large LES database for wavepacket analysis are summarized in the next two sections. To provide consistent comparisons, the same total simulation time t sim D/c ∞ = 300 was used for the computation of the flow statistics and far-field noise spectra presented in this section. Recall that all the baseline cases have the same operating conditions and essentially the same coarse mesh inside the nozzle. This leads to the same nozzle interior flow field and thin laminar boundary layer inside the nozzle (see top row in figure 4 ). This qualitative result is confirmed by the inspection of the nozzle exit velocity profiles in figure 5 . Both experimental hot-wire measurements and LES results are reported at the same location just downstream of the nozzle exit, at x/D = 0.04. Note that the very slow coflow M ∞ = 0.009 imposed in the simulation outside the nozzle is the main cause of the slight mismatch in mean velocity for y/D < −0.5. For both baseline cases, the time-averaged streamwise velocity profiles are identical and correspond to the typical laminar profile. In contrast, the nozzle-exit boundary layer in the experiment is turbulent, thanks to the azimuthally homogeneous carborundum strip upstream in the pipe. The RMS profiles are therefore largely under predicted for both 10M and 64M, and there is essentially no velocity fluctuations inside the nozzle for the baseline cases.
A. Effects of nozzle interior modeling on flow field results
In terms of the impact of the nozzle interior modeling, the first conclusion is that all the simulations with isotropic refinement of the boundary layer mesh now display small-scale three-dimensional turbulent structures in the boundary layer inside the nozzle. Depending on the additional modeling applied inside the nozzle (i.e., synthetic turbulence, wall modeling, both, or none), the details of the development of the turbulence inside the nozzle are different. However, the internal flow field within the last 1D from the nozzle exit look similar in all cases, much like the exit profiles. All the nozzle-exit boundary layers now exhibit turbulent mean and RMS velocity profiles, with much larger fluctuation levels near the wall than in the baseline cases with the thin laminar boundary layer. Overall, the grid adaptation has the most significant impact on the nozzle interior flow field for the present configuration.
Second, the effect of the wall model is also clearly visible and largely beneficial. While the nozzle-exit RMS levels are over-predicted compared to experiment for cases BL16M and BL16M Turb (see Figure 5 (b)), the cases with wall modeling show less of an overshoot and better agreement with the measurements.
Finally, modeling of the experimental trip with synthetic turbulence also slightly improved the interior nozzle flow predictions, but overall had a more limited impact than the two previous items. Two different levels of amplitudes for the synthetic turbulence were tested (see Table 1 ), and the results show that the nozzle-exit boundary layer profiles and turbulence levels were largely independent of these input parameters. This trend is similar to the conclusions of Bogey et al., 24 who reported that their results vary negligibly with the tripping procedure applied inside the nozzle in their simulations. The velocity statistics along the lipline (r/D = 0.5) in Figure 6 also shows improved results for the LES cases with nozzle interior modeling, consistent with previous observations. The most drastic change can be observed in the velocity RMS along the lipline in Figure 6 (b) where the fluctuation overshoot around x = 0.5D (related to the shear layer laminar to turbulent transition) is present in both baseline LES, independently of the resolution in the jet plume, and is nearly completely removed with modeling.
B. Effects of nozzle interior modeling on far-field acoustic results
For all LES cases, calculations of the far-field noise at 50D from the nozzle exit were performed for the three different FW-H surfaces shown in figure 2: a "tight" surface S 0 (green outline in figure 2), a "default" surface S 1 (blue outline) and a "loose" surface S 2 (red outline). Similarly to previous studies, 10 the results showed nearly identical spectra over the whole frequency range for the three FW-H surfaces. This lack of sensitivity to the FW-H surface location is a good indication of the robustness of the methods, and only the results from the surface S 1 are presented in this paper. Figures 7 and 8 show the comparisons between experiment and LES cases with and without nozzle interior modeling, for the power spectral density (PSD) at the different experimental microphones, and the Overall Sound Pressure Level (OASPL) directivity, respectively. The PSD is reported in dB/St, versus frequency in Strouhal St = f D/U j , following the same non-dimensionalization than the experiment (see Appendix). Additional averaging is performed on the computational results, to compensate for the relatively short time signal in simulation compared to experiment. First, to leverage the azimuthal symmetry in the jet plume, 36 equally-spaced microphones are distributed along the azimuthal angle, for each inlet angle φ in the far-field. The FW-H predictions are then performed for all 36 microphones, and the resulting spectra are ensemble-averaged. Similar procedure is applied for the calculation of the Overall Sound Pressure Level (OASPL) in dB, where the frequency range considered for the integration is 0.05 ≤ St ≤ 3. Finally, bin-averaged PSD is computed, with bin size ∆St = 0.05, for both experimental and numerical data. To evaluate uncertainty on the experimental noise data, basic analysis was performed to estimate the errors due to the microphone sensitivity, the statistical errors during post-processing and the errors associated with measurements repeatability. The latter was found to be the main source of uncertainty, in general less than 0.5 dB. As an indication of the error bounds, the minimum and maximum results obtained during the experimental campaign are shown by the error bars on the OASPL plot in figure 8 .
For the baseline cases 10M and 64M, the noise spectra are reasonably well captured for most angles, up to frequency St ≈ 1. For higher frequencies however, the noise levels from these cases are systematically over-predicted. This is observed for both grids (i.e., independently of the refinement in the jet plume) and most inlet angles, in particular in the low angles 90 • ≤ φ ≤ 120 • , where the large-scale mixing noise is less dominant and the contribution of the other weaker noise sources becomes visible. For higher inlet angles like φ = 150 • , this high-frequency over-prediction is less severe but the peak radiation around St = 0.2 is slightly under-predicted. These trends translate into some discrepancies of approximately 1.5 to 2 dB in the OASPL predictions in figure 8 for both the low inlet angles and peak angles. Like the flow field results discussed in the previous section, it was found that the grid adaptation has the most significant impact on far-field noise predictions. With modeling, the over-prediction observed at high frequency for the baseline cases is eliminated. Excellent agreement with experimental measurements is obtained for all angles and frequencies up to St ≈ 3 on the present mesh. The resulting OASPL directivity curve in Figure 8 now lies within experimental uncertainty, with less than a 0.5 dB difference for most angles. The effects of synthetic turbulence and modeling on the predicted far-field noise are more subtle and would require more analysis. Arguably, the "best" match with experiment is however obtained for the case BL16M WM Turb with isotropic refinement of the boundary layer mesh inside the nozzle, wall modeling and synthetic turbulence (red curves in figures 7 and 8).
IV. Experimental and numerical databases
Based on the preliminary LES study, the case BL16M WM Turb with isotropic refinement of the boundary layer mesh inside the nozzle, wall modeling and synthetic turbulence was down-selected to generate the long LES database. The total simulation time t sim c ∞ /D was extended to 2000 and the full LES flow field in primitive variable (ρ, P, u, v, w) was collected every ∆tc ∞ /D = 0.2. Subsequently, additional simulation for the same configuration and numerical setup have been performed on the refined mesh (i.e., 69M cells), including the collection of the LES databases (see Table 1 ). In parallel, time-resolved PIV, 2-component LDV and acoustic measurements on the azimuthal array were conducted at PPRIME Institute. While postprocessing and analysis on the experimental and numerical databases are still currently ongoing, preliminary results and comparisons are presented in the next sections. Figure 9 shows the comparisons of the streamwise velocity statistics in the jet plume between PIV and LES for the two different grid resolutions. The corresponding centerline profiles are presented in figures 10. Despite the fact that the entire flow field was measured in five different acquisition location and field of views, a good continuity of the PIV velocity profiles can be observed in these figures. It can however be noticed that the RMS profiles from PIV in figure 10(b) shows an unexpected discontinuity around x/D = 2.5. This can also be seen on the RMS field in the top row of figure 9(b) , in the second measured area: a ring of higher RMS values can be observed surrounding the jet flow where very low RMS values are expected. This is attributed to artifacts introduced by the use of a lens of lower quality (i.e., non-macro) during this specific acquisition. This lens may have introduced high order distortions which could not be accounted for. Overall, there is a good agreement between the experimental and numerical results, for both mean and RMS streamwise velocity. The length of the potential core is well predicted by the LES, though, interestingly, a better match with experiment is obtained on the standard mesh. This quantity is challenging to capture, both numerically and experimentally, as it is sensitive to mesh resolution in the jet plume and to misalignment in the PIV measurements (i.e., based on the LES data, a rotation of 1 • from the jet axis starting at the nozzle exit would lead to a measured potential core length shorter by 0.7D).
A. Flow field
Similarly, the velocity fluctuations along the centerline are well captured, in particular for the long LES database of case BL16M WM Turb. Due to the shorter simulation time, the refined case BL69M WM Turb shows more variations in the RMS levels in the downstream region of the jet plume x/D > 8. Higherorder moments like RMS and skewness are typically more sensitive to temporal convergence and spatial resolution. The effect of short simulation time on these quantities is highlighted in figure 10(b) where the statistics computed over t sim c ∞ /D = 2000 (i.e., , the total database duration) and 300 (i.e., , the duration from the preliminary study) are both reported for case BL16M WM Turb. While the mean centerline profiles are similar, significant variations are observed on the RMS profiles, with similar amplitude than the variations on the refined mesh. On the other hand, the mesh refinement in the jet plume for case BL69M WM Turb mitigates some the numerical artifacts associated with grid resolution. For instance, the slight discontinuities in RMS levels observed along the liplines at x/D = 2.5 and 5 in figure 9(b) for case BL16M WM Turb correspond to unstructured grid transitions. While these transitions are still present for case BL69M WM Turb, the discontinuity in grid size is smaller and, as a result, the imprint on the RMS level is reduced.
B. Acoustic field
In addition to the single-microphone far-field noise, pressure measurements in the acoustic near-field were made using 18-microphone azimuthal ring arrays whose axial positions can be varied in order to map the sound field on a cylindrical surface of radius r/D = 14.3 centered on the jet axis (see figure 1(b) ). Table 2 shows all the microphone coordinates and the complete comparison with the LES predictions is presented in figure 11 . For the azimuthal array, both experimental and numerical PSD are averaged over the 18 microphones. Overall, the agreement between experiment and simulation is excellent. For most inlet angles and relevant frequencies, the predictions are within 0.5 dB of the measurements, and consistent with the results from the preliminary LES study.
Aside from the slight variations in the very low frequencies due to temporal convergence, the main differences between the LES results from the two mesh resolutions are observed in the grid cut-off frequency for the high inlet angles φ ≥ 150 • : at these angles, the limit frequency is about St ≈ 2 for the standard case BL16M WM Turb and St ≈ 4 for the refined case BL69M WM Turb with double the resolution in the jet plume. Preliminary analysis of the unstructured grid within the FW-H surface confirms that the cell spacing is approximately isotropic (as expected by design) and constant at D/∆ ≈ 14 in the standard mesh for x/D > 8. Following the same procedure than in Refs. 25 & 10, and assuming an acoustic wave discretized with 8 points per wavelength, the limit frequency of acceptable resolution can be estimated at St lim = D/(8∆M a ) ≈ 1.94 for noise sources in the region x/D > 8. This intermediate region after the end of the potential core, where the mixing layer flow transitions towards a fully-developed self-similar jet flow, is often regarded as the main region of sound generation for the dominant mixing noise. Changes in resolution in this region would therefore affect primarily the noise predictions at the peak angles φ = 150 − 160 • , consistent with the present observations.
For lower inlet angles, the high-frequency noise sources are typically expected between the nozzle and the end of the potential core, where the grid spacing is higher (namely D/∆ ≈ 40 − 50, and as high as 200 near the nozzle exit for the standard mesh), resulting in a higher limit frequency. As such, there are essentially no differences between the LES results at these angles. 
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V. Conclusions
The focus of the present project was the generation of a high-fidelity jet database for noise modeling and wavepacket analysis. Large eddy simulations of a isothermal Mach 0.9 jet issued from contoured convergentstraight nozzle were performed, using the LES framework developed at Cascade Technologies. For all the cases considered, the nozzle geometry was explicitly included in the computational domain using unstructured body-fitted grids and the simulations were carried out at the experimental operating condition, including the full diameter-based Reynolds number Re ≈ 1 × 10 6 .
Particular care was taken to ensure a fully turbulent jet and improve the nozzle interior unsteady flow modeling, seamlessly coupled with high-fidelity predictions of the jet plume and radiated noise. In preliminary work, a systematic parametric study of the effects of different modeling within the nozzle interior was conducted, focusing on localized adaptive mesh refinement inside the nozzle, application of synthetic turbulence, and wall modeling. Overall, the results show significant improvement for both flow field and noise predictions when modeling inside the nozzle was applied, compared to the typical approach based on coarse resolution in nozzle and laminar flow assumption commonly used in most jet simulations. With modeling, the nozzle-exit velocity statistics now exhibit fully turbulent profiles similar to the experimental data, and the far-field noise spectra now more closely match the measurements for all angles and most relevant frequencies. Note that the refinement inside the nozzle leads to only a small increase in grid size (i.e, about 6M cells), independent of resolution in jet plume and no change in the simulation time step. This results in a very modest increase of computational cost when all the different modelings are applied.
In terms of ranking in importance, the localized near-wall grid refinement inside the nozzle had the most significant impact on the flow field and radiated noise, followed by wall modeling. The addition of synthetic turbulence to model the boundary trip present in the experiment inside the nozzle also slightly improved the predictions, but overall the flow and noise showed little sensitivity to the details of the turbulence forcing for the present case. The same trend has been reported in the jet noise literature before and would tend to indicate the method can be made largely independent of tunable input parameters for the jet applications.
While previous attempts were made to simulate initially turbulent jets, 26, 27 this is the first time, to our knowledge, that a Mach 0.9 jet with fully turbulent nozzle-exit boundary layer has been successfully simulated, including flow field and far-field noise predictions. The resulting LES databases are currently being postprocessed and mined extensively to understand and model jet-noise source mechanisms. 28, 29 at f u = 100kHz (St u = 16) and spectra are computed using this data.
Fast Fourier Transforms (FFT) are performed on blocks of data of size N f f t = 2048, and an overlap of 75% is imposed; i.e. block i, is
where
A Hanning window is applied to each block prior to application of the FFT. A Fourier-transformed block is thus:p
where the factor 8/3 corrects for the energy loss associated with the Hanning window. The power spectral density of block i is then computed as:
where ∆f = 49Hz (∆St ≈ 0.008), f N yq = 50kHz (St ≈ 8) andp * i (f ) is the complex conjugate ofp i (f ). The averaged narrowband power spectral density (PSD) is then
where N b = 3903 is the total number of blocks of data.
In order for comparisons between simulations and experiments, or between experiments and experiments for that matter, to be valid, it is necessary to use appropriate non-dimensionalisation. The absolute jet conditions in the wind tunnel can vary from day to day, as the target control parameters are the dynamic Mach number, M j = U j /c j = 0.9 (as opposed to the acoustic Mach number, M a = U j /c ∞ ) and a unitary temperature ratio, T j /T ∞ = 1. The ambient temperature in the anechoïc chamber, not being controlled, varies, as do, consequently, the jet velocity and temperature.
The following non-dimensionalisation of the measured data is thus performed. The power spectral densitŷ P (f ) is first scaled so as to account for changes in the dynamic head of the jet:
This quantity has units of s −1 , and its frequency dependence can be made non-dimensional by means of the factor Uj D , (the power spectral density is now a function of the Strouhal number, St = f D Uj ):
As this quantity is non-dimensional, calculation of the PSD in dB/St must be performed by means of a non-dimensional reference acoustic pressure level:
where P * ref = 20µP a is the dimensional reference pressure. We thus have P SD = 10 log 10 P (f ) 
In the case of an isothermal jet, ρ j /ρ ∞ = 1, and M a = M j , such that the expression reduces to: P SD = 10 log 10 P (f )
