A recurring phenomenon in bootstrap percolation theory is a type of 'all-or-nothing' phenomenon: either the size of the starting set is so small that the process dies out almost immediately, or the process percolates (almost) completely. For many processes in physics and material sciences such a phenomenon is consistent with observations. Not so, in neurobiology. There external input (for example from sensory nerves) leads to a small initial activity that is then boosted by local connectivity. Nevertheless, the total activity never surpasses a certain level. Such a phenomenon is known as input normalization and is an important building block in many neuronal systems, including the human brain.
Introduction
Bootstrap percolation is a classical and well-studied mathematical framework for the spreading of activity on a given graph. One starts with an initial set of informed or active vertices; this set may be chosen randomly or deterministically. The process then proceeds in rounds, and further vertices become active as soon as they have at least k active neighbors, where k ∈ N is a parameter of the process. This process was first studied in 1979 on the grid by Chalupa and Leath [13] and recently a complete solution for an arbitrary number of dimensions was presented by Balogh, Bollobás, Duminil-Copin and Morris [5] . It has also been studied on various other graphs [30, 1, 49, 7, 6] and models, as for example in cellular automata [49, 26] . In all these examples we observe an "all-or-nothing" phenomenon: if the size of the starting set is too small the process stops rather quickly. Otherwise, it spreads to a level that includes (almost) all vertices of the underlying graph.
The main goal of this paper is to develop processes that instead of exhibiting an "all-or-nothing" phenomenon attack the "middle ground". More precisely, given a target percentage α we would like to have that whenever we start with a large enough (but still tiny) set of initially active vertices, activity spreads to a (1 + o(1))α-fraction of the vertices -but not further. Our main motivation comes from neurobiology, where such a phenomenon is known and well-studied from the biological side, but it is only poorly understood from a theoretical viewpoint.
The human brain is an extremely powerful and fascinating computing device, its guiding principles are nevertheless still poorly understood. Even for basic local operations that are widely assumed to underly more complicated computations it is unclear how they are implemented. One such operation is input normalization (see [12] for a review): when a signal activates a small part of a local ensemble of neurons, the activity spreads through recurrent connections. Since there are excitatory and inhibitory cells in the brain, eventually inhibition is strong enough to stop the process. In this way, very different input strengths can lead to similar levels of activity that never surpass a certain upper bound. Such an effect has been observed experimentally in many species [24, 45, 41] . We refer the reader to Section 5 for a more detailed account of the neurobiological background.
Although bootstrap percolation is a natural model for the spread of activity no related percolation processes exhibiting a stable "middle ground" phenomenon has been studied so far that could serve as a model of input normalization. In this paper, we investigate mechanisms of bootstrap percolation that can actually lead to such a normalization effect.
Model and Results
In this section we give a quick overview of the contributions of this paper, ignoring all technical details. A formal treatment and definitions can be found in the next section. The classical bootstrap percolation process was studied by Janson, Luczak, Turova, and Vallier [30] . This process starts with a random subset of size a of the vertices, whose elements are called active. After this, the process proceeds in rounds, where in each round all non-active vertices that have at least k active neighbors also become active, and remain so forever. We say that a percolation process percolates completely if there is some round in which every vertex is active, and that it almost percolates if there is some round in which n − o(n) vertices are active. Janson et al. studied this process in detail, and they showed that for 1/n p n −1/k there exists a threshold a th (n, p, k)
such that for every ε > 0, a.a.s. 1 the process almost percolates for a > (1+ε)a th , and a.a.s. it stays forever at O(a th ) active vertices if a < (1 − ε)a th . The number of rounds until almost percolation for a starting set of size a = (1 + ε)a th was shown to be log k log(pn) + O(1), where the constant depends only on ε. Note that the bounds 1/n p n −1/k ensure that the expected degree of the graph and a th are in ω (1) .
In the first part of this paper we extend the classical bootstrap percolation model by allowing inhibitory vertices. We consider a directed random graph model D n,p,τ,γ , where each of the n vertices is independently inhibitory with probability τ and excitatory with probability 1 − τ . Each directed edge with excitatory (inhibitory) origin is inserted independently with probability p (with probability γp). The process that we consider is the same as the classical bootstrap percolation with one crucial difference: a previously inactive vertex v turns active in some round i if after round i − 1 the number of active excitatory neighbors of v exceeds the number of its active inhibitory neighbors by at least k. We call this the synchronous bootstrap percolation process with inhibition. We show the following. Theorem 1. Let ε > 0 and consider the synchronous bootstrap percolation process with inhibition with a th ≥ (log n) 2+ε and log n/n p n −1/k . Then the following is true a.a.s..
• If τ < 1/(1 + γ), then the process with a ≥ (1 + ε)a th percolates completely, in the same number of rounds as it does without inhibition.
• If τ > 1/(1 + γ), then the process is chaotic: for every C 1 > 0 there exists a constant C 2 > C 1 such that for every target function f with (log n)/p f (n) n, there exists a function c : N → [C 1 , C 2 ] such if we start the process with a = c(n)a th vertices it stops with a * = (1 + o(1))f (n) active vertices.
In other words, if τ < 1/(1 + γ) and the starting set has at least (log n) 2+ε many vertices, then inhibition has basically no effect on the outcome of the process. On the other hand, the second part of Theorem 1 implies that in the other case τ > 1/(1+γ) the outcome of the process depends in a rather unstable way on the size of the initially active set; in particular, the number of active vertices at the end of the process is non-monotonic in the size of the starting set. Note also that the condition a th ≥ (log n) 2+ε is essentially best possible: for a th ≤ (log n)
2−ε such a statement is not true (cf. the argument following Theorem 3 on page 12).
A main feature of the classical bootstrap percolation processes is that the vertices act in perfect synchrony and that activation takes place in rounds. In the second part of our paper we drop this assumption and replace the synchronous model with an asynchronous one: each edge independently draws a random transmission delay δ from an exponential distribution with expectation one, and the information that the neighbor is active requires time δ to travel from one vertex to another. The activation rule itself remains unchanged: a vertex turns active as soon as it is aware that k of its neighbors are active (in the process without inhibition) resp. as soon as it has notice of k more active excitatory than inhibitory neighbors. Although the expected transmission delay is one -as it is deterministically in the synchronous model -it turns out that qualitatively the percolation process changes rather dramatically.
Theorem 2. For every ε > 0 there exists a constant T = T (ε) ≥ 0 such that the asynchronous bootstrap percolation process with a ≥ (1 + ε)a th and n −1 p n −1/k satisfies a.a.s. the following.
(i) If τ < 1/(1 + γ), then the process activates n − o(n) vertices in time T . If, additionally, p = ω(log n/n), then all vertices are active by time T .
(ii) If τ ≥ 1/(1+γ) and if a = o(n), then a.a.s. there are (1−τ ) k n/(γτ ) k +o(n) active vertices at time T . Also, the process stops with
Note that this theorem implies two interesting phenomena. First, we see that the asynchronous version accelerates the process dramatically: it essentially stops after constant time, as opposed to the roughly log k log(pn) rounds it takes in the synchronous model. Second, we see that the final size of the process only depends on the parameters τ and γ but not on the size of the initial set, in sharp contrast to the synchronous model. Thus by choosing the parameters τ and γ appropriately we can realize a normalization operation like the one known from neurobiology, with essentially an arbitrary target size for the finally activated set.
Preliminaries and Definitions
The aim of this section is to define a general bootstrap percolation process which subsumes both the synchronous and asynchronous case. This will have the advantage that facts that apply to both processes equally need only be proved once for the general process.
Formal Definition of the Percolation Process
The main idea in our definition is the following. First, we activate the vertices in the starting set, assuming without loss of generality that this set consists of the vertices 1, . . . , a. Then for each s ≥ 1 we provide just enough information with the s-th active vertex to determine whether a (s + 1)-st vertex is activated.
Crucially, this information does not require knowledge of the labels of the active vertices. In this way we can determine properties of active sets of a certain size, without actually knowing which vertices belong to this set. We now turn to the details.
Let n ∈ N, p, τ ∈ [0, 1], γ ∈ [0, 1/p], and let Φ be some probability distribution with domain R >0 . Define the product probability space
iv is the probability space of a Bernoulli random variable with parameter p,
• X − iv is the probability space of a Bernoulli random variable with parameter
• Ψ i is the probability space with Pr[−1] = τ and Pr[+1] = 1 − τ , and
• Φ iv is the space of a probability distribution Φ with domain R >0 .
By abuse of notation, we also denote the random variables corresponding to the spaces X + iv , X − iv , Φ iv , and Ψ i again by X + iv , X − iv , Φ iv , and Ψ i , respectively. It will always be clear from the context which interpretation we have in mind.
Before precisely defining the percolation process we give the intended interpretations of these random variables. By symmetry we assume that the initially active set is [a] = {1, . . . , a}. Define
In general, x i will be the label of the i-th vertex that becomes active in the percolation process, where, if several vertices should become active simultaneously ties are broken arbitrarily, for example by the natural ordering of the vertices. Then
• Ψ i determines the sign of vertex x i . That is, vertex x i is inhibitory if and only if Ψ i = −1, which happens with probability τ , and excitatory otherwise;
• X − iv and X + iv describe whether there is a directed edge from vertex x i to v: there is a directed edge from x i to v exactly if either
Note that the roles of i and v are not interchangeable: while v represents a vertex of the underlying graph, i represents the index of the i-th vertex that becomes active.
• Φ iv describes the delay of the edge (x i , v). In the synchronous model, the delay is a constant of value 1, while in the asynchronous model, it is an exponentially distributed random variable with parameter 1. Note that for ease of analysis we define these random variables regardless of whether X iv = 1 or not.
For every s ∈ [n], we define random variables E s , I s : Ω → P([s]) by
respectively. These are the sets containing the indices of the active excitatory resp. inhibitory vertices at the time at which exactly s vertices are active.
We can now describe formally how elements ω ∈ Ω define a percolation process v at which v has received k more excitatory than inhibitory signals from the set {x 1 , . . . , x s }:
where min ∅ = ∞. If there is some vertex v for which t (s) v < ∞, then we define
In this case, let J := {v ∈ [n] \ {x 1 , . . . , x s } | t (s) v = t s+1 } and j := |J|. We set t s+i := t s+1 for 2 ≤ i ≤ j, and we let x s+1 < . . . < x s+j be the (uniquely determined) vertices such that
If, on the other hand, we have t
. . , x s }, then the process stops and we set t s := ∞ and x s := min {v ∈ [n] \ {x 1 , . . . x s −1 }} for all s ≥ s + 1, i.e., we enumerate all remaining vertices by increasing label.
Finally, we introduce some more useful notation. For every s ∈ [n] and v ∈ [n], we define the random variables given |E s | = e are binomial. More specifically, for every 0 ≤ x ≤ s, we have
and
Also, for distinct vertices v and w, the random variables
Tools
We will make frequent use of the following concentration bound on the binomial distribution [29] .
General Properties of the Percolation Process
In this subsection we prove some properties of the probability space that are independent of the transmission delays Φ iv . In this sense, the results in this subsection apply equally in the synchronous and the asynchronous case. Let us start with the following simple fact, which states that at every point in time, the numbers of active excitatory and inhibitory vertices are close to their expectations.
. Then a.a.s. the percolation process satisfies
Remark 2. We will apply this lemma in two settings: first, when δ 0 is constant and a = ω(1), second, when δ 0 = (log n) −1−ε/3 /(10k) and a ≥ (log n) 2+ε , for some constant ε > 0. Note that in both cases, the condition δ 2 0 a = ω(− log δ 0 ) is satisfied.
Proof of Lemma 2. If τ = 0 or τ = 1 there is nothing to show. So assume 0 < τ < 1. It follows directly from the definitions that for every s ∈ [n], we have |E s | ∼ Bin(s, 1 − τ ). Then Lemma 1 and the union bound imply that
where we used that δ 2 0 a = ω(− log δ 0 ) and routine calculations to obtain the last equality. The statement for |I s | is proved similarly.
Let us now define the percolation threshold
.
(
Note that the threshold does not depend on the inhibition excess γ. Note further that, compared to the threshold a th (n, p, k, 0) for the case without inhibition (stated in the introduction), there is an additional factor of (1 − τ ) k in the denominator. This factor can be interpreted in the following way: clearly, a necessary condition for percolation is that the process percolates in the subgraph induced by the excitatory vertices, which has (1 + o(1))(1 − τ )n vertices a.a.s.. If we choose a random starting set of size a, then this starting set will contain (1 + o(1))(1 − τ )a excitatory vertices a.a.s.. Then, by the result for the process without inhibition, the process will not percolate if
or, equivalently, if a ≤ (1 − ε)a th (n, p, k, τ ). We will see that this necessary condition is also sufficient. In any case, we are justified in restricting ourselves to the case a ≥ a th , since, by the results of Janson, Luczak, Turova and Vallier [30] , the process with a ≤ (1 − ε)a th will stop with O(a) active vertices.
Our primary goal in this subsection is to introduce a general method to prove that the process reaches a certain number of active vertices in a certain period of time. To do this, for every s ∈ [n] and r ∈ R >0 , we define
The random variable L s (r) has the following very useful property: assume that exactly s vertices are active at some time t, and let r be any positive real number; then at time t + r, there will be at least min {a + L s (r), 10s} active verticesindeed, unless 10s vertices are activated before time t + r, every vertex counted in L s (r) will be active by time t+r. (Here the value 10s has no deeper meaning: we just need some value sufficiently larger than s.) Therefore, if we want to show that many vertices turn active quickly, then we need to prove lower bounds for the variables L s (r). This is what we will do in the next lemma.
For the analysis, it turns out to be very useful to parametrize the number of active vertices at a given time as s = x · a th /(1 − 1/k), for some x > 0. For this reason, we introduce the notation
and we note that Λ satisfies
Lemma 3. There exists a positive constant c = c(τ, k) such that if a ≥ a th and p ≥ n −1 , then the following holds for every 2k
Proof. Write E s (a) for the event that |E s | = a, and I s (b) for the event that
To see this, fix a vertex a < v ≤ n arbitrarily and write L(v) for the event that N 
for all a and b as above, proving (4). Here we used that a ≤ δ/p ≤ δn. Now, observe that, by definition of the underlying probability space, the events {L(v) | v ∈ [n]} are conditionally independent given E s (a)∩I 10s (b), for all choices of a and b. Then, by Lemma 1, writing
for all (1 − τ )s/2 ≤ a ≤ s and 0 ≤ b ≤ 10s. If we condition on the event E, then we may assume a ∈ (1 ± δ)(1 − τ )s, and we get
The lemma now follows using s = xΛ with (3) and from δ = η/(10k), which
Remark 3. For later reference, we just note here that (4) in the proof above, together with (3), implies that for every
Recall that, by the definition of L s (r), if there are exactly s active vertices at time t, then at time t + r there are at least min{a + L s (r), 10s} active vertices. We now use this observation to obtain a lower bound on the growth of the process. Corollary 1. For every ε > 0, there exist positive constants c 0 = c 0 (ε, k, Φ) and δ = δ(ε, γ, k) such that for every function f : N → N, the percolation process with a ≥ (1 + ε)a th and n −1 ≤ p n −1/k is a.a.s. such that at least min{f (n)a, δ/p} vertices are active at time c 0 log(f (n)).
Proof. Fix a sufficiently small constant η = η(ε, k) ∈ (0, 1) and let δ := η/(10k). Note that p n −1/k implies that a ≥ a th = ω(1), so that for large enough n,
. Also, since a = ω(1), by Lemma 2, we may assume that |E s | ∈ (1 ± δ)(1 − τ )s holds for all s ≥ a.
Choose r = r(k, Φ) to be so large that Pr
for some positive constant c = c(η, k, τ ). Since s≥a e −cs = e −ca /(1 − e −c ) = o(1) the process is such that a.a.s.
where the last inequality follows by minimizing over x ≥ a/Λ = (1 − 1/k)(a/a th ) and the minimum is obtained at x k = a/a th . As a ≥ (1 + ε)a th , the definition of L s (r) implies that after every time period of constant length r, the number of active vertices is multiplied by a constant factor of size at least min
, and the corollary follows.
Corollary 1 implies that the process grows at least at an exponential rate. In fact, it will turn out that in both the synchronous and the asynchronous case, the growth is actually much faster. However, the corollary already implies two interesting facts. Firstly, regardless of the fraction τ n of inhibitory vertices, the process will always reach Θ(1/p) active vertices. Secondly, in order to activate a constant multiple of the starting set we only need O(1) time.
Corollary 2. For every ε > 0 there exists a δ = δ(ε, γ, k) > 0 such that for a ≥ (1 + ε)a th and n −1 ≤ p n −1/k , the process a.a.s. activates at least δ/p vertices. 
Phases of Percolation
It is interesting to note that in the statements of Corollaries 2 and 3, the inhibition parameter τ is not mentioned at all. The reason for this is that, as long as there are o(1/p) active vertices, the number of vertices that have even one active inhibitory neighbor is o(n); in this sense, the behavior of the process is almost completely unaffected by the presence of inhibitory vertices until there are Ω(1/p) active vertices.
Thus, the evolution of the percolation process divides naturally into two separate phases: the initial phase a ≤ s 1/p, during which the growth is largely unaffected by inhibition, and the end phase s = Ω(1/p), where many vertices start to have inhibitory neighbors.
If a = Θ(a th ), then one can further subdivide the initial phase into two phases with s = Θ(a th ) and a th s 1/p, respectively. The former is called the startup phase, and Corollary 3 shows that if a ≥ (1 + ε)a th , then the time spent in the startup phase is bounded from above by some constant. However, one can show that if a = Θ(a th ), then the growth during this stage is quite slow, i.e., the size of the active set increases only by some (small) constant factor in each round. In contrast, once we have s a th , the rate of growth speeds up considerably. Thus we call this second phase the explosion phase. A natural questions that we can ask about a percolation process is how much time is spent in the explosion phase; as we will see, this depends significantly on the distribution Φ of the signal delays: for the synchronous process, the time spent in the explosion phase is log k log (a/a th ) (pn) + O(1), while for the asynchronous process, it is o(1).
Synchronous Bootstrap Percolation
In this section we study the synchronous bootstrap percolation process with inhibition. Recall that the synchronous process is defined by taking all edge delays to be constants Φ iv = 1. Then it is clear that for every vertex x i , the time t i at which x i becomes active is either a non-negative integer or ∞. For this reason, we can view the percolation as happening in discrete rounds t = 0, 1, 2, . . . . We write
for the number of vertices that are active after round t, and
for the number of vertices at termination. For τ = 0 (the G n,p case without inhibition), the process was analyzed in great detail in [30] . Among other results, it was shown that a th (n, p, k, 0) is the threshold for percolation in G n,p , and moreover that the process with a ≤ (1 − ε)a th will a.a.s. not even activate more than ka/(k − 1) vertices. Moreover, the authors of [30] determined the typical number of rounds until percolation up to an additive constant.
In the case with inhibition, it is not clear that we percolate to a point where all (or at least most of) the excitatory vertices are active. Corollary 2 guarantees that inhibition essentially plays no role while we have at most δ/p active vertices, but from then on things may change. Our plan for the rest of this section is as follows. First we show that we can describe the dynamics of the percolation process very precisely up to δ/p active vertices. Then we show that this implies that the process with inhibition actually follows a complicated pattern, where the number of finally active vertices depends on the size on the starting set in a non-monotone way. We start by proving a concentration theorem.
Theorem 3. For every ε > 0 there exists δ = δ(ε, γ, k, τ ) > 0 such that, for the sequence (â t ) t≥0 defined bŷ
the synchronous process with a ≥ max {(1 + ε)a th , (log n)
One can show that the requirement a ≥ (log n) 2+ε is tight in the following sense: if we have a < (log n) 2−ε for some constant ε > 0, then with nonnegligible probability the number of active vertices after the first round will deviate from its expectation by a factor that, accumulated over many rounds, makes it impossible for such a statement to hold. More precisely, assume that a = (1 + ε)a th ≤ (log n) 2−ε and that a concentration result similar to Theorem 3 were to hold for this value of a. Then the expectation of a 1 is
. By the tightness of the Chernoff bound, the probability that a 1 > (1 + δ)E[a 1 ] is non-negligible, as is the probability that
. By the definition of the sequenceâ i , the factor (1 + δ) will blow up at a doubly exponential rate, and after i rounds, the uncertainty on a i will be (1 + δ)
We will see (cf. Lemma 6) that the number of rounds witĥ a t ≤ δn is = log k log(n) − O(1). So the uncertainty after rounds would be (1 + (log n) ε/2−1 )
1, which shows that it is impossible for a to be concentrated aroundâ , in contradiction to our assumption.
The Speed of Round-Based Percolation
In Subsection 2.3, we introduced a general approach for proving that the percolation progresses at a certain speed: if, at some point, there are s active vertices, then after waiting for a time period of length r, there will be at least min {a + L s (r), 10s} active vertices. In the case of synchronous percolation, we can strengthen (and simplify) this statement a bit. Define, for every s ∈ [n],
Note that in comparison to the definition of L s (r), we replaced the condition N − 10s (v) = 0 by N − s (v) = 0 and omitted the condition on the random variables Φ iv . Nevertheless, due to the round-based nature of the synchronous process, we still can conclude: if there are s = a t active vertices at time t, then at time t + 1, there will be at least a + L s active vertices.
To prove concentration of the sequence (a t ) t≥0 , we need to show that this lower bound for a t+1 is more or less tight. To do this, we introduce a second set of random variables. For every s ∈ [n], define
With this definition, it is clear that if at some time t, there are s = a t active vertices, then at time t + 1, there will not be more than a + U s active vertices. The next lemma says that for all small s, the values of U s and L s are not very different.
Lemma 4.
There exists a positive constant c = c(τ, k) such that if a ≥ a th and p ≥ n −1 , then the following holds for every 2k
, the statement for L s follows directly from Lemma 3. For the statement for U s , given 0 ≤ a ≤ s, write E s (a) for the event that |E s | = a. By Remark 1 we know that, conditioned on E s (a), the variable U s follows a binomial distribution. In order to obtain an upper bound on µ a := E[U s | E s (a)] we use the following property of the binomial distribution: if W ∼ Bin(n, p) with np ≤ 1/2, then we have (see for example [4] )
As a ≤ s ≤ δ/p this bound implies that
From here an application of the Chernoff bound (Lemma 1) gives that for every
Recall that the statement we want to prove conditions on the event E, meaning that we can assume a ∈ (1 ± δ)(1 − τ )s. The above bound thus implies
We have (1 + δ) k+3 = (1 + η/(10k)) k+3 ≤ 1 + η, for all η ∈ (0, 1) and k ≥ 1. Then the lemma follows with an application of (3).
The expected trajectory (â t ) t≥0
Lemma 4 tells us that if there are a t = xΛ active vertices in round t, then in round t + 1, there will be
active vertices, using (3) . This motivates the definition of a sequence (â t ) t≥0 in equation (5) in Theorem 3. Note that if we parametrizeâ t = xΛ, we get
In the next lemma we establish a simple fact on the minimal growth of the sequence (â t ) t≥0 . The calculation is very similar to that in the proof of Corollary 1.
Proof. Writeâ t = xΛ. Then we obtain from (7) that
The minimum of this expression is achieved for x = (a/a th ) 1/k , where its value is (a/a th ) k−1 k , completing the proof.
The bounds from the previous lemma are weak, but nevertheless best possible: the sequence (â t ) grows very slowly at the beginning. Once, howeverâ t is above, say, 2Λ, a doubly exponential growth kicks in, and implies that the overall speed of the process is doubly exponential, as our next lemma shows.
Lemma 6. For every ε > 0, there exists a constant K = K(k, ε) such that for all large enough n ∈ N, the following holds, provided a ≥ (1 + ε)a th and p = ω(n −1 ):
Proof. First observe that by Lemma 5, there exists a constant t 0 = t 0 (ε, k) such thatâ t0 ≥ (ak/a th )Λ. By (7), we see in particular thatâ t = xΛ implieŝ a t+1 ≥ (x k /k)Λ. Using induction we get that for all t ≥ 0, we havê
It follows that for all t ≥ log k log (a/a th ) (1/(pΛ)), we haveâ t0+t ≥ 1/p, and sô
whenceâ t0+t+2 = ω(n), using p = ω(n −1 ). Since log k log (a/a th ) (1/(pΛ)) is within a constant difference of log k log (a/a th ) (pn), this proves (i).
For (ii), we may assume, again by Lemma 5, that there is some smallest constant t 0 ≥ 0 such that 2Λ ≤â t0 ≤ 1/p. Now ifâ t = xΛ ≥ a for some x ≥ 2, then, using (7) and k ≥ 2, we havê
By induction, we thus havê
for all t ≥ 0, and it follows that for all t ≤ log k log (ât 0 /a th ) (1/(pΛ)), we havê a t ≤ 1/p. If t 0 = 0, thenâ t0 = a. If t 0 > 0, thenâ t0 /a th = O(1). In both cases, (ii) follows easily.
Initial Phases -Proof of Theorem 3
Assume that a ≥ (1 + ε)a th holds for some constant ε > 0. We want to show that a.a.s.,
holds for all t ≥ 0 such thatâ t ≤ δn, where δ = δ(ε, γ, k, τ ) is some positive constant. The idea is to proceed by induction over t. Recall that for t = 0 we haveâ 0 = a 0 = a by definition, so the base case is settled. The difficulty in the induction step is that from one round to the next the error bounds that we can prove will worsen. Therefore, instead of showing a t ∈ (1 ± ε)â t , we need to show a t ∈ (1 ± ε t )â t for an appropriate sequence (ε t ) t≥0 . Here is how we choose this sequence: set η 0 = (log n) −1−ε/3 and define η t for t ≥ 1 by
Finally, define the sequence (ε t ) t≥0 recursively by ε 0 := 0 and
where the last equality follows from a straightforward induction. Recall that we assume that a ≥ (log n) 2+ε , so that we have in particular that η 2 0 a ≥ (log n) ε/3 = ω(− log η 0 ).
Lemma 7.
For every ε > 0, there exists δ = δ(ε, γ, k, τ ) > 0 such that the following holds, assuming that a ≥ (1 + ε)a th and p = ω(n −1 ). Define (ε t ) t≥0 and (η t ) t≥0 as above and write for the largest positive integer such thatâ ≤ δn. Then
(ii) = O(log log n), and
We defer the technical proof of this lemma to the end of this subsection and first show how it can be used in order to complete the proof of Theorem 3.
Proof of Theorem 3. Assume that we are given sequences (η t ) t≥0 and (ε t ) t≥0 as defined above. As in the statement of Lemma 7, we define to be the largest positive integer t for whichâ t ≤ δn, for some sufficiently small positive constant δ = δ(ε, γ, k, τ ). By Lemma 7 (ii) and since η 2 0 a ≥ (log n) ε/3 , we know in particular that e −cη 2 0 a = o(1) for any constant c > 0. For every i ≥ 0, let δ i = η i /(10k). Write E for the event that |E s | ∈ (1 ± δ 0 )(1 − τ )s holds for all s ≥ a, and C i for the event that for all 0 ≤ t ≤ i, we have (1 − ε t )â t ≤ a t ≤ (1 + ε t )â t . Note that by Lemma 7 (i), Theorem 3 is equivalent to the claim that Pr[C ] = 1 − o(1).
We first prove by induction on i that there exists c > 0 such that for all 0 ≤ i ≤ , we have Pr
As we have a 0 =â 0 , we have Pr[C 0 | E] = 1, so assume that (8) holds for some i ≥ 0. Then, since C i+1 ⊆ C i , we have
In order to us find a lower bound for Pr[C i+1 | C i ∩ E], we condition the process on C i ∩ E. If the event C i occurs, then we have in particular that (1
If, additionally, E occurs, then we can apply Lemma 4. We do this for δ 0 (as defined above), with η = η i (and thus δ = η i /(10k) = δ i ) and
, so the conditions of Lemma 4 are met. Observe also that by (7) we have
Thus, Lemma 4 implies that there is a constant c > 0 such that
Thus with probability at least 1 − 2e −cη 2 0 a , we have both
(Note that the definition 1
Then the definitions of the sets L s1 and U s2 imply that
Thus, conditioned on C i ∩ E, with probability at least 1 − 2e Proof of Lemma 7. By Lemma 6, we know that ≤ log k log (a/a th ) (np) + K, for some constant K = K(k, ε), so (ii) is immediate.
To prove (i), fix some 0 ≤ t ≤ . Using the fact that log(1 +
We bound the two terms individually. Since a ≥ (1 + ε)a th , we have
Now consider the smallest integer t 0 ≥ 0 such thatâ t0 > 4k 3 Λ. By Lemma 5, we know that t 0 is bounded. Thus, using the upper bound on t, (2) and pn = ω(1) we obtain max {1, γ} · 40kp
and it thus remains to bound the quantity max {1, γ} · 40kp
it follows that for every t 0 ≤ i < t − 1, we haveâ t−1 ≥ (2k)
implying that for large enough n
We get
Therefore, if δ is small enough, then log(1 + ε t ) ≤ log(1 + ε), and so ε t ≤ ε, which proves (i). By (i), we have ε t ≤ ε < 1, and so
proving (iii).
End Phase -Proof of Theorem 1
In this subsection, we will study the effect of the inhibition parameter τ on the number of active vertices at termination. Theorem 3 shows in particular that the process does not stop while a t = o(1/p) (since a t = o(1/p) implies a t+1 = o(n)), and the growth of the process during that time does not depend in any significant way on the number of inhibitory vertices. The situation changes during the very last rounds.
Lemma 8. For every ε > 0 there exists a δ = δ(ε, γ, k, τ ) > 0 such that the synchronous bootstrap percolation with max {(1 + ε)a th , (log n) 2+ε } ≤ a ≤ δ/p and log n/n p satisfies the following. Let denote the the largest positive integer such thatâ ≤ δn.
(i) If τ < 1/(1 + γ) then a.a.s. the process percolates completely in at most + 2 rounds.
(ii) If τ > 1/(1 + γ), then there exists some constant C = C(τ, γ) > 0 such that ifâ ≥ C(log n)/p, then a.a.s. the process stops with
(iii) If τ > 1/(1 + γ), then for every α > 0, there exists a constant C > 0 such that if C /p ≤â ≤ αn/(1 + ε), then a.a.s. the process stops with a * ≤ αn.
Some remarks are in order. By Lemma 6, we already know that is, up to an additive constant, at most log k log (a/a th ) (pn). Then (i) shows that the number of rounds to percolation a.a.s. takes one of only two possible (deterministic) values + 1 and + 2. Ifâ > C(log n)/p, then the proof actually implies that a.a.s. the process percolates in exactly + 1 rounds.
Lemma 8 spares out the border cases (a) τ = 1/(1+γ), and (b) τ > 1/(1+γ) andâ ≤ C /p. We also do not determine the size of the final active set for the regimeâ ≤ C(log n)/p. These regimes show a slightly richer, but also more complicated behavior. However, even a harmless factor of 1 + o(1) in the size of the starting set can shift 2 the size of the -th set from Θ(1/p) to ω((log n)/p), so every effect that depends on the property C /p ≤â ≤ C(log n)/p should be considered unstable.
Proof of Lemma 8. From Theorem 3 we know that we can choose δ > 0 such that
holds for all 0 ≤ t ≤ , where is as in the statement of the theorem. Also, by Lemma 2, we may assume that |E s | ∈ (1 ± δ 0 )(1 − τ )s and |I s | ∈ (1 ± δ 0 )τ s holds for all s ≥ a, for some δ 0 = δ 0 (n) = o(1). Using the definition of the sequence (â t ) t≥0 and since, by definition of , we haveâ +1 > δn, we can easily check that if n is large enough, then we have a ≥ δ 1/k /p. We will prove the three statements of Lemma 8 separately.
First consider (i), that is, assume that τ < 1/(1 + γ). In a first step we show by a case distinction that a +1 = Θ(n). Let s := a and let C ∈ N be a large enough constant (that we define below). Assume first that sp ≥ C. Let ξ = ξ(τ, γ) > 0 be so small that (1 − ξ) 2 (1 − τ ) ≥ (1 + ξ) 2 τ γ; such a choice is possible since τ < 1/(1 + γ). Then the assumption that Since sp ≥ C, by choosing C large enough, we can assume that both these probabilities are at most 1/3. Then with probability at least 1/3, we have
where we used that for large enough C, we have ξ|I s |γp/2 ≥ k. For the second case assume now that δ 1/k ≤ sp < C, which implies in particular that p < C/s = o(1). In this case, the probability that N − s (v) = 0 is at least
and the probability that N
So both probabilities are bounded from below by positive constants. Since N To show (ii), assume τ > 1/(1 + γ) and thatâ ≥ C(log n)/p holds for some large constant C = C(τ, γ) > 0 (chosen below), so that s := a ≥ (1 − ε)C(log n)/p. To prove that the process stops with s active vertices, it is enough to show that every vertex v ∈ [n] is such that N Finally, for (iii), let τ > 1/(1+γ) and suppose that we are given some α > 0. Let C = C (α) be large enough and assume that
If (1 + ε)â ≥ αn/2, then by (ii), the process will stop with a * = a active vertices, so assume from now on that a ≤ (1 + ε)â < αn/2.
First, if there is no t ≥ such that a t ≥ αn/2, then we are done. Otherwise, let t 0 be the smallest t ≥ with this property. The same arguments as in (ii) show that the process stops with a * = a t0 . Thus, it suffices to show that a t0 ≤ αn. To prove this, it is enough to show that with probability tending to one, we have a t+1 ≤ a t +αn/2 for all t ≥ . To see this recall that a t ≥ a ≥ (1−ε)C /p.
Thus, if we choose C large enough, then we have Pr[N
for every vertex v ∈ [n] and for every s ≥ a t , using τ > 1/(1 + γ). Then, by the Chernoff bound, the probability that a t+1 − a t ≥ αn/2 is o(n −1 ). Since there can be at most n rounds in total until the process stops (there are only n vertices), the union bound easily shows that a.a.s., a t+1 ≤ a t + αn/2 holds for all t ≥ , completing the proof.
Proof of Theorem 1. Observe that Lemma 8 allows us to restrict ourselves to the case τ > 1/(1 + γ). Given any real numberâ 0 , we can define a sequence (â t ) t≥0 by (5), as in the statement of Theorem 3. Our first goal is to show that this sequence is sufficiently robust against rounding down the starting valueâ 0 .
For this, fix any C 2 > C 1 > 0, and assume that C 1 a th ≤â 0 ≤ C 2 a th is any real number. Denote by the largest positive integer t for whichâ t ≤ n. From Lemma 6 we know that = log k log (â0/a th ) (pn) + O(1) = log k log(pn) + O(1).
Let (b t ) t≥0 denote the sequence defined by the same recursion asâ t , but with an initial value of â 0 , i.e.,b 0 = â 0 andb t+1 =b 0 + (1 − τ ) k np kbk t /k!. We will show by induction that for all t ≥ 0, we haveb t /â t ≥ (1 − 1/â 0 ) k t . For t = 0 this immediately follows fromb 0 ≥â 0 − 1. For the inductive step assumê
Using Equation (7) on page 14, we havê
as claimed. Thus the error inâ caused by roundingâ 0 down to the next integer satisfies
by the assumption thatâ 0 ≥ C 1 a th ≥ C 1 (log n)
2+ε . This means that for the asymptotic size ofâ , it does not matter whetherâ 0 is rounded down to the next smallest integer or not.
To complete the proof of Theorem 1, we will show that for every constant C 1 , there exists a constant C 2 such that for every function log n/p f (n) n, there exists a function C 1 ≤ c(n) ≤ C 2 such that a.a.s., the process with a = c(n)Λ stops with (1 + o(1))f (n) active vertices. Observe that it suffices to consider constants C 1 that are sufficiently large so that the inequalities below hold.
Consider the process with a = C 1 Λ. Recall that we assume that a th ≥ (log n) 2+ε holds for some constant ε > 0. Since we may assume that C 1 ≥ 1 + ε, Theorem 3 implies that there exists some δ > 0 such that a.a.s.,
holds for all 0 ≤ t ≤ , where is the largest integer such thatâ ≤ δn. Define 0 to be the largest integer such thatâ 0 ≤ f (n)/(1 + ε), and note that, since f (n) n, we have 0 ≤ for all large enough n. Thus we have a 0 ≤ (1 + ε)â 0 ≤ f (n) a.a.s..
Observe also that for large enough n, we have f (n) ≤â 0 np, which is obvious ifâ 0 ≥ 1/p and otherwise follows from
We will show that if one multipliesâ 0 with a large enough constant factor c 0 , thenâ 0 increases by a factor of ω(pn). This will imply, by the intermediate value theorem, that there exists some c = c(n) ∈ [C 1 , c 0 C 1 ] such that a starting valueâ 0 = cΛ results inâ 0 = f (n). Then, by the argument above, and by Lemma 8 (ii) (using f (n) (log n)/p), the process with a = cΛ will stop after 0 rounds with (1 + o(1))f (n) active vertices. Since C 1 is an arbitrary constant and since Λ = Θ(a th ), this will complete the proof of the theorem.
So consider a sequence (b t ) t≥0 defined byb 0 = c 0 C 1 Λ and by the same recursion (5), withâ replaced byb. Our goal is to show thatb 0 /â 0 = ω(pn). Writeb t = c tât andâ t = x t Λ. Using (7) and the fact that x t is monotonically increasing, we see that for all t ≥ 0, we have
In particular, if C 1 and c 0 are large enough, then we have c 1 ≥ 2c 0 and c t ≥ c k t−1 /2 for all t > 0. By induction it follows that for all t > 0, we have
Since f (n) ≥ 1/p, Lemma 6 tells us that 0 ≥ log k log(pn) − O(1), where the constant in the O(1) term does not depend on c 0 . Therefore, if c 0 is large enough, we getb
completing the proof.
Asynchronous Bootstrap Percolation
In the second part of the paper we consider the bootstrap percolation process with an additional temporal component. More precisely, we assume that all edges have independent delays distributed according to Exp (1) . Recall that these transmission delays correspond to the random variables Φ iv in the probability space introduced in Section 2.1. The main difference of this model to the synchronous case studied in the previous section is that the activation no longer takes place in rounds, but that vertices turn active at individual times. Activation times were defined in Section 2.1: given any ω ∈ Ω, and the number s of vertices that are active at some time t ≥ 0, the identity and activation time of the (s + 1)-st active vertex are determined by the value of ω in the subspace
Recall that we write t s for the time at which the s-th vertex turns active. Note that we may assume without loss of generality that no two vertices become active at the same time (except for the vertices in the starting set).
Initial Phases
The goal of this subsection is to describe the behavior of the process in the range where few vertices are active. In this range, inhibition does not play an important role.
Lemma 9. For every ε > 0, there exists a constant T = T (ε, k) > 0 such that the asynchronous process with a ≥ (1 + ε)a th and n −1 p n −1/k satisfies the following. For every constant C > 0, a.a.s.,
Proof. Let δ 0 ∈ (0, 1/2) be a sufficiently small constant. By Lemma 2, and since p n −1/k implies a ≥ a th = ω(1), we can condition the process on the event E that |E s | ∈ (1 ± δ 0 )(1 − τ )s holds for all s ≥ a. Moreover, by Lemma 3 (with η = 1/2), we know that for every a ≤ s = xΛ ≤ 1/(20kp) and r > 0, we have
for some positive constant c = c(τ, k) that is independent of r and x. By Corollary 3, a.a.s. the process reaches at least s 0 = min {1000Λ, δ/p} active vertices after some constant time T 0 = T 0 (ε, k), for an appropriate δ = δ(ε, γ, k) > 0. Starting from T 0 , we examine successive time intervals of lengths 1/2, 1/4, 1/8 . . ., respectively, and compute the number of active excitatory vertices after each interval. So, for every i ≥ 1, define
and let s i be the number of vertices active at time T i . We claim that a.a.s. we have
for every i ≥ 0. Write S i for the event that (10) holds for i. Since the lengths of our time intervals sum up to 1, the occurrence of i≥0 S i implies that at time T 0 + 1 there are at least δ/p active vertices. We will show by induction that
holds for all i ≥ 0. The case i = 0 is evident by the choice of s 0 , so let us assume that (11) holds for some i ≥ 0. Let
On the other hand, if A does not occur, then S i implies that s i ≥ 10 i+3 Λ, and in this case, we have
i+4 Λ}, using the definition of L 10 i+3 Λ (∆ i ). By (9), we have
for a suitable constant c > 0. Using the fact that Φ ∼ Exp(1), that k ≥ 2, and that e −x ≤ 1 − x/2 for 0 < x ≤ 1/2 we get
for all i ≥ 0. Then we get
Therefore,
j Λ , using the induction hypothesis. This completes the proof of (11). Finally, since
, it follows by the union bound that i≥0 S i occurs with probability 1 − o(1), i.e., that a.a.s. at least δ/p vertices are active at time T 0 + 1. Since T 0 is the first time at which min{1000Λ, δ/p} vertices are active, this also shows that the time to go from 1000Λ to δ/p active vertices is at most 1. Additionally, the same proof shows that a.a.s. for every i ≥ 0, the time from s i = 10 i+2 Λ to δ/p active vertices is at most T 0 + 1 − T i , which implies that a.a.s., the time to go from ω(a th ) to δ/p active vertices is o(1).
Let T denote the earliest time at which δ/p vertices are active. To complete the proof of (i-iii), it suffices to show that for all constants ρ > 0 and C > 0, a.a.s. at least C/p vertices are active at time T + ρ. Note that for a fixed vertex v ∈ [n], the events N − C/p = 0 and N + δ/p = k and max i∈E δ/p {X iv Φ iv ≤ ρ} occur simultaneously with some positive constant probability. Thus, by the Chernoff bounds (Lemma 1), we get that a.a.s. a constant fraction of all vertices, say cn vertices for some c = c(k, γ, ρ, C) satisfies these three conditions. Hence, by time T + ρ, at least min{cn, C/p} vertices are active. This proves the claim since C/p ≤ cn for large enough n.
End Phase -Proof of Theorem 2
Write a(t) for the number of vertices that are active at time t and write
for the number of excitatory/inhibitory signals that have reached vertex v at time t. For brevity, we will also write S(v, t) := S + (v, t) + S − (v, t). Observe that a vertex is part of the final active set exactly if there is some time t ≥ 0 such that S + (v, t) − S − (v, t) ≥ k. Thus, our main goal will be to describe the evolution of the random variables
However, before we get really started, we will prove some properties of most vertices during the end phase of the process.
Lemma 10. For every ε > 0, the asynchronous process with a ≥ (1 + ε)a th and n −1 p n −1/k satisfies the following. For all constants ξ ∈ (0, 1/3) and C 0 > 0, and for every sufficiently large constant C > 0, if n ∈ N is large enough, then with probability at least 1 − ξ, all but at most ξn vertices v ∈ [n] satisfy:
Proof. Fix some vertex v ∈ [n]. We will show that for a sufficiently large choice of C, the vertex v satisfies (i)-(iii) with probability at least 1 − ξ 2 . Then it will follow from Markov's inequality that the probability that more than ξn vertices fail to satisfy (i)-(iii) is at most ξ.
We first show (i). Recall that by Lemma 2 we may assume that with probability 1 − ξ 2 /8 we have
where, as before, E s denotes the set of excitatory vertices among the first s active vertices. We know that N + s (v) is binomially distributed with parameters |E s | and p. That is, given (12) an application of Chernoff bounds (Lemma 1) gives us
for some constant c that does not depend on ξ. We now apply a union bound argument to deduce that the claim holds for all s = (C + i)/p with i ∈ N 0 . Indeed, observe that i≥0 e −cξ
2 (1−τ )C ) and the term on the right hand side can be made smaller than, say, ξ 2 /8 by choosing C = C(ξ, τ ) sufficiently large. Now consider an s = (C + i + r)/p for some r ∈ (0, 1). Lets = (C + i + 1)/p. Then
whenever C = C(ξ, τ ) is sufficiently large. The lower bound for N + s (v) follows similarly. The statement for N − s (v) follows similarly, with |E s | replaced by |I s | and p replaced by γp. This then shows that (i) holds for v with probability at least 1 − ξ 2 /4. Next we show (ii). The statement is trivial if a > C/p, so assume otherwise. Assume further for the time being that N C/p (v) ≤ (1 + ξ)(1 − τ + τ γ)C, i.e., that v has only constantly many active neighbors at time t C/p . Note that by the previous point, v satisfies this condition with probability at least 1 − ξ 2 /4. Choose δ = δ(ξ) > 0 so that N δ/p (v) = 0 holds with probability at least 1 − ξ 2 /5. Since δ/p = ω(a th ) (this is implied by p = ω(n −1 )), Lemma 9 tells us that t C/p − t δ/p = o(1) a.a.s.. The probability that one of the (constantly many) active neighbors of v at time t C/p has already sent its signal to v is thus o(1).
Therefore, the probability that v satisfies both (i) and (ii) is at least 1 − ξ 2 /2 for sufficiently large n.
Lastly, let us prove (iii). Assume that v satisfies both (i) and (ii). By the previous point, this happens with probability at least 1 − ξ 2 /2. In particular,
If C is large enough, then with probability at least 1 − ξ 2 /2, at least C 0 excitatory neighbors of v will send their signal to v before time t C/p + ξ/2, i.e., S(v, t C/p + ξ/2) ≥ C 0 . However, by Lemma 9, we have t C/p + ξ/2 ≤ t 1/p + ξ, which shows that v satisfies (i)-(iii) with probability at least 1 − ξ 2 . As noted above, an application of Markov's inequality completes the proof.
Before we come to the technical part of the proof, we give an intuition for the result. Let us consider a typical vertex v at time t C/p . The previous lemma shows that, although v has many active neighbors at time t C/p , none of their signals has arrived at vertex v at that time. Moreover, we can assume that throughout the process, roughly the correct fraction of the neighbors of v are excitatory. I.e., when s vertices are active there are about (1 − τ )sp excitatory neighbors and τ γsp inhibitory ones. Recall that we assumed that the delays (the variables Φ iv ) are exponentially distributed, that is, they are memoryless, which means that every neighbor that has not yet sent its signal is equally likely to be the next to do so. Therefore, we would expect that, as the signals come in, the difference S + (v, t) − S − (v, t) performs a random walk with a bias close to 1−τ 1−τ +τ γ , in which case the probability that the vertex v becomes active is just the probability that such a random walk ever reaches k. This is the idea for the rest of the analysis. We will need the following two standard facts about biased random walks on Z.
Lemma 11. [22, Problem 5.3.1] Let X 1 , X 2 , . . . , X n be a sequence of independent random variables, each of which is equal to 1 with probability β ≤ 1/2 and −1 otherwise. Consider the biased random walk Z i = X 1 + X 2 + · · · + X i . Then the probability that there exists an i ∈ [n] such that
Lemma 12. Let X 1 , X 2 , . . . be a sequence of independent random variables, each of which is equal to 1 with probability β ∈ [0, 1] and −1 otherwise. Let
Proof. This is obviously true if β = 0, so assume from now on that β > 0. Denote by X + n the number of i ∈ [n] such that X i = 1. Then X + n ∼ Bin(n, β), and so by Lemma 1, we have 1 − e −ε 2 β/12 → 0 (n 0 → ∞).
This completes the proof, since if X + n ∈ (1 ± ε/2)βn, then we also have
as required.
For every vertex v ∈ [n] and every i ∈ N, define X (v) i to be 1 if the i-th signal arriving in v is excitatory, and −1 otherwise. Here we assume that in the asynchronous process, no two signals arrive simultaneously, which is the case with probability 1. Then we can define Z
i , and we know that the vertex v becomes active with the arrival of the first signal that causes Z (v) i to become k, if such a signal exists. As outlined before, we will show that Z (v) i follows (essentially) a random walk with bias
If τ ≥ 1/(1 + γ), then β ≤ 1/2, and by Lemma 11 we would expect that roughly nβ k /(1 − β) k vertices are activated. There are two problems which complicate the analysis: the first being that the processes (Z i ) i∈N is not a true random walk. However, the following lemma tells us that at least for the first C 0 incoming signals these problems do not matter.
Lemma 13. For every 0 < ε, ζ < 1/3, there exists some T = T (ε, k) > 0 independent of ζ such that for every large enough constant C 0 > 0, the asynchronous percolation process with a ≥ (1 + ε)a th and n −1 p n −1/k satisfies the following: for every large enough n ∈ N, with probability at least 1 − ζ, 
Proof. Assume first that τ > 1/(1 + γ) and note that this is equivalent to 0 < β < 1/2, where β is as in (13) . Let ξ = ξ(ζ) > 0 be sufficiently small (to be fixed below) and choose η = η(ζ) > 0 such that 0 < β − η ≤ β + η ≤ 1/2 and
Moreover, we may assume that η < ζ(1 − 2β)/3, which implies (2(β + η) − 1)C 0 + ηC 0 ≤ (1 − ζ)(2β − 1)C 0 (note that 2β − 1 is negative). We will apply Lemma 11 for β − η and for β + η. Clearly, whenever C 0 = C 0 (η) = C 0 (ζ) is sufficiently large, then for both values the probability in Lemma 11 is within η of the limit if we only consider the first C 0 terms. We will also apply Lemma 12 with β + η, and we can assume that C 0 is so large that the probability that
be so large that we have C 0 ≤ ξ(1 − ξ)(1 − τ )C and that Lemma 10 guarantees that with probability 1 − ξ there exists a set V 0 ⊆ [n] of size at least |V 0 | ≥ (1 − ξ)n such that for all v ∈ V 0 we have
We will prove that for every vertex v ∈ V 0 and every time t ≥ 0 such that S(v, t) < C 0 , the first signal arriving in v after time t is excitatory with probability within β ± η. Moreover, we will show: ( ) these bounds hold regardless of the states of all other vertices.
Before proving this claim we show that this suffices to prove the first bullet point. Applying Lemma 11 with respect to β − η and β + η, together with our assumptions on C 0 and Lemma 10 we observe that the probability that a vertex v ∈ V 0 gets active by receiving the first C 0 signals is within (β±η) (14) . By applying Chernoff bounds (which we may, because of ( )), and since we may choose ξ = ξ(ζ) small enough, this then implies that a.a.s. at least ( 
k n − ζn vertices become active with one of the first C 0 incoming signals. (Note that the error that we get from Chernoff is in the order e −Θ(n) , which is smaller than ξ for all large enough n.) Similarly, a.a.s. at most (1 + ξ)(
vertices become active by one of the first C 0 signals. In addition, Lemma 12 (with β + η) and Chernoff bounds show that for at least
Since t 1/p + ξ < t 1/p + 1 can be upper bounded by a constant T by Lemma 9, this implies the claim of the first bullet point.
So consider some v ∈ V 0 and t ≥ 0 with S(v, t) < C 0 . Assume that the first signal that arrives at v after time t does so at time t * . Let s ∈ [n] be such that t * ∈ (t s , t s+1 ]. By (ii), we know that we have s + 1 > C/p, as no signals arrive before time t C/p . In the following, condition the process on the value of s. By the memorylessness of the exponential distribution, the conditional probability that the new signal is excitatory is
By our choice of C, we deduce that (i) implies that
Also, again by (i), we have
∈ (1 ± 3ξ)β for all s ≥ C/p. Therefore, if ξ is small enough, the probability of an excitatory signal is at least
Note that these bounds hold independently of the value of s. Now consider the case τ ≥ 1/(1 + γ), which is equivalent to β ≥ 1/2. For every η > 0, and every large enough C 0 (depending on η), by a similar argument as above, with probability 1−ξ, there exist a set V 0 of (1−ξ)n vertices such that for every vertex v ∈ V 0 , each of the first C 0 signals arriving in v is excitatory with probability at least 1/2 − η, and moreover, S(v, t 1/p + ξ) ≥ C 0 . Then, if C 0 is large enough, Lemma 11 and the Chernoff bound show that a.a.s. at least
k |V 0 | vertices of V 0 become active with one of the first C 0 signals, and for sufficiently small ξ and η this number is at least n − ζn. Since for the vertices of V 0 , we have S(v, t 1/p + ξ) ≥ C 0 , and since t 1/p + ξ can be upper bounded by a constant T (by Lemma 9) , this shows that a(T ) ≥ n − ζn.
It remains to prove that if τ ≥ 1/(1 + γ), then not too many vertices become active. This is the content of the following lemma. Lemma 14. For every ε > 0, the asynchronous percolation process with τ ≥ 1/(1 + γ), (1 + ε)a th ≤ a n, and n
vertices, where β is given by (13).
Proof. If τ = 1/(1 + γ), the statement is trivial since then β = 1/2. So assume that τ > 1/(1 + γ) and thus β < 1/2. Let ζ ∈ (0, 1) be arbitrarily small, but fixed. Let ξ = ξ(ζ) > 0 be sufficiently small (to be fixed below), and let C 0 = C 0 (ζ) > 0 be sufficiently large (so that we can apply Lemma 13 and the inequalities below hold). Lastly, assume that n is sufficiently large. Let V 0 be a set of n − ζn vertices such that
holds for every v ∈ V 0 and s such that S(v, t s ) > 0. If n is large enough, then such a set exists with probability at least 1 − ζ, by Lemma 10 (i) and (ii).
Recall that by Lemma 13, for every ζ > 0, for sufficiently large n with probability at least 1 − ζ at most β k n/(1 − β) k + ζn vertices get activated by their first C 0 incoming signals. Thus, we only need to to show that there are few vertices that get activated later than by the first C 0 signals. More precisely, we will show that for large enough n, with probability at least 1 − 3ζ there are at most 3ζn vertices v for which there is i > C 0 such that Z
Again by Lemma 13 with probability 1 − ζ there is a set U 0 ⊆ V 0 of size
C0 ≤ (1−ζ)(2β −1)C 0 for all v ∈ U 0 , for sufficiently large n. The proof will be complete if we show that for every v ∈ U 0 , the probability that Z (v) i = k holds for some i > C 0 is at most ζ 2 (the statement then follows from Markov's inequality and the requirement that only a n vertices are active initially). Given some v ∈ V 0 , write A (v) i,i * for the event that
Then it suffices to show that Pr
We first show that for every v ∈ U 0 and i ≥ C 0 , we have
For this, assume that j > C 0 is such that Z (v) j > (1 − ζ)(2β − 1)j. Let t be any time at which v has seen exactly j − 1 signals and assume that the j-th signal arrives in v at time t * ∈ (t s , t s+1 ]. In the following, condition on the value of s. By (15), we know that
+ (v, t * ) − j and our assumption on Z (v) j we get
where for the last inequality, we used the facts that S(v, t) = j − 1, that 2β − 1 is negative, that j > C 0 , where C 0 is sufficiently large, and the fact that we may choose ξ = ξ(ζ) to be sufficiently small. Then we have
By Lemma 11, this means that for every i ≥ C 0 such that (i) holds, the probability that there exists some i * for which (ii) and (iii) hold is at most
where, since β < 1/2, we can assume that (β + ξ)/(1 − β − ξ) < 1. For large enough C 0 , the union bound yields
Proof of Theorem 2. The statement for τ ≥ 1/(1 + γ) is an immediate consequence of Lemmas 13 and 14.
For the case τ < 1/(1 + γ), we know by Lemma 13 that if T = T (ε) is sufficiently large, then s = n − o(n) vertices are active at time T , which takes care of the first part of this case.
For the case τ < 1/(1 + γ) and p = ω(log n/n), the Chernoff and union bounds show that a.a.s. every vertex v ∈ [n] is such that N 
Biological background of the model
In the main body of the paper we presented the bootstrap percolation model in an abstract way. In this section we lay out how to interpret the model in terms of neurobiology. From an abstract point of view the importance of a normalization operation is easily explained [47, 12] : if input activity increases uncontrollably this would result in much too high levels of activity throughout the brain; epileptic seizures are a well-known result of such an overactivity. On the other hand, if an input signal triggers only a small level of activity, then the signal gets lost in the background activities of the neurons. Input normalization has also the additional benefit of maintaining a high information capacity. Indeed, an "all-or-nothing" behavior reduces the information contained in the initially active set to merely a single bit, whereas, if the process stops with a non-trivial fraction of the vertices, then the final active set still captures essential features of the starting set, which can be exploited further.
There is strong evidence that so-called cortical micro-circuits are the most basic higher-order building blocks of computations [19, 11] and that they perform input normalization [47, 20] . It has also been suggested that assuming random connectivity within the layers of such a micro-circuit is a plausible approach [32] ; in particular, it is known that locally the connections between cells are not governed by geometry [46, 50] . It is thus plausible to choose an Erdős-Rényi random graph as an underlying model for studying the dynamics of input normalization within a cortical micro-circuit. It is also known that the number of synapses that stem from external input into such a micro-circuit is extremely low [8, 9, 16] . Our model can thus be viewed to represent a small region of the brain with diameter 300-500µm of a few thousand neurons, in which the external input ensures the activation of a 'starting set', and local connectivity then starts a bootstrap percolation process that is regulated by the inhibitory neurons.
Neurons and Synapses
The ratio of excitatory and inhibitory cells in the brain is roughly 4 : 1 [8] . However, many excitatory cells have long-reaching axons, while most neurons that connect only locally (interneurons) are inhibitory. Thus, in a small region of the brain, the number of targets from an excitatory vertex in this region is much smaller than the number of targets of an inhibitory vertex (γ > 1), making up for the higher number of excitatory neurons [42, 25] . It is generally believed that these effects allow inhibition to prevent excitation from activating all neurons in a region [28, 15, 35, 21, 58] .
Transmission Delays The transmission delay in axons and dendrites is determined by two quantities: the distance the signal has to travel through either of them, and the speed of the signal. Since dendrites and axons extend over several hundreds µm, a signal between two close-by neurons typically travels a much longer way than the distance between the cell bodies. The effect is so strong that distance that the signal travels is not governed by the distance of their cell bodies [51] . Moreover, only recently it was discovered that axons have very individual transmission speeds [54] . Not surprisingly, the time that the signal travels varies highly even between close-by neurons [43, 52] . Thus it seems that the asynchronous model presented in this paper is much closer to reality than the synchronous one. We could not find any attempts in the literature to specify the distribution of transmission times beyond the observation of a high variance compared to the mean value [43, 52] . Our choice, the exponential distribution, satisfies this property. In addition, the memorylessness of the exponential distribution simplifies the proofs considerably.
Activity and Dynamics After decades of research, it is still unknown how spikes (action potentials) in the brain encode sensorical and cognitive information. The famous experiments of Hubel and Wiesel [27] indicates that information is encoded in the firing rate of certain neurons. On the other hand the speed in which cognitive tasks like recognition are performed indicates that at least for certain tasks only single spikes matter. E.g., when humans are asked to discriminate between pictures of animals and non-animals, then task-related eye-saccades can be observed after 120ms [33] . This amazing speed leaves little room for any feedback loops or rate based encoding. Thus it seems that at least some type of hypothesis forming is done in a single feed-forward sweep of information, based on at most one spike per neuron. Various other physiologic and psychologic experiments came to similar conclusions [40, 53, 2, 14, 23] , see also [31] for a review. In other words, it seems likely that some information is transmitted in one way or another quickly from region to region. The situation that our models aims at is what happens in one such region, in a time frame of 10-20ms. To capture this effect we call a neuron active if it emits at least one spike within such a short time period, and we ignore any further spikes of this neuron. In this way we model precisely the first sweep of activity in a region.
Related Work In this paper we aim at providing a model for how a fast, synchronous sweep of activity can propagate through different areas of the brain, thereby controlling the activity by local, recurrent excitatory and inhibitory connections. Each of the problems have been well-studied separately: on the one hand, it is well-understood (in terms of computer simulations) how recurrent neural networks can support and normalize ongoing, irregular input [3, 10, 44, 57, 38] . However, Vogels and Abbott have shown [55] that this type of network is only able to transmit rate-based input but that it is not able to propagate a synfire signal. On the other hand, pure feed-forward networks (so-called synfire chains) are capable of propagating synfire signals [18, 36, 37] , but the resulting synfire chains are far from normalizing: either there is excess inhibition, so that the signal dies out, or there is excess excitation, in which case a synfire explosion occurs, i.e., eventually the complete target region spikes. Even small deviations from perfect excitation-inhibition balance let the system tip to one or the other direction [39, 56] , see also [17] for a discussion. Only recently researchers have started to reconcile both approaches as a feed-forward network in which each layer is a balanced recurrent network [37] . In this paper we use percolation theory to provide a model for what happens within one layer of such a network. So far, percolation theory has only been used for probabilistic cellular automata, possibly coupled by negative links [48, 34] , but it has not been used to study networks of excitatory and inhibitory units.
Our Contribution We use bootstrap percolation to provide a model for what happens within a recurrent network that can be thought of as one layer of a (generalized) synfire chain. Our hypothesis is that a signal arriving in region A activates only a few neurons. Then by lateral connections, activity spreads rapidly within layer A until it is strong enough to activate some neurons in B. Afterwards, the activity stops in layer A. We coined the term controlled explosion for this phase because it combines two seemingly irreconcilable goals: spread of activity (i) happens with the speed of an explosion, but (ii) must stop before a synfire explosion occurs, i.e., it must stop at a certain level that is still considerably less than complete activation. Our approach shows that even a very simple model can achieve these goals simultaneously.
Simulations
The results from our paper are asymptotic in nature. However, since our main motivation comes from biology, we check here, by way of simulation, that the results do hold in a range that is bioplausible. Guided by the size of a cortical micro-circuit, we tested our predictions for 7000 neurons. Figure 1 shows that indeed even with so few neurons, asynchronous bootstrap percolation boosts a small initial activity, ending up with a well-predictable target size. Here the number of vertices is n = 7000, we fix the number of excitatory vertices to (1 − τ )n and the number of inhibitory vertices to τ n. Further, a = 100, k = 3, γ = 5, and p = 0.1. The difference between the two settings is that in one τ = 0.3 (blue) and in the other τ = 0.2 (red). We find that even for such a small value of n the number of active vertices is close to its predicted values, ≈ 700 and ≈ 3600, respectively.
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