In this paper, we describe a methodology for proving termination of logic programs. First, we introduce U-graphs as an abstraction of logic programs and establish that SLDNFderivations can be realized by instances of paths in the U-graphs. Such a relation enables us to use U-graphs for establishing the universal termination of logic programs. In our method, we associate pre-and post-assertions to the nodes of the graph and ordered assertions to selected edges of the graph. With this as the basis, we develop a simple method for establishing the termination of logic programs. The simplicity/practicality of the method is illustrated through examples.
Introduction
One of the most important features of logic programming is its declarative semantics. That is, one can consider the programs to be self-specifying as they are non-procedural, and hence do not need elaborate correctness proofs. There can be a debate about whether it is meaningful to talk about verifying logic programs. It will however be di cult to justify arguments against methods for establishing termination of logic programs. In fact, any An earlier version of the paper was presented at STACS 91. y Most of the work was done while the author was with Department of Computer Science, Pennsylvania State University, University Park, PA 16802.
z Correspondences may be sent to this address.
one who has written logic programs has to confront sooner or later, the possibility of a program unleashing an in nite computation either because of a bug in one's program or due to the idiosyncrasy of an interpreter being used for a logic programming language. The need for additional information (assertions) for proving termination of logic programs from the declrative semantics follows from the fact that properties of logic programs such as form of procedure calls, success patterns of terms etc. that are usually used by programmers for reasoning about the correctness (partial or total) of programs, are inexpressible in terms of the declarative semantics 13]. The primary aim of this paper is to develop a methodology for establishing termination of logic programs. From Floyd's 17] fundamental work on termination, it is clear that any method 1 of showing termination involves discovery of a well-founded set with respect to a given set of initial assertions. Our approach is motivated by the works on termination of term-rewriting techniques 12]. In our approach the discovery of well-founded ordering is localized by representing the program as an U-graph. The basis of the method can be informally understood by analyzing SLDNF derivations. For showing the universal termination of the program with respect to the given query, we have to show that all the subgoals give rise to only nite derivations (whether it succeeds or fails). Let us consider an SLDNF derivation where the ith goal (G i Now, if we can show that the order of G i+1 decreases with respect to G i , then it would enable us to show the termination of the programs. However, it is important to note that just establishing the decreasing nature for the right-hand side (or the body) of the chosen clause with respect to the uni er i+1 is not su cient; the decreasing order should be established for the set of all goals in G i+1 with respect to the uni er. It can be easily seen that if the predicates are non-recursive, then the task is trivial. However, if there are recursive predicates then showing the niteness of the SLDNF tree is non-trivial. It is here that the abstraction of the program in terms of the U-graph helps. Recursive predicates can be identi ed through the cycles of the graph. For proving the correctness of programs, we introduce assertions on vertices and edges in a selective manner and a well-founded order. For purposes of covering each goal, a set of edges that belong to cycles of the U-graph are selected and assertions (referred to as ordered assertions) are attached. Using this set of assertions, the termination of logic programs is established relative to the given set of assertions (for nodes of the U-graph and selected edges of the graph). The reasons for using assertions only for selected edges rather than for every edge will become clear in the sequel. Such an approach has two advantages: rst, the e ort of nding a well-founded order is localized and secondly, the localization property enables us to use some of the techniques of term-rewriting (cf. 12, 20] ) for arriving at appropriate assertions. 1 Irrespective of whether the program is deterministic, nondeterministic, backtracking etc.
The main contribution of the paper is that it provides a method for showing the termination of the programs by analyzing the term-structure of the program. The method can be used for establishing the universal termination of logic programs. Further, it can be used for proving termination of Prolog programs (as in 2]) taking into account the selection rule.
The rest of the paper is organized as follows: Section 2 provides a brief survey of termination of logic programs. Section 3 introduces the U-graph and the speci cation language of assertions is described in section 4. Various safety properties of assertions are introduced in Section 5. The method of establishing termination is described with an example in Section 6. In Section 7, we establish the soundness and completeness issues of the method. Section 8 discusses the heuristics for arriving at the pre-and the postassertions followed by a discussion of the method in section 9. Throughout the paper, we follow the de nitions and notation given in 3, 27] unless otherwise stated.
Termination of Logic Programs
In this section, we provide a brief account of the spectrum of methods that have been used for proving termination of logic programs. Our primary aim is to highlight di erent techniques that have been used for proving termination of logic programs rather than provide an exhaustive survey. For a survey, the reader is referred to 15]. In the brief account given here, we rst introduce some of the widely used notions of termination of logic programs and then, discuss the main features behind the various techniques of proving termination of logic programs.
Notions of Termination of Logic Programs
Broad notions of termination of logic programs have been envisaged in 35] . One interpretation is that a program terminates i it either fails nitely or produces a successful derivation. This is referred to as existential termination. Another interpretation is that a program terminates if and only if all the derivations are nite. This is referred to as universal termination. That is, the above notions correspond to nding one and every solution of a program respectively. It may be noted that the property of universal termination is sensitive only to computation rule (i.e., subgoal selection rule) whereas existential termination depends on the selection rule as well as the clause selection rule (i.e., search rule).
A logic program P is said to strongly terminate with respect to G if every SLD-tree for P fGg is nite. That is, G terminates for all computation rules. Note that the notion of strong termination is stronger than universal termination. A program P is said to weakly terminate with respect to G if there exists a nite SLD-tree for P fGg. That is, G terminates for some computation rule.
Another notion of termination referred to as left termination has been introduced in 2] taking into account Prolog's left-to-right selection rule. A program P is said to be left terminating with respect to goal G if the SLD-tree for P fGg is nite with respect to the leftmost (as in Prolog) selection rule.
Techniques of Proving Termination
There has been a considerable amount of work in the past few years devoted to the issue of termination in the area of logic programming. For the sake of convenience, we broadly categorize (not necessarily disjoint) the works on termination of logic programs into:
1. Proof Systems: These works resemble the works on total correctness of traditional programs. in the traditional sense) based on the notions of guarded directions and parameterized invariants for guarded commands. Basically, they seek for a well-founded variant function that is decreasing on the sequence of computation states. This approach appears to be unduly complicated, as one has to use the proof rules for describing the execution behavior of the interpreter also for reasoning about the termination of programs. For this reason, the proofs of even very simple programs become very complex with such an approach. However, the most interesting aspect of the technique is that it caters to Prolog's search and computation rules.
Baudinet 5] describes semantics of Prolog programs taking into account various control aspects including cuts. The method consists of associating a system of functional equations whose least x point de nes the meaning of the program. Many termination and nontermination issues can be formulated as a problem in rst order logic and proved using structural induction. Such a formulation makes it possible to use some of the existing theorem provers. However, it is not clear as to how e ectively the termination properties of logic programs can be automatically established. 2 The work of 13] is concerned with the development of a proof system for establishing partial correctness of logic programs using the inductive assertion method.
Characterization of Termination Vasak and Potter 35] have introduced various notions of termination discussed above and have developed characterizations of the class of universal terminating goals for a given program with respect to selected computation rules using x point operators. However, these characterizations cannot be used e ectively for proving the termination of logic programs.
Bezem 7] characterizes a class of logic programs referred to as recurrent programs based on the notion of level mappings (i.e., a function assigning natural numbers to ground atoms).
A program is called recurrent with respect to level mapping j j, if for every clause A B 1 ; ; B n in ground(P), jAj > jB i j for all i. Bezem has shown that a logic program terminates if and only if it is recurrent and every totally recursive program is computed by a recurrent program. Note that the characterization ignores selection rules. Apt and Bezem 1] combine the notions of strati cation of programs and level mappings and introduces a class of programs referred to as acyclic programs. It is also argued that acyclic programs terminate for a large and a natural class of general goals and further, the class of programs can be used for temporal reasoning.
Apt and Pedreschi 2] provide a framework for studying left-terminating programs. The framework is provided by combining the notions of level mapping and recurrent programs envisaged in 7, 9] with model construction methods. The authors introduce a new class of programs referred to as acceptable programs. Informally, a program is said to be acceptable if for all ground instances of the clauses of the program and some level mapping and a model, the level of the head is smaller than the level of atoms in a certain pre x (determined by the model of the program) of the body. The authors establish that the two notions of left-termination and acceptability coincide.
One of the distinguishing features between logic programs and term rewriting systems is the presence of local variables in the former. Shyamasundar et al. 33 ] provide a characterization of termination of logic programs through the termination characteristics of term rewriting systems. The study shows that termination characterization of term rewriting systems can be e ectively used for establishing termination of logic programs. Practical techniques for establishing termination are reported in 21].
Automatable Techniques for Proving Termination
One of the most versatile tools that has been in use for checking termination/nontermination has been the tools for loop checking. The main purpose of loop checks are to reduce search space without pruning solution space { thus, gaining e ciency without loosing soundness. A theoretical basis for loop checking has been provided in 8]. A loop check is said to be sound if it does not prune an SLD-tree to such an extent that solutions are lost. It is said to be weakly sound if its application results in the loss of some solutions but not the loss of all solutions. If the loop check results in a nite space it is said to be complete. A spectrum of concrete loop checks lying between sound loop checks and complete loop checks has been discussed in 8].
Ullman and van Gelder 34] has been one of the rst works in the development of automatable methods for proving termination of logic programs and deductive databases. The method is based on generating a set of linear inequalities of the form p i +c p j to describe inter-argument inequalities of the predicates for the given program and the query under the assumption that there are no function symbols other than the cons operator on lists. The satisfaction of these inequalities provides a su cient condition for establishing termination of the program. Pl umer 30] Bezem 7] and provide methods to arrive at natural level mappings using abstract interpretations with the intention of making the method amenable for automation.
A transformational methodology of transforming a given well moded logic program to a rewrite system preserving termination characteristics has been envisaged in 21]. The primary motivation of such an approach has been to exploit the powerful techniques and the tools available for showing the termination of term rewriting systems. In fact, the method does not have restrictions such as those prescribed for the methods of 30, 34] and the method has been used to show the termination of several benchmark programs illustrated in 2] and to prove the termination of prototype ProCoS compiler 22]. It may be noted that proving termination of the ProCoS compiler falls outside the scope of 30, 34] . One of the most interesting aspect of this method has been the mechanizability of the technique and the e ective use of theorem provers such as RRL 20], REVE 25], ORME 26] etc. The method has also been adapted for proving termination of parallel logic programs 24].
In the following sections, we discuss a formal approach for proving termination of logic programs using a graphical abstraction of logic programs. The method has the distinct advantage of exploiting programmer's intuition and term structure of the program for proving formal properties (including termination) of the program e ectively.
U-graphs
In this section, we introduce the main tool, U-graph 3 , for analyzing logic programs. Relationship between U-graphs and SLDNF derivations is established through the notion of g-trees that relates a path in the U-graph and a sub-derivation of a given SLDNF derivation.
Graphical abstraction of logic programs has been in use for the analysis of normal programs. One of the most widely used abstractions is the signed dependency graph 23, 10] .
In a signed dependency graph, the set of predicate symbols form the vertex set and the set of edges are pairs < p; q > where p is the predicate symbol of the head of a clause C and q is the predicate symbol of a literal occurring in the body of C. In a sense, the relation is obtained by ignoring the arguments of the literals in each clause of normal programs. Though the construct is a succinct abstraction for several purposes, it discards too much information. In this section, we introduce U-graphs as an abstraction of a normal program from which we can abstract not only the signed-dependency relation but also the necessary uni cation information for establishing termination.
Without loss of generality, we assume that there are no common variables between any two clauses in a given normal program. In any clause C, we consider literals in the head and the body of C as distinct literals; we resort to subscripting the literals whenever one or more literals with the same predicate symbol appear more than once in the clause. For instance, the literals with the same predicate symbol in the clause p(s(X)) p(s(X)); :p(X )
are subscripted as illustrated below:
De nition 3.1 (U-graph) Given a normal program P, the U-graph U(V; E) of P is a directed graph, where the set of vertices V is the bag of all atoms occurring in P, and edge < A; B >2 E if either The U-graph of P is shown in Figure 3 .1.
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The relationship between SLDNF derivations and U-graphs enables us to con ne ourselves to U-graphs for analyzing the termination of programs. The formal equivalence between instances of paths in U-graphs and SLDNF -derivations is given in the appendix.
Speci cation Language for Assertions
In this section, we de ne the metalanguage for assertions. The assertions are basically used for specifying properties that are inexpressible in terms of the declarative semantics. Typical properties include the actual form of procedure calls and successes, mode declarations etc.
The metalanguage as speci ed below can also refer to nonground terms (this aspect turns out to be useful in explaining the concept of a logical variable in a program). We rst extend the Herbrand base to the set of terms which consists of functions, constant symbols and an enumerable set of variables. We de ne extended Herbrand universe of program P, denoted U E P , to be the Herbrand base obtained from the set of terms consisting of function symbols, constant symbols and an enumerable set of variables. Our method requires assertions for the vertices and edges for the U-graph derived from the program. The speci cation language for the assertions is an extension of the speci cation language de ned in 13]. Let the object language be the language of clauses. For the meta-language, we use the extended Herbrand base of the object language as our domain of interpretation since we are interested in describing relations on (object language) terms. The speci cation language is formally described below. The functors and teh predicate symbols of the meta language de ne below pertain to some basic operations and relations. var(T) i T is a (object language) variable. ground(T) i T is a (object language) ground term. T / U i T is a proper sub-term of U. T U i the terms T and U are variants of each other (they di er at most in the names of their variables). disconnected(V 1 ; : : :; V n ) i no variable occurs in more than one of the terms in fV 1 ; : : :; V n g. subterm(T; U; I) i T /U and I is the corresponding selector (assuming any xed way of assigning selectors to subterm occurrences).
5. Logical constants: true, false, quanti ers and connectives:^, _, ), : : :. 6 . Formulas: standard de nition. represented in the U-graph. For instance, the property of sharing variables among the literals in the body of a clause is not available in the U-graph. However, the assertion language is rich enough to carry this information.
2. It is only when a signed edge < A; B > is used in a derivation, i.e., B becomes the selected subgoal, for some substitution , the assertion attached to A becomes applicable. Using the producer-consumer concept, one could arrive at a proper ordering with reference to a given computation rule. This would become clear in the sequel.
3. Another aspect we need to consider is the computation rule. In this section, we consider a general computation rule rather than just the Prolog computation rule. The main idea of the computation rule is to provide the order of evaluation of the goals in each clause. This can be captured as a partial ordered set. For example, the partial order relation A < B corresponds to the interpretation that A has to succeed before B can be selected. 
<> Note:
(i) P OS = corresponds to the fact that any literal in the body can be chosen in any order.
In this case, condition 1 simply becomes
(ii) If n = 0, i.e., H = p(t 1 ; : : :; t m ) is the head of a unit clause, then condition (2) reduces
and condition (1) becomes vacuous.
(iii) Essentially, relation (1) shows that if the subgoal B k in the clause depends on the variables of some subset of the literals in the clause, say fH; B i 1 ; : : :; B im g, i.e., (i j ; k) 2 P OS ; j = 1; : : :; m, then the pre-assertion of H after uni cation with the goal together with the post-assertions of B i j , for 1 j m, should imply the pre-assertion of B k . Relation (2) shows that the pre-assertion of H and the post-assertions of all the subgoals B i in the body of the clause whose head is H should imply the post-assertion of the head of the clause.
(iv) If it is a Prolog clause then (1) becomes
That is, the partial order set is nothing but left-to-right order.
(v) Thus, P OS re ects the dependence of an atom in the body on the othere literals in the body. Thus, it is natural to keep it minimal for proving stronger properties. 1. The selection rule de ned through the partial ordered set can be understood in an easy way if we consider the special case of moding of the clauses or program 6 . In the case of moding, we have to make sure that there is partial ordering of the subgoals.
It may be noted that the variables in F b
B k and F a B k are sensitive to the substitutions applied in a SLDNF-derivation. In condition (1), although we do not explicitly show the substitutions, it should be clear that the condition only depends on the answer substitutions of the subgoals B i 1 ; : : :; B im , where (i j ; k) 2 P OS . This also shows that the computation (selection) rule also plays a very important role in assuring that condition (1) can be satis ed; we shall discuss this in a later section. 3. Instead of using the natural order (Prolog order, i.e., from left to right) of subgoals in the body of a clause, we use a partial order set which contains the necessary dependent relation among the subgoals to highlight the ability of our method for general computation rules including parallel computation rules.
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De nition 5. 
The relation (5) corresponds to saying that after unifying the subgoal B with the heads of clauses, the pre-assertion of B should imply the pre-assertions of the heads of clauses with respect to their mgu's. In other words, this condition corresponds to the enablement of the input clauses. The relation (6), corresponds to saying that the values consistently passed by the heads of the clauses to the subgoals. satisfy the post-condition of the subgoals.
Conditions (1), (2), and (5) are similar to the su cient condition (SC) of the main theorem in 13]; however, there is no condition in SC corresponding to (6) . The reason is that the analysis in 13] is based on global analysis, i.e., using predicate symbols as the underlying elements; whereas, we use a local analysis, i.e., use occurrence of the literals as the underlying elements. In 13], for each u-edge 1.b) ). However, it is easy to see that once clause E 1 is used as an input clause, there is no nite SLDNF-derivation. Condition (3) says that after uni cation, the order should not be increased. The necessity of this condition follows from the following example.
Example 5.3 Consider the following program:
It appears that we can establish order assertions to satisfy all the above conditions except . Consider the goal p(X). We can see that in each derivation step, the uni cation essentially raises all orders of subgoals obtained in earlier derivation steps. Hence, even if we locally nd the reduction of orders of the head and the subgoal in E 2 , we will not be able to establish termination. <> Finally, condition (4) says that an instance of the head of clause whose body containing a strictly decreasing edge is mapped to the least element of W, the well-founded set to which all ordered assertions map, then no derivations can apply the instance of an input clause. In other words, uni cation will not be enabled at this point.
In the next section, we shall see an example of safe order assertions.
Steps of the Method
In this section, we introduce the steps of the method to prove termination of logic programs. Before proceeding with the steps, we de ne the notion of extended programs that accounts for the goal also 
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As mentioned above, (W; <) denotes a well-founded set, and 0 is used to denote a generic name for representing the zero elements in W.
Let P be the given normal program and G L 1 ; : : :; L m be the given normal goal. Let P (G) be the extended program of P and and U(V; E) be the U-graph of P (G).
Steps Given 1. the pre-and post-assertions at the vertices of V , and 2. the ordered assertions for selected signed cyclic-edges of U(V; E), the method establishes The above relation shows that choosing this direction corresponds to climbing down the wellfounded chain. Assuming that the vertex assertions are properly chosen, it can be observed that in the case of a vertex with non-zero number of outgoing edges and O(1:A; : : :; n:A) 6 = 0, the subgoal uni es to at least one head of some clause without increasing the order. From the above informal argument, one can infer the existence of a global well-founded ordering.
As we are not considering the search rule, it should be clear that we establish universal termination. The method is illustrated by the permutation program given below. Figure 6 .1. Let P OS be the set corresponding to the left-to-right selection (computation rule). The assertions associated with the various vertices (using A i as the general name of the vertex) are given below: Recall that / stands for proper subterm relation (note that it is a well-founded ordering).
Example 6.1 Consider the following program PERMUTE discussed in example 5.1 and goal G permute(s; t). The U-graph of PERMUTE (G) is shown in
Let the well-founded set W be the set of natural numbers. There are two non-trivial SCC's in Figure 6 .1, and each of them contains only one signed-edge. Therefore the only choice to form cycle cuts for these two non-trivial SCC's are the sets f< p(T terminates by a computation rule (i.e., the partial ordered set) associated with the A-sets of the heads of all non-unit clauses. It may be noted from the discussion in 2] that the permute program is not recurrent but acceptable. This follows from the fact that recurrent programs ignore computation rules whereas acceptable programs do consider computation rules. Our method considers the computation rules for showing termination. Thus, if the query permute(x; t) where x is not ground and t is ground, we can arrive at a computation rule (in this case, right-to-left) for which the termination can be proved.
Soundness of the Method
In the appendix (cf. Theorem 10.1), we have established that an inconclusive SLDNFderivation corresponds to an in nite path in the U-graph through the notions of extended SLDNF derivation and g-trees. In this section, we show that the method described in the earlier section is sound using the results proved in the appendix.
De nition 7.1 Given an extended normal program P (G) of a normal program P and a normal goal G with U-graph U(V; E), let F be the set of assertions attached to vertices in V . Assume that for each H in V H , the A-set of H is consistent with respect to a partial order set P OS (H). As explained already in the discussion of de nition 5.2, the partial order set captures the minimal information relative to the selection rule. We say that a computation rule is consistently safe with respect to F if, for each clause H B 1 ; : : :B n , subgoal B i is selected only when all B j succeed, for all j, (j; i) 2 2. there is a safe set of order assertions attached to all signed edges involved in cycles, then P f goalg has nite SLDNF tree via a consistently safe computation rule with respect to F . proof : By simple induction on the length of SLD (SLDNF)-derivations, it is easy to see that under any consistently safe rule with respect to F , the pre-condition of selected subgoal is always satis ed at any SLDNF derivation. Further, by the safety of order assertions it follows that there is a well-founded ordering over all instances of paths in the strongly connected component. Now, let us suppose that there is no nite SLDNF tree. Then, from Lemma 10.2, there must be an in nite extended SLDNF-derivation (cf. De nition 10.7), having the g-tree G 0 = G; G 1 ; : : :. Now, from Theorem 10.1, it follows that the in nite branch corresponds to an instance of an in nite path in the U-graph. This contradicts the premises that the order assertions form a well-founded order set. Thus, there cannot be an in nite SLDNF-derivation. Hence, the theorem follows.
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Now, let us see whether for every terminating logic program, we can derive an asserted program as described above. For this purpose, we con ne our attention to positive 10 Horn clause programs (hence, SLD derivations). We do this by applying our method for recurrent programs discussed 11 in 7] . It has been shown in 7] that every total recursive recursive function can be computed by the class of recurrent programs and further, recurrent programs terminate for all bounded goals, i.e., goals whose instances are below some xed level. In the following, we sketch a method of getting order assertions from the U-graph of a recurrent program. Let P be a recurrent program, i.e., it is recurrent with respect to a level mapping j j. Then, we have, For every clause of the form A B 1 ; ; B n in ground(P), jAj > jB i for all i. Now, we can use ">" as the order for the edge < A; B i > in the U-graph; in this way, we can assign an order assertion for every edge. With this as the basic set of order assertions, the proof of termination follows in a trivial way relative to the bounded (which again can be speci ed as pre-assertion in our meta-language) queries.
Thus, it follows, that we can indeed derive an asserted program for a terminating de nite logic program. In a similar way, we can derive an asserted program for left-terminating programs as well.
Heuristics for Assertions
In this section, we brie y discuss some heuristics to arrive at assertions and order assertions for a given program and a given goal. Although our method can be used for establishing logical correctness as well as termination of the programs, we shall con ne our attention to termination aspects in the sequel.
Besides the information of the (syntax) structure of the given program, the most important information lies with the given goal. In most cases, the information from the given goal leads to input-output patterns of arguments of the heads and subgoals of the clauses of the programs. Thus, the rst step for guessing assertions is to obtain as much information as possible from the goal. This can be done by examining the corresponding U-graph from the root goal of the extended program to all reachable nodes in a top-down fashion. It may be noted that the top-down data-ow analysis focuses on the input information (e.g., modings) as illustrated in the following example. 
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For simple cases such as SUBTRACT, the next step to derive termination would be to derive order assertions for recursive calls (subgoals), i.e., nodes in non-trivial SCC's in the U-graph. In this example, the only signed-edge < H; B > involved in the non-trivial SCC has the following property:
The literal B is uni able with heads of rules S 1 and S 2 whenever the second argument is uni able irrespective of the terms to which the rst and third arguments get bound from H (they always succeed).
Thus, for establishing termination, we have to look for the possibility of non-uni ability of the second argument; otherwise, the SLDNF-derivation will be nonterminating. From the above analysis, it can be seen that each time the recursive subgoal B appears in the derived goal, the second argument of B remains ground if the second argument in the top level goal sub(t 1 ; t 2 ; t 3 ) is ground. In addition, we may nd from the syntax an ordering relation based on the size of symbols in the second argument of B. That is, we can de ne the order assertions for < H; B > de ned as O <H;B> = size(2:B). Let us place the restriction that the second argument t 2 in any goal sub(t 1 ; t 2 ; t 3 ) is ground. This corresponds to saying that 2:H and 2:B are ground. From clause S 2 , we can observe the following relation between the second argument of head H and the second argument of subgoal B (recall that s t means that s is a subterm of term t):
This shows that for each recursive call, size(2:B) does decrease. Furthermore, when size(2:B) = size(Y ) reaches 1, then B fails to unify to H. Now, the safety of the order assertion attached to < H; B > follows since the U-graph contains only one simple cycle consisting of < H; B >. Hence, we can conclude the termination of SUBTRACT f sub(t 1 ; t 2 ; t 3 )g provided t 2 is a ground term.
Next, let us look at a more complicated example. In this example, it should be clear that a simple data-ow (top-down) analysis will not be enough for showing the termination of the non-trivial SCC, S GCD consisting of fH 3 ; B 3 ; H 4 ; H 4 g. However, it can be seen that the producer-consumer concept and a bottom-up style analysis with reference to subgoal S 3 (resp. S 4 ) in the body of clause D 3 (resp. D 4 ) can provide information necessary for establishing termination. Bottom-up analysis shows that whenever the subgoals S 3 and S 4 succeed, the success pattern of their arguments (outputs) always carry some information which was discarded in the analysis of the previous example.
Producer-consumer concept enables us to show that the information generated by S 3 (resp. S 4 ) in the body of D 3 (resp. D 4 ) can be passed to B 3 (resp. B 4 ) for establishing the wellfounded relation over recursive subgoals B 3 ; B 4 and heads H 3 ; H 4 . An easy way to carry output information of subgoals S 3 and S 4 , is to strengthen especially the post-assertions of predicate sub used earlier, as follows: It is interesting to point out that the safety property of assertions is very useful to verify the e ectiveness of output information when the recursive subgoals are involved in general cases.
From the above newly derived assertions, we can get the following relations, 
where is an answer substitution of S 3 . Later, we shall see that this information indeed can help us to derive a safe order assertions for edge < H 3 ; B 3 > and < H 4 ; B 4 >. Based on (7) { (10), we can derive assertions for all nodes in the U-graph of GCD as given below:
< Together with the newly derived assertions for U; H; B of the previous example, we can easily check that the assertions are safe and consistent.
The remaining work is to look for order assertions for the non-trivial SCC S GCD . The only possible cycle cut in S GCD is f< H 3 ; B 3 >; < H 4 ; B 4 >g. Using analysis given above, it is easy to arrive at the following assertions: Since 1:H 3 and 2:H 3 (resp. 1:H 4 and 2:H 4 ) are ground, and subgoal B 3 (resp. B 4 ) is selected only when S 3 (resp. S 4 ) succeeded, by (7) { (10) The safety of order assertions now follows easily.
To sum up, the above analysis establishes the termination of GCD f gcd(s 1 ; s 2 ; s 3 )g provided that s 1 and s 2 are ground terms. <>
In general, we suggest the following broad steps for showing the correctness of programs through our method: step 1. Derive pre-assertions from the information obtained from the given goal, e.g., modings for all reachable nodes from the root in the U-graph by top-down data-ow analysis. step 2. Establish consistency and safety of assertions. step 3. Derive all possible order assertions for signed-edges in a bottom-up fashion, i.e., derive order assertions starting from the lowest SCC's to the root SCC's, in the condensed graph. Then, check if (i) order assertions are safe, and (ii) For each non-trivial SCC, there is selected edge that forms the cycle-cut for the SCC. If so, we are done; otherwise, go to the next step. step 4. Derive output information which can be used in the producer-consumer relation in a bottom-up fashion, and integrate it to the assertions attached to each node. Then, go to step 3.
Discussion
In the preceding sections, we have described a method for showing the termination of logic programs using U-graphs. The method is simple and allows us to concentrate only on those parts of the program that are not easily amenable for understanding the termination aspects intuitively. In other words, the U-graph abstraction allows us to localize the task of nding the well-founded set and enables us to use some of the termination techniques of term rewriting systems such as those described in 12] for arriving at order assertions. From the U-graph, several useful properties such as disjointness (for instance, the U-graph for the program consisting of two clauses p(X) p(f(X)) and p(X) will have two disjoint graphs), reachability etc. can be observed easily. In other words, if we assume that there is no cyclicity, then we can de ne or nd an ordering among data items to realize a well-founded order { which leads to a proof of termination. In fact, one can use type information e ectively in proving the termination of logic programs; the metalanguage can be used for specifying certain typing informations. It may be noted that the type assertions are in fact used as annotations for speeding up the execution, checking errors of a program etc. 28].
Another interesting point may be observed from the analysis of the two cycles in Example 6.1. For instance, we can have the following two sets of order assertions:
The rst set corresponds to a goal perm(s; t), where s is a ground term, which has a nite SLD-derivation under the Prolog computation rule.
The second set can be derived by considering the goal perm(s; t), where t is a ground term. In this case, we can see that we have a di erent order to keep the consistency of clause permute(T; HjT]) remove(T; H; R); permute(R; P) and hence, we need di erent computation rules to achieve termination. This is also re ected in our earlier discussion for the termination of queries of the form permute(x; y) where either the rst is ground or the second is ground.
Another advantage of the method is that pre-assertions for the predicates can be distributed; this is very helpful in the understanding of the program. Further, we can check the pre-assertions to see whether the logic program can be transformed to a functional program; for instance conditions given in 31] for the transformation of logic programs to functional programs can be derived in a natural way.
In short, the method described is a simple pragmatic method for proving termination of logic programs. It permits the e ective use of programmer's intuition and the term structure for deriving various properties of logic programs. The power and scope of the method lies in e ectively using annotations for specifying:
1. directionality, producer-consumer relations, and moding annotations (which describe sets of possibly non-ground atoms). 2. type annotations; type annotations use sets of ground atoms only and thus, one can use it to de ne a particular classes of computations only. 3. control information such as call patterns, parallel implementations, e cient implementations, etc.. 4. order on term-structure based on the reachability of the predicates; this feature helps in achieving modularity. This feature is helpful is using proofs of original fragments in modi ed programs whenever possible. 5. selection rules: As discussed already, the computation rule is captured through a partial order set (cf. De nition 5.2). The consistency rule follows the order of selection as indicated after De nition 5.2 for the Prolog's computation rule.
Various termination notions as highlighted earlier which do not involve search rules as well as various computation (selection) rules (cf. 27]) can be handled 12 using the assertion language described earlier. For including search rule, one needs to include assertions to re ect the uni ability/otherwise of the subgoals relative to the clause chosen under the given search rule. Our main interest has been to pursue the veri cation of logic programs using a local analysis. For this reason, in our investigations we have considered selection rules and ignored search rules. Our e orts in the veri cation of logic programs using our method has been quite encouraging. We are working towards adapting our technique for loop checking 8]. In particular, we are working towards checking the acceptability condition on in nitely many ground instances of a clause. As we have uni cation information in the U-graphs, we are exploring methods of veri cation of Prolog programs that uses extensions of execution models as envisaged in 19].
APPENDIX Relationship between U-graphs and SLDNF-derivations
In this section, we show that U-graph abstraction is a succinct abstraction of a program from the point of view of termination. Using the notion of g-trees we relates a path in the U-graph and a sub-derivation of a given SLDNF-derivation. Using g-trees we establish a correspondence between paths of U-graphs and SLDNF-derivations. through
Note, that we consider SLDNF derivations instead of SLD derivations as the latter can be obtained as a special case of the former. First, we recall some de nitions related to SLDNF-derivations from 27].
The basic idea for the SLNDNF-derivation lies in using SLD-resolution, augmented by the negation as failure rule. When a positive literal is selected, we use essentially SLDderivation to derive a new goal. However, when a ground negative literal is selected, the goal answering process is entered recursively. The negative subgoals must be answered individually and is referred to as lemmas which must be established to compute the result. Note that the lemmas do not create any bindings; they only succeed or fail. That is, negation as failure is purely a test.
In the following, rst we give the de nition of SLDNF-derivation assuming the de nition of SLDNF-refutation and nitely failed SLDNF-tree as in 27].
De nition 10.1 (SLDNF-Derivation) Let P be a normal program and G a normal goal.
An SLDNF-derivation of P fGg consists of a ( nite or in nite) sequence G 0 = G; G 
<>
De nition 10.4 (SLDNF-tree) Let P be a normal program and G be a normal goal. An SLDNF-tree of P fGg is a tree satisfying:
1. Each node of the tree is a (possibly empty) normal goal. 2. The root node is G. 
De nition 10.5 (Main tree) Given a normal program P and a normal goal G, we refer the SLDNF-tree for P fGg as the main tree and the SLDNF-tree for P f Ag as the lemma tree where :A is the selected negative subgoal in the main tree/lemma tree.
De nition 10.6 We say that an SLDNF-derivation is successful if it is nite and the last goal is the empty goal. An SLDNF-derivation is failed if it is nite and the last goal is not the empty goal. An SLDNF-derivation is inconclusive if it neither succeeds nor fails. <> From the above de nition, it must be evident that an inconclusive derivation may be nite (due to lemma trees becoming in nite) or in nite (due to some branch of SLDNF tree becoming in nite), since derivations corresponding to lemma trees of ground negative literals is not considered. This is the main reason for de ning an extension of SLDNFderivation in the sequel.
The following lemma aids in establishing the relationship between U-graphs and SLDNFderivations. 
It may be noted that in U-graphs, there are no u-edges that correspond to a literal in the body of a clause and the head of a clause having the same predicate symbol that are not uni able; in other words, the paths in the U-graph relates to the possible reachable SLDNF-derivations.
It can be easily seen that a program is nonterminating if: The purpose of introducing g-trees is to establish a relationship between an extended SLDNF derivation and a set of instances of paths in a U-graph. In general, a subsequence of normal goals of a derivation does not correspond to an instance of a path in U-graph. Figure 10 shows the SLDNF-derivation SLDNF GCD under Prolog rule.
The g-tree, G T , of SLDNF GCD is shown in Figure 10 . It is easy to see that the subgoals selected in the path G 0 ; G 3 ; G 5 ; G 7 
Note that the above theorem does not imply that if there is an instance of an in nite path in the U-graph, then P fGg does not have any conclusive SLDNF-derivation. What all it means is that there exists a computation rule that will nd the corresponding inconclusive derivation tree.
