For determinate measures ß having moments of every order we define and study an index of determinacy which checks the stability of determinacy under multiplication by even powers of \t -z\ for z a complex number. Using this index of determinacy, we solve the problem of determining for which z£C the sequence {p\T\z))n ( m 6 N ) belongs to I2 , where (p")" is the sequence of orthonormal polynomials associated with the measure ft.
Introduction
By Jf* we denote the set of positive measures p on R having moments of every order and infinite support. A measure p £ J£* is determinate if no other measure has the same moments as those of p, otherwise p is indeterminate. With p£jf* we can associate the sequence (p")n of orthonormal polynomials. We always assume that p" is of degree « with positive leading coefficient, and this condition together with orthonormality determines (pn)n uniquely from p. We stress that (p")n depends only on the class of all the measures having the same moments as p. If p is a non-negative polynomial, we denote by pp the measure with density p with respect to p .
It is well known that if a measure p is indeterminate, then for all z e C the sequence (p"(z))" belongs to i2 and that if p is determinate, the sequence (Pn(z))n belongs to I2 only when p({z}) > 0. Moreover, it is not hard to prove (see (2.2) below) that if p is indeterminate, then for all m £ N and z £ C the sequence (pnm\z))n belongs to I2. However, it does not seem to be known when (pnm\z))n € I2 for m > 1 and p a determinate measure. In this paper we shall solve this problem. To do that, we need to define and study an index of determinacy with respect to a point z £ C for determinate measures p £ Jf*. It is defined as -,
(1.1) indz(/z) = sup{/c £ N : \t -z\iKp is determinate}
where N = {0, 1, 2, • • •}. For a similar index of determinacy for measures in Jf* supported by the positive half-line and related to determinacy in the sense of Stieltjes, see [BT1] , [BT2] . The two indices are compared at the end of Section 3.
Concerning this determinacy index, we shall prove (Section 3) that indz(p) is constant k £ N U {oo} for z in the complement of the support of p and constant equal to k + I for z in the support of p. If p is a non-discrete determinate measure it turns out that indz(p) = oo for all z € C. Also, we shall prove a characterization theorem for those measures p satisfying indz(p) < oo : Indeed, for p £ Jf*, we can consider the set of polynomials with complex coefficients C[r] as a subspace of L2(p). We recall the theorem of M. Riesz (cf. [A, p. 43] 
): If p is determinate, then C[f] is dense in L2(p) and if p is indeterminate, then C[t] is dense in L2(p) if and only if p is Nevanlinna extremal (N-extremal in short)
. The N-extremal measures are discrete, and if p is obtained from an N-extremal by removing the mass of k + 1 points in the support of this N-extremal measure, then p is determinate with m iï
• a i ^ / k for z £supp(/i), (L2) md^) = \k+l for z £ supP(/z) (cf. Theorem 3.6 below). We shall furthermore show that this is the only possibility for a measure with finite index of determinacy (cf. Theorem 3.9). Finally, concerning the problem of determining for which z € C the sequence (pii"\z))n belongs to I2, we shall prove that if for some z e C the index of determinacy of p is not finite, then for all m > 1 and z £ C the sequence (p"m\z))n does not belong to I2. Otherwise, if the index of determinacy of p satisfies (1.2), then for k > 1 once again (plm'(z))n does not belong to I2 for all m > 1 and z € C. However, for k = 0 we find that there exist infinitely many numbers z satisfying (pn (z))n £ I2 and these numbers are real. Moreover, (p"m)(z))n £ I2 if and only if F¡¡m)(z) = 0 where Fß is the entire function
and {xn : n £ N} is the support of p. This function Fß is the uniquely determined entire function of minimal exponential type having supp(p) as its set of zeros and satisfying Fß(0) -1 (cf. Theorem 4.4 below). In the above formulation we tacitly assume 0 £ supp^). If, however, 0 £ supp(/¿), the above expression for Fß shall be multiplied with w and [x" : n £ N} = supp(/¿) \ {0}.
Preliminaries
Let (sn)n be an indeterminate Hamburger moment sequence, V the set of measures p £ JÍ* having (s")" as sequence of moments, (pn)n the corresponding orthonormal polynomials and (qn)n the associated polynomials of the second kind, i.e.
(2.1) qn(z) = jPÁZ)zlPtÁt)dp(t), z£C,p£V.
It is well known that (pn(z))n e I2, (q"(z))" £ I2 for all z £ €., but more is known: the series ¿^,"\pn(z)\2 , J2"\Qn(z)\2 converge uniformly on compact INDEX OF DETERMINACY AND THE f 2-NORM OF ORTHONORMAL subsets of C. By the following lemma we see that the series (2.2) £l^m)U)|2> ¿Z\énm)(z)\2 n n also converge uniformly on compact subsets of C.
Lemma 2.1. Let fn : Q, -► C be a sequence of holomorphic functions on a domain Í2 c C such that J2n \fn(z)\2 converges uniformly on compact subsets of C. Then the vector-valued function F : Q -> i2 defined by F(z) = (fn(z))n is holomorphic with F^m\z) = (/"(m)(z))", m > 0.
Proof. By assumption ||F|| is continuous, and F is weakly holomorphic since for a £ t2 k=0 uniformly on compact subsets of Q. By a standard result F is automatically holomorphic (quoting K. Hoffman "any two reasonable-sounding definitions of a holomorphic function with values in a Banach space are equivalent").
The convergence of the series (2.2) implies that the m-th derivative of a function f £ L2(o) (o being an N-extremal measure) can be defined as: 
where (p")n are the orthonormal polynomials corresponding to o. Proof. The orthonormal polynomials (pn)n form an orthonormal basis for the Hubert space L2(o) when a is N-extremal. By (2.2) it is clear that the expression (2.3) defines a continuous linear functional on L2(a). For f = pn we find Szm)(Pn) = Pr'(z), so by linearity Sf'(p) = P{m)(z) for all p £ C[t].
In the next proposition we will calculate a suitable expresión for 5um (jz-¡¡), u & supp(cr). For this we shall make use of the entire functions on C x C defined by
Except for a change of sign these functions occur in [BuCa] . Setting A(u) = A(u, 0), B(u) = B(u, 0), C(u) = -5(0, u) and D(u) = D(u, 0), we obtain the Nevanlinna matrix (2.6) (A C\ \B D) of entire functions associated with the indeterminate moment problem. The determinant of (2.6) is identically one. The N-extremal solutions to the moment problem for (s")n are given via the Nevanlinna matrix as the measures (°v)/eRu{oo} determined by the formula
which holds for all u £ C\ supp(rT,), and supp (ot) is the discrete set of zeros of the entire function B(u)t -D(u) (for t = oo this shall be interpreted by B(u) ). We recall from [BuCa] (or from [A, p. 123] 
from which we easily get ( m > 0 )
For the N-extremal measure at, / € R U {oc} and m e N, (2.7) gives then, it follows easily from (2.10) and (2.11) that Proposition 2.3. For the N-extremal measure o,, t £ R U {oo} and m £ N, we have
for u £ C \ supp(o>).
In the next result we omit the parameter t in the notation and put a -at,
Let ôzm) be the corresponding functional on L2(a) given by (2.3). We proceed by induction, and the equivalence follows for n = 1 from (2.12) with j = m and from (2.3).
Suppose next that the equivalence holds for some n > 1, and let us prove the equivalence for n + 1 . Put j = m + i in (2.12) and differentiate n -i times with respect to u. For i = n, n -I, ■■■ ,0 we get (m+"+1)f,H">/*f^ = ^^, By assumption the right-hand sides of (2.13) vanish for u = z , and we conclude equation by equation that all series vanish for u = z ending with which proves (2.14).
Assume next that (Sz , ,tx.¡) = 0 for j = I, ■■■ , n + 1 . Again by the induction hypothesis F^(z) = 0 for j = m + 1, ••• , m + n and we shall establish /r(m+n+i)(z) _ q jne two ßrst equations in (2.13) can be transformed for u = z to the following
Inserting this in the third equation and so forth we find successively oo .
7,_n J* oo .
(m+ n +l)(m + n)---(m + n +I -j) F(z) and for j = n this gives
Each of the four functions which appear in the matrix (2.6) are of minimal exponential type, i.e. they satisfy an inequality of the following type:
showing that their order is less than or equal to 1 and that if the order is one, then their type is 0. In [BP] , it was proved that all four functions have the same order and the same type. The entire functions of minimal exponential type have the important property that they are characterized up to a multiplicative constant by their sequence of zeros. Indeed, let / be an entire function of minimal exponential type with zeros (xn) numbered so that \xx\ < \x2\ < ■■■ , and let us for the sake of simplicity assume xx ^ 0. We have two posibilities: either the genus of the zeros is 0, i.e. Yln Tin < °° » ani* by the Hadamard factorization theorem / is proportional to the canonical product
or the genus is 1, i.e. Y\" -A-r = oo, and by the Hadamard factorization theorem and Lindelöf s theorem (cf. [B] ) / is proportional to
where i lim Y^ -= -a.
\x"\<r
If also xo -0 is a zero of order k of /, then the factor uk should appear in the above canonical products. These results show that two functions of minimal exponential type having the same zeros are proportional. Finally, from Laguerre's Theorem (cf. [B, p. 23] ) we get the following property of entire functions of minimal exponential type which we will later need. Proposition 2.5. Let f be an entire function of minimal exponential type, with only real and simple zeros. Then the function f has the same properties.
The index of determinacy
In this section, we shall give a complete description of the index of determinacy defined by (1.1) and prove the properties which we mentioned in the introduction.
To begin with, we shall use some basic results about determinacy which we state for easy reference.
Lemma A (cf. [R] ). Let p £ ^f *, a £C.
(1) If p is determinate, then the polynomials are dense in the space L2(\t-a\2p).
(2) If p({a}) = 0, in particular if a £ C \ R, then the converse holds. (3) If the polynomials are dense in the space L2((l + t2)p), then p is determinate.
Lemma B (cf. [A, p. 115] , [BC, p. 111] ). If p is N-extremal, hence of the form
AeA where AcM is an infinite discrete set and ai > 0 for X £ A, then p -axôx is determinate.
Lemma C. Let p £ Jf*, a £ R and a > 0. Then
(1) If p is determinate, then the polynomials are dense in L2(p + aôa).
(2) If p({a}) -0 the converse holds.
Proof. In (1), it is no restriction to assume that p({a}) = 0, and then the assertion is proved in [BC, p. 113] .
Suppose next that the polynomials are dense in L2(p + aôa) and p({a}) = 0. If p + aôa is determinate, so is the smaller measure p. If p + aôa is indeterminate and hence N-extremal, then p is determinate by the previous lemma.
Lemma D (cf. [BC, p. 113] ). If p is N-extremal and given by (3.1), then the measure aö^ + (p -a¿Sx) is again N-extremal if a > 0 and An £ A \ {A}.
The following result, which seems to be new, can be viewed as a stability result for the class of N-extremal measures.
Proposition 3.1. Let p be an N-extremal measure given by (3.1 ), and let Ao C A be a finite set. Then the measure p = (\~[x€Ao(t -A)2)/* is again N-extremal.
Proof. It suffices to prove the result for Ao = {Ao} c A. The measure p = (t-Xo)2p is clearly indeterminate, and a = p-a^ô^ is determinate by Lemma B. It follows by Lemma A that the polynomials are dense in L2((t -Ao)2ct) , and we finally have p = (t -Ào)2p = (t -Ao)2°-■ If we multiply an indeterminate measure p with a non-negative polynomial with zeros outside the support of p the situation is different from Proposition 3.1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proposition 3.2. Let p £ ^#* be indeterminate.
( 1 ) If p is a non-negative polynomial of degree greater than 1 with no zeros in supp(^), then the polynomials are not dense in L2(pp). (2) The polynomials are not dense in L2((t-xo)2kp) for xo e IR and k £ N, k>2.
Proof. (1) If we assume the polynomials to be dense in L2(pp), then the measure p(t)(l + t2)~xp is determinate by Lemma A. By assumption there exists C > 0 such that p(t) > C(l + t2) for t £ supp(,u) ; this implies that Cp is determinate, which is a contradiction.
(2) The measure a -(t -xo)2k~2p is indeterminate with o({xo}) = 0, so the result follows from Lemma A.
The first result about the index of determinacy will be a straightforward consequence of Theorem 3.3. For p£JH* and a £ C the following conditions are equivalent.
(1) The polynomials are dense in L2(\t -a\2kp) for all k £ N.
(2) \t -a\2kp is determinate for all k £ N. (2) -» (3). There exist C > 0 and k £ N such that 0 < (¡>(t) < C(l + t2)k , so it suffices to prove that the polynomials are dense in L2((l + t2)kp) for all k £ N. If this was not the case there would exist an integer ko > 1 such that the polynomials are dense in L2((l + f-^p) but not dense in L2((l + t2)ko+xp). Then o = (1 + t^^p is N-extremal implying that p is discrete. Defining v = p -p({a})Sa we get by Proposition 3.2 that C[t] is not dense in L2 with respect to \t -a\4o = \t -a\4(l + t2)^» .
On the other hand, by assumption (2) |/ -a\2k°+4p is determinate and in particular C[t] is dense in L2 with respect to \t-a\2ko+4p = \t-a\2ka+4u . This gives a contradiction because there exist constants 0<c<C<oo so that
The implication (3) -> (1) is obvious. If p is determinate and non-discrete, then (2) holds because if |/ -a\2kp is determinate and \t -a\2k+2p is indeterminate, then the latter is N-extremal, and therefore p is discrete.
In terms of the index of determinacy, we have Corollary 3.4. Let p £ Jf* be determinate.
(1) If \ndZa(p) = oo for some z0 £ C, then \ndz(p) = oo for all z £ C.
(2) If p is non-discrete, then indz(p) = oo for all z £ C.
The rest of this section is devoted to proving that if indZo(p) is finite for some zo £ C, then necessarily indz(p) is constant k for z in the complement of the support of p and constant equal to k +1 in the support of p . Moreover,
A6A0
A€A\Ao in this case p is obtained from an N-extremal measure by removing the mass of k + 1 points in the support of this N-extremal measure. We first prove Lemma 3.5. Let p £ Jt* be determinate. Then indz(p) is constant on C \ supp(/z). Proof. By Corollary 3.4, we can assume that p is discrete and that indz(p) = k < oo for some z 0 supp(/i). Then \t -z\2kp is determinate and \t -z\2k+2p is indeterminate. By Lemma A the polynomials are dense in L2 with respect to \t -z\2k+2p and also with respect to \t -w\2k+2p if w g supp(ju) since 0\f^)2k+1 is bounded on supp(/z). It follows by Lemma A that \t-w\2kp is determinate. In the same way we see that \t -w\2k+2p is indeterminate.
The next theorem establishes a half of our result. We shall finally prove that indz(p) = 1 for z e supp(//). We have \t-z\2p = \t-z\2o-\ko-z\2aXoôkû, which is determinate by Proposition 3.1 and Lemma B. Since \t -z\2 does not vanish on supp(|i -z|2cr), we know by Proposition 3.2 (1) that C[t] is not dense in L2 with respect to \t -Z\40 = \t-Z\4p + |A0 -z|VlrA-By Lemma C (1) we conclude that \t -z\4p is indeterminate and hence that indz(p) = 1.
Assume now that (3.3) holds if Ao has k elements, and let us prove (3.3) under the assumption that A0 has k + 1 elements ( k > 1 ).
Choose Ao € Ao and define Ä = A0 \ {Ao}, which has k elements. Put p = a -X^gÂ ctxôx so that p = p-ax0ôx0. The measure x = (t-A0)2// = (t -A0)2<7 -J2 a^ -*o)2Sx is obtained from the N-extremal measure (í-Ao)2ct by removing k masses, so the induction hypothesis gives i*a\ ■ a ( \ Í k~ l for z 0 supp(/z),
in particular ind^r) = indx0((t -ko)2p) = k -1, i.e. indxa(p) = k , and by Lemma 3.5 we then have indz(p) = k for z 0 supp(/z).
For z e supp(//) = supp(r) the measure \t -z\2k(t -Iq)2P is determinate by (3.4), and so is \t-z\2k+2p by Lemma A since A0 0 supp(/z). Furthermore, \t -z|2fe+2(r -A0)2// is indeterminate by (3.4) and so is \t -z\2k+4p, again by Lemma A. This shows that indz(p) = k + I.
To prove the converse of Theorem 3.6, we need the following lemma which establishes this result for k = 0.
Lemma 3.7. Let p £ J?* be determinate and assume that \ndz(p) = 0 for some z £ C. Then z g supp(p) and p + aôx is N-extremal for any a > 0 and x £ R \ supp(p). Proof. By assumption |/ -z\2p is indeterminate and so is t = (1 + \t -z\2)p . The polynomials are dense in L2(r) by Lemma A, so t is N-extremal and in particular p is discrete. If we assume p({z}) > 0 then t-f({z})r5z is determinate by Lemma B and so is the smaller measure \t -z\2p, which contradicts indz(p) = 0.
For a > 0 and x £ R\supp(/z) if the measure p + aâx is determinate, then indx(p + aóx) > 1 by the first part of this lemma. Therefore (t-x)2(p + aôx) = (t -x)2p is determinate and hence indz(p) = indx(p) > 1 by Lemma 3.5. Hence p + aax is indeterminate, and now Lemma C says that p + aôx is N-extremal.
Remark 3.8. The above result is a counterpart for the Hamburger moment problem to the results 5.4 and 5.5 in [BT1] .
Finally, we prove that the measures p from Theorem 3.6 are the only measures with finite index of determinacy.
Theorem 3.9. Let p £ J?* be determinate, and assume that \ndz(p) = k (1 < k < oo ) for some z £ C.
(1) If z 0 supp(/z), then p has the form (3.2) for an N-extremal measure a and Ao containing k + 1 points. (2) If z £ supp(p), then p has the form (3.2) for an N-extremal measure o and Ao containing k points.
Proof.
(1) We choose A0 = {Ao, kx, ■■■ , Àk} consisting of k + 1 different points in i\ supp(/z), which is certainly possible by Corollary 3.4. We shall prove that the measure a -p + 5Zf=o <^, is N-extremal.
To prove that C[r] is dense in L2(o) we proceed as follows. The polynomials are dense in L2(p + <5¿0) by Lemma C, and p + ôx0 is also determinate for otherwise it would be N-extremal and hence indx0(p) = 0 by Theorem 3.6. This contradicts the assumption indz(p) = k > 1 since indz(p) = indx0(p) by Lemma 3.5.
Having established that p + ôxQ H-h ôx, is determinate for 0 < / < k we again conclude from Lemma C that C[i] is dense in L2 with respect to P + ¿a0 H-1-SxM and the latter is determinate if /' + 1 < k since otherwise ind^, (p) = indz(p) = i + 1 < k.
This shows that C[t] is dense in L2(o).
We shall next establish that a is indeterminate and hence N-extremal. Assume that a is determinate. Since a has mass at Xk , it follows by Lemma 3.7 that (t -Ajt)2cr is determinate; so C[f] is dense in L2(v), where
We shall now see that the two alternatives: (a) v is determinate, (b) v is indeterminate, lead to the same conclusion k-2 (3.5) (t -Xk)4(p + ^2 hi) is determinate.
i"=0
In the case (a), since v has mass at Xk , also (/ -Xk)2v is determinate and so is the smaller measure in (3.5). In the case (b) v is N-extremal, so by Lemma B t = (t -h) (ß + 2_/ ^/) + ôh 1S determinate. ¡=o Since t has mass at Xk , also (t -Xk)2t is determinate, and (3.5) holds.
Repeating this argument k -1 times we conclude that (t-Xk)2k+2p is determinate, i.e. indxk(p) > k+l, which is a contradiction since indxk(p) = indz(p) = k.
(2) The measure v -p -p({z})5z is determinate and we have indz(p) -indz(/v) = k . By part (1) v is of the form (3.2) with an N-extremal measure a and Ao containing k + 1 points. By the proof of ( 1 ) we can choose Ao as any set of k + 1 points from R \ supp(/v), so we can assume z e Ao . By Lemma D we may also assume that p({z}) = o({z}), and hence p has the form (3.2), where Ao consists of k points.
Let us compare the above index of determinacy with the index of determinacy in the sense of Stieltjes introduced in [BT1] .
By J?*([0, oo)) we denote the set of measures a £ Jf* for which supp (a) C [0, oo). Such a measure is called determinate in the sense of Stieltjes (det(S) in short) if there is no other measure in ^*([0, oo)) with the same moments as a. If a £J?*([Q, oo)) is det(S) we put (3.6) ind(<7) = sup{A: eN:^ is det(S)}.
It is possible that o £ ^#*([0, oo)) is det(S) but indeterminate (cf. [BT1] ) and in this case the index of this paper is not defined. However, if a £ ^*([0, oo)) is determinate the following holds. 4. The ¿2-norm of the derivatives of orthonormal polynomials
Let p £ J?*, and let (pn)n be the corresponding sequence of orthonormal polynomials. In this section, we deal with the problem of determining for which complex numbers z, the sequence (pnm\z))" ( m £ N ) belongs to I2 and give estimates on its ¿2-norm. For m = 0 the solution of this problem is well known: if p is indeterminate, then for all z £ C (p"(z))" £ I2 and if p is determinate, then the sequence (pn(z))n belongs to I2 only when p({z}) > 0. In both cases, we have llPni2)!!^ = sup{/y({z}) : v £ Jf* having the same moments as p }.
From Section 2, we know that if p is indeterminate, then for all m £ N and z G C, the sequence (pnm\z))n belongs to t2. Formulas for the ¿2-norm of these sequences have recently been found by the second author in [D] . In these formulas the orthogonality of the polynomials (p")" with respect to positive definite matrices of measures plays a fundamental role.
However, it does not seem to be known when (p"(z))" £ I2 for m > I and p a determinate measure. In this section, we shall solve this problem.
First of all, we are going to show the link between this problem and the index of determinacy defined in the previous section. Our starting point is the following theorem which extends a well-known extremality property of the orthonormal polynomials (cf. [A, p. 60] ). (For a subset A of a normed vector space E we denote by (A) the algebraic span of A , and for x £ E we denote by ds(x, A) the distance between x and A : ds(x, A) = inf{||x-a|| : a £ A} .) Theorem 4.1. Let p £ Ji*, and let (pn)n be the corresponding sequence of orthonormal polynomials. Then for m £ N \\pnm)(z)\\;2 = di2{ß) (^f^ , ((t -z)":n± m)) .
Proof. It is straightforward that
If we expand the polynomial p in terms of the polynomials (pn)n , P(t) = ¿Zn^Pnit), the condition p{-m\z) = 1 is equivalent to Y,nanpnm)(z) = 1.
Since \\p\\2
= £" \an\2, we have to find inf{£" \an\2 : E" a"^m)(z) = 1} LHß) which clearly is 1/ £" \pnm)(z)\2.
Taking into account this theorem, we get
where (pn,m,z)n is the sequence of orthonormal polynomials with respect to the measure \t -z\2mp . Hence, we have proved the following lemma So, we have reduced the problem to the case of a measure p for which indz(p) < oo for all z e C. In this case, according to Theorems 3.6 and 3.9, there exists a non-negative integer k such that indz(p) equals k if z £ supp(/i) and k + 1 if z £ supp(/z). For each z g supp(/¿), the measure az = \t -z\2k+2p is N-extremal by Lemma A in Section 3. The four entire functions from the Nevanlinna matrix associated to oz (cf. Section 2) are denoted by Az, B2, Cz, Dz, and by (2.7) there exists tz £ R U {oo} such that (42) [daÁx)
We write Fz for the entire function Moreover, for k = 0 there exist infinitely many numbers z satisfying (pn (z))n € I2, and these numbers are real. Proof. We have already proved (i).
To prove (ii) and (iii) we first prove the following lemma. Putting / = k+1 in (4.7), (4.5) proves that in this case m / k +1 . Suppose that there exists /, 0 < / < A:, if z is outside of the support of p or 1 < / < k + 1 if z is in the support of p , for which (4.8) dL2iß) ((í -z)1 : {(t -z)" : n > k + j, n ¿ m)) > 0, where j = 2 or 1, if z is in or outside of the support of p respectively. Then, (4.6) or (4.7) give a sequence of complex numbers (a")" and a sequence of polynomials (r")" such that rn £ ((t -z)" : n > k + j, n ^ m) and
The inequality (4.8) gives liminf" \a"\ > 0; hence
and we deduce that djj.^ ((t -z)m , ((t -z)" : n jt m)) = 0, which contradicts So, there exist a sequence of complex numbers (a")" and a sequence of polynomials (r")n such that rn £ ((t -z)n : n > k + 2, n / m) and (4.11) lim ||(í -z)m -an(tz)k+x -rn(t)\\Ll(ß) = 0.
n-»oo VAV Since indz(p) = k, we get from Lemma 4.2 that dL2{ß) ((t -z)k+x ,((t-z)":n>k + 2))>0, so from (4.11) we deduce that lim" an = 0, and hence dvw ((t-z)m,((t-z)":n>k + 2,ni m)) = 0.
If we proceed in the same way, we end by getting dmM) ((t -z)m ,((t-z)":n>m+l)) = 0, but since indz(p) = k < m, Lemma 4.2 provides a contradiction.
(b.2) =»» (a) If (p\T\z))n t i2 , then by Theorem 4.1 dL2{ß)((t-zr,((t-z)":nTim)) = 0.
Hence, there exist a sequence of complex numbers (a")n and a sequence of polynomials (rn)n such that rn £ ((t -z)" : n > I, n ^ m) and lim||(/-zr-a"-r"(0l|L2(/i) = 0.
n-»oo v^'
Since z £ supp(p), we have dL2{ß) (1, ((t -z)" : n > 1)) > 0 ; then we deduce that lim,,-,^ a" = 0, so dL2(ß)((t-z)m,((t-z)":n^0,m)) = 0. Now, from (b.2), we deduce that 4iM,) ((t-z)m,((t-z)":n>k + 2,n¿ m)) = 0.
Proceeding as in the case z 0 supp(/¿), we get dL2{ß)((t-z)m,((t-z)":n>m + l)) = 0.
Then, since indz p = k + 1 < m , Lemma 4.2 provides a contradiction.
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Finally, we return to the proof of Theorem 4.4. Part (iii) is just the equivalence between (a) and (c) in Lemma 4.5 for k = 0. Part (ii) will follow from Lemma 4.5 if we prove that the zeros of the derivatives of the function Fß always have multiplicity 1. But this is a consequence of Proposition 2.5.
Finally, we give some estimates on the ¿2-norm of the sequence (p"(z))n . 
