We present two simple but effective techniques designed to improve the rate of convergence of the Fourier path-integral Monte Carlo method for quantum partition functions with respect to the Fourier space expansion length, K, especially at low temperatures. The first method treats the high Fourier components as a perturbation, and the second method involves an extrapolation of the partition function (or perturbative correction to the partition function) with respect to the parameter K. We perform a sequence of calculations at several values of K such that the statistical errors for the set of results are correlated, and this permits extremely accurate extrapolations. We demonstrate the high accuracy and efficiency of these new approaches by computing partition functions for H 2 O from 296 K to 4000 K and comparing to the accurate results of Partridge and Schwenke.
I. INTRODUCTION
Fourier path integral methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , especially when coupled with Monte Carlo integration, provide an efficient means of calculating accurate quantal partition functions-and hence absolute free energies-without diagonalization of molecular Hamiltonians. Thus these methods become increasingly attractive as the system size increases and diagonalization becomes prohibitively expensive. Unfortunately, Fourier path integral methods suffer from slow convergence with respect to the maximum number, K, of Fourier coefficients used in the expansion of the paths. The canonical FPI method is known to converge as O(1/K). 15 By using the technique of partial averaging 6, 7 the convergence rate may be increased to O(1/K 2 ). 15 Unfortunately, efficient use of this technique requires that the potential function have an analytic Gaussian transform-which most molecular potential energy functions do not possess-or that the potential be expanded in a Taylor series. The latter approach, known as gradient partial averaging, 6, 7 requires the calculation of the diagonal elements of the Hessian which can be very expensive in many important cases, especially for systems of large dimensionality. Additionally, considerable human labor may be involved in coding the Hessian for a desired potential. In the present paper we introduce two simple, yet highly effective, techniques for ameliorating the costliness of the slow convergence of FPI methods with respect to K. Both of these techniques can also be applied in the partial averaging approach.
We illustrate the new techniques by using them in calculations of the absolute free energy of water vapor over a temperature range of a factor of 13.5.
II. THEORY II. A. Algorithm overview
We begin by reviewing basic theory and the algorithmic implementation of the FPIMC method as we have used it. [10] [11] [12] 14 The partition function for a system with spinless nuclei may be obtained by calculating the trace of the canonical density operator, i.e., 
is the coordinate representation of the density operator, and H is the Hamiltonian operator. Elements of the density operator may be expressed as path integrals 1,2
where h is Planck's constant divided by 2π and Dx After substituting Eq. (3) with x = x′ into Eq. (1), expanding the paths in a Fourier series,
where K is the length of the Fourier expansion, and simplifying, we obtain the expression
In this equation,
where µ is the scaling mass of the mass-scaled Jacobi coordinates, S( , ) x a is the action integral for a given path and is calculated by
where V(x) is the potential energy, and J(T) is the Jacobian of the transformation from the integral over paths to the integral over Fourier coefficients and is given by
We put Eq. (5) into a form appropriate for Monte Carlo integration by multiplying and dividing by the free particle partition function and restricting the configuration space to a finite domain D. This yields
where
and V D is the volume of the domain D. We choose V D to be a hyperannulus defined by
where the hyperradius ρ is defined by
To improve the efficiency of the calculation we subdivide V D into several concentric hyperannulii and sample these via an adaptively optimized stratified sampling scheme.
We also employ importance sampling in the configuration space, and we have implemented a number of screening schemes to eliminate the work associated with evaluating contributions from paths that have a negligible contribution. The discussion of the new methods we present below does not require a detailed understanding of these numerical issues so we refer the reader to previously published papers [10] [11] [12] 14 for further details.
Partition functions calculated with Eq. (9) include contributions from dissociated species. These contributions are formally divergent as they scale linearly with the volume of the system. (This problem is not unique to the FPI method; it always occurs when one calculates free energies of bound species by using configuration integrals without making the harmonic oscillator approximation. 17, 18 ) At high temperatures or for weakly bound systems, the treatment of dissociated species must be carefully defined. In the present study we wish to compare our results to partition functions obtained from bound-state eigenvalue calculations; thus we wish to remove the contributions from species with energies greater than the dissociation energy. This can be done by neglecting contributions from all paths for which the energy of the configuration space sample point, x, is above the energy needed for dissociation. (Note that other points on the path are allowed to have energies above the dissociation limit.) Since it is not convenient to include the kinetic energy in this criterion, we instead neglect contributions from paths where the potential energy at x is above the dissociation limit. This removes nearly all of the effects from dissociated species without excessive cost.
II. B. Perturbative corrections
Partition functions calculated via the FPIMC method converge asymptotically as O(1/K). This slow convergence rate means that well converged results require large Fourier expansion lengths, K. It is thus useful to consider the high-k elements of the Fourier expansion as being a perturbation of the low-K result. The identity
with K′ < K, forms the basis for our approach. The first term on the right hand side of Eq. (12) 
The standard deviation, σ, in any quantity is taken (as usual) as
where N is the number of samples used to evaluate the given quantity.
We actually have two calculations of Q [K′ ] (T) from the procedure above, one using a large number of samples and a less accurate result obtained concomitantly with the calculation of Q corr,K,K′ (T); when necessary, we will distinguish these two results with superscripts of L and S respectively to denote "large" and "small" samples. The statistical errors in Q corr,K,K′ (T) and Q [K′ ],S (T) are highly correlated so we can obtain a correction term of significantly greater accuracy viã ( )
, ,
It is difficult to precisely estimate the degree of improvement we obtain by Eq. (16) so when we quote statistical error bars, we will use the conservative estimate of Eq. (14).
II. C. Extrapolation with respect to K
In the absence of statistical error, the partition function tends to converge smoothly and monotonically with respect to the size of the Fourier space. It is thus very tempting to perform calculations for a few moderate values of K, and then extrapolate the results-taking advantage of the known asymptotic convergence rate-to the K = ∞ limit.
The one difficulty with this approach is that the statistical errors for the various calculations limit the accuracy of the extrapolation procedure. We instead seek to form a sequence of results that differ in K while having statistical errors that have a high We can apply the extrapolation scheme not only to Q [K] (T) itself but also to the perturbative corrections to Q [K′ ] (T). The relative error of each of the perturbative corrections is approximately constant so we calculate the K = ∞ error bars via
We can also refine the extrapolated correction using Eq. (16).
We perform calculations of Q corr,K,K′ (T) at three or more values of K, and we extract Q corr,∞,K′ (T) by fitting to the functional form
II.D. Absolute Free Energies
Absolute internal free energies are obtained from the final partition functions by
and these may (if desired) be adjusted to any desired standard state by the addition of an appropriate analytic contribution from overall translation.
III. CALCULATIONS AND DISCUSSION
We will demonstrate the effectiveness of the two new computational schemes on partition function calculations of water. Water has been widely studied as a prototype for vibrations in a polyatomic molecule. 19 For our purposes the best set of partition energy of E 0 = 4638.39 cm -1 (whereas we use the minimum of the potential as the zero of energy) and they include a factor of 4 for nuclear spin effects (which we do not include). We scale their results by a factor of exp(-βE 0 )/4 to compare with ours.
We performed calculations at ten temperatures in the range 296 K to 4000 K. For each temperature we perform a calculation using a large number of samples and a modest value of K (denoted K′) using the parameters given in Table I . We then performed calculations of Q corr,K,K′ (T) for several larger values of K using the parameters given in Table II and extrapolated the results to the K = ∞ limit using Eq. (18) . In both cases we employed an importance function given by 
where the R XY e are taken to be the equilibrium atom-atom distances. The parameters we used for the importance function of Eq. (20) are given in Table I . The width parameters were roughly optimized at 4000 K and used without re-optimization at lower temperatures. The variance reduction due to importance sampling is about a factor of three at high temperature, but less at lower temperatures; however, the savings in computer time are less than the naive estimate (which would be the square of the variance reduction factor) because the screening options 14 are more effective when importance sampling is not used. A more quantitative discussion of the efficiency savings afforded by importance sampling is provided elsewhere. 14 Table III presents the results of the two sets of calculations at K = K′. Tables IV   and V give the Q corr,K,K′ (T) calculations together with two different extrapolations to the Our partition function calculations contain errors from several sources. Statistical error is likely to be the largest source of error. Our sampling is not entirely uncorrelated since we reuse the same Fourier space samples with many configuration space samples (100-500 for the present set of calculations), but this is a rather short term correlation and numerical tests 14 indicate that uncorrelated error estimates are accurate. Thus our statistical error bars are calculated using formulas appropriate for uncorrelated sampling.
Our statistical error bars are not adjusted to reflect the improvements we obtain by using Eq. (16) so they are likely to be somewhat pessimistic. Errors in the extrapolation to the K = ∞ limit can also be non-negligible. In Tables IV and V 
IV. CONCLUDING REMARKS
Perturbation theory and extrapolation methods are widely used in many areas of physics. With respect to Monte Carlo algorithms though, although perturbation methods are widely used, 22 extrapolation methods are less common, probably because they involve taking small differences between large numbers, and these differences are easily overwhelmed by statistical errors. We have shown, however, that extrapolation can be carried out very stably by using the same random number stream to calculate all the results that are to be extrapolated. The present application involves a novel type of perturbation and extrapolation in which the high-frequency components of the path integrals are a perturbation on the results obtained by neglecting these high-frequency components. Similar approaches might be useful for other forms [22] [23] [24] of thermodynamic perturbation theory.
By using both perturbation and extrapolation techniques we have presented two easily implemented schemes to address the high computational costs associated with the slow convergence of Fourier path-integral Monte Carlo methods with respect to the size of the Fourier space. These methods were used to calculate very accurate partition functions and free energies for water over a temperature range of 296-4000 K. Savings compared to FPIMC calculations without these new techniques are about a factor of 20 to 100. These new techniques hold considerable promise for calculating accurate partition functions of much larger systems than previously studied. the number of Fourier coefficients used to expand the paths b) the total number of Monte Carlo samples c) the number of Monte Carlo samples used before stratified sampling d )the number of times the relative paths are reused e) the lower limit of the hyperannulus (in mass-scaled bohrs) that defines the allowed configuration space. The scaling mass in the mass-scaled coordinates was set at µ = 1 m e where m e is the mass of an electron. f) the upper limit of the hyperannulus (in mass-scaled bohrs) that defines the allowed configuration space g) The action integral is evaluated using N QR repetitions of N QL -point Gauss-Legendre quadrature. h) the number of strata used in the stratified sampling i) the number of the times the optimal sampling estimates are recalculated in the adaptively optimized stratified sampling scheme j) the OH gaussian width parameter (in bohrs, not mass scaled) in the importance function k) the HH gaussian width parameter (in bohrs, not mass scaled) in the importance function l) If the potential energy (in eV) is above this value for any quadrature point the evaluation of the action integral is aborted. m) The evaluation of the action integral is aborted once the mean potential energy (in eV) of the path is known to exceed this value. n ) The evaluation of the action integral is aborted when both the estimated mean potential energy (in eV) of the path exceeds S EVave eV, and a minimum of S Nmin quadrature points have been evaluated. 
