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Abstract
In this work we establish trace Hardy and trace Hardy-Sobolev-Maz’yainequalities with best Hardy
constants, for domains satisfying suitable geometric assumptions such as mean convexity or convexity.
We then use them to produce fractional Hardy-Sobolev-Maz’yai n e q u a l i t i e sw i t hb e s tH a r d yc o n s t a n t s
for variousfractional Laplacians. In the case where the domain is the half space our results cover the full
range of the exponent s   (0,1) of the fractional Laplacians. We answer in particular an openp r o b l e m
raised by Frank and Seiringer [FS].
AMS Subject Classiﬁcation: 35J60, 42B20, 46E35 (26D10, 35J15, 35P15, 47G30)
Keywords: Hardy inequality, Fractional Sobolev inequality, Fractional Laplacian, critical exponent, best
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1I n t r o d u c t i o n a n d M a i n R e s u l t s
The Hardy inequality in the upper half space asserts that
 
IR n
+
| u|2dx  
1
4
 
IR n
+
|u|2
x2
n
dx, u   C 
0 (IR n
+), (1.1)
where IR n
+ = {(x1,...,x n):xn > 0} denotes the upper half-space, and 1
4 is the best possible constant.
If     IR n and d(x)=d i s t ( x,  ) then there are two main directions towards establishing Hardy
inequalities. One direction is to ﬁnd proper regularity assumptions on the boundary of   that imply the
existence of a positive constant C  such that
 
 
| u|2dx   C 
 
 
|u|2
d2(x)
dx , u   C 
0 ( ) .
In this direction we refer to [A], [KK] and references therein.
As e c o n dd i r e c t i o na i m sa tﬁ n d i n gg e o m e t r i ca s s u m p t i o n so n  that imply the Hardy inequality with
best constant 1
4,t h a ti s
 
 
| u|2dx  
1
4
 
 
|u|2
d2(x)
dx , u   C 
0 ( ) . (1.2)
The standard geometric assumption here is convexity of  ,s e e ,e . g . ,[ D 1 ] ,[ D 2 ] ,[ B M ] .H o w e v e ri n e q u a l i t y
(1.2) remains true under the weaker assumption
   d(x)   0,x     . (1.3)
This is meant in the distributional sense. We refer to [BFT] where this condition arises in a natural way. In
fact condition (1.3) is equivalent to convexity in two space dimensions, but it is weaker than convexity for
n   3,s i n c ea n yc o n v e xd o m a i ns a t i s ﬁ e s( 1 . 3 )w h e r e a st h e r ea r en o nconvex domains that satisfy (1.3) [AK].
We emphasize that there is no need for further regularity assumptions on  .I nc a s e   is C2,c o n d i t i o n
(1.3) is recently shown to be equivalent to the mean convexityo f  ,t h a ti s(n   1)H(x)=  d(x)   0
for x     ,s e e[ L L L ] ,[ P ] .
If in addition to (1.3) the domain   is a C2 domain with ﬁnite inner radius then it has been established
that one can combine the Sobolev and the Hardy inequality, thel a t t e rw i t hb e s tc o n s t a n t . M o r ep r e c i s e l y ,
for n   3 there exists a positive constant c such that
 
 
| u|2dx  
1
4
 
 
|u|2
d2(x)
dx + c
  
 
|u|
2n
n 2dx
  n 2
n
,u   C 
0 ( ) , (1.4)
see [FMT]. In [Gk] Hardy-Sobolev-Maz’ya inequalities are established under a different geometric assump-
tion than (1.3), that allows inﬁnite inner radius. Frank and Loss established in [FL] inequality (1.4) with a
constant c independent of  ,w h e n  is convex.
2Recently, a lot of attention is attracted by the fractional Laplacian. For s   (0,1) it is deﬁned as follows
(  )sf(x)=cn,s P.V.
 
IR n
f(x)   f( )
|x    |n+2s d  , (1.5)
where P.V. stands for the Cauchy principal value and
cn,s =
s22s 
 n+2s
2
 
 (1   s) 
n
2
. (1.6)
There are other ways for deﬁning the fractional Laplacian, asf o ri n s t a n c ev i at h eF o u r i e rt r a n s f o r m .W e
note that the fractional Laplacian is a non local operator andt h i sr a i s e ss e v e r a lt e c h n i c a ld i f ﬁ c u l t i e s .H o w -
ever, there is a way of studying various properties of the fractional Laplacian via the Dirichlet to Neumann
map. This has been recently studied by Caffarelli and Silvestre [CS], and it will be central in this work. Let
us brieﬂy recall the approach in [CS], where by adding a new variable y,t h e yr e l a t et h ef r a c t i o n a lL a p l a c i a n
to a local operator. For any function f one solves the following extension problem
div(y1 2s (x,y)u(x,y)) = 0,I R n   (0, ), (1.7)
u(x,0) = f(x),I R n , (1.8)
the natural energy of which is given by
J[u]=
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy.
Then, up to a normalizing factor C one establishes that
  lim
y 0+ y1 2suy(x,y)=C(  )sf(x) .
Our interest in this work is to study the fractional Laplaciand e ﬁ n e di ns u b s e t so fIR n and in particular
to establish Hardy and Hardy-Sobolev-Maz’ya inequalities there. There is a lot of interest in fractional
Laplacian in subsets of IR n coming from various applications, as for instance censored stable processes and
killed stable processes [CSo], [BBC], [CKS1], [CKS2], Gammac o n v e r g e n c ea n dp h a s et r a n s i t i o np r o b l e m s
[ABS], [G], [SV1], [SV2], [PSV] and nonlinear PDE theory [CT], [T], [CC]. In [BD] it was conjectured
that the best Hardy constant in the case of the fractional Laplacian associated to a censored stable process is
the same for all convex domains. In [FS] it was posed the question establishing fractional Hardy-Sobolev-
Maz’ya inequalities for the half space.
Contrary to the case of the full space IR n,t h e r ea r es e v e r a ld i f f e r e n tf r a c t i o n a lL a p l a c i a n st h a to n ec a n
deﬁne on a domain     IR n.I n p a r t i c u l a r i n t h e a b o v e m e n t i o n e d r e f e r e n c e s t h r e e d i f f erent fractional
Laplacians appear. In all cases we will use the Dirichlet to Neumann map after identifying the proper
extension problem. Throughout this work we assume that the domain   is a uniformly Lipschitz domain;
for the precise deﬁnition see Section 2.
We start with the fractional Laplacian that appears in [CT], [T], [CC]. The proper extension problem
in this case is to consider test functions in C 
0 (    IR ).A tt h i sp o i n tw er e c a l lt h a tt h ei n n e rr a d i u so fa
domain   is deﬁned as Rin := supx   d(x).W es a yt h a tt h ed o m a i n  has ﬁnite inner radius whenever
Rin <  .O u rﬁ r s tr e s u l tc o n c e r n st h ee x t e n d e dp r o b l e ma n dr e a d s :
Theorem 1.1. (Trace Hardy & Trace Hardy-Sobolev-Maz’ya I)
Let 1
2   s<1, n   2 and     IR n be a domain.
(i) If in addition   is such that
   d(x)   0,x     , (1.9)
then for all u   C 
0 (    IR ) there holds
  + 
0
 
 
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ds
 
 
u2(x,0)
d2s(x)
dx , (1.10)
3with
¯ ds :=
2 (1   s)  2  3+2s
4
 
 2  3 2s
4
 
 (s)
. (1.11)
(ii) Suppose there exists a point x0      and r>0 such that the part of the boundary     B(x0,r) is C1
regular. Then
¯ ds   inf
u C 
0 (  IR )
  + 
0
 
  y1 2s| u|2dxdy
 
 
u2(x,0)
d2s(x) dx
.
In particular ¯ ds in (1.10) is the best constant.
(iii) If   is a uniformly Lipschitz domain with ﬁnite inner radius satisfying (1.9), and s   (1
2,1),t h e nt h e r e
exists a positive constant c such that for all u   C 
0 (    IR ) there holds
  + 
0
 
 
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ds
 
 
u2(x,0)
d2s(x)
dx + c
  
 
|u(x,0)|
2n
n 2sdx
  n 2s
n
. (1.12)
Actually, in the case of half space  =IR n
+ we establish a much stronger result covering the full range
s   (0,1).I np a r t i c u l a rw eh a v e
Theorem 1.2. (Half Space, Trace Hardy-Sobolev-Maz’ya I)
Let 0 <s<1 and n   2.
(i) For all u   C 
0 (IR n
+   IR ) there holds
   
0
 
IR n
+
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ds
 
IR n
+
u2(x,0)
x2s
n
dx , (1.13)
with
¯ ds :=
2 (1   s)  2  3+2s
4
 
 2  3 2s
4
 
 (s)
. (1.14)
(ii) The constant ¯ ds in (1.13) is sharp, that is
¯ ds =i n f
u C 
0 (IR n
+ IR )
   
0
 
IR n
+ y1 2s| u|2dxdy
 
IR n
+
u2(x,0)
x2s
n dx
.
(iii) There exists a positive constant c such that for all u   C 
0 (IR n
+   IR ) there holds
   
0
 
IR n
+
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ds
 
IR n
+
u2(x,0)
x2s
n
dx + c
  
IR n
+
|u(x,0)|
2n
n 2sdx
  n 2s
n
. (1.15)
We will apply Theorem 1.1 to the fractional Laplacian that is deﬁned as follows. Let     IR n be a
bounded domain, and  i and  i be the Dirichlet eigenvalues and orthonormal eigenfunctions of the Lapla-
cian, i.e.    i =  i i in  ,w i t h i =0on   .T h e n ,f o rf(x)=
 
ci i(x) we deﬁne
(  )sf(x)=
   
i=1
ci s
i i(x), 0 <s<1 , (1.16)
in which case
((  )sf,f)  =
 
 
f(x)(   )sf(x)dx =
   
i=1
c2
i s
i. (1.17)
In the sequel we will refer to this fractional Laplacian as the spectral fractional Laplacian.W et h e nh a v e
4Theorem 1.3. (Hardy & Hardy-Sobolev-Maz’ya for Spectral Fractional Laplacian)
Let 1
2   s<1, n   2 and     IR n be a bounded domain.
(i) If in addition   is such that
   d(x)   0,x     , (1.18)
then, for all f   C 
0 ( ) there holds
((  )sf,f)    ds
 
 
f2(x)
d2s(x)
dx , (1.19)
with
ds :=
22s 2  3+2s
4
 
 2  3 2s
4
  . (1.20)
(ii) Suppose there exists a point x0      and r>0 such that the part of the boundary     B(x0,r) is C1
regular. Then
ds   inf
f C 
0 ( )
((  )sf,f) 
 
 
f2(x)
d2s(x)dx
.
(iii) If   is a Lipschitz domain satisfying (1.18) and s   (1
2,1),t h e nt h e r ee x i s t sap o s i t i v ec o n s t a n tc such
that for all f   C 
0 ( ) there holds
((  )sf,f)    ds
 
 
f2(x)
d2s(x)
dx + c
  
 
|f(x)|
2n
n 2sdx
  n 2s
n
. (1.21)
We next consider the fractional Laplacian associated to the killed stable processes that appears in [BD],
[BBC], [SV1], [SV2], [PSV], which from now on we will call it Dirichlet fractional Laplacian.T h ep r o p e r
extension problem involves test functions u   C 
0 (IR n IR ) such that u(x,0) = 0 in the complement of  ,
that is, for x  C  .F o rt h i sf r a c t i o n a lL a p l a c i a n ,o u ra s s u m p t i o no nt h ed o m a i n   is convexity instead of
(1.3). The reason for this is that our method requires subharmonicity of the distance function in C  which
is equivalent to the convexity of  ,s e e[ A K ] .O u rn e x tr e s u l tr e a d s :
Theorem 1.4. (Trace Hardy & Trace Hardy-Sobolev-Maz’ya II)
Let 1
2   s<1, n   2 and     IR n be a domain.
(i) If in addition   is convex then, for all u   C 
0 (IR n   IR ) such that u(x,0) = 0 for x  C  ,t h e r eh o l d s
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ks
 
 
u2(x,0)
d2s(x)
dx , (1.22)
with
¯ ks :=
21 2s 2(s + 1
2) (1   s)
  (s)
. (1.23)
(ii) Suppose there exists a point x0      and r>0 such that the part of the boundary     B(x0,r) is C1
regular. Then
¯ ks   inf
u   C 
0 (IR n   IR ),
u(x,0) = 0,x  C  
  + 
0
 
IR n y1 2s| u|2dxdy
 
 
u2(x,0)
d2s(x) dx
.
In particular ¯ ks in (1.22) is the best constant.
(iii) If   is a uniformly Lipschitz and convex domain with ﬁnite inner radius and s   (1
2,1),t h e nt h e r e
exists a positive constant c,s u c ht h a tt h ef o l l o w i n gi m p r o v e m e n th o l d st r u ef o ra l lu   C 
0 (IR n   IR ) with
u(x,0) = 0 for x  C  :
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ks
 
 
u2(x,0)
d2s(x)
dx + c
  
 
|u(x,0)|
2n
n 2sdx
  n 2s
n
, (1.24)
5Elementary manipulations show that
¯ ds =2s i n 2
 
(2s +1 )  
4
 
¯ ks ,
thus
¯ ds > ¯ ks , for s   (0,1) ,
which implies in particular that the best constants of Theorems 1.1 and 1.4 are different.
We next apply Theorem 1.4 to the Dirichlet fractional Laplacian. In this case, for f   C 
0 ( ) we extend
f in all of IR n by setting f =0in C  and use (1.5). In particular, the corresponding quadratic form is
((  )s
Df,f)IR n =
cn,s
2
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd  (1.25)
=
cn,s
2
  
 
 
 
|f(x)   f( )|2
|x    |n+2s dxd  +2
 
 
 
C 
|f(x)|2
|x    |n+2sdxd 
 
,
with the constant cn,s as given by (1.6). We then have:
Theorem 1.5. (Hardy & Hardy-Sobolev-Maz’ya for the Dirichlet Fractional Laplacian)
Let 1
2   s<1, n   2 and     IR n be a domain.
(i)If in addition   is convex, then for all f   C 
0 ( ) there holds
((  )s
Df,f)IR n  
 2  
s + 1
2
 
 
 
 
f2(x)
d2s(x)
dx . (1.26)
Equivalently, one has that
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd    kn,s
 
 
f2(x)
d2s(x)
dx , (1.27)
where
kn,s :=
21 2s 
n 2
2  (1   s) 2(s + 1
2)
s (n+2s
2 )
. (1.28)
(ii) Suppose there exists a point x0      and r>0 such that the part of the boundary     B(x0,r) is C1
regular. Then the Hardy constants
 2(s+ 1
2)
  in (1.26) and kn,s in (1.27) are optimal.
(iii) If   is a uniformly Lipschitz and convex domain with ﬁnite inner radius and s   (1
2,1),t h e nt h e r ee x i s t s
ap o s i t i v ec o n s t a n tc such that for all f   C 
0 ( ) there holds
((  )s
Df,f)IR n  
 2  
s + 1
2
 
 
 
 
f2(x)
d2s(x)
dx + c
  
 
|f(x)|
2n
n 2sdx
  n 2s
n
. (1.29)
Equivalently, one has that
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd    kn,s
 
 
f2(x)
d2s(x)
dx + c
  
 
|f(x)|
2n
n 2sdx
  n 2s
n
. (1.30)
The case where   is the half–space  =IR n
+ = {(x1,...,x n):xn > 0} is of particular interest see
[BD], [BBC], [FS], [D], [S]. In this case we obtain a stronger result that covers the full range s   (0,1).
More precisely we have:
6Theorem 1.6. (Half Space, Trace Hardy-Sobolev-Maz’ya & Fractional Hardy-Sobolev-Maz’ya II)
Let 0 <s<1 and n   2.
(i) Then for all u   C 
0 (IR n   IR ) with u(x,0) = 0, x   IR n
 ,t h e r eh o l d s
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ks
 
IR n
+
u2(x,0)
x2s
n
dx , (1.31)
where
¯ ks :=
21 2s 2(s + 1
2) (1   s)
  (s)
,
is the best constant in (1.31).
(ii) There exists a positive constant c,s u c ht h a tf o ra l lu   C 
0 (IR n   IR ) with u(x,0) = 0, x   IR n
 ,t h e r e
holds
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ks
 
IR n
+
u2(x,0)
x2s
n
dx + c
  
IR n
+
|u(x,0)|
2n
n 2sdx
  n 2s
n
, (1.32)
(iii) As a consequence, there exists a positive constant c such that for all f   C 
0 (IR n
+) there holds
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd    kn,s
 
IR n
+
f2(x)
x2s
n
dx + c
  
IR n
+
|f(x)|
2n
n 2sdx
  n 2s
n
, (1.33)
where kn,s is given by (1.28).
Or, equivalently, for all f   C 
0 (IR n
+) there holds
 
IR n
+
 
IR n
+
|f(x)   f( )|2
|x    |n+2s dxd     n,s
 
IR n
+
f2(x)
x2s
n
dx + c
  
IR n
+
|f(x)|
2n
n 2sdx
  n 2s
n
, (1.34)
where
 n,s :=  
n 1
2
 (s + 1
2)
s (n+2s
2 )
 
21 2s
 
 
 (1   s) (s +
1
2
)   1
 
.
We note that the Hardy–Sobolev–Maz’ya inequality (1.33) refers to the Dirichlet fractional Laplacian,
associated to the killed stable processes whereas inequality (1.34) is associated to the censored stable pro-
cesses. The Hardy constants kn,s and  n,s appearing in (1.33) and (1.34) respectively are optimal, as shown
in [BD]. The corresponding fractional Hardy inequality of (1.34) with best constant, in the case of a convex
domain  ,t h a ti s ,
 
 
 
 
|f(x)   f( )|2
|x    |n+2s dxd     n,s
 
 
f2(x)
d(x)2sdx, f   C 
0 ( ) ,
has been established for s   (1
2,1) in [LS]. The question of obtaining a Hardy–Sobolev–Maz’ya inequality
for the half space was raised in [FS] and was answered positively in [S], [D], but only for the range s  
(1
2,1).
For other type of trace Hardy inequalities we refer to [DDM] and [AFV]. We ﬁnally note that fractional
Sobolev inequalities play an important role in many other directions, see e.g., [BBM], [CG], [MS], [N].
72T h e T r a c e H a r d y i n e q u a l i t y I
In this section we will prove the trace Hardy inequality contained in Theorem 1.1. We ﬁrst recall the
deﬁnition of a uniformly Lipschitz domain  ;s e es e c t i o n1 2o f[ L ] .W en o t et h a tS t e i nc a l l ss u c had o m a i n
minimally smooth, see section 3.3 of [St].
Ad o m a i n  is called uniformly Lipschitz if there exist  >0, L>0,a n dM   IN and a locally ﬁnite
countable cover {Ui} of    with the following properties:
(i) If x      then B(x, )   Ui for some i.
(ii) Every point of IR n is contained in at most MU i’s.
(iii) For each i there exist local coordinates y =( y ,y n)   IR n 1 IR and a Lipschitz function f : IR n 1  
IR ,w i t hLipf   L such that
Ui    =Ui  { (y ,y n)   IR n 1   IR : yn >f(y )}.
Under the uniformly Lipschitz assumption on   the extension operator is deﬁned in W1,p( ),f o ra l lp   1.
We also note that when   is a bounded domain the above deﬁnition reduces to   being Lipschitz.
In the sequel we set a =1  2s.S i n c e0 <s<1 we also have  1 <a<1.W eﬁ r s te s t a b l i s ht h e
following useful identity:
Lemma 2.1. Suppose that a   ( 1,1) and let u   C 
0 (  IR ) and     C2(  (0, )) C(¯   [0, ))
is such that  (x,y) > 0 in     [0, ),  (x,y)=0in      (0, ),
|ya y(x,y)
 (x,y)
| V (x),y   (0,1),x    , 0   V (x)   L1
loc( ),
and for a.e. x    ,t h ef o l l o w i n gl i m i te x i s t s :
lim
y 0+
 
ya y(x,y)
 (x,y)
 
.
We also require that the following integrals are ﬁnite
  + 
0
 
 
ya|  |2
 2 u2dxdy,
  + 
0
 
 
|div(ya  )|
 
u2dxdy .
We then have the identity:
  + 
0
 
 
ya| u|2dxdy =  
 
 
lim
y 0+
 
ya y
 
 
u2(x,0)dx +
  + 
0
 
 
ya| u  
  
 
u|2dxdy
 
  + 
0
 
 
div(ya  )
 
u2dxdy. (2.1)
Proof: Expanding the square and integrating by parts we compute for  >0,
   
 
 
 
ya| u  
  
 
u|2dxdy =
   
 
 
 
ya
 
| u|2 +
|  |2
 2 u2  
  
 
 u2
 
dxdy
=
   
 
 
 
ya| u|2dxdy +
   
 
 
 
div(ya  )
 
u2dxdy +
 
 
 a y(x, )
 (x, )
u2(x, )dx .
We then pass to limit     0 and the result follows easily.
 
We will use Lemma 2.1 with the following choice:  (x,y)=d  a
2(x)A
 
y
d(x)
 
for y>0, x    .T h e
function A solves the following boundary value problem
(t3 + t)A   +( a + t2(2 + a))A  +
(2 + a)a
4
tA =0 ,t > 0, (2.2)
8with
A(0) = 1, lim
t + 
A(t)=0. (2.3)
Equation (2.2) can also be written in divergence form as
(ta(1 + t2)A )  +
(2 + a)a
4
taA =0 . (2.4)
From now on we will use the following notation:
f   g, in U,
whenever there exist positive constants c1, c2,s u c ht h a t
c1g   f   c2g, in U .
We then have the following
Proposition 2.2. Suppose that a   ( 1,1).T h eb o u n d a r yv a l u ep r o b l e m( 2 . 2 ) ,( 2 . 3 )h a sap o s i t i v ed e c r eas-
ing solution A with the following properties:
(i) There exists a positive constant ¯ ds such that
lim
t 0+ taA (t)= ¯ ds ,
with
¯ ds =
(1   a) 
 1+a
2
 
 2  4 a
4
 
 2  2+a
4
 
 
 3 a
2
  =
2s (1  s)  2  3+2s
4
 
 2  3 2s
4
 
 (1+s)
.
(ii) For all t>0,
A(t)   (1 + t2)  2+a
4 ,
A (t)    t a(1 + t2)  4 a
4 .
Moreover,
lim
t + 
tA (t)
A(t)
=  
2+a
2
.
(iii) There holds:
¯ ds =
   
0
ta(1 + t2)(A )2dt  
(2 + a)a
4
   
0
taA2dt, (2.5)
(iv) In case a   ( 1,0],w eh a v e
tA (t)+
a
2
A(t)   0 .
Moreover for a   ( 1,0) and all t>0 we have
tA (t)+
a
2
A(t)    A(t) .
Proof: We change variables in (2.2) by z =  t2 and deﬁne B(z) such that A(t)=B( t2),w h e n c e
At =  2tBz and Att =  2Bz +4 t2Bzz.I t t h e n f o l l o w s t h a t B(z) satisﬁes the Gauss hypergeometric
equation
z(1   z)B   +
 
1+a
2
 
3+a
2
z
 
B   
a(2 + a)
16
B =0 ,    <z<0,
whose general solution is given by
B(z)=C1F1
 
a
4
,
2+a
4
,
1+a
2
;z
 
+ C2z
1 a
2 F2
 
2   a
4
,
4   a
4
,
3   a
2
;z
 
;
9see [AS], Section 15.5 as well as 15.1 for the deﬁnition and basic properties of the function F.I tf o l l o w s
that
A(t)=C1F1
 
a
4
,
2+a
4
,
1+a
2
; t2
 
+ C2t1 ae
i (1 a)
2 F2
 
2   a
4
,
4   a
4
,
3   a
2
; t2
 
. (2.6)
Since F( , , ;0)=1for any  ,  ,  ,t h ec o n d i t i o nA(0) = 1 implies that C1 =1 .W et h e nh a v e
¯ ds =   lim
t 0+ taA (t)
=   lim
t 0+ ta( 2tF 
1 +( 1  a)C2e
i (1 a)
2 t aF2   2C2t2 ae
i (1 a)
2 F 
2)
=  (1   a)C2e
i (1 a)
2 . (2.7)
In the above calculation we have also used the fact that
F ( , , ;z)=
d
dz
F( , , ;z)=
  
 
F(  +1 , +1 , +1 ;z).
We next compute the behavior of A at inﬁnity. To this end we will use the inversion formula, valid for any
 ,  ,   and |arg( z)| <  :
F( , , ;z)=
 ( ) (     )
 ( ) (     )
( z)  F
 
 , 1     +  , 1     +  ;
1
z
 
+
 ( ) (     )
 ( ) (     )
( z)  F
 
 , 1     +  , 1     +  ;
1
z
 
.
We then calculate
lim
t + 
t
a
2A(t)=
 
 1+a
2
 
 
 1
2
 
 2  2+a
4
  + C2e
i (1 a)
2
 
 3 a
2
 
 
 1
2
 
 2  4 a
4
  .
To make this limit equal to zero we choose
C2 =  e 
i (1 a)
2
 
 1+a
2
 
 2  4 a
4
 
 2  2+a
4
 
 
 3 a
2
 .
Combining this with (2.7) we conclude
¯ ds =
(1   a) 
 1+a
2
 
 2  4 a
4
 
 2  2+a
4
 
 
 3 a
2
  =
2s (1  s)  2  3+2s
4
 
 2  3 2s
4
 
 (1+s)
. (2.8)
At this point both constants C1, C2,i n( 2 . 6 )h a v eb e e ni d e n t i ﬁ e d .A f t e rs o m el e n g t h yb u ts t r a i g htforward
calculations we ﬁnd that as t   + 
A(t)   t  2+a
2 ,A  (t)   t  4+a
2 . (2.9)
In addition we get
lim
t + 
tA (t)
A(t)
=  
2+a
2
.
Using (2.4) and the above asymptotics, we easily conclude that the solution A is energetic, that is,
   
0
ta(1 + t2)(A )2dt +
   
0
taA2dt <   .
Multiplying (2.4) by A and integrating by parts in (0, ) we arrive at (2.5)
10To prove the positivity and monotonicity of A we next change variables by:
B(s)=( 1+t2)
a
4A(t),s =1 /t .
It follows that B satisﬁes the equation
(1 + s2)2B   +( 2  a)s(1 + s2)B   
a2
4
B =0 ,s   (0,+ ) ,
with B(0) = 0 and B(+ )=1 .A s t a n d a r d m a x i m u m p r i n c i p l e a r g u m e n t s h o w s t h a t B is positive.
Consequently A is positive and the monotonicity of A follows easily.
The positivity and monotonicity of A in connection with the asymptotics of A yield easily part (ii) of
the Proposition.
Part (iv) follows easily from the monotonicity of A and part (ii).
 
Using the asymptotics of A(t),f r o mt h ep r e v i o u sP r o p o s i t i o nw ee a s i l yo b t a i nt h ef o l l o w i ng uniform
asymptotics for  
Lemma 2.3. Suppose a   ( 1,1) and let   be given by
 (x,y)=d  a
2(x)A
 
y
d(x)
 
,y > 0,x       IR n ,
where A solves (2.2), (2.3).
(i)T h e n
 (x,y)  
d
(d2 + y2)
2+a
4
,y > 0,x     .
Concerning the gradient of  ,f o ra   ( 1,0] we have
| (x,y) (x,y)| 
1
(d2 + y2)
2+a
4
,y > 0,x     ,
whereas for a   (0,1)
| (x,y) (x,y)| 
y a
(d2 + y2)
2 a
4
,y > 0,x     .
(ii)I f  satisﬁes   d(x)   0 for x    ,t h e nf o ra   ( 1,0)
 div(ya  )   
ya
(d2 + y2)
2+a
2
( d d) ,y > 0,x     ,
whereas for a =0 ,
 div(  )   
y
(d2 + y2)
3
2
( d d) ,y > 0,x     .
We are now ready to give the proof of Theorem 1.1.
Proof of Theorem 1.1 part (i) and (ii): We assume that s   [1
2,1) or equivalently a   ( 1,0].W ew i l lu s e
Lemma 2.1 with the test function   given by
 (x,y)=d  a
2(x)A
 
y
d(x)
 
,y > 0,x       IR n ,
11where A solves (2.2), (2.3). Using Proposition 2.2 and Lemma 2.3 we see that all hypotheses of Lemma 2.1
are satisﬁed. In particular, for t =
y
d we compute, for x    ,
  lim
y 0+
 
ya y
 
 
=   lim
y 0+
 
ta A (t)
d1 aA(t)
 
=
1
d1 a(x)
lim
t 0+
 
 
taA (t)
A(t)
 
=
¯ ds
d1 a(x)
. (2.10)
We also have
 div(ya  )= ya 1d 1  a
2
 
(t3 + t)A   +( a + t2(2 + a))A  +
(2 + a)a
4
tA
 
 ya 1d 1  a
2
 
( d d)
 
t2A  +
at
2
A
  
=  ya 1d 1  a
2
 
( d d)
 
t2A  +
at
2
A
  
,
therefore,
 div(ya  )   0 ,x    ,y > 0.
From Lemma 2.1 we get
  + 
0
 
 
ya| u|2dxdy   ¯ ds
 
 
u2(x,0)
d1 a(x)
dx +
  + 
0
 
 
ya| u  
  
 
u|2dxdy
 
  + 
0
 
 
div(ya  )
 
u2dxdy , (2.11)
from which the trace Hardy inequality follows directly. Thisr e l a t i o nw i l lb eu s e dl a t e ro n ,i nS e c t i o n s5a n d
6t oo b t a i nt h eS o b o l e vt e r ma sw e l l .
We continue with the proof of the optimality of the Hardy constant ¯ ds.L e t
Q[u]: =
  + 
0
 
  ya| u|2dxdy
 
 
u2(x,0)
d1 a(x)dx
=:
N[u]
D[u]
. (2.12)
We have that Q[u]   ¯ ds.H e r e w e w i l l s h o w t h a t t h e r e e x i s t s a s e q u e n c e o f f u n c t i o n s u  such that
lim  0 Q[u ]=¯ ds,a n dt h e r e f o r e ¯ ds is the best constant.
We ﬁrst assume for simplicity that the boundary of   is ﬂat in a neighborhood V of a point x0     .
The neighborhood of the point x0 is assumed to contain a ball centered at x0 with radius, say, 3 .L o c a l l y
around x0 the boundary is given by xn =0 ,w h e r e a st h ei n t e r i o ro f  corresponds to xn > 0.W ea l s ow r i t e
x =( x ,x n).C l e a r l y ,f o rx       V we have that d(x)=xn.
We next deﬁne two suitable cutoff functions. Let  (x )   C 
0 (B ),w h e r eB         IR n 1 is the
ball centered at x0 with radius  .A l s ot h en o n n e g a t i v ef u n c t i o nh(xn)   C (IR +) is such that h(xn)=0
for xn   2  and h(xn)=1for 0   xn    .W ew i l lu s et h ef o l l o w i n gt e s tf u n c t i o n :
u (x ,x n,y)=
 
h(xn) (x )x
  a
2
n A(
y
xn),y    
h(xn) (x )x
  a
2
n A(  
xn), 0   y<  .
(2.13)
We have that
Q[u ]=
  + 
0 dy
  2 
0 dxn
 
B  dx ya| u |2
  2 
0 dxn
 
B  dx  u2
 
x
1 a
n
=
N[u ]
D[u ]
. (2.14)
12Concerning the denominator we compute
D[u ]=
 
B 
 2(x )dx 
   
0
x 1
n A2(
 
xn
)dxn + O (1)
=
 
B 
 2(x )dx 
  + 
 / 
A2(t)
t
dt + O (1). (2.15)
We next calculate the numerator. At ﬁrst we break N into two pieces:
N[u ]=
   
0
dy +
  + 
 
dy =: N1[u ]+N2[u ].
Using the speciﬁc form of u  and elementary estimates we calculate:
N2[u ]=
 
B 
 2(x )dx 
  + 
 
dy
   
0
dxn
ya
xa+2
n
  
 
a
2
A(
y
xn
)  
y
xn
A (
y
xn
)
 2
+ A
 2(
y
xn
)
 
+
 
B 
|  (x )|2dx 
  + 
 
dy
   
0
dxn yax a
n A2(
y
xn
)+O (1)
=: N21[u ]+N22[u ]+O (1).
We note that as     0,
N22[u ]=
 
B 
|  (x )|2dx 
   
0
xn
  + 
 /xn
taA2(t)dtdxn
= O (1).
Concerning N21[u ],c h a n g i n gv a r i a b l e sb yt =
y
xn we write:
N21[u ]=
 
B 
 2(x )dx 
  + 
 
dy
y
  + 
y/ 
 
taA
 2(t)+ta
 a
2
A(t)+tA (t)
 2 
dt
=
 
B 
 2(x )dx 
  + 
 
dy
y
  + 
y/ 
 
ta(1 + t2)A
 2 + at1+aAA  +
a2
4
taA2
 
dt.
Integrating by parts the term containing the factors AA  and then using the equation satisﬁed by A (cf (2.4))
we get
  + 
y/ 
 
ta(1 + t2)A
 2 + at1+aAA  +
a2
4
taA2
 
dt
=
  + 
y/ 
 
ta(1 + t2)A
 2  
a(2 + a)
4
taA2
 
dt +
1
2
at1+aA2(t)|t=
y
 
=  ta(1 + t2)A(t)A (t)|t=
y
  +
1
2
at1+aA2(t)|t=
y
 ,
whence,
N21[u ]= 
 
B 
 2(x )dx 
  + 
 / 
1
t
ta(1 + t2)A(t)A (t)dt + O (1).
It is not difﬁcult to show that N1[u ]=O (1),a n dt h e r e f o r eN[u ]=N21[u ]+O (1).U s i n ga l s o( 2 . 1 5 )
13we can form the quotient
lim
  0
Q[u ]=l i m
  0
 
 
B   2(x )dx    + 
 / 
1
tta(1 + t2)A(t)A (t)dt + O (1)
 
B   2(x )dx    + 
 / 
A2(t)
t dt + O (1)
=l i m
  0
 
  + 
 / 
1
tta(1 + t2)A(t)A (t)dt
  + 
 / 
A2(t)
t dt
=   lim
  0
 a(1 +  2)A ( )
A( )
= ¯ ds, (2.16)
where we used L’Hopital’s rule and then part (i) of Proposition 2.2.
Let us now consider the general case. We assume that    is C1 in a neighborhood of a point ¯ x0,w h i c h
we take to be the origin 0     .T h u sl o c a l l y  ,i st h eg r a p ho faf u n c t i o n¯ xn =  (¯ x ),w i t h (0) = 0 and
  (0) = 0.W ea l s oa s s u m et h a tt h ei n t e r i o ro f  corresponds to ¯ xn >  (¯ x ).T h e nt h ef o l l o w i n gc h a n g e
of coordinates straightens the boundary in a neighborhood oft h eo r i g i n :xi =¯ xi, i =1 ,2,...,n  1,a n d
xn =¯ xn    (¯ x );s e ee . g .[ E ] ,A p p e n d i xC .W ea s s u m et h a ti n s i d et h eb a l lB(0,3 ) (in the x-space) the
image of    is ﬂat. We then consider the test function v (¯ x,y)=u (x,y).C l e a r l yv (¯ x,y) is zero away
from a neighborhood of the origin, say U,a n de l e m e n t a r yc a l c u l a t i o n ss h o wt h a t
 ¯ xv  =  xu    u ,xn ¯ x (¯ x ),
whence,
| ¯ xv     xu | |   ¯ x (¯ x )|| xu | = o (1)| xu |.
It then follows that
| ¯ xv | = | xu |(1 + o (1)).
On the other hand, for ¯ x   U and d(¯ x)=d i s t ( ¯ x,  ),w eh a v et h a t
d(¯ x)=( ¯ xn    (¯ x ))(1 + | ¯ x (¯ x )|2)1/2 = xn(1 + o (1)).
We ﬁnally note that the Jacobian of the above transformation is one and therefore dx = d¯ x.W e t h e n
compute
Q[v (¯ x,y)] = Q[u (x,y)](1 + o (1)),
where Q[u (x,y)] is given in (2.14). Since   can be taken as small as we like the result follows easily, using
the calculations from the ﬂat case.
 
3T h e T r a c e H a r d y i n e q u a l i t y I I
In this section we will prove the trace Hardy inequality contained in Theorem 1.4. We ﬁrst establish the
analogue of Lemma 2.1:
Lemma 3.1. Suppose that a   ( 1,1) and let u   C 
0 (IR n   IR ) such that u(·,0)   C 
0 ( ).L e t
    C2(IR n  (0, )) C(IR n  [0, )) is such that  (x,y) > 0 in IR n  [0, ),  (x,0) = 0 in x  C  ,
|ya y(x,y)
 (x,y)
| V (x),y   (0,1),x   IR n, 0   V (x)   L1
loc(IR n) .
Moreover for a.e. x    ,t h ef o l l o w i n gl i m i te x i s t s :
lim
y 0+
 
ya y(x,y)
 (x,y)
 
.
14We also require that the following integrals are ﬁnite
  + 
0
 
IR n
ya|  |2
 2 u2dxdy,
  + 
0
 
IR n
|div(ya  )|
 
u2dxdy .
We then have the identity:
  + 
0
 
IR n
ya| u|2dxdy =  
 
 
lim
y 0+
 
ya y
 
 
u2(x,0)dx +
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy
 
  + 
0
 
IR n
div(ya  )
 
u2dxdy. (3.1)
The proof of this Lemma is quite similar to the proof of Lemma 2.1 and we omit it.
This time we will choose the test function to be of the form
 (x,y)=
 
(y2 + d2)  a
4B(d
y),x    ,y > 0
(y2 + d2)  a
4B( d
y),x  C  ,y > 0
(3.2)
where function B is the solution of the following boundary value problem
(1 + t2)2B   +( 2  a)t(1 + t2)B   
a2
4
B =0 ,t   (  ,+ ) , (3.3)
complemented with the conditions
B(  )=0 ,B (+ )=1 . (3.4)
We note that this can be written in divergence form as
((1 + t2)1  a
2B (t))   
a2
4
(1 + t2) 1  a
2B(t)=0 ,t   IR . (3.5)
We next collect some properties of B that will be used later on.
Proposition 3.2. Suppose that a   ( 1,1).T h eb o u n d a r yv a l u ep r o b l e m( 3 . 3 ) ,( 3 . 4 )h a sap o s i t i v ei n c r eas-
ing solution B with the following properties:
(i) There exists a positive constant ¯ ks such that
lim
t + 
(1 + t2)
2 a
2 B (t)= :¯ ks , (3.6)
where
¯ ks =
2a 2(2 a
2 ) (1+a
2 )
  (1 a
2 )
=
21 2s
 
 2(s + 1
2) (1   s)
 (s)
.
(ii) We have
B(t)   1,t > 0
B(t)   (1 + t2)  1 a
2 t<0 ,
B (t)   (1 + t2)  2 a
2 t   IR .
(iii) There holds:
¯ ks =
  + 
  
 
(1 + t2)1  a
2B
 2(t)+
a2
4
(1 + t2) 1  a
2B2(t)
 
dt .
(iv) In case a   ( 1,0],w eh a v e
(1 + t2)B (t)  
a
2
tB(t) > 0,t   IR .
Moreover for a   ( 1,0)
(1 + t2)B (t)  
a
2
tB(t)   (1 + t2)
1
2,t > 0 .
15Proof: When a =0the ODE can be easily solved by a straightforward integration. For the general case we
ﬁrst change variables by B(t)=( 1+t2)
a
4f(t) to obtain
(1 + t2)f   +2 tf  +
a(2   a)
4
f =0 .
We next change variables by g(z)=f(t), z = it,s ot h a tg satisﬁes the equation
(1   z2)g     2zg  +  (  +1 ) g =0 ,  =  
a
2
. (3.7)
The solution of this is given in [AS], Section 8.1:
g(z)=
 
C+
1 P (z)+C+
2 Q (z), Imz>0,
C 
1 P (z)+C 
2 Q (z), Imz<0.
(3.8)
We also have that
B(t)=( 1+t2)   
2g(it).
The conditions then at inﬁnity become
lim
t + 
t  g(it)=1 , lim
t   
( t)  g(it)=0 . (3.9)
To ﬁnd the constants in (3.8) we will satisfy the conditions ati n ﬁ n i t y( 3 . 9 )a n dw ew i l lm a t c hb o t hg and g 
at z =0 .T h a ti sw ew i l la s k
g(+i0) = g( i0),g  (+i0) = g ( i0). (3.10)
We recall from [AS] Section 8.1 that for |z| > 1:
P (z)=  1z   1F
 
  +1
2
,
  +2
2
,
2  +3
2
;
1
z2
 
+  2z F
 
  
2
,
1    
2
,
1   2 
2
;
1
z2
 
,
Q (z)=E1z   1F
 
  +2
2
,
  +1
2
,
2  +3
2
;
1
z2
 
.
where,
 1 =
2   1   1
2 (     1
2)
 (  )
,  2 =
2    1
2 (  + 1
2)
 (1 +  )
,E 1 =
2   1 
1
2 (1 +  )
 (3
2 +  )
.
From the asymptotics when t  ±   ,w ee a s i l yc o n c l u d et h a t
C+
1 =
i  
 2
,C  
1 =0 . (3.11)
We next see what happens near zero. For |z| < 1 we have that
P (z)=B1F
 
 
 
2
,
  +1
2
,
1
2
;z2
 
+ B2zF
 
1    
2
,
2+ 
2
,
3
2
;z2
 
,
Q±
  (z)=  1e± i 
2 (   1)F
 
 
 
2
,
  +1
2
,
1
2
;z2
 
+  2e± i 
2 (  )zF
 
1    
2
,
  +2
2
,
3
2
;z2
 
,
where the plus sign corresponds to Imz>0 and the minus to Imz<0.T h ev a l u eo ft h ec o n s t a n t sa r eg i v e n
by:
B1 =
 
1
2
 (1  
2 ) (2+ 
2 )
,B 2 =
 2 
1
2
 (1+ 
2 ) (  
2 )
,  1 =
 
1
2 (1+ 
2 )
2 (1 +  
2)
,  2 =
 
1
2 (1 +  
2)
 (1+ 
2 )
.
16An easy calculation shows that the matching condition (3.10)y i e l d s
C 
2  1e
i 
2 ( +1) = C+
1 B1 + C+
2  1e
i 
2 (   1),
C 
2  2e
i 
2   = C+
1 B2 + C+
2  2e
i 
2 (  ),
from which it follows that
C+
2 =  
C+
1
2
e
i 
2  
 
B2
 2
+ i
B1
 1
 
C 
2 =
C+
1
2
e  i 
2  
 
B2
 2
  i
B1
 1
 
. (3.12)
Thus all constants in (3.8) have been computed (cf (3.11) and (3.12)), and therefore g(z) is now completely
known.
The asymptotics of g for |z| + ,a r e
g(z)=C±
1  2z  +( C±
1  1 + C±
2 E1)z   1 + o(|z|   1),
g (z)=C±
1  2 z  1   (  +1 ) [ C±
1  1 + C±
2 E1]z   2 + O(|z|  3),
where the plus sign corresponds to Imz>0 and the minus to Imz<0.W e h a v e t h a t B(t)=( 1+
t2)   
2g(it),w h e n c ew eg e t
B(t)=i1+ C 
2 E1( t) 2  1 + o(( t) 2  1),t      .
Concerning the derivative, we have for z = it
B (t)=  t(t2 +1 )    
2 1g(z)+i(1 + t2)   
2g (z).
Whence,
B (t)=( 2   +1 ) i1  (C+
1  1 + C+
2 E1) t 2  2 + o(t 2  2),t   + ,
B (t)=( 2   +1 ) i1+ C 
2 E1 ( t) 2  2 + o(( t) 2  2),t     .
This completes the proof of part (ii) of the Proposition.
We next give the proof of part (i). From (3.6) and the asymptotics of B(t) for t   + ,w ec o m p u t e
¯ ks =
(2  +1 )
2
i1 2  E1
 2
 
2
 1
E1
  i  B2
 2
  i +1B1
 1
 
. (3.13)
Using the explicit values of the constants we calculate:
E1
 2
=
2 2  1    2(1 +  )
 (1
2 +  ) (3
2 +  )
,
 1
E1
=
sin(  )
 cos(  )
,
B2
 2
=
2sin(  
2 )
 
,
B1
 1
=
2cos(  
2 )
 
.
Plugging these in (3.13) we conclude that (recall that   =  a/2=s   1/2)
¯ ks =
2 2 
 
 2(1 +  ) (1
2    )
 (1
2 +  )
=
2a 2(2 a
2 ) (1+a
2 )
  (1 a
2 )
=
21 2s
 
 2(s + 1
2) (1   s)
 (s)
. (3.14)
To prove part (iii) we use part (i) and we integrate the ODE (3.5).
By standard maximum principle arguments the solution B(t) of (3.3) subject to (3.4) is positive and
increasing. To prove part (iv) assuming that a   ( 1,0),w es e tf(t)=( 1+t2)  a
4B(t) so that
(1 + t2)f   +2 tf  +
a(2   a)
4
f =0 ,
17and a similar maximum principle argument shows that f(t) is also increasing. Since,
f (t)=( 1+t2)  a
4 1
 
(1 + t2)B   
a
2
tB
 
,
we conclude that
(1 + t2)B   
a
2
tB > 0,t   IR , a   0.
Using the asymptotics of B, B  from part (ii) we conclude the proof of part (iv).
 
Using the asymptotics of B(t) from the previous Proposition, we easily obtain the following uniform
asymptotics for  
Lemma 3.3. Suppose a   ( 1,1) and let   be given by
 (x,y)=
 
(y2 + d2)  a
4B(d
y),x    ,y > 0
(y2 + d2)  a
4B( d
y),x  C  ,y > 0 ,
where B solves (3.3), (3.4).
(i)T h e n
 (x,y)  
 
(y2 + d2)  a
4,x    ,y > 0
y1 a(y2 + d2)
a 2
4 ,x  C  ,y > 0.
Concerning the gradient of  ,f o ra   ( 1,0] we have
|  (x,y)| 
 
(y2 + d2)  a+2
4 ,x    ,y > 0
y a(y2 + d2)
a 2
4 ,x  C  ,y > 0.
whereas for a   (0,1)
|  (x,y)| y a(y2 + d2)
a 2
4 ,x   IR n,y > 0 .
(ii)I f  satisﬁes   d(x)   0 for x    ,t h e nf o ra   ( 1,0)
 div(ya  )   
ya
d(d2 + y2)
1+a
2
( d d) ,y > 0,x     ,
whereas for a =0 ,
 div(  )   
y
d(d2 + y2)
( d d) ,y > 0,x     .
We are now ready to give the proof of Theorem 1.4
Proof of Theorem 1.4 part (i) and (ii): We assume that s   [1
2,1) or equivalently a   ( 1,0].W ew i l lu s e
Lemma 3.1 with the test function   given
 (x,y)=
 
(y2 + d2)  a
4B(d
y),x    ,y > 0
(y2 + d2)  a
4B( d
y),x  C  ,y > 0 ,
Using Proposition 3.2 and Lemma 3.3 we see that all hypotheseso fL e m m a3 . 1a r es a t i s ﬁ e d .I np a r t i c u l a r
we compute
  lim
y 0+
 
ya y(x,y)
 (x,y)
 
=
1
d1 a(x)
lim
t + 
 
t2 aB (t)
 
=
¯ ks
d1 a(x)
,x     . (3.15)
18We also have for x     and t = d
y > 0,
  div(ya  )= ya(y2 + d2)  a
4 1
 
(1 + t2)2B   +( 2  a)t(1 + t2)B   
a2
4
B
 
+ya+1(y2 + d2)  a
4 1(  d)
 
(1 + t2)B   
a
2
tB
 
= ya+1(y2 + d2)  a
4 1(  d)
 
(1 + t2)B   
a
2
tB
 
, (3.16)
whereas for x  C   and t =  d
y < 0,w eh a v e
  div(ya  )= ya(y2 + d2)  a
4 1
 
(1 + t2)2B   +( 2  a)t(1 + t2)B   
a2
4
B
 
+ya+1(y2 + d2)  a
4 1( d)
 
(1 + t2)B   
a
2
tB
 
= ya+1(y2 + d2)  a
4 1( d)
 
(1 + t2)B   
a
2
tB
 
. (3.17)
Therefore under our assumption on   it follows from Proposition 3.2 that
 div(ya  )   0,x   IR n,y > 0 .
We now use Lemma 3.1 to get
  + 
0
 
IR n
ya| u|2dxdy   ¯ ks
 
 
u2(x,0)
d1 a(x)
dx +
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy
 
  + 
0
 
IR n
div(ya  )
 
u2dxdy , (3.18)
from which the trace Hardy inequality follows directly. Thisr e l a t i o nw i l la l s ob eu s e dl a t e ro n ,i nS e c t i o n5
and 6 to obtain the Sobolev term as well.
We next prove the optimality of the Hardy constant. We will work as in section 2. Let
Q[u]: =
  + 
0
 
IR n ya| u|2dxdy
 
 
u2(x,0)
d1 a(x)dx
=:
N[u]
D[u]
. (3.19)
We will show that there exists a sequence of functions u  such that lim  0 Q[u ]   ¯ ks,a n dt h e r e f o r e¯ ks is
the best constant.
We ﬁrst assume that the boundary of  isﬂatin aneighborhood U of apoint x0     .T h en e i g h b o r h o o d
of the point x0 is assumed to contain a ball centered at x0 with radius, say, 3 .L o c a l l y a r o u n d x0 the
boundary is given by xn =0 ,w h e r e a st h ei n t e r i o ro f  corresponds to xn > 0.W ea l s ow r i t ex =( x ,x n).
Clearly, for x       U we have that d(x)=xn.
We next deﬁne three suitable cutoff functions. Let  (x )   C 
0 (B ),w h e r eB         IR n 1 is the
ball centered at x0 with radius  .A l s ot h en o n n e g a t i v ef u n c t i o nh(xn)   C (IR ) is such that h(xn)=0
for |xn| 2  and h(xn)=1for |xn|  .W ea l s oa s s u m et h a th(xn) is symmetric around xn =0 .F i n a l l y
let  (y)   C 
0 (IR ) be such that 0    (y)   1,a n d (y)=1near y =0 .
We will use the following test function:
u (x ,x n,y)= (y)h(xn) (x )(y2 + x2
n)  a
4+  
4B(
xn
y
),x   IR n,y > 0. (3.20)
Using the asymptotics of B(t) we easily see that
u (x ,x n,0) =
 
h(xn) (x )x
  a
2+  
2
n ,x    
0,x  C  .
19We then compute
D[u ]=
 
IR n 1
 2(x )dx 
  + 
0
h2(xn)x 1+ 
n dxn. (3.21)
Concerning the numerator, a straightforward calculation shows that
| ((y2 + x2
n)  a
4+  
4B(
xn
y
))|2 =
 
 
a
2
+
 
2
 2
(y2 + x2
n)  a
2+  
2 1B2(
xn
y
)
+
(x2
n + y2)1  a
2+  
2
y4 B
 2(
xn
y
).
It is then easy to show that
N[u ]=
 
IR n 1
 2(x )dx 
 
IR
  + 
0
h2(xn)ya 2(y)
  
 
a
2
+
 
2
 2
(y2 + x2
n)  a
2+  
2 1B2(
xn
y
)
+
(xn + y2)1  a
2+  
2
y4 B
 2(
xn
y
)
 
dydxn + O (1).
To estimate the double integral above, we ﬁrst break the xn–integral into two pieces: from minus inﬁnity to
zero and from zero to inﬁnity. We then change variables in bothp i e c e sb yt = xn/y,t h u sg o i n gf r o mt h e
(xn,y) variables to (xn,t).A f t e re l e m e n t a r yc a l c u l a t i o n sw ea r r i v ea t
N[u ]=
 
IR n 1
 2(x )dx 
  + 
0
h2(xn)x 1+ 
n dxn ·
·
  + 
  
 2
 
xn
|t|
  
(1 + t2)1  a
2+  
2
|t|  B
 2(t)+
 
 
a
2
+
 
2
 2 (1 + t2) 1  a
2+  
2
|t|  B2(t)
 
dt + O (1).
Forming the quotient we obtain
Q[u ]  
  + 
  
 
(1 + t2)1  a
2+  
2
|t|  B
 2(t)+
 
 
a
2
+
 
2
 2 (1 + t2) 1  a
2+  
2
|t|  B2(t)
 
dt + o (1)
We ﬁnally send   to zero to get
lim
  0
Q[u ]  
  + 
  
 
(1 + t2)1  a
2B
 2(t)+
a2
4
(1 + t2) 1  a
2B2(t)
 
dt
= ¯ ks; (3.22)
the last equality follows from Proposition 3.2(iii).
The general case where    is not ﬂat is treated in the same way as in section 2.
 
4S o m e W e i g h t e d H a r d y I n e q u a l i t i e s
In this section we establish some new weighted Hardy inequalities that will play a crucial role in establishing
trace Hardy–Sobolev–Maz’ya inequalities.
We ﬁrst prove the following:
Lemma 4.1. Let     IR n be such that   d(x)   0 for x    .I f A, B,   are constants such that
A +1> 0, B +1> 0 and 2  <A+ B +2then for all v   C 
0 (IR n   IR ) there holds
(B +1 ) ( B + A +2  2 +)
B + A +2
  + 
0
 
 
yAdB
(d2 + y2) |v|dxdy   (4.1)
  + 
0
 
 
yAdB+1
(d2 + y2) (  d)|v|dxdy +
  + 
0
 
 
yAdB+1
(d2 + y2) | v|dxdy ,
where  + =m a x ( 0 , ).
20Proof: Integrating by parts in the x-variables we compute
(B +1 )
  + 
0
 
 
yAdB
(d2 + y2) |v|dxdy =
  + 
0
 
 
yA d ·  dB+1
(d2 + y2)  |v|dxdy
=
  + 
0
 
 
yAdB+1(  d)
(d2 + y2)  |v|dxdy +2  
  + 
0
 
 
yAdB+2
(d2 + y2) +1|v|dxdy
 
  + 
0
 
 
yAdB+1
(d2 + y2)  d ·  x|v|dxdy. (4.2)
If     0 the result follows easily. In the sequel we consider the case   > 0.I nt h ep r e v i o u sc a l c u l a t i o n
there is no boundary term due to our assumptions. To continue we will estimate the middle term in the right
hand side above. To this end we deﬁne the vector ﬁeld   F by
  F(x,y): =
 
yAdB+3 d
(d2 + y2) +1,
yA+1dB+2
(d2 + y2) +1
 
. (4.3)
We then have
  + 
0
 
 
div  F|v|dxdy =  
  + 
0
 
 
  F ·  | v|dxdy  
  + 
0
 
 
|  F|| v|dxdy. (4.4)
We note that because of our assumptions A +1> 0 and B +1> 0,t h e r ea r en ob o u n d a r yt e r m si n( 4 . 4 ) .
Straightforward calculations show that
div  F =
yAdB+3( d)
(d2 + y2) +1 +( B + A +2  2 )
yAdB+2
(d2 + y2) +1, (4.5)
and
|  F| =
yAdB+2
(d2 + y2) +1/2  
yAdB+1
(d2 + y2) . (4.6)
From (4.4)–(4.6) we get
(B + A +2  2 )
  + 
0
 
 
yAdB+2
(d2 + y2) +1|v|dxdy
 
  + 
0
 
 
yAdB+3
(d2 + y2) +1(  d)|v|dxdy +
  + 
0
 
 
yAdB+1
(d2 + y2) | v|dxdy.
Combining the above with (4.2) we conclude the proof.
 
We will also need a version of the above Lemma in case where A + B +2=2   .I nt h i sc a s ew eh a v e :
Lemma 4.2. Suppose that     IR n has ﬁnite inner radius and is such that   d(x)   0 for x    .I fA,
B are constants such that A +1> 0, B +1> 0,t h e nf o ra l lv   C 
0 (IR n   IR ) there holds
B +1
A + B +3
  + 
0
 
 
yAdBX2
(d2 + y2)
A+B+2
2
|v|dxdy   (4.7)
  + 
0
 
 
yAdB+1X
(d2 + y2)
A+B+2
2
(  d)|v|dxdy +
  + 
0
 
 
yAdB+1X
(d2 + y2)
A+B+2
2
| v|dxdy ,
where X = X(
d(x)
Rin ) and X(t)=( 1  lnt) 1, 0 <t  1.
21Proof: Integrating by parts in the x-variables we compute
(B +1 )
  + 
0
 
 
yAdBX2
(d2 + y2)
A+B+2
2
|v|dxdy +2
  + 
0
 
 
yAdBX3
(d2 + y2)
A+B+2
2
|v|dxdy
 
  + 
0
 
 
yAdB+1X2(  d)
(d2 + y2)
A+B+2
2
|v|dxdy +( A + B +2 )
  + 
0
 
 
yAdB+2X2
(d2 + y2)
A+B+4
2
|v|dxdy
+
  + 
0
 
 
yAdB+1X2
(d2 + y2)
A+B+2
2
| v|dxdy. (4.8)
In the previous calculation there are no boundary terms due too u ra s s u m p t i o n s . T oc o n t i n u ew ew i l l
estimate the middle term in the right hand side above. To this end we deﬁne the vector ﬁeld   F by
  F(x,y): =
 
yAdB+3X d
(d2 + y2)
A+B+4
2
,
yA+1dB+2X
(d2 + y2)
A+B+4
2
 
. (4.9)
We then have
  + 
0
 
 
div  F|v|dxdy =  
  + 
0
 
 
  F ·  | v|dxdy  
  + 
0
 
 
|  F|| v|dxdy. (4.10)
We note that because of our assumptions A +1> 0 and B +1> 0,t h e r ea r en ob o u n d a r yt e r m si n( 4 . 1 0 ) .
Straightforward calculations show that
div  F =
yAdB+3X( d)
(d2 + y2)
A+B+4
2
+
yAdB+2X2
(d2 + y2)
A+B+4
2
, (4.11)
and
|  F| =
yAdB+2X
(d2 + y2)
A+B+3
2
 
yAdB+1X
(d2 + y2)
A+B+2
2
. (4.12)
From (4.10)–(4.12) we get
  + 
0
 
 
yAdB+2X2
(d2 + y2)
A+B+4
2
|v|dxdy
 
  + 
0
 
 
yAdB+3X
(d2 + y2)
A+B+4
2
(  d)|v|dxdy +
  + 
0
 
 
yAdB+1X
(d2 + y2)
A+B+2
2
| v|dxdy.
Combining the above with (4.8) we conclude the proof.
 
Without imposing any geometric assumption on   we have the following result that will also be used
later on.
Lemma 4.3. Let     IR n.I fA, B,   are constants such that A+1> 0, B +1> 0 and 2  <A+B +2 ,
then there exist positive constants c1 and c2 such that for all v   C 
0 (IR n   IR ) there holds
  + 
0
 
 
yAdB
(d2 + y2) |v|dxdy (4.13)
  c1
  + 
0
 
 
yAdB+1
(d2 + y2) | v|dxdy + c2
  + 
0
 
 
yAdB+1
(d2 + y2) |v|dxdy .
22Proof: Here we will use the fact that    is uniformly Lipschitz. Let {Ui} be a covering of    = {x    :
dist(x,  ) <  } and let  i be a partition of unity subordinate to the covering {Ui}.W et h e nh a v e
  + 
0
 
  
yAdB
(d2 + y2) |v|dxdy  
+   
i=1
  + 
0
 
  
yAdB
(d2 + y2) | iv|dd.
In each Ui we straighten the boundary and use the equivalence of the distance function to the regularized
distance as well as to the difference xn   fi(x ) (see [St] section 3.2, or [L] section 12.2) and obtain
  + 
0
 
  
yAdB
(d2 + y2) | iv|dxdy   C
  + 
0
 
IR n
+
yAtB
(t2 + y2) |˜  i˜ v|dxdy ,
for some constant C independent of i.W en e x tu s eL e m m a4 . 1t oe s t i m a t et h er i g h th a n ds i d eo ft h i s ,thus
obtaining
  + 
0
 
IR n
+
yAtB
(t2 + y2) |˜  i˜ v|dxdy   C
  + 
0
 
IR n
+
yAtB+1
(t2 + y2) | (˜  i˜ v)|dxdy
  C
  + 
0
 
IR n
+
yAtB+1
(t2 + y2) 
˜  i| ˜ v|dxdy + C
  + 
0
 
IR n
+
yAtB+1
(t2 + y2) | ˜  i||˜ v|dxdy
Hence, returning to our original variables we have that
  + 
0
 
  
yAdB
(d2 + y2) | iv|dxdy
  C
  + 
0
 
  
yAdB+1
(d2 + y2)  i| v|dxdy + C
  + 
0
 
  
yAdB+1
(d2 + y2) |  i||v|dxdy .
Summing over i we get that
  + 
0
 
  
yAdB
(d2 + y2) |v|dxdy
  C1
  + 
0
 
  
yAdB+1
(d2 + y2) | v|dxdy + C2
  + 
0
 
  
yAdB+1
(d2 + y2) |v|dxdy .
The result then follows easily.
 
When working in the complement of   we have the following surprising result:
Lemma 4.4. Let     IR n.I fA, B,   are constants such that A +1> 0, B +1> 0 and 2  <A+ B +2
then for all v   C 
0 (IR n   IR ) there holds
(A +1 ) ( A + B +2  2 +)
  + 
0
 
C 
yAdB
(d2 + y2) |v|dxdy   (4.14)
2 +
  + 
0
 
C 
yA+2dB+1
(d2 + y2) +1(  d)|v|dxdy +( A + B +2 )
  + 
0
 
C 
yA+1dB
(d2 + y2) | v|dxdy ,
where  + =m a x ( 0 , ).
We note that no assumption on the sign of   d is required.
Proof: Integrating by parts in the y-variable we compute
(A +1 )
  + 
0
 
C 
yAdB
(d2 + y2) |v|dxdy   2 
  + 
0
 
C 
yA+2dB
(d2 + y2) +1|v|dxdy
+
  + 
0
 
C 
yA+1dB
(d2 + y2) | v|dxdy. (4.15)
23If     0 the result follows easily. In the sequel we consider the case   > 0.I nt h ep r e v i o u sc a l c u l a t i o n
there is no boundary term due to our assumptions. To continue we will estimate the ﬁrst term in the right
hand side above. To this end we deﬁne the vector ﬁeld   F by
  F(x,y): =
 
yA+2dB+3 d
(d2 + y2) +1 ,
yA+3dB
(d2 + y2) +1
 
. (4.16)
We then have
  + 
0
 
C 
div  F|v|dxdy =  
  + 
0
 
C 
  F ·  | v|dxdy  
  + 
0
 
C 
|  F|| v|dxdy. (4.17)
We note that because of our assumptions A +1> 0 and B +1> 0,t h e r ea r en ob o u n d a r yt e r m si n( 4 . 1 7 ) .
Straightforward calculations show that
div  F =
yA+2dB+1( d)
(d2 + y2) +1 +( A + B +2  2 )
yA+2dB
(d2 + y2) +1, (4.18)
and
|  F| =
yA+2dB
(d2 + y2) +1/2  
yA+1dB
(d2 + y2) . (4.19)
Combining the above we conclude the proof. Again,we note thati na l li n t e g r a t i o n sb yp a r t st h e r ea r en o
boundary terms due to our assumptions.
 
As a consequence of Lemma 4.1 we have:
Lemma 4.5. Let     IR n be such that   d(x)   0,f o rx     and w   C1
0(IR n   IR ).I fA, B,   are
constants such that A +1> 0, B +1> 0,a n d2  <A+ B +2 ,t h e n ,
(B +1 ) 2(B + A +2  2 +)2
4(B + A +2 ) 2
  + 
0
 
 
yAdB
(d2 + y2) w2dxdy   (4.20)
(B +1 ) ( B + A +2  2 +)
2(B + A +2 )
  + 
0
 
 
yAdB+1
(d2 + y2) (  d)w2dxdy +
  + 
0
 
 
yAdB+2
(d2 + y2) | w|2dxdy ,
where  + =m a x ( 0 , ).
Proof: We apply Lemma 4.1 to v = w2.T oc o n c l u d ew eu s eY o u n g ’ si n e q u a l i t yi nt h el a s tt e r mo ft h eright
hand side. We omit the details.
 
In the case where A + B +2=2  the L2 analogue of Lemma 4.2 reads:
Lemma 4.6. Suppose that     IR n has ﬁnite inner radius and is such that   d(x)   0 for x    .I fA,
B are constants such that A +1> 0, B +1> 0,t h e nf o ra l lw   C 
0 (IR n   IR ) there holds
 
B +1
2(A + B +3 )
 2   + 
0
 
 
yAdBX2
(d2 + y2)
A+B+2
2
w2dxdy   (4.21)
B +1
2(A + B +3 )
  + 
0
 
 
yAdB+1X
(d2 + y2)
A+B+2
2
(  d)w2dxdy +
  + 
0
 
 
yAdB+2
(d2 + y2)
A+B+2
2
| w|2dxdy ,
where X = X(
d(x)
Rin ) and X(t)=( 1  lnt) 1, 0 <t  1.
Proof: We apply Lemma 4.2 to v = w2.T oc o n c l u d ew eu s eY o u n g ’ si n e q u a l i t yi nt h el a s tt e r mo ft h eright
hand side. We omit the details.
 
In the case of half space a more delicate result is needed. Morep r e c i s e l yw eh a v e :
24Lemma 4.7. Let v   C 
0 (IR n   IR ).I f0 <A  1
2, B +1> 0,a n d2  <A+ B +2 ,t h e nt h ef o l l o w i n g
inequality holds true:
c0
  + 
0
 
IR n
+
y AxB
n
(x2
n + y2)  A|v|dxdy  
  + 
0
 
IR n
+
yAx1+B
n
(x2
n + y2) | v|dxdy , (4.22)
where
c0 =
A(B +1 ) ( B + A +2  2 +)
(A + B +2 ) ( A +2 B +2 )  2 +(B +1 )
.
The same result holds true if we replace IR n
+ by IR n
  with |xn| in the place of xn.
Proof: We will use polar coordinates, xn = rcos , y = rsin .W eﬁ r s te s t a b l i s ht h ef o l l o w i n gi n e q u a l i t y
for the angular derivative.
A
   
2
0
(sin ) A(cos )B|v|d    (1 + A + B)
   
2
0
(sin )1+A(cos )B|v|d 
+
   
2
0
(sin )A(cos )1+B|v |d  . (4.23)
We have
d
d 
((sin )A(cos )1+B)=A(sin )A 1(cos )2+B   (1 + B)(sin )A+1(cos )B
= A(sin )A 1(cos )B   (1 + A + B)(sin )A+1(cos )B ,
therefore an integration by parts gives:
A
   
2
0
(sin )A 1(cos )B|v|d    (1 + A + B)
   
2
0
(sin )1+A(cos )B|v|d 
+
   
2
0
(sin )A(cos )1+B|v |d  .
Since A   1
2 we also have that (sin ) A   (sin )A 1 and (4.23) follows.
We next multiply (4.23) by rA+B+1 2  and then integrate over (0, ) to conclude:
A
  + 
0
  + 
0
y AxB
n
(x2
n + y2)  A|v|dxndy   (1 + A + B)
  + 
0
  + 
0
y1+AxB
n
(x2
n + y2) + 1
2
|v|dxndy
+
  + 
0
  + 
0
yAx1+B
n
(x2
n + y2) | v|dxndy
  (1 + A + B)
  + 
0
  + 
0
yAxB
n
(x2
n + y2) |v|dxndy
+
  + 
0
  + 
0
yAx1+B
n
(x2
n + y2) | v|dxndy . (4.24)
We next estimate the ﬁrst term in the right hand side by using Lemma 4.1, that is,
(B +1 ) ( B + A +2  2 +)
B + A +2
  + 
0
  + 
0
yAxB
n
(x2
n + y2) |v|dxndy  
  + 
0
  + 
0
yAxB+1
n
(x2
n + y2) | v|dxndy .
Af u r t h e ri n t e g r a t i o ni nt h eo t h e rv a r i a b l e sc o m p l e t e st h ep roof.
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Here we will prove the trace Hardy and trace Hardy–Sobolev–Maz’ya inequalities appearing in Theorems
1.2 and 1.6. We start with the trace Hardy inequalities.
5.1 Half Space, Trace Hardy I & II
In this subsection we will provide the proof of the trace Hardyi n e q u a l i t i e sa p p e a r i n gi nT h e o r e m s1 . 2a n d
1.6.
Proof of Theorem 1.2 part (i) and (ii): The case where s   [1
2,1) is contained in Theorem 1.1. We next
consider the case s   (0, 1
2) or equivalently a   (0,1).
We will use the notation x =( x ,x n)   IR n
+ with xn > 0.W ew i l lu s eL e m m a2 . 1w i t ht h et e s tf u n c t i o n
  given by
 (x,y)=x
  a
2
n A
 
y
xn
 
,y > 0,x n > 0,x  IR n
+ ,
where A solves (2.2), (2.3). Using Proposition 2.2 and Lemma 2.3 we see that all hypotheses of Lemma 2.1
are satisﬁed. In particular, for t =
y
xn we compute, for x   IR n
+,
  lim
y 0+
 
ya y(x,y)
 (x,y)
 
=
¯ ds
x1 a
n
.
We also have
 div(ya  )=0 ,y > 0,x   IR n
+ .
From Lemma 2.1 we get
  + 
0
 
IR n
+
ya| u|2dxdy   ¯ ds
 
IR n
+
u2(x,0)
x1 a
n
dx +
  + 
0
 
IR n
+
ya| u  
  
 
u|2dxdy (5.1)
from which the trace Hardy inequality follows directly. Thisr e l a t i o nw i l lb eu s e dl a t e ro n ,t oo b t a i nt h e
Sobolev term as well.
The optimality of ¯ ds follows by the same test functions given by (2.13) as in the ﬂatc a s eo fT h e o r e m
1.1. The fact that a covers the full interval ( 1,1) does not affect the calculations leading to (2.16).
 
Proof of Theorem 1.6 part (i): The case where s   [1
2,1) is contained in Theorem 1.4. We next consider
the case s   (0, 1
2) or equivalently a   (0,1).W ew i l lu s eL e m m a3 . 1w i t ht h et e s tf u n c t i o n  given
 (x,y)=( y2 + x2
n)  a
4B(
xn
y
),y > 0,x n   IR .
Using Proposition 3.2 and Lemma 3.3 we see that all hypotheseso fL e m m a3 . 1a r es a t i s ﬁ e d .I np a r t i c u l a r
we compute
  lim
y 0+
 
ya y(x,y)
 (x,y)
 
=
¯ ks
x1 a
n
,x n > 0 .
An easy calculation shows that
 div(ya  )=0 ,x   IR n,y > 0 .
We now use Lemma 3.1 to get
  + 
0
 
IR n
ya| u|2dxdy   ¯ ks
 
IR n
+
u2(x,0)
x1 a
n
dx +
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy (5.2)
from which the trace Hardy inequality follows directly. Thisr e l a t i o nw i l la l s ob eu s e dl a t e ro n ,t oo b t a i nt h e
Sobolev term as well.
The optimality of ¯ ks follows by the same test functions given by (3.20) as in the ﬂatc a s eo fT h e o r e m
1.4. The fact that a covers the full interval ( 1,1) does not affect the calculations leading to (3.22).
 
265.2 Half Space, Trace Hardy–Sobolev–Maz’ya I & II
Here we will give the proof of the trace Hardy–Sobolev–Maz’yai n e q u a l i t i e so fT h e o r e m s1 . 2a n d1 . 6 .W e
will ﬁrst establish different trace Hardy–Sobolev–Maz’ya inequalities where only the Hardy term appears
in the trace, and which are of independent interest.
Theorem 5.1. Let 0 <s<1 and n   2.T h e r ee x i s t sap o s i t i v ec o n s t a n tc such that for all u   C 
0 (IR n
+  
IR ) there holds
  + 
0
 
IR n
+
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ds
 
IR n
+
u2(x,0)
x2s
n
dx+c
   + 
0
 
IR n
+
|u(x,y)|
2(n+1)
n 2s dxdy
  n 2s
n+1
.
(5.3)
with
¯ ds :=
2 (1   s)  2  3+2s
4
 
 2  3 2s
4
 
 (s)
. (5.4)
Proof of Theorem 5.1: From the proof of Theorem 1.2 we recall the inequality (5.1), that is
  + 
0
 
IR n
+
ya| u|2dxdy   ¯ ds
 
IR n
+
u2(x,0)
x1 a
n
dx +
  + 
0
 
IR n
+
ya| u  
  
 
u|2dxdy , (5.5)
where   is given by
 (x,y)=x
  a
2
n A
 
y
xn
 
,y > 0,x n > 0,x   IR n
+ ,
and A solves (2.2), (2.3).
The result will follow after establishing the following inequality:
  + 
0
 
IR n
+
ya| u  
  
 
u|2dxdy   c
   + 
0
 
IR n
+
|u|
2(n+1)
n+a 1dxdy
  n+a 1
(n+1)
. (5.6)
To this end we start with the inequality, see [M], Theorem 1, section 2.1.6,
  + 
0
 
IR n
+
y
a
2| u|dxdy   c
   + 
0
 
IR n
+
|u(x,y)|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
,u   C 
0 (IR n
+   IR ) ,
with the choice u =  
2n+a
n+a 1v.H e n c ew eo b t a i n
  + 
0
 
IR n
+
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
IR n
+
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
   + 
0
 
IR n
+
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (5.7)
Next we will control the second term of the LHS by the ﬁrst term of the LHS. To this end we consider two
cases. Suppose ﬁrst that s   [1
2,1) that is a   ( 1,0].U s i n gt h ea s y m p t o t i c so fL e m m a2 . 3w eg e tt h a t
y
a
2 
n+1
n+a 1|  | 
y
a
2x
n+1
n+a 1
n
(x2
n + y2)
(2+a)(2n+a)
4(n+a 1)
,
27whereas,
y
a
2 
2n+a
n+a 1  
y
a
2x
2n+a
n+a 1
n
(x2
n + y2)
(2+a)(2n+a)
4(n+a 1)
. (5.8)
The sought for estimate then is a consequence of Lemma 4.1 witht h ec h o i c e :A = a
2, B = n+1
n+a 1 and
 =
(2+a)(2n+a)
4(n+a 1) taking into account that
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 .
We next consider the case a   (0,1).U s i n ga g a i nt h ea s y m p t o t i c so fL e m m a2 . 3t h i st i m ew eh a v et h at
y
a
2 
n+1
n+a 1|  | 
y  a
2x
n+1
n+a 1
n
(x2
n + y2)
(2+a)(n+1)
4(n+a 1) + 2 a
4
,
whereas, (5.8) remains the same. The sought for estimate now is a consequence of Lemma 4.7 with the
choice A = a
2, B = n+1
n+a 1 and  =
(2+a)(2n+a)
4(n+a 1) taking into account that
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 .
Therefore for any a   ( 1,1) we arrive at:
  + 
0
 
IR n
+
y
a
2 
2n+a
n+a 1| v| c
   + 
0
 
IR n
+
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (5.9)
To continue we next set in (5.9) v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS to conclude after
as i m p l i ﬁ c a t i o n
  + 
0
 
IR n
+
ya 2| w|2dxdy   c
   + 
0
 
IR n
+
| w|
2(n+1)
n+a 1dxdy
  n+a 1
n+1
, (5.10)
which is equivalent to (5.6).
 
Proof of Theorem 1.2 part (iii): Our starting point now is the following weighted trace Sobolev inequal-
ity, see [M], Theorem 1, section 2.1.6,
  + 
0
 
IR n
+
y
a
2| u|dxdy   c
  
IR n
+
|u(x,0)|
2n
2n+adx
  2n+a
2n
,u   C 
0 (IR n
+   IR ) .
Again we set u =  
2n+a
n+a 1v,t oo b t a i nt h ea n a l o g u eo f( 5 . 7 ) .
  + 
0
 
IR n
+
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
IR n
+
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
  
IR n
+
| 
2n+a
n+a 1(x,0)v(x,0)|
2n
2n+adx
  2n+a
2n
. (5.11)
As in the proof of Theorem 5.1 we control the second term of the LHS by the ﬁrst term of the LHS to arrive
at
  + 
0
 
IR n
+
y
a
2 
2n+a
n+a 1| v|dxdy   c
  
IR n
+
| 
2n+a
n+a 1(x,0)v(x,0)|
2n
2n+adx
  2n+a
2n
.
28Again, we set v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS to arrive at
   + 
0
 
IR n
+
ya 2| w|2dxdy
  1
2    + 
0
 
IR n
+
| w|
2(n+1)
n+a 1dxdy
  1
2
  c
  
IR n
+
|( w)(x,0)|
2n
n+a 1dx
  2n+a
2n
.
We next use (5.10) to conclude after a simpliﬁcation
  + 
0
 
IR n
+
ya 2| w|2dxdy   c
  
IR n
+
|( w)(x,0)|
2n
n+a 1dx
  n+a 1
n
,
which is equivalent to
  + 
0
 
IR n
+
ya| u  
  
 
u|2dxdy   c
  
IR n
+
|u(x,0)|
2n
n+a 1dx
  n+a 1
n
.
Combining this with inequality (5.1) we conclude the proof.
 
We next present a preliminary result which will play an important role towards establishing the Hardy–
Sobolev–Maz’ya II of Theorem 1.6.
Theorem 5.2. Let 0 <s<1 and n   2.T h e r e e x i s t s a p o s i t i v e c o n s t a n t c,s u c ht h a tf o ra l lu  
C 
0 (IR n   IR ) with u(x,0) = 0, x   IR n
 ,t h e r eh o l d s
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ks
 
IR n
+
u2(x,0)
x2s
n
dx+c
   + 
0
 
IR n
|u(x,y)|
2(n+1)
n 2s dxdy
  n 2s
n+1
,
(5.12)
where
¯ ks :=
21 2s 2(s + 1
2) (1   s)
  (s)
,
is the best constant in (5.12).
Proof: From the proof of Theorem 1.4 we recall the inequality (3.18),t h a ti s
  + 
0
 
IR n
ya| u|2dxdy   ¯ ks
 
IR n
+
u2(x,0)
x1 a
n
dx +
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy , (5.13)
where   is given by
 (x,y)=( y2 + x2
n)  a
4B(
xn
y
),y > 0,x n   IR ,
and B solves (3.3), (3.4).
Again, the result will follow after establishing the following inequality:
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy   c
   + 
0
 
IR n
|u|
2(n+1)
n+a 1dxdy
  n+a 1
n+1
. (5.14)
To this end we start with the inequality, see [M], Theorem 1, section 2.1.6,
  + 
0
 
IR n
y
a
2| u|dxdy   c
   + 
0
 
IR n
|u(x,y)|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
,u   C 
0 (IR n   IR ) ,
29with the choice u =  
2n+a
n+a 1v.H e n c ew eo b t a i n
  + 
0
 
IR n
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
IR n
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
   + 
0
 
IR n
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (5.15)
Next we will control the second term of the LHS by the ﬁrst term of the LHS. To this end we consider
various cases. Suppose ﬁrst that s   [1
2,1) that is a   ( 1,0] and x   IR n
+.U s i n g t h e a s y m p t o t i c s o f
Lemma 3.3 we get that
y
a
2 
n+1
n+a 1|  | 
y
a
2
(x2
n + y2)
a(n+1)
4(n+a 1)+ a+2
4
,
whereas,
y
a
2 
2n+a
n+a 1  
y
a
2
(x2
n + y2)
a(2n+a)
4(n+a 1)
. (5.16)
We now apply Lemma 4.1 with the choice: A = a
2, B =0and  =
a(n+1)
4(n+a 1) + a+2
4 taking into account
that
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 .
Thus we get for some positive constant c that
  + 
0
 
IR n
+
y
a
2 
2n+a
n+a 1| v|dxdy   c
  + 
0
 
IR n
+
y
a
2 
n+1
n+a 1|  ||v|dxdy . (5.17)
We next consider the case a   (0,1), x   IR n
+.I nt h i sc a s e
y
a
2 
n+1
n+a 1|  | 
y  a
2
(x2
n + y2)
a(n+1)
4(n+a 1)+ 2 a
4
,
whereas,
y
a
2 
2n+a
n+a 1  
y
a
2
(x2
n + y2)
a(2n+a)
4(n+a 1)
. (5.18)
We now use Lemma 4.7 with the choice A = a
2, B =0and  =1
2 +
a(2n+a)
4(n+a 1) taking into account that
xn
(x2
n+y2)
1
2
< 1 and A + B +2  2  =
(2 a)(n 1)
2(n+a 1) > 0.W e t h e n c o n c l u d e t h a t ( 5 . 1 7 ) i s v a l i d f o r a l l
a   ( 1,1).
In a similar manner for all a   ( 1,1) and x   IR n
  we get that
y
a
2 
n+1
n+a 1|  | 
y
  a
2+
(1 a)(n+1)
n+a 1
(x2
n + y2)
(2 a)(2n+a)
4(n+a 1)
,
whereas,
y
a
2 
2n+a
n+a 1  
y
a
2+
(1 a)(2n+a)
n+a 1
(x2
n + y2)
(2 a)(2n+a)
4(n+a 1)
. (5.19)
This time we use Lemma 4.4 with A =  a
2 +
(1 a)(n+1)
n+a 1 , B =0and  =
(2 a)(2n+a)
4(n+a 1) ,n o t i c i n gt h a t
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 ,
30thus obtaining
  + 
0
 
IR n
 
y
a
2 
2n+a
n+a 1| v|dxdy   c
  + 
0
 
IR n
 
y
a
2 
n+1
n+a 1|  ||v|dxdy . (5.20)
Combining (5.17) and (5.20) we obtain the following L1 Hardy estimate on the whole IR n:
  + 
0
 
IR n
y
a
2 
2n+a
n+a 1| v|dxdy   c
  + 
0
 
IR n
y
a
2 
n+1
n+a 1|  ||v|dxdy . (5.21)
Using this in (5.15) we get that
  + 
0
 
IR n
y
a
2 
2n+a
n+a 1| v|dxdy   c
   + 
0
 
IR n
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (5.22)
To continue we next set in (5.22) v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS to conclude
after a simpliﬁcation
  + 
0
 
IR n
ya 2| w|2dxdy   c
   + 
0
 
IR n
| w|
2(n+1)
n+a 1dxdy
  n+a 1
n+1
, (5.23)
which is equivalent to (5.14). The result then follows.
 
We are now ready to establish the Proof of Theorem 1.6 part (ii).
Proof of Theorem 1.6 part (ii): Again we will use inequality (5.13). This time the result willf o l l o wo n c ew e
will establish the following inequality:
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy   c
  
IR n
+
|u(x,0)|
2n
n+a 1dx
  n+a 1
n
, (5.24)
with   given by
 (x,y)=( y2 + x2
n)  a
4B(
xn
y
),y > 0,x n   IR ,
and B solves (3.3), (3.4).
Our starting point is again the following weighted trace Sobolev inequality, see [M], Theorem 1, section
2.1.6, valid for functions u   C 
0 (IR n   IR ) with u(x,0) = 0, x   IR n
 :
  + 
0
 
IR n
y
a
2| u|dxdy   c
  
IR n
+
|u(x,0)|
2n
2n+adx
  2n+a
2n
.
We set u =  
2n+a
n+a 1v to obtain
  + 
0
 
IR n
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
IR n
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
  
IR n
+
| 
2n+a
n+a 1(x,0)v(x,0)|
2n
2n+adx
  2n+a
2n
. (5.25)
Combining this with (5.21) we get that
  + 
0
 
IR n
y
a
2 
2n+a
n+a 1| v|dxdy   c
  
IR n
+
| 
2n+a
n+a 1(x,0)v(x,0)|
2n
2n+adx
  2n+a
2n
. (5.26)
31We set v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS to arrive at
   + 
0
 
IR n
ya 2| w|2dxdy
  1
2     
0
 
IR n
| w|
2(n+1)
n+a 1dxdy
  1
2
  c
  
IR n
+
|( w)(x,0)|
2n
n+a 1dx
  2n+a
2n
.
We next use the Sobolev inequality (5.23) to conclude after a simpliﬁcation
  + 
0
 
IR n
ya 2| w|2dxdy   c
  
IR n
+
|( w)(x,0)|
2n
n+a 1dx
  n+a 1
n
,
which is equivalent to (5.24) and the result follows.
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6.1 Trace Hardy–Sobolev–Maz’ya I
Here we will give the proof of Theorem 1.1 part (iii). We ﬁrst establish the following Hardy–Sobolev–
Maz’ya where only the Hardy term appears in the trace term.
Theorem 6.1. Let 1
2 <s<1, n   2 and     IR n be a uniformly Lipschitz domain with ﬁnite inner radius
that in addition satisﬁes
   d(x)   0,x     . (6.1)
Then there exists a positive constant c such that for all u   C 
0 (    IR ) there holds
  + 
0
 
 
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ds
 
 
u2(x,0)
d2s(x)
dx + c
   + 
0
 
 
|u(x,y)|
2(n+1)
n 2s dxdy
  n 2s
n+1
.
(6.2)
with
¯ ds :=
2 (1   s)  2  3+2s
4
 
 2  3 2s
4
 
 (s)
. (6.3)
Proof of Theorem 6.1: From the proof of Theorem 1.1 we recall the inequality (2.11),t h a ti s
  + 
0
 
 
ya| u|2dxdy   ¯ ds
 
 
u2(x,0)
d1 a(x)
dx +
  + 
0
 
 
ya| u  
  
 
u|2dxdy
 
  + 
0
 
 
div(ya  )
 
u2dxdy , (6.4)
where   is given by
 (x,y)=d  a
2(x)A
 y
d
 
,y > 0,x     , (6.5)
and A solves (2.2), (2.3).
The result will follow after establishing the following inequality:
  + 
0
 
 
ya| u 
  
 
u|2dxdy 
  + 
0
 
 
div(ya  )
 
u2dxdy   c
   + 
0
 
 
|u(x,y)|
2(n+1)
n+a 1dxdy
  n+a 1
n+1
.
(6.6)
To this end we start with the inequality, see [M], Theorem 1, section 2.1.6,
  + 
0
 
 
y
a
2| u|dxdy   c
   + 
0
 
 
|u(x,y)|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
,u   C 
0 (    IR ) ,
32with the choice u =  
2n+a
n+a 1v.H e n c ew eo b t a i n
  + 
0
 
 
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
 
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
   + 
0
 
 
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (6.7)
Next we will control the second term of the LHSusing Lemma 4.3.T ot h i se n dw er e c a l lt h a tf o ra   ( 1,0)
we have the following asymptotics from Lemma 2.3:
y
a
2 
n+1
n+a 1|  | 
y
a
2d
n+1
n+a 1
(d2 + y2)
(2+a)(2n+a)
4(n+a 1)
,
whereas,
y
a
2 
2n+a
n+a 1  
y
a
2d
2n+a
n+a 1
(d2 + y2)
(2+a)(2n+a)
4(n+a 1)
. (6.8)
We then use Lemma 4.3 with the choice A = a
2, B = n+1
n+a 1 and  =
(2+a)(2n+a)
4(n+a 1) taking into account that
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 ,
to obtain the estimate
  + 
0
 
 
y
a
2d
n+1
n+a 1
(d2 + y2)
(2+a)(2n+a)
4(n+a 1)
|v|dxdy   C1
  + 
0
 
 
y
a
2d
2n+a
n+a 1
(d2 + y2)
(2+a)(2n+a)
4(n+a 1)
| v|dxdy
+C2
  + 
0
 
 
y
a
2d
2n+a
n+a 1
(d2 + y2)
(2+a)(2n+a)
4(n+a 1)
|v|dxdy .
From this and (6.7) we have that
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2n+a
n+a 1| v|dxdy+
  + 
0
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a
2 
2n+a
n+a 1|v|dxdy   c
   + 
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| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
To continue we next set v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS. After a simpliﬁcation we
arrive at:
  + 
0
 
 
ya 2| w|2dxdy +
  + 
0
 
 
ya 2w2dxdy   C
   + 
0
 
 
| w|
2(n+1)
n+a 1
  n+a 1
n+1
(6.9)
To conclude the proof of the Theorem we need the following estimate:
c
  + 
0
 
 
ya 2w2dxdy  
  + 
0
 
 
ya 2| w|2dxdy  
  + 
0
 
 
div(ya  ) w2dxdy . (6.10)
It is here that we will use the fact that the domain   has ﬁnite inner radius. Using Lemma 4.6 with A = a,
B =0we obtain that
c
  + 
0
 
 
yaX2
 
d
Rin
 
(d2 + y2)
2+a
2
w2dxdy  
  + 
0
 
 
yad2
(d2 + y2)
2+a
2
| w|2dxdy 
  + 
0
 
 
yad( d)X
 
d
Rin
 
(d2 + y2)
2+a
2
w2dxdy ,
33which implies
c
  + 
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(d2 + y2)
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2
w2dxdy  
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yad2
(d2 + y2)
2+a
2
| w|2dxdy 
  + 
0
 
 
yad( d)
(d2 + y2)
2+a
2
w2dxdy .
Taking into account the asymptotics of   this is equivalent to (6.10). We omit further details.
 
We are now ready to prove Theorem 1.1 part (iii).
Proof of Theorem 1.1 part (iii): Again we will use (6.4). The result then will follow once we establish:
  + 
0
 
 
ya| u  
  
 
u|2dxdy  
  + 
0
 
 
div(ya  )
 
u2dxdy   c
  
 
|u(x,0)|
2n
n+a 1dx
  n+a 1
n
.
(6.11)
where   is as in (6.5). To this end we start with the inequality, see [M], Theorem 1, section 2.1.6,
  + 
0
 
 
y
a
2| u|dxdy   c
  
 
|u(x,0)|
2n
2n+adx
  2n+a
2n
,u   C 
0 (    IR ) ,
with the choice u =  
2n+a
n+a 1v.H e n c ew eo b t a i n
  + 
0
 
 
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
 
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
  
 
| 
2n+a
n+a 1v|
2n
2n+adx
  2n+a
2n
. (6.12)
Next we will control the second term of the LHS exactly as we didi nt h ep r o o fo fT h e o r e m6 . 1 ,t oa r r i v ea t
  + 
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2n+a
n+a 1| v|dxdy +
  + 
0
 
 
y
a
2 
2n+a
n+a 1|v|dxdy   c
  
 
| 
2n+a
n+a 1v(x,0)|
2n
2n+adx
  2n+a
2n
.
To continue we next set v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS to get after elementary
manipulations that
   + 
0
 
 
| w|
2(n+1)
n+a 1dxdy
    + 
0
 
 
ya 2| w|2dxdy +
  + 
0
 
 
ya 2w2dxdy
 
  C
  
 
| w(x,0)|
2n
n+a 1dx
  2n+a
n
. (6.13)
At this point we use Theorem 6.1 and inequality (6.10) to conclude the result. We omit further details.
 
6.2 Trace Hardy–Sobolev–Maz’ya II
Here we will give the proof of Theorem 1.4 part (iii). We ﬁrst establish the following Hardy–Sobolev–
Maz’ya where only the Hardy term appears in the trace term.
Theorem 6.2. Let 1
2 <s<1, n   2 and     IR n be a uniformly Lipschitz and convex domain with ﬁnite
inner radius. Then, there exists a positive constant c such that for all u   C 
0 (IR n   IR ) with u(x,0) = 0
for x  C   there holds
  + 
0
 
IR n
y1 2s| (x,y)u(x,y)|2dxdy   ¯ ks
 
 
u2(x,0)
d2s(x)
dx + c
   + 
0
 
IR n
|u(x,y)|
2(n+1)
n 2s dxdy
  n 2s
n+1
.
(6.14)
with
¯ ks :=
21 2s 2(s + 1
2) (1   s)
  (s)
. (6.15)
34Proof of Theorem 6.2: From the proof of Theorem 1.4 we recall the inequality (3.18),t h a ti s
  + 
0
 
IR n
ya| u|2dxdy   ¯ ks
 
 
u2(x,0)
d1 a(x)
dx +
  + 
0
 
IR n
ya| u  
  
 
u|2dxdy
 
  + 
0
 
IR n
div(ya  )
 
u2dxdy , (6.16)
where   is given by
 (x,y)=
 
(y2 + d2)  a
4B(d
y),x    ,y > 0
(y2 + d2)  a
4B( d
y),x  C  ,y > 0 ,
(6.17)
and B is the solution of the boundary value problem (3.3) and (3.4).T h er e s u l tw i l lf o l l o wa f t e re s t a b l i s h i n g
the following inequality:
  + 
0
 
IR n
ya| u 
  
 
u|2dxdy 
  + 
0
 
IR n
div(ya  )
 
u2dxdy   c
   + 
0
 
IR n
|u(x,y)|
2(n+1)
n+a 1dxdy
  n+a 1
n+1
.
(6.18)
To this end we start with the inequality, see [M], Theorem 1, section 2.1.6,
  + 
0
 
IR n
y
a
2| u|dxdy   c
   + 
0
 
IR n
|u(x,y)|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
,u   C 
0 (IR n   IR ) ,
with the choice u =  
2n+a
n+a 1v.H e n c ew eo b t a i n
  + 
0
 
IR n
y
a
2 
2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
0
 
IR n
y
a
2 
n+1
n+a 1|  ||v|dxdy
  c
   + 
0
 
IR n
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (6.19)
Again we want to control the second term of the LHS.This time wes p l i tt h ei n t e g r a li n t ot h ei n t e g r a lo v e r 
and the integral over C .C o n c e r n i n gt h ei n t e g r a lo v e rC  we use the asymptotics of   as given by Lemma
3.3 for a   ( 1,0) to get that
y
a
2 
n+1
n+a 1|  | 
y
  a
2+
(1 a)(n+1)
n+a 1
(d2 + y2)
(2 a)(2n+a)
4(n+a 1)
,
whereas,
y
a
2 
2n+a
n+a 1  
y
a
2+
(1 a)(2n+a)
n+a 1
(d2 + y2)
(2 a)(2n+a)
4(n+a 1)
.
This time we use Lemma 4.4 with A =  a
2 +
(1 a)(n+1)
n+a 1 , B =0and  =
(2 a)(2n+a)
4(n+a 1) ,n o t i c i n gt h a t
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 ,
thus obtaining
  + 
0
 
C 
y
a
2 
2n+a
n+a 1| v|dxdy   c
  + 
0
 
C 
y
a
2 
n+1
n+a 1|  ||v|dxdy , (6.20)
where we also used the convexity of  .
35On the other hand in   the asymptotics of   are also given by Lemma 3.3 as follows:
y
a
2 
n+1
n+a 1|  | 
y
a
2
(d2 + y2)
a(2n+a)
4(n+a 1)+ 1
2
,
whereas,
y
a
2 
2n+a
n+a 1  
y
a
2
(d2 + y2)
a(2n+a)
4(n+a 1)
.
We next use Lemma 4.3 with the choice A = a
2, B =0and  =
a(2n+a)
4(n+a 1) + 1
2 taking into account that
A + B +2  2  =
(2   a)(n   1)
2(n + a   1)
> 0 ,
to obtain the estimate
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4(n+a 1)+ 1
2
|v|dxdy
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4(n+a 1)+ 1
2
| v|dxdy + C2
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0
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4(n+a 1)+ 1
2
|v|dxdy
  C1
  + 
0
 
 
y
a
2
(d2 + y2)
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4(n+a 1)
| v|dxdy + C2
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0
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(d2 + y2)
a(2n+a)
4(n+a 1)+ 1
2
|v|dxdy .
Equivalently, this can be written as
C
  + 
0
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a
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n+1
n+a 1|  ||v|dxdy
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0
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a
2 
2n+a
n+a 1| v|dxdy +
  + 
0
 
 
y
a
2 
2n+a
n+a 1 d
(d2 + y2)
1
2
|v|dxdy . (6.21)
Using (6.20) and (6.21) in (6.19) we arrive at
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IR n
y
a
2 
2n+a
n+a 1| v|dxdy +
  + 
0
 
 
y
a
2 d
(d2 + y2)
1
2
 
2n+a
n+a 1|v|dxdy
  c
   + 
0
 
IR n
| 
2n+a
n+a 1v|
2(n+1)
2n+a dxdy
  2n+a
2(n+1)
. (6.22)
To continue we next set v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS. After a simpliﬁcation we
arrive at:
  + 
0
 
IR n
ya 2| w|2dxdy +
  + 
0
 
 
yad2 2
d2 + y2w2dxdy   c
   + 
0
 
IR n
| w|
2(n+1)
n+a 1
  n+a 1
n+1
(6.23)
To conclude the proof of the Theorem it is enough to obtain the following estimate:
c
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yad2 2
d2 + y2w2dxdy  
  + 
0
 
 
ya 2| w|2dxdy  
  + 
0
 
 
div(ya  ) w2dxdy . (6.24)
It is here that we will use the fact that the domain   has ﬁnite inner radius. Using Lemma 4.6 with
A = a, B =0we obtain that
c
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w2dxdy  
  + 
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yad2
(d2 + y2)
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2
| w|2dxdy 
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yad( d)X
 
d
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(d2 + y2)
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2
w2dxdy ,
36which implies
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ya( d)
(d2 + y2)
1+a
2
w2dxdy .
Taking into account the asymptotics of   this is equivalent to (6.24). We omit further details.
 
We are now ready to prove Theorem 1.4 part (iii).
Proof of Theorem 1.4 part (iii): Again we will use (6.16). The result then will follow once we establish:
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ya| u  
  
 
u|2dxdy  
  + 
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IR n
div(ya  )
 
u2dxdy   c
  
 
|u(x,0)|
2n
n+a 1dx
  n+a 1
n
.
(6.25)
where   is as in (6.17). To this end we start again with the inequality,
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2| u|dxdy   c
  
 
|u(x,0)|
2n
2n+adx
  2n+a
2n
,
valid for u   C 
0 (IR n   IR ) with u(x,0) = 0,x  C  .W ea p p l yt h i st ou =  
2n+a
n+a 1v.H e n c ew eo b t a i n
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0
 
IR n
y
a
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2n+a
n+a 1| v|dxdy +
2n + a
n + a   1
  + 
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n+1
n+a 1|  ||v|dxdy
  c
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n+a 1v|
2n
2n+adx
  2n+a
2n
. (6.26)
Next we will control the second term of the LHS exactly as we didi nt h ep r o o fo fT h e o r e m6 . 2 ,t oa r r i v ea t
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2n+a
n+a 1| v|dxdy+
  + 
0
 
 
y
a
2d
(d2 + y2)
1
2
 
2n+a
n+a 1|v|dxdy   c
  
 
| 
2n+a
n+a 1v(x,0)|
2n
2n+adx
  2n+a
2n
.
To continue we next set v = |w|
2n+a
n+a 1 and apply Schwartz inequality in the LHS to get after elementary
manipulations that
   + 
0
 
 
| w|
2(n+1)
n+a 1dxdy
    + 
0
 
 
ya 2| w|2dxdy +
  + 
0
 
 
yad2
d2 + y2 2w2dxdy
 
  C
  
 
| w(x,0)|
2n
n+a 1dx
  2n+a
n
. (6.27)
At this point we use Theorem 6.2 and inequality (6.24) to conclude the result. We omit further details.
 
7T h e F r a c t i o n a l L a p l a c i a n s
In this section we will apply the previous results to establish the proofs of Theorems 1.3, 1.5 as well as of
part (iii) of Theorem 1.6.
Proof of Theorem 1.3: Part (i) and (iii) follow from part (i) and (iii) of Theorem 1.1t a k i n gi n t oa c c o u n tt h e
relation between the energy of the extended problem and the corresponding one of the fractional Laplacian,
see subsection 8.1 and in particular relation (8.5).
We next prove part (ii). We will use the optimality of the constant ¯ ds of Theorem 1.1, that is for each
 >0 there exists a u    C 
0 (    IR ) such that
¯ ds +    
  + 
0
 
  y1 2s| u |2dxdy
 
 
u2
 (x,0)
d2s(x) dx
,
37and let f (x)=u (x,0).W ew i l ls h o wt h a tf o rs o m ep o s i t i v ec o n s t a n tc,
ds + c   
((  )sf ,f  ) 
 
 
f2
 (x)
d2s(x)dx
. (7.1)
To this end let ˆ u  be the solution to the extended problem
div(y1 2s ˆ u (x,y)) = 0, in     (0, ) ,
ˆ u (x,y)=0 ,x        (0, ) ,
ˆ u (x,0) = f (x) .
The solution ˆ u  minimizes the energy and therefore
  + 
0
 
 
y1 2s| ˆ u |2dxdy  
  + 
0
 
 
y1 2s| u |2dxdy .
On the other hand using (8.5) we have
  + 
0
 
 
y1 2s| ˆ u |2dxdy =
21 2s (1   s)
 (s)
((  )sf ,f  )  ,
and (7.1) follows easily with c =
 (s)
21 2s (1 s).
 
We next give the proof of Theorem 1.5
Proof of Theorem 1.5: Part (i) and (iii) follow from part (i) and (iii) of Theorem 1.4t a k i n gi n t oa c c o u n tt h e
relation between the energy of the extended problem and the corresponding one of the fractional Laplacian,
see subsection 8.2 and in particular relations (8.7)–(8.8).
The proof of part (ii) is quite similar to the proof of part (ii)o fT h e o r e m1 . 3 ,t h eo n l yd i f f e r e n c eb e i n g
that the extension problem is now on the whole IR n.W eo m i tt h ed e t a i l s .
 
Finally estimate (1.33) of part (iii) of Theorem 1.6 follows at once from part (ii) of Theorem 1.6 and
(8.7). Concerning estimate (1.34), it follows from (1.33) taking into account that for x   IR n
+,
 
IR n
 
d 
|x    |n+2s =
 
n 1
2  
 1+2s
2
 
2s 
 n+2s
2
 
1
x2s
n
,
see, e.g., [BBC].
8A p p e n d i x
8.1 Spectral Fractional Laplacian
Let     IR n be a bounded domain, and let  i and  i be the Dirichlet eigenvalues and eigenfunctions of
the Laplacian, i.e.    i =  i i in  ,w i t h i =0on   ,n o r m a l i z e ds ot h a t
 
   2
idx =1 .T h e n ,f o r
f(x)=
 
ci i(x) we deﬁne
(  )sf =
   
i=1
ci s
i i, 0 <s<1. (8.1)
We also have
((  )sf,f)  =
 
 
f (  )sfdx=
   
i=1
c2
i s
i. (8.2)
38To the function f(x) we associate the “extended” function u(x,y), x    , y>0,g i v e nb y
u(x,y)=
+   
i=1
ci i(x)T(y
 
 i),
where T(t) is the energetic solution of the ODE:
(t1 2sT (t))    t1 2sT(t)=0 , or T   +
1   2s
t
T    T =0 ,t   0. (8.3)
The solution of this can be taken from [AS], Section 9.6 and is given by
T(t)=
21 s
 (s)
tsKs(t), (8.4)
where Ks(t) denotes the modiﬁed Bessel function of second kind. The constant factor is chosen in such a
way that T(0) = 1.A sac o n s e q u e n c ew ea l s oh a v eu(x,0) = f(x).
Aneasy calculation shows thatdiv(y1 2s ( i(x)T(y
 
 i)) = 0from which itfollowsthat div(y1 2s u)=
0.A ni n t e g r a t i o nb yp a r t st h e ns h o w st h a t
  + 
0
 
 
y1 2s| u|2dxdy =l i m
  + 
 1 2s
 
 
u(x, )uy(x, )dx   lim
  0
 1 2s
 
 
u(x, )uy(x, )dx
=
 
lim
t + 
t1 2sT(t)T (t)   lim
t 0
t1 2sT(t)T (t)
     
i=1
 s
ic2
i
=
21 2s (1   s)
 (s)
((  )sf,f)  . (8.5)
Where we used (8.2) and the fact that
lim
t + 
t1 2sT(t)T (t)   lim
t 0
t1 2sT(t)T (t)=
21 2s (1   s)
 (s)
. (8.6)
To prove the above relation we show that
lim
t + 
t1 2sT(t)T (t)=0 ,   lim
t 0
t1 2sT(t)T (t)=
21 2s (1   s)
 (s)
.
These two relations are a direct consequence of (8.4) and the following properties of Ks(t) :
Ks(t)  
 (s)
21 st s,t   0,K s(t)  
 
 
2t
e t,t   + ,
d
dt
(tsKs(t)) =  tsKs 1(t),K s(t)=K s(t) .
8.2 Dirichlet Fractional Laplacian
Let u(x,y) be the extended function as deﬁned in (1.7)–(1.8). In this subsection we will show the following
two relations connecting the energy of the extended problem and the energy of the Dirichlet fractional
Laplacian:
  + 
0
 
IR n
y1 2s| u|2dxdy =
s 
 n+2s
2
 
 
n
2 (s)
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd  (8.7)
  + 
0
 
IR n
y1 2s| u|2dxdy =
21 2s (1   s)
 (s)
((  )sf,f)IR n . (8.8)
39We will use the Fourier transform in the x-variables:
ˆ u( ,y)=( 2  )  n
2
 
IR n
e ix· u(x,y)dx.
The equation div(y1 2s u(x,y)) = 0 or equivalently  xu + uyy + a
yuy =0with u(x,0) = f(x),r e a d s
as follows when taking the Fourier transform
 | |2ˆ u +(ˆ u)yy +
1   2s
y
(ˆ u)y =0 , ˆ u( ,0) = ˆ f( ),
and it is satisﬁed by ˆ u( ,y)=ˆ f( )T(| |y),w h e r eT satisﬁes (8.3) and is given by (8.4).
Concerning the energies we have:
  + 
0
y1 2s
 
IR n
| u|2dxdy =
  + 
0
y1 2s
 
IR n
 
| |2|ˆ u|2 + |ˆ uy|2 
d dy
=
  + 
0
y1 2s
 
IR n
 
| |2| ˆ f|2[T2(| |y)+T
 2(| |y)]
 
d dy
=
  
IR n
| |2s| ˆ f|2d 
     
0
t1 2s[T2(t)+T
 2(t)]dt
 
,
where t = | |y.W en e x tc o m p u t et h el a s ti n t e g r a l .M u l t i p l y i n ge q u a t i o n( 8 .3) by T,i n t e g r a t i n gb yp a r t s
and employing (8.6), we get
  + 
0
t1 2s[T2(t)+T
 2(t)]dt = t1 2sT(t)T (t)dt
   
 
 
0
=
21 2s (1   s)
 (s)
. (8.9)
We ﬁnally recall the following relation (see, e.g., [FLS], Lemma 3.1)
 
IR n
| |2s| ˆ f|2d  =
cn,s
2
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd 
=
s22s 1 (n+2s
2 )
 
n
2 (1   s)
 
IR n
 
IR n
|f(x)   f( )|2
|x    |n+2s dxd  . (8.10)
Putting together the last three relations we conclude (8.7).
Finally, taking into account (1.25) we easily obtain (8.8).
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