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Abstract
The Schrödinger equation with a time-dependent quadratic plus quartic Hamiltonian is considered.
A rigorous Feynman path integral representation for its solution is given in terms of a well-defined infinite-
dimensional oscillatory integral.
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1. Introduction
In 1942 R. Feynman [18] proposed an heuristic representation for the solution of the
Schrödinger equation describing the time evolution of the state of a quantum particle moving
in a potential V :
{
ih¯ ∂
∂t
ψ = − h¯22mψ + Vψ,
ψ(0, x) = ψ0(x),
(1)
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ing to Feynman the state of the system at time t is given by a “sum over all possible histories”
that is an integral over the space of paths γ with fixed end point:
ψ(t, x) = “
(∫
e
i
h¯
S◦t (γ )Dγ
)−1 ∫
{γ |γ (t)=x}
e
i
h¯
St (γ )ψ0
(
γ (0)
)
Dγ ” (2)
(where St (γ ) = S◦t (γ )−
∫ t
0 V (s, γ (s)) ds, with S
◦
t (γ ) = m2
∫ t
0 |γ˙ (s)|2 ds, is the classical action of
the system evaluated along the path γ and Dγ an heuristic “flat” measure on the space of paths,
see, e.g., [19] for a discussion of Feynman’s approach and its applications). Even if expression
(2) is particularly suggestive, it has not a well defined mathematical meaning. Indeed in the 60s
Cameron [14] proved that Feynman’s heuristic complex measure(∫
e
i
h¯
St (γ )Dγ
)−1
e
i
h¯
St (γ )Dγ
cannot be realized as a σ -additive bounded variation measure. As a consequence mathematicians
tried to realize it as a linear continuous functional on a suitable topological algebra of inte-
grable functions. Nowadays it is possible to find in the physical and in the mathematical literature
several definitions of the Feynman’s functional. These are based on, e.g., analytic continuation
of probabilistic Wiener integrals [13–15,26,32], or on white-noise calculus [16,23], or on non-
standard analysis [10], or on a “sequential approach” [20,21,29,38], or on “infinite-dimensional
oscillatory integrals” (see [1–3,5,11,12,17]). The latter approach is particularly interesting as
it allows the rigorous implementation of an infinite-dimensional version of the stationary phase
method and the corresponding study of the asymptotic behavior of the solution of the Schrödinger
equation in the limit, where h¯ is considered as a small parameter approaching zero.
In this paper we consider a Schrödinger equation with a time-dependent potential of the type
“harmonic oscillator plus quartic perturbation.” Some interesting results concerning the rigorous
Feynman path integral representation of the solution of (1) in the case where V depends explicitly
on time have been obtained by means of the white-noise approach [16,22,30,31], by means of
the sequential approach [20,21,29], by means of the analytic continuation approach (see [25] and
references therein) and recently by means of infinite-dimensional oscillatory integrals [8,34–36].
The potentials which had been handled so far are essentially of the type “quadratic plus Fourier
transform of measure.” The generalization of these results to quartic potentials is not trivial. First
of all one has to prove the existence of the unitary propagator associated to a time-dependent
quartic Hamiltonian. This result in not present in the literature: in fact in this case the powerful
theory on the construction of evolution operators by Kato (see, e.g., [27,28,39]) cannot be directly
applied because of the quartic growth at infinity of the potential.
The second problem is the rigorous mathematical realization for the Feynman path integral
representation of the solution of the Schrödinger equation. Indeed within all existing approaches
it is necessary to assume that the potential V is of the type “quadratic plus Fourier trans-
form of a bounded measure.” There are some extensions of the theory to unbounded potentials
that are Laplace transforms of bounded measures [9,30], but they do not cover the case of
superquadratic polynomially growing potentials. In order to solve this problem we use infinite-
dimensional oscillatory integrals with polynomial phase function [4,6,7], a recent extension of
infinite-dimensional oscillatory integrals which allows to enlarge the class of potentials which
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tion.”
In Section 2 we prove some preliminary results on the time-dependent Hamiltonian and the
existence of the family of evolution operators associated to the time-dependent Schrödinger equa-
tion. In Section 3 we recall some results on infinite-dimensional oscillatory integrals and their
extension to polynomially growing phase functions, while in Section 4 we prove the rigorous
Feynman path integral representation.
2. The unitary propagator
Let us consider the following evolution equation on L2(Rd):{
∂
∂t
ψ = αH(t)ψ,
ψ(0, x) = ψ0(x), x ∈ Rd,
(3)
where α is a complex parameter with Re(α) 0, and H(t) is the time-dependent quartic oscil-
lator Hamiltonian, i.e., the self-adjoint operator which is the closure on C∞0 (Rd) of
H(t) = − h¯
2
2
+ 1
2
xΩ2(t)x + λ(t)C(x, x, x, x), (4)
where Ω and λ are respectively C1 maps from the interval [0, t] to the d × d symmetric positive
matrices respectively R+, while C is a completely symmetric positive fourth order covariant
tensor on Rd . If d = 1, H assumes the following form: H(t) = − h¯22  + 12Ω2(t)x2 + λ(t)x4. If
d  1, for any τ ∈ [0, t] it is possible to find an orthonormal base {ei}i=1,...,d on Rd , with x =∑d
i=1 xiei , such that the time-dependent Hamiltonian H(t) can be represented in the following
form:
H(t) = − h¯
2
2
d∑
i=1
∂2
∂x2i
+ 1
2
d∑
i=1
Ω2i x
2
i + λ(t)
d∑
i,j,k,h=1
ci,j,k,hxixj xkxk,
with
∑d
i,j,k,h=1 ci,j,k,hxixj xkxk  0.
It is well known, see [33], that under the assumptions above for any t , H(t) is essentially
self-adjoint on C∞0 (Rd) and has a strictly positive discrete spectrum.
If α = −i/h¯ Eq. (3) is the time-dependent Schrödinger equation, while if α = −1 one has the
heat equation. The aim of this section is to prove the existence and some analyticity properties
in the complex parameter α of the evolution operators Uα(t, s) associated to the evolution equa-
tion (3). In the following we shall denote with H0(t) and V the operators − h¯22  + 12xΩ2(t)x
and C(x, x, x, x), respectively.
Lemma 1. The operators H(t) have a common domain D = D(−+‖x‖2)∩D(V ), (‖ ‖ being
the norm in Rd).
Proof. D(H0(t)) does not depend on the time variable t and it is equal to D(− + ‖x‖2) =
D(−) ∩ D(‖x‖2). Indeed the inclusion D(−) ∩ D(‖x‖2) ⊆ D(H0(t)) is trivial, while the
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coordinate system in Rd , H0(t) on C∞0 (Rd) can be represented by the operator
∑d
i=1(− h¯
2
2
∂2
∂x2i
+
1
2Ω
2
i x
2
i ). Given a vector ψ ∈ D(H0(t)), one has ψ ∈ D(− h¯
2
2
∂2
∂x2i
+ 12Ω2i x2i ) for each i = 1, . . . , d .
We want to prove ψ ∈ D( ∂2
∂x2i
) ∩ D(x2i ) for each i = 1, . . . , d . Let us introduce the operators ai ,
a+i , given by
ai =
√
ωi
2h¯
x +
√
h¯
2ωi
∂
∂xi
, a+i =
√
ωi
2h¯
x −
√
h¯
2ωi
∂
∂xi
. (5)
One has
xi =
√
h¯
2ω
(
ai + a+i
)
,
∂
∂xi
=
√
ω
2h¯
(
ai − a+i
)
, (6)
and H0(t) =∑i H i0 =∑i h¯ωi(Ni + 12 ), Ni = a+i ai . It is well known that H0(t) has the following
spectral decomposition:
H0(t)ψn1,...,nd = h¯
d∑
i=1
ωi(ni + 1/2)ψn1,...,nd ,
where n1, . . . , nd run over the nonnegative integers and the eigenvectors ψn1,...,nd are given by the
product ψn1,...,nd (x1, . . . , xd) = ψω1n1 (x1) . . .ψωdnd (xd), ψωini (xi) being the ni th Hermite function
ψ
ωi
0 =
(
ωi
πh¯
)1/4
e
− ωi2h¯ x2i ,
ψωini =
(
1
π1/4
√
2ni ni !
)(
ωi
h¯
) 2ni+1
4
(
x − h¯
ωi
d
dx
)ni
e
− ωi2h¯ x2i . (7)
Moreover, aiψωi0 = 0, aiψωini =
√
niψ
ωi
ni−1 and a
+
i ψ
ωi
ni =
√
ni + 1ψωini+1.
A vector ψ =∑n1,...,nd cn1,...,ndψn1,...,nd , with∑n1,...,nd |cn1,...,nd |2 < ∞ belongs to D(H0(t))
if and only if
∑
n1,...,nd
(
ω1
(
n1 + 12
)
+ · · · +ωd
(
nd + 12
))2
|cn1,...,nd |2 < ∞. (8)
By expanding |xi |2ψ = h¯2ωi (ai + a+i )2ψ with respect to the basis given by ψn1,...,nd one has
∥∥|xi |2ψ∥∥= h¯2ωi
∥∥∥∥ ∑
n1,...,nd
cn1,...,nd
(
aiai + a+i ai + aia+i + a+i a+i
)
ψn1,...,nd
∥∥∥∥
 h¯
2ωi
(∥∥∥∥ ∑ cn1,...,nd aiaiψn1,...,nd∥∥∥∥+ ∥∥∥∥ ∑ cn1,...,nd a+i aiψn1,...,nd∥∥∥∥
n1,...,nd n1,...,nd
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∥∥∥∥ ∑
n1,...,nd
cn1,...,nd aia
+
i ψn1,...,nd
∥∥∥∥+ ∥∥∥∥ ∑
n1,...,nd
cn1,...,nd a
+
i a
+
i ψn1,...,nd
∥∥∥∥)
 h¯
2ωi
(∥∥∥∥ ∑
n1,...,nd
cn1,...,nd
√
ni
√
ni − 1ψ...,ni−2,...
∥∥∥∥+ ∥∥∥∥ ∑
n1,...,nd
cn1,...,nd niψ...,ni ,...
∥∥∥∥
+
∥∥∥∥ ∑
n1,...,nd
cn1,...,nd (ni + 1)ψ...,ni ,...
∥∥∥∥
+
∥∥∥∥ ∑
n1,...,nd
cn1,...,nd
√
ni + 1
√
ni + 2ψ...,ni+2,...
∥∥∥∥)
= h¯
2ωi
(√ ∑
n1,...,nd
|cn1,...,nd |2ni(ni − 1) +
√ ∑
n1,...,nd
|cn1,...,nd |2n2i
+
√ ∑
n1,...,nd
|cn1,...,nd |2(ni + 1)2 +
√ ∑
n1,...,nd
|cn1,...,nd |2(ni + 1)(ni + 2)
)
. (9)
One can easily verify that the convergence of the series in (8) is a sufficient condition for the
convergence of the four series in (9), so that D(H0) ⊂ D(x2i ) for all i = 1, . . . , d . A completely
analogous argument proves the inclusion D(H0) ⊂ D(∂2/∂x2i ) for all i = 1, . . . , d , so we can
conclude D(H0(t)) = D(− + |x|2) = D(−) ∩D(|x|2).
Let EN be the projector onto the finite-dimensional subspace spanned by linear combinations
of Hermite functions ψn1,...,nd , with
∑
ni  N . Let VN := ENVEN and AN := H0(t) + VN .
Then it is possible to prove (see [33, Section X.10]) that H(t) is the limit of AN in the strong
resolvent sense as N → ∞ and D(H(t)) = D(H0(t)) ∩ D(V ). From the equality D(H0(t)) =
D(− + ‖x‖2) one has D(H(t)) = D(− + ‖x‖2) ∩ D(V ) and D(H(t)) does not depend
on t . 
Lemma 2. For each ψ ∈ L2(Rd), (t − s)−1(H(t)H(s)−1 −I )ψ is uniformly strongly continuous
and uniformly bounded in s and t lying in any fixed compact subinterval of R.
Proof. As the domain D(H(t)) = D is independent by t , for each ψ ∈H the vector (t − s)−1 ·
(H(t)H(s)−1 − I )ψ is well defined for t = s. Its norm ‖ ‖ in L2(Rd) is given by
∥∥(t − s)−1(H(t)H(s)−1 − I)ψ∥∥= ∥∥∥∥H(t) −H(s)(t − s) H(s)−1ψ
∥∥∥∥
=
∥∥∥∥xΩ2(t) −Ω2(s)2(t − s) xH(s)−1ψ + λ(t) − λ(s)(t − s) V (x)H(s)−1ψ
∥∥∥∥
= ∥∥xΩ(s′)Ω˙(s′)xH(s)−1ψ + λ˙(s′′)V (x)H(s)−1ψ∥∥,
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the assumed continuity of Ω˙ and λ˙, taking s, t in a compact subset I of R, the norm in the third
line is bounded by∥∥∥∥x maxs′∈I Ω(s′)Ω˙(s′)2 xH(s)−1ψ + maxs′′∈I λ˙(s′′)V (x)H(s)−1ψ
∥∥∥∥,
so that we can conclude that (t − s)−1(H(t)H(s)−1 − I )ψ is uniformly bounded in s and t .
The continuity can be proved in an analogous way, indeed by taking a sequence (sn, tn) →
(s, t), with sn = tn, we have:∥∥(tn − sn)−1(H(tn)H(sn)−1 − I)ψ − (t − s)−1(H(t)H(s)−1 − I)ψ∥∥

∥∥∥∥H(tn)H(sn)−1tn − sn ψ − H(tn)H(s)
−1
tn − sn ψ
∥∥∥∥+ ∥∥∥∥H(t)H(s)−1tn − sn ψ − H(t)H(s)
−1
t − s ψ
∥∥∥∥
+
∥∥∥∥ 1t − s ψ − 1tn − sn ψ
∥∥∥∥+ ∥∥∥∥H(tn)H(s)−1tn − sn ψ − H(t)H(s)
−1
tn − sn ψ
∥∥∥∥

∥∥∥∥H(tn)(H(sn)−1 − H(s)−1)tn − sn ψ
∥∥∥∥+ ∥∥∥∥∣∣∣∣ 1tn − sn − 1t − s
∣∣∣∣H(t)H(s)−1ψ∥∥∥∥
+
∣∣∣∣ 1tn − sn − 1t − s
∣∣∣∣‖ψ‖ + ∥∥∥∥H(tn) − H(t)tn − sn H(s)−1ψ
∥∥∥∥.
The second and the third term converge to zero as n → ∞. The fourth term is bounded by∥∥∥∥H(tn) −H(t)tn − sn H(s)−1ψ
∥∥∥∥ 12
∥∥∥∥x(Ω2(tn) − Ω2(t))xH(s)−1tn − sn ψ
∥∥∥∥
+ ∣∣λ(tn) − λ(t)∣∣∥∥∥∥V (x)H(s)−1tn − sn ψ
∥∥∥∥
and both terms converge to zero by the assumed continuity of Ω and λ (for s = t).
The first term ∥∥∥∥H(tn)(H(sn)−1 −H(s)−1)tn − sn ψ
∥∥∥∥
is bounded by
1
2
∥∥∥∥H(tn)H(sn)−1x(Ω(s) − Ω(sn))xtn − sn H(s)−1ψ
∥∥∥∥+ ∣∣λ(sn) − λ(s)∣∣∥∥∥∥H(tn)H(sn)−1Vtn − sn H(s)−1ψ
∥∥∥∥
and it is easy to prove that this converges to zero as n → ∞. 
Lemma 3. For each ψ ∈ L2(Rd), A(t)ψ := lims↑t (t −s)−1(H(t)H(s)−1 −I )ψ exists uniformly
for s, t in each compact subinterval and A(t) is bounded and strongly continuous in t .
S. Albeverio, S. Mazzucchi / Journal of Functional Analysis 238 (2006) 471–488 477Proof. Under the assumptions that Ω and λ are C1 maps, A(t) exists and is given by
A(t)ψ = xΩ(t)Ω˙(t)xH(t)−1ψ + λ˙(t)VH(t)−1ψ;
indeed,
∥∥∥∥H(t)H(s)−1 − It − s ψ −A(t)ψ
∥∥∥∥
=
∥∥∥∥H(t) −H(s)t − s H(s)−1ψ −A(t)ψ
∥∥∥∥

∥∥∥∥12xΩ2(t) − Ω2(s)t − s xH(s)−1ψ − xΩ(t)Ω˙(t)xH(t)−1ψ
∥∥∥∥
+
∥∥∥∥λ(t) − λ(s)t − s VH(s)−1ψ − λ˙(t)VH(t)−1ψ
∥∥∥∥→ 0 as n → ∞.
Given a compact subset I ⊂ R,
∥∥A(t)ψ∥∥ ∥∥xΩ(t)Ω˙(t)xH(t)−1ψ∥∥+ ∣∣λ˙(t)∣∣∥∥VH(t)−1ψ∥∥
max
t∈I
∣∣Ω(t)Ω˙(t)∣∣∥∥x2H(t)−1ψ∥∥+ max
t∈I
∣∣λ˙(t)∣∣∥∥VH(t)−1ψ∥∥,
so that we can conclude that A(t) is uniformly bounded on I .
The strong continuity can be proven by means of the same technique, indeed given a sequence
tn → t ,
∥∥A(tn)ψ −A(t)ψ∥∥ ∥∥x(Ω˙(tn)Ω(tn) − Ω(t)Ω˙(t))xH(t)−1ψ∥∥
+ ∣∣λ˙(tn) − λ˙(t)∣∣∥∥VH(t)−1ψ∥∥
and the conclusion follows from the continuity of the maps Ω˙ and λ˙. 
Proposition 1. Under the assumptions above there exists a two-parameter family of operators
Uα(t, s) :L2(Rd) → L2(Rd), s, t ∈ R, such that:
• Uα(r, s)Uα(s, t) = Uα(r, t);
• Uα(t, t) = 1;
• Uα(t, s) is jointly strongly continuous in t and s;
• if ψ ∈ D, then φαs (t) := Uα(t, s)ψ is in D for all t and satisfies
d
dt
φαs (t) = αH(t)φαs (t), φαs (s) = ψ,
and ‖φαs (t)‖ ‖ψ‖ for all t  s.
Moreover, if Re(α) = 0, then the operators Uα(t, s) are unitary.
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Let D be the subset of the complex plane given by D := {z ∈ C, Re(z) < 0} and let D be its
closure. For any ψ,φ ∈ D(H(t)) = D, let us define the function f :D→ C given by
f (z) := 〈ψ,Uz(t, s)φ〉.
The following holds.
Proposition 2. f is analytic on D and continuous on D.
Proof. Let us set φz(t) = Uz(t, s)φ. Let z, z0 ∈ D, then the difference φz − φz0 satisfies the
following equation: {
∂
∂t
(φz − φz0) = zH(t)(φz − φz0) + (z − z0)H(t)φz0 ,
(φz − φz0)(s) = 0, (10)
whose solution is given by
(
φz − φz0)(t) = (z − z0) t∫
s
Uz(t, u)H(u)φz0(u) du. (11)
As a consequence
∣∣f (z) − f (z0)∣∣= |z − z0|
∣∣∣∣∣
〈
ψ,
t∫
s
Uz(t, u)H(u)φz0(u) du
〉∣∣∣∣∣ (12)
and the continuity of f on D follows.
The analyticity on D is a consequence of the relation
f (z) − f (z0)
z − z0 =
〈
ψ,
t∫
s
Uz(t, u)H(u)φz0(u) du
〉
. (13)
Indeed, by letting z → z0, it is possible to conclude that f ′(z0) is well defined and is equal to
f ′(z0) =
〈
ψ,
t∫
s
Uz0(t, u)H(u)φz0(u) du
〉
. 
3. Infinite-dimensional oscillatory integrals
In this section we recall for later use the definitions and the main results on infinite-
dimensional oscillatory integrals, including the recent developments on polynomially growing
phase functions.
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space, whose elements will be denoted by x, y ∈H, the scalar product by 〈,〉 and the norm by | |.
f :H→ C will be a function on H and L :D(L) ⊆H→H an invertible, densely defined and
self-adjoint operator.
In the case where H is finite-dimensional, i.e. H= Rn, oscillatory integrals of the form∫
e
i
h¯
Φ(x)
f (x) dx (14)
(where Φ :Rn → R is the phase function, f :Rn → C a complex-valued function and h¯ is a
real positive parameter) are a largely studied topic, with several applications in mathematics and
physics. Even if f is not summable and the integral (14) is not defined in Lebesgue sense, it can
still be defined by exploiting the cancellations due to the oscillations, as the limit of a sequence
of regularized, hence absolutely convergent, integrals. The following definition was proposed by
Hörmander [24].
Definition 1. The oscillatory integral of a Borel function f :Rn → C with respect to a phase
function Φ :Rn → R is well defined if and only if for each test function φ ∈ S(Rn) such that
φ(0) = 1 the integral
I(f,φ) :=
∫
Rn
e
i
h¯
Φ(x)
f (x)φ(x) dx (15)
exists for all  > 0 and the limit lim→0 I(f,φ) exists and is independent of φ. In this case the
limit is called the oscillatory integral of f with respect to Φ and denoted by
∫˜
Rn
e
i
h¯
Φ(x)
f (x) dx.
In the particular case in which the phase function Φ is a non-degenerate quadratic form, in
particular if Φ is proportional to the scalar product in Rn, that is Φ(x) = 〈x, x〉/2 = |x|2/2 it
is convenient to include into the definition of the oscillatory integral the “normalization factor”
(2πih¯)n/2, which is fundamental in the extension to the infinite-dimensional case.
Definition 2. A Borel function f :Rn → C is called Fresnel integrable if and only if for each
φ ∈ S(Rn) such that φ(0) = 1 the integral
(2πih¯)−n/2
∫
Rn
e
i
2h¯ |x|2f (x)φ(x) dx (16)
exists for all  > 0 and the limit
lim
→0(2πih¯)
−n/2
∫
Rn
e
i
2h¯ |x|2f (x)φ(x) dx (17)
exists and is independent of φ. In this case the limit is called the Fresnel integral of f and denoted
by ∫˜
e
i
2h¯ 〈x,x〉f (x)dx. (18)
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as the limit of a sequence of finite-dimensional approximations.
Definition 3. A function f :H→ C is Fresnel integrable if and only if for any sequence Pn of
projectors onto n-dimensional subspaces of H, such that Pn  Pn+1 and Pn → 1 strongly as
n → ∞ (1 being the identity operator in H), the finite-dimensional approximations
(2πih¯)−n/2
∫
PnH
e
i
2h¯ 〈Pnx,Pnx〉f (Pnx)d(Pnx)
are well defined and the limit
lim
n→∞(2πih¯)
−n/2
∫
PnH
e
i
2h¯ 〈Pnx,Pnx〉f (Pnx)d(Pnx) (19)
exists and is independent of the sequence {Pn}.
In this case the limit is called the Fresnel integral of f and is denoted by
∫˜
e
i
2h¯ 〈x,x〉f (x)dx.
An “operational characterization” of the largest class of “Fresnel integrable functions” is still
an open problem, even in finite dimension, but one can find some interesting subsets of it, as the
following result shows [1,17].
Theorem 1. Let L :H→H be a self-adjoint trace-class operator, such that I − L is invertible.
Let f :H→ C be the Fourier transform of a complex bounded variation measure μf on H:
f (x) =
∫
H
ei〈x,y〉 dμf (y).
Then the function e− i2h¯ 〈x,Lx〉f (x) is Fresnel integrable and the corresponding Fresnel integral
can be explicitly computed in terms of a well-defined absolutely convergent integral with respect
to a σ -additive measure, by means of the following Parseval-type equality:
∫˜
e
i
2h¯ 〈x,x〉e−
i
2h¯ 〈x,Lx〉f (x)dx = (det(I −L))−1/2 ∫
H
e−
ih¯
2 〈α,(I−L)−1α〉μf (dα), (20)
where det(I −L) = |det(I −L)|e−πi Ind(I−L) is the Fredholm determinant of the operator I −L,
|det(I − L)| its absolute value and Ind(I − L) is the number of negative eigenvalues of the
operator I − L, counted with their multiplicity.
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plus a quartic term [4,6,7]. The main tool is a generalization of Parseval-type equality (20). When
H is finite-dimensional, we consider a phase function of the following form:
Φ(x) = 1
2
〈
x, (I − L)x〉− λB(x, x, x, x),
where λ 0, I,L are n×n matrices, I being the identity, I −L is symmetric and strictly positive
and B :Rn × Rn × Rn × Rn → R is a completely symmetric and positive fourth order covariant
tensor on Rn. In this case, by using the analyticity of the integrand and a suitable deformation of
the integration contour in the complex plane, it is possible to prove (see [7] for more details) that
the Fourier transform of the distribution
F˜ (k) =
∫
Rn
ei〈k,x〉 e
i
2h¯ 〈x,(I−L)x〉
(2πih¯)n/2
e
−iλ
h¯
B(x,x,x,x)
dx (21)
is a bounded complex-valued entire function on Rn admitting the following representation:
F˜ (k) =
∫
Rn
eie
iπ/4〈k,x〉 e
− 12h¯ 〈x,(I−L)x〉
(2πh¯)n/2
e
iλ
h¯
B(x,x,x,x)
dx
= E[eieiπ/4〈k,x〉e iλh¯ B(x,x,x,x)e 12h¯ 〈x,Lx〉], (22)
where E denotes the expectation value with respect to the centered Gaussian measure N(0, h¯I )
on Rn with covariance operator h¯I . A direct consequence of this result is the following general-
ized Parseval’s type equality [7].
Theorem 2. Let f ∈F(Rn), f = μˆf . Then, under the assumptions above, the generalized Fres-
nel integral ∫˜
Rn
e
i
2h¯ 〈x,(I−L)x〉e
−iλ
h¯
B(x,x,x,x)
f (x) dx
is well defined and it is given by∫˜
Rn
e
i
2h¯ 〈x,(I−L)x〉e
−iλ
h¯
B(x,x,x,x)
f (x) dx =
∫
F˜ (k) dμf (k), (23)
where F˜ (k) is given by Eq. (22).
Moreover, if μf is such that ∀x ∈ Rn the integral
∫
e−
√
2
2 〈k,x〉 d|μf |(k) is convergent and the
positive function g :Rn → Rn, defined by
g(x) = e 12h¯ 〈x,Lx〉
∫
e−
√
2
2 〈k,x〉 d|μf |(k)
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extends to an analytic function on Cn and the corresponding generalized Fresnel integral is given
by
∫˜
Rn
e
i
2h¯ 〈x,(I−L)x〉e
−iλ
h¯
B(x,x,x,x)
f (x) dx = E[e iλh¯ P (x)e 12h¯ 〈x,Lx〉f (eiπ/4x)]. (24)
In Eqs. (22) and (24) the convergence of the integral on the right-hand side is given by the
Gaussian density e−
1
2h¯ x·x (contained in the measure N(0, h¯I ), with respect to which E is taken).
This allows the generalization of the result to the infinite-dimensional case. Let us consider a real
separable infinite-dimensional Hilbert space (H, 〈,〉) with norm | |. Let ν be the finitely additive
cylinder measure on H, defined by its characteristic functional νˆ(x) = e− h¯2 |x|2 . Let ‖ ‖ be a
“measurable” norm on H, that is ‖ ‖ is such that for every  > 0 there exists a finite-dimensional
projection P :H→H, such that for all P ⊥ P one has ν({x ∈H | ‖P(x)‖ > }) < , where
P and P are called orthogonal (P ⊥ P ) if their ranges are orthogonal in (H, 〈,〉). One can
easily verify that ‖ ‖ is weaker than | |. Denoted by B the completion of H in the ‖ ‖-norm and
by i the continuous inclusion of H in B, one proves that μ ≡ ν ◦ i−1 is a countably additive
Gaussian measure on the Borel subsets of B. The triple (i,H,B) is called an abstract Wiener
space. Given y ∈ B∗ one can easily verify that the restriction of y to H is continuous on H,
so that one can identify B∗ as a subset of H. Moreover, B∗ is dense in H and we have the
dense continuous inclusions B∗ ⊂ H ⊂ B. Each element y ∈ B∗ can be regarded as a random
variable n(y) on (B,μ). A direct computation shows that n(y) is normally distributed, with
covariance |y|2. More generally, given y1, y2 ∈ B∗, one has
∫
B
n(y1)n(y2) dμ = 〈y1, y2〉. The
latter result allows the extension to the map n :H→ L2(B,μ), because B∗ is dense in H. Let
B :H × H × H × H → R be a completely symmetric positive covariant tensor operator on
H such that the map V :H → R+, x → V (x) ≡ B(x, x, x, x) is continuous in the ‖ ‖ norm.
As a consequence V is continuous in the | |-norm and it can be extended by continuity to a
random variable V¯ on B, with V¯ |H = V . Moreover, given a self-adjoint trace class operator
L :H→H, the quadratic form on H, x ∈H → 〈x,Lx〉, can be extended to a random variable
on B, denoted again by 〈·,L·〉. In this setting one can prove the following generalization of
Parseval-type equality (20).
Theorem 3. (See [7].) Let L be self-adjoint trace class, I − L strictly positive, λ  0 be a
constant and let f be a function, that is Fourier transform of measure μf , f ≡ μˆf , satisfying
the following assumption:
∫
H
e
h¯
4 〈k,(I−L)−1k〉|μf |(dk) < +∞. (25)
Then the infinite-dimensional oscillatory integral
∫˜
e
i
2h¯ 〈x,(I−L)x〉e−i
λ
h¯
B(x,x,x,x)
f (x) dx (26)
H
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H
E
[
ein(k)(ω)e
iπ/4
e
1
2h¯ 〈ω,Lω〉ei
λ
h¯
V¯ (ω)
]
μf (dk). (27)
It is also equal to
E
[
e
1
2h¯ 〈ω,Lω〉ei
λ
h¯
V¯ (ω)
f
(
eiπ/4ω
)]
, (28)
E denotes the expectation value with respect to the Gaussian measure μ on B.
4. The Feynman path integral representation
Let us consider the Schrödinger equation on L2(Rd){
ih¯ ∂
∂t
ψ = H(t)ψ,
ψ(0, x) = ψ0(x),
(29)
where H(t) is the time-dependent quartic oscillator Hamiltonian (4) described in Section 2:
H(t) = − h¯
2
2
 + 1
2
xΩ2(t)x + λ˜λ(t)C(x, x, x, x),
where, for later use, we have introduced the positive parameter λ˜ ∈ R+ (independent on t).
Let two vectors φ,ψ0 ∈ L2(Rd) ∩F(Rd) be given. By means of Theorem 3 it is possible to
give a mathematical meaning to the “Feynman path integral” representation of the solution of
Eq. (1):
(
φ,ψ(t)
)= “∫
Rd
φ¯(x)
∫
{γ |γ (t)=x}
e
i
h¯
St (γ )ψ0
(
γ (0)
)
Dγ dx” (30)
as the analytic continuation (in the parameter λ˜) of an infinite-dimensional generalized oscillatory
integral on a suitable Hilbert space. It is convenient to introduce the change of variables
γ (s) → γ (t − s) ≡ γ˜ (s),
which allows to write Eq. (30) in the following form:
(
φ,ψ(t)
)= “∫
Rd
φ¯(x)
∫
{γ˜ |γ˜ (0)=x}
e
i
2h¯
∫ t
0
˙˜γ (s)2 ds− i
h¯
∫ t
0 V (t−s,γ˜ (s)) dsψ0
(
γ˜ (t)
)
Dγ˜ dx.” (31)
Let us consider the (real separable) Hilbert space H = Rd × Ht , where Ht is the Hilbert
space of absolutely continuous paths γ : [0, t] → Rd , with γ (0) = 0 and γ˙ ∈ L2([0, t]), en-
dowed with the inner product 〈γ1, γ2〉 =
∫ t
0 γ˙1(s)γ˙2(s) ds. The cylindrical Gaussian measure
on Ht with covariance operator the identity extends to a σ -additive measure on the Wiener
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B = Rd × Ct endowed with the product measure N(dx) × W(dω), where N is the Gaussian
measure on Rd with covariance equal to the d ×d identity matrix, (i,H,B) is an abstract Wiener
space.
Let us consider the operator L :H→H given by
(x, γ ) → (y, η) = L(x,γ ),
y =
t∫
0
Ω2(t − s)x ds +
t∫
0
Ω2(t − s)γ (s) ds,
η(s) = −
s∫
0
u∫
t
Ω2(t − r)x dr du−
s∫
0
u∫
t
Ω2(t − r)γ (r) dr du, (32)
and the fourth-order tensor operator B given by
B
(
(x1, γ1), (x2, γ2), (x3, γ3), (x4, γ4)
)
=
t∫
0
λ(t − s)C(γ1(s) + x1, γ2(s) + x2, γ3(s) + x3, γ4(s) + x4)ds. (33)
Let us consider, moreover, the function f :H→ C given by
f (x, γ ) = (2πih¯)d/2e− i2h¯ |x|2 φ¯(x)ψ0
(
γ (t) + x). (34)
With this notation expression (31) can be written in the following form:∫˜
H
e
i
2h¯ (|x|2+|γ |2)e−
i
2h¯ 〈(x,γ ),L(x,γ )〉e−
iλ˜
h¯
B((x,γ ),(x,γ ),(x,γ ),(x,γ ))
f (x, γ ) dx dγ. (35)
By assuming that φ,ψ0 ∈ L2(Rd) ∩F(Rd):
μˆ0 = ψ0, μˆφ(x) = (2πih¯)d/2e− i2h¯ |x|2 φ¯(x),
with μ0 and μφ satisfying some restrictions on their growth at infinity and with t is sufficiently
small, it is possible to prove that the infinite-dimensional oscillatory integral (35) is well defined
and can be explicitly computed in terms of an absolutely convergent Gaussian integral on Rd ×Ct
by means of Theorem 3.
Lemma 4. The operator L given by (32) is symmetric and trace class. Moreover, setting Ω¯t =
maxs∈[0,t] ‖Ω¯(t − s)‖, if the following inequalities are satisfied:
tΩ¯t <
π
2
, 1 − Ω¯t tan(Ω¯t t) > 0, (36)
then the operator I −L is strictly positive.
S. Albeverio, S. Mazzucchi / Journal of Functional Analysis 238 (2006) 471–488 485Proof. One can easy verify that L is a symmetric operator. Moreover, for any (x, γ ) ∈H one
has
〈
(x, γ ),L(x, γ )
〉
 max
s∈[0,t]
∥∥Ω(t − s)∥∥ t∫
0
∥∥x + γ (s)∥∥2 ds, (37)
so that the operator L is bounded from above by the operator L¯ :H→H given by
(x, γ ) → (y, η) = L¯(x, γ ),
y =
t∫
0
Ω¯2t x ds +
t∫
0
Ω¯2t γ (s) ds,
η(s) = −
s∫
0
u∫
t
Ω¯2t x dr du−
s∫
0
u∫
t
Ω¯2t γ (r) dr du. (38)
L¯ and its spectrum are extensively studied in [7], where it has been proven that it is a trace class
operator and, if assumptions (36) are satisfied, I − L¯ > 0. The same properties for the operator
B follow from inequality (37). 
Lemma 5. Let us assume the inequalities (36). Let φ,ψ0 ∈ L2(Rd) ∩ F(Rd). Let μ0 be the
complex bounded variation measure on Rd such that μˆ0 = ψ0. Let μφ be the complex bounded
variation measure on Rd such that μˆφ(x) = (2πih¯)d/2e− i2h¯ |x|2 φ¯(x). Assume, in addition, that
the measures μ0, μφ satisfy the following assumption:∫
Rd
∫
Rd
e
h¯
4 xΩ¯
−1
t tan(Ω¯t t)x
× e(y+cos(Ω¯t t)−1x)(1−Ω¯t tan(Ω¯t t))−1(y+cos(Ω¯t t)−1x)|μ0|(dx)|μφ |(dy) < ∞. (39)
Then the function f :H → C, given by (34) is the Fourier transform of a bounded variation
measure μf on H satisfying∫
H
e
h¯
4 〈(y,η),(I−L)−1(y,η)〉|μf |(dy dη) < ∞. (40)
Proof. By Lemma 4 the operator L is bounded from above by the operator L¯. In [7] the inverse
operator of I − L¯ has been explicitly computed and it has been proved that if inequality (39)
holds, then ∫
H
e
h¯
4 〈(y,η),(I−L¯)−1(y,η)〉|μf |(dy dη) < ∞.
The analogous result for the operator L follow from inequality (37). 
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Then the infinite-dimensional oscillatory integral (35) is well defined and is given by
∫
Rd×Ht
( ∫
Rd×Ct
eie
iπ/4(x·y+√h¯n(γ )(ω))e
1
2h¯
∫ t
0 (
√
h¯ω(s)+x)Ω2(t−s)(√h¯ω(s)+x)ds
× ei λ˜h¯
∫ t
0 λ(t−s)C(
√
h¯ω(s)+x,√h¯ω(s)+x,√h¯ω(s)+x,√h¯ω(s)+x)ds
W(dω)
× e
−|x|2/2h¯
(2πh¯)d/2
dx
)
μf (dy dγ ). (41)
This is also equal to
(ih¯)d/2
∫
Rd×Ct
eiλ˜h¯
∫ t
0 λ(t−s)C(ω(s)+x,ω(s)+x,ω(s)+x,ω(s)+x)ds
× e 12
∫ t
0 (ω(s)+x)Ω2(t−s)(ω(s)+x)ds φ¯
(
eiπ/4
√
h¯x
)
× ψ0
(
eiπ/4
√
h¯ω(t) + eiπ/4√h¯x)W(dω)dx. (42)
Proof. The result follows by applying Lemmas 4, 5 and Theorem 3. 
One can easily verify that the Gaussian integrals (41) and (42) have an analytic continuation
to λ˜ 0 which can be recognized as the rigorous mathematical realization of Feynman heuristic
formula (30). In fact they represent the scalar product between the vector φ and the solution
of the Schrödinger equation with initial datum ψ0 and time-dependent Hamiltonian (4). More
precisely the following holds.
Theorem 5. Let λ˜  0, let t satisfy inequalities (36) and let φ,ψ0 ∈ S(Rd) satisfy assump-
tion (39). Then the scalar product between φ and the solution of the Schrödinger equation
with initial datum ψ0 and Hamiltonian (4) is given by the absolutely convergent integrals (41)
and (42).
Proof. Let us consider the evolution equation (3). According to Proposition 1 in Section 2 for
any time interval [0, T ] the associated evolution operator Uα(t, s) exists for 0  s  t  T ,
α ∈ {z ∈ C,Re(z)  0}. Moreover, by Proposition 2, the function f : {z ∈ C,Re(z)  0} → C,
given by
f (α) = 〈φ,Uα(t,0)ψ0〉
is continuous in {z ∈ C, Re(z) 0} and analytic in {z ∈ C, Re(z) < 0}. For α = −1 (respectively
for α = −i/h¯) it represents the solution of the heat equation (respectively of the Schrödinger
equation) with Hamiltonian (4).
On the other hand, when α ∈ R, α < 0, f (α) can be computed by means of the Feynman–Kac
formula (see for instance [37]):
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Rd×Ct
eα
3h¯4λ˜
∫ t
0 C(t−s)(ω(s)+x,ω(s)+x,ω(s)+x,ω(s)+x)ds
× e− α
2 h¯2
2
∫ t
0 (ω(s)+x)Ω2(ω(s)+x)ds φ¯
(√−αh¯x)ψ0
× (√−αh¯ω(t) + √−αh¯x)W(dω)dx (43)
and by substituting α = −i/h¯, which we can by the analyticity in α, we get the result. 
Acknowledgments
Very stimulating discussions with Luciano Tubaro are gratefully acknowledged, as well as
the hospitality of the Mathematics Institutes in Bonn and Trento. This research is part of the IDA
project of INDAM, supported by PAT (Trento) and MIUR (Italy).
References
[1] S. Albeverio, Z. Brzez´niak, Finite-dimensional approximation approach to oscillatory integrals and stationary phase
in infinite dimensions, J. Funct. Anal. 113 (1) (1993) 177–244.
[2] S. Albeverio, R. Høegh-Krohn, Mathematical Theory of Feynman Path Integrals, Lecture Notes in Math., vol. 523,
Springer, Berlin, 1976.
[3] S. Albeverio, R. Høegh-Krohn, Oscillatory integrals and the method of stationary phase in infinitely many dimen-
sions, with applications to the classical limit of quantum mechanics, Invent. Math. 40 (1) (1977) 59–106.
[4] S. Albeverio, S. Mazzucchi, Generalized infinite-dimensional Fresnel integrals, C. R. Math. Acad. Sci. Paris 338 (3)
(2004) 255–259.
[5] S. Albeverio, S. Mazzucchi, Some new developments in the theory of path integrals, with applications to quantum
theory, J. Statist. Phys. 115 (112) (2004) 191–215.
[6] S. Albeverio, S. Mazzucchi, Generalized Fresnel integrals, Bull. Sci. Math. 129 (1) (2005) 1–23.
[7] S. Albeverio, S. Mazzucchi, Feynman path integrals for polynomially growing potentials, J. Funct. Anal. 221 (1)
(2005) 83–121.
[8] S. Albeverio, S. Mazzucchi, Feynman path integrals for time-dependent potentials, in: G. Da Prato, L. Tubaro (Eds.),
Stochastic Partial Differential Equations and Applications–VII, in: Lecture Notes in Pure and Appl. Math., vol. 245,
Taylor & Francis, 2005, pp. 7–20.
[9] S. Albeverio, Z. Brzez´niak, Z. Haba, On the Schrödinger equation with potentials which are Laplace transform of
measures, Potential Anal. 9 (1) (1998) 65–82.
[10] S. Albeverio, J.E. Fenstad, R. Høegh-Krohn, T. Lindstrøm, Non-Standard Methods in Stochastic Analysis and Math-
ematical Physics, Pure Appl. Math., vol. 122, Academic Press, Orlando, FL, 1986.
[11] S. Albeverio, G. Guatteri, S. Mazzucchi, Representation of the Belavkin equation via Feynman path integrals,
Probab. Theory Related Fields 125 (2003) 365–380.
[12] S. Albeverio, G. Guatteri, S. Mazzucchi, Representation of the Belavkin equation via phase space Feynman path
integrals, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 7 (4) (2004) 507–526.
[13] R. Azencott, H. Doss, L’équation de Schrödinger quand h tend vers zéro: une approche probabiliste (The
Schrödinger equation as h tends to zero: a probabilistic approach), in: Stochastic Aspects of Classical and Quantum
Systems, Marseille, 1983, in: Lecture Notes in Math., vol. 1109, Springer, Berlin, 1985, pp. 1–17 (in French).
[14] R.H. Cameron, A family of integrals serving to connect the Wiener and Feynman integrals, J. Math. Phys. 39 (1960)
126–140.
[15] D.M. Chung, Conditional analytic Feynman integrals on Wiener spaces, Proc. Amer. Math. Soc. 112 (1991) 479–
488.
[16] M. De Faria, J. Potthoff, L. Streit, The Feynman integrand as a Hida distribution, J. Math. Phys. 32 (1991) 2123–
2127.
[17] D. Elworthy, A. Truman, Feynman maps, Cameron–Martin formulae and anharmonic oscillators, Ann. Inst.
H. Poincaré Phys. Théor. 41 (2) (1984) 115–142.
[18] R. Feynman, Space–time approach to non-relativistic quantum mechanics, Rev. Modern. Phys. 20 (1948) 367–387.
488 S. Albeverio, S. Mazzucchi / Journal of Functional Analysis 238 (2006) 471–488[19] R.P. Feynman, A.R. Hibbs, Quantum Mechanics and Path Integrals, McGraw–Hill, New York, 1965.
[20] D. Fujiwara, Remarks on convergence of Feynman path integrals, Duke Math. J. 47 (1980) 559–600.
[21] D. Fujiwara, N. Kumano-go, Smooth functional derivatives in Feynman path integrals by time slicing approxima-
tion, Bull. Sci. Math. 129 (2005) 57–79.
[22] M. Grothaus, D. Khandekar, J.L. da Silva, L. Streit, The Feynman integral for time-dependent anharmonic oscilla-
tors, J. Math. Phys. 38 (6) (1997) 3278–3299.
[23] T. Hida, H.H. Kuo, J. Potthoff, L. Streit, White Noise, Kluwer Acad. Publ., Dordrecht, 1995.
[24] L. Hörmander, Fourier integral operators I, Acta Math. 127 (1) (1971) 79–183.
[25] G.W. Johnson, M.L. Lapidus, The Feynman Integral and Feynman’s Operational Calculus, Oxford Univ. Press, New
York, 2000.
[26] G. Kallianpur, D. Kannan, R.L. Karandikar, Analytic and sequential Feynman integrals on abstract Wiener and
Hilbert spaces, and a Cameron–Martin formula, Ann. Inst. H. Poincaré Probab. Statist. 21 (1985) 323–361.
[27] T. Kato, Integration of the equation of evolution in a Banach space, J. Math. Soc. Japan 5 (1953) 208–234.
[28] T. Kato, Linear evolution equation of hyperbolic type, J. Fac. Sci. Univ. Tokyo Sect. I Math. 17 (1970) 241–258.
[29] N. Kumano-go, Feynman path integrals as analysis on path space by time slicing approximation, Bull. Sci.
Math. 128 (3) (2004) 197–251.
[30] T. Kuna, L. Streit, W. Westerkamp, Feynman integrals for a class of exponentially growing potentials, J. Math.
Phys. 39 (9) (1998) 4476–4491.
[31] A. Lascheck, P. Leukert, L. Streit, W. Westerkamp, Quantum mechanical propagators in terms of Hida distribution,
Rep. Math. Phys. 33 (1993) 221–232.
[32] E. Nelson, Feynman integrals and the Schrödinger equation, J. Math. Phys. 5 (1964) 332–343.
[33] M. Reed, B. Simon, Methods of Modern Mathematical Physics. Fourier Analysis, Self-Adjointness, Academic
Press, New York, 1975.
[34] J. Rezende, Quantum systems with time-dependent harmonic part and the Morse index, J. Math. Phys. 25 (11)
(1984) 3264–3269.
[35] J. Rezende, Feynman integrals and Fredholm determinants, J. Math. Phys. 35 (8) (1994) 4357–4371.
[36] J. Rezende, Time-dependent linear Hamiltonian systems and quantum mechanics, Lett. Math. Phys. 38 (1996) 117–
127.
[37] B. Simon, Functional Integration and Quantum Physics, Academic Press, New York, 1979.
[38] A. Truman, The polygonal path formulation of the Feynman path integral, in: S. Albeverio, et al. (Eds.), Feynman
Path Integrals, in: Lecture Notes in Phys., vol. 106, Springer, Berlin, 1979.
[39] K. Yosida, Functional Analysis, second ed., Springer, Berlin, 1968.
