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Resumo
O problema das n-Rainhas é conhecido por suas soluções custosas computacionalmente, especial-
mente no que diz respeito ao tempo de execução. Pensando nisso, este trabalho apresenta uma forma 
simples de resolvê-lo com programação paralela, com o objetivo de introduzir este tema e demonstrar 
a possibilidade de obter soluções para o problema em tempo menor. O trabalho expõe, ainda, a de-
finição do problema, as estratégias utilizadas para resolvê-lo e compara os resultados obtidos aos da 
solução sequencial, demonstrando que há melhoria no tempo de execução à medida que o tamanho 
do tabuleiro aumenta.
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Introdução
Escalabilidade é uma propriedade que ga-
rante que o recurso avaliado deve estar prepa-
rado para lidar com o crescimento do volume 
de trabalho. Ela é um fator importante em apli-
cações que precisam responder requisições em 
tempo real e que demandam alta disponibilida-
de, por exemplo, grande parte das aplicações de 
empresas de telecomunicações. Na Computação, 
é comum buscar soluções com melhor desempe-
nho focando em escalabilidade. Esta melhora de 
desempenho pode ser obtida de várias maneiras, 
entre elas: otimizações no código-objeto, altera-
ções na lógica do algoritmo, aspectos de infraes-
trutura e escolha de estruturas de dados.
A Programação Paralela é uma forma de 
computação que pode contribuir com a escalabi-
lidade de aplicações e proporcionar ganho de de-
sempenho em conjunto com os artifícios citados, 
em contraste à Programação Sequencial. O pa-
ralelismo computacional baseia-se em princípios 
como granularidade, localidade, balanceamento 
de carga e sincronização, e é considerado um mo-
delo de programação mais difícil em relação ao 
sequencial (Yelick, 2013; Heroux, Raghavan, & 
Simon, 2006).
Neste trabalho busca-se identificar se é pos-
sível melhorar o tempo de execução de um co-
nhecido problema computacional, intitulado pro-
blema das n-Rainhas, utilizando paralelismo, em 
um computador pessoal com processador de dois 
cores. Para isso, executou-se e comparou-se uma 
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solução sequencial a uma implementação para-
lelizada com duas threads variando o valor de n 
(dimensão do tabuleiro) entre 1 e 12, inclusive.
O documento está organizado em seis se-
ções, iniciando por esta introdução. Na seção 
seguinte está formalizado o problema das n-Rai-
nhas. Na terceira seção estão os comentários so-
bre Computação Paralela. A quarta seção discute 
o método de trabalho, contendo as estratégias 
utilizadas para as soluções sequencial e paralela 
para o problema e configurações do experimento. 
A quinta seção apresenta os resultados obtidos e 
a sexta seção apresenta as conclusões e as ideias 
para trabalhos futuros.
O Problema das n-Rainhas
O problema das n-Rainhas (em inglês, n-
Queens problem) é um problema clássico de com-
binação na área de Inteligência Artificial (Sosič & 
Gu, 1990). Ele faz alusão à alocação de rainhas 
no jogo de xadrez, e consiste em posicionar n 
rainhas em um tabuleiro n×n de forma que ne-
nhuma delas possa ser atacada pelas outras. Em 
outras palavras, duas ou mais rainhas não podem 
estar na mesma linha, coluna ou diagonal, pois a 
rainha pode atacar em todas estas situações.
Formalmente, o tabuleiro é definido como 
uma matriz n×n. Cada posição no tabuleiro é de-
finida por um par ordenado (i, j), onde i e j são 
linha e coluna, respectivamente. Assim,
A linha k (onde k = 1, 2, …, n) consiste em 
todos os pares ordenados (k, j) j = 1,...,n.
A coluna k (onde k = 1, 2, …, n) consiste em 
todos os pares ordenados (i, k) i = 1,...,n.
Menor diagonal k (onde k = 2, 3, …, 2n) con-
siste em todos os pares ordenados (i, j) tais que 
i+j = k.
Maior diagonal k (onde k = 1-n, 2-n, ..., n-1) 
consiste em todos os pares ordenados (i, j) tais 
que i - j = k.
Supondo que di, j = 1 represente que há uma 
rainha na posição (i, j) e di, j = 0 em caso contrá-
rio, para i e j variando entre 1 e n, a solução para 
o problema pode ser obtida conforme mostra a 
Figura 1 (Letavec & Ruggiero, 2002):
Figura 1 – Formalização matemática da solução 
do problema das n-Rainhas. (Fonte: Letavec & 
Ruggiero, 2002)
O problema das n-Rainhas possui soluções 
para n ≠ 2 e n ≠ 3. Em geral, o objetivo é encon-
trar todas as combinações possíveis onde não há 
ataques. A Figura 2 exemplifica uma resposta vá-
lida para alocação das rainhas em um tabuleiro 
com n = 8, pois nenhuma rainha está na mesma 
linha, coluna ou diagonal.
Figura 2 – Uma das soluções válidas para o n-
Queens problem em um tabuleiro 8×8. (Fon-
te: http://www.billthelizard.com/2011/06/sicp-
242-243-n-queens-problem.html)
Existem diversas abordagens para resolver o 
problema, por exemplo, a de força bruta e a de ba-
cktracking (Erickson, 2014), as quais apresentam 
complexidade exponencial (Bridge, s.d.). Há tam-
43Rev. de Empreendedorismo, Inovação e Tecnologia, 3(2): 41-47, 2016 - ISSN 2359-3539
Resolução do Problema das n-Rainhas…
bém soluções que prometem resolver o problema 
em tempo polinomial com base em meta-heurísti-
cas (Sosič & Gu, 1990; Martinjak & Golub, 2007).
Computação Paralela
Embora os computadores atuais entreguem 
respostas cada vez mais rápidas, é crescente tam-
bém o volume de processamento gerado nas má-
quinas, já que as aplicações também se tornaram 
mais complexas e demandam grande quantidade 
de recursos. Com isso, não basta utilizar máqui-
nas mais rápidas; é importante também utilizar 
algoritmos mais eficientes e explorar a computa-
ção paralela.
A computação paralela consiste no “uso de 
diversas unidades de processamento ou compu-
tadores para a resolução de um problema em co-
mum” (Galante, 2013). Assim, o uso de arquitetu-
ras multicore pode contribuir na diminuição do 
tempo de execução de diversos algoritmos.
Os grandes desafios da programação parale-
la são a granularização e a sincronização. Granu-
laridade diz respeito à decomposição da tarefa em 
subtarefas, e com isso mudar a forma de pensar 
em soluções, já que o ser humano é frequente-
mente treinado para pensar de forma sequencial. 
É necessário ainda garantir que o recurso neces-
sário em um dado momento está atualizado, não 
gerando valores incorretos por falha de sincroni-
zação. Para este problema, algumas soluções são 
os monitores, os semáforos e os mutexes, utiliza-
dos na solução proposta neste trabalho.
Os monitores são contêineres que fazem o 
controle de acesso aos processos, indicando ao 
programador quando estes devem esperar ou 
executar. Os semáforos são estruturas de dados 
com filas de descritores de processos, visando à 
organização destes, e têm seu funcionamento se-
melhante ao dos semáforos do trânsito. Os mu-
texes são construções simples para implementar 
exclusão mútua em linhas de produção (threads).
Toda solução de sincronização deve resolver 
o problema de acesso à seção crítica. Segundo Mo-
reno (s.d.), a seção crítica é um bloco de código 
que designa acesso a algum recurso compartilha-
do, e por este motivo é dita crítica. É necessário 
garantir que todo acesso que uma thread realiza a 
esta seção inicia e finaliza sem interrupções.
A sincronização desencadeia ainda um ou-
tro desafio: o uso de cache de memória. Esta traz 
à computação paralela a dificuldade em garan-
tir que um valor não será armazenado mais de 
uma vez em locais diferentes. Para hierarquias de 
cache paralelas, sugere-se a leitura de (Blelloch, 
2010).
O balanceamento de carga é uma técnica de 
equilíbrio de carga de trabalho entre mecanis-
mos computacionais. Na programação paralela, 
o balanceamento de carga é uma preocupação 
comum para otimizar o uso de recursos, evitan-
do ociosidade e sobrecarga, e diminuir o tempo 
de execução das aplicações. Trabalhos recentes 
envolvem, por exemplo, otimização do balancea-
mento de carga e da localidade de dados com pro-
gramação (Wang, Zhou, Li, Zhao, Lang & Raicu, 
2014) e frameworks de balanceamento de carga 
paralela para decomposição ortogonal de dados 
geométricos (Magalhães, Tauheed, Heinis, Aila-
maki & Schürmann, 2016).
Outros estudos recentes na área envolvem 
o uso da Computação Paralela em Nuvem (Eka-
nayake, Qiu, Gunarathne, Beason & Fox, 2010), 
criação de linguagens de domínio específico para 
aplicações paralelas (Janjic et al., 2016), processa-
mento digital de imagens (Olmedo, De La Cal-
leja, Benitez, & Medina, 2012) e otimização de 
algoritmos para Big Data (Facchinei, Sagratella & 
Scutari, 2014).
Método
Neste trabalho, o n-Queens foi implementa-
do em C++ de modo sequencial para que depois 
se construísse a versão paralelizada. Os códigos 
desenvolvidos estão disponíveis em documentos 
suplementares. Na sequência do capítulo estão 
detalhadas a solução sequencial e a solução pa-
ralelizada.
Solução Sequencial
A solução sequencial foi desenvolvida com 
a abordagem de força bruta, de modo que fossem 
testadas todas as configurações de posições possí-
veis e descartadas aquelas que não eram soluções 
válidas, alocando uma rainha por coluna. Essa so-
lução foi escolhida por ser facilmente paralelizável.
O programa sequencial foi chamado de se-
qnqueens, e era executado informando na linha 
de comando o número de rainhas (parâmetro N) 
– e, consequentemente, o tamanho do tabuleiro. 
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A saída era dada informando a cada linha uma 
solução possível, exibindo o posicionamento de 
cada rainha, conforme exposto abaixo:
Entrada: ./seqnqueens N
Saída:
Pos_Rainha1 Pos_Rainha2 … Pos_RainhaN
Pos_Rainha1 Pos_Rainha2 … Pos_RainhaN
Pos_Rainha1 Pos_Rainha2 … Pos_RainhaN
[...]
Pos_Rainha1 Pos_Rainha2 … Pos_RainhaN
Total de soluções: x
Onde N deve ser um valor inteiro positivo, 
x será o total de soluções encontradas e Pos_Rai-
nha
i
 será a posição (a linha) em que se encontra a 
rainha alocada na i-ésima coluna. A saída é arma-
zenada em um arquivo de texto, no caso, SO.txt.
A força bruta foi feita utilizando uma lista 
de vetores chamada de filaTarefas, que guardou 
vetores com as configurações de posições das ra-
inhas no tabuleiro. Inicialmente, pegava-se a pri-
meira configuração (que seria um mapa em bran-
co), como no exemplo 4×4 que segue:
o o o o
o o o o
o o o o
o o o o
Um teste verificava se o mapa estava com-
pleto, com todas rainhas. Em caso negativo, cria-
va todas as posições possíveis para a primeira 
rainha, na primeira coluna (expandia), ou seja, 
partindo de um estado anterior, gerava-se todas 
as possibilidades para posicionar a próxima ra-
inha, testando antes se não haveria ataque, e ar-
mazenava-se na filaTarefas:
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
Depois o loop continuava testando o novo 
primeiro caso. No exemplo acima, como o tabu-
leiro não está com todas as rainhas, abre então 
todas as possibilidades de posicionamentos de ra-
inhas na segunda coluna que não geram ataque e 
coloca na filaTarefas:
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
R o o o
o o o o
o R o o
o o o o
R o o o
o o o o
o o o o
o R o o
Depois disso, a configuração expandida era 
descartada da filaTarefas:
o o o o
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
o o o o
o o o o
o o o o
o o o o
R o o o
R o o o
o o o o
o R o o
o o o o
R o o o
o o o o
o o o o
o R o o
O processo era refeito. Quando uma confi-
guração do tabuleiro alcançasse n-Rainhas, en-
tão a solução era válida. Esta solução era, então, 
armazenada no arquivo de texto e o contador 
global contendo o número de soluções era incre-
mentado.
Solução Paralelizada
Para paralelizar a solução sequencial desen-
volvida, a técnica utilizada foi a exclusão mútua 
(mutex), utilizando duas threads. O mutex serve 
para controlar o acesso às variáveis constantes na 
chamada seção crítica, que, no caso deste problema, 
são o vetor tabuleiro e a lista filaTarefas. Quando 
uma das duas threads fizesse acesso a estas variá-
veis, este acesso estaria entre as funções lock e un-
lock do mutex. A Figura 3 mostra a execução do 
programa com n = 8 e o arquivo de saída SO.txt.
O programa foi chamado de parnqueens, e 
era executado informando na linha de comando 
o número de rainhas (parâmetro N), assim como 
na versão sequencial. A saída era dada informan-
do a cada linha uma solução possível, exibindo o 
posicionamento de cada rainha.
Cenário de Execução do Experimento
As duas abordagens foram executadas dez 
vezes para cada valor de n. Neste trabalho, os tes-
tes foram realizados variando o valor de n entre 
1 e 12. O tempo de execução foi medido com a 
ferramenta time.
O computador utilizado nos experimentos 
contém a seguinte configuração:
 ◆ Sistema Operacional: Ubuntu 14.04 LTS 64 
bits;
 ◆ Processador: Intel i3;
 ◆ Modelo: 2310M;
 ◆ Frequência: 2.10 GHz x 4; e
 ◆ Memória RAM: 7,7 GiB e 800 MHz.
O modelo de processador deste computador 
(Intel i3) é composto por dois cores e quatro threads. 
Isto significa dizer, de forma resumida, que o pro-
cessador é composto por dois núcleos físicos, acres-
cidos de dois núcleos virtuais simulados por uma 
unidade denominada hyper-threading. No entanto, 
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Figura 3 – Execução e arquivo de saída do n-Queens.
zeros constantes nas colunas de Desvio Padrão na 
Tabela 1 ocorreram quando não houve variabili-
dade, ou seja, os dez testes apresentaram o mes-
mo tempo de execução.
O campo preenchido com hífen (-) na Tabela 
1 indica que o valor não foi obtido em menos de 
uma hora, no caso da execução do algoritmo se-
quencial. Os campos preenchidos com asterisco (*) 
indica que os valores não puderam ser calculados.
a solução paralelizada apresentada e os testes rea-
lizados consideram apenas o uso de duas threads.
Resultados Obtidos
Todas as soluções testadas foram obtidas em 
menos de dois minutos para tamanhos de tabu-
leiro variando de 1 até 11. A tabela de avaliação de 
desempenho (Tabela 1) apresenta tempo médio e 
desvio padrão das duas soluções e o speedup da 
solução paralela em relação à sequencial.
O tempo de execução com duas threads foi 
consideravelmente menor se comparado ao se-
quencial, à medida que o tamanho do tabuleiro 
cresceu. No entanto, a aceleração da solução pa-
ralela apresentada não é linear e o tempo de exe-
cução cresce exponencialmente. Para valores de 
n pequenos, o custo computacional de utilizar 
threads foi maior em alguns casos. Considerando 
tabuleiros de xadrez de tamanho usual (n = 8), o 
tempo de execução médio da versão paralelizada 
foi cerca de 6,4% inferior ao da versão sequencial.
É possível notar que a variabilidade dos va-
lores cresce mais na solução sequencial, exceto 
para n = 10, onde a solução paralelizada apresen-
tou maior variabilidade nos testes executados. Os 
Conclusões e Trabalhos  
Futuros
Este trabalho apresentou e comparou duas 
soluções do problema das n-Rainhas, sendo uma 
sequencial e outra paralelizada. Observou-se que 
nos testes realizados a versão paralelizada obte-
ve ganho de desempenho a partir de valores de 
n maiores que 7, se comparada à solução de for-
ça bruta sequencial. Para tabuleiros de tamanho 
usual, isto é, com n = 8, o tempo de execução 
foi cerca de 6,4% menor tomando como base o 
tempo médio de execução. No entanto, faz-se ne-
cessário realizar experimentos em outras arqui-
teturas, incluindo desde computadores com um 
núcleo a computadores com vários núcleos.
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Entende-se que a execução de mais testes 
deve ser realizada para validar o experimento, 
além de ser importante executar os algoritmos 
para valores de n maiores. Estes experimentos são 
ideias de trabalhos futuros, bem como a execu-
ção do algoritmo das n-Rainhas paralelizado uti-
lizando mais threads, testando este em cenários 
com outras dimensões. Pretende-se ainda aplicar 
os mesmos conceitos utilizados neste trabalho 
para a execução de outros problemas clássicos 
da Computação, tais como o problema do cavalo 
(knight’s tour problem), o 8-puzzle e o problema 
do caixeiro viajante (travelling salesman problem).
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Abstract
The n-queens problem is well-known for its computationally costly solutions, especially with regard 
to the execution time. Thinking about it, this paper presents a simple way of solving it with parallel 
programming, in order to introduce this matter and demonstrate the possibility of finding solutions 
to this problem in a shorter time. The paper also describes problem definition, strategies used to solve 
it and compares the results obtained with the sequential solution, demonstrating that there is an im-
provement in execution time as the size of the board increases.
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