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RESUMEN 
Es por todos conocido que en la actualidad, las empresas del ramo electrónico y 
automotriz se enfrentan a un acelerado incremento en la demanda de sus productos. Esto 
se debe, principalmente, al avance tecnológico de la microelectrónica. Por lo tanto, 
existen muchas empresas que en corto tiempo pueden aparecer con una capacidad 
productiva insuficiente para satisfacer las nuevas demandas. Bajo este ambiente, los 
administradores deben preocuparse por tomar decisiones en torno a cuándo y cuánto 
expandir su capacidad productiva. 
Los problemas de expansión de la capacidad productiva han sido estudiados por casi 
30 arios y aplicados en una amplia variedad de áreas. Sin embargo, ¿de qué serviría 
aumentar la capacidad productiva, si no se tiene un sistema de distribución con una 
capacidad ilimitada?, es decir, podría suceder que en cierto momento no pueda 
distribuirse todo lo que se produce. Una acción natural para resolver este problema 
consiste en incrementar suficientemente la capacidad del sistema de distribución. Sin 
embargo, eso no siempre es posible de realizar, o al menos no lo es en corto tiempo, 
cuando el sistema de distribución está compuesto por buques petroleros, ferrocarriles, 
aviones, oleoductos, líneas de alta tensión, etc. Por lo tanto, bajo esta restricción 
adicional, el administrador debe examinar la expansión de la capacidad productiva 
cuidando que los bienes producidos puedan distribuirse utilizando el sistema actual de 
distribución. 
Bajo el enfoque de la Teoría de Redes, la situación que enfrenta el administrador 
puede formularse de la siguiente manera: Dada una red balanceada y factible con ofertas 
y demandas expuestas a variaciones en una dirección conocida, determinar el máximo 
\a lor total de las perturbaciones que mantenga a la red resultante balanceada y factible. 
En el presente trabajo se formula el problema de! párrafo anterior mediante un 
modelo de programación lineal entero, en donde las variables de decisión comprenden 
las perturbaciones que mantienen balanceada a la red actual y los flujos factibles de la 
red resultante. También se presenta un algoritmo de complejidad polinomial que 
resuelve ese modelo matemático. Por último, se presentan dos extensiones del problema 
resuelto, con la intención de responder anticipadamente a ciertos planteamientos que 
podrían manifestarse en las aplicaciones del mundo real. 
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NOTACION 
(N, A) Red con nodos e n i V y arcos en A. 
N Conjunto de nodos. 
x, y Nodos. 
A Conjunto de arcos. 
(x, y) Arco con nodo inicial x y nodo terminal y. 
E Conjunto de arcos no dirigidos. 
A+(x) {y : {x,y) G A}. 
A~(x) {y:{y,x)£A}. 
= Igualdad por definición. 
/ Función de flujo. 
Z + Conjunto de números enteros no negativos. 
fxy Cantidad de flujo que pasa a través del arco 
(x,y) e A. 
Z Conjunto de números enteros. 
a Función de flujo externo. 
ax Cantidad de flujo externo asociada al nodo x. 
S Conjunto de nodos fuente. 
T Conjunto de nodos sumidero. 
O Conjunto de nodos intermedios. 
|gx | Valor absoluto de ax. 
c Función de capacidad 
cxy Capacidad del arco (x, y). 
(N, A] a, c. / ) Red (iV, A) con funciones a, c y / . 
F Matriz asociada a la función / . 
C Matriz asociada a la función c. 
0 Matriz n x n con entradas iguales a cero. 
1 Función de longitud. 
lxy Longitud del arco (z, y). 
T Una trayectoria dada, 
£ ^^ lxy • 
K Conjuto de números reales. 
b Función de costo de transporte. 
bxy Costo sobre el arco (x, y). 
V Valor del flujo máximo 
S Nodo fuente. 
t Nodo sumidero. 
fm Función de flujo máximo. 
(N^A^c?) Extensión de la red ( N , A\ c). 
(SlS) {(s, x) : x € 5 } . 
(T,t) {(x,t):xeT}. 
M Un número entero muy grande. 
d Función de dirección de perturbación. 
dx Dirección de perturbación sobre el nodo x. 
Valor de perturbación sobre el nodo x. 
a! Función de flujo externo que resulta cuando 
a es perturbada. 
A Perturbación total absoluta del flujo externo. 
N~ {x£N:dx = -1}. 
iV° {x e N : dx - 0} . 
N+ {x e N \dx = 1} . 
B {(y, x) : (x,y) e A} . 
u Función de capacidad en la red auxiliar. 
Vx Cota superior de 6X • 
A Valor dado de la perturbación total. 
9 Función de costo por incrementar a. 
SFX Suma de los elementos en la fila x. scx Suma de los elementos en la columna x. 
CAPITULO 1 
INTRODUCCION 
Muchos problemas prácticos pueden modelarse corno un programa 
lineal y, consecuentemente, resolverse utilizando el método simplex. Sin 
embargo, tomando como ejemplo el ámbito industrial, los costos de la 
materia prima cambian continuamente, las demandas de producción no se 
conocen con certeza, los recursos utilizados en la producción pueden escasear, 
las especificaciones del producto pueden cambiar, etc. Estos cambios, 
involuntarios en su mayoría, alteran los valores iniciales del programa lineal 
generando la duda de si la solución óptima del problema original, sigue siendo 
una solución óptima del problema resultante. La inquietud por responder 
a esta interrogante dió forma a una nueva área de investigación, la cual se 
conoce como análisis postóptimo. 
El análisis postóptimo tuvo sus inicios poco después de que Dantzing 
publicara su método simplex y, como su nombre lo indica, es un estudio 
que se aplica, en general, al modelo de un programa matemático justo 
después que se obtiene su solución óptima. Tanto como ha sido posible, 
los fundamentos del análisis postóptimo se han extendido a la programación 
no lineal, programación entera, programación estocástica, programación 
multicriterio y redes. 
El análisis postóptimo se relaciona con preguntas del tipo "¿Qué pasa 
si...?", y tiene como objetivo determinar el comportamiento de la solución 
óptima cuando se consideran cambios en el valor de algunos parámetros del 
modelo inicial (en programación lineal también se considera la introducción 
de nuevas variables de decisión o restricciones, y en redes se considera la 
creación de nuevos arcos). 
En la literatura existen muchas investigaciones en las cuales se aplica el 
análisis postóptimo para determinar el intervalo de los valores que se pueden 
asignar a un parámetro, de tal forma que se mantenga el mismo conjunto de 
variables básicas en la solución óptima. Sin embargo, existen muy pocas 
investigaciones desarrolladas donde se estudia el efecto de las variaciones en 
los parámetros con otros propósitos. A continuación se citan los propósitos 
de algunas investigaciones de este tipo existentes en la literatura. 
• Estudiar el efecto de reducir (o aumentar) la capacidad de algún arco 
con respecto al flujo máximo entre cualesquiera dos nodos de una red 
capacitada [Elmaghraby, 1964]. 
• Estudiar el efecto de remover n arcos de una red capacitada sobre el flujo 
máximo [Wolmer, 1964]. 
• En una red de flujo, con un solo nodo fuente y múltiples nodos sumidero 
en donde la demanda depende de un solo parámetro, determinar el valor 
mínimo del parámetro para el cual exista un ñujo factible [Doulliez, 1971a, 
1971b]. 
• En un problema de transbordo, en donde las ofertas y demandas dependen 
de un parámetro, determinar los valores mínimos y máximos del parámetro 
para el cual exista un flujo factible [Minieka, 1973]. 
• Estudiar el efecto de agregar nuevos arcos (o incrementar la capacidad de 
los arcos existentes) en una red capacitada sobre el flujo máximo [Jarvis, 
1977]. 
• En un problema de transporte, estudiar el efecto sobre un parámetro cuando 
otro parámetro es variado [Akinc, 1982]. 
• En un problema de transporte, estudiar la manera de enviar más bienes a 
menor costo [Arsham, 1992; Szwarc, 1971]. 
• Estudiar el efecto de remover un arco sobre la ruta más corta entre dos 
nodos específicos [Lin, 1994]. 
• En un problema de flujo máximo, donde las capacidades de los arcos son 
funciones de un parámetro, determinar el mínimo valor del parámetro tal 
que el flujo máximo sobre la red sea igual a un valor dado [Chen, 1995; 
Sung, 1994]. 
Por otro lado, es un hecho conocido que en un sistema real 
de producción-consumo, las demandas de bienes y servicios varían 
constantemente, es decir, sus valores no se mantienen fijos. El avance 
tecnológico y la inflación económica son las causas principales de tales 
perturbaciones. Supóngase que, por ejemplo, debido a la adquisición de nueva 
tecnología para la manufactura de computadoras de cierta marca, el precio de 
venta de esas computadoras se reduce en un 50%. Así, en países con una 
economía estable podría incrementarse la demanda de esas computadoras, sin 
embargo, en países con una fuerte inflación económica la demanda de esas 
computadoras podría disminuir. 
El administrador del sistema de producción-consumo conoce la 
capacidad de transporte y, generalmente, está informado "al día" tanto 
de la capacidad de producción como del comportamiento de la demanda. 
Entonces éste, al conocer los nuevos valores en las demandas, debe elaborar 
rápidamente un nuevo programa general de distribución y después girar 
instrucciones claras y precisas a los responsables de cada centro productivo 
con respecto a la cantidad que deben producir y la forma en que deben 
distribuirla. 
Nótese que en ese ambiente de oferta-demanda variable no es posible 
garantizar que en todo momento exista un programa factible de distribución, 
es decir, podría producirse más de lo que es posible distribuir y, en 
consecuencia, habría algunas zonas cuya demanda no sería satisfecha. En 
otras palabras, el administrador debería anticiparse a cualquier "sorpresa". 
Principalmente, el administrador desearía determinar, para cada lugar 
de producción y de consumo, un intervalo de valores que representen las 
cantidades producidas y las cantidades requeridas, respectivamente, para los 
cuales se garantice la existencia de un programa factible de distribución. 
Con ese conocimiento, él podría negociar contratos que comprometan a 
sus diferentes proveedores de bienes y servicios, elaborar programas de 
mantenimiento, proponer proyectos de expansión de la capacidad productiva 
y, preferentemente, evitar contratos con los clientes sobre cantidades de 
producción que no pudiera cumplir. 
En particular, el problema de expansión de la capacidad productiva 
se ha tratado desde hace más de 30 años [Manne, 1961, 1967]. Algunas 
publicaciones recientes sobre este problema se encuentran en las siguientes 
referencias: Freidenfelds [1980], Malcolm [1994], Bassok [1997], Gen 
[1997], y Rajagopalan [1998]. Sin embargo ellos suponen que la capacidad 
de transporte es ilimitada, enfocándose sólo a determinar cuándo y cuánto 
expandir la capacidad de producción de modo que se satisfaga la demanda 
pronosticada. 
Nótese que en la mayoría de los sistemas reales de producción-consumo 
no es posible suponer una capacidad de transporte ilimitada. En general, 
los sistemas de transporte están compuestos de cables, tubos, canales, ríos, 
camiones, ferrocarriles, aviones, y/o buques. Se observa que la construcción 
y/o la adquisición de algunos de estos medios de transporte es muy tardada 
y/o muy costosa, como sucede en el caso de buques petroleros, aviones 
de carga y líneas de ferrocarril. Es por ello que, la expansión de la 
capacidad de transporte de los sistemas de producción-consumo queda fuera 
de consideración en cualquier proyecto. 
Por lo anterior, se considera importante realizar una investigación en 
torno a la resolución del siguiente problema: 
En un sistema de producción-consumo con las siguientes características: 
1. Los lugares de producción, de paso y de consumo están bien determinados 
y suman un número finito. 
2. Está bien determinada la existencia de las conexiones entre cada dos lugares 
cualesquiera del sistema, así como su dirección y capacidad de transporte. 
3. Actualmente se produce la cantidad requerida y se cuenta con un programa 
de distribución con el cual se satisface la demanda en cada lugar de 
consumo. 
4. Se esperan perturbaciones en las cantidades producidas/demandadas en 
algunos lugares del sistema. Para esos lugares se conoce la dirección de 
perturbación, esto es, se sabe si la cantidad producida/demandada tiende a 
aumentar o disminuir. 
Determinar todos los valores posibles, a lo largo de la dirección de 
perturbación, que pueden ser asignados a los parámetros que representan las 
cantidades producidas/demandadas en cada lugar del sistema, de tal manera 
que: (? ) la cantidad total producida sea igual a la cantidad total requerida, 
y que (ii) exista un programa de distribución que satisfaga la demanda 
en cada nodo de consumo, manteniendo invariables las capacidades de las 
conexiones. 
La presente Tesis tiene los siguientes objetivos: 
1. Formular el modelo matemático que exprese el problema planteado en el 
párrafo anterior. 
2. Diseñar un algoritmo de complejidad polinomial que resuelva ese modelo 
matemático. 
Los resultados publicados en esta Tesis pueden ser utilizados para 
determinar la máxima expansión de la capacidad productiva y, en 
consecuencia, la máxima demanda que puede ser satisfecha con el sistema 
actual de transporte. 
Puesto que el problema que se aborda en esta Tesis corresponde a 
un problema paramétrico de flujos en redes, y éste puede ser formulado 
como un programa lineal entero multiparamétrico, en el Capítulo 2 se 
presentan algunos conceptos de la teoría de redes, se formulan algunos 
problemas clásicos en esta área, se explican brevemente las características 
de un programa lineal y se presentan algunos estudios sobre el análisis 
paramétrico encontrados en la literatura. Posteriormente, en el Capítulo 
3, se presenta el modelo matemático del problema investigado en esta 
Tesis y se plantean y demuestran dos teoremas que constituyen la base del 
algoritmo de complejidad polinomial que se propone para resolver el modelo 
matemático. La manera de aplicar este algoritmo se ejemplifica en el Capítulo 
4. En el Capítulo 5 se formulan dos extensiones del problema abordado 
en esta Tesis. Finalmente, en el último capítulo del presente trabajo, se 
presentan las conclusiones además de algunas recomendaciones para futuras 
investigaciones. 
CAPITULO 2 
MARCO TEORICO 
2.1 Introducción 
Las redes aparecen de manera natural en los sistemas de producción-
consumo de agua, energía, datos, bienes, personas, etc.; tales como los 
sistemas eléctricos (distribución de electricidad), hidráulicos (distribución de 
agua), neumáticos (distribución de aire), de comunicaciones (distribución 
de datos), de transformación (distribución de sustancias químicas), de 
manufactura (distribución de materia prima), etc. 
En esos sistemas se administra la distribución del flujo (agua, energía, 
etc.) producido o generado en algunos lugares, hacia las zonas de consumo 
de flujo, pasando posiblemente, por algunos lugares donde ni se produce ni 
se consume, o por lugares donde se produce o se consume. 
Típicamente, en los problemas de redes se desea determinar, por ejemplo, 
el flujo máximo desde un punto a otro [Ford, 1962]; la distribución de 
flujo a mínimo costo, [Ford, 1962]; la ruta más corta desde un punto a otro 
[Hu, 1970]; el árbol generador mínimo [Grótschel, 1988]; o la secuencia 
óptima de trabajos [Jensen, 1980]. La disponibilidad de obtener, bajo ciertas 
condiciones, soluciones óptimas de valor entero, ha hecho posible extender 
el análisis de redes a muchas áreas tales como: úbicación de instalaciones 
[Minieka, 1978]; planeación de proyectos [Minieka, 1978]; y administración 
de recursos [Jensen, 1980]. 
Sin embargo, en las aplicaciones del mundo real, los valores iniciales de 
un programa lineal o de un problema de flujos en redes no se mantienen fijos. 
Esto crea la necesidad de determinar los intervalos para los valores iniciales 
de los parámetros sobre los cuales se mantenga cierto objetivo. 
En este capítulo se presenta una recolección de algunos conceptos y 
problemas centrales de la Teoría de Flujos en Redes, que son necesarios 
para uniformizar los conceptos y la nomenclatura a utilizar, así como para 
fundamentar el planteamiento y solución del problema que fue objeto de esta 
investigación. Dado que los problemas centrales de flujos en redes pueden 
escribirse como programas lineales, también se explicarán brevemente las 
características de estos programas. Para finalizar, se presentan algunos 
estudios existentes en la literatura sobre el análisis paramétrico. 
2.2 Estructura de las Redes 
Para mayores detalles sobre Teoría de Redes y sus aplicaciones pueden 
verse, por ejemplo, las siguientes referencias: Ahuja [1993], Ford [1962], 
Günther [1991], Jensen [1980], y Lawler [1976]. 
Una red dirigida, o digrafo, es una estructura compuesta por un 
conjunto N de elementos distintos indicados 1,2, llamados nodos 
y un conjunto A de pares ordenados de índices distintos tomados de N, 
(x,y) G A, llamados arcos dirigidos. Se dice que el arco (x,y) tiene su 
nodo inicial en £ y su nodo terminal en y. Se denotará una red dirigida por 
(N,A). 
Los nodos x,y son nodos adyacentes si (x,y) £ A o (y,x) G A. 
Nótese que A podría contener simultáneamente los arcos (x, y) y (y, x), pero 
no puede contener los arcos de la forma (x, x) ya que los nodos deben ser 
distintos. 
Una red no dirigida (N, E) consiste en un conjunto N de elementos 
indicados 1, 2,.. . , n llamados nodos y un conjunto E de pares no ordenados 
de esos índices de nodos, (x, y) £ E, llamados arcos no dirigidos. (En una 
red no dirigida, el arco (x, y) es el mismo que (y, x)). 
Si x € N, se representará por A+ (x) al conjunto de todos 
los nodos terminales adyacentes al nodo x, esto es, A+ (x) = 
{y € N : (x,y) € Á] ; similarmente, A~ (re) es el conjunto de todos 
los nodos iniciales adyacentes al nodo x, esto es, A (a?) = 
{y € TV : (y,x) € A}. 
Sea xi , X2i Xk (k > 2) una sucesión de nodos distintos de una 
red (N,Á)ta\ que (xnx¿+i) 6 A, para cada i = 1 , 2 — 1. Entonces 
la sucesión xi , X 2 , X k es una cadena que va desde X\ a x^. Si xi = 
x^ entonces la secuencia xi , X2,..., Xk es un czc/o dirigido. 
Sea Xi, X2,..., Xk {k > 2) una sucesión de nodos distintos de una 
red (N, A) tal que (x¿,x í + i ) £ A o (x¿+i,x¿) G A, para cada i — 
1, 2 , k — 1. Entonces la sucesión Xi, X2, es una trayectoria que va 
desde x ¡ a x¿. Si Xi = x^ entonces la secuencia Xi, X2,..., Xk es un ciclo. 
2.2.1 Función de Flujo 
Los problemas modelados como redes, en general, tienen como objetivo 
determinar los valores de la función de flujo f : A —> que satisfagan 
algunas condiciones y que optimice cierto criterio dado. El valor / (x, y) = 
fXy se conoce como el flujo sobre el arco (x,y). El flujo fxy modela la 
cantidad física que debe ser enviada desde el nodo x hacia el nodo y, a través 
del arco (x, y), tal como productos, personas, datos, líquidos, gases, etc. 
Se supondrá que, para todo (x, y) £ A, el flujo fxy se conserva en los 
arcos, es decir, la cantidad de flujo que sale del nodo x con destino al nodo y, 
es la misma que llega al nodo y. 
Aunque existen aplicaciones que involucran flujos de varios tipos, se 
limitará al de una sola clase o también conocido como flujo uniproducto, 
2.2.2 Función de Flujo Externo 
En un modelo de red, el flujo entra y sale de ella desde y hacia el exterior 
de la misma. Como el flujo se conserva en los arcos, entonces éste debe 
entrar y salir de la red por medio de los nodos. La cantidad máxima de flujo 
que puede entrar o salir por cada uno de los nodos en la red está dada por la 
función de flujo externo a : N Z. El valor a (x) = ax indica la cantidad 
máxima de flujo que puede entrar (salir) a (de) la red por el nodo x si ax > 0 
( a , < 0). 
Con respecto al flujo externo, es posible clasificar a los nodos en tres 
conjuntos disjuntos: 5, de nodos fuente si ax > 0; T, de nodos sumidero si 
ax < 0; y O, de nodos intermedios (depaso) si ax = 0. 
El valor \ax \ es la oferta o la demanda del nodo x, según x € S o x e T, 
respectivamente. 
Se denota por (AT, A; a) a la red con nodos en N , arcos en A y función de 
flujo externo a. Se dice que la red (N, A\ a) está balanceada si la condición 
se satisface. 
2.2.3 Función de Capacidad 
La función de capacidad c : A —> asocia valores a cada arco que 
limitan la cantidad de flujo que puede transitar sobre ellos. El valor c (x, y) = 
c.xy es la capacidad del arco (x,y), y representa la cantidad máxima de 
flujo que puede circular por el arco (x, y). Se denota por ( N , A; a, c) la red 
(Ny A; a) con función de capacidad c. 
2.2.4 Función de Flujo Factible 
Dada la red ( iV,A;a,c) , se dice que es factible si existe una función 
/ : A —> Z + que satisfaga las siguientes condiciones: 
(2.1) 
x€N 
fyx = flx? P a r a t o do x E N (2.2) 
y€A+{x) yeA-{x) 
fxy < cxy, para todo (x, y) e A (2.3) 
Las ecuaciones (2.2) se conocen como las ecuaciones de conservación de 
flujo. 
Cualquier función de flujo / que satisfaga las ecuaciones (2.2) y (2.3), si 
ésta existe, es una función de flujo factible asociada a la red (N, A; a, c ) . Se 
denota por (TV, A;a , c, / ) a la red factible (N, A; a, c) con función de flujo 
factible / . 
2.2.5 Representación Gráfica de las Redes 
La red (N, A\ayc> f ) puede ser modelada gráficamente, para ello, cada 
nodo x (E N se simboliza mediante un círculo, conteniendo el índice x; cada 
arco (x, y) € A se representa mediante una flecha que va desde x a y; el flujo 
externo ax se coloca adyacente al nodo x y entre corchetes; la capacidad cxy 
y el flujo fxy se colocan adyacentes al arco (x, y) como una pareja ordenada 
entre paréntesis. 
2.2.6 Matrices Asociadas a una Red 
Sea (N, A; a, c, / ) una red factible y balanceada. Asociadas a esta red 
se pueden definir las siguientes dos matrices de dimensión nxn: F = [fxy] 
y C = [c^y], cuyos valores en la fila x y columna y corresponden al flujo 
y capacidad, respectivamente, sobre el arco ( x s i (x, y) € A, y cero de 
otra manera. Se nombrarán a F y C, las matrices de flujos y capacidades, 
respectivamente. Se recuerda que (x, x) ^ A, de donde F y C tienen ceros 
en su diagonal principal. 
Puesto que la red (N,A;a,c,f) es factible, por suposición, entonces 
0 < F < C, donde la desigualdad se aplica a los elementos correspondientes 
de ambas matrices y 0 es la matriz de ceros. También, puede verificarse que 
en F, la suma de sus elementos sobre la fila y columna x corresponden a las 
sumas fxy y 2 fyxt respectivamente; y por lo tanto, la suma 
yeA+(x) yeA~{x) 
de sus elementos sobre la fila x menos la suma de sus elementos sobre la 
columna x, debe ser igual al flujo externo ax. 
2.3 Programas Lineales 
La Programación Lineal atiende los problemas en donde se desea 
minimizar una función objetivo lineal en la presencia de restricciones lineales 
del tipo de desigualdad. 
La forma estándar de un Programa Lineal es la siguiente. 
Min cTx 
sujeto a Ax < b 
en donde c es el vector de coeficientes de la función objetivo, A es la matriz 
de coeficientes de las restricciones, b es el lado derecho y x es el vector de las 
variables de decisión. 
Dantzing [ 1948] publicó el método simplex para resolver los problemas 
de programación lineal. Desde su descubrimiento, el campo de la 
programación lineal junto con sus extensiones {programación matemática) 
es, a la fecha, la herramienta más ampliamente utilizada en la industria para 
la programación y planeación de actividades. 
Como se verá en la próxima sección, los problemas centrales de flujos 
en redes pueden formularse como un programa lineal. 
En el libro Linear Programming-1: lntroduction, por Dantzing [1997], 
se incluyen algunos relatos sobre los inicios de la Programación Lineal, su 
importancia histórica y comentarios acerca de sus extensiones matemáticas. 
2.4 Algunos Problemas en Redes 
Los siguientes problemas son clásicos en la teoría de redes. 
2.4.1 El Problema de la Ruta más Corta 
Sean (TV, A) una red y l : A —• una función donde l (x, y) = lxy 
representa la longitud del arco (x,y) £ A. Sea T cualquier trayectoria sobre 
la red. Se define la longitud de T , la cual se representa por C, como la suma 
de las longitudes de los arcos sobre la trayectoria, es decir, C = ^ lXy El 
{x.y)eT 
problema de la ruta más corta consiste en encontrar la trayectoria de mínima 
longitud desde un nodo p, la fuente, a otro nodo q, el sumidero [Jensen, 1980]. 
Matemáticamente, el problema de la ruta más corta desde p a q puede 
formularse como el siguiente programa lineal binario [Bazaraa, 1990]. 
Minimizar ^ Ixyfxy 
(x.y)eA 
sujeto a 
! 1 si x — p 
0 si xeN\{p}q} 
- 1 si x = q 
fxye{0,1}, V (x,y)eA 
2.4.2 El Problema de Transporte 
Sean (TV, A; a, 6) una red balanceada, con N = S U T, A = 
{(x, y) : x £ S: y £ T}, a : N Z,y b : A donde 
ax > Osix € 5 , ax < Osi x € T, y b(x,y) = bxy representa el costo por 
transportar una unidad de flujo utilizando el arco (x, y) G A. El problema de 
transporte consiste en determinar la manera más económica de enviar todas 
las ofertas en los nodos de S satisfaciendo las demandas de los nodos en T 
[Gal, 1997]. Este problema fue planteado (en su versión clásica) a principios 
de 1941 [Hitchcock, 1941]. 
El problema de transporte puede formularse como el siguiente programa 
lineal. 
Minimizar ^ ^ bTyfxy 
sujeto a 
Y^ f*v~ fyx = ÜX} V x € N 
y€A+{x) y€A~{x) 
/ X Y > 0 , V (x,y)eA 
2.4.3 El Problema de Transbordo 
En el problema de Transporte se ha supuesto que cada nodo o es una 
fuente o es un sumidero. Supóngase que además existen nodos intermedios 
en los que no se dispone ni se requiere flujo, sino que en estos nodos sólo 
se transborda el ñujo. El problema de encontrar el patrón de embarques con 
costo mínimo se llama el Problema de Transbordo [Bazaraa, 1990]. 
2.4.4 El Problema de Flujo Máximo 
Sea (N, A; c) una red capacitada. El problema delflujo máximo consiste 
en encontrar el flujo total máximo sobre la red (N, A; c) desde un nodo s, la 
fuente, a otro nodo t, el sumidero [Jensen, 1980]. 
Sean s,t 6 N dos nodos distinguidos y sea a : N —• {h, 0, — h} , donde 
h 6 es un parámetro, la función de flujo externo definida como 
I h , si x ~ s —h , si x = t 0 ,six £ N\{s,t} 
Entonces, el problema de flujo máximo puede formularse como el siguiente 
programa lineal. 
Maximizar h 
El valor óptimo de h, el cual se denotará por v, es el flujo máximo de 
la red y representa la máxima cantidad de flujo que puede enviarse desde el 
nodo s al nodo t sobre la red (TV, A\ c ) . 
Cualquier función de flujo factible asociada a v será nombrada, en lo 
adelante, como la función de flujo máximo y se representará por fm. 
Existen muchos algoritmos que resuelven el problema del flujo máximo, 
siendo el más conocido el de Ford y Fulkerson [1962]. En el libro 
Algorithmic Aspects ofFlows in Networks, [Günther, 1991], se muestra una 
tabla con la historia de los algoritmos de flujo máximo con mejoras en la 
complejidad del peor caso (al menos para algunas clases de problemas). 
sujeto a 
o <fxy<cxy, V (x, y) £ A 
El algoritmo más eficiente es el de Ahuja [1988] con una complejidad de 
O (n- m + n2 • (log C / ) 1 ^ , d o n d e n y m representan la cardinalidad de TV y 
A, respectivamente, y U representa una cota superior sobre la función c. 
El problema de flujo máximo sobre la red capacitada (TV, A; c) con 
múltiples nodos fuente S C N y múltiples nodos sumidero T C N, donde 
S n T = 0, no representa un problema nuevo. El problema de flujo máximo 
con múltiples nodos fuente y sumidero es posible reducirlo a un problema de 
flujo máximo desde un solo nodo fuente 5 hacia un solo nodo sumidero t. 
La reducción del problema se logra de la siguiente manera: Se extiende la red 
(N. A; c) a la red (Ne, Ae; ce) haciendo 
Ne = N U {s, í} 
Ae á A u ( s , 5 ) ü ( T , ¿ ) 
I c x y si (x,y) € A 
M si (x,y) G (s, S) 
M si ( x , y ) G ( T , ¿ ) 
donde (5, S) = {(s. x) : x € 5 } , (T, f) = {(x, í) : x G T } y M es un 
número muy grande. 
2.5 Análisis Paramétrico 
Desde el inicio de la programación lineal, a mediados de este siglo, 
el análisis paramétrico ha formado parte de su teoría, implementación y 
aplicación. Tanto como ha sido posible, sus fundamentos se han extendido 
a la programación no lineal, programación entera, programación estocástica, 
programación multicriterio y redes, principalmente. 
Sean N un conjunto de nodos y a una función de flujo externo sobre 
N. El problema de diseño de red [Ahuja, 1993; Minoux, 1989] consiste 
en determinar el conjunto de arcos A y una función c de capacidades, de 
modo que la red (N, A; a, c) sea factible y optimice cierto criterio dado. 
Sin embargo, la explosión demográfica, el desarrollo de nueva tecnología 
y la incertidumbre económica, entre otros fenómenos, obligan los cambios 
en el flujo externo sobre las redes diseñadas. Estos cambios, unas veces 
involuntarios y otras estratégicos, pueden ser tan drásticos en tal forma que los 
nodos fuente lleguen a tener un flujo externo de cero (cierre total de empresas 
productoras). 
Debido a la necesidad de elaborar planes de contingencia, o de inversión, 
con los cuales el administrador pueda hacerle frente a tales cambios, surge 
como una herramienta indispensable el Análisis Paramétrico. Con el Análisis 
Paramétrico, el administrador puede determinar los cambios máximos que, en 
el flujo externo, un subconjunto de nodos puede soportar de tal manera que la 
red diseñada se mantenga factible. Este es precisamente el enfoque utilizado 
en la investigación desarrollada para la elaboración de esta Tesis. 
En esta sección se presenta un resumen de los trabajos de investigación 
encontrados en la literatura sobre el análisis paramétrico. 
2.5.1 En Programas Lineales 
Como se mencionó en el capítulo introductorio, el análisis postóptimo 
tiene como objetivo determinar el comportamiento de la solución óptima 
cuando se consideran cambios en el valor de algunos parámetros del modelo 
inicial. El primer estudio de análisis postóptimo en programación lineal se 
llevó a cabo en el año de 1952 y se atribuye a Orchard-Hays. Orchard-
Hays, en su tesis de maestría no publicada [Gal, 1997], trató con un programa 
lineal en donde los valores del lado derecho eran perturbados con el fin de 
determinar su efecto sobre la solución óptima. En el año siguiente, Manne 
[1953] escribió una nota técnica donde el término programación paramétrica 
aparecía por primera vez. Saaty [1955a, 1955b] y Gass [1954] publicaron los 
tres primeros artículos sobre programas lineales paramétricos con respecto a 
la función objetivo. 
Shetty [1959] usó por primera vez el término análisis de sensibilidad 
en programación lineal. Sin embargo, análisis de sensibilidad es un término 
que también se usa en, por ejemplo, sistemas de diseño [Rohrer, 1965], redes 
estocásticas [Baker, 1970] y procesos semi-markovianos [Gaede, 1974]. 
En programación lineal existen varios tipos de análisis postó ptimo. Los 
más conocidos son: el análisis de sensibilidad, el análisis paramétrico y el 
análisis de tolerancia. 
En el análisis de sensibilidad se estudian los cambios permisibles en 
cualquier parámetro particular mientras se mantiene el mismo conjunto de 
variables básicas en la solución óptima. Probablemente este sea el tipo más 
común de análisis postóptimo. Algunas referencias sobre este tema son 
las siguientes: Adler [1992]; Bazaraa [1990]; Camm [1991]; Cook [1986]; 
Dantzing [1955]; Dinkelbach [1969]; Evans [1982]; Flavell [1975]; Freud 
[1985]; Friez [1990], Gal [1986], [1997]; Greenberg [1994]; Hannan [1978]; 
Jarvis [1977]; Kornbluth [1974]; Labbe [1991]; Noltemeier [1970]; Radke 
[1975]; Schenkerman [1993]; Shetty [1959]; Wagner [1995]; Ward [1990]; 
Wendell [1982], [1984], [1985], [1992]; yWolsey [1981]. 
En el análisis paramétrico se estudian los cambios simultáneos pero 
dependientes en los parámetros mientras se mantiene el mismo conjunto de 
variables básicas en la solución óptima. Este estudio es de particular interés 
siempre que exista dependencia entre los parámetros tal como la existente 
entre la demanda y la oferta. Algunas referencias sobre este tema son las 
siguientes: Bailey [1978]; Bazaraa [1990]; Dinkelbach [1969]; Gal [1979], 
[1980], [1997]; Gass [1955a], [1955b]; Geoffrion [1976]; Holm [1984]; 
Kausmann [1976]; Lorenzen [1974]; Magnanti [1988]; Manne [1953]; Masón 
[1980]; Murty [1980]; Nauss [1975]; y Saaty [1954]. 
En el análisis de tolerancia se estudian los cambios porcentuales 
simultáneos e independientes de los valores iniciales en ambas direcciones 
(aumento o reducción) para cada parámetro mientras se mantiene el mismo 
conjunto de variables básicas en la solución óptima. Algunas referencias son 
las siguientes: Hansen [1989]; Ravi [1985], [1988], [1989]; Wang [1993]; 
Wendell [1982], [1984], [1985], [ 1992]; y Wondolowski [1991]. 
En comparación con la programación entera, por ejemplo, la 
programación paramétrica no es un gran campo especializado de la 
programación matemática porque, en primer lugar, no existe una revista con 
exclusividad en este tópico. No obstante, la programación paramétrica ha sido 
foco de mucho interés, como lo indican los 7 libros publicados hasta 1980: 
Dinkelbach [1969]; Gal [1973], [1979]; Kausmann [1976]; Lorenzen [1974]; 
Noltemeier [1970]; y Tlegenov [1975]; más de 400 artículos en revistas y más 
de 30 tesis de maestría y doctorado, como lo cita Gal [1980]. 
En la Humboldt University en el este de Berlín existe un Departamento, 
el cual trata casi exclusivamente con la teoría y algoritmos de programación 
paramétrica. Alguna literatura relevante, indicativa de la producción de este 
Departamento, se encuentra en el libro escrito por Kausmann [1976]. 
2.5.2 En Problemas de Redes 
El análisis paramétrico, aplicado en modelos de red, estudia el efecto 
de los cambios en los valores de las ofertas, demandas, capacidades, y/o 
costos. Principalmente se estudian los efectos sobre la factibilidad de la red 
[Minieka, 1973], el flujo de mínimo costo [Arsham, 1992], la ruta más corta 
[Lin, 1994], o el flujo máximo [Chen, 1995]. El análisis paramétrico se 
ha implementado en redes de comunicación [Doulliez,1975; Yaged, 1973; 
Zadeh, 1974], redes eléctricas [Anderson, 1972; Dale, 1966; Malcolm, 
1994;Noonan, 1977;Rogers, 1974; Sawey, 1977], redes hidráulicas [Butcher, 
1969; Erlenkotter, 1989; Morin, 1971; O'Laoghaire, 1972, 1974], redes de 
transporte [Bergendahl, 1969; Hemaida, 1994], redes de gas [Jensen, 1981], 
Escuelas [Trifon, 1973], recolección de desperdicios [Schultz, 1969], y en 
procesos industriales [Akinc, 1982; Manne, 1967]. 
Los dos trabajos más antiguos sobre Análisis Postoptimal en redes, 
fueron escritos por Elmaghraby [1964] y Wolmer [1964]. Elmaghraby 
desarrolló un algoritmo para determinar el efecto que los cambios, en la 
capacidad de cualquier arco, ejercen sobre el flujo máximo. Wollmer propone 
un algoritmo para determinar cuáles n arcos, al ser removidos de la red 
provocan la menor reducción del flujo máximo. 
Doulliez [1971a, 1971b] y Minieka [1973] consideran a la oferta y/o 
demanda como una función del tiempo t. Ellos presentan algoritmos para 
determinar: (¿) el máximo valor de t, representado por í*, tal que todas las 
demandas son satisfechas; (ii) un conjunto de arcos, con un número de 
elementos especificado, que al removerse (o reduciendo sus capacidades por 
cantidades dadas) se obtiene la mayor reducción en t*. 
En particular, Minieka considera una red (TV, A\ c). Define un 
flujo factible para el tiempo t como cualquier conjunto de números reales 
f ry , ( x ^y ) G A tal que 
£ íry- E fyx <a{x)+tb{x) V z e S 
E fyx- E fxy >a{x) + tb(x) VxeT 
yeA~{x) yeA+(x) 
E fxy- E fyx = 0 de otro modo 
y€A+(x) y€A~(r) 
o <fxy< cxy v ( a s , y ) € A 
donde todos los a (x) y b (x) son constantes reales. El problema resuelto por 
Minieka consiste en encontrar los valores máximo y mínimo de t para el cual 
exista un flujo factible. Sin embargo, se observa que Minieka no mantiene el 
balance en la red. 
Un problema muy interesante sobre análisis paramétrico se debe a la 
llamada paradoja del transporte. Conocido el costo total óptimo de un 
problema de transporte, el sentido común indica que al incrementar el número 
total de unidades a transportar entonces aumentará el costo total óptimo 
del problema de transporte resultante. Szwarc [1971] y Arsham [1992] 
estudiaron el efecto que tienen los incrementos, en una sola oferta y en una 
sola demanda, sobre la solución óptima de un problema de transporte. En 
particular, describen las condiciones necesarias y suficientes para que el costo 
total óptimo del problema de transporte que resulta de las perturbaciones, sea 
menor o igual al costo total óptimo del problema perturbado. Este fenómeno 
se conoce como la paradoja del transporte y su análisis se refiere como la 
situación Más por Menos. 
El primer estudio a fondo de Análisis Paramétrico aplicado al problema 
de transporte lo aportó Srinvasan [1972a, 1972b, 1972c]. Srinvasan investigó 
el efecto sobre la solución óptima de un problema de transporte cuando las 
ofertas, demandas, costos y capacidades, varían como una función de un 
sólo parámetro. También estudió el efecto sobre el costo total, las ofertas, 
las demandas y el programa de embarques, cuando se incrementa el total de 
unidades a transportar. 
Jarvis [1977] estudia el efecto de incrementar el número de arcos en una 
red sobre su flujo máximo. 
Akinc [ 1982] estudia el efecto de incrementar la oferta en un nodo sobre 
el incremento potencial de las ofertas de los otros nodos. 
Ravi [1989] desarrolla el enfoque de Tolerancia para perturbaciones en 
las ofertas, demandas y costos. 
Arsham [1992] desarrolla un nuevo enfoque de Análisis Postoptimal 
para el problema de transporte (cuyo procedimiento se basa en el algoritmo 
dado por él mismo [1989]) que cubre el Análisis Paramétrico, la regla del 
100%, el Análisis de Tolerancia, el Análisis de Tolerancia Simétrica, y la 
identificación de la situación Más por Menos. 
Lin [1994] estudia el efecto de eliminar un arco sobre la distancia total 
de la ruta más corta entre dos nodos determinados en la red. 
Sung [1994] considera un problema de flujo máximo sobre una red, en 
donde algunas o todas las capacidades de los arcos son variables que deben 
ser determinadas de modo que se satisfagan requerimientos de flujo dados a 
un costo total mínimo. 
Chen [1995] considera una red cuyas capacidades en algunos arcos son 
funciones de un solo parámetro. Presenta un algoritmo para encontrar el 
mínimo valor del parámetro, tal que, el flujo máximo sea igual a un valor 
previamente establecido. 
2.6 Resumen 
En este capítulo se ha uniformizado la nomenclatura y los conceptos 
sobre la teoría de flujos en redes. En la literatura revisada sólo existe 
un trabajo [Minieka, 1973] con las características y objetivos similares al 
presente, sin embargo, en el siguiente capítulo se observa que ese trabajo 
constituye una versión relajada de éste. 
CAPITULO 3 
ANALISIS DEL PROBLEMA DE INVESTIGACION 
3.1 Introducción 
Las perturbaciones aplicadas al flujo extemo en una red que modele un 
sistema de producción-consumo, pueden provocar que ésta pierda su balance 
y/o su factibilidad. La pérdida del balance debe ser eludida porque ello 
implica que se está produciendo más (o menos) flujo del requerido. La pérdida 
de la factibilidad también debe ser evitada, porque ello implicaría que el flujo 
producido no puede distribuirse completamente en los lugares requeridos. 
Indudablemente, el administrador desea conocer la máxima magnitud total de 
las perturbaciones que no afecte a la red, más aún, desaría conocer la magnitud 
máxima de la perturbación sobre cada uno de los nodos que mantenga a la red 
balanceada y factible. Esa es la aportación obtenida en esta investigación. 
En este capítulo se formula matemáticamente el problema abordado en 
esta Tesis. Enseguida, se define lo que se conocerá como una red auxiliar, 
se establece y demuestra el teorema principal de este trabajo y se propone 
un algoritmo de complejidad polinomial con el cual se resuelve el modelo 
matemático. Para finalizar, se demuestra la independencia que existe entre el 
flujo factible inicial y la solución óptima del problema. 
3.2 Formulación Matemática del Problema 
Sea ( N , A] a> c, d, / ) una red dirigida, capacitada, balanceada y factible, 
con nodos en N, arcos en A, función de flujo externo a, función de capacidad 
c, función de dirección de perturbación d : N —• { — 1 ,0 ,1} y función 
de flujo factible / . Los valores de la función d son definidos por el 
administrador, el cual conoce (o impone) la tendencia de cambio del flujo 
externo para cada nodo de la red. 
Se asocia con cada nodo x £ N un parámetro 6X € Z + con valor 
desconocido. El valor que tome 6X representará la magnitud de perturbación 
sobre el flujo externo ax en la dirección dx> es decir, el flujo externo ax se 
reduce, aumenta o no cambia, en la magnitud 6X, si dx — — 1, dx — 1 o 
dx = 0, respectivamente. 
Se denota como (TV, A\a', c, d) a la red que resulta después de fijar 
valores a los parámetros 6X donde a'x = aT + dxÓx> Vx 6 N. Se observa 
que la función / no será un flujo factible de (TV, A; c, d) si existe al menos 
un x £ N en donde ax a'x. Más aún, la red (N, A; a', c, d) podría no estar 
balanceada y/o no ser factible. 
El problema abordado en esta investigación consiste en determinar el 
máximo valor para cada una de las perturbaciones 8X, en la dirección 
dx, de tal manera que la red (iV, A; ac, d) sea balanceada y factible. 
Este problema puede formularse como un programa lineal entero 
multiparamétrico. Con ese propósito, primero se observa lo siguiente: 
1. Puesto que la red (AT, A\a', c, d) debe estar balanceada, entonces al 
perturbar el flujo externo en un nodo también se debe perturbar el flujo 
externo en al menos otro nodo. Esta relación de dependencia entre las 
perturbaciones, sugiere que debe determinarse la máxima perturbación en 
cada nodo considerando los máximos valores de las perturbaciones en los 
otros nodos. En otras palabras, se debe maximizar la suma total de las 
perturbaciones (5X en la dirección dx, es decir, max E l^x^xl • 
xeN 
2. La red (Ar, A; a', c, d) está balanceada si 
( a + ^ ¿ . r ) = 0 
esto es, si 
53 a>x + 53 = 0 
xeiv XGTV 
Pero como J2 a x = 0» lo anterior se cumple si: 
xeN 
5 3 d x6 x = 0 (3.4) 
x€N 
3. La red (TV, A; ac, c?) es factible si existe una función de flujo f tal que 
£ / í v - E /íx =0« + dI6x V x G i V 
f'xy <cxy V(x,y)eA 
fxy,Sx € V ( £ , y ) € A y V £ G TV, respectivamente. 
Con la intención de simplificar la expresión 5 3 l'Wxl) s e definen los 
xeN 
siguientes conjuntos de nodos: 
TV" 4 {xeN:dx = - l } 
TV0 ^ { x G T V : 4 - 0 } 
TV+ 4 {a; £ TV: 
Se observa que 
TV = TV" U TV+ U TV0 
por lo que la ecuación de balance (3.4) puede escribirse de la siguiente manera: 
£ ( - 1 ) 5 , + £ (1)Sx + Y , (0)5* = o 
x€N~ x€N+ x£N° 
obteniéndose la siguiente ecuación: 
E = E s* (3-5) 
xeN xeN+ 
por lo que 
x€N 
= E K-1)5»! + E I W ^ I + E 
xeN- xeN+ xeN° 
= E + E s* 
x e N ~ X € N + 
= por(3.5) 
are A7" 
Por lo tanto, el problema enunciado anteriormente puede formularse 
como el siguiente Programa Lineal Entero Multiparamétrico (PLEM). 
Maxim i zar A = 2 5 3 6 (3.6) 
X € N ~ 
Sujeto a 
E 6* 
xeN~ xeN+ 
V f' -/ J Jxy 53 
yeA+(x) y€A-(x) 
5 3 ~~ 53 fyx 
y£A+(x) yeA-(x) 
5 3 fxy ~ 53 
yeA+{x) yeA-(x) 
6 r € 
0 (3.7) 
ax, V x G N() (3.8) 
ax + 6xi VxeN+ (3.9) 
ax-6Xí V x G N' (3.10) 
c*y, v (x, y) € A (3.11) 
Z + , V x e N (3.12) 
(x,y) G A (3.13) 
En este modelo matemático, los ax y cxy son valores constantes, 
mientras que, los Óx y }'xy denotan las variables de decisión. Nótese que la 
restricción (3.7) asegura que los valores máximos de 8X conservan balanceada 
a la red resultante, mientras que las restricciones (3.8)-(3.10) aseguran que los 
valores f'xy constituyen un flujo factible. 
Si en la solución óptima del programa PLEM las variables de decisión 
toman los valores 8* , f'*y, entonces la red original conserva su balance y su 
factibilidad siempre que el flujo externo en el nodo x, V x G N~ U N+, sea 
perturbado en 8X G donde 0 < 8X < 8*x y ^ 8X— ^ 8X — 0. 
x e N ~ X<EN+ 
Debe aclararse que no se conoce la función de flujo factible para la red 
balanceada que resulta de perturbaciones menores a los <5*; sin embargo, el 
problema de obtener una función de flujo factible, cuando ésta existe, es muy 
fácil de resolver [Bazaraa, 1990]. 
Se observa que el problema resuelto por Minieka, página 27, es una 
versión particular relajada del problema tratado en esta Tesis. Se nota que 
Minieka consideró d (x) = ^ Vx G 7V\0 ' ° 0 n ^x ^ ^ 
mismo parámetro 8X ~ t en todos los nodos. 
Nótese la condición de enteros para las variables de decisión en el 
programa PLEM. Para utilizar el método simplex, o el método elipsoidal 
[Grótschel, 1988], en la resolución del programa PLEM, habría que garantizar 
que puede omitirse esa restricción. Es posible omitir la restricción de enteros 
en algunos modelos, de hecho, Grótschel [1988] plantea algunos problemas 
que pueden formularse como un programa lineal entero, sobre el cual es 
posible omitir dicha condición sin que se afecte su solución óptima. 
Se sabe que el método simplex es un algoritmo no polinomial [Klee, 
1972], mientras que el método elipsoidal, aunque polinomial, es de orden 
O ( ro 3 L) [Grotschel, 1988] donde r y o son la cantidad de filas y 
columnas en la matriz de restricciones expresadas como desigualdades, 
respectivamente, y L representa la longitud de codificación binaria del 
sistema de desigualdades. 
En la sección 3.4 se propone un algoritmo polinomial de orden 
O (n - m + n2 - >/log U) para resolver el PLEM. 
3.3 Solución del problema PLEM 
Sea (N, A; a, c, d, / ) una red dada. Se desea determinar la máxima 
perturbación total absoluta del flujo externo a en la dirección d que mantenga 
a la red resultante balanceada y factible, es decir, se desea resolver el PLEM. 
La forma en que se aborda este problema es la siguiente: 
A partir de la red dada, se construye cierta red auxiliar con 
determinadas características, sobre la cual se resuelve un problema de 
flujo máximo formulado convenientemente. 
Para ello, se requiere conocer primeramente las características de diseño 
de la llamada red auxiliar. 
DEFINICIÓN 1 
La Red Auxiliar asociada a la red (N, A; a, c, d, / ) , será la red 
capacitada (TV, AU B]u) con nodos en N, arcos en A U B y función 
de capacidad u definida sobre A U B ; donde 
Puesto que fxy < cxy, V(x, y) G A, entonces la Red Auxiliar tiene 
capacidades con valores uxy G Z + , V (x, y) G A U B. 
La solución óptima del PLEM (3,6)-(3.13) se encuentra resolviendo un 
problema de flujo máximo sobre la red auxiliar desde los nodos en el conjunto 
N~ hacia los nodos en el conjunto N+, lo cual se demuestra en el siguiente 
teorema. 
B±{(y,x):(x,y)eA} 
V(x ,y ) G A 
TEOREMA 1 
Sean (TV, A\ a, c, d, / ) una red balanceada y v el valor del flujo 
máximo desde los nodos en N~ a los nodos en N+ sobre la red auxiliar 
(N,AUB;u) con función de flujo máximo f m definida sobre los 
arcos de A\JB. Entonces la solución óptima del P L E M (3.6)-(3.13) es 
A* = 2v, y se obtiene haciendo 
ye(AuB) + (x) ye(AuB) (x) 
E f m x y - £ fm. 
, ,d\  /,.\ . .w /i, 
0 , V x € TV0 
fxv = fxv - fmxy + f™v*> V & y) e A 
Demostración. 
Para demostrar este teorema se debe probar lo siguiente: 
(a) Que los valores y f'xy, calculados como se indica en el teorema, 
constituyen una solución factible del programa PLEM. 
(b) Que el valor 2v es la solución óptima del programa PLEM. 
a) Se prueba que los valores de Sx y f'xy satisfacen cada una de las 
restricciones (3.7)-(3.13). 
• En este punto se prueba que se satisface la restricción (3.7). 
Se observa que 
/ 
X S x = X X f m x y f m y x 
xeN- xeN \ye(AuB)+(x) y€{AuB)~(x) 
representa el flujo neto que sale desde el conjunto de nodos N~ sobre la red 
auxiliar (N , A U B; u), por lo que su valor debe ser igual a v. Similarmente, 
se observa que 
6 x = X M X fwy* - J2 fmxy 
XZN+ xeN+ \ye(AuB)"(x) y&(AUB) + (x) 
representa el flujo neto que llega a los nodos en N+ sobre la red auxiliar 
(Ny A U B; u), debiendo ser este valor también igual a v. 
Entonces 6X = ^ ^ satisfaciéndose la restricción (3.7). 
x€ N~ x£N+ 
En este punto se obtiene una ecuación muy importante. 
Para todo x 6 N se tiene que 
f x y f y x 
y e / l + ( x ) yeA-(x) 
E { f x y " f m x y + f m y x ) - E ( f y x - + / m j y ) 
= E f x y ~ E f m x y + E f m y x - E f y x 
y£A+{x) yeA+{x) y€B (x) yeA~{x) 
+ E f m y x - E / 
y e A - ( x ) 
ra xy 
E /xy - E /y* + E + E /™ys 
yG/l+(x) y e ¿ - ( x ) J yeA-(x) yeB~(x) 
~ E fm*y E 
ye.4 + (x) y e 5 + ( x ) 
De la ecuación (2.2), se tiene que 
E fxy ~ E fyx ~ ax 
yeA+(x) yeA-(x) 
además, se observa que 
5 3 f m y x 5 3 f m x y 
E / " V + E fmyx - E /m*y E f™>xy 
yçA-(x) y e f î - ( x ) yeA+(x) yef í+(x) 
De donde, 
£ fxy £ fyx 
yeA+(x) yeA (x) 
= a x - X f m x v ~ X f m y x 
• En este punto se probará que se satisfacen las restricciones (3.8). 
Seax £ N° un nodo arbitrario. Nótese que, con respecto a la red auxiliar 
(iV, Au B;u) el nodo x es un nodo intermedio sobre esa red, por lo que su 
flujo neto debe ser cero, es decir 
X f m x y ~ X f m y x ~~0 
y€(AU-B)+(x) ye(AUB)-(r) 
Entonces, 
fxy ~ X fyx = a ' x 
y€A+(x) y^A-(x) 
satisfaciéndose las restricciones (3.8). 
• En este punto se prueba que se satisfacen las restricciones (3.9). 
Para cada x £ N+ se tiene que 
^ = - X f m x y f m y x 
\ye(A\jB) + (x) ye(AuB)-{x) 
de donde 
E E /¿x = + fix, Vz e JV+ 
y€A+(x) y e A ~ ( x ) 
satisfaciéndose las restricciones (3.9). 
• En este punto se prueba que se satisfacen las restricciones (3.10). 
Para cada x 6E N~ se tiene que 
= 53 f m r v 53 f m y x 
yt(AuB)+{x) ye(AuB)-(x) 
de donde, 
E E 4 = ax - ¿x, Vx e iV-
y € ¿ (x) 
satisfaciéndose las restricciones (3.10). 
• En este punto se prueba que se satisfacen las restricciones (3.11). 
Para cada (x, y) € A se tiene que 
fxy = fxy ~ fmxy + fmyx 
Como (y,x) € B entonces fmyx < uyx = cxy — fxy. De donde 
fxy ^ fxy fmxy + cxy fxy — cxy firixy 
es decir 
satisfaciéndose las restricciones (3.11). 
• En este punto se prueba que se satisfacen las restricciones (3.12). 
Como ax G Vx G N, y puesto que uxy G V (x, y) G A U B, 
entonces la función de flujo máximo f m tiene valores frnxy G Z+,V(x.y) G 
AüB [Ford, 1962; Grotschel, 1988]. 
Se nota que los valores <5X, Vx G ( N - U , son la diferencia de 
números enteros no negativos, y que 6X — 0, Vx G N°. Por lo que, 8X es un 
número entero, Vx G N. 
Se observa que, sobre la red auxiliar (TV, AU B;u), cada nodo x G 
N~ es un nodo fuente de la red, por lo que su flujo neto debe ser no negativo 
(ver la sección 2.4.4, página 19). Es decir, 
y€(AuB) + (x) y€(AuB) (x) 
Como 
y€(AuB)+(x) ye(AuF) (.t) 
entonces 8X > 0, Vx G N . 
Similarmente, cada nodo x € N+ es un nodo sumidero, por lo que su 
flujo neto debe ser no positivo. Es decir 
entonces 6X > 0, Va; € N+. 
Puesto que óx = 0, Vx £ 7V°, entonces 6X > 0, Vx € N, 
satisfaciéndose las restricciones (3.12). 
• En este punto se prueba que se satisfacen las restricciones (3.13). 
Para cada (a?, y) £ A se tiene que 
y£(AuB) + (x) y€(AuB) (x) 
Como 
f x y = ixy f m X y + f m yx 
es decir 
f x y > Ly - f m xy 
Como fmxy < uxy = fxy entonces fxy - fmxy > 0. De donde, 
Se observa que fxy — ( f x y + }myx) — fmxy es la diferencia de números 
enteros no negativos, entonces f es un número entero, V ( x , y ) G A, 
satisfaciéndose las restricciones (3.13). 
b) Ya se sabe que los 8Xi Vx G A7", y los f'xy, W(x,y) G A, son una 
solución factible del programa PLEM (3.6)-(3.13). 
Sea (AT, A; a', c, d, / ' ) la red que resulta desde (AT, A; a, c, d, / ) cuando 
el flujo externo ax es perturbado en <5X a lo largo de la dirección dx, Vx G 
A ,^ donde 6X y f'xy se obtienen como se indica en este teorema. 
Por contradicción, se supondrá que 2v no es la solución óptima del 
programa PLEM (3.6)-(3.13). Entonces existen funciones a" y f" tal que 
(N, A\ a", c, d, f") es una red balanceada y factible, donde 
La desigualdad anterior indica que debe existir al menos un nodo p G 
N~ tal que a'^ < a'p. Más aún, de acuerdo a la ecuación de balance del 
flujo externo (3.7), también debe existir al menos un nodo q G A r + , ta l que 
(3.14) 
•re.v xeN 
Como 
y€A+(p) y<=A~{p) 
y 
ap ~ fpy ~ 5 3 f y p 
yeA+(p) yeA~(p) 
entonces 
E - E C < E 4 - E 4 <3-15) 
yeA+{p) y£A-(p) yeA+(p) y$A~{p) 
de donde, ya sea que exista al menos un arco (p, yi) € A, tal q u e < f ^ o 
en su defecto, debe existir al menos un arco (yi,p) G A, tal que f¡jip > /¿ip. 
Primeramente, se observa que existen 3 posibilidades para el nodo y\: 
(i) 2/1 6 N + 
(»0 2/1 e iv0 
(222) 2/1 G A7" 
Se analizan cada una de ellas: 
(¿) Sea y\ G N+. Puesto que (p,y\) G A o (yi,p) G A, entonces 
la sucesión de nodos p: y\ es una trayectoria desde N~ a N+ sobre la red 
(N, A). Además, como el arco (p, y{) G A U i?, entonces la sucesión p, ?/i 
es una cadena desde N~ a TV4" sobre la red auxiliar (N, A U u) asociada 
a la red (N\ A; a, c, d , / ) . 
Como f m es la función de flujo máximo sobre la red auxiliar 
(N, A U u) desde los nodos en N~ a los nodos en JV+, entonces frnni = 
u m y f m y i p = 0. En este momento, es necesario observar que, en general, 
cualquier arco (x,y) G A U B puede pertenecer a una o varias cadenas 
que vayan desde algún nodo en N~ a algún nodo en N+ sobre la red 
(JV, AU B;u). Sin embargo, cualquier algoritmo que pueda ser utilizado para 
obtener la función fm (como, por ejemplo, el algoritmo de etiquetado [Ford, 
1962]) garantiza que los valores fmxyy fmyx no sean simultáneamente 
diferentes de cero. Esto es, si f m x y > 0 entonces f m y x = 0, y viceversa. 
Si (p, yi) £ A, entonces f ^ < f ^ y um = f m . Se observa que, en 
este c a s o , = fPy, ~ f m m + fmylP = f m - + 0 = O.Esto 
último implica que 
C < 0 
lo cual indica que f" en realidad no es una función de flujo factible. Por lo 
tanto la suposición es falsa, y 2v es la solución óptima del programa PLEM. 
Similarmente, si (yi,p) € A, entonces f¡¡ip > f'yipy um = CylP -
fmp. Se observa que, en este caso, f'yip = fVlP - fmyiP + f m m = 
fviP " 0 + ~ Aip) = cy>p- E s t o ú l t i m 0 i m P l i c a 9 u e 
f y i p > CV\V 
lo cual indica que f" en realidad no es una función de flujo factible. Por lo 
tanto la suposición es falsa, y 2v es la solución óptima del programa PLEM. 
(•ii) Sea y\ € En este caso ayi = a'yi. 
Si el arco (p, yi) € A entonces f" < f' . Como a" ~ a' , entonces 
debe existir al menos un arco (2/1,2/2) é A tal que fyiy2 < f y w 
Si el arco (yup) G A entonces f»ip > f w Como < = a ^ , entonces 
debe existir al menos un arco (2/2,2/1) € A tal que fy2y 1 > fy^i • 
Por lo tanto, si yi G TV0, se forma la trayectoria p, 2/i, 3/2 y se analiza el 
nodo y2. 
(ni) Sea yx G N~. En este caso se deben analizar las siguientes 3 
posibilidades: 
(a) < < a! 
(c) < > < 
(a) Sea a ^ < a ^ . 
Se sabe que si (p,2/i) G A,entonces < Í ' ^ J si (2/1 ,p) G 
A, entonces f¡¡ip > f'yiP- Se observa que debe existir al menos un arco 
(3/1,1/2) G A tal que f'y'm < f'yiy2, o al menos un arco (7/2,^) G A tal 
q u e f L * > U m í P o r c l u e d e o t r o m o d o 
53 — 53 ^ E ~  53 fyi 
xeA+{yi) xeA~{yi) x€¿+(yi) zeA-(yi) 
y con ello, a ^ > a ^ -
Por lo tanto, en este caso, se forma la trayectoria p, 2/1,2/2 y se analiza el 
nodo t/2-
(6) Sea = 
Si (p, y\) A entonces fm < " D e d ° n d e ' d e b e G X Í S t Í r * m e n ° S 
un arco (yi,2ft) € A tal que ¡U < ^ ' P O r q U e d e ° t r ° m ° d ° ' < * 
Si (yup) € A, entonces f ' U > f w D e donde, debe existir al menos 
un arco (3/2, Vi) e A tal que ^ fmi>P°rque de otro modo, ^ + a'Vi. 
Por lo tanto, en este caso, se forma la trayectoria p, 7/1,3/2 y se analiza el 
nodo y2-
(.c) Sea ayi > a'y¡. 
Si (p, 2/1) £ A, se busca un arco (2/1,3/2) € A tal que fym < /¿ i y 2 . En 
tal caso, se forma la trayectoria p, 2/1,2/2 y se analiza el nodo 2/2-
Si (2/1,p) € A, se busca un arco (2/2,2/1) G A tal que f¡jm > / ¿ ^ . E n 
tal caso, se forma la trayectoria p, 2/12/2 y se analiza el nodo 2/2-
Se debe aclarar que tales arcos podrían no existir. En tal caso 
abandonamos el nodo y\ y buscamos en N~ otro nodo con las mismas 
características de y\ de tal forma que los nodos y\ y 2/2 sean seleccionados 
como parte de la trayectoria. La existencia de dicho nodo en N~ se garantiza 
porque ^ a " < X ^ N ~ \ a p < ap y ayx > a>Vl-
Se supone que se ha formado la trayectoria p, 2/1,2/2 con y\ G ./Vo o 
2/i € NEnseguida, se posiciona sobre el nodo y\ y se aplica el mismo 
procedimiento que con el nodo p, con el fin de seleccionar un tercer nodo 2/3. 
Continuando de esta manera se forma la trayectoria 2/0,2/1,2/2, 2/fc donde 
a/* G iV+, p = 2/0, Vi f Vj> i + j = 0 , 2 ) 
1 0 2 0 1 2 6 3 7 6 
Durante el procedimiento de construcción de la trayectoria, cuando a 
partir del nodo yi seleccionado no sea posible seleccionar el nodo y¡+i, se debe 
eliminar de la selección al nodo (sin descartar la posibilidad de que este 
nodo pueda ser nuevamente seleccionado, pero en otra posición), inclusive se 
podría eliminar de la selección a todos los nodos yt j = 0 , 1 , i — 1; si 
eso fuera necesario. 
La garantía de que se llegue a seleccionar un nodo yk £ se basa en 
el hecho de que existe al menos un nodo q E N+ tal que a j > a'q. 
Se observa que la sucesión de nodos yo, y\, y2,yk', donde p = yo, 
forman una trayectoria desde N~ a N+ sobre la red (iV, A), en donde 
fy,y,+¡ < ° füiVi > ?VM* si G A 0 ton, Vi) 6 A, 
respectivamente, para todo i = 0 , l , 2 , . . . , f c — 1. Por otro lado, con respecto 
a la red auxiliar (N, A U B; u), los arcos {yuy%+i),(2/¿+ij 2/0 £ AUB, para 
todo z = 0 ,1 , 2 , . . . , fc — 1, de donde, la sucesión yo, 2/i, 2/2»•-iyk forman una 
cadena desde N~ a N+ sobre la red auxiliar. 
Como f m es la función del f lujo máximo sobre la red (TV, AU B\u), 
entonces existe un 0 < j < k — 1, tal que f m y m + 1 = uy3y3+x- Puesto 
que f m es la función de flujo máximo desde N~~ a N+ sobre la red auxiliar, 
entonces f m y j + l V j = 0. 
Si ( y j , y j + i ) € A, entonces 
(i) f" < V 
(ii) /myjyj+1 -- uVjyj+l = /yjyj+1 
(iii) fmyj+iyj = O 
de donde 
fyjVj+i ~ fyjV3+1 ~ fmy3yj+i + /myj+iyj — 0 
pero esto implica que 
fvv < 0 
lo cual indica que f" en realidad no es una función de f lujo factible. Por lo 
tanto la suposición es falsa, y 2v es la solución óptima del programa PLEM. 
Si {Vj+uVj) € A entonces > f¿.+iy.; 1) € 
B \ == = S + i y , - = d e d o n d e 
/¡íj+iy3 = fyj+iy3 ~ fmyj+iyj + fmyjy3+1 = ^j+iyj 
pero esto implica que 
fyj+iVj > % + i y j 
lo cual indica que f" en realidad no es una función de flujo factible. Por lo 
tanto la suposición es falsa, y 2v es la solución óptima del programa PLEM. • 
3.4 Algoritmo AMPT Para Obtener la Solución del Problema 
Teniendo en cuenta el teorema (3.3), el algoritmo que calcule la máxima 
perturbación total sobre el flujo externo a, en la dirección d, de cualquier red 
balanceada (N, A\ a, c, <¿, / ) dada, tendrá los siguientes pasos. 
ALGORITMO: MAXIMA PERTURBACION TOTAL (AMPT) 
Entrada: Una red balanceada ( N , A\ a, c, d, f ) . 
Salida: 
• La máxima perturbación total A*; 
• Una función de flujo externo a' : N —• Z; 
• Una función de flujo factible f : A —» Z + , asociado a la función de flujo 
externo o!. 
Procedimiento: 
Paso 1. Determinar los conjuntos de nodos N~, N° y N+. 
N" — {x e N : dx = - 1 } 
N° = {xeN:dx = 0} 
N+ = {xeN :dx = + 1 } 
Paso 2. Determinar el conjunto de arcos B. 
B = {(y,x) : (x,y) € A} 
Paso 3. Determinar la función de capacidades u : A U B —• . 
Paso 4. Construir la red (N, A U B-, u) 
Paso 5. Sobre la red (N} A U B\u) determinar el flujo máximo, v, y la 
función de flujo máximo, fm : A U B Z + , desde el conjunto 
de nodos N~ al conjunto de nodos N+. 
Paso 6. Hacer A* = 2v. 
Paso 7. Hacera^ = ax— fTnxy + ^^ / 
VxeN . 
Paso 8. Hacer f'xy = fxy - fmxy + fmyx, V (x, y) 6 A. 
Fin. 
Nótese que, a'x = ax + d ¿<5X, Vx £ N. En efecto, 
Wlyxi 
a x - X f m x y + X f m y x ' V x € ^ 
a x - X f m x y + X f m y x s i x e 
ax— X fmxy+ X $myx s*x e 
ye{AuBy(x) y€(AliB) (x) 
a-, (-1) E fmxy~ E 
\y<=(AuB)+(x) ye(AuB)-{x) / 
= < 
a , + ( - l ) | ^ / m ^ - J ] f m 
Ky€{AuB)+(x) y€(AuB)'{x) 
yx 
«X + a ) ( - E f m x v + E f 
ye(AUB) + (x) ye{AOB)-(x) 
ax + dx6x si x £ TV-
= < 
+ ( - 1 ) 0 si x £ N° 
ax + dx6x si a: € N+ 
= ax + dxóx, Vx £ N 
3.5 Complejidad del Algoritmo 
si x e N' 
si x £N° 
myx ] si x £ N+ 
Para determinar la complejidad de este algoritmo se estimará su tiempo 
de corrida. El tiempo de corrida de un algoritmo es el número de pasos 
elementales que él ejecuta, entendiéndose como paso elemental a cada 
operación aritmética: + , X, + y comparación [Grotschel, 1988], 
Puede observarse que el número de pasos elementales depende del 
tamaño de la red (JV, A\a, c, d, / ) . Si la cardinalidad de TV y A es n y 
m, respectivamente, entonces el paso 1 puede ser hecho en O (n) pasos 
elementales; el paso 2 en O (m) pasos elementales; el paso 3 en 
O (m) pasos elementales; el paso 4 en O (n2) pasos elementales; el paso 
5 en O (n • m + n2 • v l o g U) pasos elementales, donde U denota una cota 
superior sobre u [Ahuja, 1988]; el paso 6 en un paso elemental; el paso 
7 en O (n) pasos elementales; y por último, el paso 8 en O (m) pasos 
elementales. Entonces el número total de pasos elementales ejecutados por 
el algoritmo, suponiendo que n < m, es: 2 • O (n) + 3 - 0 (m) + O (n2) + 
O (n-m + n2 • y/log U) + 1 = O (n • m + n2 • y/hgÜ) . Por lo tanto, 
la complejidad de este algoritmo es equivalente a la del algoritmo del flujo 
máximo. 
3.6 Independencia Entre la Solución Optima y el Flujo Factible 
Puede observarse que la solución óptima del programa PLEM (3.6)-
(3.13), dada por el Teorema 1, se obtiene a partir de la función fm del 
flujo máximo que puede enviarse desde N a sobre la red auxiliar 
(TV, A U B; u). Nótese que los valores de la función fm dependen de los 
valores de la función u y estos, a su vez, dependen de los valores de las 
funciones / y e . Por otro lado, la red factible (iV, A; a, c, d) no tiene, 
necesariamente, una única función de flujo factible / asociada a ella. En 
otras palabras, pueden existir dos funciones, / \ / 2 : A —• Z + , que sean 
ambas funciones de flujo factible asociadas a la red (TV, A; a, c, d ) , tal que 
/1 /2-
Por lo tanto, surge de manera natural la siguiente pregunta: ¿Serán 
iguales los valores óptimos de los programas (3.6)-(3.13) asociados a las 
redes (TV, A; a, c, d, /* ) y (TV, A; a, c, d, / ! ) , respectivamente? La respuesta 
es afirmativa, como se demuestra en el siguiente teorema. 
TEOREMA 2 
Sea (TV, A; a, c, d) «rca red balanceada y factible con funciones de flujo 
factible f1 y f2, donde f1 ¿ f2. Sean (TV, A U B\ul) y (N, A U B\u2) las 
redes auxiliares asociadas a (TV, A; a, c, d) con respecto a f l y f2, 
respectivamente. Sean v1 y v2 el flujo máximo desde N~ a TV+ sobre 
las redes (TV, A U B; u1) y (TV, A U B\i¿2) , respectivamente. Entonces 
1 2 IT = i r . 
Demostración: 
Sea Z1 ^ / 2 y cc G TV, un nodo arbitrario. Puesto que y f2 son 
funciones de flujo factible, entonces se tiene que 
E E & = a* t3-16> 
y€A~{x) yeA~{x) 
E E f í = ( 3 - 1 7 ) 
Por otro lado, la cantidad máxima de flujo que puede salir desde el nodo 
x es igual a la suma de las capacidades de todos los arcos que tienen a x como 
su nodo inicial, es decir, sobre la red (TV, A\J B\u1) ese valor es: 
E u*y = Y E u*y 
ye(AuB)+(x) yeA+(x) y€B+{x) 
y<EA+{x) y€A~{x) 
= Y °yx + ü x ' P o r ( 3 - 1 6 ) 
y e A - (z) 
y sobre la red (TV, A U 0 ; u2) , es: 
u2 uxy Y u% = Y u*y+ Y 
yE(Al}B)+(x) yeA+(x) (x) 
-- Y1 f-r-y Y1 (Cyx ~ fyx) 
yeA+(x) y$A-(x) 
= Y °yx ^ P o r ( 3 - 1 7 ) 
y€A'{x) 
Luego, la cantidad máxima de flujo que puede salir desde x permanece 
invariable con respecto a la función de flujo factible. 
Similarmente, la cantidad máxima de flujo que puede entrar al nodo x 
sobre la red (TV, A U B; u1) , es: 
E u l * = E + u l x 
ye{AuB)~(x) yZA-(x) y€B~(x) 
= E E ~ 
yeA-(x) yzA+{x) 
— ^ ^ Cyx &X 
y€A+{x) 
y sobre la red (TV, A U f í ¡ i¿2) , es: 
u2 ayx E = E + E 
yeA- (x ) y e B - ( x ) 
~ E fy x + E (Cxy ~ 
ytA~(x) y^A+{x) 
— ^ ^ Q/x 
yzA+(x) 
De nuevo, la cantidad máxima de flujo que puede entrar a x permanece 
invariable con respecto a la función de flujo factible. 
Como ambas redes auxiliares tienen los mismos arcos y el nodo x es 
arbitrario, entonces el valor del flujo máximo v que puede enviarse desde 
N~ a N+ es el mismo en ambas redes auxiliares. Esto es, vl = v2 • 
3.7 Resumen 
Este capítulo constituye la parte medular del presente trabajo. Aquí 
se ha definido una red muy importante, esencial para los propósitos de este 
trabajo, la llamada red auxiliar. Sin embargo, la aportación científica de más 
peso corresponde al Teorema 1, sin que ello, claro, demerite el valor que le 
corresponde al Teorema 2. Con estos resultados se ha construido un algoritmo 
con el cual puede resolverse en tiempo polinomial, exactamente y sin errores, 
cualquier instancia del programa PLEM. 
CAPITULO 4 
APLICACION DEL ALGORITMO AMPT A UN PROBLEMA 
DE PRODUCCION-CONSUMO 
4.1 Introducción 
Corresponde a este capítulo mostrar, mediante un ejemplo, la manera en 
que debe ser aplicado el algoritmo AMPT. Aquí se ilustrará cómo se diseña la 
red auxiliar y cómo se determinan los diferentes conjuntos y demás valores 
que el algoritmo requiere para su ejecución. 
4.2 Planteamiento del Problema 
Se considera una compañía compuesta por 2 plantas ensambladoras de 
chasises automotrices y 2 almacenes. Se supone lo siguiente: 
1. Las plantas ensambladoras están ubicadas en Monterrey (Mty) y el Distrito 
Federal (DF). 
2. Los almacenes están ubicados en Torreón (Ton) y Toluca (Tol). 
3. El tamaño de cada almacén es de tal magnitud que puede guardar cualquier 
cantidad de unidades (chasises). 
4. Las unidades (chasises) son requeridas en dos plantas automotrices 
ubicadas en, Puebla (Pue) y Saltillo (Sal), respectivamente. 
5. En la actualidad, la cantidad mensual de unidades requeridas en Saltillo y 
Puebla es de: 70000 y 50000, respectivamente. 
6. La cantidad de unidades producidas en Monterrey y el Distrito Federal es 
de: 40000 y 80000, respectivamente. 
7. Las unidades solo pueden transportarse utilizando las rutas indicadas en 
la tabla I. En esa tabla se incluyen las capacidades y costos por unidad de 
transporte, así como el programa actual de envíos. 
8. Se espera un gran incremento en la demanda de unidades para el próximo 
año. 
9. Existen algunas fricciones con el personal de la planta ensambladora 
ubicada en el Distrito Federal. Se estima que esa planta podría cerrarse. 
10. Es posible habilitar una parte o todo el espacio que ocupa cada almacén 
para ensamblar chasises. 
11. Se puede comprar todo el equipo necesario para incrementar la producción 
de chas i se s. 
TABLAI 
DATOS DEL PROBLEMA 
Desde: A: Transporte Programa 
Capacidad / Costo Actual 
DF Ton 80000 / $50 40000 
DF Toi 50000/$10 40000 
Ton Toi 60000 / $70 0 
Ton Sal 80000/$10 40000 
Toi Pue 40000 / $30 40000 
Toi Mty 50000 / $80 0 
Pue DF 60000 / $20 0 
Mty Ton 10000/$40 0 
Mty Sal 40000 / $20 40000 
Sal Toi 80000 / $60 0 
Sal Pue 10000/$70 10000 
El problema consiste en determinar el máximo incremento total de la 
demanda que pueda ser satisfecho, con el sistema actual de distribución. 
4.3 Solución del Problema 
Con la información dada se construye la red (jV, A\ a, c, d, / ) . El conjunto de 
nodos TV y de arcos A se muestran en las tabas II y III, respectivamente. 
TABLA II 
CONJUNTO DE NODOS 
Ciudad DF Ton Toi Pue Mty Sal 
Nodo asociado 1 2 3 4 5 6 
Flujo externo ax (x 10000) 8 0 0 -5 4 -7 
Dirección de perturbación dx -1 1 1 -1 1 -1 
TABLA III 
CONJUNTO DE ARCOS 
Desde: A: Arco asociado Capacidad cxy Flujo fxy 
(xlOOOO) (xlOOOO) 
DF Ton (1,2) 8 4 
DF Tol (1,3) 5 4 
Ton Tol (2,3) 6 0 
Ton Sal (2,6) 8 4 
Ton Pue (3,4) 4 4 
Tol Mty (3,5) 5 0 
Pue DF (4,1) 6 0 
Mty Ton (5,2) 10 0 
Mty Sal (5,6) 4 4 
Sal Tol (6,3) 8 0 
Sal Pue (6,4) 10 1 
Se observa que la red (iV, A; a, c, d, / ) está balanceada, ya que 
= 8 + 0 + 0 - 5 + 4 - 7 = 12 - 1 2 - 0 
xeN 
También se puede verificar que / es un flujo factible sobre la red 
(iV, a , c, d). Para ello, se forman las matrices de capacidades C y de flujos 
F, presentadas en las tablas IV y "V respectivamente, donde las celadas en 
blanco tienen valor cero, SF es la suma de fila y SC es la suma de columna. 
TABLA IV 
MATRIZ DE CAPACIDADES 
1 2 3 4 5 6 
1 8 5 
2 6 8 
3 4 5 
4 6 
5 10 4 
6 8 10 
TABLA V 
MATRIZ DE FLUJOS 
1 2 3 4 5 6 SF 
1 4 4 8 
2 0 4 4 
3 4 0 4 
4 0 0 
5 0 4 4 
6 0 1 1 
SC 0 4 4 5 0 8 
Se recuerda que, con respecto a la matriz de flujos F (página 16), se 
satisfacen las siguientes ecuaciones: 
SFX = 'y ^ fxy 
y<=A+(x) 
SCx — f y x 
yeA~ {x) 
Entonces / es una función de flujo factible ya que 0 < F < C, y 
además, el flujo neto sobre cada nodo en la red es igual a su flujo externo, 
como se muestra enseguida: 
1. SFi — SC\ = 8 — 0 = 8 = ai , 
2. SF2 — SC2 = 4 - 4 = 0 = a 2 ) 
3. SF3 — 5 C 3 = 4 — 4 = 0 = <33, 
4. S F 4 - S C 4 = 0 - 5 = - 5 = a4 , 
5. S F 5 - S , C 5 = 4 - 0 = 4 = a5 , 
6. SF6 - SCq = 1 - 8 = - 7 = A6 
Ahora se aplica el algoritmo AMPT 
Paso 1. 
AT- = { 1 , 4 , 6 } 
N° = <p 
N + = { 2 , 3 , 5 } 
Paso 2. 
/ (2 ,1 ) ; (3,1); (3, 2); (6, 2); (4, 3); (5, 3) ; \ 
(1 ,4) ; (2, 5); (6, 5); (3, 6); (4, 6) / 
Paso3. En la tabla VI se muestran los valores de la matriz de capacidades 
U. En esta tabla los números en negrita corresponden a las capacidades de los 
arcos en el conjunto B. 
TABLA VI 
MATRIZ DE CAPACIDADES DE LA RED AUXILIAR 
1 2 3 4 5 6 
1 4 4 6 
2 4 0 10 4 
3 1 6 4 0 8 
4 0 0 9 
5 0 5 4 
6 4 0 1 0 
Paso 4. Se ha determinado la red auxiliar ( N , A U B; u) 
Paso 5. Aplicando el algoritmo de Etiquetado [Ford, 1962] se encuentra 
que el valor del flujo máximo sobre la red auxiliar ( /V, A U B; u), desde el 
conjunto N~ al conjunto jV+, es v = 12. Los valores de la función de flujo 
máximo, asociada a este valor, se muestran en la tabla VII. 
TABLA VII 
VALORES DE LA FUNCION DE FLUJO MAXIMO 
1 2 3 4 5 6 SFm 
1 4 4 8 
2 0 0 0 0 
3 0 0 0 0 0 
4 0 0 4 4 
5 0 0 0 0 
6 4 0 0 0 4 
SCm 0 8 4 0 0 4 
Paso 6. La máxima perturbación total es A* = 2v = 24 
Paso 7. El flujo externo a'x, Vx G N, de la red que resulta cuando la 
red (N, A\a, c, d, / ) se perturba al máximo, tiene los siguientes valores: 
(a) a[ - ai - SFmi + SCmi = 8 - 8 + 0 - 0 . 
(b) aí> = a 2 - SFm2 + SCm2 = 0 - 0 + 8 = 8. 
(c) aíj = a 3 - SFmz + SCmz = 0 - 0 + 4 = 4. 
(d) = a 4 - SFrrii + SCm4 = - 5 - 4 + 0 = - 9 . 
(e) a'5 = a 5 - SFm5 + SCmñ - 4 - 0 + 0 = 4. 
(f) ag = a 6 - SFm§ + SCrriQ = - 7 - 4 + 4 = - 7 . 
Paso 8. La red (iV, A; a', c, d, /')» que resulta desde (TV, A; a, c, d, / ) 
cuando los flujos externos de ésta se perturban al máximo, tiene asociada la 
función de f lu jo factible / ' cuyos valores se muestran en la tabla VIII. 
TABLA VIII 
VALORES DE LA FUNCION DE FLUJO 
ASOCIADA A LA RED PERTURBADA 
1 2 3 4 5 6 SF' 
1 0 0 0 
2 0 8 8 
3 4 0 4 
4 0 0 
5 0 4 4 
6 0 5 5 
SC 0 0 0 9 0 12 
Se puede observar que la red (N, A; a', c, d} f ) está balanceada, ya que 
E 4 = 0 + 8 + 4 - 9 + 4 - 7 = 1 6 - 1 6 = 0 
xeN 
y que / ' es un flujo factible, porque 
(a) SF[ — SC{ — 0 — 0 = 0 = ai 
(b) SF¡ ~ SC'2 = 8 - 0 = 8 = a'2 
(c) SF% — SC'Z = 4 — 0 = 4 = <23 
(d) SF¡ - SC'A = 0 - 9 = - 9 = a i 
(e) SF¿ - SC'5 = 4 - 0 = 4 = 
(f) - 5C¿ = 5 - 12 = -7 = a'6 
Conclusión: 
El máximo incremento en la demanda que puede ser satisfecho es de 
K l - M + K l - |a6 | = 90,000 - 50,000 + 70, 000 - 70,000 = 40,000 
unidades mensuales. 
Entonces el administrador puede comprometerse con entregar un 
máximo de 90,000 unidades mensuales a la compañía automotriz ubicada en 
Puebla. A la compañía automotriz ubicada en Saltillo le seguirá entregando 
las mismas 70,000 unidades mensuales. 
Si el administrador lograra ese nuevo contrato con la planta de Puebla, 
entonces se deben efectuar las siguientes acciones: 
1. Como a[ = 0, entonces el nuevo flujo externo para el Distrito Federal es 
cero. Por lo tanto se debe cerrar la planta ubicada en esa ciudad y, desde 
luego, reubicar su capacidad productiva. 
2. Puesto que a'2 = 8 y a j = 4 entonces debe instalarse equipo productivo 
en las ciudades de Torreón y Toluca con una capacidad de producción 
equivalente a 80, 000 y 40, 000 unidades mensuales, respectivamente. Se 
observa que la capacidad productiva que se tiene en el Distrito Federal 
puede distribuirse entre Torreón y Toluca (según convenga), y se debe 
comprar nuevo equipo para producir 40, 000 unidades mensuales. 
3. Puesto a'b = 4 y / - 6 = 4, entonces en Monterrey se producirán 40, 000 
unidades mensuales y se enviarán a Saltillo. 
4. Puesto que a'3 = 4y = 4, entonces las 40, 000 unidades mensuales 
que serán producidas en Toluca se enviarán a Puebla. 
5. Puesto que a2 = 8, a'6 = —7, a'A = —9, f2Q — 8 y /¿ 4 = 5 entonces, 
de las 80,000 unidades mensuales que serán producidas en Torreón, se 
mandan 80,000 a Saltillo, y de ahí, se transbordan 50, 000 a Puebla. 
4.4 Resumen 
En este capítulo se ha presentado una instancia del problema PLEM con el 
propósito de mostrar la manera en que el algoritmo AMPT debe ser aplicado. 
Otro aspecto importante que debe ser señalado, es la manera en que se 
obtienen las conclusiones a partir de la solución del problema. 
CAPITULO 5 
EXTENSIONES DEL PROBLEMA DE INVESTIGACION 
5.1 Introducción 
En este capítulo se presentan dos extensiones del problema investigado 
en esta Tesis. En la primera, se consideran cotas en las perturbaciones a lo 
largo de la dirección de perturbación. De esta manera puede obtenerse en el 
peor de los casos, por ejemplo, una capacidad de producción mínima deseable 
cuando ésta se expone a una reducción. 
Por otra parte, en el teorema 2 de la sección 3.6, se demostró que la 
solución óptima del problema PLEM es independiente de la función de flujo 
factible inicial. Sin embargo, los valores individuales de las perturbaciones 
del flujo externo dependen tanto de la función de flujo factible inicial 
como del algoritmo de flujo máximo utilizado, entonces resulta interesante 
determinar, para un valor fijo de perturbación total menor o igual que A*, 
los valores de las perturbaciones individuales del flujo externo que minimice 
una cierta función de costo, la cual contempla el costo de la implementación 
de esas perturbaciones, además del costo de transporte. Este problema 
corresponde a la segunda extensión. 
5.2 Perturbaciones Acotadas 
Se han considerado perturbaciones del flujo externo en una dirección dada. 
Sin embargo, podría presentarse el caso en que las perturbaciones estén 
acotadas superiormente, es decir, 0 < óT < r)x, Vx € N, donde r]x 6 N + . 
En la mayoría de los casos, cuando ax > Oy dx = —ló cuando 
ax < 0 y dx = 1, se supone que r¡x = ax. Por otro lado, cuando ax > Oy 
dx = 1 o cuando ax < 0 y dx — — 1, el valor de r¡x estaría determinado por 
la máxima expansión factible de la capacidad productiva y por la demanda 
máxima esperada, respectivamente. 
El Problema PLEM con restricciones 6X < r]x, Vx € N, puede 
resolverse determinando el flujo máximo desde el nodo s al nodo t sobre la 
red capacitada (Ne, ( A U B)e; ue), la cual es una extensión de la red auxiliar 
(TV, A U B\u), donde 
Ne- - N\j{s,t}; 
(A U Bf = A U B U (s, N~) U (N+: t); 
(s1N~) = {(s1x):xeN~}; 
(N+,t) = {(x,t):x£N+}-, 
uxy si (x,y) G A U B 
u r j y si x = s y y € N~ 
r¡T si x e N+ y y = i 
Entonces el valor óptimo de A es 
/ m , 
y se obtiene haciendo 
¿í . = f m s x , V z € N~ 
61 = fmxU Vx e yv+ 
f x y = f x y - f m x y + fmyX) V O , y ) G A 
5.3 Costos en las Perturbaciones y Costos de Transporte 
Sea (N,A\a,c<d,f,A.g<b) una red balanceada y factible, en la cual la 
función de flujo externo a es perturbada un total de A unidades en la dirección 
d; donde A* > 2A e Z + ; g : N -»• b : A 
En este contexto, A representa una perturbación total factible del flujo 
I gx, sia^ > 0, dx - 1 
si fía- < 0, dx = — 1 , representa el costo unitario 
0, en otros casos 
de incrementar la oferta o la demanda; y b (x, y) = bxy representa el costo 
unitario por transportar flujo desde el nodo x hacia el nodo y utilizando el 
arco (x, y). 
El problema consiste en determinar los valores de 8X y f'xyi Va; £ ./V 
y V (x, y) £ A, respectivamente, que minimicen la siguiente función 
Se nota que la función anterior representa el costo total de las perturbaciones 
y del transporte. 
El problema anterior se resuelve al determinar la función de flujo de 
mínimo costo [Ford, 1962] sobre la red (Ne, Ae; ae, ce, be), donde Ne es el 
conjunto de nodos, A6 es el conjunto de arcos, a6 : Ne —• es la función 
de flujo externo, ce : Ae —> Z+ es la función de capacidad, y be : Ae —• 
es la función de costo de transporte. Aquí, 
Ne = NU {xux2,x&x4}\ 
Ae á= A U A1 U A2 U A3 U A4 U {(xu x3), (xh x2)} ; 
A1 = {{xu y) : y £ N'} ; A2 = {(x, x2) : x e N+}; 
A* {{x3,y) : y £ N~,ay > 0}; 
A4 = { (x ,x 4 ) : x £ N+,ax < 0} ; 
(x,y)eA 
M si (x,y) £ A1 U (xux3) 
cexv= { M si (x,y) £ A2 U(x4,x2) x y 
ay si (x,y)£A^ 
[ ax si (x,y) £ A4 
y 
be = uxy 
bxy si (x,y) £ A 
9y si (x,y) £ A1 
gx si (x, y) G A2 
O si (x,y) G A3 U (0:1,0:3) 
O si (x,y) £ A4 U (x4 ,x2) 
donde x\, x<i, £3, £4 son nodos artificiales agregados a la red original. 
5.4 Resumen 
En este capítulo se han presentado dos extensiones del problema resuelto 
en esta Tesis. La primera puede resolverse al extender la red auxiliar para 
luego determinar el flujo máximo desde un supernodo fuente a un supernodo 
sumidero, en la cual se consideran las cotas sobre las perturbaciones como 
capacidades de los arcos que conectan a ese con los nodos en N~ y a éste con 
los nodos en N+. La segunda extensión corresponde a un problema de flujos 
a costo mínimo, para el cual ya existen métodos de solución en la literatura 
[Bazaraa, 1990]. 
CAPITULO 6 
CONCLUSIONES Y RECOMENDACIONES 
Existen muchas investigaciones que tratan sobre el análisis postóptimo 
aplicado a redes. El análisis postóptimo en redes estudia el efecto que tienen 
las variaciones de los valores iniciales de los parámetros (ofertas, demandas, 
costos, capacidades) sobre el flujo más económico, el flujo máximo, la ruta 
más corta o sobre la factibilidad de la red. 
En la literatura existen muchos trabajos de investigación que tratan con 
la expansión de la capacidad de producción, pero en ellos no se toma en cuenta 
la capacidad del sistema de distribución y sólo se enfocan a determinar cuándo 
y cuánto expandir de tal forma que la demanda esperada sea satisfecha. 
En la literatura se encuentran dos trabajos [Doulliez, 1971a; Minieka, 
1973] que estudian el efecto de las variaciones de los valores iniciales sobre 
la factibilidad de la red. Doulliez analiza el efecto de la disminución en la 
capacidad de los arcos. Minieka estudia las variaciones (de valor real) en la 
demanda con respecto al tiempo £, es decir, utiliza un solo parámetro. De ese 
modo, las demandas tendrán variaciones constantes con respecto a t mientras 
que las ofertas no cambian sus valores iniciales, es decir, la red no se mantiene 
balanceada. 
Al igual que Minieka [1973], en la investigación desarrollada en esta 
Tesis también se estudia el efecto que tienen las variaciones de los valores 
iniciales de los parámetros sobre la factibilidad de la red. Pero, a diferencia 
de aquella, en esta se consideran variaciones en cada nodo sobre la red y se 
desea mantener el balance de la misma. 
El resultado presentado en esta Tesis será de gran utilidad práctica en 
los sistemas de producción-consumo, en donde se consideren cambios en la 
capacidad de producción y cambios en la demanda, sin que se modifique 
la capacidad de los medios de transporte. Con este resultado es posible 
determinar si cierto centro de producción de bienes puede desaparecer, y si 
fuera así, hacia donde trasladar su capacidad productiva; también se puede 
determinar cuánto mercado puede satisfacerse y por lo tanto, cuánto equipo 
de producción comprar. 
Para futuras investigaciones se sugiere lo siguiente: 
(a) Estudiar el efecto que tendrían las variaciones de las capacidades de los 
arcos sobre la factibilidad de la red. 
(b) Considerar redes multiproducto. 
También es recomendable resolver problemas de aplicación real donde 
se aplique el resultado presentado en esta Tesis. 
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