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Abstract
This paper considers a class of non-linear smoothers, called LULU smoothers, introduced by Rohwer in the late
eighties in the mathematics literature, and since then investigated fairly extensively by a number of authors for
its mathematical properties. They have been successfully applied in various engineering and scientiﬁc problems.
However, to date their distribution theory has not received any attention in the literature. In this paper we derive
their exact as well as asymptotic distributions and show their relationship to the upper order statistics.
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1. Introduction
Smoothing is important in many data analyses. Traditionally, linear ﬁlters were used for smoothing,
especially in engineering applications where digital signal processing based on linear ﬁlters often forms
part of a hardware system. However, in contrast to their behaviour for data containing well-behaved
Gaussian noise, linear smoothers do not respond well to data containing impulsive noise, outliers or noise
from heavy tailed distributions.
Based on his experience in the ﬁeld of robustness, Tukey introduced median-based smoothers in the
1970s as a more robust smoothing technique (see [16,17]). Since then many extensions and modiﬁcations
∗ Corresponding author.
E-mail addresses: wjc@sun.ac.za (W.J. Conradie), tdewet@sun.ac.za (T. de Wet), jankomd@unisa.ac.za (M. Jankowitz).
1 The research of this author was partially supported by the National Research Foundation Grant 2053332 and a research
Grant from the University of Stellenbosch.
0377-0427/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2005.03.073
254 W.J. Conradie et al. / Journal of Computational and Applied Mathematics 186 (2006) 253–267
of median smoothers were proposed (see e.g., [4,10,15,19] and references contained therein). They were
also generalized tomore general non-linear ones based on a number of central order statistics, for example
L-smoothers (see e.g. [2,3]). Thesemedian and other order statistic-based smoothers have been successful
in a wide ranging spectrum of applications. See also the more general results on non-linear smoothers
by, e.g., Mallows [8] and Velleman [18].
In the late 1980s and early 1990s a new class of non-linear smoothers was introduced into the literature
by Rohwer [11] and Rohwer and Toerien [13]. They are based on the extreme order statistics rather than
on the central ones, and Rohwer named them LULU smoothers. Since their introduction, they have been
studied and applied fairly extensively, also in the engineering literature (see e.g. [7,9]). However, to date,
their properties have only been studied in a deterministic setting and distribution theory based on random
sequences has been lacking.
In this paper, we take a number of steps towards rectifying this situation. In the case of independent,
identically distributed (i.i.d.) sequences, we derive the exact distribution of the most important members
of the class of LULU smoothers. Furthermore, the limiting distributions of these smoothers as the window
size increases indeﬁnitely are derived. It is also shown how the latter relates to the limiting distributions
of the upper order statistics.
The layout of the paper is as follows. In Section 2 LULU smoothers are deﬁned and some of their
mathematical properties given. In Sections 3 and 4 the exact and limiting distributions are, respectively,
derived. Some numerical results are given in Section 5 and we conclude in Section 6 with a number of
remarks on further work to be done.
2. LULU smoothers
Consider a doubly inﬁnite sequence
s = {. . . , s−2, s−1, s0, s1, s2, . . .}.
We ﬁrst give a number of deﬁnitions leading to the LULU smoothers and then state (without proofs) two
of their main properties.
2.1. Deﬁnitions
The building blocks of the LULU smoothers are the following two basic rank selectors: for n=1, 2, . . .
let
(∧ns)i = min(si−n, si−n+1, . . . , si),
(∨ns)i = max(si, si+1, . . . , si+n), i = 0,±1,±2, . . . (1)
be the backward, minimum and forward, maximum selectors, respectively.
Remark 2.1.1. Note that ∧n removes upward pulses and ∨n removes downward pulses.
The ﬁrst step in building LULU smoothers is to combine ∧n and ∨n.
Deﬁnition 2.1.1. Deﬁne the lower and upper combinations of ∧n and ∨n as, respectively,
Ln = ∨n∧n and Un = ∧n∨n.
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Remark 2.1.2. 1. If P1 and P2 are two (smoothing) operators on a sequence s, we write (P1P2s)i for
[P1(P2s)]i , i = 0,±1,±2, . . . .
2. Clearly (Lns)isi(Uns)i and it follows quite easily that
· · · (Ln+1s)i(Lns)i · · · (L1s)isi(U1s)i · · · (Uns)i(Un+1s)i · · · .
3. Note that from their deﬁnitions
(Lns)i =max(min((si−n, . . . , si), . . . ,min(si, . . . , si+n)),
(Uns)i =min(max((si−n, . . . , si), . . . ,max(si, . . . , si+n)).
To deﬁne LULU smoothers, the next step is to combine Ln and Un.
Deﬁnition 2.1.2. Combine Ln and Un in two ways, viz. LnUn and UnLn. These and derivatives thereof
will be called LULU smoothers.
Remark 2.1.3. 1. The rationale for using LnUn and UnLn in this fashion is discussed extensively in the
papers by Rohwer (see the references). Essentially the reason is that they treat both upward and downward
pulses in a proper fashion.
2. Clearly (UnLns)i(LnUns)i, i=0,±1,±2, . . . , so these can be considered as, respectively, lower
and upper (half-) smoothers.
3. In the next subsection we give two of the most important properties of these LULU smoothers.
A natural further extension is to apply the LULU smoothers iteratively for k = 1, 2, . . . , n. This leads
to so-called ﬂooring and ceiling smoothers, deﬁned as follows:
Deﬁnition 2.1.3. The ﬂooring smoother Fn is deﬁned as
Fn ≡ (UnLn)(Un−1Ln−1) . . . (U1L1)= (UnLn)Fn−1 (2)
and the ceiling smoother Cn as
Cn ≡ (LnUn)(Ln−1Un−1) . . . (L1U1)= (LnUn)Cn−1. (3)
Remark 2.1.4. It can be shown that
UnLnFnCnLnUn, n= 1, 2, . . . , (4)
so [Fn,Cn] reduces the ambiguity in UnLn and LnUn (see [12]).
Finally, we can combine the lower and upper smoothers into a single (full) smoother in different ways.
The following are two possibilities:
Deﬁnition 2.1.4. Let PLn (respectively, PUn ) be UnLn or Fn (respectively, LnUn or Cn). A Winsorized
smoother can then be deﬁned as
(Wns)i =
{
si if si[(PLn s)i, (PUn s)i]
(PLn s)i if si < (PLn s)i
(PUn s)i if si > (PUn s)i
}
(5)
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and an average smoother as
Gn = 12 (PLn + PUn ). (6)
Remark 2.1.5. There are clearly many other possible ways of combining PLn and PUn . Since our main
interest is in LnUn and UnLn, we will not pursue this further in the present paper.
2.2. Properties
TheLULU smoothers have a number of extremely attractivemathematical properties (see e.g., [11–13])
—we mention only the following two.
Both idempotence as well as co-idempotence hold for the LULU smoothers, i.e. for example for
LnUn we have
(LnUn)
2 = LnUn and (I − LnUn)2 = I − LnUn.
A second property wemention is with respect to the handling of variation. Since the purpose of smoothing
is to reduce the variation in the data, it is extremely useful if a smoother does this in an ordered and
measurable fashion. LULU smoothers have this property for total variation. For a sequence, S ∈ l1, the
latter is deﬁned as
T (s)=
∞∑
i=−∞
|si+1 − si |.
A LULU smoother P then has the property
T (s)= T (P s)+ T (s − Ps). (7)
We can iterate on this, viz. for P1 and P2 both LULU smoothers, it follows that
T (s)= T (P1s)+ T (s − P1s)
= T (P2P1s)+ T (P1s − P2P1s)+ T (s − P1s).
Consider for example the LULU ceiling smoother Cn for which
Cn = (LnUn)Cn−1.
Applying the above gives
T (s)= T (Cn−1s)+ T (s − Cn−1s)
= T (Cns)+ T (Cn−1s − Cns)+ T (s − Cn−1s). (8)
In Section 5 we give a numerical example based on Standard and Poor 500 data to illustrate this property.
Remark2.2.1. 1. Idempotencemeans that there is no “noise” left in the smootheddata and co-idempotence
means that there is no “signal” left in the residual.
2. The above variation reduction property is clearly extremely useful for applications. It gives ameasure
of the amount of variation “peeled off” during each successive application of a smoothing operation and
is a diagnostic tool to decide when one could terminate the smoothing process.
W.J. Conradie et al. / Journal of Computational and Applied Mathematics 186 (2006) 253–267 257
3. LULU smoothers have some relationship in two dimensions to so-called morphological ﬁlters in
image processing (see e.g. [1]).
4. For further results on the properties of LULU smoothers, consult the above papers as well as
the recent paper [14]. In particular, the forthcoming book [12] by Rohwer is a single source reference
to these results.
3. Exact distributions
In this section, we consider the exact distribution of LULU smoothers as well as the distribution of its
components. We ﬁrst consider LnUn. Let . . . , X−2, X−1, X0, X1, X2, . . . be a sequence of i.i.d. random
variables with distribution function FX. Denote by FLnUn. the distribution function ofLnUn based on this
sequence. We have the following result.
Theorem 1. For n= 1, 2, . . .
FLnUn(x)= Fn+1X (x)+ n(1− FX(x))F n+1X (x)+ (1− FX(x))F 2(n+1)X (x)
+ 12 (n− 1)(n+ 2)(1− FX(x))2F 2(n+1)X (x). (9)
To prove the theorem, we ﬁrst give two lemmas. Throughout we use the following notation.
Yi = ∨ (Xi,Xi+1, . . . , Xi+n)= (∨nX)i ,
Zi = ∧ (Yi−n, Yi−n+1, . . . , Yi)= (∧nY )i ,
Ai = ∧ (Zi−n, Zi−n+1, . . . , Zi)= (∧nZ)i ,
Bi = ∨ (Ai, Ai+1, . . . , Ai+n)= (∨nA)i .
Lemma 1. Write
P(Y1>x, Y2>x, . . . , Yr−1>x, Yrx)=mYr (x),
then
mYr (x)=
{
dn(x), r = 2, . . . , n+ 2,
qYr−(n+2)(x)dn(x), rn+ 3,
(10)
where dn(x)= (1− FX(x))F n+1X (x) and qYr (x)= P(Y1>x, Y2>x, . . . , Yr > x).
Proof. Note that
{Yrx} ∩ {Yr−1>x} = {Xr−1>x, Yrx} = {Xr−1>x,Xrx,Xr+1x, . . . , Xr+nx}.
Since
{Xr−1>x} ⊂ {Yk >x}, k = r − n− 1, . . . , r − 1,
we have
{Yr−n−1>x, . . . , Yr−2>x} ∩ {Xr−1>x} = {Xr−1>x}.
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Thus
{Y1>x, Y2>x, . . . , Yr−1>x, Yrx}
= {Y1>x, . . . , Yr−n−2>x} ∩ {Yr−n−1>x, . . . , Yr−2>x} ∩ {Yr−1>x, Yrx}
= {Y1>x, . . . , Yr−n−2>x} ∩ {Yr−n−1>x, . . . , Yr−2>x} ∩ {Xr−1>x} ∩ {Yrx}
= {Y1>x, . . . , Yr−n−2>x} ∩ {Xr−1>x} ∩ {Yrx}
= {Y1>x, . . . , Yr−n−2>x} ∩ {Xr−1>x,Xrx, . . . , Xr+nx}.
Note that {Y1>x, . . . , Yr−n−2>x} is a function only of Xk’s, with kr − 2. This gives
mYr (x)= qYr−(n+2)(x)(1− FX(x))F n+1X (x).
Here we need to have r − n − 21, giving rn + 3. (Note: Yr−n−2 = ∨(Xr−n−2, . . . , Xr−2) and
Y1 = ∨(X1, . . . , Xn+1) which shows that r − n − 2 must be greater than or equal to 1, i.e. rn + 3.)
This proves the second expression in (10).
Further, for rn+2,we have {Xr−1>x} ⊂ {Yk >x}, k=1, . . . , r−2. (Note: Y1=∨(X1, . . . , Xn+1)
and since n+ 2r, we have n+ 1r − 1.) It follows that for such r
{Y1>x, . . . , Yr−2>x} ∩ {Yr−1>x} ∩ {Yrx}
= {Y1>x, . . . , Yr−2>x} ∩ {Xr−1>x} ∩ {Yrx}
= {Xr−1>x} ∩ {Yrx}.
Thus
mYr (x)= P(Xr−1>x,Xrx, . . . , Xr+nx)
= (1− FX(x))F n+1X (x).
This proves the ﬁrst expression in (10) and thus the lemma. 
Lemma 2. For n= 1, 2, . . . ,
qYr (x) ≡ P(Y1>x, Y2>x, . . . , Yr > x),
=


1− Fn+1X (x), r = 1,
qY1 (x)− (r − 1)dn(x), r = 2, . . . , n+ 2,
qYn+2(x)− dn(x)
r−(n+2)∑
k=1
qYk (x), rn+ 3.
(11)
Proof. For r = 1 the result is trivial. Now consider r2. Note that we can always write
qYr (x)= qYr−1(x)−mYr (x).
Iterating this expression gives for sr − 1
qYr (x)= qYs (x)−
r∑
k=s+1
mYk (x).
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Choosing successively s = 1 and s = n + 2 in (10), we obtain respectively, the second and third
expressions in (11). This proves the lemma. 
Proof of Theorem 1. Note that
FLnUn(x)= P(Bix)= P(Aix,Ai+1x, . . . , Ai+nx)
=pAn+1(x) (say),
for each i = 1, 2, . . . . Now
pAn+1(x)= P(A1x,A2x, . . . , Anx)− P(A1x,A2x, . . . , Anx,An+1>x)
=pAn (x)− P(A2x,A3x, . . . , Anx,An+1>x)
+ P(A1>x,A2x, . . . , Anx,An+1>x).
Clearly P(A1>x, A2x, . . . , Anx,An+1>x)= 0, and iterating the above, we have
pAn+1(x)= pAn (x)− P(Anx,An+1>x)
=pAn−1(x)− P(An−1x,An >x)− P(Anx,An+1>x)
=pA1 (x)−
n∑
k=1
P(Akx,Ak+1>x)
= 1− P(A1>x)−
n∑
k=1
P(Zk−nx, Zk−n+1>x, . . . , Zk+1>x)
= 1− P(Z1>x, . . . , Z1−n > x)−
n∑
k=1
P(Z1x, Z2>x, . . . , Zn+2>x)
= 1− qZn+1(x)− nP (Z1x, Z2>x, . . . , Zn+2>x)
= 1− qZn+1(x)− nP (Z2>x,Z3>x, . . . , Zn+2>x)
+ nP (Z1>x,Z2>x, . . . , Zn+2>x)
= 1− (n+ 1)qZn+1(x)+ nqZn+2(x).
Substituting in terms of the Y’s, it follows immediately that
pAn+1(x)= 1− (n+ 1)qY2n+1(x)+ nqY2n+2(x).
Substituting qY2n+1(x) and qY2n+2(x) using (11), gives
pAn+1(x)= 1− (n+ 1)
{
qYn+2(x)− dn(x)
n−1∑
k=1
qYk (x)
}
+ n
{
qYn+2(x)− dn(x)
n∑
k=1
qYk (x)
}
= 1− qYn+2(x)− ndn(x)qYn (x)+ dn(x)
n−1∑
k=1
qYk (x).
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Substituting qYn+2(x) and qYn (x) using (11), leads to
pAn+1(x)= 1− {qY1 (x)− (n+ 1)dn(x)} − ndn(x){qY1 (x)− (n− 1)dn(x)} + dn(x)qY1 (x)
+ dn(x)
n−1∑
k=2
{qY1 (x)− (k − 1)dn(x)}
= 1− qY1 (x)+ (n+ 1)dn(x)− qY1 (x)dn(x)+ d2n(x)
{
n(n− 1)−
n−1∑
k=2
(k − 1)
}
= 1− qY1 (x)+ (n+ 1)dn(x)− qY1 (x)dn(x)+ 12 (n− 1)(n+ 2)d2n(x).
Substituting dn(x) and qY1 (x) leads to
pAn+1(x)= Fn+1X (x)+ (n+ 1)(1− FX(x))F n+1X (x)− (1− Fn+1X (x))(1− FX(x))F n+1X (x)
+ 12 (n− 1)(n+ 2){(1− FX(x))F n+1X (x)}2
=Fn+1X (x)+ n(1− FX(x))F n+1X (x)+ (1− FX(x))F 2(n+1)X (x)
+ 12 (n− 1)(n+ 2)(1− FX(x))2F 2(n+1)X (x)
which concludes the proof. 
Denote by FUnLn(x) the distribution function of UnLn, based again on a sequence of i.i.d. random
variables. We then have
Theorem 2. For n= 1, 2, . . .,
FUnLn(x)= 1− (1− FX(x))n+1 − nFX(x)(1− FX(x))n+1 − FX(x)(1− FX(x))2(n+1)
− 12 (n− 1)(n+ 2)F 2X(x)(1− FX(x))2(n+1). (12)
Proof. It follows quite easily that UnLn(s) = −LnUn(−s), and writing FLnUn(x) as a function, say g,
of FX, we obtain
FUnLn(x)= 1− g(1− FX(x)),
which gives the desired result. 
Corollary 1. For n= 1, 2, . . . we have
FUn(x)= Fn+1X (x)+ n(1− FX(x))F n+1X (x) (13)
and
FLn(x)= 1− (1− FX(x))n+1 − nFX(x)(1− FX(x))n+1. (14)
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Proof. The proof follows in a straightforward way using Lemma 2. We have
FUn(x)= P(Zix)= 1− qZ1 (x)
= 1− qYn+1(x)
= 1− qY1 (x)+ ndn(x).
The proof for Ln follows in a similar fashion. 
Remark. For a given underlying distribution, the results of these theorems enable us to easily compute
the distributions of the LULU smoothers. In Section 5.2 we illustrate this for the normal underlying
distribution and a few choices of n.
4. Asymptotic results
In this section we consider the distributional behaviour of the LULU smoothers, and that of its con-
stituent parts Un and Ln, when the “window size”n tends to inﬁnity. Since these quantities are based on
the extreme order statistics, one would expect the results from extreme value theory (EVT) to apply. This
is indeed the case as we will show below.
We ﬁrst considerUn and thenLnUn. (Results forUnLn andLn follow analogously.) Using these results,
we compare their (asymptotic) behaviour to that of the upper order statistics, for which such results are
well known. We start by giving some known results from EVT. Let X1, X2, . . . , Xn be a sample of i.i.d.
random variables from a random variable X, having distribution function FX. Deﬁne
Xn,n =max(X1, X2, . . . , Xn)
as the maximum of the sample. The well-known Fisher–Tippett theorem says that if there exist sequences
of constants an > 0 and {bn} such that (Xn,n − bn)/an converges in distribution to some distribution
function H, as n→∞, then H has a generalized extreme value distribution, having one of three possible
forms (see e.g., [6]). In this case we say that FX lies in the maximum domain of attraction of H, written
FX ∈ MDA(H). We apply this result to Un and LnUn. Let . . . , X−2, X−1, X0, X1, X2, . . . be as in
Section 3.
Theorem 3. Suppose FX ∈ MDA(H), with sequences of constants an > 0 and {bn}. Then, as n → ∞,
we have
1. Jn(x) ≡ FUn(anx + bn) D−→H(x)−H(x) logH(x) ≡ J (x).
2. Gn(x) ≡ FLnUn(anx + bn) D−→H(x)−H(x) logH(x)+ 12 [H(x) logH(x)]2 ≡ G(x).
Proof. From [6], p. 128, we have thatFX ∈ MDA(H) if and only if, as n −→∞, n(1−FX(anx+bn)) −
→ − logH(x), x ∈ R. We use this result to prove both cases. Remember that P(Xn,nx) = FnX(x).
Thus, as n→∞,
Hn(x) ≡ P([Xn,n − bn]/anx)= FnX(anx + bn) −→ H(x).
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For 1, we have from Corollary 1 that
Jn(x)= Fn+1Un (anx + bn)+ n[1− FX(anx + bn)]Fn+1X (anx + bn).
The result now follows immediately from the above. In a similar fashion, using Theorem 1 with the above
and noting that
(1− FX(anx + bn))F 2(n+1)X (anx + bn) −→ 0.
2 follows. 
Remark. 1.The results forUnLn andLn follow in a similar fashion in termsof the asymptotic distribution
of sample minima.
2. We now consider the relationship between the limiting distributions in Theorem 3 and those for the
upper order statistics. For the latter, we have the following result.
Let X1, X2, . . . , Xn be as above and let Xn−k+1,n be the kth largest order statistic. Then for k ﬁxed,
and an > 0, {bn}, as before,
P((Xn−k+1.n − bn)/anx) −→ Hk(x),
where
Hk(x)=H(x)
k−1∑
s=0
(− logH(x))s
s! .
For example H1(x)=H(x) and H2(x)=H(x)(1− logH(x)).
From the last expression and 1 of Theorem 3 we see that Un has the same asymptotic distribution as
the second largest order statistic.
For LnUn we ﬁnd from 2 of Theorem 3 that we can write its asymptotic distribution G(x) as:
G(x)=H2(x)+ c1(x) and G(x)=H3(x)− c2(x), (15)
where
c1(x)= 12 [H(x) logH(x)]20 (16)
and
c2(x)= 12 [logH(x)]2H(x)(1−H(x))0. (17)
Thus
H2(x)G(x)H3(x). (18)
We conclude that asymptotically LnUn is stochastically bounded from below byXn−2,n (the third largest
order statistic) and from above byXn−1,n (the second largest order statistic). Note that it follows directly
that
c1(x)− c2(x)= 12 (logH(x))2H(x)(2H(x)− 1).
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This implies that c1(x)c2(x) (G is closer to H3) or c1(x)c2(x) (G is closer to H2) depending on
whether
xmedian(H) or xmedian(H).
The above is the best result we have forLnUn at themoment. It may be thatLnUn has the same asymptotic
distribution as some linear combination of the second and third largest order statistics, but we have not
yet found a result of this kind.
5. Numerical results
5.1. Illustration of variation reduction
To illustrate the variation reduction property of LULU smoothers, as discussed in Section 2.2, consider
the Standard and Poor 500 data for the period 4 January 1999 to 3 October 2000, given in Fig. 1 below
(see also [5]).
The total variation for this data set is
T (s)==
∞∑
i=1
|si+1 − si | = 5085.45.
Smoothing with L1U1 = C1 and U1L1 = F1, using the decomposition T (s) = T (C1) + T (s − C1),
(respectively, T (s)=T (F1)+T (s−F1)), gives 5085.45=2835.22+2250.23, (respectively, 5085.45=
2875.14+2210.31), or, as percentages, the decompositions give 100%=55.75%+44.25%, (respectively,
100%= 56.54%+ 43.46%). These smoothed sequences are given in Fig. 2 below.
Now, if we apply the smoother L2U2 to C1 (obtaining C2), we obtain the further decomposition
T (C1)= T (C2)+ T (C1 − C2), resulting in 5085.45= 2079.8+ 755.42+ 2250.23. In percentages this
is 100%= 40.90%+ 14.85%+ 44.25%. This means that a further 14.85% has been removed from the
smoothed sequence obtained in the ﬁrst iteration. Further smoothing (by applying L3U3 to C2) does not
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Fig. 1. Standard and poor 500 data for the period 4 January 1999 to 3 October 2000.
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Fig. 2. Data smoothed by L1U1 = C1, and U1L1 = F1. Where there is only one line, they coincide, otherwise C1 denotes the
upper line and F1 the lower line.
1550
1500
1450
1400
1350
1300
1250
1200
Fig. 3. Data smoothed by C2 and F2. Where there is only one line, they coincide, otherwise C2 denotes the upper line and F2
the lower line.
produce any signiﬁcant further reduction in the “smooth”, indicating that further smoothing is not needed.
The results for F2 are very similar. The smoothed sequences C2 and F2 are given in Fig. 3 .
5.2. Density functions of LnUn and UnLn
In this section we illustrate the results of Section 3 by drawing the density functions ofLnUn andUnLn
for n = 2, 5 and 10. These are given in Fig. 4 below, where the underlying distribution is N(0, 1). In 2
of Remark 6 below, we mention ﬁnding the distributions of C2 and F2 as polynomials in the underlying
distribution. Their densities, together with that of L2U2 and U2L2 are given in Fig. 5, again for the case
of the N(0, 1) as the underlying distribution.
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Fig. 4. Density functions of LnUn and UnLn for n= 2, 5 and 10. The dashed curve indicates the N(0, 1) density function.
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0.00
-3.8 -3.5 -3.2 -2.9 -2.3 -2 -1.7 -1.4 -1.1 -0.8 -0.5 -0.2 0.1 0.4 0.7 1 1.3 1.6 1.9 2.2 2.5 2.8 3.1 3.4 3.4
x
U2L2(X)
F2(X) C2(X)
L2U2(X)
n(0,1)
Fig. 5. Density functions of C2, F2, L2U2, U2L2, N(0, 1).
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Table 1
Means and variances of LnUn.
Mean Variance
Uniform (0,1)
n= 1 0.550 0.050
n= 2 0.624 0.038
n= 5 0.752 0.019
Normal (0,1)
n= 1 0.149 0.454
n= 2 0.368 0.352
n= 5 0.756 0.232
5.3. Moments of LnUn and UnLn
Using Theorems 1 and 2, it is straightforward to calculate (e.g.) the moments of LnUn and UnLn. We
illustrate this by ﬁnding the means and variances for n=1, 2, 5, choosing for FX the uniform distribution
on (0,1) and the standard Gaussian distribution.We give these in Table 1 below only forLnUn—the results
for UnLn follow directly from these: Var(UnLn)=Var(LnUn); for the U(0, 1) distribution, E(UnLn)=
1− E(LnUn) and for the N(0, 1) distribution, E(UnLn)=−E(LnUn).
Note from the table the increase in the expected valueswith increasing n and the corresponding decrease
of the variances, as one would expect.
6. Concluding remarks
1. In this paper the ﬁrst steps have been taken to determine distributional properties of LULU smoothers.
Its close connection (at least asymptotically) to the extreme order statistics is of particular relevance
in gaining better understanding of their stochastic properties. Much still needs to be done as indicated
in the subsequent remarks.
2. In Deﬁnition 2.1.3 the ceiling and ﬂooring smoothers were deﬁned as reﬁnements ofLnUn andUnLn.
Clearly it will be useful to have their distributions available. However, due to their complexity this
is extremely difﬁcult for general n (window size). We have been able to write it down for n = 2, i.e.
for C2 and F2. For C2 this gives a 12th degree polynomial in FX (and again analogously for F2). We
hope to report progress on this problem in the near future. Obtaining the distributions for general n
will also enable us to ﬁnd their asymptotic distributions.
3. There is a need for having the joint distributions of upper and lower LULU smoothers, e.g. that of
LnUn, and UnLn. Some progress has been made on this.
4. The above distributions were derived under the assumption of independence in the data. This assump-
tion often does not hold and the results need to be extended to also cover cases of dependence.
5. A simulation study is currently being undertaken to compare the performance of LULU smoothers
with other non-linear smoothers. We will report on this in the near future.
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