Let (M, ω) be a symplectic and Riemannian manifold on which a Lie group acts in a hamiltonian way. We determine conditions for which the reduced space inherits an induced Riemannian structure through a Riemannian submersion.
Introduction
These notes aim at studying the inheritance of a Riemann metric of a symplectic manifold on its symplectic quotient. In several studies the symplectic quotient process has been investigated throughout the last century, which aimed at working out a lower dimensional manifold that still holds a symplectic structure related to the original one. In mechanics the new object offers that advantage of modeling a Hamiltonian system with lower degree of freedom. Our main references on the topic are the paper by Marsden G. and Weinstein A. ( [9, 1974] ) and the book by Abraham R. ( [1] ). In the same way, starting with a symplectic manifold provided with a Rieman metric, we think it would be good to end up having a Marsden-Weinstein quotient which is also a Riemannian space with a Riemann metric inherited from the one on the original space. To this end, the paper is organized as follows. Section 1 is a summary of the basics on Riemannian manifolds that introduces Riemannian submersions. Section 2 describes almost complex structures and the notion of a holomorphic mapping that will play a key role in the transference of the metric to the quotient, that is, the existence of a Riemann structure on the symplectic quotient through a Riemann submersion.
Preliminary
A Riemannian structure (or Riemannian metric) on a smooth manifold M, which is usually denoted by g, is a smooth positive definite and symmetric bilinear form on T p M for each p ∈ M. That is, a smooth assignment of an inner product ·, · , to each tangent space T p M of M. We denote by (M, g) a manifold on which the Riemannian structure g is defined and call it the Riemannian manifold. The inner product at each p ∈ M we shall denote by either g p or g p (M).
Assuming that N is an arbitrary manifold, (M, g) a Riemannian manifold, we recall that if a smooth map f : N → M is an immersion, then f * g is a Riemannian metric on N called the induced metric. Moreover, let (M, g) and (N, h) be two Riemannian manifolds. A diffeomorphism
where T p f · X is the image of the tangent vector X by the differential mapping associated with f at p. We also say that f :
It is easily checked that if f is an isometry on M, then its inverse is also an isometry on M. Clearly the identity map on M is an isometry on M and if f, g are isometries on M then their composition is also an isometry on M, which makes the set of isometries on M a group under the composition of maps. A group of isometries on a Riemannian manifold M is a Lie group. (see [6, p 63 
Theorem 2.0.2 Let G be a Lie group acting on a smooth manifold M. If G is compact then there exists an invariant Riemannian metric on M (see [2, p. 56] ).
Riemannian submersions
is called the set of vertical vectors at p. (i) π has maximum rank at each point p ∈ M. That is to say (dπ) p :
We shall denote by V (M) p the set of vertical vectors, and by H(M) p the set of horizontal vectors and note that the tangent space T p M decomposes into an orthogonal direct sum
The action Φ is said to be free if whenever Φ g (m) = m for some g ∈ G and m ∈ M, then g = e, the identity element of G. That is, the action is free if the isotropy subgroup is trivial. The action Φ is called
That is, if the inverse image of a compact set is compact. (See [6, p. 61]).
We now make the following observations.
Thus the isometry group G acts transitively on each fibre so that the action of G preserves the fibres.
is a tangent vector to the fibre through x. If ξ = 0 then ξ M (x) = 0. Thus there is a one-to-one correspondence between g = T e G and the tangent space to the fibre at each point x in the fibre.
(c) The action of G preserves the vertical distribution V (M). To see this let ξ M (·) be a vertical vector, then for a ∈ G, by straight forward calculations it can be shown that
which is a tangent vector to the fibre through x.
Almost Complex Structure
Let C n denote n-dimensional space of complex numbers (z 1 , z 2 , · · · , z n ). We identify C n with R 2n by the correspondence (z 1 , · · · , z n ) → (x 1 , y 1 , · · · , x n , y n ), with z k = x k + iy k where i = √ −1. By this identification we can consider C n as a 2n−dimensional Euclidean space. Similarly, if M is an n− dimensional complex manifold with local coordinates (z 1 , · · · , z n ), by identifying these coordinates with (
Clearly J 2 p = −1. 
The pair (M, J) is called an almost complex manifold.
Recall that if F : M → N is a smooth map and let ϕ = (x 1 , · · · , x n ) be local coordinates about p ∈ M and ψ = (y 1 , · · · , y m ) local coordinates about F (p) ∈ N. Then
If f is a smooth function on N then the pull back of f under F is a smooth function on M given by
Proof. (of the Proposition):
Let p ∈ M 1 and let (z 1 , · · · , z n ) be the complex local coordinates in the neighborhood of p and identify these coordinates with (
Set φ * u j = a j (x 1 , y 1 , · · · , x n , y n ) and φ * v j = b j (x 1 , y 1 , · · · , x n , y n ), j = 1, · · · , m Then by the above comments we have
(2) On the other hand
and
Now equation ( Note that we can also write the compatibility condition in the form 
This proves the proposition. Proof. Let g be a Riemannian metric on M such that for each x ∈ M, we have g x (Ju, v) = ω x (u, v) for all u, v ∈ T x M. Then, for all x ∈ M we have: 
where G β is the isotropy subgroup of β.
(ii) If the action of G β on µ −1 (β) is free and proper then the reduced space
See [9, p. 124] . In this case, the projection map π β : µ −1 (β) → µ −1 (β)/G β is a smooth submersion and ω β , where
is the unique symplectic form on the reduced space M β by the Marsden-Weinstein-Meyer reduction theorem (See [1, pp. 298-299]), with i β : µ −1 (β) → M the inclusion map and π β : µ −1 (β) → µ −1 (β)/G β the quotient map. That is, if x is a point in µ −1 (β) so that π β (x) = [x] is a point on the quotient space µ −1 (β)/G β and u ∈ T x (µ −1 (β)) be a tangent vector
, then the equation (5) is equivalent to the following
Let g M be a Riemannian metric on the symplectic manifold (M, ω) and let J M be an almost complex structure such that ω(·, ·) = g M (J M ·, ·), then for
one has i * ω(·, ·) = i * g M (J M ·, ·). Then there exists a Riemannian metric g β on the reduced space µ −1 (β)/G β such that the projection map π β :
Proof.
Let π : µ −1 (β) → µ −1 (β)/G β be the projection onto the reduced space. For convenience we shall write M β for µ −1 (β) and B β for µ −1 (β)/G β . If x ∈ B β then π −1 (x) is called the fibre over x. If m ∈ π −1 (x) then π −1 (x) = {gm : g ∈ G and π(gm) = x} is the fibre through m. Since G β acts freely and properly on µ −1 (β), the projection π : M β → B β is a submersion. (See [1, pp. 298-299] ). But π is constant on π −1 (x), for each x ∈ B β , that is, π(π −1 (x)) = {x}, so, if u ∈ T m π −1 (x) for m ∈ π −1 (x) then dπ m (u) = 0. That is, T m π −1 (x) = ker dπ m = V (M β ) m is the set of vertical vectors. Let H(M β ) m be the orthogonal complement of V (M β ) m , then T m M β decomposes into a direct sum 
If now X is a horizontal vector then for any vertical vector V we have g M (X, V ) = 0 since they belong to orthogonal complement subspaces. We then have
Definition 3.1.4 Let Φ : M → N be an almost Hermitian submersion. A horizontal vector field X on M is called a basic vector field if there is a smooth vector field denoted by X * on N such that X and X * are Φ-related.
We shall first state the difficulties that may arise with regard to the almost complex structure.
If for example a the symplectic manifold (M, ω) is a real manifold and g M is the Riemannian structure on M such that ω(·, ·) = g M (J·, ·), let X be a vector field on M, then 0 = ω(X, X) = g M (JX, X). That is, g M (JX, X) = 0 and since g M is positive definite we conclude that JX is orthogonal to X. Thus, if X is a horizontal vector field then JX belong to the orthogonal complement which in this case is the vertical distribution. Therefore, even if X is a basic vector field there is no guarantee that JX will be a basic vector field.
Another difficulty arises from the push-forward of the almost complex structure. Even when the kernel of the differential of π β is preserved by J, there need not be an almost complex structure on the image π β (M β ) which make dπ β complex linear as the following example shows. Consider the twistor fibration (see [4] ).
which sends a complex line through the origin in C 4 to its quaternionic span in H 2 . For each point x ∈ HP 1 , the inverse image π −1 (x) are complex lines in CP 3 . Thus the fibers of π are holomorphic submanifolds of CP 3 which are compact and connected. However, it has been proved that HP 1 does not admit any almost complex structure. This shows that the push-forward of an almost complex structure by a submersion does not necessarily yield an almost complex structure on its image for which the differential of the map is complex linear. (See [3, p. 8]) for the details of this example. Another example of this phenomenon is found among covering maps of smooth manifolds π : E → B where E has a complex structure. The immediate example is the covering map CP 1 → RP 2 . It is immediate that RP 2 does not admit any complex structure since it is not orientable.
We are now able to state and prove the main result of this work. ), see proposition 3.0.1. It is sufficient to find a condition for which h β = g β . Let x ∈ µ −1 (β)/G β , we have seen from theorem 3.1.1 that if m ∈ π −1 (x), then π −1 (x) = {gm : g ∈ G} is the fibre through m . The tangent space to the fibre T m (π −1 (x)) is the kernel of the differential of π at m. That is, ker dπ m = T m (π −1 (x)). We have classified this tangent space as the set of vertical vectors of the Riemannian submersion π. We also have by the Symplectic Reduction Theorem (see [8, p. 15] ) that (T m (µ −1 (β))) ω = T m (G · m). But G · m = {gm : g ∈ G} = π −1 (x) is the fibre through m. So if X ∈ T m (π −1 (x)) then there is a Y ∈ T m (µ −1 (β)) such that ω(X, Y ) = 0. That is, 
But we also have that ω(m)(X, Y ) = g M (m)(J M X, Y ) = h β (π(m))(π * (J M X), π * Y )
by theorem 3.1.1. In particular, if X and Y are basic vector fields then equation (6) and (7) imply that g β (π(m))(J β (π * X), π * Y ) = h β (π(m))((J M X) * , Y * ) • π = π * h β (m)(JX, Y ) = h β (π(m)(π * (J M X), π * Y ).
But this relation holds if and only if J β (π * X) = π * (J M X), if and only if π * • J M = J β • π * , if and only if π is an almost complex mapping.
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