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ABSTRACT
Computed Tomography (CT) is a widely used technology that re-
quires compute-intense algorithms for image reconstruction. We
propose a novel back-projection algorithm that reduces the pro-
jection computation cost to 1/6 of the standard algorithm. We also
propose an efficient implementation that takes advantage of the
heterogeneity of GPU-accelerated systems by overlapping the fil-
tering and back-projection stages on CPUs and GPUs, respectively.
Finally, we propose a distributed framework for high-resolution
image reconstruction on state-of-the-art GPU-accelerated super-
computers. The framework relies on an elaborate interleave of MPI
collective communication steps to achieve scalable communication.
Evaluation on a single Tesla V100 GPU demonstrates that our back-
projection kernel performs up to 1.6× faster than the standard FDK
implementation. We also demonstrate the scalability and instanta-
neous CT capability of the distributed framework by using up to
2,048 V100 GPUs to solve a 4K and 8K problems within 30 seconds
and 2 minutes, respectively (including I/O).
CCS CONCEPTS
• Computing methodologies → Massively parallel algorithms;
Image processing.
KEYWORDS
Computed Tomography, GPU, Distributed, Heterogeneous Com-
puting
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1 INTRODUCTION
High-resolution Compute Tomography (CT) is a technology used
in a wide variety of fields, e.g. medical diagnosis, non-invasive in-
spection [62], and reverse engineering [17, 50]. In the past decades,
the size of a single three-dimensional (3D) volume generated by
CT systems has increased from hundreds of megabytes (the typical
sizes of a volume are 2563, 5123) to several gigabytes (i.e. 20483,
40963) [7, 42, 66]. The increased demand for rapid tomography re-
construction and the associated high computational cost attracted
heavy attention and efforts from the HPC community [8, 11, 19,
25, 28, 47, 54, 55, 66, 68, 76]. As illustrated in [48], the FDK 1 al-
gorithm is widely regarded as the primary method to reconstruct
3D images (or volumes) from projections, i.e. X-ray images. The
FDK algorithm includes a filtering stage (also known as convolu-
tion) and a back-projection stage. The computational complexi-
ties of those two stages are O(N 2loд(N )) and O(N 4), respectively.
Researchers are increasingly relying on the latest accelerators to
improve the computational performance of FDK, e.g. Application
Specific Integrated Circuits (ASIC) [72], Field-Programming Gate
Array (FPGA) [16, 27, 64, 75], Digital Signal Processor (DSP) [37],
Intel Xeon-Phi [53], Multi-core CPUs [68], and Graphics Processing
Unit (GPU) [51, 73, 77, 78]. This paper focuses on GPU-accelerated
supercomputers for two reasons. First, GPUs are dominantly used
for tomographic image reconstruction [20, 28, 33, 55, 59, 74]. Second,
GPU-accelerated supercomputers are increasingly gaining ground
in top-tier HPC systems.
1Feldkamp, Davis, and Kress [23] presented a convolution-backprojection formulation
(known as FDK algorithm) for CT image reconstruction in 1984. FDK is also known as
the Filtered Back Projection (FBP) algorithm.
ar
X
iv
:1
90
9.
02
72
4v
1 
 [c
s.D
C]
  6
 Se
p 2
01
9
SC ’19, November 17–22, 2019, Denver, CO, USA Chen, P. and Wahib, M., et al.
Instantaneous high-resolution image reconstruction, i.e. gen-
erating a volume moments after processing the scanned image
projections, has long been the holy grail of CT technologies. The
following are some of the challenges one has to consider when
targeting instant high-resolution image reconstruction. First, FDK
is a well-researched algorithm, yet it remains a fact that FDK, with
its high-compute intensity, can benefit from innovation at the al-
gorithm level in order to reduce the cost of computing the projec-
tions (while preserving computational precision). Second, CPUs and
GPUs have different architectures. A fully heterogeneous solution
necessitates careful assignment and orchestration of computing
tasks to CPUs and GPUs. Third, high-resolution image reconstruc-
tion is limited by GPU memory capacity. Taking a volume of size
40963 for instance, the required storage is 256GB, which largely
exceeds the memory capacity of a single GPU. Hence a distributed
implementation is essential to avoid the GPU memory capacity bot-
tleneck. Fourth, the effective use of MPI over the system hierarchy is
critical to optimize data movement within the system. Finally, non-
trivial optimizations are required to design an end-to-end pipeline
for the computation of the filtering and back-projection stages us-
ing thousands of CPUs/GPUs (and this includes the I/O bottleneck
of the parallel file system).
We target to enable instantaneous high-resolution image recon-
struction while also providing the technical capacity required for
advancing to unprecedented resolutions, e.g. 81923. We propose
a scalable framework, called iFDK, for computing FDK on GPU-
accelerated supercomputers. Optimizing the back-projection stage
is crucial since back-projection is the computational bottleneck
in most of the practical CT image reconstruction algorithms. We
propose a novel back-projection algorithm that reduces the number
of operations for computing the projection computations to a factor
of 1/6 from the standard FDK algorithm. The algorithm is also gen-
eral and thus can be adopted by iterative reconstruction methods,
in which the back-projection is required to be repeated dozens of
times, e.g. ART [24], SART [3], MLEM [61], and MBIR [2].
Prevalent approaches in the literature execute both the filtering
and back-projection stages on GPUs. Contrarily, we improve the
efficiency by taking full advantage of the heterogeneity in GPU-
accelerated supercomputers. The filtering stage is executed on CPUs
with optimizations for multi-threading and SIMD vectorization [15].
The back-projection stage is executed on GPUs with optimizations
at the algorithmic level to reduce the cost of the projection compu-
tations while also improving the data locality.
The proposed framework is further optimized for reducing com-
munication. More specifically, we propose a scalable problem de-
composition scheme at which several independent sub-tasks are
decomposed to a two-dimensional mesh of MPI ranks. The image
reconstruction problem is decomposed such that the horizontal
MPI ranks handle the input while the vertical ranks generate the
output volume. Most importantly, the sub-tasks are overlapped in
a pipelined fashion to be computed in parallel.
Using more than 2,000 Nvidia Tesla V100 GPUs, we solve the 4K
(2048×2048×4096→40963) and 8K (2048×2048×4096→81923) high-
resolution image reconstruction problems 2 within 30 seconds and
2 minutes, respectively. This includes the end-to-end processing
2 The image reconstruction problem is defined in Section 2.3.
time: loading projections from the Parallel File System (PFS), the
filtering stage, the back-projection stage, MPI communication, and
finally storing the output 3D volume to the PFS.
The contributions in this paper are as follows:
• We propose a novel back-projection algorithm that reduces the
cost to compute the projections and improves cache locality.
• Wepropose a scalable and distributed framework for high-resolution
image reconstruction on heterogeneous supercomputers.
• We demonstrate that high-resolution image reconstruction prob-
lems can be solved within tens of seconds by iFDK. To the au-
thor’s knowledge, this is the first attempt to achieve instant
distributed CT image reconstruction for 4K and 8K resolutions.
The rest of this paper is organized as follows. In Section 2, we
review the background of CUDA and FDK algorithm. In Section 3,
we propose the novel FDK algorithm and CUDA implementation.
In Section 4, we propose the distributed framework (namely iFDK)
and present the performance model. Section 5 describes the eval-
uation results. Section 6.1 discusses potential impact of iFDK in
real-world. In Section 7, we introduce the related work. Finally,
Section 8 concludes.
2 BACKGROUND
In this section, we introduce the basics of CUDA and describe the
details of the FDK algorithm.
2.1 CUDA
Nvidia Compute Unified Device Architecture (CUDA) is a paral-
lel computing platform and application programming model. We
briefly introduce the concepts of CUDA’s architecture and memory
hierarchy, more details can be found in [18].
CUDAarchitecture.CUDA is built on an array ofmulti-threaded
Streaming Processors (SMs). Massive thread-level parallelism is ab-
stracted into a hierarchy of threads running in a single instruction
multi-thread (SIMT) fashion. The threads in CUDA are grouped into
warps (32 threads execute as a warp), blocks, and grids. Thousands
of threads are created, scheduled, and executed concurrently.
CUDAmemory hierarchy. To approach the peak performance
of GPU, it is essential to implement applications that efficiently uti-
lize CUDA’s memory hierarchy. (I) Global memory. The largest
off-chip memory. A coalesced access pattern is required for the
CUDA kernels to achieve the highest bandwidth. (II) Shared mem-
ory. A fast on-chip scratchpad memory, which shares space with
the L1 cache. The access scope is limited to a single CUDA block.
(III) Constant memory. A read-only constant cache shared by all
of the SMs. (IV) Texture memory. A read-only on-chip memory
which is optimized for the spatial locality. The operation of reading
a texture is also called texture fetch. Texture fetch [56] can sup-
port efficient sub-pixel interpolation (as will be shown in Alg 3).
(V)Register files. The fastest on-chip and thread-private memory.
CUDA shuffle intrinsic. CUDA provides efficient intra-warp
communication instructions, namely, shuffle. Without using shared
or global memory, threads in a single warp can exchange regis-
ters directly. In terms of computing efficiency, using shuffle for
in-register computation is superior in performance to the other
memory types, due to its low latency and high throughput [14].
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Figure 1: CBCT geometry and trajectory.
Table 1: CBCT parameter list.
Param Description Unit
Np the number of 2D projections N/A
Nu , Nv the width and height of a 2D projection, respectively pixel
Du , Dv FPD pixel pitch in U and V direction, respectively mm/pixel
Ei , Qi the ith projections and the filtered result, respectively N/A
Framp 1-D Ramp filter [23] N/A
Fcos 2-D cosine table of size (Nv , Nu ) [23] N/A
Pi the ith projection matrix of size 3×4 [52, 53] N/A
d distance of X-ray source to rotation Z-axis pixel
D distance of X-ray source to FPD center pixel
Nx , Ny , Nz the number of voxels in X, Y, Z dimension, respectively voxel
Dx , Dy , Dz the pitch of volume in X, Y, Z dimension, respectively mm/voxel
θ rotation step angle, θ = 2 · π /Np Rad
I 3D volume N/A
2.2 FDK algorithm
In this section, we revisit the 3D image reconstruction method
(namely FDK) for Cone-Beam Computed Tomography (CBCT) as
introduced by Feldkamp et al [23]. We briefly introduce geometry,
arithmetic computation, and convolution. More details can be found
in [34].
2.2.1 CBCT Geometry. Figure 1 illustrates the CBCT geometry
in detail and Table 1 lists all of the related parameters. S is a micro-
focus X-ray source, FPD (Flat Panel Detector) is a class of x-ray
digital radiography detectors, which is principally similar to the
image sensors used in digital photography. In addition, both the
X-ray source and FPD are fixed relatively in position as Figure 1a
shows. Both of them rotate around the Z-axis while scanning objects
placed at the center O to express a 3D volume as shown in Figure 1b.
2.2.2 FDKComputation. FDK is widely employed to build tomo-
graphic images in clinical and medical practice [48]. FDK comprises
a filtering stage (or convolution stage) as Algorithm 1 shows, and a
back-projection stage shown in Algorithm 2. In Algorithm 1, cosine
weighting (Fcos ) and ramp filter (Framp ) are convolved with pro-
jections (Ei ) to generate the filtered result (Qi ). The details of Fcos
and Framp (including improved versions) can be found in [23, 34].
The shape of the Framp filter deeply affects the final image quality,
yet it has no effect on the compute intensity of the filtering stage.
Algorithm 2 shows the back-projection algorithm. The projec-
tion matrix Pi , a well-aligned 3×4 matrix, incorporates all of the
geometry information for the back-projection, i.e. d, D, θ . More de-
tails on computing the P matrix are presented in literature [52, 69].
It is important to mention the embarrassingly parallel nature of the
back-projection computation when utilizing the projection matrix,
in comparison to other methods in literature [38, 57]. As Algo-
rithm 3 shows, the bilinear interpolationmethod is adopted by most
Algorithm 1 Filtering stage [34].
Input: E, Fcos , Framp , Np , Nv , Nu
Output: Q
1: for i ∈[0, Np ) do
2: E˜i ← Ei · Fcos ▷ · means point-wise multiplication
3: for j ∈[0, h) do
4: Qi (j, . . . ) ← E˜i (j, . . . )⊗Framp ▷ ⊗ means convolution
5: end for
6: end for
Algorithm 2 Back-projection stage. This scheme is implemented
in RTK [52], RabbitCT [53], etc.
Input: P, Q, Np , Nx , Ny , Nz
Output: I ▷ generated 3D volume
1: I ← 0 ▷ I initialization
2: for s ∈[0, Np ) do
3: for k ∈[0, Nz ) do
4: for j ∈[0, Ny ) do
5: for i ∈[0, Nx ) do
6: [x, y, z]T ← Ps · [i, j, k, 1]T ▷ 3 inner product
7: f ← 1/z
8: Wdis ← f 2 ▷ distance weight
9: [u, v]T ← [x, y]T · f ▷ coordinates in FPD
10: I (i, j, k ) ← I (i, j, k ) +Wdis ·interp2(Qs , u, v)
11: end for
12: end for
13: end for
14: end for
Algorithm 3 Bilinear interpolation with sub-pixel precision [32].
1: function interp2(X , u, v ) ▷ X is 2D matrix, (u , v ) is sub-pixel coordinate
2: [nu , nv ]T←[int(u), int(v)]T ▷ nu , nv are integers
3: [du , dv ]T←[u − nu , v − nv ]T ▷ distance to left points
4: t1←X (nu , nv )·(1 − du ) + X (nu + 1, nv )·du ▷ a sub-pixel value
5: t2←X (nu , nv + 1)·(1 − du ) + X (nu + 1, nv + 1)·du ▷ a sub-pixel value
6: return t1 ·(1 − dv ) + t2 ·dv ▷ final sub-pixel value
7: end function
of the FDK implementations to fetch the intensity value of a 2D
matrix with sub-pixel precision for updating each value of I in
Algorithm 2 [52, 53].
2.2.3 Convolution via FFT. FFT [13] is essential to the filtering
stage since one-dimensional FFT is used to perform the convolution
operation in Algorithm 1. For large problem sizes, FFT is typically
the choice for the convolution computation [12]. Optimized FFT
primitives are typically provided by CPU/GPU vendors, e.g. In-
tel IPP (Intel Integrated Performance Primitives) [65], and Nvidia
cuFFT library [18]. In Algorithm 1 line 4, the FFT primitive is em-
ployed to perform the convolution as follows. Regarding the two
one-dimensional arrays, according to the Convolution Theorem [4],
convolution computation in the time domain equals point-wise dot
product in the frequency domain. The reader can refer to a detailed
illustration in [41].
2.3 Terminology
Throughout this paper, the image reconstruction problem and per-
formance metric GUPS are defined as follows:
(I) Nu×Nv×Np→Nx×Ny×Nz is defined as the image reconstruc-
tion problem, where Nu×Nv×Np denotes the size of projec-
tions (Input) and Nx×Ny×Nz is the size of volume (Output).
(II) GUPS is defined as giga-updates per second and is used as a
performance metric. It is computed as GUPS = Nx ∗Ny ∗Nz ∗Np
T ∗230 ,
where T is the execution time (in seconds).
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Figure 2: Overview of the proposed framework. Multi-nodes with
GPUs accelerators are used such that a 3D volume is generated from
2D projections.
3 PROPOSED NOVEL FDK ALGORITHM
The next section discusses the execution of the filtering stage on
the CPUs and the following section discusses the execution of the
novel FDK algorithm (back-projection stage) on the GPUs.
3.1 Filtering Stage
Figure 2 shows our heterogeneous computational flow, which is
different from the typical method of using only the GPU for all the
computation [10, 38, 46]. Utilizing the CPU to perform the filtering
stage can be more efficient in comparison to using the GPUs to com-
pute the entire FDK pipeline. We list the three considerations
that makes the fully heterogeneous model more efficient: (I) Ded-
ication of GPU to the compute intense stage: the latency of
the filtering stage on the CPU can be hidden by overlapping it
with the back-projection offloaded to the GPU. Hence, the GPU can
be fully dedicated to the back-projection kernel (see Section 3.3).
(II) Reduce memory pressure on GPU device memory: in the
case that the GPU would be used for filtering, a batch of images
have to be filtered at a time in order to fully utilize the GPU. The
additional memory required to store the filtered projects would
take away from the already limited GPU memory and would force
the use of more GPUs in high-resolution problems to have enough
aggregate memory capacity. (III) Efficient communication: in
our communication scheme, an AllGather collective is required
after the filtering stage to fetch the filtered projections. When the
filtering stage is applied at the GPU, the AllGather collective will be
applied on data residing in GPU memory and not on data residing
in the CPU memory (as is the case when the filtering is applied on
the CPU). Applying AllGather on data residing on the GPU incur
the extra cost of moving data across the PCIe interconnect, even
when the GPUDirect [36, 49] Technology is enabled.
3.2 Back-projection Stage
We propose a general back-projection algorithm that reduces the
computation and improves the data locality (regardless of the target
architecture).
3.2.1 Theorems for Back-projection Algorithm. This section
introduces three theorems which we use to propose a novel version
of the original FDK algorithm at Algorithm 2.
• Theorem-1: As Figure 1 shows, when two 3D points a (i˜ , j˜, k˜)
and b (i˜ , j˜, N˜z − k − 1) are symmetrical to XY plane, then the
corresponding projection points A ( ˜uA, ˜vA) and B ( ˜uB , ˜vB ) at FPD
are symmetrical to the horizontal center line, namely ˜uA = ˜uB
and ˜vA + ˜vB = Nv − 1. (proven by [77])
• Theorem-2: For points in the vertical line ab (parallel to Z-axis),
their projection lineAB is parallel to V-axis in FPD plane, namely
the u˜ of line AB has a constant value. (the mathematical proof is
trivial, we do not include it due to space constraints)
• Theorem-3:When points are in the vertical line ab (parallel to
Z-axis), such that computing the projection points use Equation 1,
then their z is a constant value equal to d +yab , where yab is the
Y coordinate of line ab. (proof follows).
Proof of Theorem-3. We prove that in the specified rotation
angle β (or i ·θ ), if the iˆ and jˆ are fixed, the z in Equ 1 is a constant
value. As Fig 1 shows, given a point a of coordinate (i˜, j˜, k˜) in the
volume coordinate system, its projection point A of coordinate (u,
v) on the FPD can be computed using the projection equation as{ [x, y, z]T = Pi · [i˜, j˜, k˜, 1]T
[u, v]T = [x, y]T · 1/z
(1)
where x,y,z are temporary variables. Pi is a 3×4 projection matrix
on the condition that the gantry rotation angle is β . Hence, Pi may
be written as {
Pˆi = M1 ·Mrot ·M0
Pi = Pˆi [0 : 3]
(2)
where the shapes of Pˆi and Pi are 4 × 4 and 4 × 3, respectively.M0,
Mrot , andM1 are listed as follows
M0 =
©­­­«
Dx 0 0 0
0 Dy 0 0
0 0 Dz 0
0 0 0 1
ª®®®¬ ·
©­­­«
1 0 0 −(Nx − 1)/2
0 −1 0 (Ny − 1)/2
0 0 −1 (Nz − 1)/2
0 0 0 1
ª®®®¬
Mrot =
©­­­«
1 0 0 0
0 0 −1 0
0 1 0 d
0 0 0 1
ª®®®¬ ·
©­­­«
cos(β ) −sin(β ) 0 0
sin(β ) cos(β ) 0 0
0 0 1 0
0 0 0 1
ª®®®¬
M1 =
©­­­«
1/Du 0 0 0
0 1/Dv 0 0
0 0 1 0
0 0 0 1
ª®®®¬ ·
©­­­«
D 0 (Nu − 1)·Du/2 0
0 D (Nv − 1)·Dv /2 0
0 0 1 0
0 0 0 1
ª®®®¬
M0 represents the transformation of the coordinate system from
volume to gantry [71],Mrot denotes the gantry rotation along the
Z-axis at the angle β plus the transpose distance of d.M1 indicates
the projection point on the FPD plane. Note that all of the variables
are listed in Table 1. By expanding Equation 1, the z can be written
as
z = d + sin(β )(i˜ − (Nx − 1)/2)·Dx − cos(β )·(j˜ − (Ny − 1)/2)·Dy (3)
Clearly, the z is independent of kˆ and equals d+yab , where yab
is the Y coordinate of line ab, which is parallel to the Z-axis in
Figure 1a.
3.2.2 Reducing the Cost of Computing the Projections. In
this section, we present a method to improve the performance of
back-projection by reducing the projections computational cost.
Algorithm 2 is adopted in a number of CBCT applications, e.g.
open-source libraries (OSCaR [51], RabbitCT [53], RTK [52]), and
literature [31, 46, 74, 77]. Based on Theorem-2 and Theorem-3, the
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Algorithm 4 Proposed Back-projection algorithm. The optimized
variables are highlighted in gray color.
Input: Pi , Qi , Np, Nx , Ny, Nz, i ∈ [0, Np )
Output: I ▷ reconstructed 3-dimensional volume
1: I˜←0 ▷ I˜ initialization
2: for s ∈ [0, Np ) do
3: Q˜s←QTs ▷ transpose 2D matrix
4: for j ∈ [0, Ny ) do
5: for i ∈ [0, Nx ) do
6: t ← [i, j, 0, 1]
7: [x, z]←[⟨Ps [0], t ⟩, ⟨Ps [2], t ⟩] ▷ 2 inner product
8: f←1.0/z
9: u← x ·f
10: Wdis← f 2 ▷ weighting
11: for k ∈ [0, Nz/2 ) do ▷ symmetric geometry
12: y←⟨Ps [1], [i, j, k, 1]⟩ ▷ 1 inner product
13: v←y ·f ▷ compute v only
14: I˜ (k, j, i) ← I˜ (k, j, i) +Wdis ·interp2(Q˜s , v, u)
15: k˜←Nz − 1 − k ▷ symmetric geometry
16: v˜←Nv − 1 − v ▷ symmetric geometry
17: I˜ (k˜, j, i) ← I˜ (k˜, j, i) +Wdis ·interp2(Q˜s , v˜, u)
18: end for
19: end for
20: end for
21: end for
22: I←r eshape(I˜ ) ▷ reshape means changing data layout
improved back-projection is illustrated in Algorithm 4. The compu-
tational cost for computing the projections becomes a factor of 1/6
of the original FDK algorithm (Alg 2 line 6), since we only compute
half of the Nz dimension (Algorithm 4 line 11), and one of inner
products for the two 1×4 vectors (Algorithm 4 line 12) instead of
the three inner products in the original algorithm (Algorithm 2 line
6). Algorithm 4 shows the optimized variables highlighted in gray
color. More specifically, the values of u andWdis are reused for
Nz times, and only half of y is computed directly. Zhao et al. [77]
discussed a rotational symmetry in the projection layout. We do not
adopt this methodology since it is impractical for pipeline process-
ing in terms of the high latency of collecting the four projections.
3.2.3 Improving Data Locality: Data Layout & Loops. This
section discusses how we leverage the proposed algorithm to derive
an implementation that improves the data locality. To increase
the cache hits for accessing the volume (I ) and projection (Q) in
Algorithm 2, the proposed Algorithm 4 adjusts the memory layout
and re-organizes the loops for Np , Nx , Ny , and Nz . The original I
uses an i-major layout as Figure 1b shows. The I becomes k-major in
the proposed algorithm. Based on Theorem-2, the proposed memory
layout is more cache-friendly for data access, since the data buffers
of both the projections and the volume can be accessed contiguously,
as shown by the marked variables of Q˜s and I˜ in Algorithm 4.
Note that this memory layout is general to all kinds of processors,
i.e. CPUs, GPUs, and Xeon Phi. To improve the data locality, the
authors in [38, 78] implemented the back-projection kernel on GPUs
by organizing the loops as Algorithm 4, such that they compute
along the z-axis first. However, that method does not optimize for
the layout of arrays Q and I. Hence, their implementation becomes
further complex since one has to rely on CUDA’s 2D-texture cache
to improve the data locality. It is noteworthy that the time required
to transpose a projection (Algorithm 4 line 3) is a small fraction of
Listing 1: The proposed back-projection CUDA kernel. Constant
memory-optimized ProjMat is defined to store the 3×4 projectionma-
trixes. The dot function computes inner product, mad is the fused-
multiply-and-addition intrinsic, interp2 function is implemented as
Algorithm 3. The batch of projections (defined as Nbatch ) is 32.
1 __constant float4 ProjMat[32][3];//32 3x4 proj-matrix
2 __global void shflBP(float* vol, int3 vol_size, const float* img
, int3 img_dim){
3 int laneId = threadIdx.x & 31;
4 //(k,j,i) is the position of a voxel
5 int i = blockIdx.x*blockDim.x + threadIdx.x;
6 int j = blockIdx.y*blockDim.y + threadIdx.y;
7 int k = blockIdx.z*blockDim.z + threadIdx.z;
8 float4 vec = make_float4(k, j, i, 1);
9 //Z, U are 2 registers
10 float Z, U;
11 if (laneId < img_dim.z) {
12 Z = 1/dot(ProjMat[laneId][2], vec); //inner product
13 U = dot(ProjMat[laneId][0], vec)*Z; //inner product
14 }
15 float sum = 0, _sum = 0, v, _v;
16 int _i = vol_dim.z - 1 - i; //geometry symmetric
17 for (int s = 0; s<img_dim.z; s++) {
18 //get register value via shuffle
19 float u = __shfl_sync(0xffffffff, U, s);
20 float f = __shfl_sync(0xffffffff, Z, s);
21 float Wdis=f*f; //weighting
22 v = dot(ProjMat[s][1], vec)*f; //inner product
23 _v = img_dim.x - 1 - v; //geometry symmetric
24 //sub-pixel interpolation & weighting
25 sum=mad(interp2(img,s,img_dim.x,img_dim.y, v,u),Wdis, sum);
26 _sum=mad(interp2(img,s,img_dim.x,img_dim.y,_v,u),Wdis,_sum);
27 }
28 //update voxels
29 pVolOut [ i] += sum;
30 (pVolOut + (k*vol_dim.y+j)*vol_dim.z)[_i] += _sum;
31 }
the filtering (or back-projection) stage and thus, we do not discuss
its effect on the overall performance of FDK in the later sections.
3.3 Back-projection on GPU
In this section, we introduce the proposed back-projection imple-
mentation in CUDA and elaborate on the optimization of the CUDA
kernel using the shuffle intrinsic.
3.3.1 CUDA Implementation. This section describes the pro-
posed CUDA implementation. We implement the proposed back-
projection kernel (called shflBP in Listing 1), which can be used in
all generations of Nvidia GPUs from Kepler to Volta architectures.
In Listing 1, the detailed CUDA kernel is presented. We use global
memory (as introduced in Section 2.1) to store the 3D volume (see
the variable of vol in Listing 1) due to its huge size. Though the
CUDA unified memory [18] is also an attractive choice for stor-
ing 3D volume, we avoid using it due to its unstable performance,
which varies from CUDA version to version as reported in [6, 39].
To further reduce the computation cost by sharing data between
threads, we take advantage of the shuffle instruction to perform
intra-warp communication as introduced in Section 2.1. The shflBP
kernel processes a batch of projections in one pass. This benefits
the overall performance in many aspects: (I) decreasing the access
count of the volume data which is stored in the global memory.
(II) increasing in-register accumulation for back-projection compu-
tation. (III) eliminating the overhead of launching multiple CUDA
kernels. Note that this strategy is also applied in the widely used
image library RTK [52]. However, as explained earlier, the proposed
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Table 2: iFDK parameter list.
Parameter Descriptions
R, C the rows and columns of 2D grid of mpi ranks, respectively
Ri the ith row of 2D mpi ranks, where i ∈[0, R)
Ci the ith column of 2D mpi ranks, where i ∈[0, C)
Nдpu_per_node the number of GPUs per compute node
Ncpu_per_node the number of CPUs per compute node
Nnodes the total number of compute nodes
Nranks the total number of launched ranks
Nдpus the total number of GPUs
Ncpus the total number of CPUs
NPCIe the number of PCIe connector per compute node
Nproj_per_rank the number of loaded and filtered projections per rank
Ncpu_core the total number of cores per CPU
Nдpu_mem_size the memory capacity of a single GPU
algorithm outperforms RTK by reducing the computational cost
and improving data locality.
3.3.2 Shuffle-based CUDA kernel: shflBP. In this section, we
explain the details of applying shuffle to our CUDA kernel. We
employ 2 registers (named Z , U ) in the shflBP kernel (Listing 1 line
10) to store the values of f and u (Algorithm 4 line 7∼9). Hence, the
value of variableWdis (Algorithm 4 line 10) can be easily obtained
as Wdis in Listing 1 line 21. We avoid the use of shared or global
memory all together by taking advantage of the shuffle instruction
to realize the data communication between threads ( Listing 1 line
19∼20). Since the scope of the shuffle instructions is limited to a
single CUDA Warp, the strategy of sharing data as Algorithm 4 is
adjusted to a single CUDA Warp. To the best of our knowledge,
exchanging registers by shuffle is superior in terms of effective
throughput, in comparison to using the shared memory [14]. Addi-
tionally, the shflBP kernel does not require thread block barriers,
which is often required when using shared memory.
4 DISTRIBUTED FRAMEWORK FOR
HIGH-RES. IMAGE RECONSTRUCTION
This section presents a distributed framework, namely iFDK, for
instant high-resolution image reconstruction. The parameters used
in iFDK are summarized in Table 2.
4.1 Design and Implementation of iFDK
We combine the CPU filtering stage, the GPU-optimized back-
projection stage, and MPI as a communication library to scale iFDK
to the O(1000) GPUs. This section elaborates on the design choices
and implementation.
4.1.1 2DGrid ofMPI Ranks. The compute capability and device
memory capacity are limited in a single GPU. It is impractical to use
a single GPU to generate large volumes (e.g. volumes of size 40963 or
81923). Therefore, we scale the proposed method to take advantage
of GPU-accelerated supercomputers to solve those problems. This
section presents the problem decomposition and orchestration of
MPI ranks. To fully utilize the computing resources, i.e. CPUs, GPUs,
inter-connectors, we launch multiple MPI ranks within each node
(one rank per GPU) to perform the computation and communication
concurrently.
The MPI ranks are managed as a 2D-grid of R rows and C
columns. The total number of ranks may be expressed as
Nranks = C ∗ R (4)
In Figure 3a, an example of using iFDK with 32 MPI ranks is pre-
sented, where R=8 and C=4. In iFDK, ranks in each column of the
2D-grid load a subset of projections from the PFS independently.
Next, we perform the filtering stage on those projections using the
CPUs. The number of projections processed by the ranks in each
column of the 2D-grid is Np/C . We use MPI-AllGather to send the
filtered projections to neighbor ranks in the same group (namely
the same column). Hence, the number of projections which are
loaded and filtered by a single rank is
Nproj_per_rank = Np/Nranks = Np/(C ∗ R) (5)
Each rank in the same row of the 2D-grid (or the Rthi row) computes
the same sub-volumes as Fig 3b shows, the final sub-volume that
is reconstructed by the Rthi row can be obtained by reducing all of
the sub-volumes that are generated by the ranks in the same group
(or the Rthi row).
4.1.2 Multi-GPU Management. We discuss how the GPUs are
managed by MPI ranks in this section. Commonly, in a single com-
pute node, there are multiple GPUs (e.g. ORNL’Summit has six
GPUs, LLNL’s Sierra and TokyoTech’s Tsubame have four GPUs),
which are connected to the CPUs by PCIe or NVLink [36]. We
launch a number of MPI ranks per compute node equivalent to the
number of GPUs, i.e. one MPI rank per GPU. The Nдpus may be
written as
Nдpus≡Nranks (6)
Here, Nnodes = Nranks /Nдpu_per_node is the number of required com-
pute nodes. Each MPI rank manages a single GPU as follows: first,
we gather the filtered projections that are processed on the CPU,
as explained in Section 3.1. Second, the processed projections are
copied from the host to device memory. Third, the back-projection
kernel is launched to generate the specified subset of 3D volume.
Finally, the computed volume is copied from the device memory to
the host. The detailed operations performed inside each rank, by
multiple threads, are presented in the next section.
4.1.3 Multiple Threads in a Rank. This section presents how
multiple threads are orchestrated in each MPI rank. Each rank
in iFDK processes several tasks in parallel, e.g. loading projec-
tions from PFS, filtering the projections, collective communica-
tion, back-projection, and storing the volume to PFS. As Figure 4
shows, we use three threads to execute those tasks, namely Main-
thread, Filtering-thread, and Bp-thread (Back-projection thread) .
Those threads are created using the pthread library, they execute
independently and exchange data with each other using circular
buffers [70]. The Filtering-thread launches OpenMP threads of
number (Ncpu_core ∗ Ncpu_per_node /Nranks − 1) to load projections and
execute the filtering in parallel. For each projection, the load and
filtering operations are executed within the same OpenMP thread
in the sequence that enables immediate processing.
As Figure 3b shows, we use the MPI-AllGather collective to
gather the specified subset of filtered projections in theMain-thread.
At the same time, those filtered projections are dispatched to the
designated GPU by Bp-thread for the back-projection computation.
Note that for each MPI rank, Nproj_per_rank times of AllGather
operations are required since we process one projection at a time by
AllGather. When all of the filtered projections are finally processed
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Figure 3: Illustrative example of the iFDK framework. 32 MPI ranks are arranged in a 2D grid of size 4×8 (R=8, C=4). The input projections
are decomposed into 4 groups corresponding to the columns C. The output volume are aggregated from 16 (2*R) sub-volumes.
by the GPUs, the generated sub-volume on the GPU device memory
is copied back to the host. Next, using the MPI-Reduce collective
as in Figure 4b, we do a single reduction step to generate the final
resulting volume in host memory using the Main-thread (a real
example can be found in Figure 7). Finally, the 3D volume is stored
in the PFS using multi-ranks with multi-threads. Note that the
volume of size Nx×Ny×Nz is stored as slices of number Nz , the size
of each slice is Nx×Ny . There is room for improvement by tuning
the size of each slice to optimize for the throughput of storing to
the PFS (i.e. tune slice size to optimize for file striping).
4.1.4 Orchestration and Overlapping. In order to achieve the
optimal overlap, we use three threads to pipeline the computation
as Figure 4a shows. Figure 4c presents a real example of solving a 4K
problem using 128 V100 GPUs. To further give insight into the effect
of pipelining the computation, the breakdown of the overlapped
computation (namely Tcompute , as defined Section 4.2) is listed in
Table 5. The value of δ>1 indicates that we achieve the goal of im-
proving the overall performance by overlapping different stages, i.e.
filtering, collective communication, and back-projection. This over-
lapping scheme improves overall performance since back projection
is the main bottleneck, and hence we get a streaming benefit from
the overlapping. On the other hand, overlapping the tasks after the
back-projection (i.e. the device to host copy, reduction, and storing
to PFS) does not guarantee any performance improvement (for the
price of complexity introduced). Nonetheless, overlapping after the
back-projection remains to be one of the points of investigation in
future work.
4.1.5 Configuration of Parameter R. This section discusses
how to select the optimal value for the parameter R: the number of
rows in the 2D mesh of MPI ranks. Based on the design of iFDK (in
Figure 3a), R may be expressed as
R = sizeof (f loat ) ∗ Nx ∗ Ny ∗ Nz/Nsub_vol (7)
where Nsub_vol is the size of sub-volume. For a specified number
of GPUs (or ranks), we minimize the value of R and maximize the
value of C for three reasons: (I) We can efficiently use the limited
device memory since each GPU would be able to compute a volume
of size sizeof (f loat ) ∗ Nx ∗ Ny ∗ Nz /R; (II) We can achieve higher com-
putational performance by generating larger volumes. As Table 4
shows, regarding the specified input, bigger output (smaller α ) re-
sults in better performance for the back-projection kernel; (III) To
the specified workload of Nu×Nv×Np→Nx×Ny×Nz , there is a linear
relationship between the runtime and Np . Since we decompose the
workload to sub-tasks (Nu×Nv× NpC →Nx×Ny×Nz ) of number C, it is
essential to maximize the value of C to decrease the runtime of
each sub-task.
In addition, the value of R is often power of two and is con-
strained by the memory capacity of a GPU as follows
sizeof (f loat ) ∗ (Nx ∗ Ny ∗ Nz
R
+ Nu ∗ Nv ∗ Nbatch )≤Nдpu_mem_size
where Nbatch=32 as Listing 4 shows. Given Nдpu_mem_size=16GB
in the GPU generation we use, for the high-resolution reconstruc-
tion problems we target, Nsub_vol=8GB is adopted.
4.2 Performance Model
We discuss a performance model intended to analyze the impact
of different parameters on performance and predict the potential
peak performance.
4.2.1 Micro-benchmarks. We use micro-benchmarks to mea-
sure peak throughput parameters of constant values in our model
(for a given system).BWload andBWstore are the aggregate through-
put of reading and writing to the PFS, respectively. Both of them
are measured by LLNL IOR [58]. THf l t is the throughput of filter-
ing computation that we measure by running the filtering kernel
on the target CPU. THbp is the throughput of our back-projection
kernel as measured on the target GPU (we also report it in Table 4
to give perspective to readers interested in only the back projec-
tion kernel). THtrans is the throughput of transposing a volume
on GPU. The THAllGather and THReduce are the throughput of
MPI-AllGather and Reduce APIs, respectively. Both of them are
measured by Intel mpi-benchmarks. BWPCIe is the throughput of
data transfer between the host and device memory via a single
PCI-e and is measured by Nvidia’s tool called bandwidthTest.
4.2.2 iFDKPerformanceModel. Given execution time required
for: reading projections from storage Tload , filtering projections
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(b) Reduce all the sub-volumes generated in the previous step to a
single final volume to be stored in the PFS by the main thread.
Filtering thread
Main thread
BP thread
Time
AllGather AllGather⋯⋯⋯⋯⋯⋯
⋯
D2H Reduce⋯⋯⋯BP BP BP Store
Exchange data
Load & Filtering
MPI-AllGather
H2D copy
Back-projection 
D2H copy 
MPI-Reduce
Store to PFS
19s
1s
4.7s 4.2s 11s
15s
(c) Example of pipeline to solve 20482×4096→40963 problem using 128 V100 GPUs. R=32 and C=4. Measured execution time for each task is displayed. The Filtering
thread processes 32 projections. TheMain thread sends 32 projections and gathers 1024 projections usingMPI-AllGather. The Bp-thread processes 1024 projections.
Figure 4: Orchestration and Overlapping in iFDK.
Tf l t , communicating all projections by MPI-AllGather TAllGather ,
copying filtered projections fromhost to deviceTH2D , back-projection
Tbp , transposing the sub-volume Ttrans , moving the sub-volume
from devicememory to hostTD2H , reducing the sub-volumeTReduce ,
and storing volume to PFS Tstore . Those variables can be written
as
Tload = sizeof (f loat ) ∗ Nu ∗ Nv ∗ Np/BWload (8)
Tf l t =
Np
Nnodes ∗THf l t
=
Np ∗ Nдpu_per_node
C ∗ R ∗THf l t (9)
TAllGather = Np/(C ∗ R ∗THAllGather ) (10)
TH 2D =
sizeof (f loat ) ∗ Nдpu_per_node ∗ Nu ∗ Nv ∗ Np
C ∗ BWPCIe ∗ NPCIe
(11)
Tbp = TH 2D + Np/(C ∗THbp ) (12)
Ttrans = sizeof (f loat ) ∗ Nx ∗ Ny ∗ Nz/(R ∗THtrans ) (13)
TD2H =
sizeof (f loat ) ∗ Nдpu_per_node ∗ Nx ∗ Ny ∗ Nz
R ∗ BWPCIe ∗ NPCIe
(14)
Tr educe = sizeof (f loat ) ∗ Nx ∗ Ny ∗ Nz/(R ∗THReduce ) (15)
Tstore = sizeof (f loat ) ∗ Nx ∗ Ny ∗ Nz/(BWstore ) (16)
As Figure 4 shows, the three threads compute in parallel such that
most of the computation and data movement is overlapped. Ad-
ditionally, the filtering thread launches multiple OpenMP threads
to perform the loading and filtering operations concurrently as
Section 4.1 explained. The filtering operation can be perfectly over-
lapped since Tload + Tf l t≪Tbp , as the example shows in Figure 4c.
Here, the execution time required by the three threads may be
expressed as
Tcompute = max(Tload , Tf l t , TAllGather , Tbp ) (17)
The time required to transpose, copy and reduce the volume is
Tpost = Ttrans +TD2H +Tr educe +Tstore
≈ TD2H +Tr educe +Tstore (18)
Note that the Ttrans is a small value (Ttrans≪TD2H /10 is observed)
that could be ignored . The total execution time is
Truntime = Tcompute +Tpost
≈ Tcompute +TD2H +Tr educe +Tstore (19)
4.2.3 Conclusions from thePerformanceModel. We conclude
the discussion of our performance model as follows. (I) Scalability:
The performance of iFDK scales with the number of GPUs (Nдpus )
since Tf l t , TAllGather and Tbp are inversely proportional to C (as
in Equation 9∼12), C is proportional to Nдpus (as in Equation 4
and Equation 6), where R is a value that is minimized to meet the
constraints described in Section 4.1.5, where Tpost is a constant
value in Truntime . (II) Potential peak performance: According
to Equation 19, the potential peak performance of the computation
(Truntime ) can be used to quantify the efficiency of our implemen-
tation.
5 EVALUATION
This section lists the experimental environment, reports the perfor-
mance of the proposed algorithms and discusses the scalability of
the framework.
5.1 How Performance Was Measured
This section lists the experimental environment and discusses how
the performance was measured.
HPC system and environment. AIST’s ABCI 3 supercom-
puter is used for our evaluation. Each compute node is equipped
with two Intel Xeon Gold 6148 CPUs (20 Cores), 384GB memory,
four Tesla V100 GPUs (16GB RAM) through PCIe gen3×16 and two
InfiniBand EDR HCAs. ABCI uses CentOS 7.4 for the operating
system and mounts a 6.6PB GPFS shared storage. The iFDK frame-
work is implemented by Nvidia CUDA 9.0 (CUDA driver version:
410.104), Intel Performance Libraries 2018.2.199 (includes MPI and
IPP). The compilers nvcc-9.0 and mpicc (included in MPI library)
are used to compile the CUDA kernel and host code, respectively.
The compiler option (-gencode arch=compute_70,code=sm_70) is
applied in nvcc-9.0 for Nvidia’s Volta architecture.
Measurement methodology. Since the performance of image
reconstruction is independent of the content of projections or vol-
ume, we apply the standard Shepp-Logan phantom [60] to generate
a variety of projections by the forward-projection tool in RTK li-
brary. An example that is reconstructed by our framework can be
found in Fig. 7. We use single precision for all projections, volumes,
3System is ranked 8th on the TOP500 list as of June 2019.
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Table 3: Back-projection kernel characteristics. "Texture cache" and
"L1 cache" mean accessing projections via 2D-Layered texture and
L1 cache, respectively. "Transpose projection" and "Transpose vol-
ume" mean transposing the projections and volume, respectively.
RTK-32 is the imrpoved RTK kernel. The other kernels are shflBP
kernel (as in Listing 1) with different characteristics.
Texture cache L1 cache Transpose projection Transpose Volume
RTK-32 ✓ ✗ ✗ ✗
Bp-Tex ✓ ✗ ✗ ✓
Tex-Tran ✓ ✗ ✓ ✓
Bp-L1 ✗ ✗ ✓ ✓
L1-Tran ✗ ✓ ✓ ✓
and runs. For output verification, we use the image processing tool
ImageJ [1] to render the generated 3D volumes, then inspecte them
manually. We also use profiled runs to investigate the density value
of each voxel. Finally, we compare the output with the volumes
generated by the RTK library on the CPU, the Root Mean Square
Error (RMSE) is less than 10e-5. We use the OS-independent func-
tion cudaEvent to measure the execution time of CUDA kernels and
employ MPI_Wtime to measure the application’s runtime. Each of
the reported results is averaged by 100 runs. Finally, we report the
performance in the unit of GUPS, as defined in Section 2.3.
5.2 Performance of the Back-projection Kernel
This section reports the performance of the proposed back-projection
kernel on Tesla V100 GPU by comparisons with a collection of ker-
nels (listed in Table 3). The latest RTK 1.4.0 implementation (called
RTK-32 in Table 4) is used with 32-bit precision (versus the default
8-bit precision). Note that our target is to instantly generate high-
resolution volumes. We demonstrate that we could achieve this
goal while using high image quality: we do not sacrifice the quality
by using lower precision.
The kernel function kernel_fdk_3Dgrid of RTK is strictly im-
plemented as defined in Algorithm 4. The original RTK limits the
maximum count of projections to 16, we extend it to 32. Also, we
adjust its interpolation function (Algorithm 3) to the precision of
32-bits that uses 2D-Layered cache without linear interpolation:
namely using the cudaFilterModePoint parameter for the texture
function. Regarding L1 cache-optimized access for projections in
Table 3, the __ldg intrinsic is applied.
The characteristics of the proposed kernels are listed in Table 3.
A variety of image reconstruction problems are evaluated on those
kernels, the performance in GUPS is listed in Table 4. The time
required to move data between host and device is not included in
the execution time for the calculation of GUPS. Note that in most
applications, the value of α is typically very small, often less than 1.
As seen in Table 4, the proposed CUDA kernel, namely "L1-Trans",
outperforms the other kernels. The performance advantage is due
to the improved data locality and efficient intra-warp communi-
cation. As Table 4 shows, the size of the output of RTK cannot be
bigger than 8GB since RTK employs a dual buffer technique to store
the volume while the maximum memory capacity of Tesla V100 is
16GB in our testbed. By inspecting the performance in Table 4 we
can observe the following: (I) When comparing the performance
difference between Bp-Tex and Tex-Trans, it appears that the trans-
pose operation of the projection has a minor effect on the hit-rate
Table 4: Back-projection kernel performance on Tesla V100GPU. 1k
and 2kmean 1024 and 2048, respectively. α is defined as the ratio of
input to output problem size. The characteristics of evaluatedCUDA
kernels are listed in Table 3.
FDK poblems α RTK-32 Bp-Tex Tex-Tran Bp-L1 L1-Tran(pixel→voxel ) (GUPS) (GUPS) (GUPS) (GUPS) (GUPS)
5122×1k→1283 128 65.3 38.8 46.5 23.7 118.0
5122×1k→2563 16 107.4 96.2 98.9 28.0 188.6
5122×1k→5123 2 115.1 105.8 106.1 34.0 206.0
5122×1k→(1k )3 1 118.1 107.3 107.3 64.9 211.4
5122×1k→(1k )2×2k 1/8 N/A 107.4 107.6 112.1 212.7
(1k )3→1283 512 41.9 13.8 13.5 5.7 27.2
(1k )3→2563 64 77.4 35.9 43.2 12.8 83.7
(1k )3→5123 8 115.7 95.5 98.1 25.1 190.3
(1k )3→(1k )3 1 117.9 105.8 105.8 34.0 205.7
(1k )3→(1k )2×2k 1/2 N/A 106.3 106.5 65.0 207.9
(2k )2×1k→1283 1024 16.1 5.8 8.5 2.8 7.7
(2k )2×1k→2563 256 38.6 12.7 12.6 4.4 24.1
(2k )2×1k→5123 32 80.2 35.5 42.5 13.9 81.6
(2k )2×1k→(1k )3 4 116.9 94.4 97.8 23.9 186.9
(2k )2×1k→(1k )2×2k 1 N/A 102.9 104.1 33.4 198.7
of the 2D-Layered texture cache. (II) However, the transpose opera-
tion noticeably contributes to the Bp-L1 cache hit-rate as observed
by comparing the performance of Bp-L1 and L1-Trans. (III) The
proposed kernel outperforms the most commonly used production
library, for high-resolution image reconstruction.
5.3 Scaling and Performance
This section presents the performance and scalability of iFDK. In
the scaling experiments, each GPU computes a sub-volume of 8GB
(namely Nsub_vol ). According to Equation 7, R=32 and R=256 are
used for generating volumes of 40963 and 81923, respectively. In
the special case of iFDK that C=1, Tr educe becomes zero since the
volume reduction is not required (shown as "N/A" in each sub-figure
of Figure 5).
Note that we focus on discussing the impact of the volume param-
eters Nx , Ny , Nz and number of projections Np on the performance
and scalability in the following sections. The reason is that we can-
not target weak scaling by increasing the input image sizes Nu
or Nv . As Algorithm 1 shows, only the filtering computation is
dependent on Nu and Nv . However, the back-projection, which
is the main kernel that we scale, is independent of Nu or Nv (see
Algorithm 2). This becomes clear from the performance metrics
definition of GUPS as in Section 2.3, i.e. no dependency on Nu or
Nv .
5.3.1 Strong Scaling. In Figure 5a and Figure 5b, the stacked exe-
cution time ofTcompute ,Tpost (namelyTr educe+TD2H ) andTstore
are displayed. Note that allTload ,Tf l t andTAllGather are included
inTcompute as Equation 17 shows. Since the value of R is fixed, the
value of C in iFDK increases in proportion to Nдpus . This results
in Tcompute decreasing inversely in proportion to Nдpus . To give
further insight of the computational behaviour, a breakdown of
Tcompute is listed in Table 5. As the figure demonstrates, iFDK fol-
lows the same scaling behavior of the potential peak performance.
5.3.2 Weak Scaling. Figure 5c and Figure 5d show the weak scal-
ing. The evaluated number of GPUs (namely Nдpus ) is up to 2,048.
In both figures, each rank loads and processes 16 and 4 projections,
respectively. We use an MPI-AllGather operation to get filtered
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Figure 5: Scaling iFDK. "Reduce" denotes volume reduction. "store" indicates storing the volume to PFS. "D2H"meansGPU→CPU copy. Loading
projections from PFS, AllGather communication are overlapped with Tcompute . CPU→GPU copy is included with Tcompute . Tr educe is N/A
when C=1 (no inter-rank reduction occurs). The high performance of the proposed back-projection kernel exposes other bottlenecks (e.g. I/O).
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Figure 6: Performance in a unit of GUPS for problemwith input size
20482×4096 and three different output sizes 20483, 40963 and 81923.
projections from the ranks in the same column group (as in Fig-
ure 3b). In the back-projection stage, each rank processes 128 and
1024 projections, respectively.
5.3.3 Performance. The potential peak and achieved performances
are displayed in Figure 5. Note that Ttrans is as small as 0.29s and
thus, it is included in TD2H for simplifying the stacked bar figures.
The peak performance is projected by our performance model. For
example, the overall potential peak performance (namelyTruntime )
is obtained by the benchmark values as follows. The peak bandwidth
of a single PCIe×16 (namely BWPCIe ) is 11.9GB/s, the projected
time required to copy data of size 32GB (8G*4) from device memory
to the host by dual PCI-e connectors is ≈2.6s (namely TD2H ). The
projected time required to reduce 8GB of data by dual InfiniBand
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Figure 7: Results of volume reduction in an experiment done in
iFDK. The problem is 20482×4096→20483. iFDK parameters are R=4
and C=4. Nдpus is 16, performance is 1,134 GUPS.
per node is ≈2.7s (namelyTr educe ). The peak sequential write band-
width of GPFS (namely BWstore ) is 28.5GB/s and thus, the projected
time required to store data of size 256GB and 2TB is ≈ 9.0s and
87.7s (namely Tstore ), respectively.
On average, we can achieve 76% of the potential peak perfor-
mance. Upon analyzing the performance gap, we found the follow-
ing. For Tcompute , the data exchange between the three threads
orchestrating the workflow, as Figure 4 shows, can have some over-
head that contributes to the gap. The overhead of intra-thread data
movement within the back-projection thread also has an overhead:
before copying data from host to GPU memory, it is necessary
to gather at least 32 projections as a batch. In addition, memory
management, building the circular buffers (as in Figure 4a) also
contribute to the gap in a minor way. For Tr educe , we confirmed
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Table 5: Details of Tcompute in Fig. 5a and Fig. 5b. Tload is included
in Tf l t . δ is defined as δ =
Tf l t +TAllGather +Tbp
Tcompute
.
volume Nдpus Ncpus
Tf l t TAllGather Tbp Tcompute δ
(voxel) (s) (s) (s) (s)
40963
32 16 1.4 31.4 54.8 70.2 1.2
64 32 0.8 20.7 27.5 35.6 1.4
128 64 <0.7 15.2 14.0 18.9 1.6
256 128 <0.7 7.4 7.0 10.2 1.5
81923
256 128 <0.7 46.9 83.0 101.3 1.3
512 256 <0.7 26.9 41.5 53.1 1.3
1024 512 <0.7 17.0 20.8 29.7 1.3
2048 1024 <0.7 8.6 10.4 17.2 1.2
that the gap is due to MPI-Reduce being called only once: the first
call to the collective is typically slower, which is why benchmarks,
like the one we use, pre-run few iterations before measurements.
For TD2H , the architecture of the compute node can cause con-
tention on the PCIe switch feeding two GPUs (two PCIe switches
for four GPUs). For Tstore , it appears from our investigation that
the minor gap is the effect of volume slices written to PFS not tuned
to the ideal stripe size. Figure 6 shows the overall performance
of iFDK in GUPS. We use the entire end-to-end execution time as
defined in Equation 19. Figure 7 shows an example that uses MPI-
Reduce primitive to generate a volume of 20483. iFDK scales better
in generating the volume of 81923 than 40963. It is due to better
device utilization in the former. This becomes clear from observ-
ing the relationship between the coefficient α and performance, in
Table 4. Note that the 20482×4096→40963 and 20482×4096→81923
problems can be instantly solved within 30 seconds and 2 min-
utes, respectively. Finally, we report that the performance of the
back-projection kernel on a single GPU is ≈200 GUPS (without
using mixed precision), as shown in Table 3. This performance of
the back-projection kernel is the main reason a time-to-solution
in O(10) seconds for high-resolution problems on O(1000) GPUs
becomes possible. It is noteworthy that all computation, running on
both CPUs and GPUs, use single precision to maintain high fidelity
solutions.
5.3.4 Scaling to 8K FDK problems. The iFDK is general to any
general sizes of FDK problems, due to the two-dimensional prob-
lem decomposition methodology. At present, the common per-
spective in CT imaging is that processing 81923 volumes is highly
demanded but not feasible (as discussed extensively by Martz et
al. [21]). Nonetheless, we conducted experiments with iFDK on 8K
volumes. Using iFDK, with 2,048 GPUs, the 20482×4096→81923
problem is solved within 2 minutes. This time-to-solution is inclu-
sive of I/O: it includes storing the volume of size 2TB to PFS in 79s.
Note that it is rare to find high precision scanners for capturing
images with the quality necessary for 8K resolution, and hence it
is rare to find a CT system generating the 3D volume of 8K. Yet
we conducted 8K experiments for the sake of evaluating the scala-
bility of iFDK and demonstrating that 8K image reconstruction is
technically attainable.
5.3.5 Performance Model Accuracy. Table 5 lists the detailed
execution time of each component in the framework. Our analysis
of the results and the resulting observations are as follows:
(i) δ > 1. This indicates that the orchestration and pipelining
methodology as introduced in Section 4.1.4 is effective in im-
proving the overall performance.
(ii) TAllGather <Tbp . MPI-AllGather is employed to share the fil-
tered projectionswithin theCi group as in Figure 3a,TAllGather
can be considered as the overhead of filtering computation. For-
tunately, it can be overlapped with the back-projection stage
as Figure 4 shows. Furthermore, this justifies the strategy of
minimizing R (as discussed in Section 4.1.5) to generate as large
as possible sub-volumes on the GPUs.
6 DISCUSSION
In this section, we discuss the impact of iFDK on several real-world
applications and show the platforms available for iFDK.
6.1 Relevance of iFDK to Real-world
Applications
In one of the main reference textbooks of image reconstruction [21]
(Section 10.7.1), Martz et al. address in detail the necessity of high-
resolution image reconstruction, and give an open question about
challenge of high-resolution image reconstruction (we quote): "What
happens if we start manipulating (6k)3 and (8k)3 volumes?".
The work in this paper tackles this challenge by paving the way
for generating high-resolution volumes instantly using algorithmic
innovation and HPC best practices.
High-resolution image reconstruction is essential since it can
expose more detailed information (i.e. geometry, intensity) and
provide benefits to the throughput of the industrial inspection and
scientific research. The remainder of this section gives concrete
examples for the state-of-art innovation in commercial products
for high-resolution image reconstruction.
In [17], the industrial CT (named GOM CT) is equipped with
FPD of resolution 3008 × 2512 and is available to reconstruct 3D
volumes larger than 30002 × 5000 (note the specification: the voxel
is 2um∼80um and the measuring area is 240mm×240mm×400mm).
In [43], the CT system (named XTH450) is equipped with FPD of
variant resolutions (i.e. 20002, 40002) and is built for turbine blade
and casting inspection. In [62], the CT system (named inspeXio
SMX-225CT) is equipped with FPD of resolution (40962) and is used
for defect inspection.
Scientific research is also witnessing a boom of interest in high-
resolution image reconstruction. For instance, Bice et al. [9] pro-
posed rapid tomographic image reconstruction by large scale par-
allelization (up to 32k cores) to meet the critical demands from
scientists. since they require quasi-instant feedback in their ex-
periments for rapidly checking results and adjusting experimental
configurations while using CT images. This instant capability is
critically demanded in scanning objects with huge volumes (e.g.
motor engine, human brain [44]) and complex details (e.g. the body
of insects).
In the industrial field, the CT is widely used for defect inspection
and reverse engineering [22, 29]. Asadizanjani et al. [5] employed
micro CT for non-destructive PCB reverse engineering. The impor-
tance of high-resolution in reverse engineering is critical for huge
objects with complex structures.
6.2 Platforms for iFDK
This section discusses the potential for the practical use case of
iFDK in many fields, i.e. medical, industrial, and scientific. The
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proposed back-projection algorithm and CUDA implementation
can be applied in a number of iterative solvers (i.e. ART, MLEM,
MBIR), which are popular methodologies in medical imaging for
low dose image reconstruction. In addition, it can provide benefits
for real-time CT systems, e.g. 4D-CT [35].
6.2.1 AWS HPC. The methods proposed by iFDK are not limited
in use to top-tier HPC systems accessible only to a limited number
of researchers. A simple calculation shows that generating a 4K
volume as in Figure 5a can be done, for example, on Amazon’s AWS
HPC offerings for the cost of less than $100. That is when using 256
p3.8xlarge EC2 instances (with four V100 GPUs per node, similar to
the system used in this paper). This uses on-demand pricing with
billing timed by seconds at the price of $12.24 per hour (March
2019 US east Ohio region). This accounts for the low-performance
network in AWS (10Gbps) by assuming factors of a slow down over
the reported performance. Note that we do not consider moving
the volumes out of the cloud since the volume visualization and
data analysis can be performed in the same cloud platform. We
acknowledge that policy and privacy issues would complicate the
use of public clouds in medical and industrial CT. Yet we emphasize
that, from the technical perspective, the methods used in iFDK
make the practical and affordable instant high-resolution image
reconstruction feasible.
6.2.2 Nvidia DGX-2. In order to avoid the privacy issuesmentioned
earlier, one could use an on-premise dense GPU box to achieve
the performance reported by iFDK, for reasonably high resolution.
For instance, the Nvidia DGX-2 [45] is an appropriate alternative
considering it is equipped with 16 Tesla V100 GPUs, the total GPU
memory of 512GB, systemmemory of 1.5TB, and internal storage of
30TB. Those specifications would allow iFDK, for instance, to tackle
4K problems within a minute (projected by the results shown in
Figure 5a) without privacy concern. In addition, the DGX-2 has the
fast NVSwitch [36] interconnect between GPUs, and a high capacity
SSD: iFDK would even perform better due to improvements in the
communication and I/O. Finally, it is important to mention that the
price of DGX-2 is relatively low when considering the prices of
high-end CT instruments.
7 RELATEDWORK
Researchers have been working for a long time to optimize CT
image reconstruction algorithms. Wu et al. presented an Appli-
cation Specific Integrated Circuits (ASIC) solution, which is ef-
ficient in computation but expensive in development [72]. The
works in [16, 27, 64, 75] applied Field-Programmable Gate Ar-
ray (FPGA) to accelerate the image reconstruction computation.
Programming FPGA by HDL language is complex and thus, the
trend in recent years is to use high-level synthesis approaches, e.g.
OpenCL [26, 40, 63]. Both Treibig et al. and Hofmann et al. opti-
mized FDK by SIMD instruction set extensions and achieved record
performance for CPUs [30, 67]. The performance engineering for
RabbitCT [53] on the Intel Xeon Phi accelerator by Johannes et al.
demonstrated a promising approach for optimizing back-projection
algorithms [31]. Mostly, the prior work focused on parallelizing
image reconstruction algorithms on the specified accelerators.
The prior work in [38, 77] focused on decomposing the output
problems into several sub-volumes in order to solve the problem
out-of-core. Wang et al. [68] used a 69,632-core distributed sys-
tem to accelerate the iterative reconstruction and achieved 1,665×
speed-up over the baseline. The authors in [10] use up to 6 GPU
to reconstruct the volume of 2K and 4K via the FDK method. Lack
of details, e.g. computational precision and I/O, complicates direct
comparisons with the work mentioned above. An iterative image
reconstruction algorithm called Distributed MLEM [19] scaled up
to 16 GPUs on multi-GPU clusters. Hidayetoglu et. al [28] present a
massively-parallel solver (iterative method) for tomographic image
reconstruction, their solution scales up to 4,096 GPUs.
8 CONCLUSION
The filtered back-projection method is indispensable in most of
the practical CT systems. In this work, we propose a novel and
general FDK algorithm that reduces the computational cost and
improves data locality. Using CUDA, we implement an efficient
back-projection kernel. We further propose a distributed frame-
work that leverages the heterogeneity in modern systems to solve
high-resolution image reconstruction problems (e.g. 4K, 8K) in tens
of seconds. More specifically, we optimize the filtering computation
and back-projection on CPUs and GPUs, respectively. We perform
the inter-node hierarchical computation by MPI collective com-
munication primitive. The experimental results demonstrate the
performance and scalability of iFDK, and also validate our perfor-
mance model. For future work, we intend to investigate compres-
sion and visualization of the high-resolution volumes. We also plan
to provide a real-time image reconstruction cloud service.
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