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Resumen
Este trabajo se focalizó en el problema de la estimación robusta de los parámetros en modelos
autorregresivos bidimensionales con contaminación. Se propone un nuevo método de estimación
robusta de los parámetros de estos modelos, denominado BMM 2D, que se basa en la representación
de un proceso autoregresivo bidimensional con un modelo auxiliar, como una estrategia para atenuar
el efecto de la contaminación.
Hasta el momento y desde la deﬁnición de los modelos autorregresivos bidimensionales, tratados
inicialmente en 1954 por [49], diversos autores han desarrollado propuestas para abordar el proble-
ma de estimación de los parámetros, generando alternativas de estimación cuando la contaminación
del modelo es aditiva o innovativa. Estas propuestas, si bien han mostrado buen desempeño en
aplicaciones, no vienen acompañadas (en general) por estudios que den cuenta de sus propiedades
teóricas, tales como consistencia y normalidad asintótica. En esta tesis, se presentó un nuevo esti-
mador para estimar los parámetros del modelo en condiciones más generales de contaminación y se
demostró la consistencia y la normalidad asintótica del estimador.
El trabajo incluyó un análisis comparativo entre el método propuesto, los estimadores robustos
existentes hasta el momento y el estimador de mínimos cuadrados, a través de un estudio de si-
mulación de Monte Carlo, variando el tamaño de la ventana de observación del proceso, y el tipo
y nivel de contaminación. Los resultados evidenciaron que el nuevo estimador constituye una pro-
puesta competitiva, tanto en exactitud como en precisión, con relación a otros estimadores clásicos
y robustos utilizados hasta ahora.
Finalmente, se presentó una aplicación al ﬁltrado de imágenes, que ilustra cómo funciona el
estimador BMM 2D en situaciones prácticas.
El procedimiento intenta generalizar a dos dimensiones la iniciativa presentada por [29], desa-
rrollada para modelos ARMA de series de tiempo.
Palabras claves: Modelos AR-2D; Estimadores Robustos; Procesamiento de Imáge-
nes; Consistencia; Normalidad Asintótica
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Abstract
This work focused on the problem of robust estimation of parameters in two-dimensional autore-
gressive models with contamination. A new method of robust estimation of the parameters of these
models is proposed, called BMM 2D, which is based on the representation of a two-dimensional au-
toregressive process with an auxiliary model, as a strategy to attenuate the eﬀect of contamination.
Up to the moment and from the deﬁnition of the two-dimensional autoregressive models, initially
treated in 1954 by [49], diverse authors have developed proposals to approach the problem of esti-
mation of parameters, generating estimation alternatives when the contamination of the model is
additive or innovative. These proposals, although they have shown good performance in applica-
tions, are not accompanied (in general) by studies that account for their theoretical properties, such
as consistency and asymptotic normality. In this thesis, a new estimator to estimate the parameters
of the model in more general conditions of contamination was presented and the consistency and
asymptotic normality of the estimator were proved.
The work included a comparative analysis between the proposed method, the existing robust
estimators and the least squares estimator, through a Monte Carlo simulation study, varying the
size of the process observation window, and the type and level of contamination. The results showed
that the new estimator is a competitive proposal, both in accuracy and precision, in relation to other
classical and robust estimators used so far.
Finally, an application to image ﬁltering was presented, which illustrates how the BMM 2D
estimator works in practical situations.
The procedure attempts to generalize to two dimensions the initiative presented by [29], deve-
loped for ARMA models of time series.
Key words: AR-2D Models; Robust Estimators; Image Processing; Consistency;
Asymptotic Normality
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Introducción
Los métodos estadísticos para el análisis de datos indexados en el espacio han experimentado
en las últimas décadas avances signiﬁcativos. Este progreso, se ha visto acompañado y potenciado,
por el vertiginoso desarrollo de la tecnología y de las ciencias de la computación, permitiendo
introducir al espacio como eje fundamental de análisis, tal como ocurre por ejemplo, en estudios
de planiﬁcación territorial, en trabajos de epidemiología panorámica y en modelos econométricos
espaciales ([27]). Muchos de estos métodos se derivan de enfoques presentados en el contexto de series
de tiempo y surgen como adaptaciones especíﬁcas de éstos últimos para hacer frente a los desafíos
propios que presenta el análisis de datos indexados en el espacio. Estos datos no solo contienen
información sobre un conjunto de atributos de interés, sino que también proporcionan la ubicación
geográﬁca o espacial donde estos atributos fueron observados. Una de sus características clave es la
autocorrelación espacial: Las observaciones próximas espacialmente tienden a ser más similares de
lo que se espera que lo sean las observaciones que están más separadas en el espacio.
Un ejemplo claro de datos espaciales corresponde a observaciones medidas sobre grillas o redes,
llamados datos regionalizados. En este caso la información se registra en todos los puntos de un
dominio D ⊂ Z2 ﬁjo, ﬁnito o inﬁnito. Las ubicaciones espaciales de estos datos se denominan sitios
y estos sitios generalmente representan regiones con una cierta área, tales como ocurre con los datos
de imágenes. Desde el punto de vista de un observador común, una imagen x es una escena provista
de ciertos atributos que le son propios y la caracterizan, tales como bordes, color, brillo, textura,
etc.; mientras que desde una perspectiva formal, x constituye una realización de un proceso aleatorio
X : Ω → EW , donde E es un conjunto acompañado por una estructura de σ-álgebra, y W es una
grilla rectangular ﬁnita, llamada ventana de observación de la imagen x. En el contexto previo,
D = W y cada sitio representa la posición espacial precisa de un píxel de la imagen.
Uno de los enfoques para estudiar la autocorrelación espacial en datos regionalizados consiste en
proponer modelos que especiﬁcan de manera directa la matriz de varianza-covarianza de los datos,
la cual limita la medida de proximidad espacial a las distancias entre ubicaciones de puntos que se
supone que representan diferentes regiones. Otro enfoque se basa en proponer modelos de autorre-
gresión espacial, que permiten incorporar las estructuras de vecindario. Estos patrones, llamados
modelos autorregresivos bidimensionales (modelos AR-2D), representan los datos en la ubicación
s de la grilla D como una combinación lineal de valores registrados en posiciones espaciales de D
vecinas a s y esta autoregresión es la encargada de inducir la dependencia espacial entre los datos.
En 1954, [49] estudió por primera vez los modelos AR-2D y a partir de entonces éstos han sido
exitosamente usados en diversas áreas del modelado y procesamiento de imágenes como ﬁltrado y
reconstrucción de imágenes satelitales ([11], [31]) y detección de bordes en imágenes médicas ([39],
[52]).
En general, un modelo matemático es una simpliﬁcación de la realidad y requiere, por parte de
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los datos, del cumplimiento de ciertos supuestos. Los procedimientos clásicos de estimación de los
parámetros de un modelo son óptimos en situaciones en las que los supuestos del modelo se cumplen
de manera rigurosa, pero proporcionan estimaciones desacertadas cuando las exigencias del modelo
no se observan exactamente. Una alternativa a esta problematica es trabajar con procedimientos
robustos, los cuales permiten relajar los requisitos que teóricamente deben satisfacer los datos y pro-
porcionan la ﬂexibilidad necesaria a los efectos de obtener estimaciones razonablemente aceptables
de los parámetros del modelo, en circunstancias de no cumplimiento estricto de los supuestos.
La estimación robusta de los parámetros en modelos AR-2D ha sido tratada para datos afecta-
dos con dos tipos de contaminación: innovativa y aditiva. Los autores [21] proponen la clase de los
M-estimadores 2D y en [3] y [4] se introducen los estimadores GM 2D. Los primeros tienen un buen
desempeño bajo modelos contaminados innovativamente pero son inadecuados bajo contaminación
aditiva, mientras que los estimadores GM 2D tienen un buen desempeño en ambos casos. Poste-
riormente, [30] presentó los estimadores RA 2D que además de tener un buen comportamiento bajo
estos dos tipos de contaminación, poseen propiedades teóricas estadísticas interesantes, tales como
la consistencia y la normalidad asintótica. Estas propiedades son de gran interés ya que permiten
realizar estudios de inferencia estadística, a partir de test de hipótesis e intervalos de conﬁanza. Sin
embargo, el estimador RA 2D exhibe como desventaja un alto costo computacional.
La propuesta de este trabajo de tesis consiste en deﬁnir un nuevo estimador robusto de los
parámetros del modelo AR-2D bajo otros escenarios de contaminación que incluyen a la contami-
nación aditiva, capaz de competir con los estimadores M, GM y RA 2D mencionados. Para evitar
la propagación del efecto de un dato atípico cuando se calculan los residuos del modelo, se propone
un nuevo enfoque que consiste en deﬁnir estos residuos usando un modelo auxiliar. Con la ayu-
da del modelo auxiliar, se deﬁne un estimador para los parámetros del modelo AR-2D resistente
a diferentes tipos de outliers. La propuesta intenta generalizar a dos dimensiones los estimadores
BMM desarrollados por [29] para modelos ARMA de series de tiempo. El nuevo estimador, BMM
2D, además de mejorar en cuanto a presición y exactitud las propuestas ya conocidas, resulta ser
consistente y normalmente asintótico.
El trabajo de organiza de la siguiente manera: en el Capítulo 1 se introducen conceptos y
deﬁniciones básicas sobre procesos espaciales, en particular, se deﬁnen los modelos AR-2D y se los
analiza en el contexto del procesamiento de imágenes; en el Capítulo 2 se presenta la nueva propuesta;
en el Capítulo 3 se analiza el comportamiento del nuevo estimador comparándolo mediante estudios
de Monte Carlo con los estimadores LS, M, GM y RA 2D; en el Capítulo 4 se demuestran las
propiedades teóricas del estimador BMM 2D. Finalmente, se establecen algunas conclusiones y
posibles lineamientos para trabajos futuros.
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Capítulo 1
Procesos Aleatorios Bidimensionales
En este capítulo se introducen los conceptos básicos necesarios para trabajar a lo largo de la
tesis. Los mismos pueden encontrarse en [18], [30] y [13].
1.1. Preliminares
Sea R el conjunto de los números reales y B la σ-álgebra de Borel sobre R y sea RZ2 = {f :
Z2 → R/fes función}. Consideremos el espacio medible (R,B). Para cada 1 ≤ n <∞ natural sea:
(Z2)(n) = {{(k1, l1), ..., (kn, ln)} : (ki, li) ∈ Z2, (ki, li) 6= (kj , lj) si i 6= j, 1 ≤ i, j ≤ n}.
Además, deﬁnamos O(Z2) y S(Z2) como:
O(Z2) = ∪{(Z2)(n) : 1 ≤ n <∞, natural},
S(Z2) = {S ⊂ Z2 : 0 < #(S) <∞}.
Entonces, para cada 1 ≤ n <∞, natural y para cada λ = ((k1, l1), ..., (kn, ln)) en (Z2)(n), deﬁnimos
la proyección sobre Rn como la función σλ : RZ
2 → Rn dada por:
σλ(X) = (X(k1, l1), ..., X(kn, ln)), ∀X ∈ RZ2 .
Para cada m ∈ N, sea Bm la σ-álgebra producto sobre Rm y sea BZ2 la mínima σ-álgebra sobre RZ2
que hace medibles las proyecciones σλ, ∀λ ∈ O(Z2).
Deﬁnición 1.1.1. Sea (Ω,A, P ) un espacio de probabilidad. Entonces X : Ω→ RZ2 es un proceso
aleatorio bidimensional real, si ∀A ∈ BZ2 , X−1(A) ∈ A.
Notemos que de acuerdo a la deﬁnición anterior, X : Ω→ RZ2 es un proceso aleatorio bidimensional
real si y solo si, X es una función A−medible con respecto a la σ-álgebra BZ2 . Estos procesos son
también llamados procesos aleatorios 2D reales o procesos aleatorios sobre Z2 reales. Una manera
frecuente de denotar al proceso X es mediante la sucesión de variables aleatorias:
X = {Xi,j}(i,j)∈Z2 ,
donde para todo (i, j) ∈ Z2, Xi,j : Ω→ R es una variable aleatoria deﬁnida sobre (Ω,A, P ) tal que
Xi,j(ω) = (X(ω))(i, j) ∀ω ∈ Ω.
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Deﬁnición 1.1.2. Sea (Ω,A, P ) un espacio de probabilidad y sea X : Ω→ RZ2 un proceso aleatorio
2D real. Deﬁnimos como PX a la probabilidad sobre (RZ
2
,BZ2) dada por PX(A) = P (X−1(A))
∀A ∈ BZ2 .
Deﬁnición 1.1.3. Sea (Ω,A, P ) un espacio de probabilidad y sea X un proceso aleatorio 2D real
deﬁnido sobre (Ω,A, P ). Para cada n ∈ N se deﬁnen las funciones de distribución n-dimensionales
como:
F(k,l)
n
(x1, ..., xn) = P (Xk1,l1 < x1, ..., Xkn,ln < xn),
donde (k, l)
n
= ((k1, l1), ..., (kn, ln)) ∈ (Z2)n y (x1, ..., xn) ∈ Rn.
Observación 1.1.1. Las funciones de distribución n-dimensionales son funciones de distribución
de probabilidad; más precisamente F(k,l)
n
es la función de distribución de probabilidad conjunta de
las variables aleatorias Xk1,l1 , ..., Xkn,ln.
Deﬁnición 1.1.4. Sea (Ω,A, P ) un espacio de probabilidad y sea X = {Xi,j}(i,j)∈Z2 un proceso
aleatorio 2D real deﬁndo sobre (Ω,A, P ). Decimos que X es un proceso con momento de segundo
orden ﬁnito si ∀(i, j) ∈ Z2, Xi,j ∈ L2(Ω,A, P,R).
Deﬁnición 1.1.5. Sea (Ω,A, P ) un espacio de probabilidad y sea X = {Xi,j}(i,j)∈Z2 un proceso
aleatorio 2D real deﬁndo sobre (Ω,A, P ), con momento de segundo orden ﬁnito.
a) Se llama función de media del proceso X a µX : Z2 → R dada por:
µX(i, j) = EP (Xi,j), ∀(i, j) ∈ Z2.
b) Se llama función de autocovarianza del proceso X a CX : Z2 × Z2 → R dada por:
CX((i, j), (s, t)) = EP (Xi,jXs,t)− EP (Xi,j)EP (Xs,t), ∀(i, j), (s, t) ∈ Z2.
Observación 1.1.2. Si X es un proceso aleatorio 2D real deﬁnido sobre (Ω,A, P ), con momento
de segundo orden ﬁnito, y función de autocovarianza CX , ∀(i, j) ∈ Z2 la variable Xi,j tiene varianza
ﬁnita dada por CX((i, j), (i, j)). Así, la función σ
2
X : Z2 → R dada por:
σ2X(i, j) = CX((i, j), (i, j)) ∀(i, j) ∈ Z2,
deﬁne la función de varianza del proceso X.
NOTA: De aquí en adelante, al referirnos al proceso X, asumiremos (salvo expresa mención en
contra) los siguientes dos supuestos:
i) Que X es un proceso aleatorio 2D real, deﬁnido sobre el espacio de probabilidad (Ω,A, P ).
ii) Que el proceso X tiene momento de segundo orden ﬁnito, con funciones de media, autocova-
rianza y varianza, denotadas respectivamente como µX , CX y σ2X .
Deﬁnición 1.1.6. Decimos que el proceso X es P−débilmente estacionario si:
i) µX(i, j) = µX(s, t) ∀(i, j), (s, t) ∈ Z2,
ii) CX((i, j), (s, t)) = CX((i− s, j − t), (0, 0)) ∀(i, j), (s, t) ∈ Z2.
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Deﬁnición 1.1.7. Decimos que el proceso X es P−estrictamente estacionario si para cada n ∈ N
y para cada (i1, j1), (i2, j2), ..., (in, jn), (s, t) ∈ Z2 la función de distribución de probabilidad conjunta
de las variables aleatorias
Xi1,j1 , Xi2,j2 , ..., Xin,jn ,
es igual a la función de distribución de probabilidad conjunta de las variables aleatorias
Xi1+s,j1+t, Xi2+s,j2+t, ..., Xin+s,jn+t.
Observación 1.1.3. Si X es un proceso P−estrictamente estacionario, entonces X es P−débilmente
estacionario ([30]).
1.2. Ergodicidad
Sea (Ω,A, P ) un espacio de probabilidad y seaX = {Xi,j}(i,j)∈Z2 un proceso aleatorio P−estrictamente
estacionario y consideremos el espacio medible (RZ2 ,BZ2).
Deﬁnición 1.2.1. Para cada (m,n) ∈ Z2 se deﬁne la traslación por (m,n) a la función τ(m,n) :
RZ2 → RZ2 dada por τ(m,n)(X)(i, j) = Xi−m,j−n.
Observación 1.2.1. ∀(m,n) ∈ Z2, τ(m,n) es biyectiva y medible.
Deﬁnición 1.2.2. Sea τ : RZ2 → RZ2 biyectiva y medible. Se dice que A ∈ BZ2 es τ−invariante si
τ(A) = A.
Sea
I = {A ∈ BZ2 : A es τ(m,n) − invariante ∀(m,n) ∈ Z2}.
Deﬁnición 1.2.3. Decimos que X es P−ergódico si ∀A ∈ I, PX(A) = 0 ó PX(A) = 1.
Observación 1.2.2. 1) I es una σ−álgebra. 2) X es P−estrictamente estacionario sii PX ≡
Pτ(m,n)(X), ∀(m,n) ∈ Z2.
Deﬁnición 1.2.4. Sea D ⊂ Z2, convexo. Se llama diámetro interior de D a
d(D) = sup{r > 0 : ∃(i, j) ∈ D con B((i, j), r) ⊂ D},
donde B((i, j), r) = {(m,n) ∈ Z2 : (i−m)2 + (j − n)2 < r2}.
Observación 1.2.3. Nos referimos a conjuntos convexos en Z2 como la intersección de convexos
de R2 con Z2.
Teorema 1.2.1. (Teorema Ergódico). Sea X P−estrictamente estacionario y P−ergódico, g ∈
L1(RZ2 ,BZ2 , PX ,R) y {Dn}n∈N sucesión acotada de convexos acotados en Z2 tal que d(Dn) →
n→∞∞.
Entonces:
i) 1#Dn
∑
(i,j)∈Dn g(τ(i,j)(X))→ EP (g(X)) en L1(RZ
2
,BZ2 , PX ,R).
ii) Si además {Dn}n∈N es creciente, entonces la convergencia en (i) ocurre excepto sobre conjun-
tos de medida P -nula, lo que se denotará es a.e..
Dem.: Ver [18]. 
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1.3. Orden en Z2
En el contexto de las series de tiempo indexadas en T ⊂ Z el concepto de pasado de una
posición t ∈ T se deﬁne de manera evidente a partir del orden total en Z (el pasado de t es el
conjunto {t′ ∈ Z : t′ < t}). Por el contrario, en Z2 no se dispone de un orden consustancial que
determine de manera natural cuál es el pasado de una posición (i, j) ∈ Z2. Dicho orden será de
gran importancia por dos motivos: en primer lugar, en las próximas secciones y capítulos hará falta
realizar sumas inﬁnitas sobre Z2 y tomar límites que convergan cuando un punto (m,n) ∈ Z2 tiende
a inﬁnito por lo que tendremos que ordenar los elementos de alguna manera; en segundo lugar, el
orden del vector de parámetros a estimar en el modelo de estudio determinará como es la matriz de
varianza-covarianza del estimador que se propondrá más adelante en esta tesis.
Dado un elemento (i, j), puede deﬁnirse el pasado de (i, j) de diferentes maneras. En este tra-
bajo, necesitamos algún orden total en Z2. Antes de introducir el orden total de Z2 con el que
trabajaremos, introducimos algunas deﬁniciones que se relacionan con los vecinos pasados de una
posición (i, j) ∈ Z2.
Deﬁnición 1.3.1. Para cada (i, j) ∈ Z2,
a) Se llama región de predicción no causal de (i, j) a:
S1(i, j) = {(k, l) ∈ Z2 : (k, l) 6= (i, j)}.
b) Se llama región de predicción semicausal de (i, j) a:
S2(i, j) = {(k, l) ∈ Z2 : k < i)} ∪ {(i, l) ∈ Z2 : l 6= j}.
c) Se llama región de predicción causal de (i, j) a:
S3(i, j) = {(k, l) ∈ Z2 : k < i)} ∪ {(i, l) ∈ Z2 : l < j}.
d) Se llama región de predicción fuertemente causal de (i, j) a:
S4(i, j) = {(k, l) ∈ Z2 : k < i, l ≤ j)} ∪ {(i, l) ∈ Z2 : l < j}.
Estas regiones de causalidad pueden apreciarse gráﬁcamente en las imágenes de la Fig. 1.1.
Deﬁnición 1.3.2. Dado (i, j) ∈ Z2 y M ∈ N tal que i, j < M , se llama ventana fuertemente causal
cuadrada de orden M en (i, j) a:
WM (i, j) = {(k, l) ∈ S4(i, j) : i−M ≤ k ≤ i, j −M ≤ l ≤ j} ∪ {(i, j)}.
En esta tesis trabajaremos siempre sobre regiones de predicción fuertemente causales y con ven-
tanas fuertemente causales cuadradas. Cuando (i, j) = (M,M), WM (M,M) se indicará WM ; esta
notación se usará también en aquellos casos en que la mención especíﬁca del punto (i, j) no sea
relevante.
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k(+)
l(+)
(i,j)
(a)
k(+)
l(+)
(i,j)
(b)
k(+)
l(+)
(i,j)
(c)
k(+)
l(+)
(i,j)
(d)
Figura 1.1: (a) S1(i, j); (b) S2(i, j); (c) S3(i, j); (d) S4(i, j)
A continuación, daremos a Z2 un orden total al que llamamos orden espiral.
Sea (i, j) ∈ Z2 \ {(0, 0)} y γ una función de (i, j) que puede asumir los valores |i| ó |j|. Dado
(i, j) ﬁjo, se deﬁnen los conjuntos:
A1(γ(i, j)) = {(k, l) : |k|, |l| < γ(i, j)},
A2(γ(i, j)) = {(k, l) : k = γ(i, j),−γ(i, j) < l < j},
A3(γ(i, j)) = {(k, l) : k = γ(i, j),−γ(i, j) < l < γ(i, j)},
A4(γ(i, j)) = {(k, l) : l = γ(i, j),−γ(i, j) < k ≤ γ(i, j)}.
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Ahora deﬁnimos cuatro conjuntos disjuntos, Rk, cuya unión es Z2 \ {(0, 0)} y el conjunto de
pasados de cualquier punto (i, j) ∈ Z2 \ {(0, 0)}, P k(i,j):
I) Consideremos i > 0 y γ(i, j) = |i| = i, luego
R1 = {(i, j) ∈ Z2 : i > 0,−γ(i, j) < j ≤ γ(i, j)} y
P 1(i,j) = A1(γ(i, j)) ∪A2(γ(i, j)).
II) Consideremos j > 0 y γ(i, j) = |j| = j luego
R2 = {(i, j) ∈ Z2 : j > 0,−γ(i, j) ≤ i < γ(i, j)} y
P 2(i,j) = A1(γ(i, j)) ∪A3(γ(i, j)) ∪ {(k, l) : l = γ(i, j), i < k ≤ γ(i, j)}.
III) Consideremos i < 0 y γ(i, j) = |i| = −i, luego
R3 = {(i, j) ∈ Z2 : i < 0,−γ(i, j) ≤ j < γ(i, j)} y
P 3(i,j) = A1(γ(i, j)) ∪A3(γ(i, j)) ∪A4(γ(i, j)) ∪ {(k, l) : k = −γ(i, j), j < l ≤ γ(i, j)}.
IV) Consideremos j < 0 y γ(i, j) = |j| = −j, luego
R4 = {(i, j) ∈ Z2 : j < 0,−γ(i, j) < i ≤ γ(i, j)} y
P 4(i,j) = A1(γ(i, j)) ∪A3(γ(i, j)) ∪A4(γ(i, j)) ∪ {(k, l) : k = −γ(i, j),−γ(i, j) < l ≤ γ(i, j)}
∪ {(k, l) : l = −γ(i, j),−γ(i, j) ≤ k < i}.
Luego, Z2 \ {(0, 0)} = ∪4i=1Ri donde la unión es disjunta; es decir, {Ri}4i=1 es una partición de
Z2 \ {(0, 0)}.
Se deﬁne el orden espiral en Z2 (orden total en Z2) a través de la relación  de la siguiente
manera:
Deﬁnición 1.3.3. Sean (i, j), (k, l) ∈ Z2. Asumamos que (i, j) ∈ Rs con s ∈ {1, 2, 3, 4}. Diremos
que (k, l)  (i, j) si se satisface alguna de las siguientes condiciones;
a) (i, j) = (k, l), es decir, i = k y j = l, o bien;
b) (k, l) ∈ P s(i,j).
Este ordenamiento espiral de elementos de Z2 se esquematiza en la Fig. 1.2 (a).
Consideremos ahora el conjunto
I = {(i, j) ∈ Z2 : i ≥ 0, j ≥ 0}.
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Deﬁnición 1.3.4. Deﬁnimos sobre I un orden total, dado por la restricción a I del orden espiral
 deﬁnido previamente para Z2.
El orden total sobre I se observa de manera esquemática en la Fig. 1.2 (b).
De ahora en más, a menos que se haga explicita mención de lo contrario, cualquier suma que se
haga sobre elementos indexados en I se realizará siguiendo el orden total deﬁnido sobre I.
j(+)
i(+)
(a)
j(+)
i(+)
(b)
Figura 1.2: (a) Orden espiral en Z2; (b) Orden espiral restringido a I.
1.4. Martingalas
Dado X = {Xi,j}(i,j)∈Z2 un proceso espacial deﬁnido sobre (Ω,A, P ) a valores en R y 4 alguna
relación de orden parcial en I, podemos introducir la siguiente deﬁnición:
Deﬁnición 1.4.1. Dada una sucesión creciente de sub σ−álgebras de A, Fi,j, i.e. Fk,l ⊆ Fi,j si
(k, l)4(i, j), y Xi,j que sea Fi,j−medible e integrable. Diremos que (Xi,j ,Fi,j) es un arreglo diferencia
martingala si E(Xi,j |Fk,l) = 0 cuando (k, l)4(i, j) y (k, l) 6= (i, j).
En la sección anterior se deﬁnió un orden total sobre I. Sin embargo, en esta sección es necesario
contar con un orden parcial que permita construir a partir de un proceso X = {Xi,j}(i,j)∈Z2 deﬁnido
sobre (Ω,A, P ), una sucesión de sub σ-álgebras de A crecientes como en la deﬁnición anterior. Es
así que introduciremos la siguiente deﬁnición con el objetivo de poder deﬁnir este nuevo orden sobre
I:
Deﬁnición 1.4.2. Para cada elemento (i, j) ∈ I, se deﬁne la vecindad de la posición (i, j), Vi,j,
como:
Vi,j = {(k, l) ∈ I : 0 ≤ k ≤ i, 0 ≤ l ≤ j} \ {(i, j)}.
Con este concepto de vecindad es ahora posible establecer la siguiente relación de orden parcial
4 en I:
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Deﬁnición 1.4.3. Dado (k, l), (i, j) ∈ I decimos que (k, l) está relacionado con (i, j) bajo la rela-
ción 4 (denotamos (k, l)4(i, j)) si y solamente si Vk,l ⊆ Vi,j.
Observese que (k, l)4(i, j) es equivalente a decir k ≤ i y l ≤ j.
Luego, deﬁnimos para cada (i, j) ∈ I, la σ-álgebra Fi,j generada por el conjunto de variables
aleatorias {Xk,l : (k, l) ∈ Vi,j}, es decir,
Fi,j = σ({Xk,l : (k, l) ∈ Vi,j}).
Se puede probar que dado (i, j) ∈ I, Fk,l ⊆ Fi,j para cada (k, l)4(i, j); es decir, {Fk,l} es una
sucesión no decreciente de sub σ-álgebras de A.
Observación 1.4.1. La condición E(Xi,j |Fk,l) = 0 si (k, l)4(i, j) y (k, l) 6= (i, j), de la deﬁnición
1.4.1 es equivalente a la condición E(Xi,j |Xk,l) = 0 para todo (k, l)4(i, j) y (k, l) 6= (i, j).
Dada una sucesión {b(i,j) : (i, j) ∈ I} de números reales positivos tal que b(0,0) = b(i,0) = b(0,j) =
0, se deﬁne 4b(i,j) = b(i,j)−b(i,j−1)−b(i−1,j) +b(i−1,j−1). Como corolario del Teorema 2.3 del trabajo
[47] se tiene:
Teorema 1.4.1. Dado X = {Xi,j}(i,j)∈Z2 un proceso espacial real deﬁnido sobre (Ω,A, P ). Para
todo arreglo diferencia martingala (Xi,j ,Fi,j), y para toda sucesión de números positivos {b(i,j)} que
satisface que 4b(i,j) ≥ 0 ∀(i, j) ∈ I y tal que b(i,j) → ∞ cuando (i, j) → ∞ (si y solo si i → ∞ y
j →∞), la condición ∑
(0,0)4(i,j)
E(|Xi,j |2)
b2(i,j)
<∞
implica que
1
b(M,M)
∑
(0,0)4(i,j)4(M,M)
Xi,j → 0 a.e. cuando M →∞.
Dem.: Ver [47]. 
Observación 1.4.2. La versión general del teorema anterior requiere que el espacio E sobre el
cual está deﬁnido el proceso X sea un espacio 2−smoothable. Se dice que un espacio de Banach
E es 2-smoothable si existe una norma equivalente bajo la cual E es 2-uniformly smooth, es decir,
ρ(t) := sup
{ ||x+y||+||x−y||
2 − 1 : ∀x, y ∈ E, ||x|| = 1, ||y|| = t
}
= O(t2) (orden t2). Esto se puede ver
en [38]. En nuestro caso, el espacio E resulta ser R que es un espacio de Hilbert y por lo visto en
[12], todo Hilbert es 2−smoothable.
Este teorema se conoce como Ley Fuerte de los Grandes Números para arreglos diferencia martin-
galas.
Sea M ∈ N y D(M) = {(k, l) ∈ I : 0 ≤ k < M, 0 ≤ l < M}. Como corolario del Teorema 2.1 de
[14] se tiene el sigiente teorema:
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Teorema 1.4.2. Dado un arreglo diferencia martingala (Xi,j ,Fi,j) con {Xi,j} proceso aleatorio real
deﬁnido sobre (Ω,A, P ) con momento de segundo orden ﬁnito, fuertemente estacionario y ergódico.
Entonces 1√
M
∑
(k,l)∈D(M)Xk,l converge en distribución a N (0, E(|X0,0|2)) cuando M →∞.
Dem.: Ver [14]. 
Este teorema es conocido como el Teorema Central del Límite para arreglos diferencia martin-
galas.
A continuación se presentan algunos conceptos previos que permiten introducir la deﬁnición de un
proceso AR bidimensional.
1.5. Procesos AR Bidimensionales Reales
Sea I = {(i, j) ∈ Z2 : i ≥ 0, j ≥ 0} y sea M ∈ N.
Deﬁnición 1.5.1. Sea T el subconjunto ﬁnito de I dado por: T = {(k, l) ∈ I : k ≤ L, l ≤ L, (k, l) 6=
(0, 0)}, con L ∈ N, conocido y L < M . Y sea {φm,n}(m,n)∈T una sucesión de números en R \ {0}
indexada por T . Se dice que la función Φ : C2 → C dada por
Φ(z1, z2) = 1−
∑
(k,l)∈T
φk,lz
k
1z
l
2,
es un polinomio unilateral con soporte T .
Observación 1.5.1. Un polinomio unilateral es una función analítica en C2.
Deﬁnición 1.5.2. Sea Y : Ω→ RZ2 un proceso aleatorio bidimensional real deﬁnido sobre (Ω,A, P ).
a) Para cada k ∈ Z se deﬁne el operador de retroceso unidimensional de orden k, a la función
Bk1 : RZ
2 → RZ2 dada por: Bk1 (Y )(i, j) = Yi−k,j, ∀(i, j) ∈ Z2.
b) Para cada l ∈ Z se deﬁne el operador de retroceso unidimensional de orden l, a la función
Bl2 : RZ
2 → RZ2 dada por: Bl2(Y )(i, j) = Yi,j−l, ∀(i, j) ∈ Z2.
c) Para cada (k, l) ∈ Z2 se deﬁne el operador de retroceso bidimensional de orden (k, l), a la
función B(k,l) : RZ2 → RZ2 dada por: B(k,l)(Y )(i, j) = Yi−k,j−l, ∀(i, j) ∈ Z2.
Observación 1.5.2. El operador de retroceso bidimensional B(k,l) se puede escribir en término de
los operadores de retroceso unidimensionales Bk1 y B
l
2. Esto es:
B(k,l) = Bk1 ◦Bl2 = Bl2 ◦Bk1 . (1.5.1)
Deﬁnición 1.5.3. Sea {ak,l}(k,l)∈I sucesión de números reales y sea f : D ⊂ C2 → C, D abierto,
tal que
f(z1, z2) =
∑
(k,l)∈I
ak,lz
k
1z
l
2 uniformemente en D.
Se deﬁne el operador funcional de retroceso bidimensional asociado a f , f(B) : RZ2 → RZ2 dado
por:
f(B)(Y )(i, j) =
∑
(k,l)∈I
ak,lB
(k,l)(Y )(i, j), ∀Y ∈ RZ2 ∀(i, j) ∈ Z2.
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Por (1.5.1), ∀Y ∈ RZ2 , f(B)(Y )(i, j) = ∑(k,l)∈I ak,l(Bk1 ◦ Bl2)(Y )(i, j) ∀(i, j) ∈ Z2. Por lo tanto,
el operador funcional de retroceso bidimensional asociado a f se denotará indistintamente f(B) ó
f(B1, B2).
Deﬁnición 1.5.4. Sea ε = {εi,j}(i,j)∈Z2 un proceso aleatorio 2D, real con varianza ﬁnita σ2ε , deﬁnido
sobre el espacio probabilístico (Ω,A, P ). Entonces se dice que ε es un proceso de ruido blanco si:
i) EP (εi,j) = 0, ∀(i, j) ∈ Z2 y
ii)
EP (εi,jεk,l) =
{
σ2ε , si (i, j) = (k, l);
0, c.c..
Deﬁnición 1.5.5. Sean (Ω,A, P ) espacio de probabilidad, ε = {εi,j}(i,j)∈Z2 proceso de ruido blanco
deﬁnido sobre (Ω,A, P ), Y = {Yi,j}(i,j)∈Z2 proceso aleatorio bidimensional estacionario deﬁnido
sobre (Ω,A, P ) con media µ y Φ : C2 → C polinomio unilateral con soporte T, como en la deﬁnición
1.5.1, que no se anula en D∗ = {(z1, z2) ∈ C2 : |z1| ≤ 1, |z2| ≤ 1}. Entonces se dice que Y es un
proceso AR-2D con polinomio unilateral Φ y proceso de ruido blanco ε, si ∀(i, j) ∈ Z2:
Yi,j = µ+
∑
(k,l)∈T
φk,l(Yi−k,j−l − µ) + εi,j . (1.5.2)
O bien, en forma compacta:
Φ(B1, B2)(Y − µ) = ε.
Notación: El proceso Y se denota como AR(Φ, ε).
1.5.1. Representaciones AR 2D Fuertemente Causales
Sea Y un proceso aleatorio bidimensional real con momento de segundo orden ﬁnito, deﬁnido
sobre (Ω,A, P ). Para cada (m,n) ∈ Z2 se deﬁne el conjunto Hm,n(Y ) como la clausura del espacio
vectorial real generado por las realizaciones del proceso Y en la región S4(m,n)∪{(m,n)}, es decir:
Hm,n(Y ) = sp{Yk,l : (k, l) ∈ S4(m,n) ∪ {(m,n)}}.
Deﬁnición 1.5.6. Sea Y un proceso aleatorio 2D real deﬁnido sobre (Ω,A, P ) con momento de
segundo orden ﬁnito y sea ε un proceso de ruido blanco sobre (Ω,A, P ). Decimos que ε es el proceso
de innovación fuertemente causal de Y si Hm,n(Y ) ⊆ Hm,n(ε) ∀(m,n) ∈ Z2.
Observación 1.5.3. Si Y es un proceso AR(Φ, ε), entonces Hm,n(ε) ⊆ Hm,n(Y ) ∀(m,n) ∈ Z2.
Deﬁnición 1.5.7. Sea Y un proceso AR(Φ, ε). Decimos que (Φ, ε) es una representación fuertemen-
te causal de Y si ε es el proceso de innovación fuertemente causal de Y , es decir, Hm,n(Y ) = Hm,n(ε)
∀(m,n) ∈ Z2.
Dado un proceso Y AR(Φ, ε), con polinomio unilateral Φ dado por:
Φ(z1, z2) = 1−
∑
(k,l)∈T
φk,lz
k
1z
l
2,
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una condición suﬁciente para que (Φ, ε) sea una representación fuertemente causal de Y es que∑
(k,l)∈T
|φk,l| < 1 (1.5.3)
(ver [18]). En lo que sigue de esta tesis asumiremos que los procesos AR(Φ, ε) con los que trabajamos
satisfacen siempre esta condición.
En este trabajo nos interesa la estimación de los parámetros de un proceso Y, AR(Φ, ε), y media
µ tal que satisface la condición (1.5.3). En este caso, es posible expresar (1.5.2) como:
Y˙i,j =
∑
(k,l)∈I
λk,lεi−k,j−l, (1.5.4)
donde Y˙i,j = Yi,j − µ, λk,l ∈ R ∀(k, l) ∈ I y λ0,0 = 1. A esta representación se la llama, Represen-
tación de Medias Móviles del proceso Y .
Observación 1.5.4. La función Φ(z1, z2)
−1 es una función analítica en {(z1, z2) ∈ C2 : Φ(z1, z2) 6=
0}. Si el polinomio Φ satisface la condición (1.5.3), Φ(z1, z2)−1 puede representarse de una única
manera como una serie de potencias convergente en D∗ ⊂ {(z1, z2) ∈ C2 : Φ(z1, z2) 6= 0}, con
coeﬁcientes reales:
Φ(z1, z2)
−1 =
∑
(k,l)∈I ak,lz
k
1z
l
2,
donde ak,l ∈ R, ∀(k, l) ∈ I y
∑
(k,l)∈I |ak,l| <∞ ([15]). Cabe destacar que como `1  `2 se tiene que∑
(k,l)∈I a
2
k,l <∞.
Entonces, el proceso AR(Φ, ε) fuertemente causal se puede escribir como:
Y˙i,j = Φ(B1, B2)
−1εi,j , (1.5.5)
Y˙i,j =
∑
(k,l)∈I
ak,lεi−k,j−l
Luego, por la unicidad, se tiene que ak,l = λk,l ∀(k, l) ∈ I.
Observación 1.5.5. La condición (1.5.3) resulta ser crucial para la identiﬁcabilidad de un proceso
AR(Φ, ε), es decir:
Sea ε = {εi,j} un proceso de innovaciones y {φk,l}(k,l)∈T los coeﬁcientes del polinomio Φ,
entonces si
∑
(k,l)∈T |φ(k,l)| < 1, existe un único proceso fuertemente causal X = {Xi,j} tal que
Φ(B1, B2)X = ε.
1.6. Procesamiento de Imágenes
1.6.1. Interpretación matemática de una imagen
La información visual desempeña un papel muy importante en la comunicación humana y en los
últimos años se han desarrollado disciplinas tendientes a tratar este tipo de información. En este
sentido, el procesamiento de señales bidimensionales se destaca como una disciplina cientíﬁca capaz
de interactuar con muchas áreas del conocimiento ([22], [16], [23], [37], [39]).
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Diversas áreas se ven vinculadas con el procesamiento de imágenes tales como la medicina,
la agricultura, la epidemiología, la meteorología, la geología y la criminalística entre otras ([52],
[41], [43], [39]). En el contexto de la agricultura, por ejemplo, es posible detectar la existencia de
plagas, problemas de riego u otras enfermedades vegetales, a partir de los cambios de intensidad
que muestra una imagen aérea provocados por la radiación electromagnética ([23]). En biología y
geología, es posible realizar estudios, a partir de imágenes satelitales, de las características del suelo
y la vegetación que permiten entender las causas y el comportamiento de incendios o inundaciones,
y a partir de ellos idear estrategias para la aplicación de prácticas adecuadas de prevención y control
([22], [16]).
Mediante un complejo proceso físico, un escenario real tridimensional es transformado en un
objeto bidimensional llamado imagen. Desde el punto de vista de la matemática una imagen I, es
el rango de una función fI : Z2 → R, observado en algún subconjunto ﬁnito W de Z2, donde fI(i, j)
cuantiﬁca algún atributo de interés de I (también llamado intesidad de la imagen I) en el lugar (i, j)
de W, tal como nivel de gris, luminosidad, brillo, etc. Habitualmente W es un grilla rectangular de
Z2, llamada ventana de observación de I. Como consecuencia, I puede representarse formalmente
mediante una sucesión de números reales {fI(i, j)}(i,j)∈W o mediante una matriz numérica llamada
imagen digital.
Los errores que se producen en los procesos de captación y cuantiﬁcación hasta la obtención
de la imagen digital implican la consideración de elementos aleatorios en la representación formal
de una imagen; por ello, el marco más adecuado para la construcción de tal representación es el
que brindan los procesos estocásticos a través de la Probabilidad y Estadística. Luego, si Ω es el
conjunto de todas las imágenes bidimensionales posibles, A es una σ-álgebra sobre Ω y P una
probabilidad sobre (Ω,A), una imagen matemática es la observación en alguna ventana WM de
una realización de un proceso aleatorio aleatorio real Y = {Yi,j}(i,j)∈Z2 deﬁnido sobre el espacio
probabilístico (Ω,A, P ), tal que Yi,j(I) representa alguna característica de la imagen I en el lugar
(i, j). En adelante, al hablar de imagen nos estaremos reﬁriendo a la imagen digital; esto es, a
realizaciones de procesos aleatorios 2D reales deﬁnidos sobre (Ω,A, P ) y observadas en ventanas
ﬁnitas rectangulares o cuadradas de la red Z2.
1.6.2. Modelos para imágenes
Los modelos para imágenes intentan representar o explicar la intensidad de la imagen a través de
un pequeño número de parámetros. Llamaremos x a la verdadera imagen e y a la imagen observada (x
es la realización del verdadero proceso aleatorio X, restringida a una ventanaW e y es la realización
del proceso aleatorio Y correspondiente a la imagen efectivamente captada, observada también en
W ). Debido a los errores de captación y cuantiﬁcación de la imagen, la verdadera imagen no se
observa; sino que se observa una distorsión de la misma. Con el objetivo de reconstruir a partir de y
la verdadera imagen x, se postula sobre X, Y y el proceso de error algún modelo matemático. Este
modelo envuelve una cierta cantidad de parámetros que se desea estimar y supone el cumplimiento
de ciertos requisitos llamados supuestos del modelo. Estos supuestos apuntan a formalizar lo que
el investigador sabe o conjetura sobre la verdadera imagen y su distorsión, y al mismo tiempo están
direccionados a conseguir que el modelo propuesto sea manejable desde el punto de vista teórico y
computacional. Sin embargo, se entiende que el modelo y sus supuestos formales son simpliﬁcaciones
de la realidad y que su validez es, en el mejor de los casos, sólo aproximada. Muchas veces ocurre que
la mayoría de los datos pueden ser explicados por un modelo paramétrico explícito y una pequeña
proporción de éstos (que no conocemos), no. En este contexto es que surgen los métodos robustos.
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El enfoque robusto para el modelado estadístico y el análisis de datos tiene como objetivo derivar
procedimientos que produzcan estimaciones ﬁables de los parámetros, no sólo cuando los datos sigan
exactamente una distribución hipotética, sino también cuando sigan sólo aproximadamente esta
distribución.
Entre los modelos cuyas formulaciones bidimensionales han resultado ser exitosas para represen-
tar imágenes se destacan la clase de los modelos SAR introducidos por [49] y la clase de los modelos
CAR estudiados inicialmente por [7]. Estos modelos han demostrado ser de gran importancia en va-
rias áreas que se beneﬁcian del procesamiento de imágenes ([43], [16], [42]). Un caso particular de los
modelos SAR, son los modelos AR-2D los cuales permiten representar la intensidad de una imagen
por medio de un pequeño número de parámetros. Estos modelos han sido utilizados ampliamente
en el estudio y análisis de distintos tipos de imágenes: [31], [11], [1],[41], [46].
Existen varios métodos de estimación de los parámetros en modelos AR-2D. En 1988, [21]
propusieron la clase de los estimadores M 2D que presentan un buen desempeño para la estimación
paramétrica en modelos AR-2D contaminados innovativamente, pero resultan inadecuados en el
caso de contaminación aditiva. Posteriormente, en 2001, [4] introdujeron los estimadores GM-2D
los cuales muestran buen comportamiento con los dos esquemas de contaminación. Luego, en 2002,
[32] propusieron los estimadores RA 2D; esta clase de estimadores supera levemente a la clase de
los GM 2D, siendo más compleja su implementación computacional. Su principal ventaja sobre los
estimadores GM 2D, radica en que se ha demostrado que son consistentes y normalmente asintóticos.
Los estimadores mencionados surgieron como generalizaciones de los estimadores planteados para
modelos ARMA de series de tiempo.
En este trabajo se propone un nuevo estimador de los parámetros en modelos AR-2D contamina-
dos, para contaminación aditiva y de reemplazo, introduciendo un modelo auxiliar como estrategia
para controlar la contaminación. Esta propuesta surge a partir de la idea de extender a dos dimen-
siones el estimador planteado para modelos ARMA de series de tiempo desarrollado por [29] en el
año 2009. Se prueba la consistencia y la normalidad asintótica del nuevo estimador.
1.6.3. Contaminación en procesos AR-2D
[26] describió algunos modelos para valores atípicos de series temporales, incluidos los de tipo
aditivo (AO), de reemplazo (RO) y de innovación o innovativo (IO). Para modelos AR-2D, se llevaron
a cabo estudios sobre estos procesos considerando modelos bidimensionales de contaminación para el
caso aditivo e innovativo ([21], [4], [32]). En esta sección generalizamos la noción de valores atípicos
de reemplazo para procesos espaciales.
Deﬁnición 1.6.1. Sea 0 < α < 1 y sea Y un proceso estacionario AR-2D. Diremos que un proceso
Z dado por
Zi,j = (1− ξαi,j)Yi,j + ξαi,jWi,j
sigue un modelo bidimensional de outliers de reemplazo (RO), donde ξα es un proceso de unos y
ceros tal que P (ξαi,j = 1) = α y P (ξ
α
i,j = 0) = 1 − α y W es un proceso de reemplazo que no es
necesariamente independiente de Y .
Deﬁnición 1.6.2. Sea 0 < α < 1 y sea Y un proceso estacionario AR-2D. Diremos que un proceso
Z dado por
Zi,j = (1− ξαi,j)Yi,j + ξαi,j(Yi,j + νi,j) (1.6.1)
sigue un modelo bidimensional de outliers aditivo (AO), donde ξα es un proceso de unos y ceros tal
que P (ξαi,j = 1) = α y P (ξ
α
i,j = 0) = 1− α y ν es un proceso estacionario independiente de Y .
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Observación 1.6.1. .
i) El modelo AO es un caso particular del modelo RO donde
Wi,j = Yi,j + νi,j .
ii) CuandoW no sigue la forma de AO, decimos que el proceso de contaminación sigue un modelo
de outlier de reemplazo estricto (Strictly Replacement Outlier model o bien SRO).
iii) El tipo de contaminación AO es útil para analizar y modelar distorsiones en imágenes ópticas
tal como se describe en [36].
1.6.4. Expresividad del modelo AR-2D
Muchos de los escenarios reales que se nos presentan a diario son naturalmente ricos en cuanto
a textura, nivel de gris, brillo y color; por ejemplo, las imágenes satelitales de campos cultivados
y de concentraciones de población, muestran una gran diversidad de matices en lo que a textura
se reﬁere. Lo mismo sucede con las imágenes de regiones geográﬁcas que permiten la confección de
mapas y, en general, con casi todas las fotografías de la tierra. Esta diversidad de texturas que se
observa en los escenarios reales conduce a que en el estudio y modelización de imágenes se deba
recurrir a modelos expresivos, capaces de representar con pocos parámetros la riqueza y diversidad
de los escenarios captados por las imágenes. Entre los modelos para imágenes más utilizados por
reunir ambas condiciones, se destacan los modelos AR-2D, por lo cual vienen siendo utilizados
exitosamente en diferentes contextos para la representación y procesamiento de imágenes digitales
([5], [45], [11], [39], [52], [50], [40]). En la siguiente sección intentamos mostrar la expresividad de
estos modelos, a partir de la simulación en R de variantes de un modelo AR-2D con tres parámetros:
Yi,j = φ1,0Yi−1,j + φ1,1Yi−1,j−1 + φ0,1Yi,j−1 + εi,j , (1.6.2)
donde ε ∼ N(0, 1).
• La Figura 1.3-(a) muestra la imagen generada con el modelo 1.6.2 con parámetros φ1,0 = 0,5,
φ1,1 = 0, φ0,1 = 0,4999.
• La Figura 1.3-(b) muestra la imagen generada con el modelo 1.6.2 con parámetros φ1,0 = 0,5,
φ1,1 = 0, φ0,1 = 0,4.
• La Figura 1.3-(c) muestra la imagen generada con el modelo 1.6.2 con parámetros φ1,0 = 0,01,
φ1,1 = 0,8, φ0,1 = 0,01.
• La Figura 1.3-(d) muestra la imagen generada con el modelo 1.6.2 con parámetros φ1,0 = 0,15,
φ1,1 = 0,2, φ0,1 = 0,17.
(a) (b)
(c) (d)
Figura 1.3: Imágenes generadas a partir de procesos AR-2D con tres parámetros. (a) φ1,0 = 0,5,
φ1,1 = 0, φ0,1 = 0,4999; (b) φ1,0 = 0,5, φ1,1 = 0, φ0,1 = 0,4; (c) φ1,0 = 0,01, φ1,1 = 0,8, φ0,1 = 0,01;
(d) φ1,0 = 0,15, φ1,1 = 0,2, φ0,1 = 0,17.
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Capítulo 2
Estimadores BMM para modelos AR
Bidimensionales
Debido a que el estimador de mínimos cuadrados de los parámetros de un modelo AR-2D (LS)
es muy sensible a la presencia de valores atípicos ([3], [32]), se han propuesto varios estimadores
alternativos para mitigar el impacto de observaciones contaminadas. Muchas de estas propuestas
son extensiones naturales de estimadores robustos estudiados en series de tiempo. Los estimadores
robustos conocidos para procesos autorregresivos bidimensionales son los estimadores M, GM y RA,
los cuáles han sido estudiados en [21], [3] y [32] respectivamente. La idea central de las alternativas
robustas para la estimación paramétrica en el modelo AR 2D es moderar el efecto de las distorsiones
que afectan a los datos, controlando los residuos.
Por lo visto en el capítulo 1:
I = {(i, j) ∈ Z2 : i ≥ 0, j ≥ 0},
T = {(k, l) ∈ I : k ≤ L, l ≤ L, (k, l) 6= (0, 0)},
con L ∈ N, conocido, L < M y
WM = {(i, j) ∈ I : i, j ≤M}.
En este trabajo consideramos un proceso Y estacionario AR-2D fuertemente causal deﬁnido
sobre (Ω,A, P ) y observado en una ventana fuertemente causal WM . El proceso Y tiene media
µ0, un proceso de innovación fuertemente causal ε = {εi,j} con variables aleatorias εi,j i.i.d. con
densidad simétrica estrictamente unimodal y polinomio unilateral Φ0 con soporte en T como en
(1.5.2), es decir:
Yi,j = µ0 +
∑
(k,l)∈T
φ0k,l(Yi−k,j−l − µ0) + εi,j , ∀(i, j) ∈ (WM ∼ T )L (2.0.1)
donde
(WM ∼ T )L = {(i, j) ∈WM : (i− L, j − L) ∈WM},
o bien de forma compacta:
Φ0(B1, B2)(Y − µ0) = ε.
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Para no recargar la notación, llamamos (WM ∼ T ) a (WM ∼ T )L asumiendo que el valor de L fue
elegido y ﬁjado de antemano.
Como vimos en la sección 1.5.1, Y admite una Representación de Medias Móviles de la siguiente
manera:
Y˙i,j =
∑
(k,l)∈I
λk,lεi−k,j−l, (2.0.2)
donde λk,l ∈ R ∀(k, l) ∈ I y λ0,0 = 1.
Los parámetros del modelo (2.0.1) se asumen desconocidos con espacio parámetrico
B = {β = (φ, µ) : φ ∈ B0, µ ∈ R},
donde
φ = (φ1,0, φ1,1, φ0,1, φ2,0, φ2,1, φ2,2, φ1,2, φ0,2, ..., φL,0, ..., φL,L, φL−1,L, ..., φ0,L)
de acuerdo al orden espiral  deﬁnido sobre I en el capítulo 1 y
B0 = {φ ∈ R(L+1)2−1 :
∑
(k,l)∈T
|φk,l| ≤ 1− }
para algún  > 0 ﬁjo. Con esta notación β0 = (φ0, µ0).
En este modelo AR-2D, ∀β ∈ B se deﬁnieron las funciones residuales εi,j(β) en (i, j) ∈ (WM ∼ T )
como
εi,j(β) = Y˙i,j − φ′Y˜i,j (2.0.3)
y εi,j(β) = 0 en caso contrario, donde
Y˜i,j = (B
(1,0)Y˙i,j , B
(1,1)Y˙i,j , B
(0,1)Y˙i,j , ..., B
(L,0)Y˙i,j , ..., B
(L,L)Y˙i,j , ..., B
(0,L)Y˙i,j)
= (Y˙i−1,j , Y˙i−1,j−1, Y˙i,j−1, ..., Y˙i−L,j , ..., Y˙i−L,j−L, ..., Y˙i,j−L),
siendo Y˙s,t = Ys,t − µ. La expresión (2.0.3) es equivalente a
εi,j(β) = (Yi,j − µ)−
∑
(k,l)∈T
φk,l(Yi−k,j−l − µ) (2.0.4)
cuando (i, j) ∈ (WM ∼ T ). Es importante observar que εi,j = εi,j(β0) ∀(i, j) ∈ (WM ∼ T ).
A partir de aquí nos referimos a este modelo AR-2D (2.0.1) como modelo puro o central.
Como vimos en la sección (1.6.3), podemos modelar un proceso AR-2D contaminado con una
fracción α de datos atípicos por:
Zi,j = (1− ξαi,j)Yi,j + ξαi,jWi,j
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donde Y es un proceso AR-2D puro, W un proceso de reemplazo y ξα es un proceso de unos y ceros
tal que P (ξαi,j = 1) = α y P (ξ
α
i,j = 0) = 1 − α. La robustez está relacionada con la posibilidad de
estimar de manera precisa los parámetros del modelo central Y cuando en realidad observamos un
proceso contaminado Z; para ello, deﬁnimos una nueva familia de modelos que ayudan a controlar
el efecto de los datos atípicos sobre la estimación de los parámetros.
2.1. Modelo BIP-AR 2D
En esta sección se presenta una nueva clase de modelos acotados no lineales derivados de los
modelos AR-2D: los modelos AR-2D de propagación innovativa acotada o por su nombre en inglés
bounded innovation propagation AR 2D model (BIP-AR 2D). Esta clase de modelos es una gene-
ralización bidimensional del modelo presentado para series de tiempo por [29]. El modelo BIP-AR
2D surge de la necesidad de estimar los parámetros del modelo AR-2D puro de la mejor manera
posible cuando se observa un proceso contaminado, controlando mediante una función acotada los
valores atípicos que pueden propagarse en las innovaciones.
Sea Y como en (2.0.1) con proceso de innovaciones ε, ρ : R → R una función tal que ρ(0) = 0,
ρ(x) = ρ(−x), ρ(x) es continua, no constante y no decreciente en |x| y b una constante en R tal que
E(ρ(Z)) = b cuando Z tiene densidad simétrica estrictamente unimodal. Se deﬁne la M-escala σ de
ε como la solución de la ecuación
E
(
ρ
(εi,j
σ
))
= b. (2.1.1)
Luego, para deﬁnir nuestro estimador, se utilizó la siguiente familia de modelos auxiliares, lla-
mada familia BIP-AR 2D:
X˙i,j =
∑
(k,l)∈I\{(0,0)}
λk,lση
(εi−k,j−l
σ
)
+ εi,j , (2.1.2)
donde λk,l son como en (2.0.2) y dependen de β0, εi,j 's son las variables aleatorias del proceso de
innovaciones ε, η es una función impar y acotada y σ es la M-escala robusta de ε. Se puede destacar
que en el caso en que ε ∼ N(0, σ2ε), la M-escala σ coincide con el desvío estándar del proceso ε;
es decir, σ = σε. Esto se debe a la elección de b de manera tal que b = E(ρ(Z)) cuando Z tiene
densidad simétrica estrictamente unimodal. Como εi,j/σε ∼ N(0, 1), E(ρ(εi,j \ σε)) = b; luego, σε
es la M-escala de ε correspondiente a b y ρ.
Elegimos η acotada y tal que η(x) = x para |x| ≤ k para algún k > 0. En el modelo (2.1.2), η no
modiﬁca los valores de εi,j/σ cuando los mismos están en el intervalo [−k, k]; y los controla o acota
si estos superan en valor absoluto a k. En cualquier caso, como λi,j → 0 cuando (i, j)→∞ (según
el orden espiral planteado en la sección 1.3), se espera que el efecto de observaciones atípicas en εi,j
desaparezca en futuras observaciones de ε.
Note que (2.1.2) puede ser escrita como
X˙i,j = σΦ
−1
0 (B1, B2)η
(εi,j
σ
)
− ση
(εi,j
σ
)
+ εi,j ,
y multiplicando ambos miembros por Φ0(B1, B2), obtenemos
Φ0(B1, B2)X˙i,j = ση
(εi,j
σ
)
− σΦ0(B1, B2)η
(εi,j
σ
)
+ Φ0(B1, B2)εi,j ,
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lo cuál es equivalente a
Xi,j = µ0 +
∑
(k,l)∈T
φ0(k,l)(Xi−k,j−l − µ0) + σ
∑
(k,l)∈T
φ0(k,l)η
(εi−k,j−l
σ
)
+ εi,j −
∑
(k,l)∈T
φ0(k,l)εi−k,j−l.
En la ventana fuertemente causal WM , de la expresión anterior, las funciones residuales εbi,j(β, σ)
del modelo BIP-AR 2D pueden ser deﬁnidas recursivamente para (i, j) ∈ (WM ∼ T ) por
εbi,j(β, σ) = Xi,j − µ−
∑
(k,l)∈T
φ(k,l)(Xi−k,j−l − µ)−
∑
(k,l)∈T
φ(k,l)ση
(
εbi−k,j−l(β, σ)
σ
)
+
∑
(k,l)∈T
φ(k,l)ε
b
i−k,j−l(β, σ), (2.1.3)
y εbi,j(β, σ) = 0 en cualquier otro caso.
2.2. Estimador de Mínimos Cuadrados en el modelo AR 2D
El estimador de mínimos cuadrados βˆLS de β0 en el modelo (2.0.1), se deﬁne como:
βˆLS = argmı´n
β∈B
∑
(i,j)∈(WM∼T )
ε2i,j(β). (2.2.1)
Una manera de obtener βˆLS , es derivar (2.2.1) con respecto a φk,l, ∀(k, l) ∈ T y con respecto a µ
obteniendo las siguientes ecuaciones:
∑
(i,j)∈(WM∼T )
[
εi,j(β)
(
∂εi,j(β)
∂φk,l
)]∣∣∣∣
β=βˆLS
= 0, ∀(k, l) ∈ T y
∑
(i,j)∈(WM∼T )
[
εi,j(β)
(
∂εi,j(β)
∂µ
)]∣∣∣∣
β=βˆLS
= 0.
Luego, como
∂εi,j(β)
∂φk,l
= −Y˙i−k,j−l, ∀(k, l) ∈ T y (2.2.2)
∂εi,j(β)
∂µ
= −1 +
∑
(k,l)∈T
φk,l =: ξ, (2.2.3)
se tiene que el estimador βˆLS se obtiene a partir de las ecuaciones:
∑
(i,j)∈(WM∼T )
[
εi,j(β)Y˙i−k,j−l
]∣∣∣
β=βˆLS
= 0, ∀(k, l) ∈ T y (2.2.4)
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∑
(i,j)∈(WM∼T )
[εi,j(β)ξ]|β=βˆLS = 0. (2.2.5)
Como se verá en el capítulo 3 estos estimadores son muy eﬁcientes para estimar los parámetros
de un modelo AR-2D puro, no así en el caso de un modelo AR-2D con contaminación. Este hecho
ha sido veriﬁcado por diversos autores ([21], [3], [30]).
2.3. Estimadores M, GM y RA en el modelo AR 2D
La alternativa a la estimación LS en modelos AR-2D contaminados la ofrecen los estimadores
robustos. En esta sección, se presentan las propuestas conocidas y relacionadas al procesamiento de
imágenes.
• Sea (β, σ) el vector de parámetros donde β = (φ, µ) es el vector de parámetros del modelo
AR-2D y σ es la M-escala de εi,j como fue deﬁnida en (2.1.1). Se deﬁne el M-estimador del
vector de parámetros (β, σ) por la minimización en B × R+ de la función objetivo:
MN (β, σ) =
1
N
∑
(i,j)∈WM∼T
ρ
(
εi,j(β)
σ
)
σ,
donde N = #(WM ∼ T ) = (M −L+ 1)2, ρ es una función continua, diferenciable, convexa y
simétrica con respecto al origen con ρ(0) = 0 y además ρ tiene derivada continua y acotada.
En este estimador es posible estimar simultáneamente los parámetros β y σ o bien estimar
preliminarmente la M-escala σ por algún estimador σˆ y luego estimar los parámetros β mini-
mizando la función MN (β, σˆ).
• Una clase más general de estimadores robustos para el modelo AR 2D deﬁnido por (1.5.2),
corresponde a los estimadores GM. Estos estimadores asignan convenientemente pesos a las
distintas observaciones del proceso. Sea (β, σ) el vector de parámetros donde β = (φ, µ) es el
vector de parámetros del modelo AR-2D y σ es la M-escala de εi,j como fue deﬁnida en (2.1.1).
Similar a la deﬁnición del M estimador, se deﬁne el estimador GM del vector de parámetros
(β, σ) por la minimización en B × R+ de la función objetivo:
MGN (β, σ) =
1
N
∑
(i,j)∈WM∼T
li,jti,jρ
(
εi,j(β)
li,jσ
)
σ,
donde N = #(WM ∼ T ) = (M −L+ 1)2, ρ es una función continua, diferenciable, convexa y
simétrica con respecto al origen con ρ(0) = 0 y además ρ tiene derivada continua, acotada ψ;
li,j y ti,j son los pesos asignados a la variable Yi,j del proceso Y . Los pesos li,j y ti,j pueden
elegirse de diferentes maneras, determinando en cada caso un estimador GM particular. Según
la elección de los pesos, los principales tipos de estimadores GM son los GM tipo Mallows
y los GM tipo Schweppe ([44]). Para este estimador es posible estimar simultáneamente los
parámetros β y σ o bien estimar preliminarmente la M-escala σ por algún estimador σˆ y luego
estimar los parámetros β minimizando la función MGN (β, σˆ).
Las propiedades asintóticas del estimador GM no han sido aún estudiadas.
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• Por último, el estimador robusto RA ha demostrado tener un desempeño aceptable a la hora
de estimar los parámetros de un modelo como (1.5.2) y además posee propiedades estadísticas
de interés como la consistencia y la normalidad asintótica ([32]). Sin embargo la complejidad
de la deﬁnición de dicho estimador y el alto costo computacional lo vuelven poco atractivo. La
idea de este método es robustecer las ecuaciones (2.2.4) y (2.2.5) para obtener un estimador
más resistente a perturbaciones en las observaciones.
El estimador RA del vector de parámetros (β, σ) donde β = (φ, µ) es el vector de parámetros
del modelo AR-2D y σ es la M-escala de εi,j deﬁnida en (2.1.1), se obtiene a partir de las
siguientes ecuaciones: ∑
(s,t)∈DM (i,j)
λs,tϕs+i,t+j(β, σ) = 0, ∀(i, j) ∈ T,
∑
(k,l)∈(WM∼T )
ψ
(
εk,l(β)
σˆ
)
= 0 y
σˆ =
Med(|εk,l(βˆLS)| : (k, l) ∈ (WM ∼ T ))
0,6745
.
donde 0,6745 = Med(|Z|) con Z variable aleatoria con distribución N(0, 1), βˆLS es el estima-
dor de mínimos cuadrados (usado como estimador inicial), DM (i, j) = ∪(k,l)∈(WM∼T ){(s, t) ∈
I : (k − i− s, l − j − t) ∈ (WM ∼ T )},
ϕu,v(β, σ) =
∑
(k,l)∈(WM∼T )
τ
(
εk,l(β)
σˆ
,
εk−u,l−v(β)
σˆ
)
∀(u, v) ∈ Z2
con τ función continua, acotada e impar en cada una de sus variables y ψ función continua,
acotada e impar. Entre las posibles funciones ψ, se encuentran: ψ de Huber, ψ de Tuckey, ψ
de Hampel y ψ de Andrews. En la implementación computacional usamos la función ψ de
Huber. Como se puede ver, σ es estimado de manera independiente; otra posibilidad es la
estimación simultánea de todos los parámetros. Ahora bien, a los efectos de la implementa-
ción computacional del estimador RA, la estimación independiente de σ, simpliﬁca la rutina
computacional.
2.4. Estimador BMM 2D para procesos AR-2D
En esta subsección se presenta un nuevo estimador de los parámetros en modelos AR-2D conta-
minados como otra alternativa a los métodos robustos existentes que sea competitiva con respecto
a éstos y muestre propiedades asintóticas deseables. Esta propuesta se basa en realizar una doble
M-estimación de los parámetros en el modelo AR-2D (1.5.2) pero con la diferencia de que utiliza-
mos por un lado las funciones residuales del modelo AR-2D (2.0.4) y, por otro lado, las funciones
residuales del modelo BIP-AR 2D (2.1.3). La idea principal yace en computar en una primera etapa
una estimación robusta de la escala de las innovaciones del modelo central, y en una segunda etapa,
usar esta escala estimada para calcular una M estimación de los parámetros en el modelo autorre-
gresivo bidimensional puro. Concretamente, nuestra propuesta calcula, en una primera etapa, M
estimaciones de la escala obtenidas considerando las funciones residuales de los modelos AR-2D y
BIP-AR 2D, quedándonos con la menor escala estimada. Luego, en una segunda etapa, se obtienen
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M estimaciones de los parámetros de autorregresión del modelo AR-2D puro a partir de la escala
estimada en la etapa previa y considerando las funciones residuales de los dos modelos. Finalmente,
elegimos la mejor estimación. Este estimador es una generalización bidimensional del estimador pro-
puesto para series de tiempo por [29] en el caso de un proceso AR-2D fuertemente causal estacionario.
Una manera de estimar de forma robusta la escala en modelos de regresión fue introducida por
[20] en 1964. Según esta propuesta, dada una muestra u = (u1, ..., uN ) con ui ∈ R, una M-estimación
de la escala, SN (u), es deﬁnida por el valor s ∈ (0,∞) que satisface
1
n
n∑
i=1
ρ
(ui
s
)
= b, (2.4.1)
donde ρ es una función tal que ρ(0) = 0, ρ(x) = ρ(−x), ρ(x) es continua, no constante y no
decreciente en |x|, y b = E(ρ(Z)) cuando Z tiene densidad simétrica estrictamente unimodal.
Notemos que la M-estimación de la escala s depende de la muestra u.
Sea Y un proceso AR-2D puro con proceso de innovaciones ε; y sea {yi,j} una sucesión de datos
generada por este proceso observada en la ventana fuertemente causal WM .
Si tenemos la certeza de que los datos no están contaminados y las variables aleatorias del pro-
ceso de innovaciones distribuyen como una normal, la mejor manera de estimar los parámetros del
modelo AR-2D subyacente es a través del estimador LS. Sin embargo, si sospechamos que los datos
{yi,j}(i,j)∈WM pueden estar contaminados, lo más conveniente es recurrir a un método robusto de
estimación de los parámetros. Como se vió en la sección 2.3, estos métodos robustos propuestos se
basan en minimizar una cierta función conveniente de los residuos y no directamente la suma de los
cuadrados de los residuos. Esta función intenta controlar los residuos que pudieran estar contami-
nados, afectando así la estimación de los parámetros. En esta tesis trabajamos con dos alternativas
para expresar los residuos del modelo, (2.0.4) y (2.1.3) y, consecuentemente, dispondremos de dos
estrategias de minimización a partir de funciones convenientes de estas dos formas de expresión de
los residuos.
Partimos de (2.1.1) intentando estimar σ a través de la estrategia presentada por Huber (2.4.1)
utilizando los datos y las dos expresiones del residuo en el modelo AR-2D.
Consideramos la siguiente propiedad sobre funciones ρ : R→ R:
P1: ρ(0) = 0, ρ(x) = ρ(−x), ρ(x) es continua, acotada, no constante y no decreciente en |x|.
A continuación deﬁnimos la estimación BMM 2D en el modelo AR-2D siguiendo las etapas que
se detallan seguidamente:
Primera Etapa: Se consideraron dos estimaciones de σ: la primera usando los residuos del
modelo AR-2D y la otra usando los residuos del modelo BIP-AR 2D. Elegimos ﬁnalmente la más
pequeña de ellas.
Sea ρ1 una función que satisface P1 y tal que b = E(ρ1(Z)) cuando Z tiene densidad simétrica
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estrictamente unimodal. Entonces deﬁnimos una estimación βˆS de β0 ∈ B como
βˆS = argmı´n
β∈B
SN (εN (β)) (2.4.2)
y la correspondiente estimación de σ está dada por
sN = SN (εN (βˆS)), (2.4.3)
donde
εN (β) = (εM−1,M (β), εM−1,M−1(β), εM,M−1(β), εM−2,M (β), ..., εL,L(β), εL+1,L(β), ..., εM,L(β)),
con εi,j(β) = (yi,j − µ) −
∑
(k,l)∈T φk,l(yi−k,j−l − µ) como en (2.0.4) y SN (εN (β)) es la M-
estimación de la escala basada en ρ1, b y la muestra εN (β), es decir:
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β, σ)
SN (εN (β))
)
= b
como en (2.4.1).
Para obtener la estimación de σ para el modelo BIP-AR, se deﬁnió βˆbS por la minimización de
SN (ε
b
N (β, σˆ(φ))) sobre B, donde σˆ(φ) es una función con dominio en el espacio paramétrico B0 que
estima la escala σ para cada φ como si este fuera el verdadero valor del vector del parámetro del
modelo (2.1.2) y los εi,j fueran normales. Para este caso, como la M-escala σ coincide con el desvío
estándar de εi,j , de 2.1.2 se tiene que
σ2 =
σ2y
1 + κ2
∑
(k,l)∈I\{(0,0)} λ
2
k,l(φ)
, (2.4.4)
donde κ2 = var(η(εi,j/σ)) y σ2y = var(Yi,j). Sea σˆ
2
y una estimación robusta de σ
2
y tal que
σˆy → σy a.e. y κ2 = V ar(η(Z)) donde Z ∼ N(0, 1). Entonces deﬁnimos la función dependiente de
φ ∈ B como
σˆ2(φ) =
σˆ2y
1 + κ2
∑
(k,l)∈I\{(0,0)} λ
2
k,l(φ)
. (2.4.5)
Es decir,
βˆbS = argmı´n
β∈B
SN (ε
b
N (β, σˆ(φ))).
Luego, la escala estimada sbN correspondiente al modelo BIP-AR 2D fue deﬁnida por
sbN = SN (ε
b
N (βˆ
b
S , σˆ(φˆ
b
S)))
donde, por simplicidad, denotamos σ˜ = σˆ(φ) y
εbN (β, σ˜) = (ε
b
M−1,L(β, σ˜), ε
b
M−1,M−1(β, σ˜), ε
b
M,M−1(β, σ˜), ..., ε
b
L,L(β, σ˜), ε
b
L+1,L(β, σ˜), ..., ε
b
M,L(β, σ˜)),
con εbi,j(β, σ˜) = y˙i,j−
∑
(k,l)∈T φ(k,l)y˙i−k,j−l−
∑
(k,l)∈T φ(k,l)σ˜η
(
εbi−k,j−l(β,σ˜)
σ˜
)
+
∑
(k,l)∈T φ(k,l)ε
b
i−k,j−l(β, σ˜),
deﬁnida como en (2.1.3) y SN (εbN (β, σˆ(φ))) es la M-estimación de la escala basada en ρ1, b y la
muestra εbN (β, σˆ(φ)), es decir:
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ˜)
SN (εbN (β, σˆ(φ)))
)
= b
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como en (2.4.1).
Finalmente, nuestra estimación de σ fue
s∗N = mı´n(sN , s
b
N ).
Segunda Etapa: Si bien hemos conseguido estimaciones para β en la primera etapa, nuestro
objetivo es mejorar estas estimaciones. Consideremos una función ρ2 que satisface P1 y tal que
ρ2 ≤ ρ1. Sean MN y M bN funciones deﬁnidas sobre B dadas por:
MN (β) =
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
, (2.4.6)
y
M bN (β) =
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, s
∗
N )
s∗N
)
. (2.4.7)
Las correspondientes M estimaciones de los parámetros para cada función fueron:
βˆM = argmı´n
β∈B
MN (β) y βˆ
b
M = argmı´n
β∈B
M bN (β).
Entonces, deﬁnimos la estimación BMM 2D como:
βˆ∗M =
{
βˆM , si MN (βˆM ) ≤M bN (βˆbM )
βˆbM , si MN (βˆM ) > M
b
N (βˆ
b
M ).
Observación 2.4.1. .
1) Notemos que la deﬁnición de la estimación BMM 2D depende fuertemente de la muestra. Si
partimos de una muestra aleatoria, en lugar de hablar de estimaciones BMM 2D nos referire-
mos a estimadores BMM 2D.
2) La expresión (2.4.4) se obtuvo de tomar varianza en la ecuación (2.1.2). Como la función
η es acotada, los términos λk,l(φ)ση
( εi−k,j−l
σ
)
de la suma inﬁnita están acotados por una
función integrable. Luego, como los términos λk,l(φ)ση
( εi−k,j−l
σ
)
son v.a.i.i.d., por el Teorema
de Convergencia Dominada de Lebesgue, la varianza de la suma inﬁnita de esas variables es
igual a la suma inﬁnita de las varianzas de cada una de ellas. Entonces, se obtiene que:
var(Y˙i,j) = var(Yi,j) = var
 ∑
(k,l)∈I\{(0,0)}
λk,l(φ)ση
(εi−k,j−l
σ
)
+ εi,j

=
∑
(k,l)∈I\{(0,0)}
λ2k,l(φ)σ
2var
(
η
(εi−k,j−l
σ
))
+ σ2
σ2y = σ
2
κ2 ∑
(k,l)∈I\{(0,0)}
λ2k,l(φ) + 1
 .
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3) En las simulaciones computacionales, el valor de κ en la expresión (2.4.5), fue estimado por
simulaciones de Monte Carlo de var(η(Z)) cuando Z ∼ N(0, 1).
4) En el modelo AR-2D fuertemente causal con tres parámetros, los λk,l's tienen una expresión
conocida y que puede ser calculada según el trabajo de [6]. Una expresión general de los λk,l's
para un modelo con más parámetros se puede obtener calculando los coeﬁcientes de la expansión
multinomial de Taylor de Φ(B1, B2)
−1.
Capítulo 3
Comportamiento del Estimador BMM
El principal objetivo de este capítulo es analizar el rendimiento del nuevo estimador BMM 2D
para estimar los parámetros en un modelo AR-2D comparado con los estimadores LS, M, GM y RA
bidimensionales. Para ello se llevaron a cabo varios experimentos Monte Carlo donde se estimaron
los parámetros bajo el modelo puro y bajo distintos tipos de distorsiones del mismo usando el
estimador BMM 2D y sus competidores. Al ﬁnal del capítulo se muestran algunas aplicaciones al
procesamiento de imágenes.
3.1. El modelo
Se consideró un modelo AR-2D de tres parámetros y media 0, dado por:
Yi,j = φ
0
1,0Yi−1,j + φ
0
1,1Yi−1,j−1 + φ
0
0,1Yi,j−1 + εi,j , (3.1.1)
con φ01,0 = 0,15, φ
0
1,1 = 0,2, φ
0
0,1 = 0,17 y ε = {εi,j} un proceso de ruido blanco donde las variables
aleatorias independientes identicamente distribuidas εi,j ∼ N(0, 1). El polinomio unilateral asociado
al modelo es:
Φ0(z1, z2) = 1− φ01,0z1 − φ01,1z1z2 − φ00,1z2.
Es importante mencionar que el conjunto de parámetros fue elegido aleatoriamente satisfaciendo
la condición |φ01,0|+ |φ01,1|+ |φ00,1| < 1.
El estudio se realizó bajo cinco diferentes condiciones del modelo (Casos); en el Caso I, el modelo
no fue contaminado, mientras que en los Casos II, III, IV y V, el modelo fue contaminado como en
(1.6.1):
Zi,j = (1− ξαi,j)Yi,j + ξαi,jWi,j .
Caso I) Modelo no contaminado como en (3.1.1), donde ε es un proceso tal que εi,j ∼ N(0, 1)
para todo i, j.
Caso II) Contaminación con outlier de tipo aditivo (AO), donde el proceso ν es independiente
del proceso Y y νi,j ∼ N(0, 50) para todo i, j.
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Caso III) Contaminación de reemplazo estricto (SRO), donde el proceso de reemplazoW sigue
una distribución t-Student con 2.3 grados de libertad.
Caso IV) Contaminación de reemplazo estricto (SRO), donde el proceso de reemplazo W es
otro proceso autorregresivo, independiente del proceso Y , con parámetros φ˜1,0 = 0,1, φ˜1,1 = 0,3
y φ˜0,1 = 0,2.
Caso V) Contaminación de reemplazo estricto (SRO), donde el proceso de reemplazo W es
un proceso de ruido blanco con Wi,j ∼ N(0, 50) para todo i, j.
3.2. Estimación de los parámetros
En cada una de las cinco variantes planteadas, los parámetros φ01,0, φ
0
1,1 y φ
0
0,1 fueron estimados
por los cinco procedimientos presentados en el capítulo anterior (LS, M, GM, RA y BMM). En
cada experimento, se generaron 500 simulaciones del modelo, y se calcularon el valor medio mues-
tral, el error cuadrático medio (ECM) y la varianza muestral. Para los modelos contaminados se
consideraron cuatro niveles de contaminación: 5%, 10%, 15% y 20%. Además, el estudio se reali-
zó considerando diferentes tamaños de ventana WM : 8 × 8, 16 × 16, 32 × 32 y 57 × 57. Se dan a
continuación algunos detalles técnicos para el cómputo de la estimación BMM 2D.
Empecemos con la estimación de βˆS y βˆbS . De acuerdo a la deﬁnición 2.4.1, podemos escribir
S2N (εN (β)) =
∑
(i,j)∈(WM∼T ) r
2
i,j(β) donde
ri,j(β) =
SN (εN (β))
N1/2b1/2
ρ
1/2
1
(
εi,j(β)
SN (εN (β))
)
.
De esta manera,
∑
(i,j)∈(WM∼T )
r2i,j(β) =
∑
(i,j)∈(WM∼T )
S2N (εN (β))
N.b
ρ1
(
εi,j(β)
SN (εN (β))
)
=
S2N (εN (β))
N.b
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
SN (εN (β))
)
=
S2N (εN (β))
N.b
.N.b = S2N (εN (β)).
Luego, para calcular βˆS podemos usar cualquier algoritmo de mínimos cuadrados no lineal; en nues-
tro caso utilizamos el algoritmo de Levenberg-Marquardt implementado en la función nls.lm del
paquete minpack.lm de R. Este algoritmo interpola entre el algoritmo Gauss-Newton y el método
de descenso ([25]).
Similarmente transformamos el problema de minimizar SN (εbN (β, σˆ(φ))) en un problema de mí-
nimos cuadrados no lineales.
Para el cómputo de βˆM y βˆbM en la segunda etapa, utilizamos nuevamente el algoritmo de
Levenberg-Marquardt usando una idea similar a la anterior y tomando como estimación inicial la
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mejor estimación calculada en la primera etapa.
En las simulaciones consideramos las siguientes funciones:
ρ2(x) =

0,5x2, si |x| ≤ 2;
0,002x8 − 0,052x6 + 0,432x4 − 0,972x2 + 1,792, si 2 < |x| ≤ 3;
3,25, si 3 < |x|
,
ρ1(x) = ρ2(
x
0,405) y η = ρ
′
2. La función ρ1 fue elegida tal que si b = ma´x(ρ1)/2, entonces b = E(ρ1(Z))
cuando Z ∼ N (0, 1) y así la escala coincide con el desvío estándar para muestras normales.
Para calcular las M-estimaciones se utilizó la misma función ρ2. Además, para la implementación
del estimador GM se ﬁjaron los pesos de acuerdo a [4] como:
li,j = 1, ∀ i, j y
ti,j =
ψH((Y
2
i−1,j + Y
2
i−1,j−1 + Y
2
i,j−1)/3)
(Y 2i−1,j + Y
2
i−1,j−1 + Y
2
i,j−1)/3
,
donde ψH es la siguiente función de Huber ([21]):
ψH(x) =

x, si |x| ≤ 1,5;
1,5, si 1,5 < x;
−1,5, si x < −1,5.
3.3. Experimentos
En el primer experimento, estudiamos la performance del estimador BMM 2D para el modelo
no contaminado (Caso I). Todos los métodos estimaron los parámetros bastante bien. La tabla 3.4
muestra los resultados obtenidos para los cuatro diferentes tamaños de ventana considerados. En
la Figura 3.1, se muestran los correspondientes boxplots de los residuos para ventanas de tamaño
16×16, 32×32 y 57×57. Los gráﬁcos de boxplots para el tamaño de ventana 8×8 fueron omitidos
de la ﬁgura por no arrojar resultados reelevantes como se observa en la tabla 3.4. En este caso, es
conveniente usar el método LS debido a su simplicidad y velocidad de cálculo.
El segundo experimento fue desarrollado en el contexto del Caso II. Se analizó la capacidad del
método BMM 2D para estimar los parámetros del modelo, considerando un 10% de contaminación
aditiva, y tamaños de ventana 8 × 8, 16 × 16, 32 × 32 y 57 × 57, en comparación con los métodos
LS, M, GM y RA. La tabla 3.5 muestra los valores estimados para φ01,0, φ
0
1,1 y φ
0
0,1, usando los
cinco diferentes procedimientos analizados. La Figura 3.2 exhibe los correspondientes boxplots de
los residuos, omitiendo los boxplots para el caso de ventanas de tamaño 8 × 8 como en el Caso I.
Para tamaños de ventana 32×32 y 57×57, se puedo ver que el estimador BMM es mejor ya que sus
valores son más cercanos a los verdaderos valores de los parámetros que las estimaciones producidas
por los otros métodos mencionados. Además, el estimador BMM tuvo la menor varianza y el menor
ECM. Cuando el tamaño de ventana fue 8×8 o 16×16, el mejor rendimiento correspondió a los es-
timadores GM y RA; sin embargo, los valores BMM estimados fueron más parecidos en general a las
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estimaciones GM. Una aﬁrmación análoga es válida para la varianza muestral y el ECM del BMM
2D. También se observa que para cualquier tamaño de ventana, el estimador M tuvo la menor va-
rianza muestral pero sus estimaciones fueron erróneas cuando las comparamos con los otros métodos.
El tercer experimento también se reﬁere al Caso II. Se ﬁjó el tamaño de ventana en 32 × 32
y se varió el nivel de contaminación aditiva, considerando cuatro niveles: 5 %, 10 %, 15 % y 20 %.
El método BMM fue el mejor en la mayoría de los casos estudiados, seguido por el estimador RA
aunque este último presentó mayor dispersión. Este comportamiento fue deducido de la compara-
ción de los valores estimados por el método BMM con las estimaciones respectivas obtenidas por los
otros procedimientos. Los valores de las medidas de dispersión también señalaron que el estimador
BMM fue la metodología más precisa. Los resultados pueden verse en la tabla 3.6. Además, de la
Figura 3.3 se puede notar que para una ventana de tamaño 32× 32 usando cualquiera de los cinco
estimadores, el parámetro φ01,1 fue estimado con menos precisión que φ
0
1,0 y φ
0
0,1; mientras que φ
0
1,1
fue sobreestimado por todos los métodos, para todos los niveles de contaminación, el estimador RA
fue el único método que subestimó φ01,0 y φ
0
0,1, independientemente del nivel de contaminación.
El cuarto experimento está relacionado al Caso III. El proceso de contaminación fue de reem-
plazo, donde el proceso W sigue una distribución t-Student con 2.3 g.l.. Las simulaciones fueron
realizadas para una ventana de tamaño 57×57. La tabla 3.7 y la ﬁgura 3.4 muestran los resultados.
Los boxplots exhiben al método BMM como el estimador de mejor desempeño, seguido por los mé-
todos GM, RA, M y LS, en este orden. También se notó que en todos los métodos las estimaciones
se deterioran a medida que el nivel de contaminación aumenta, siendo más estable la estimación
BMM 2D.
El quinto experimento fue ejecutado en el contexto del Caso IV, donde el proceso de reemplazo
W fue un proceso autorregresivo. Se ﬁjó el tamaño de ventana en 32 × 32, variando el nivel de
contaminación (5 %, 10 %, 15 % y 20 %). La tabla 3.8 muestra estos resultados. Además, la Figura
3.5 exhibe los boxplots de los correspondientes residuos. Se puede ver un patrón similar al del cuarto
experimento; excepto que en este caso el aumento en el nivel de contaminación deterioró de manera
similar a todas las estimaciones.
Finalmente, el sexto experimento fue llevado a cabo de acuerdo al Caso V. El proceso de re-
emplazo fue un ruido blanco con varianza 50. Como en el quinto experimento, ﬁjamos el tamaño
de ventana en 32 × 32, variando el nivel de contaminación (5 %, 10 %, 15 % y 20 %). La tabla 3.9
muestra los valores estimados obtenidos. Los correspondientes boxplots de los residuos se exhiben
en la Figura 3.6. Los valores de los parámetros φ01,0 y φ
0
0,1 fueron sobreestimados por todos los
métodos, excluido el estimador RA que los subestimó. El estimador BMM fue menos afectado por
el proceso de contaminación. Los estimadores LS y M fueron menos exactos que los estimadores
GM, RA y BMM. Comparativamente, el estimador RA presentó la varianza más alta, mientras que
el estimador GM, aunque bastante preciso, se deterioró más que el estimador BMM a medida que
aumentó el nivel de contaminación.
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Figura 3.1: Boxplots de las estimaciones de los
residuos LS, M, GM, RA y BMM para (a)
φ01,0 = 0,15, (b) φ
0
1,1 = 0,2 y (c) φ
0
0,1 = 0,17;
modelo (3.1.1) sin contaminación, variando el
tamaño de ventana.
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Figura 3.2: Boxplots de las estimaciones de los
residuos LS, M, GM, RA y BMM para (a)
φ01,0 = 0,15, (b) φ
0
1,1 = 0,2 y (c) φ
0
0,1 = 0,17,
variando el tamaño de ventana. Modelo (3.1.1)
con contaminación aditiva a un nivel del 10 %
con ruido normal.
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Figura 3.3: Boxplots de las estimaciones de los
residuos LS, M, GM, RA y BMM para (a)
φ01,0 = 0,15, (b) φ
0
1,1 = 0,2 y (c) φ
0
0,1 = 0,17
en el modelo 3.1.1, con contaminación aditiva,
variando el nivel de contaminación con tamaño
de ventana 32 × 32. El proceso de contamina-
ción es un ruido normal con σ2 = 50.
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Figura 3.4: Boxplots de las estimaciones de los
residuos LS, M, GM, RA y BMM para (a)
φ01,0 = 0,15, (b) φ
0
1,1 = 0,2 y (c) φ
0
0,1 = 0,17
en el modelo 3.1.1, con contaminación de reem-
plazo, variando el nivel de contaminación con
tamaño de ventana 57×57. El proceso de conta-
minación sigue una distribución t-Student con
2.3 grados de libertad.
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Figura 3.5: Boxplots de las estimaciones de los
residuos LS, M, GM, RA y BMM para (a)
φ01,0 = 0,15, (b) φ
0
1,1 = 0,2 y (c) φ
0
0,1 = 0,17 en
el modelo 3.1.1, variando el nivel de contami-
nación con ventana de tamaño 32× 32. El pro-
ceso de contaminación es de tipo de reemplazo
por un proceso AR con parámetros φ˜1,0 = 0,1,
φ˜1,1 = 0,3 y φ˜0,1 = 0,2.
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Figura 3.6: Boxplots de las estimaciones de los
residuos LS, M, GM, RA y BMM para (a)
φ01,0 = 0,15, (b) φ
0
1,1 = 0,2 y (c) φ
0
0,1 = 0,17
en el modelo 3.1.1, variando el nivel de conta-
minación con ventana de tamaño 32 × 32. El
proceso de contaminación es de tipo de reem-
plazo con un ruido blanco de varianza 50.
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3.3.1. Evaluación del Tiempo Computacional
Todas las rutinas computacionales fueron desarrolladas con el software estadístico R y fueron
llevadas a cabo en el servidor JupiterAce de FaMAF-UNC. Este tiene un procesador de 12-cores
2.40GHz Intel Xeon E5-2620v3, con 128 GiB 2133MHz de memoria RAM DDR4. En la ﬁgura 3.7
mostramos el tiempo de ejecución dado como el logaritmo del tiempo de una sola simulación para
cada estimador y para cada tamaño de ventana en el Caso II. El tiempo fue expresado en segundos.
El gráﬁco muestra que el costo computacional del estimador RA es el más alto; por ejemplo, en una
ventana de tamaño 32 × 32, el tiempo de ejecución de la estimación RA fue de 43.812 segundos,
mientras que el costo computacional para BMM, GM, M y LS fue 2.936, 0.552, 0.516 y 0.436
segundos, respectivamente. Este resultado muestra que, aunque el estimador RA es uno de los
mejores competidores del estimador BMM debido a su exactitud y buenas propiedades asintóticas,
éste exhibe su costo computacional como una desventaja. Este hecho convierte al estimador RA en
un estimador poco atractivo para el procesamiento de imagenes de gran tamaño.
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lo
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Figura 3.7: Logaritmo del tiempo de estimación (en segundos) cuando el proceso tiene contaminación
aditiva de σ2 = 50 de acuerdo al tamaño de ventana.
3.4. Aplicación a imágenes reales
El análisis de imágenes contaminadas es de gran interés en varias áreas de investigación ([2], [8],
[11], [17], [18], [19], [21], [35], [36]), siendo reelevante la reducción del ruido que se produce en los
procesos de captación física de la imagen y su transmisión electrónica.
En [31], se presentaron dos algoritmos para procesamiento de imágenes basados en el modelo
unilateral AR-2D con dos parámetros. El primero de los algoritmos produce una aproximación local
de las imágenes, y el segundo, es un algoritmo de segmentación. En este trabajo, se propuso utilizar
una variante de estos algoritmos usando un proceso AR-2D unilateral con tres parámetros (3.1.1),
en lugar de dos. Se llamó a los algoritmos modiﬁcados Algoritmo 1 y Algoritmo 2. Estos se aplicaron
a la reconstrucción y segmentación de imágenes usando los estimadores de los parámetros LS, GM y
BMM 2D en el modelo (3.1.1). Luego, se inspeccionó y comparó el rendimiento de estos estimadores
en los Algoritmos 1 y 2 en imágenes contaminadas. Para comparar las imágenes generadas por los
algoritmos y, por lo tanto, el rendimiento de los diferentes estimadores, se calcularon tres índices
usados en la literatura; el índice SSIM ([48]), el índice CQ ([33]), y el índice CQmax ([34]). Estos
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índices toman valores entre -1 y 1. Cuando el valor del módulo del índice sea cercano a 1 diremos
que hay mayor similaridad entre las imágenes analizadas. Mientras que si el valor del módulo del
índice es cercano a cero diremos que las imágenes son disímiles.
Luego, se presentaron dos experimentos numéricos usando la imagen Lenna, la cual fue tomada
de la base de datos de imágenes USC-SIPI image database http://sipi.usc.edu/database/. En la
Figura 3.8-(I), se muestra la imagen original.
A continuación se presentan los Algoritmos 1 y 2. Para más detalles acerca de la notación se puede
ver el trabajo [31].
Algoritmo 1 Aproximación local de imágenes usando procesos AR-2D.
Require: Imagen original Z.
Ensure: Imagen aproximada Zˆ de la imagen original Z
1: Deﬁna X como X = Z − Z
2: Genere el bloque BX(ib, jb)
3: Compute las estimaciones φˆ(ib,jb)1,0 , φˆ
(ib,jb)
1,1 y φˆ
(ib,jb)
0,1 de φ1,0, φ1,1 y φ0,1 correspondientes al bloque
BX(ib, jb) extendido a B′X(ib, jb) = [Xr,s](k−1)(ib−1)≤r≤(k−1)ib,(k−1)(jb−1)≤s≤(k−1)jb
4: Deﬁna Xˆ en el bloque BX(ib, jb) por
Xˆr,s = φˆ
(ib,jb)
1,0 Xr−1,s + φˆ
(ib,jb)
1,1 Xr−1,s−1 + φˆ
(ib,jb)
0,1 Xr,s−1
donde (k − 1)(ib − 1) + 1 ≤ r ≤ (k − 1)ib y (k − 1)(jb − 1) + 1 ≤ s ≤ (k − 1)jb
5: Deﬁna Zˆ como Zˆ = Xˆ − Z
Algoritmo 2 Segmentación
Require: Imagen original Z
Ensure: Imagen segmentada W
1: Genere una imagen aproximada Zˆ de Z con el Algoritmo 1.
2: Compute la imagen residual W deﬁnida como W = Z − Zˆ.
En el primer experimento, se aplicó el Algoritmo 1 para evaluar la capacidad del estimador
BMM 2D en la representación de imágenes. Se ajustó localmente un proceso AR-2D a la imagen
original para diferentes tamaños de ventana, y se estimaron los parámetros del modelo con el
estimador BMM 2D. La Fig. 3.8, (a), (b), (c) y (d) exhibe las imágenes reconstruidas por el estimador
BMM 2D usando los tamaños de ventana 8 × 8, 16 × 16, 32 × 32 y 57 × 57 respectivamente.
Para todos los tamaños de ventana, las imágenes reconstruidas BMM fueron visualmente buenas;
aunque un análisis cuantitativo de la similaridad entre cada imagen BMM reconstruida y la imagen
original muestra diferencias. Se calcularon los índices SSIM, CQ(1,1) y CQma´x, entre cada imagen
reconstruida y la imagen original. Los tres índices revelaron que la similaridad decrece cuando el
tamaño de ventana aumenta (Tabla 3.1); así, el mejor ajuste fue obtenido con tamaños de ventana
pequeños. Este resultado reﬂeja que la estimación BMM 2D en el ajuste local de modelos AR-
2D a imágenes es útil para reproducir imágenes digitales. Luego, se aplicó el Algoritmo 2 y se
generaron cuatro imágenes diferencia (e), (f), (g) y (h), mostradas en la Fig. 3.8. Se observó que la
imagen diferencia (h) resalta más los bordes que las otras. Esto nos dice que cuando se realiza la
reconstrucción con una ventana de tamaño 57×57, (Fig. 3.8 (d)), una gran cantidad de información
se pierde, lo cuál se ve reﬂejado en la imágen diferencia (Fig. 3.8 (h)).
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(I)
Figura 3.8: Imagen (I): imagen original Lena. Abajo: La primera
ﬁla tiene las reconstrucciones hechas con el estimador BMM
ajustadas por tamaños de ventana 8×8, 16×16, 32×32 y 57×57
respectivamente ((a) - (d)). La segunda ﬁla tiene las respectivas
imágenes diferencia ((e) - (h)) con respecto a la imagen original
(I).
(a) (b) (c) (d)
(e) (f) (g) (h)
Cuadro 3.1: Índices SSIM, CQ y CQmax entre la imagen original y cada una de las imágenes
reconstruidas BMM (a), (b), (c) y (d) de la Figura 3.8.
Tamaño de ventana SSIM CQ(1,1) CQma´x
8× 8 0.9948914 0.8582201 0.9706984
16× 16 0.9827996 0.8309626 0.9544317
32× 32 0.9779204 0.8151581 0.9462133
57× 57 0.9762065 0.8073910 0.9423786
En el segundo experimento, la imagen original fue contaminada aditivamente al 10% (Fig. 3.9
(II)), y se utilizó como entrada en el Algoritmo 1. Se obtuvieron cuatro imágenes reconstruidas
usando los estimadores LS, GM y BMM y tamaños de ventana 8 × 8 y 57 × 57. Luego, se aplicó
el Algoritmo 2. En las primeras dos columnas de la Figura 3.9, se pueden apreciar los resultados
obtenidos considerando ventanas de tamaño 8 × 8. Visualmente, no hay grandes diferencias entre
las imágenes reconstruidas. Cuando se analiza la tabla 3.2, se veriﬁca este hecho pues los índi-
ces calculados son comparables unos con otros siendo levemente más alta la similitud CQ(1, 1) y
CQmax para la reconstrucción LS. Por otro lado, la tercera y cuarta columna de la Figura 3.9
muestra los resultados obtenidos por el ajuste de ventanas de tamaño 57 × 57. Se observa que
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la imagen (l), correspondiente a la diferencia entre la imagen restaurada con el método BMM Fig.
3.9-(i) y la imagen contaminada con ruido aditivo (Fig. 3.9-(II)), resalta ligeramente más los bordes.
(I) (II)
Figura 3.9: Imagen (I): imagen original Le-
na; Imagen (II): imagen con 10% de conta-
minación aditiva y τ2 = 50. En la primera
ﬁla, ajustes hechos LS; en la segunda ﬁla,
con GM; y en la tercera ﬁla, con BMM. Co-
lumnas 1 y 2 corresponden a ajustes con
tamaño de ventana 8 × 8, y columnas 3
y 4 con ventanas de tamaño 57 × 57. Las
columnas 1 y 3 son las reconstrucciones
hechas con el Algoritmo 1 y las columnas
2 y 4 son las imágenes segmentadas por el
Algoritmo 2.
(a) (d) (g) (j)
(b) (e) (h) (k)
(c) (f) (i) (l)
En el tercer experimento, la imagen original fue contaminada aditivamente con α = 10, 20, 30,
40 y 50 porciento. La primera columna de la Fig. 3.10 ((a1) a (a5)) muestra las correspondientes
imágenes contaminadas. La segunda y tercera columnas muestran los resultados de la aplicación de
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Cuadro 3.2: Similaridad entre la imagen original y las reconstrucciones de Lena contaminadas adi-
tivamente usando ventanas de tamaño 8× 8 (Figura 3.9-(I) vs. ﬁguras 3.9-(a),(b),(c)).
Estimación SSIM CQ(1,1) CQma´x
LS 0.9836079 0.8416351 0.9588826
GM 0.9390820 0.7821954 0.9103257
BMM 0.9846007 0.8328356 0.9577393
los Algoritmos 1 y 2, respectivamente. Los estudios se llevaron a cabo considerando un tamaño de
ventana 8 × 8 con ruido aditivo ν ∼ N(0, 50). La tabla 3.3 muestra la similitud medida entre la
imagen original (I) y las reconstrucciones que aparecen en la segunda columna ((b1) a (b5)). Al igual
que en el experimento anterior, visualmente, no se observan diferencias importantes con respecto a la
imagen original en las imágenes reconstruidas. Sin embargo, se observó que, a medida que aumenta
el nivel de contaminación, los bordes de las diferentes imágenes se vuelven más prominentes ((c1)
a (c5)). Esto puede ser corroborado por los valores en la Tabla 3.3, donde para todos los índices
estudiados, a medida que la contaminación aumenta, la similitud disminuye.
Cuadro 3.3: Similitud entre la imagen original (Fig. 3.10) y las reconstrucciones de Lena (Fig.
3.10, (b1) a (b5)) con contaminación aditiva usando un tamaño de ventana 8 × 8 para diferentes
porcentajes de contaminación (ν ∼ N(0, 50)).
Índice SSIM CQ(1,1) CQma´x
10% 0.9846007 0.8328356 0.9577393
Nivel 20% 0.9870200 0.8228507 0.9576280
de 30% 0.9793508 0.8045561 0.9480293
Contaminación 40% 0.9858553 0.8017031 0.9526419
50% 0.9745754 0.7828139 0.9398709
Todos los resultados de este capítulo han sido publicados en el trabajo [10].
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(I)
Figura 3.10: Imagen (I): imagen original de Lena. La
primera columna muestra las imágenes contaminadas
aditivamente al 10, 20, 30, 40 y 50% respectivamente
(ν ∼ N(0, 50)). En la segunda columna, se observan
sus correspondientes reconstrucciones con el estimador
BMM. En la tercera columna se muestran las imágenes
diferencia entre (I) y las reconstrucciones.
(a1) (b1) (c1)
(a2) (b2) (c2)
(a3) (b3) (c3)
(a4) (b4) (c4)
(a5) (b5) (c5)
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Capítulo 4
Propiedades Teóricas del Estimador
BMM Bidimensional
4.1. Preliminares
Los principales resultados de este capítulo se encuentran en el Teorema 4.3.4 y el Teorema
4.4.2 los cuales demuestran la consistencia y la normalidad asintótica (respectivamente) del estima-
dor BMM 2D para procesos AR-2D puro. Para demostrar el Teorema 4.3.4 probamos primero la
consistencia del estimador βˆS y luego la consistencia del estimador βˆM (Teoremas 4.3.1 y 4.3.3, res-
pectivamente). El Teorema 4.3.2 relaciona las propiedades del estimador βˆS con el estimador BMM
2D, βˆ∗M . Por otra parte, para demostrar el Teorema 4.4.2 necesitaremos probar antes la normalidad
asintótica del estimador βˆM (Teorema 4.4.1).
Estos resultados dependen de varios lemas que serán enunciados en este capítulo y cuyas de-
mostraciones se encuentran en el Apéndice. Las estrategias de prueba están inspiradas en algunas
ideas presentadas en [29] aportando en este trabajo demostraciones minuciosas de las aﬁrmaciones
para la versión bidimensional.
En los siguientes cuadros se presentan sendos esquemas que muestran el orden en que se realizan
las demostraciones de la consistencia y normalidad asintótica del estimador BMM para estimar los
parámetros en el modelo AR-2D.
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L.4.3.1
L.4.3.3L.4.3.2
T. 4.2.2
T. 4.3.2
T. 4.2.4
T. 4.2.3
T. 4.3.1
Figura 4.2: Esquema de demostración de la normalidad asintótica del estimador BMM 2D
Asumiremos que se cumplen las siguientes condiciones:
P1 ρ(0) = 0, ρ(x) = ρ(−x), ρ(x) es continua, acotada, no constante y no decreciente en |x|.
P2 El proceso Y = {Yi,j}(i,j)∈Z2 es un proceso AR-2D estacionario (en el sentido estricto) y
ergódico deﬁnido sobre (Ω,A, P ) con parámetros β0 = (φ0, µ0) ∈ B y proceso de innovaciones
ε = {εi,j}(i,j)∈Z2 .
P3 Las variables aleatorias εi,j , del proceso de innovación ε, tienen una distribución absolutamente
continua con una densidad simétrica y estrictamente unimodal.
P4 P (εi,j ∈ C) < 1 para cualquier compacto C.
P5 La función η es continua, impar y acotada.
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4.2. Resultados que se desprenden del estimador BMM 2D
Debido a que las derivadas de primer orden de εi,j(β) son como en (2.2.2) y (2.2.3), se obtuvo
que sus derivadas de segundo orden son:
∂2εi,j(β)
∂φm,n∂φk,l
= 0, ∀(k, l), (m,n) ∈ T, (4.2.1)
∂2εi,j(β)
∂φk,l∂µ
= 1, ∀(k, l) ∈ T y (4.2.2)
∂2εi,j(β)
∂2µ
= 0. (4.2.3)
Deﬁnimos el vector 5 (εi,j(β)) que contiene a las derivadas de primer orden de εi,j(β) como:
5 (εi,j(β)) =
(
∂εi,j(β)
∂φ1,0
,
∂εi,j(β)
∂φ1,1
,
∂εi,j(β)
∂φ0,1
, ...,
∂εi,j(β)
∂µ
)t
= (−Y˙i−1,j ,−Y˙i−1,j−1,−Y˙i,j−1, ..., ζ)t.
La siguiente deﬁnición nos permitire obtener algunos resultados que necesitaremos para probar
los teoremas de este capítulo.
Deﬁnición 4.2.1. Dada la función ρ1 que satisface P1, se deﬁne s(β) como la función s : B → R
dada por
Eβ0
(
ρ1
(
εi,j(β)
s(β)
))
= b, (4.2.4)
donde b es tal que b = E(ρ1(Z)) cuando Z tiene densidad simétrica y estrictamente unimodal.
Denotaremos s0 como el valor real positivo tal que s0 = s(β0).
Dada la función ρ2 que surge en la segunda etapa de la deﬁnición de la estimación BMM 2D, se
deﬁne ψ2 := ρ′2 y se obtuvieron las siguientes propiedades:
Propiedad 1.
5
(
ρ2
(
εi,j(β)
s0
))
=
1
s0
ψ2
(
εi,j(β)
s0
)
.5 (εi,j(β)) . (4.2.5)
Esta propiedad se debe a que:
∂
∂φk,l
ρ2
(
εi,j(β)
s0
)
= − 1
s0
ψ2
(
εi,j(β)
s0
)
Y˙i−k,j−l, ∀(k, l) ∈ T (4.2.6)
por (2.2.2) y debido a que
∂
∂µ
ρ2
(
εi,j(β)
s0
)
=
1
s0
ψ2
(
εi,j(β)
s0
)
ξ (4.2.7)
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por (2.2.3) donde ξ = −1 +∑(k,l)∈T φk,l.
Propiedad 2.
52
(
ρ2
(
εi,j(β)
s0
))
=
1
s20
ψ′2
(
εi,j(β)
s0
)
.5 (εi,j(β))5 (εi,j(β))t + 1
s0
ψ2
(
εi,j(β)
s0
)
.52 (εi,j(β)) .
(4.2.8)
Esta propiedad resulta de los hechos
∂2
∂φm,n∂φk,l
ρ2
(
εi,j(β)
s0
)
=
1
s20
ψ′2
(
εi,j(β)
s0
)
Y˙i−k,j−lY˙i−m,j−n, ∀(k, l), (m,n) ∈ T, (4.2.9)
∂2
∂µ∂φk,l
ρ2
(
εi,j(β)
s0
)
= − ξ
s20
ψ′2
(
εi,j(β)
s0
)
Y˙i−k,j−l +
1
s0
ψ2
(
εi,j(β)
s0
)
, ∀(k, l) ∈ T (4.2.10)
y
∂2
∂µ
ρ2
(
εi,j(β)
s0
)
=
ξ2
s20
ψ′2
(
εi,j(β)
s0
)
(4.2.11)
de acuerdo a lo visto en la propiedad (1).
Se tienen, además, los siguientes resultados:
Propiedad 3. .
a)
E
(
ψ2
(
εi,j(β0)
s0
))
= 0. (4.2.12)
b)
E
[
5
(
ρ2
(
εi,j(β)
s0
))]
= E
(
1
s0
ψ2
(
εi,j(β)
s0
))
.E [5 (εi,j(β))] = 0. (4.2.13)
La propiedad 3-(a) se debe a que ψ2 es impar y la distribución de εi,j es simétrica. La propie-
dad 3-(b) resulta de (4.2.5) y (4.2.12) y del hecho de que5 (εi,j(β)) es independiente de ψ2
(
εi,j(β)
s0
)
.
Sea
V0 = E
[
5
(
ρ2
(
εi,j(β0)
s0
))
.5
(
ρ2
(
εi,j(β0)
s0
))t]
. (4.2.14)
Propiedad 4.
V0 = E
[
1
s20
ψ22
(
εi,j(β)
s0
)
.5 (εi,j(β)) .5 (εi,j(β))t
]
= E
(
1
s20
ψ22
(
εi,j(β)
s0
))
.E
[5 (εi,j(β))5 (εi,j(β))t]
(4.2.15)
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donde
E
[5 (εi,j(β))5 (εi,j(β))t] = E((Y˙i−s,j−tY˙i−m,j−n)(s,t),(m,n)∈T (−ξY˙i−s,j−t)(s,t)∈T
(−ξY˙i−s,j−t)(s,t)∈T ξ2
)
=
(
(E(Y˙i−s,j−tY˙i−m,j−n))(s,t),(m,n)∈T 0
0 ξ2
)
=
(
C˜ 0L×1
01×L ξ2
)
(4.2.16)
con C˜ = (E(Y˙i−s,j−tY˙i−m,j−n))(s,t),(m,n)∈T simétrica.
Esta última propiedad se obtuvo por (4.2.5) y la independencia de 5 (εi,j(β)) de ψ2
(
εi,j(β)
s0
)
.
Cabe observar que
E(Y˙i−s,j−tY˙i−m,j−n) = E((Φ0(B1, B2)−1εi−s,j−t)(Φ0(B1, B2)−1εi−m,j−n))
= E(
∑
(k,l)∈I
λk,lεi−s−k,j−t−l
∑
(q,r)∈I
λq,rεi−m−q,j−n−r)
= E(
∑
(k,l)∈I
∑
(q,r)∈I
λk,lλq,rεi−s−k,j−t−lεi−m−q,j−n−r)
=
∑
(k,l)∈I
∑
(q,r)∈I
λk,lλq,rE(εi−s−k,j−t−lεi−m−q,j−n−r). (4.2.17)
Como las variables εi,j son i.i.d. con media 0, en la suma (4.2.17) sólo sobrevivirán los términos
con igual subíndice, es decir, q = k + s−m y r = l + t− n. Luego, (4.2.17) nos queda:
E(Y˙i−s,j−tY˙i−m,j−n) =
∑
(k,l)∈I
λk,lλk+s−m,l+t−nσ2ε
= σ2ε
∑
(k,l)∈I
λk,lλk+s−m,l+t−n.
Por lo tanto, C˜ nos queda
C˜ = σ2εC
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donde
C =

∑
(k,l)∈I λ
2
k,l
∑
(k,l)∈I λk,lλk,l−1
∑
(k,l)∈I λk,lλk+1,l−1 . . .
∑
(k,l)∈I λk,lλk+1,l−L∑
(k,l)∈I λk,lλk,l−1
∑
(k,l)∈I λ
2
k,l
∑
(k,l)∈I λk,lλk−1,l . . .
∑
(k,l)∈I λk,lλk+1,l+1−L∑
(k,l)∈I λk,lλk+1,l−1
∑
(k,l)∈I λk,lλk−1,l
∑
(k,l)∈I λ
2
k,l . . .
∑
(k,l)∈I λk,lλk,l+1−L
...
...
...
. . .
...∑
(k,l)∈I λk,lλk+1,l−L · · ·
∑
(k,l)∈I λ
2
k,l

.
(4.2.18)
4.3. Consistencia
El siguiente teorema establece la consistencia del estimador βˆS obtenido en la primera etapa de
la deﬁnición del estimador BMM 2D.
Teorema 4.3.1. Sea Y proceso que satisface P2 con proceso de innovaciones satisfaciendo P3.
Sea ρ1 tal que satisface P1 con sup ρ1 > b y ψ1 = ρ
′
1 acotada y continua. Entonces:
i) βˆS es fuertemente consistente para β0, i.e., βˆS −→
N→∞
β0 a.e..
ii) sN −→
N→∞
s0 a.e..
El próximo teorema establece que el estimador de la escala sN , obtenido en la primera etapa
de la deﬁnición del estimador BMM 2D, converge casi seguramente a la M-escala en el verdadero
parámetro (s0 = s(β0)).
Teorema 4.3.2. Sea Y proceso que satisface la condición P2, con proceso de innovaciones ε que
satisface P3 y P4. Sea ρ1 tal que satisface P1 con sup ρ1 > b. Supongamos que ψ1 = ρ
′
1 es acotada,
continua y sea η tal que se satisface P5. Entonces, si Y no es un ruido blanco,
s∗N = min(sN , s
b
N )→ s0 a.e..
En el siguiente teorema se demuestra que el estimador βˆM , obtenido en la segunda etapa de la
deﬁnición del estimador BMM 2D, es consistente para estimar β0.
Teorema 4.3.3. Sea Y proceso que satisface P2 con proceso de innovaciones ε que satisface P3.
Sean ρ1 y ρ2 satisfaciendo P1. Sean ψi = ρ
′
i acotadas y continuas con i = 1, 2 y tal que sup ρ1 > b.
Entonces,
βˆM −→ β0 a.e..
Finalmente, en el teorema que sigue se demuestra la consistencia del estimador BMM 2D, βˆ∗M .
Teorema 4.3.4. Suponga que se satisfacen las suposiciones del Teorema 4.3.3, P4 y P5. Entonces
si el proceso Y no es un ruido blanco, con probabilidad 1 existe un N0 tal que βˆ
∗
M = βˆM ∀N ≥ N0
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y entonces
βˆ∗M −→ β0 a.e..
A continuación enunciamos los lemas necesarios y demostramos los teoremas 4.3.1, 4.3.2, 4.3.3
y 4.3.4. Las demostraciones de los lemas pueden verse en el Apéndice.
El siguiente Lema nos permitió demostrar los Lemas 4.3.4 y 4.3.10.
Lema 4.3.1. Sea Y un proceso que satisface P2 con proceso de innovaciones ε satisfaciendo P3.
Entonces, para cualquier d > 0 tenemos que existe W 0 = {W 0i,j}(i,j)∈Z2 proceso estacionario y
ergódico deﬁnido sobre (Ω,A, P ) tal que
supβ∈B0×[−d,d]|εi,j(β)| ≤W 0i,j , ∀(i, j) ∈ Z2.
Además, E(|W 0i,j |2) <∞.
Los siguientes tres lemas, fueron necesarios para probar el Teorema 4.3.1. El primero establece
propiedades sobre la función que da la M-escala s(β) para diferentes parámetros β ∈ B. Los dos
lemas que le siguen establecen relaciones entre la función s(β) y el estimador de la escala con los
residuos del modelo AR-2D (SN (εN (β))).
Lema 4.3.2. Sea Y un proceso que satisface P2 con proceso de innovaciones ε satisfaciendo P3.
Asuma que ρ1 es una función satisfaciendo P1 y que la función s es como en (4.2.4). Entonces,
i) si β 6= β0 tenemos que s0 = s(β0) < s(β).
ii) s es continua.
Lema 4.3.3. Bajo las suposiciones del Teorema 4.3.1, para cualquier d > 0 se satisface:
l´ım
N→∞
sup
β∈B0×[−d,d]
|SN (εN (β))− s(β)| = 0 a.e..
Lema 4.3.4. Bajo las suposiciones del Teorema 4.3.1, existe d > 0 tal que se satisface:
l´ım inf
N→∞
ı´nf
|µ|>d,β∈B
SN (εN (β)) > s0 + 1 a.e..
A continuación demostramos el Teorema 4.3.1.
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Demostración Teorema 4.3.1:
Probemos primero algunos resultados preliminares.
Sea  > 0 tan chico como se quiera y d como en el Lema 4.3.4. Como se demostró en el Lema
4.3.2, s(β) es continua y alcanza un mínimo absoluto en β0 ∈ B. Veamos primero que existe un
γ > 0 tal que
mı´n
β∈B0×[−d,d],||β−β0||≥
s(β) ≥ s0 + γ. (4.3.1)
Como B0 es compacto y s(β) es continua, ∀ β ∈ B0 × [−d, d] y ||β − β0|| ≥  se tiene que existe
un 0 < γ < 1 tal que s(β)− s(β0) > γ, i.e., s(β) > γ + s(β0) = γ + s0 entonces
mı´n
β∈B0×[−d,d],||β−β0||≥
s(β) ≥ s0 + γ.
Por el Lema 4.3.3, ∃N1 tal que ∀N > N1, sup
β∈B0×[−d,d]
|SN (εN (β))− s(β)| < γ/4 a.e..
⇒ −SN (εN (β)) + s(β) ≤ | − Sn(εN (β)) + s(β)| < γ
4
, ∀β ∈ B0 × [−d, d];
⇒ s(β)− γ
4
< SN (εN (β)), ∀β ∈ B0 × [−d, d];
⇒ s(β)− γ
4
< SN (εN (β)), ∀β ∈ B0 × [−d, d] ∧ ||β − β0|| ≥ .
Tomando mínimo en la última expresión y por la ecuación (4.3.1) tenemos que
mı´n
β∈B0×[−d,d],||β−β0||≥
SN (εN (β)) ≥ mı´n
β∈B0×[−d,d],||β−β0||≥
s(β)− γ
4
≥ s0 + γ − γ
4
= s0 +
3
4
γ
> s0 +
γ
2
a.e..
Por lo tanto,
mı´n
β∈B0×[−d,d],||β−β0||≥
SN (εN (β)) > s0 +
γ
2
a.e.. (4.3.2)
Como β0 ∈ B0 × [−d, d] (φ0 ∈ B0 y |µ0| ≤ d) y como por el Lema 4.3.3
sup
β∈B0×[−d,d]
|SN (εN (β))− s(β)| < γ
4
a.e.,
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entonces
|SN (εN (β0))− s(β0)| < γ
4
a.e..
⇒ SN (εN (β0))− s(β0) < γ
4
a.e.,
⇒ SN (εN (β0)) < γ
4
+ s(β0) =
γ
4
+ s0 a.e..
Por lo que
SN (εN (β0)) <
γ
4
+ s0 a.e.. (4.3.3)
Por el Lema 4.3.4, l´ım infN→∞ ı´nf |µ|>d,φ∈B0 SN (εN (β)) > s0 + 1 a.e., es decir,
sup
N≥0
(
ı´nf
k≥N
(
ı´nf
|µ|>d,φ∈B0
(Sk(εk(β))
))
> s0 + 1 a.e..
Como BN := ı´nf
k≥N
(
ı´nf
|µ|>d,φ∈B0
(Sk(εk(β))
)
es una sucesión creciente, ∃N2 tal que ∀N ≥ N2,
BN ≥ s0 + γ a.e. (0 < γ < 1).
⇒ BN := ı´nf
k≥N
(
ı´nf
|µ|>d,φ∈B0
(Sk(εk(β))
)
≥ s0 + γ a.e., ∀N ≥ N2;
⇒ ı´nf
|µ|>d,φ∈B0
(Sk(εk(β))) ≥ s0 + γ a.e., ∀k ≥ N ∀N ≥ N2.
En particular,
ı´nf
|µ|>d,φ∈B0
(SN (εN (β))) ≥ s0 + γ a.e., ∀N ≥ N2. (4.3.4)
Veamos ahora (i), es decir, βˆS → β0 a.e..
Dado  > 0, sea N0 = ma´x(N1, N2). Entonces, si N ≥ N0, se satisface (4.3.1), (4.3.2), (4.3.3) y
(4.3.4).
De (4.3.2) y (4.3.4) se tiene que
mı´n
β∈B,||β−β0||≥
SN (εN (β)) ≥ s0 + γ
2
a.e.. (4.3.5)
Además, por la deﬁnición de βˆS , se cumple que
SN (εN (β)) ≥ SN (εN (βˆS)) ∀β ∈ B.
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En particular, cuando β = β0,
SN (εN (β0)) ≥ SN (εN (βˆS)). (4.3.6)
Es decir, por (4.3.3) y (4.3.6),
s0 +
γ
4
> SN (εN (β0)) ≥ SN (εN (βˆS)) a.e.. (4.3.7)
Si ||βˆS − β0|| ≥ , entonces por (4.3.5)
SN (εN (βˆS)) ≥ s0 + γ
2
a.e., (4.3.8)
y luego por (4.3.5) y (4.3.7) se tendría que
s0 +
γ
4
> SN (εN (β0)) ≥ SN (εN (βˆS)) ≥ s0 + γ
2
a.e., lo cual es absurdo.
Por lo tanto, debe ser que ∀N > N0 = max(N1, N2), ||βˆS − β0|| ≤  a.e., es decir,
βˆS −→
N→∞
β0 a.e..
Veamos ahora (ii), es decir, sN −→
N→∞
s0 = s(β0) a.e..
Sumando y restando s(βˆS) se tiene que
|sN − s0| ≤ |SN (εN (βˆS))− s(βˆS)|+ |s(βˆS)− s0|.
Por la continuidad de s(β) y como βˆS −→
N→∞
β0 a.e., entonces s(βˆS) −→
N→∞
s(β0) = s0 a.e..
Además, como βˆS −→
N→∞
β0 a.e., para N  0, βˆS ∈ B0 × [−d, d]. Luego, por el Lema 4.3.3,
|SN (εN (βˆS))− s(βˆS)| −→
N→∞
0 a.e..
Finalmente se tiene que
sN −→
N→∞
s0 a.e.
y, por lo tanto, el teorema queda demostrado. 
Los siguientes tres lemas permitieron demostrar el Teorema 4.3.2. El Lema 4.3.5 obtuvo una
cota para los residuos en el modelo BIP-AR 2D la cuál permitió probar los lemas 4.3.6 y 4.3.11. Los
resultados de los lemas 4.3.6 y 4.3.7 se utilizaron de forma directa en la demostración del Teorema
4.3.2. Además, el lema 4.3.7 contribuyó a demostrar el Lema 4.3.12. Estos lemas (4.3.6 y 4.3.7) es-
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tablecieron relaciones entre la M-escala en los verdaderos parámetros y los M-estimadores de escala
bajo residuos de un modelo BIP-AR 2D.
Lema 4.3.5. Sea Y un proceso que satisface la condición P2. Dado d > 0 y σ˜ > 0, existen
constantes C > 0 y D > 0 tal que
sup
β∈B0×[−d,d]
sup
0<σ≤σ˜
|εbi,j(β, σ)− Yi,j | ≤ Cσ˜ +D, (i, j) ∈ (WM ∼ T ).
Lema 4.3.6. Bajo las suposiciones del Teorema 4.3.2, dado d > 0, existe δ > 0 tal que
l´ım inf
N→∞
ı´nf
β∈B0×[−d,d]
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + δ a.e..
Lema 4.3.7. Bajo las suposiciones del Teorema 4.3.2, existe d > 0 tal que
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + 1 a.e..
A continuación demostramos el Teorema 4.3.2.
Demostración Teorema 4.3.2:
Sea δ˜ > 0 obtenido por el Lema 4.3.6.
De los Lemas 4.3.6 y 4.3.7 tenemos que existe δ = mı´n(δ˜, 1) tal que
l´ım inf
N→∞
ı´nf
β∈B
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + δ a.e..
Luego, ∃N1 tal que ∀N > N1 se tiene que
ı´nf
β∈B
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + δ a.e.,
entonces,
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + δ a.e., ∀β ∈ B, ∀N > N1.
En particular,
SN (ε
b
N (βˆ
b
S , σˆ(φˆ
b
S))) ≥ s0 + δ a.e., ∀N > N1,
es decir,
sbN ≥ s0 + δ a.e., ∀N > N1.
Por Teorema 4.3.1 (ii), sN −→ s0 a.e.. Entonces, existe N2 tal que ∀N > N2, |sN − s0| <
δ a.e., es decir,
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sN < δ + s0 a.e., ∀N > N2.
Luego, si N > max(N1, N2), se satisface que sN < δ + s0 ≤ sbN a.e..
Por lo tanto,
s∗N = min(sN , s
b
N ) = sN , ∀N > max(N1, N2) a.e.
y como sN −→ s0 a.e., entonces s∗N −→ s0 a.e. y el teorema queda demostrado.

Los próximos tres lemas intervinieron de manera directa en la demostración del Teorema 4.3.3.
El Lema 4.3.8 probó propiedades sobre la función esperanza de los residuos del modelo AR-2D con
la función ρ2 (m(β)). Los lemas 4.3.9 y 4.3.10 establecieron relaciones entre la función m(β) y la
función objetivo que determina la M-estimación de los parámetros del modelo AR-2D utilizando las
funciones residuales de dicho modelo.
Lema 4.3.8. Sea Y un proceso que satisface la condición P2, con proceso de innovaciones ε que
satisface P3. Asumamos que ρ2, dada en la segunda etapa de la deﬁnición del estimador BMM
satisface la condición P1. Sea m : B → R función deﬁnida por:
m(β) := Eβ0
(
ρ2
(
εi,j(β)
s0
))
.
Entonces,
i)
β0 = argmı´n
β∈B
m(β).
ii) m es una función continua.
Lema 4.3.9. Sea Y proceso que satisface la condición P2. Supongamos que ρ2 la condición P1.
Deﬁnamos
MN (β) =
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
,
tal como en (2.4.6). Entonces,
l´ım
N→∞
sup
β∈B0×[−d,d]
∣∣∣∣MN (β)− Eβ0 (ρ2(εi,j(β)s0
))∣∣∣∣ = 0 a.e., ∀d > 0.
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Lema 4.3.10. Bajo las suposiciones del Teorema 4.3.3, existen d > 0 y δ > 0 tal que
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
MN (β) > m(β0) + δ a.e.,
donde m(β0) es deﬁnida como en el Lema 4.3.8 y MN (β) como en el Lema 4.3.9.
A continuación demostramos el Teorema 4.3.3.
Demostración Teorema 4.3.3:
Sea  > 0 tan chico como se quiera y d y δ como en el Lema 4.3.10.
Por el Teorema de Convergencia Dominada de Lebesgue, la función m(β) deﬁnida en 4.3.8 es
continua (ρ2 y εi,j(β) son continuas y además ρ2 es acotada).
Por el Lema 4.3.8, m(β) alcanza un mínimo absoluto en β0.
Como m(β) es continua ∀β ∈ B, en particular es continua en β0. Es decir, ∃0 < γ < δ tal que
si ||β − β0|| ≥  entonces m(β)−m(β0) = |m(β)−m(β0)| > γ. Luego,
m(β) > γ +m(β0), ∀β tal que ||β − β0|| ≥ ,
es decir,
mı´n
||β−β0||≥
m(β) > γ +m(β0).
Consecuentemente,
mı´n
β∈B0×[−d,d],||β−β0||≥
m(β) ≥ mı´n
||β−β0||≥
m(β) > γ +m(β0),
con lo cual:
mı´n
β∈B0×[−d,d],||β−β0||≥
m(β) > γ +m(β0). (4.3.9)
Por Lema 4.3.9, ∃N1 tal que ∀N > N1, supβ∈B0×[−d,d] |MN (β)−m(β)| < γ4 a.e.. Luego,
−MN (β) +m(β) < γ
4
a.e., ∀β ∈ B0 × [−d, d],
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y por lo tanto,
m(β)− γ
4
< MN (β) a.e., ∀β ∈ B0 × [−d, d].
Entonces,
m(β)− γ
4
< MN (β) a.e., ∀β ∈ B0 × [−d, d] y ||β − β0|| ≥ .
Por lo tanto, de la ecuación anterior y usando 4.3.9 se tiene:
mı´n
β∈B0×[−d,d],||β−β0||≥
MN (β) > mı´n
β∈B0×[−d,d],||β−β0||≥
m(β)− γ
4
> γ +m(β0)− γ
4
= m(β0) +
3
4
γ
> m(β0) +
γ
2
a.e..
Por lo tanto,
mı´n
β∈B0×[−d,d],||β−β0||≥
MN (β) > m(β0) +
γ
2
a.e., ∀N > N1. (4.3.10)
Como β0 ∈ B0 × [−d, d] y por el Lema 4.3.9,
|MN (β0)−m(β0)| < γ
4
a.e., ∀N > N1,
es decir,
MN (β0) <
γ
4
+m(β0) a.e., ∀N > N1. (4.3.11)
Luego, por el Lema 4.3.10,
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
MN (β) > m(β0) + δ a.e.,
es decir,
sup
N≥0
(
ı´nf
k≥N
(
ı´nf
|µ|>d,φ∈B0
Mk(β)
))
≥ m(β0) + δ a.e..
Debido a que ı´nfk≥N
(´
ınf |µ|>d,φ∈B0 Mk(β)
)
es una sucesión creciente, ∃N2 tal que ∀N ≥ N2 :
ı´nf
k≥N
(
ı´nf
|µ|>d,φ∈B0
Mk(β)
)
≥ m(β0) + δ a.e., ∀N ≥ N2,
entonces,
ı´nf
|µ|>d,φ∈B0
Mk(β) ≥ m(β0) + δ a.e., ∀k ≥ N ∀N ≥ N2.
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En particular:
ı´nf
|µ|>d,φ∈B0
MN (β) ≥ m(β0) + δ > m(β0) + γ
2
a.e., ∀N ≥ N2. (4.3.12)
Veamos que βˆM −→ β0 a.e.. Dado  > 0, sea N0 = max(N1, N2). Si N > N0, se satisfacen
(4.3.9), (4.3.10), (4.3.11) y (4.3.12).
De (4.3.10) y (4.3.12) se tiene que
ı´nf
β∈B,||β−β0||≥
MN (β) ≥ m(β0) + γ
2
a.e.. (4.3.13)
Además, por la deﬁnición de βˆM , se cumple que
MN (β) ≥MN (βˆM ), ∀β ∈ B.
En particular,
MN (β0) ≥MN (βˆM ). (4.3.14)
Si fuera que ||βˆM − β0|| ≥ , entonces de (4.3.13) se tendría
MN (βˆM ) ≥ m(β0) + γ
2
. (4.3.15)
Luego, de (4.3.11), (4.3.14) y (4.3.15) se tendría que
m(β0) +
γ
4
> MN (β0) ≥MN (βˆM ) ≥ m(β0) + γ
2
a.e., lo cual es absurdo.
Por lo tanto, debe ser que ∀N > N0 = max(N1, N2), ||βˆM−β0|| <  a.e., es decir, βˆM −→ β0 a.e.
y el teorema queda demostrado.

Los próximos dos lemas establecieron relaciones entre la función objetivo que determina la M-
estimación de los parámetros del modelo AR-2D utilizando las funciones residuales del modelo
BIP-AR 2D y la función m(β). Estos lemas permitieron demostrar el teorema ﬁnal: Teorema 4.3.4.
Lema 4.3.11. Bajo las suposiciones del Teorema 4.3.3, para todo d > 0, existe δ > 0 tal que
l´ım inf
N→∞
ı´nf
β∈B0×[−d,d]
M bN (β) ≥ m(β0) + δ a.e..
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Lema 4.3.12. Bajo las suposiciones del Teorema 4.3.3, existen d > 0 y δ > 0 tal que
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
M bN (β) ≥ m(β0) + δ a.e..
Por último, demostraremos el Teorema 4.3.4.
Demostración Teorema 4.3.4:
Dado d > 0 y δ1 > 0 como en el Lema 4.3.12, sea δ2 > 0 como en el Lema 4.3.11. Entonces,
existe δ = min(δ1, δ2) > 0 tal que se cumple que
l´ım inf
N→∞
ı´nf
β∈B
M bN (β) ≥ m(β0) + δ. (4.3.16)
Por Teorema 4.3.3, βˆM −→ β0 a.e..
Veamos primero que
MN (βˆM ) −→ m(β0) a.e.. (4.3.17)
Sumando y restando m(βˆM ), tenemos que
|MN (βˆM )−m(β0)| ≤ |MN (βˆM )−m(βˆM )|+ |m(βˆM )−m(β0)|.
Por la continuidad de m(β) y como βˆM −→ β0 a.e., entonces m(βˆM ) −→ m(β0) a.e., por lo que
|m(βˆM )−m(β0)| −→ 0 a.e..
Además, por el Lema 4.3.9, l´ımN→∞ supβ∈B0×[−d,d] |MN (β) −m(β)| = 0 a.e.. Como βˆM −→
β0 a.e. y β0 ∈ B×[−d, d], a partir de un N  0, βˆM ∈ B×[−d, d]. Entonces, |MN (βˆM )−m(βˆM )| −→
0. Por lo tanto, |MN (βˆM )−m(β0)| −→ 0 a.e..
Por (4.3.16), ∃N1 tal que ∀N > N1, M bN (β) ≥ ı´nfβ∈BM bN (β) ≥ m(β0) + δ. En particular,
m(β0) + δ ≤M bN (βˆbM ).
Por (4.3.17), ∃N2 tal que ∀N > N2, |MN (βˆM )−m(β0)| < δ, entonces MN (βˆM ) < m(β0) + δ.
Por lo tanto, MN (βˆM ) < m(β0) + δ ≤M bN (βˆbM ).
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Luego, por la deﬁnición de βˆ∗M , βˆ
∗
M = βˆM , ∀N > max(N1, N2) y como βˆM −→ β0 a.e., entonces
βˆ∗M −→ β0 a.e.
y el teorema queda demostrado.

4.4. Normalidad Asintótica
El siguiente teorema establece la consistencia del estimador βˆ∗M obtenido en la segunda etapa
de la deﬁnición del estimador BMM 2D.
Teorema 4.4.1. Suponga que valen las suposiciones del Teorema 4.3.3. Más aún, suponga que
ψ′2 es una función continua y acotada, σ2ε = E(εi,j) < ∞ y la matrix C = (Ci,j) de dimensión
[(L+ 1)2 − 1]× [(L+ 1)2 − 1] simétrica deﬁnida por
C =

∑
(k,l)∈I λ
2
k,l
∑
(k,l)∈I λk,lλk,l−1
∑
(k,l)∈I λk,lλk+1,l−1 . . .
∑
(k,l)∈I λk,lλk+1,l−L∑
(k,l)∈I λk,lλk,l−1
∑
(k,l)∈I λ
2
k,l
∑
(k,l)∈I λk,lλk−1,l . . .
∑
(k,l)∈I λk,lλk+1,l+1−L∑
(k,l)∈I λk,lλk+1,l−1
∑
(k,l)∈I λk,lλk−1,l
∑
(k,l)∈I λ
2
k,l . . .
∑
(k,l)∈I λk,lλk,l+1−L
...
...
...
. . .
...∑
(k,l)∈I λk,lλk+1,l−L · · ·
∑
(k,l)∈I λ
2
k,l

es no singular. Entonces, √
N(βˆM − β0) D→ N (0, D)
donde
D =
s20.E
(
ψ22
(
εi,j
s0
))
E2
(
ψ′2
(
εi,j
s0
)) .(σ−2ε C−1 0
0 ξ−20
)
,
con ξ0 = −1 +
∑
(k,l)∈T φ
0
k,l.
Los siguientes lemas permitieron probar la normalidad asintótica del estimador βˆM .
Lema 4.4.1. Bajo las suposiciones del Teorema 4.4.1, se tiene
1√
N
∑
(i,j)∈(WM∼T )
5
(
ρ2
(
εi,j(β0)
s0
))
D→ N (0, V0),
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donde
V0 = E
[
5
(
ρ2
(
εi,j(β0)
s0
))
.5
(
ρ2
(
εi,j(β0)
s0
))t]
.
Lema 4.4.2. Bajo las suposiciones del Teorema 4.4.1, tenemos
1√
N
∥∥∥∥∥∥
∑
(i,j)∈(WM∼T )
[
5
(
ρ2
(
εi,j(β0)
s∗N
))
−5
(
ρ2
(
εi,j(β0)
s0
))]∥∥∥∥∥∥→ 0 en probabilidad.
Lema 4.4.3. Bajo las suposiciones del Teorema 4.4.1, tenemos que ∀d > 0:
i)
l´ım
N→∞
sup
β∈B0×[−d,d]
∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β)
s∗N
))
− E
[
52
(
ρ2
(
εi,j(β)
s0
))]∥∥∥∥∥∥ = 0 a.e.,
donde ||A|| denota la norma l2 de la matriz A.
ii)
E
[
52
(
ρ2
(
εi,j(β0)
s0
))]
=
1
s20
E
(
ψ′2
(
εi,j
s0
))
.E
(5(εi,j(β0)).5 (εi,j(β0))t) .
Demostración Teorema 4.4.1:
Por deﬁnición de βˆM se cumple que
MN (βˆM ) ≤MN (β), ∀β ∈ B
Por lo que βˆM satisface: ∑
(i,j)∈(WM∼T )
5
(
ρ2
(
εi,j(βˆM )
s∗N
))
= 0.
Dados β0 y βˆM en B, entonces por el Teorema del valor medio se obtiene:
0 =
∑
(i,j)∈(WM∼T )
5
(
ρ2
(
εi,j(βˆM )
s∗N
))
=
∑
(i,j)∈(WM∼T )
5
(
ρ2
(
εi,j(β0)
s∗N
))
+
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β˜)
s∗N
))
(βˆM − β0) (4.4.1)
donde β˜ es un punto intermedio entre β0 y βˆM , es decir, β˜ = β0 + θ(βˆM − β0) con 0 < θ < 1.
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Por el Teorema 4.3.3, tenemos que βˆM → β0 a.e. y, por lo tanto, β˜ → β0 a.e..
Tomemos d > 0 tal que d > |µ0|, entonces, con probabilidad 1, existe N0 tal que βˆM ∈ B0× [−d, d],
∀N ≥ N0.
Sea
AN =
1
N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β˜)
s∗N
))
.
Veamos que
l´ım
N→∞
AN = E
[
52
(
ρ2
(
εi,j(β0)
s0
))]
a.e.. (4.4.2)
Sea  > 0,
∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β˜)
s∗N
))
− E
[
52
(
ρ2
(
εi,j(β0)
s0
))]∥∥∥∥∥∥ ≤∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β˜)
s∗N
))
− E
[
52
(
ρ2
(
εi,j(β˜)
s0
))]∥∥∥∥∥∥
+
∥∥∥∥∥E
[
52
(
ρ2
(
εi,j(β˜)
s0
))]
− E
[
52
(
ρ2
(
εi,j(β0)
s0
))]∥∥∥∥∥ . (4.4.3)
Como β˜ → β0 a.e., para un N  0, β˜ ∈ B × [−d, d]. Luego, por el Lema 4.4.3-(i), ∃N0 tal que
∀N > N0, el primer término de la desigualdad (4.4.3) nos queda:∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β˜)
s∗N
))
− E
[
52
(
ρ2
(
εi,j(β˜)
s0
))]∥∥∥∥∥∥ < /2 a.e.. (4.4.4)
Como la función ρ′′2 = ψ′2 es continua y acotada y las funciones residuales εi,j(β) son continuas,
por el Teorema de Convergencia Dominada de Lebesgue, resulta que E
[
52
(
ρ2
(
εi,j(β)
s0
))]
es una
función continua como función de β. Luego, como β˜ → β0 a.e., se tiene que ∃N1 tal que ∀N > N1,
el segundo término de la desigualdad (4.4.3) nos queda:∥∥∥∥∥E
[
52
(
ρ2
(
εi,j(β0)
s0
))]
− E
[
52
(
ρ2
(
εi,j(β˜)
s0
))]∥∥∥∥∥ < /2 a.e.. (4.4.5)
Por lo tanto, de (4.4.4) y (4.4.5), para todo N > max(N0, N1) la desigualdad (4.4.3) queda
menor que . Luego, (4.4.2) se satisface.
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Por Lema 4.4.3-(ii), A := E
[
52
(
ρ2
(
εi,j(β0)
s0
))]
es no singular y como AN → A a.e. entonces
para N  0 se tiene que AN es no singular.
Por otro lado, dividiendo (4.4.1) por N y llamando
CN :=
1√
N
∑
(i,j)∈(WM∼T )
5
(
ρ2
(
εi,j(β0)
s∗N
))
,
se obtiene que la ecuación (4.4.1) es equivalente a:
√
N
N
CN +AN (βˆM − β0) = 0
1√
N
CN +AN (βˆM − β0) = 0
CN +
√
NAN (βˆM − β0) = 0
AN
√
N(βˆM − β0) = −CN .
Entonces para N  0 tal que AN sea no singular, se tiene que
√
N(βˆM − β0) = −A−1N CN .
Luego, para probar el teorema basta ver que A−1N CN
D→ N (0, D).
Veamos primero que CN
D→ N (0, V0) con V0 como en (4.2.14).
Sea ZN := 1√N
∑
(i,j)∈(WM∼T )5
(
ρ2
(
εi,j(β0)
s0
))
. Entonces, por el Lema 4.4.2 se tiene que
||CN − ZN || → 0 en probabilidad,
es decir,
CN − ZN → 0 en probabilidad.
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Además, el Lema 4.4.1 dice que ZN
D→ Z con Z ∼ N (0, V0). Luego, por Slutsky,
ZN + (CN − ZN ) D→ Z + 0 = Z,
es decir,
CN
D→ Z con Z ∼ N (0, V0). (4.4.6)
Para ir ﬁnalizando la demostración veamos que A−1N CN
D→ N (0, A−1V0(A−1)t).
Como h : R(L+1)2 → R(L+1)2 deﬁnida por h(X) = A−1X es una función medible y continua en
R(L+1)2 y debido a (4.4.6) se tiene por el Teorema 29.2 de [9] que
h(CN ) = A
−1CN
D→ h(Z) = A−1Z con A−1Z ∼ N (0, A−1V0(A−1)t).
Por otra parte, como CN es acotada (ρ′2 es acotada) y A
−1
N → A−1 a.e. (invertir una matriz es una
función continua) se tiene que
||A−1CN −A−1N CN || → 0 en probabilidad.
Entonces,
A−1CN −A−1N CN → 0 en probabilidad. (4.4.7)
Luego, como A−1N CN = (A
−1
N CN − A−1CN ) + A−1CN , por Teorema 5.1.5 de [24] y usando (4.4.7)
y (4.4.6) se tiene que
A−1N CN
D→ N (0, A−1V0(A−1)t)
Por lo tanto, √
N(βˆM − β0) D→ N (0, A−1V0(A−1)t).
Queda ver que D = A−1V0(A−1)t.
Por (4.2.15) se tiene que
V0 =
1
s20
E
[
ψ2
(
εi,j(β0)
s0
)2]
.E
[5 (εi,j(β0)) .5 (εi,j(β0))t] .
Y por (4.2.8) se tiene
52
(
ρ2
(
εi,j(β0)
s0
))
=
1
s20
ψ′2
(
εi,j(β0)
s0
)
.5 (εi,j(β0)) + 1
s0
ψ2
(
εi,j(β0)
s0
)
.52 (εi,j(β0)) .
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Entonces,
A = E
[
1
s20
ψ′2
(
εi,j(β0)
s0
)
.5 (εi,j(β0)) .5 (εi,j(β0))t + 1
s0
ψ2
(
εi,j(β0)
s0
)
.52 (εi,j(β0))
]
= E
(
1
s20
ψ′2
(
εi,j(β0)
s0
))
.E [5 (εi,j(β0)) 5 (εi,j(β0))t] + E
(
1
s0
ψ2
(
εi,j(β0)
s0
))
.E
[52 (εi,j(β0))] .
Luego, por (4.2.12),
A = E
(
1
s20
ψ′2
(
εi,j(β0)
s0
))
.E [5 (εi,j(β0)) 5 (εi,j(β0))t],
⇒ A−1 = 1
E
(
1
s20
ψ′2
(
εi,j(β0)
s0
)) .E [5 (εi,j(β0)) 5 (εi,j(β0))t]−1.
Como además E [5 (εi,j(β0)) 5 (εi,j(β0))t] es simétrica, entonces E [5 (εi,j(β0)) 5 (εi,j(β0))t]−1 es
simétrica. Entonces,
A−1V0(A−1)′=A−1V0A−1 =
E
(
1
s20
ψ22
(
εi,j(β0)
s0
))
E
(
1
s20
ψ′2
(
εi,j(β0)
s0
))2 .E [5 (εi,j(β0)) 5 (εi,j(β0))′]−1
=
s20E
(
ψ22
(
εi,j(β0)
s0
))
E
(
ψ′2
(
εi,j(β0)
s0
))2 .E [5 (εi,j(β0)) 5 (εi,j(β0))′]−1.
Por último, como se vió en (4.2.16),
E
[5 (εi,j(β))5 (εi,j(β))t] = ( σ2εC 0L×1
01×L ξ2
)
.
Luego,
E [5 (εi,j(β0)) 5 (εi,j(β0))t]−1 =
(
σ−2ε C−1 0
0 ξ−20
)
y por lo tanto el teorema queda demostrado.

Finalmente, el siguiente teorema prueba la normalidad asintótica del estimador BMM 2D βˆ∗M :
66 CAPÍTULO 4. PROPIEDADES TEÓRICAS DEL ESTIMADOR BMM BIDIMENSIONAL
Teorema 4.4.2. Suponga que valen las suposiciones del Teorema 4.4.1, P4 y P5. Entonces,
√
N(βˆ∗M − β0) D→ N (0, D)
donde D es deﬁnida como en el Teorema 4.4.1.
Demostración Teorema 4.4.2:
Por la demostración del Teorema 4.3.4, ∃N0 tal que si N > N0 entonces βˆ∗M = βˆM .
Sean
ZN =
√
N(βˆ∗M − β0) con FZN su función de distribución
y
YN =
√
N(βˆM − β0) con FYN su función de distribución.
Entonces, ZN = YN para N > N0 y entonces FZN = FYN para N > N0.
Por el Teorema 4.4.1, ∃N1 tal que si N > N1, |FYN (x) − FZ(x)| < ε ∀x donde FZ es la distri-
bución de una N (0, D).
Luego, para N > max(N0, N1), se cumple que |FZN (x)− F (x)| < ε ∀x.
Por lo tanto ZN
D→ Z y el teorema queda demostrado.

Conclusiones y Trabajos Futuros
En este trabajo se ha propuesto un nuevo estimador para los parámetros del modelo autorre-
gresivo bidimensional (AR-2D) con contaminación al que se ha llamado BMM 2D. La iniciativa
permitió generalizar para procesos AR-2D la versión unidimensional del estimador BMM desarro-
llado para series de tiempo contaminadas presentado por [29].
El nuevo estimador permite la estimación de los parámetros del modelo bajo contaminación de
reemplazo, que hasta ahora solo había sido deﬁnida para series de tiempo. Este tipo de contami-
nación incluye a la contaminación aditiva que es frecuente en el tratamiento y análisis de imágenes
digitales.
En el Capítulo 3 se analizó vía simulación y estudios de Monte Carlo el comportamiento del
estimador BMM 2D para el caso de un modelo AR-2D con tres parámetros, puro y bajo diferentes
esquemas y niveles de contaminación. Se veriﬁcó que el estimador propuesto resulta comparable con
el estimador LS en el caso en que el modelo no está contaminado (modelo puro) y las variables alea-
torias del proceso de innovaciones distribuyen como una normal; mientras que bajo contamimación,
el estimador BMM compitió con éxito con respecto a otras propuestas robustas (estimadores M, GM
y RA bidimensionales). Para el caso analizado el estimador BMM 2D resultó superior en exactitud
y precisión con respecto al estimador M, siendo mejor en precisión que el estimador RA y tanto o
más exacto que el estimador GM. Si bien el estimador GM resultó en precisión y exactidud el mejor
competidor de la propuesta BMM 2D, no se tiene conocimiento del comportamiento asintótico del
estimador GM; por el contrario en el Capítulo 4 de este trabajo se probó que el estimador BMM
es consistente y normalmente asintótico. Estos resultados lo posicionan en un escalón superior con
respecto a la propuesta GM 2D. Por otro lado, si bien el estimador RA es consistente y normal-
mente asintótico, presenta con respecto al estimador BMM 2D mayores diﬁcultades a la hora de su
implementación y un mayor costo computacional como se vió en el Capítulo 3. Además, del estudio
de simulación resultó que las estimaciones del RA son menos precisas que las obtenidas a partir del
estimador BMM 2D.
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Para indagar sobre las propiedades prácticas del estimador en problemas que utilizan el modelo
AR-2D vinculado a análisis y procesamiento de imágenes ópticas, se realizaron tres experimentos, a
partir de una adaptación de los algoritmos presentados en [31] para representar y segmentar imáge-
nes. Con este propósito se ajustaron localmente a las imágenes modelos AR-2D con tres parámetros
y se estimaron los mismos usando el estimador BMM 2D. A la luz de los resultados obtenidos en
la sección (3.4), concluimos que el estimador propuesto en esta tesis, vía los algoritmos adaptados
de [31] es útil para estimar los parámetros de los modelos locales permitiendo resaltar bordes y
contornos de las imágenes.
Dentro de las tareas pendientes queda por un lado un estudio comparativo más profundo del
estimador BMM 2D con sus competidores robustos GM y RA en ajustes locales de modelos AR-2D
a imágenes en problemas de análisis y procesamiento de imágenes en general. Por otro, se plantea
como un trabajo a futuro el estudio de las propiedades teóricas de robustez del estimador BMM
2D: punto de quiebre, máximo sesgo asintótico y curva de inﬂuencia. Estos conceptos no han sido
abordados para el estimador BMM 2D en este trabajo ni tampoco se conocen estudios de estas
propiedades para las propuestas M, GM y RA.
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Apéndice
Este apéndice presenta las demostraciones de los lemas presentados en el Capítulo 4. Además,
se muestran los códigos programados para los diferentes experimentos presentados en este trabajo.
A.1. Demostraciones de lemas
A continuación demostraremos el Lema 4.3.1.
Demostración Lema 4.3.1:
Veamos (i). Una expresión para las funciones residuales εi,j(β) es la que se observa en (2.0.4),
la cuál es equivalente a
εi,j(β) = Yi,j −
∑
(k,l)∈T
φk,lYi−k,j−l + µξ, (A.1.1)
donde ξ = −1 +∑(k,l)∈T φk,l (ver (2.2.3)). Entonces
|εi,j(β)| ≤ |Yi,j |+
∑
(k,l)∈T
|φk,l||Yi−k,j−l|+ |µξ|.
Como β ∈ B0 × [−d, d], entonces
∑
(k,l)∈T |φk,l| < 1 y |µ| ≤ d, entonces |ξ| < 1. Luego, como
#(T ) <∞, se tiene que
|εi,j(β)| ≤ |Yi,j |+
∑
(k,l)∈T
|Yi−k,j−l|+ 2d <∞.
Deﬁnimos W 0 = {W 0i,j}(i,j)∈Z2 tal que W 0i,j := |Yi,j |+
∑
(k,l)∈T |Yi−k,j−l|+ 2d. Además, como Y
es estacionario con momento de segundo orden ﬁnito, W 0 es estacionario y E((W 0i,j)2) <∞.
Veamos que W 0 es ergódico. Sea g : (RZ2 ,BZ2) → (RZ2 ,BZ2) función medible deﬁnida por
g(X) = |B(0,0)(X)|+∑(k,l)∈T |B(k,l)(X)|+ 2d, donde |B(k,l)(X)|(i, j) = |B(k,l)(X)(i, j)|. Entonces
W 0 = g(Y ). Dado A ∈ I = {A′ ∈ BZ2 : A′ es B(k,l) − invariante ∀(k, l) ∈ Z2}, queremos ver que
PW 0(A) = 0 ó 1.
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Como PW 0(A) = P (W
0 ∈ A) = P (g(Y ) ∈ A) = P (Y −1(g−1(A))) = P (Y ∈ g−1(A)), para ver
lo que queremos basta ver que g−1(A) ∈ I.
Veamos que primero que g−1(A) está contenido en B(s,t)(g−1(A)) = {B(s,t)(X) : g(X) ∈ A},
∀(s, t) ∈ Z2. Sea X ∈ g−1(A), luego g(X) ∈ A, es decir, |B(0,0)(X)|+∑(k,l)∈T |B(k,l)(X)|+ 2d ∈ A.
Aplicando B(−s,−t) se tieneB(−s,−t)|B(0,0)(X)|+∑(k,l)∈T B(−s,−t)|B(k,l)(X)|+2d ∈ B(−s,−t)(A) = A
(pues A ∈ I). Luego, |B(0,0)(B(−s,−t)(X))| + ∑(k,l)∈T |B(k,l)(B(−s,−t)(X))| + 2d ∈ A, es decir,
g(B(−s,−t)(X)) ∈ A. Por lo tanto, X = B(s,t)(B(−s,−t)(X)) ∈ B(s,t)(g−1(A)). Luego, g−1(A) ⊆
B(s,t)(g−1(A)) como queríamos. De manera análoga se prueba que B(s,t)(g−1(A)) está contenido en
g−1(A). Por lo que g−1(A) ∈ I y P (Y ∈ g−1(A)) = 0 ó 1.

Demostración Lema 4.3.2:
Probemos (i). Note que por cumplirse P1 siempre podemos elegir a s(β) como una solución
positiva de la ecuación (4.2.4) ya que si s es solución, |s| también es solución.
Sea β = (φ, µ) 6= β0 = (φ0, µ0). Tenemos
εi,j(β) = Φ(B1, B2)(Yi,j − µ)
= Φ(B1, B2)(Yi,j − µ0) + Φ(B1, B2)(µ0 − µ)
= Φ(B1, B2)Φ0(B1, B2)
−1εi,j +
1− ∑
(k,l)∈T
φk,l
 (µ0 − µ)
=ω(B1, B2)εi,j + c.(µ0 − µ), (A.1.2)
donde ω(B1, B2) := Φ(B1, B2)Φ0(B1, B2)−1 y c = −ξ. Como β, β0 ∈ B, entonces Φ(z1, z2)Φ0(z1, z2)−1
puede escribirse sobre D∗ como una suma de serie de potencias: 1 +
∑
(k,l)∈I\{(0,0)}wk,lz
k
1z
l
2 (ver
[18]).
Luego,
ω(B1, B2) = 1 +
∑
(k,l)∈I\{(0,0)}
wk,lB
k
1B
l
2.
Sea
4i,j(β) :=
∑
(k,l)∈I\{(0,0)}
wk,lεi−k,j−l + c.(µ0 − µ).
Entonces, por la ecuación (A.1.2),
εi,j(β) = εi,j +4i,j(β).
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Entonces
ρ1
(
εi,j(β)
s0
)
= ρ1
(
εi,j +4i,j(β)
s0
)
y luego,
Eβ0
(
ρ1
(
εi,j(β)
s0
))
= Eβ0
(
ρ1
(
εi,j +4i,j(β)
s0
))
.
Sea S(p, q) deﬁnida como
S(p, q) = Eβ0
(
ρ1
(
εi,j + p
q
))
, (A.1.3)
para todo p, q ∈ R con q 6= 0. Note que S(p, q) es decreciente en |q|. El Lema 3.1 de [51], muestra
que si se satisfacen P1 y P3, entonces para todo p, q 6= 0 se tiene
S(0, q) ≤ S(p, q),
y la igualdad se cumple si y sólo si q 6= 0. Luego,
Eβ0
(
ρ1
(
εi,j(β)
s0
))
=S(4i,j(β), s0)
≥S(0, s0) = Eβ0
(
ρ1
(
εi,j
s0
))
= b
y la igualdad vale si y sólo si 4i,j(β) = 0 a.e.. Debido a la identiﬁcabilidad del modelo AR-2D, esto
ocurre si y sólo si β = β0. Entonces β 6= β0 implica
Eβ0
(
ρ1
(
εi,j(β)
s0
))
= S(4i,j(β), s0) > b = S(4i,j(β), s(β)) = Eβ0
(
ρ1
(
εi,j(β)
s(β)
))
,
y por lo tanto, como S(p, q) es decreciente en |q| y s(β) es una función positiva, tenemos s0 =
s(β0) < s(β).
Demostremos ahora (ii).
Sea  > 0 tan chico como se quiera. Como la función S(p, q) deﬁnida en la ecuación (A.1.3) es
decreciente en |q|, sea β1 ∈ B y s1 = s(β1) > 0, ocurrirá que:
Eβ0
(
ρ1
(
εi,j(β1)
s1 + 
))
= S(4i,j(β1), s1 + ) < S(4i,j(β1), s1) = Eβ0
(
ρ1
(
εi,j(β1)
s1
))
= b (A.1.4)
y
Eβ0
(
ρ1
(
εi,j(β1)
s1 − 
))
= S(4i,j(β1), s1 − ) > S(4i,j(β1), s1) = Eβ0
(
ρ1
(
εi,j(β1)
s1
))
= b. (A.1.5)
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Deﬁnamos las variables aleatorias
q1(λ) = sup
||β−β1||≤λ
ρ1
(
εi,j(β)
s1 + 
)
,
q2(λ) = sup
||β−β1||≤λ
ρ1
(
εi,j(β)
s1 − 
)
.
Luego, las sucesiones de variables aleatorias {q1(1/n)}n≥1 y {q2(1/n)}n≥1 convergen a ρ1
(
εi,j(β1)
s1+
)
y ρ1
(
εi,j(β1)
s1−
)
respectivamente.
Entonces por el Teorema de Convergencia Dominada de Lebesgue,
l´ım
n−→∞
∫
Ω
q1(1/n)dPβ0(ω) =
∫
Ω
ρ1
(
εi,j(β1)
s1 + 
)
dPβ0(ω) = Eβ0
(
ρ1
(
εi,j(β1)
s1 + 
))
(A.1.6)
y
l´ım
n−→∞
∫
Ω
q2(1/n)dPβ0(ω) =
∫
Ω
ρ1
(
εi,j(β1)
s1 − 
)
dPβ0(ω) = Eβ0
(
ρ1
(
εi,j(β1)
s1 − 
))
, (A.1.7)
y por la tanto, de (A.1.4) con (A.1.6) y, (A.1.5) con (A.1.7), respectivamente, existe n0 tal que si
n ≥ n0,
∫
Ω
ρ1
(
εi,j(β)
s1 + 
)
dPβ0 ≤
∫
Ω
q1(1/n)dPβ0 < b =
∫
Ω
ρ1
(
εi,j(β)
s(β)
)
dPβ0 (A.1.8)
y ∫
Ω
ρ1
(
εi,j(β)
s1 − 
)
dPβ0 ≥
∫
Ω
q2(1/n)dPβ0 > b =
∫
Ω
ρ1
(
εi,j(β)
s(β)
)
dPβ0 (A.1.9)
∀β tal que ||β − β0|| < 1
n
≤ 1
n0
.
Luego, sea δ = 1n0 . Por las ecuaciones (A.1.8) y (A.1.9), si ||β − β0|| < δ se satisface∫
Ω
ρ1
(
εi,j(β)
s1 + 
)
dPβ0 <
∫
Ω
ρ1
(
εi,j(β)
s(β)
)
dPβ0
y ∫
Ω
ρ1
(
εi,j(β)
s1 − 
)
dPβ0 >
∫
Ω
ρ1
(
εi,j(β)
s(β)
)
dPβ0
entonces como ρ1 es una función positiva, se tiene
ρ1
(
εi,j(β)
s1 + 
)
< ρ1
(
εi,j(β)
s(β)
)
a.e.
y
ρ1
(
εi,j(β)
s1 − 
)
> ρ1
(
εi,j(β)
s(β)
)
a.e..
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Por lo tanto, como ρ1(|u|) es no decreciente y s(β) es positiva, se tiene s1 −  < s(β) < s1 + ,
es decir, s es continua en β1 cualquiera sea β1 ∈ B. Luego, s es continua.

Demostración Lema 4.3.3:
Sean
h1 = ı´nf
β∈B0×[−d,d]
s(β) y h2 = sup
β∈B0×[−d,d]
s(β).
Entonces, por deﬁnición de s(β), h1 > 0 y h2 <∞.
Consideremos la función continua f(y, β, c) = ρ1
(
Φ(B1,B2)(y−µ)
c
)
−Eβ0
(
ρ1
(
Φ(B1,B2)(y−µ)
c
))
deﬁni-
da sobre R×C con C = B0× [−d, d]× [h1/2, 2h2] compacto. Como Y = {Yi,j}(i,j)∈Z2 es un proceso
ergódico, E(f(Y, β, c)) = 0 y sup(β,c)∈C |f(Y, β, c)| ≤ K (pues por ser una función continua sobre
un compacto, es acotada), del Lema 3 de [28] se tiene que
l´ım
N−→∞
sup
β∈B0×[−d,d],c∈[h1/2,2h2]
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
c
)
− Eβ0
(
ρ1
(
εi,j(β)
c
))∣∣∣∣∣∣ = 0 a.e.,
(A.1.10)
donde N = #(WM ∼ T ) = (M − L+ 1)2.
Sea 0 ≤  ≤ h1/2 y deﬁnamos las funciones gi : B → R para i = 1, 2 como
g1(β) = Eβ0
(
ρ1
(
εi,j(β)
s(β) + 
))
y g2(β) = Eβ0
(
ρ1
(
εi,j(β)
s(β)− 
))
.
Por la deﬁnición de s(β) y debido a que ρ1 satisface P1, tenemos que g1(β) < b y g2(β) > b
∀β ∈ B.
Como B0 es un conjunto compacto y g1 y g2 son continuas (pues s(β) y εi,j(β) son continuas y ρ1
cumple P1), tenemos que
κ1 := sup
β∈B0×[−d,d]
g1(β) < b y κ2 := ı´nf
β∈B0×[−d,d]
g2(β) > b.
Sea δ = min(b− κ1, κ2 − b). De la ecuación (A.1.10), existe un N0 tal que para todo N ≥ N0,
sup
β∈B0×[−d,d],c∈[h1/2,2h2]
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
c
)
− Eβ0
(
ρ1
(
εi,j(β)
c
))∣∣∣∣∣∣ ≤ δ2 a.e.. (A.1.11)
Observemos que s(β) −  ∈ [h1/2, 2h2] pues h1/2 = h1 − h12 < s(β) − h12 < s(β) −  y además
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s(β)−  < h2 −  < h2 +  < h2 + h2 = 2h2 por la condición sobre  y por las deﬁniciones de h1 y
h2 respectivamente.
Por lo tanto, de (A.1.11), obtenemos que ∀ N ≥ N0:
− 1
N
∑
(i,j)∈WM∼T
ρ1
(
εi,j(β)
s(β)− 
)
+ Eβ0
(
ρ1
(
εi,j(β)
s(β)− 
))
≤ δ
2
a.e., ∀β ∈ B0 × [−d, d],
es decir,
g2(β)− δ
2
= Eβ0
(
ρ1
(
εi,j(β)
s(β)− 
))
− δ
2
≤ 1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β)− 
)
a.e., ∀β ∈ B0 × [−d, d].
Luego, tomando ínﬁmo tenemos
ı´nf
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β)− 
)
≥ ı´nf
β∈B0×[−d,d]
g2(β)− δ
2
= κ2 − δ
2
a.e.. (A.1.12)
Además, por la deﬁnición de δ, se sabe que κ2 − δ2 ≥ b+ δ2 > b, y por la ecuación (A.1.12) se tiene
que
ı´nf
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β)− 
)
> b =
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
SN (εN (β))
)
a.e.. (A.1.13)
Análogamente podemos observar que s(β) +  ∈ [h1/2, 2h2] pues h1/2 < h1 < h1 +  < s(β) + 
y además s(β) +  < h2 +  < h2 +
h1
2 < h2 + h2 = 2h2.
Por lo tanto, de (A.1.11), obtenemos que para todo N ≥ N1,
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β) + 
)
− Eβ0
(
ρ1
(
εi,j(β)
s(β) + 
))
≤ δ
2
a.e., ∀β ∈ B0 × [−d, d],
es decir,
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β) + 
)
≤ Eβ0
(
ρ1
(
εi,j(β)
s(β) + 
))
+
δ
2
= g1(β) +
δ
2
a.e., ∀β ∈ B0 × [−d, d].
Luego, tomando supremo tenemos
sup
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β) + 
)
≤ sup
β∈B0×[−d,d]
g1(β) +
δ
2
= κ1 +
δ
2
a.e.. (A.1.14)
Además, por la deﬁnición de δ, se sabe que κ1 + δ2 ≥ b− δ2 < b, y por la ecuación (A.1.14) se tiene
A.1. DEMOSTRACIONES DE LEMAS 75
que
sup
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β) + 
)
< b =
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
SN (εN (β))
)
a.e.. (A.1.15)
Veamos que existe un (i0, j0) ∈ (WM ∼ T ) tal que
∣∣∣ εi0,j0 (β)s(β)+ ∣∣∣ < ∣∣∣ εi0,j0 (β)SN (εN (β)) ∣∣∣ a.e., ∀β ∈ B0×[−d, d].
Supongamos que
∣∣∣ εi,j(β)s(β)+ ∣∣∣ ≥ ∣∣∣ εi,j(β)SN (εN (β)) ∣∣∣ , ∀(i, j) ∈ (WM ∼ T ) y ∀β ∈ B0 × [−d, d].
Como s(β)+ > 0 y SN (εN (β)) > 0 y por la monotonicidad de ρ1(|u|) obtenemos ρ1
(
εi,j(β)
s(β)+
)
=
ρ1
( |εi,j(β)|
s(β)+
)
≥ ρ1
( |εi,j(β)|
SN (εN (β))
)
= ρ1
(
εi,j(β)
SN (εN (β))
)
, ∀(i, j) ∈ (WM ∼ T ) y ∀β ∈ B0 × [−d, d], lo cual
implica
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s(β) + 
)
≥
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
SN (εN (β))
)
, ∀β ∈ B0 × [−d, d]
que es absurdo por (A.1.15).
Luego, vale que
|εi0,j0 (β)|
s(β)+ <
|εi0,j0 (β)|
SN (εN (β))
a.e. para algún (i0, j0) ∈ (WM ∼ T ). Es decir, s(β) +  >
SN (εN (β)), a.e. ∀β ∈ B0 × [−d, d].
De la misma manera se demuestra con (A.1.13) que s(β)− < SN (εN (β)), a.e. ∀β ∈ B0× [−d, d]
y para todo N > N1.
Por lo tanto, |SN (εN (β))− s(β)| ≤ , a.e. ∀β ∈ B0 × [−d, d] y ∀N > max(N0, N1), es decir,
sup
β∈B0×[−d,d]
|SN (εN (β))− s(β)| ≤  a.e. ∀N > max(N0, N1).
Luego,
l´ım
N→∞
sup
β∈B0×[−d,d]
|SN (εN (β))− s(β)| = 0 a.e.
como se quería y el lema queda demostrado. 
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Demostración Lema 4.3.4:
Dado β = (φ, µ) con φ ∈ B0, llamemos ϑi,j(β) = εi,j(β)− εi,j(φ, 0). De la deﬁnición de εi,j(β)
que aparece en la ecuación (A.1.1) se tiene que
ϑi,j(β) = µξ = −µ
1− ∑
(k,l)∈T
φk,l
 , ∀(i, j) ∈ (WM ∼ T ). (A.1.16)
Además, es fácil ver que
ϑi,j(β) = µ.ϑi,j(φ, 1).
Usando la compacidad de B0, existe δ > 0 y K1 > 0 tal que para todo φ ∈ B0,
δ ≤ 1−
∑
(k,l)∈T
φk,l ≤ K1. (A.1.17)
Luego, de (A.1.16) y usando (A.1.17) se tiene
ı´nf
φ∈B0
|ϑi,j(β)| = ı´nf
φ∈B0
∣∣∣∣∣∣µ
1− ∑
(k,l)∈T
φk,l
∣∣∣∣∣∣ ≥ δ2 |µ| (A.1.18)
y por Lema 4.3.1 (i) obtenemos
sup
φ∈B0
|εi,j(φ, 0)| ≤W 0i,j (A.1.19)
donde W 0 = {W 0i,j}(i,j)∈Z2 es un proceso estacionario.
Como sup ρ1 > b y limx−→∞ρ1(|x|) = sup ρ1, existe k0 > 0 y λ > 1 tal que para todo x que
satisface |x| ≥ k0 se cumple que
ρ1(x) ≥ λb. (A.1.20)
Como {W 0i,j}(i,j)∈Z2 es estrictamente estacionario, para cada (i, j), las variables W 0i,j poseen la
misma distribución por lo que existe un m tal que
P (W 0i,j < m/2) >
1
λ
. (A.1.21)
Deﬁnimos k por
k = max
(
m
s0 + 1
, k0
)
(A.1.22)
y sea d constante tal que d ≥ ma´x(4(s0 + 1)k/δ, |µ0|). Entonces usando (A.1.18) obtenemos que
ı´nf
φ∈B0,|µ|>d
|ϑi,j(β)| ≥ δ
2
d ≥ 2(s0 + 1)k. (A.1.23)
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Como ρ1 satisface P1, se cumple que
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s0 + 1
)
≥ 1
N
∑
(i,j)∈(WM∼T )
ρ1
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣εi,j(β)s0 + 1
∣∣∣∣) I(Ai,j) (A.1.24)
donde Ai,j = {W 0i,j < m/2} e I(Ai,j) denota la función indicadora del conjunto Ai,j . De la ecuación
(A.1.19) y la deﬁnicón de ϑi,j , se puede escribir
|εi,j(β)| ≥ |ϑi,j(β)| − |εi,j(φ, 0)| ≥ |ϑi,j(β)| −W 0i,j . (A.1.25)
Entonces de (A.1.22), (A.1.25) y (A.1.23) obtenemos que
Ai,j ⊂ {W 0i,j < k.(s0 + 1)} ⊂
{
ı´nf
|µ|>d,φ∈B0
|εi,j(β)| > k.(s0 + 1)
}
. (A.1.26)
Como ρ1 ≥ 0, y ρ1(|u|) es no decreciente, de (A.1.26), obtenemos
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣εi,j(β)s0 + 1
∣∣∣∣) I(Ai,j) ≥ 1N ∑
(i,j)∈(WM∼T )
ρ1(k)I(Ai,j)
=
ρ1(k)
N
∑
(i,j)∈(WM∼T )
I(Ai,j). (A.1.27)
Como W 0i,j es ergódico y estacionario, por el Teorema Ergódico ([18]) y por (A.1.21) se tiene
l´ım
N−→∞
1
N
∑
(i,j)∈(WM∼T )
I(Ai,j) = E(I(Ai,j)) = P (Ai,j) >
1
λ
(A.1.28)
en L2 y, por lo tanto, converge a.e.. Entonces, de (A.1.24), (A.1.27) se tiene que
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s0 + 1
)
≥ ρ1(k)
N
∑
(i,j)∈(WM∼T )
I(Ai,j).
Tomando límite inferior y de la expresión (A.1.28) se tiene que
l´ım inf
N−→∞
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s0 + 1
)
>
ρ1(k)
λ
a.e.. (A.1.29)
Además, de (A.1.20) y (A.1.22) tenemos que
ρ1(k)
λ
≥ b, (A.1.30)
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por lo que, de (A.1.29) y (A.1.30):
l´ım inf
N−→∞
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s0 + 1
)
> b =
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
SN (εN (β))
)
a.e..
Luego, para N  0,
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
s0 + 1
)
>
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εi,j(β)
SN (εN (β))
)
∀φ ∈ B0, |µ| > d a.e..
Por argumentos similares a los usados en el Lema 4.3.3 se tiene que
s0 + 1 < SN (εN (β)) ∀φ ∈ B0, |µ| > d a.e..
Por lo tanto,
ı´nf
|µ|>d,β∈B
SN (εN (β)) > s0 + 1 a.e. para N  0.
Tomando límite inferior obtenemos
l´ım inf
N→∞
ı´nf
|µ|>d,β∈B
SN (εN (β)) > s0 + 1 a.e..
Luego, el lema queda demostrado.

Lema A.1.1. Sea C = {f : B × R>0 → R}, A ∈ M (M+1)×(M+1)(C) donde A = [vi,j(β, σ)]0≤i,j≤M
tal que ∀(i, j) ∈ (WM ∼ T ),
vi,j(β, σ) = µf
i,j
1 (φ) + σf
i,j
2 (β, σ) +
∑
(k,l)∈T
φk,lvi−k,j−l(β, σ) (A.1.31)
donde ∀(i, j) ∈ (WM ∼ T ), f i,j1 es un polinomio en φ y f i,j2 es una función acotada sobre un
compacto.
Entonces, ∀(i, j) ∈ (WM ∼ T ),
vi,j(β, σ) = µg
i,j
1 (φ) + σg
i,j
2 (β, σ) +
∑
(m,n)∈W cM
gi,jm,n(φ)vm,n(β, σ) (A.1.32)
donde W cM = WM \ (WM ∼ T ) y tal que ∀(i, j) ∈ (WM ∼ T ) y ∀(m,n) ∈ WCM , gi,j1 y gi,jm,n son
polinomios en φ y ∀(i, j) ∈ (WM ∼ T ), gi,j2 es una función acotada sobre un compacto.
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Dem.:
A continuación haremos una demostración por inducción en M .
Supongamos que M = 2. Entonces L = 1 y (WM ∼ T ) = {(2, 2), (1, 2), (1, 1), (2, 1)} y la matriz
A es
A =
v0,2(β, σ) v1,2(β, σ) v2,2(β, σ)v0,1(β, σ) v1,1(β, σ) v2,1(β, σ)
v0,0(β, σ) v1,0(β, σ) v2,0(β, σ)

donde vi,j(β, σ) es como en (A.1.31). Por (A.1.31), v1,1(β, σ) ya satisface (A.1.32). Reemplazando la
expresión de v1,1(β, σ) en v1,2(β, σ) y v2,1(β, σ), se obtiene que estos satisfacen (A.1.32). De la mis-
ma manera, reemplazando las expresiones (A.1.32) de v1,1(β, σ), v1,2(β, σ) y v2,1(β, σ) en v2,2(β, σ)
se tiene que v2,2(β, σ) cumple (A.1.32). Luego, el lema vale para M = 2.
Supongamos que el lema vale para M = k, veamos que se cumple para M = k + 1.
Sea A la matriz de tamaño (M + 1) ∗ (M + 1):
A = [vi,j(β, σ)]0≤i,j≤(k+1).
Consideremos ahora la submatriz de tamaño M ∗ M : A1,k = A[1 : (k + 1), 1 : (k + 1)] =
[v1s,t(β, σ)]0≤s,t≤k donde v1s,t(β, σ) = vs+1,t+1(β, σ). Luego, v1i,j(β, σ) satisface las condiciones de
(A.1.31) y por hipótesis inductiva para todo
(i, j) ∈ (W1,M−1 ∼ T ) = {(m,n) : (L+ 1) ≤ m ≤ (k + 1), (L+ 1) ≤ n ≤ (k + 1)} :
v1i−1,j−1(β, σ) = vi,j(β, σ) = µg
i,j
1,1(φ) + σg
i,j
1,2(β, σ) +
∑
(m,n)∈W c1,M−1
gi,j1,m,n(φ)vm,n(β, σ) (A.1.33)
donde W c1,M−1 := W1,M−1 \ (W1,M−1 ∼ T ).
La idea es probar:
(a) vi,j(β, σ) se escribe como (A.1.32) para todo
(i, j) ∈ H1 := {(L, n) : L ≤ n ≤ (k + 1)} ∪ {(m,L) : L+ 1 ≤ m ≤ (k + 1)}.
(b) vi,j(β, σ) se escribe como (A.1.32) para todo
(i, j) ∈ (W1,M−1 ∼ T ).
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Probemos (a).
I) Tomemos la submatriz de tamaño M ∗M : A2,k = A[0 : k, 0 : k] = [v˜i,j(β, σ)]0≤i,j≤k donde
v˜i,j(β, σ) = vi,j(β, σ).
Como la matriz A2,k satisface las condiciones del lema, por hipótesis inductiva se tiene para
todo (i, j) ∈ (W2,M−1 ∼ T ) = {(m,n) : L ≤ m ≤ k, L ≤ n ≤ k}
v˜i,j(β, σ) = vi,j(β, σ) = µg
i,j
2,1(φ) + σg
i,j
2,2(β, σ) +
∑
(m,n)∈W c2,M−1
gi,j2,m,n(φ)vm,n(β, σ) (A.1.34)
dondeW c2,M−1 = W2,M−1\(W2,M−1 ∼ T ) ⊂W cM := WM \(WM ∼ T ). En particular, vi,j(β, σ)
se escribe como (A.1.34) para todo (i, j) ∈ H2 := {(L, n) : L ≤ n ≤ k} ∪ {(m,L) : L + 1 ≤
m ≤ k} ⊂ H1.
II) Resta ver que vL,k+1(β, σ) y vk+1,L(β, σ) se escriben como (A.1.32). Por deﬁnición (A.1.31),
vL,k+1(β, σ) = µf
L,k+1
1 (φ) + σf
L,k+1
2 (β, σ) +
∑
(m,n)∈T
φm,nvL−m,k+1−n(β, σ)
= µfL,k+11 (φ) + σf
L,k+1
2 (β, σ) +
∑
(s,t)∈VL,k+1
φL−s,k+1−tvs,t(β, σ)
= µfL,k+11 (φ) + σf
L,k+1
2 (β, σ) +
∑
(s,t)∈VL,k+1∩W cM
φL−s,k+1−tvs,t(β, σ)
+
∑
(s,t)∈VL,k+1∩(WM∼T )
φL−s,k+1−tvs,t(β, σ)
donde VL,k+1 = {(m,n) : 0 ≤ m ≤ L, k + 1 − L ≤ n ≤ k + 1, (m,n) 6= (L, k + 1)} y ya que
VL,k+1 ∩ (WM ∼ T ) ⊂ H2, entonces por lo visto en (I), vL,k+1(β, σ) satisface (A.1.32). Del
mismo modo se puede ver que vk+1,L(β, σ) también lo satisface. Luego, (a) queda demostrado.
Probemos (b). Por lo visto en (A.1.33) para todo (i, j) ∈ (W1,M−1 ∼ T ),
vi,j(β, σ) = µg
i,j
1,1(φ) + σg
i,j
1,2(β, σ) +
∑
(m,n)∈W c1,M−1
gi,j1,m,n(φ)vm,n(β, σ)
= µgi,j1,1(φ) + σg
i,j
1,2(β, σ) +
∑
(m,n)∈W c1,M−1∩W cM
gi,j1,m,n(φ)vm,n(β, σ)
+
∑
(m,n)∈W c1,M−1∩(WM∼T )
gi,j1,m,n(φ)vm,n(β, σ)
= µgi,j1,1(φ) + σg
i,j
1,2(β, σ) +
∑
(m,n)∈W c1,M−1∩W cM
gi,j1,m,n(φ)vm,n(β, σ)
+
∑
(m,n)∈H1
gi,j1,m,n(φ)vm,n(β, σ)
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Observemos que W c1,M−1 ∩W cM ⊂W cM . Además, por lo probado en (a)
∑
(m,n)∈H1
gi,j1,m,n(φ)vm,n(β, σ) =
∑
(m,n)∈H1
gi,j1,m,n(φ)
µgm,n1 (φ) + σgm,n2 (β, σ) + ∑
(s,t)∈W cM
gm,ns,t (φ)vs,t(β, σ)
 .
Luego, se tiene probado (b) y, por lo tanto, el lema queda demostrado. 
Demostración Lema 4.3.5:
Para (i, j) ∈ (WM ∼ T ), β ∈ B0 × [−d, d] y σ ≤ σ˜ sean
vi,j(β, σ) = ε
b
i,j(β, σ)− Yi,j ,
Di,j(β, σ) = −
∑
(k,l)∈T
φk,lη
(
εbi−k,j−l(β, σ)
σ
)
y vi,j(β, σ) = −Yi,j ∀(i, j) ∈WM \ (WM ∼ T ).
De la deﬁnición de εbi,j(β, σ) (ver 2.1.3), se deduce que vi,j(β, σ) satisface ∀(i, j) ∈ (WM ∼ T ) la
ecuación recursiva:
vi,j(β, σ) = µ
−1 + ∑
(k,l)∈T
φk,l
+ σDi,j(β, σ) + ∑
(k,l)∈T
φk,lvi−k,j−l(β, σ).
Usando el Lema A.1.1, tiene que ∀(i, j) ∈ (WM ∼ T ), vi,j(β, σ) se escribe como
vi,j(β, σ) = µf
i,j
1 (φ) + σf
i,j
2 (β, σ) +
∑
(m,n)∈WM\(WM∼T ) f
i,j
m,n(φ)vm,n(β, σ)
= µf i,j1 (φ) + σf
i,j
2 (β, σ)−
∑
(m,n)∈WM\(WM∼T ) f
i,j
m,n(φ)Ym,n
donde
∀(i, j), f i,j1 es un polinomio,
∀(i, j) y ∀(m,n) ∈WM \ (WM ∼ T ) f i,jm,n es un polinomio y
∀(i, j), f i,j2 es una función acotada sobre conjuntos compactos.
Como B0 es compacto, µ ∈ [−d, d] y η es acotada, existen C1 y C tal que
sup
β∈B0×[−d,d]
sup
0<σ≤σ˜
|µf i,j1 (φ) + σf i,j2 (β, σ)| ≤ dC1 + σ˜C, (i, j) ∈ (WM ∼ T ).
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Además, como B0 es compacto, existe C3 constante tal que
sup
β∈B0×[−d,d]
sup
0<σ≤σ˜
∣∣∣∣∣∣
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣ ≤ C3, (i, j) ∈ (WM ∼ T ).
Por los tanto, existen C,D > 0 constantes tal que
sup
β∈B0×[−d,d]
sup
0<σ≤σ˜
|vi,j(β, σ)| ≤ Cσ˜ +D, (i, j) ∈ (WM ∼ T ).
Luego, el lema queda demostrado. 
Demostración Lema 4.3.6:
Para demostrar el lema probaremos que existe δ > 0 tal que
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ)
s0 + δ
)
>
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
SN (εbN (β, σˆ(φ)))
)
= b a.e. (A.1.35)
pues como σˆ(φ) ≤ σˆY y como σˆY → σY a.e., entonces σˆ(φ) ≤ σY para todo N > N0 y se tiene
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
s0 + δ
)
>
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
SN (εbN (β, σˆ(φ)))
)
a.e. ∀β ∈ B0×[−d, d].
Entonces, ∃(i0, j0) ∈ (WM ∼ T ) tal que
|εbi,j(β, σˆ(φ))|
s0 + δ
>
|εbi,j(β, σˆ(φ))|
SN (εbN (β, σˆ(φ)))
a.e. ∀β ∈ B0 × [−d, d].
Luego,
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + δ
y tomando ínﬁmo se tiene
ı´nf
β∈B0×[−d,d]
SN (ε
b
N (β, σˆ(φ))) > s0 + δ a.e..
Por lo tanto,
l´ım inf
N→∞
ı´nf
β∈B0×[−d,d]
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + δ a.e..
Luego el lema quedaría demostrado.
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Para probar (A.1.35) veamos dos hechos:
1) Existe δ > 0 tal que
l´ım inf
N→∞
sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
E
(
ρ1
(
εbi,j(β, σ)
s0 + δ
))
≥ b+ δ a.e.. (A.1.36)
2)
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ)
s0 + δ
)
− E
(
ρ1
(
εbi,j(β, σ)
s0 + δ
))
−→ 0 a.e..
Veamos 1)
Por la deﬁnición de σˆ(φ) (ver 2.4.5), σˆ(φ) ≤ σˆY , donde σˆY es un estimador robusto de σY tal
que limN→∞σˆY = σY a.e.. Usando el Lema 4.3.5 podemos encontrar constantes C1 > 0 y C2 > 0
tal que
sup
β∈B0×[−d,d]
|εbi,j(β, σˆ(φ))− Yi,j | ≤ C1σˆY + C2, ∀(i, j) ∈ (WM ∼ T ).
Como limN→∞σˆY = σY a.e., con probabilidad 1, ∃N0 tal que para N > N0, ∀(i, j) ∈ WM ,
existen constantes C˜1 y C˜2 tal que
C1σˆY + C2 < C˜1σY + C˜2 a.e..
Sea D = C˜1σY + C˜2 entonces ∀ N > N0, ∀(i, j) ∈ (WM ∼ T ) se tiene que
sup
β∈B0×[−d,d]
|εbi,j(β, σ)− Yi,j | ≤ D ∀σ ≤ σY , (A.1.37)
y en particular,
sup
β∈B0×[−d,d]
|εbi,j(β, σˆ(φ))− Yi,j | ≤ D.
Por otra parte, podemos escribir al proceso {Yi,j} como Yi,j = µ0 + εi,j + vi,j , donde vi,j
es un proceso estacionario que depende de εk,l, cuando (k, l)  (i, j) y (k, l) 6= (i, j) (vi,j =∑
(k,l)∈T φk,lεi−k,j−l).
Como el proceso de innovaciones ε satisface P4, entonces la distribución de εi,j es no acotada
(∀δ > 0, P (|εi,j | > δ) > 0). Además, como Yi,j no es un ruido blanco tenemos que vi,j también tiene
distribución no acotada pues: supongamos que vi,j tiene distribución acotada, entonces ∃δ > 0 tal
que
0 = P (|vi,j | > δ) ≥ P (|Yi,j − εi,j | > δ + |µ0|) ≥ P (|εi,j | − |Yi,j | > δ + |µ0|).
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Como ∃M > 0 tal que |Yi,j | < M (pues E(|Yi,j |2) = σ2Y <∞), entonces
0 = P (|εi,j | − |Yi,j | > δ + |µ0|) ≥ P (|εi,j | > δ + |µ0|+M).
Lo cual es absurdo pues εi,j tiene distribución no acotada.
Sea
ui,j(β, σ) = µ0 + vi,j + (ε
b
i,j(β, σ)− Yi,j), ∀(i, j) ∈ (WM ∼ T ). (A.1.38)
Podemos escribir
εbi,j(β, σ) = Yi,j + (ε
b
i,j(β, σ)− Yi,j) = Yi,j + ui,j(β, σ)− µ0 − vi,j = εi,j + ui,j(β, σ). (A.1.39)
Observe que (A.1.37) y (A.1.38) implican que ∀ β ∈ B0 × [−d, d], σ ≤ σY y ∀N > N0 tenemos
|ui,j(β, σ)| = |vi,j − (−µ0 − (εbi,j(β, σ)− Yi,j))|
≥ |vi,j | − |µ0 + (εbi,j(β, σ)− Yi,j)|
≥ |vi,j | − |µ0| − |εbi,j(β, σ)− Yi,j |
≥ |vi,j | − |µ0| −D.
Por lo tanto, ∀(i, j) ∈ (WM ∼ T ) y ∀N > N0 se tiene
{|vi,j | > D + |µ0|+ 1} ⊂
{
ı´nf
β∈B0×[−d,d],σ≤σY
|ui,j(β, σ)| ≥ 1
}
.
Como la distribución de vi,j es no acotada y estacionaria (todas tienen la misma distribución),
tenemos que
γ = P (|vi,j | > D + |µ0|+ 1) > 0.
Llamemos Ai,j = {|vi,j | > D + |µ0|+ 1}.
De acuerdo a la deﬁnición de s0, tenemos que Eβ0 (ρ1(εi,j/s0)) = b.
Como vimos en el Lema 4.3.2, si S(u, q) = Eβ0
(
ρ1
(
εi,j+u
q
))
, para q 6= 0 y u 6= 0 se cumple
S(0, q) < S(u, q), es decir, Eβ0
(
ρ1
(
εi,j
q
))
< Eβ0
(
ρ1
(
εi,j+u
q
))
.
En particular, si q = s0 6= 0 se tiene
b = Eβ0
(
ρ1
(
εi,j
s0
))
< Eβ0
(
ρ1
(
εi,j + u
s0
))
∀u 6= 0.
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Esto implica que
ı´nf
|u|≥1
Eβ0
(
ρ1
(
εi,j + u
s0
))
> b.
Luego,
(1− γ)Eβ0
(
ρ1
(
εi,j
s0
))
+ γ ı´nf
|u|≥1
Eβ0
(
ρ1
(
εi,j + u
s0
))
> (1− γ)b+ γb = b. (A.1.40)
Sea la función F deﬁnida por F (q) = (1− γ)S(0, q) + γ ı´nf |u|≥1 S(u, q).
F es una función decreciente en |q| (por ser S(p, q) decreciente en |q|) y continua (por el Teorema
de Convergencia Dominada de Lebesgue). Por (A.1.40), F (s0) > b. Luego, ∃δ > 0 tal que
F (s0 + δ) ≥ b+ δ,
es decir,
(1− γ)Eβ0
(
ρ1
(
εi,j
s0 + δ
))
+ γ ı´nf
|u|≥1
Eβ0
(
ρ1
(
εi,j + u
s0 + δ
))
≥ b+ δ. (A.1.41)
Sean
h(u) = Eβ0
(
ρ1
(
εi,j + u
s0 + δ
))
y
γN =
1
N
∑
(i,j)∈(WM∼T )
I(Ai,j).
Como para cada (i, j) ∈ (WM ∼ T ) y N > N0 se tiene que
ı´nf
|u|≥1
h(u) ≤ ı´nf
|ui,j(β,σ)|≥1,β∈B0×[−d,d],σ≤σY
h(ui,j(β, σ))
entonces
I(Ai,j) ı´nf|u|≥1
h(u) ≤ I(Ai,j) ı´nf|ui,j(β,σ)|≥1,β∈B0×[−d,d],σ≤σY h(ui,j(β, σ))
= ı´nf
|ui,j(β,σ)|≥1,β∈B0×[−d,d],σ≤σY
I(Ai,j)h(ui,j(β, σ))
≤ ı´nf
|vi,j |≥D+|µ0|+1,β∈B0×[−d,d],σ≤σY
I(Ai,j)h(ui,j(β, σ))
= ı´nf
β∈B0×[−d,d],σ≤σY
I(Ai,j)h(ui,j(β, σ)).
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Luego, sumando sobre (WM ∼ T )
γN ı´nf|u|≥1
h(u) ≤ 1
N
∑
(i,j)∈WM∼T
ı´nf
β∈B0×[−d,d],σ≤σY
I(Ai,j)h(ui,j(β, σ))
≤ ı´nf
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈WM∼T
I(Ai,j)h(ui,j(β, σ))
≤ 1
N
∑
(i,j)∈WM∼T
I(Ai,j)h(ui,j(β, σ)) ∀β ∈ B0 × [−d, d], σ ≤ σY , N > N0. (A.1.42)
Además, como
h(u) = Eβ0
(
ρ1
(
εi,j + u
s0 + δ
))
= S(u, s0 + δ)
≥ S(0, s0 + δ)
= Eβ0
(
ρ1
(
εi,j
s0 + δ
))
= h(0) ∀u, (A.1.43)
entonces por (A.1.42) y (A.1.43) se tiene
γN ı´nf|u|≥1
h(u) + (1− γN )h(0) ≤
≤ 1
N
∑
(i,j)∈(WM∼T )
I(Ai,j)h(ui,j(β, σ)) +
1− 1
N
∑
(i,j)∈(WM∼T )
I(Ai,j)
h(ui,j(β, σ))
=
1
N
∑
(i,j)∈(WM∼T )
I(Ai,j)h(ui,j(β, σ)) +
1
N
∑
(i,j)∈(WM∼T )
I(Aci,j)h(ui,j(β, σ))
=
1
N
∑
(i,j)∈(WM∼T )
(
I(Ai,j)h(ui,j(β, σ)) + I(A
c
i,j)h(ui,j(β, σ))
)
=
1
N
∑
(i,j)∈(WM∼T )
h(ui,j(β, σ))
≤ sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
h(ui,j(β, σ)).
Por lo tanto,
γN ı´nf|u|≥1
h(u) + (1− γN )h(0) ≤ sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
h(ui,j(β, σ)),
y como γN → γ a.e. (por Ley de los Grandes Números para procesos ergódicos [18],), por A.1.41 se
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tiene
l´ım inf
N→∞
sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
h(ui,j(β, σ)) ≥ γ ı´nf|u|≥1h(u) + (1− γ)h(0)
≥ b+ δ a.e..
y luego 1) queda demostrado.
Probemos ahora 2)
Sea
Ri,j(β, σ) = ρ1
(
εbi,j(β,σ)
s0+δ
)
− h(ui,j(β, σ))
= ρ1
(
εi,j+ui,j(β,σ)
s0+δ
)
− h(ui,j(β, σ)).
Como se vio en la sección 1.4, tomando las σ-álgebras Fi,j = σ({Rk,l : (k, l) ∈ Vi,j}) se satisface
que Fk,l ⊆ Fi,j para cada (k, l)4 (i, j). Luego, aplicando la misma idea que para el caso de series
de tiempo en [29], resulta que {Ri,j(β, σ),Fi,j} es una sucesión diferencia martingala.
Nos pongamos en las condiciones de la Ley de los Grandes Números para diferencias martingalas
([47]): Sea la sucesión {b(i,j)} dada por b(i,j) = (i − L + 1)(j − L + 1). Esta sucesión satisface que
4b(i,j) = 0, ∀(i, j) ∈ Z2 y b(i,j) →∞ cuando (i, j)→∞ (con ambos órdenes:  y 4). Además,
∑
(0,0)4(i,j)
E(|Ri,j(β, σ)|2)
b2(i,j)
=
∑
(i,j)∈I
E(|Ri,j(β, σ)|2)
b2(i,j)
≤M
∑
(i,j)∈I
1
b2(i,j)
<∞.
Luego, por dicho teorema, se tiene
1
b(M,M)
∑
(0,0)4(i,j)4(M,M)
Ri,j(β, σ) =
1
N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)→ 0 a.e.. (A.1.44)
y 2) queda demostrado.
Como Ri,j(β, σ) es continua y usando argumentos de compacidad, ∀ > 0, podemos encontrar
(βl, σl, δl), 1 ≤ l ≤ mo con βl ∈ B0 × [−d, d], σl ≤ σY , tal que si deﬁnimos
Vl = {(β, σ) : ||β − βl||+ |σ − σl| ≤ δl}
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obtenemos que B0 × [−d, d]× [0, σY ] ⊂ ∪m0l=1Vl (cubrimiento ﬁnito de B0 × [−d, d]× [0, σY ]) y
sup
(β,σ)∈Vl
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
[Ri,j(β, σ)−Ri,j(βl, σl)]
∣∣∣∣∣∣ ≤ , ∀l = 1, ...,m0.
Luego,
sup
β∈B0×[−d,d],σ≤σY
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)
∣∣∣∣∣∣ ≤
m0∑
l=1
sup
(β,σ)∈Vl
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
[Ri,j(β, σ)−Ri,j(βl, σl)]
∣∣∣∣∣∣
+
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(βl, σl)
∣∣∣∣∣∣ .
Tomando límite superior en esta última desigualdad y por A.1.44 se tiene que
l´ım sup
N→∞
sup
β∈B0×[−d,d],σ≤σY
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)
∣∣∣∣∣∣ ≤ m0. a.e.,
y como esto vale para todo  > 0, se obtiene
l´ım sup
N→∞
sup
β∈B0×[−d,d],σ≤σY
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)
∣∣∣∣∣∣ = 0 a.e.. (A.1.45)
Por último, por (A.1.36) y (A.1.45) se tiene que a.e.,
b+ δ ≤ sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
(
ρ1
(
εbi,j(β, σ)
s0 + δ
)
−Ri,j(β, σ)
)
≤ sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ)
s0 + δ
)
+ sup
β∈B0×[−d,d],σ≤σY
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)
∣∣∣∣∣∣ .
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Luego, tomando límite inferior
b < b+ δ ≤ l´ım inf
N→∞
sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ)
s0 + δ
)
+
l´ım sup
N→∞
sup
β∈B0×[−d,d],σ≤σY
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)
∣∣∣∣∣∣
= l´ım inf
N→∞
sup
β∈B0×[−d,d],σ≤σY
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ)
s0 + δ
)
a.e.,
lo cuál implica que ∀β ∈ B0 × [−d, d], σ ≤ σY ,
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σ)
s0 + δ
)
>
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
SN (εbN (β, σˆ(φ)))
)
a.e.
que es lo que queríamos probar en (A.1.35) y el lema queda demostrado.

Demostración Lema 4.3.7:
Por lo visto en el Lema 4.3.5,
|vi,j(β, σ)| = |εbi,j(β, σˆ(φ))− Yi,j |
=
∣∣∣∣∣∣µf i,j1 (φ) + σˆ(φ)f i,j2 (β, σˆ(φ))−
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣
≥ |µ||f i,j1 (φ)| −
∣∣∣∣∣∣−σˆ(φ)f i,j2 (β, σˆ(φ)) +
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣
≥ |µ||f i,j1 (φ)| − σˆ(φ)|f i,j2 (β, σˆ(φ))| −
∣∣∣∣∣∣
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣ .
Luego,
|εbi,j(β, σˆ(φ))| ≥ |µ||f i,j1 (φ)| − σˆ(φ)|f i,j2 (β, σˆ(φ))| −
∣∣∣∣∣∣
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣− |Yi,j |.
(A.1.46)
Como ∀(m,n) ∈WM \ (WM ∼ T ) y ∀(i, j) ∈ (WM ∼ T ), f i,jm,n son polinomios sobre B0 conjunto
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compacto,
sup
φ∈B0
∣∣∣∣∣∣
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣ ≤ D1.
Como 0 < σˆ(φ) ≤ σˆY y f i,j2 son funciones acotadas sobre conjuntos compactos se tiene
sup
φ∈B0
σˆ(φ)|f i,j2 (β, σˆ(φ))| ≤ σˆY .C,
entonces
ı´nf
φ∈B0
−
∣∣∣∣∣∣
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣− σˆ(φ)|f i,j2 (β, σˆ(φ))|
 ≥ −D1 − σˆY .C. (A.1.47)
Además, como B0 es compacto, ∀φ ∈ B0 existe  > 0 tal que  ≤ f i,j1 (φ). Luego,
ı´nf
φ∈B0
|µ||f i,j1 (φ)| ≥

2
|µ|. (A.1.48)
Por lo tanto, tomando ínﬁmo en (A.1.46) y usando las cotas encontradas en (A.1.48) y (A.1.47)
tenemos
ı´nf
φ∈B0
|εbi,j(β, σˆ(φ))| ≥ ı´nf
φ∈B0
|µ||f i,j1 (φ)| − |Yi,j |
+ ı´nf
φ∈B0
−
∣∣∣∣∣∣
∑
(m,n)∈WM\(WM∼T )
f i,jm,n(φ)Ym,n
∣∣∣∣∣∣− σˆ(φ)|f i,j2 (β, σˆ(φ))|

≥ 
2
|µ| − |Yi,j | −D1 − σˆY .C. (A.1.49)
Como sup ρ1 > b (por hipótesis del Teorema 4.3.2) y l´ımn→∞ ρ1(|x|) = sup ρ1, existe k0 y λ > 1
tal que ∀|x| ≥ k0,
ρ1(x) ≥ λb. (A.1.50)
Además, como l´ımn→∞ σˆY = σY a.e. entonces existen D˜1 y C˜ tal que D1 + σˆY .C ≤ D˜1 + σY .C˜.
Sea k1 tal que el conjunto deﬁnido como
Ci,j = {|Yi,j | ≤ k1 − D˜1 − C˜σY }
satisface P (Ci,j) ≥ 1λ .
Sea k = max(k1/(s0 + 1), k0) y d constante tal que d >
4k(s0+1)
 .
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Entonces, de la deﬁnición de k y A.1.49, en Ci,j
ı´nf
φ∈B0,|µ|>d
|εbi,j(β, σˆ(φ))| ≥

2
d− k1 − D˜1 − C˜σY + D˜1 + C˜σY
=

2
d− k1
> k(s0 + 1) > k. (A.1.51)
Para todo β = (φ, µ) tal que |µ| > d, φ ∈ B0 se tiene∣∣∣∣∣εbi,j(β, σˆ(φ))s0 + 1
∣∣∣∣∣ ≥ ı´nf|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σˆ(φ))s0 + 1
∣∣∣∣∣ .
Como ρ1 satisface P1, ∀|µ| > d,φ ∈ B0 y ∀(i, j) ∈ (WM ∼ T ) tenemos
ρ1
(
εbi,j(β, σˆ(φ))
s0 + 1
)
≥ ρ1
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σˆ(φ))s0 + 1
∣∣∣∣∣
)
≥ ρ1
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σˆ(φ))s0 + 1
∣∣∣∣∣
)
I(Ci,j).
Entonces, ∀|µ| > d,φ ∈ B0
1
N
∑
(i,j)∈WM∼T
ρ1
(
εbi,j(β, σˆ(φ))
s0 + 1
)
≥ 1
N
∑
(i,j)∈WM∼T
ρ1
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σˆ(φ))s0 + 1
∣∣∣∣∣
)
I(Ci,j).
Luego, tomando ínﬁmo:
ı´nf
|µ|>d,φ∈B0
1
N
∑
(i,j)∈WM∼T
ρ1
(
εbi,j(β, σˆ(φ))
s0 + 1
)
≥ 1
N
∑
(i,j)∈WM∼T
ρ1
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σˆ(φ))s0 + 1
∣∣∣∣∣
)
I(Ci,j).
(A.1.52)
Además, por (A.1.51) y porque ρ1 satisface P1 se tiene
ρ1
(
ı´nf
φ∈B0,|µ|>d
|εbi,j(β, σˆ(φ))|
)
> ρ1(k), ∀(i, j) ∈ (WM ∼ T ),
entonces, sumando sobre (WM ∼ T ):
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
ı´nf
φ∈B0,|µ|>d
|εbi,j(β, σˆ(φ))|
)
I(Ci,j) >
ρ1(k)
N
∑
(i,j)∈(WM∼T )
I(Ci,j);
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y tomando límite inferior tenemos
l´ım inf
N→∞
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
ı´nf
φ∈B0,|µ|>d
|εbi,j(β, σˆ(φ))|
)
I(Ci,j) ≥ l´ım inf
N→∞
ρ1(k)
N
∑
(i,j)∈(WM∼T )
I(Ci,j).
(A.1.53)
Por la ecuación (A.1.50), el hecho de que {I(Ci,j)} es estacionario y ergódico y E(I(Ci,j)) =
P (Ci,j) ≥ 1/λ, se tiene por el Teorema Ergódico (1.2.1) que
l´ım inf
N→∞
ρ1(k)
N
∑
(i,j)∈(WM∼T )
I(Ci,j) = ρ1(k)P (Ci,j) ≥ λb 1
λ
= b a.e..
Entonces, por (A.1.52) y (A.1.53) se tiene que
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
s0 + 1
)
≥ b a.e..
Luego, por esto último, para N suﬁcientemente grande y ∀|µ| > d,φ ∈ B0,
1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
s0 + 1
)
≥ b = 1
N
∑
(i,j)∈(WM∼T )
ρ1
(
εbi,j(β, σˆ(φ))
SN (εbN (β, σˆ(φ)))
)
a.e.,
entonces, por argumentos similares a los utilizados en el Lema (4.3.3), existen (i0, j0) ∈ (WM ∼ T )
tal que
|εbi0,j0 (β,σˆ(φ))|
s0+1
>
|εbi0,j0 (β,σˆ(φ))|
SN (ε
b
N (β,σˆ(φ)))
a.e., por lo que para N ⊃ 0 y ∀|µ| > d,φ ∈ B0 se tiene que
SN (ε
b
N (β, σˆ(φ))) > s0 + 1 a.e..
Por lo tanto,
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
SN (ε
b
N (β, σˆ(φ))) ≥ s0 + 1 a.e..
y el lema queda demostrado.

Demostración Lema 4.3.8:
Probemos (i):
Sea β = (φ, µ) 6= β0 = (φ0, µ0). Expresemos como en el Lema 4.3.2 εi,j(β) de la siguiente forma:
εi,j(β) = εi,j +4i,j(β) donde 4i,j(β) =
∑
(k,l)∈I\{(0,0)}wk,lεi−k,j−l +
(
1−∑(k,l)∈T φk,l) .(µ0 − µ).
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Entonces,
m(β) = Eβ0
(
ρ2
(
εi,j(β)
s0
))
= Eβ0
(
ρ2
(
εi,j +4i,j(β)
s0
))
.
Además, como S˜(p, q) := Eβ0
(
ρ2
(
εi,j+p
q
))
es decreciente en |q| y S˜(0, q) < S˜(p, q) para todo
p 6= 0, q 6= 0, entonces
m(β) = S˜(4i,j(β), s0)
≥ S˜(0, s0)
= Eβ0
(
ρ2
(
εi,j
s0
))
= m(β0).
La igualdad vale si y sólo si 4i,j(β) = 0 a.e.. Por la identiﬁcabilidad del modelo AR esto ocurre
si y sólo si β = β0.
Luego, si β 6= β0 entonces m(β) > m(β0). Por lo tanto,
β0 = argmı´n
β∈B
m(β).
Veamos ahora (ii):
La continuidad de m(β) es inmediata ya que como εi,j(β) y ρ2 son continuas y además ρ2 es
acotada, por el Teorema de Convergencia Dominada de Lebesgue, resulta m continua.

Demostración Lema 4.3.9:
Por el Teorema de Convergencia Dominada, como ρ2 es continua y acotada y εi,j(β) es continua,
se tiene que
M(β, v) = Eβ0
(
ρ2
(
εi,j(β)
v
))
es una función continua con respecto a las dos variables.
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Entonces, dado  > 0 y β ∈ B0 × [−d, d], por la continuidad de M(β, v) en v = s0 se tiene
que existe 0 < δ(β) < s0 tal que si |v − s0| < δ(β) entonces |M(β, v) −M(β, s0)| < /2 para cada
β ∈ B0×[−d, d]. Por la compacidad de B0×[−d, d] se tiene que ∃δ > 0 tal que |M(β, v)−M(β, s0)| ≤
/2, ∀β ∈ B0 × [−d, d] y ∀v ∈ [s0 − δ, s0 + δ], y entonces
sup
β∈B0×[−d,d],v∈[s0−δ,s0+δ]
|M(β, v)−M(β, s0)| ≤ /2. (A.1.54)
Consideremos la función f(y, β, v) =
∣∣∣ρ2 (Φ(B1,B2)(y−µ)v )− Eβ0 (ρ2 (Φ(B1,B2)(y−µ)v ))∣∣∣ continua
deﬁnida en R×C0 con C0 = {(β, v) : β ∈ B0× [−d, d], v ∈ [s0− δ, s0 + δ]} compacto. Como {Yi,j} es
un proceso ergódico, Eβ0(f(Y, β, v)) = 0 y sup(β,v)∈C0 |f(Y, β, v)| ≤ K con K constante, del Lema
3 de [28] se tiene que
l´ım
N−→∞
sup
(β,v)∈C0
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
v
)
− Eβ0
(
ρ2
(
εi,j(β)
v
))∣∣∣∣∣∣ = 0 a.e.. (A.1.55)
Por el Teorema 4.3.2, l´ımN→∞ s∗N = s0 a.e.. Entonces con probabilidad 1, existe N0 tal que
∀N > N0, s∗N ∈ [s0 − δ, s0 + δ] y
sup
β∈B0×[−d,d]
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
− Eβ0
(
ρ2
(
εi,j(β)
s∗N
))∣∣∣∣∣∣ < /2 a.e.. (A.1.56)
De (A.1.54) y (A.1.56) tenemos que ∀N > N0,∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
− E
(
ρ2
(
εi,j(β)
s0
))∣∣∣∣∣∣ ≤
≤
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
− E
(
ρ2
(
εi,j(β)
s∗N
))∣∣∣∣∣∣+
∣∣∣∣E (ρ2(εi,j(β)s∗N
))
− E
(
ρ2
(
εi,j(β)
s0
))∣∣∣∣
< /2 + /2, ∀β ∈ B0 × [−d, d] a.e..
Entonces, tomando supremo:
sup
β∈B0×[−d,d]
∣∣∣∣∣∣ 1N
∑
(i,j)∈WM∼T
ρ2
(
εi,j(β)
s∗N
)
− E
(
ρ2
(
εi,j(β)
s0
))∣∣∣∣∣∣ <  a.e., ∀N > N0
y el lema queda demostrado. 
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La demostración del siguiente lema es análoga a la prueba del Lema 4.3.4.
Demostración Lema 4.3.10:
Dado β = (φ, µ) con φ ∈ B0, sea ϑi,j(β) = εi,j(β) − εi,j(φ, 0). De la deﬁnición de εi,j(β) que
aparece en la ecuación (A.1.1) se tiene que
ϑi,j(β) = µξ = −µ
1− ∑
(k,l)∈T
φk,l
 , ∀(i, j) ∈ (WM ∼ T ). (A.1.57)
Además, es fácil ver que
ϑi,j(β) = µ.ϑi,j(φ, 1).
Usando la compacidad de B0, existe δ˜ > 0 y K1 > 0 tal que para todo φ ∈ B0,
δ˜ ≤ 1−
∑
(k,l)∈T
φk,l ≤ K1. (A.1.58)
Luego, de (A.1.57) y usando (A.1.58) se tiene
ı´nf
φ∈B0
|ϑi,j(β)| = ı´nf
φ∈B0
∣∣∣∣∣∣µ
1− ∑
(k,l)∈T
φk,l
∣∣∣∣∣∣ ≥ δ˜2 |µ| (A.1.59)
y por Lema 4.3.1 (i) obtenemos
sup
φ∈B0
|εi,j(φ, 0)| ≤W 0i,j , (A.1.60)
donde W 0 = {W 0i,j} es un proceso estacionario.
Como la innovación ε satisface P3 y ρ2 satisface P1, entonces m(β0) = E(ρ2(εi,j/s0)) < sup ρ2.
Entonces, ∃δ > 0 tal que sup ρ2 > m(β0)+δ. Además, como limx−→∞ρ2(|x|) = sup ρ2, existe k0 > 0
y λ > 1 tal que ∀x que satisface |x| ≥ k0 se cumple que
ρ2(x) ≥ λ(m(β0) + δ). (A.1.61)
Como {W 0i,j} es estrictamente estacionario, para cada (i, j), las variables W 0i,j poseen la misma
distribución, por lo que existe un valor m tal que
P (W 0i,j < m/2) >
1
λ
. (A.1.62)
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Deﬁnimos k por
k = max
(
m
s∗N
, k0
)
(A.1.63)
y sea d constante tal que d ≥ ma´x(4s∗Nk/δ˜, |µ0|). Entonces usando (A.1.59) obtenemos que
ı´nf
φ∈B0,|µ|>d
|ϑi,j(β)| ≥ δ˜
2
d ≥ 2s∗Nk. (A.1.64)
Como ρ2 satisface P1, se cumple que
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
≥ 1
N
∑
(i,j)∈(WM∼T )
ρ2
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣εi,j(β)s∗N
∣∣∣∣) I(Ai,j) (A.1.65)
donde Ai,j = {W 0i,j < m/2} e I(Ai,j) denota la función indicadora del conjunto Ai,j . De la ecuación
(A.1.60) y la deﬁnición de ϑi,j(β), se puede escribir
|εi,j(β)| ≥ |ϑi,j(β)| − |εi,j(φ, 0)| ≥ |ϑi,j(β)| −W 0i,j . (A.1.66)
Entonces de (A.1.63), (A.1.66) y (A.1.64) obtenemos que
Ai,j ⊂ {W 0i,j < k.s∗N} ⊂
{
ı´nf
|µ|>d,φ∈B0
|εi,j(β)| > k.s∗N
}
. (A.1.67)
Como ρ2 ≥ 0, y ρ2(|u|) es no decreciente, de (A.1.67) obtenemos
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣εi,j(β)s∗N
∣∣∣∣) I(Ai,j) ≥ 1N ∑
(i,j)∈(WM∼T )
ρ2(k)I(Ai,j)
=
ρ2(k)
N
∑
(i,j)∈(WM∼T )
I(Ai,j). (A.1.68)
Como W 0i,j es ergódico y estacionario, por el Teorema Ergódico ([18]) y por (A.1.62) se tiene
l´ım
N−→∞
1
N
∑
(i,j)∈WM∼T
I(Ai,j) = E(I(Ai,j)) = P (Ai,j) >
1
λ
(A.1.69)
en L2 y, por lo tanto, converge a.e.. Entonces, de (A.1.65), (A.1.68) se tiene
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
≥ ρ2(k)
N
∑
(i,j)∈(WM∼T )
I(Ai,j).
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Tomando límite inferior y de la expresión (A.1.69)
l´ım inf
N−→∞
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
>
ρ2(k)
λ
a.e.. (A.1.70)
Además, de (A.1.61) y (A.1.63) tenemos que
ρ2(k)
λ
≥ m(β0) + δ, (A.1.71)
por lo que (A.1.70) y (A.1.71):
l´ım inf
N−→∞
ı´nf
φ∈B0,|µ|>d
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εi,j(β)
s∗N
)
> m(β0) + δ a.e..
Es decir,
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
MN (β) > m(β0) + δ a.e.
y el lema queda demostrado. 
Demostración Lema 4.3.11:
La demostración de este lema es similar a la del lema 4.3.6.
Por el Lema 4.3.5 podemos encontrar constantes C1 > 0 y C2 > 0 tal que ∀d > 0 y ∀σ˜ > 0,
sup
β∈B0×[−d,d]
sup
0≤σ≤σ˜
|εbi,j(β, σ)− Yi,j | ≤ C1σ˜ + C2.
Dado α > 0 y llamando D = C1(s0 + α) + C2, ∀σ ∈ [0, s0 + α] se tiene
sup
β∈B0×[−d,d]
|εbi,j(β, σ)− Yi,j | ≤ D. (A.1.72)
Por otra parte, podemos escribir al proceso {Yi,j} como Yi,j = µ0 + εi,j + vi,j , donde vi,j es un
proceso estacionario que depende de εk,l, (k, l) ≺ (i, j) (vi,j =
∑
(k,l)∈T φk,lεi−k,j−l).
Como Yi,j no es un ruido blanco y la distribución de εi,j es no acotada, tenemos que vi,j también
tiene distribución no acotada.
Sea
ui,j(β, σ) = µ0 + vi,j + (ε
b
i,j(β, σ)− Yi,j)∀(i, j) ∈ (WM ∼ T ). (A.1.73)
98 APÉNDICE
Podemos escribir
εbi,j(β, σ) = Yi,j + (ε
b
i,j(β, σ)− Yi,j) = Yi,j + ui,j(β, σ)− µ0 − vi,j = εi,j + ui,j(β, σ). (A.1.74)
Por lo tanto, de (A.1.72) y (A.1.73), ∀(i, j) ∈ (WM ∼ T ) tenemos
{|vi,j | > D + |µ0|+ 1} ⊂
{
ı´nf
β∈B0×[−d,d],σ≤σY
|ui,j(β, σ)| ≥ 1
}
.
Como la distribución de vi,j es no acotada y {vi,j} es estacionario (todas tienen la misma
distribución), tenemos que
γ = P (|vi,j | > D + |µ0|+ 1) > 0.
Llamemos Ai,j = {|vi,j | > D + |µ0|+ 1}.
De acuerdo a la deﬁnición de m(β), tenemos que m(β0) = Eβ0 (ρ2(εi,j/s0)). Como vimos en el
Lema 4.3.2, para q 6= 0 y u 6= 0 se cumple Eβ0
(
ρ2
(
εi,j
q
))
< Eβ0
(
ρ2
(
εi,j+u
q
))
.
En particular, si q = s0 6= 0 se tiene
m(β0) = Eβ0
(
ρ2
(
εi,j
s0
))
< Eβ0
(
ρ2
(
εi,j + u
s0
))
, ∀u 6= 0.
Esto implica que,
ı´nf
|u|≥1
Eβ0
(
ρ2
(
εi,j + u
s0
))
> m(β0).
Luego,
(1− γ)Eβ0
(
ρ2
(
εi,j
s0
))
+ γ ı´nf
|u|≥1
Eβ0
(
ρ2
(
εi,j + u
s0
))
> (1− γ)m(β0) + γm(β0) = m(β0).
Con argumentos similares a los usados en el Lema 4.3.6, podemos encontrar un δ > 0 tal que
(1− γ)Eβ0
(
ρ2
(
εi,j
s0 + δ
))
+ γ ı´nf
|u|≥1
Eβ0
(
ρ2
(
εi,j + u
s0 + δ
))
≥ m(β0) + δ. (A.1.75)
Sean
h(u) = Eβ0
(
ρ2
(
εi,j + u
s0 + δ
))
y
γN =
1
N
∑
(i,j)∈(WM∼T )
I(Ai,j).
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De manera análoga a la usada en el lema 4.3.6, para todo β ∈ B0 × [−d, d], 0 ≤ σ ≤ s0 + α,
γN ı´nf|u|≥1
h(u) + (1− γN )h(0) ≤ 1
N
∑
(i,j)∈(WM∼T )
h(ui,j(β, σ)).
Por lo tanto,
γN ı´nf|u|≥1
h(u) + (1− γN )h(0) ≤ ı´nf
β∈B0×[−d,d],σ≤s0+α
1
N
∑
(i,j)∈(WM∼T )
h(ui,j(β, σ)). (A.1.76)
Como γN → γ a.e. (por Ley de los Grandes Números para procesos ergódicos [18]), por (A.1.76)
y (A.1.75) y tomando límite inferior se tiene
l´ım inf
N→∞
ı´nf
β∈B0×[−d,d],σ≤s0+α
1
N
∑
(i,j)∈WM∼T
h(ui,j(β, σ)) ≥ γ ı´nf|u|≥1h(u) + (1− γ)h(0)
≥ m(β0) + δ a.e.. (A.1.77)
Por otra parte, sea
Ri,j(β, σ) = ρ2
(
εbi,j(β,σ)
s0+δ
)
− h(ui,j(β, σ))
= ρ2
(
εi,j+ui,j(β,σ)
s0+δ
)
− h(ui,j(β, σ)).
Tomando las σ-álgebras Fi,j = σ({Rk,l : (k, l) ∈ Vi,j}) resulta que {Ri,j(β, σ),Fi,j} es una sucesión
diferencia martingala. Luego, por la Ley de los Grandes Números para Martingalas 1.4.1 se satisface
que
1
N
∑
(i,j)∈(WM∼T )
[Ri,j(β, σ)] = 0 a.e..
Por la compacidad de B0 × [−d, d]× [0, s0 + α], se obtiene
l´ım sup
N→∞
sup
β∈B0×[−d,d],σ≤s0+α
∣∣∣∣∣∣ 1N
∑
(i,j)∈WM∼T
[Ri,j(β, σ)]
∣∣∣∣∣∣ = 0 a.e.. (A.1.78)
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Por último, por (A.1.77) y (A.1.78) se tiene que para N  0, a.e.
m(β0) + δ ≤ ı´nf
β∈B0×[−d,d],σ≤s0+α
1
N
∑
(i,j)∈(WM∼T )
(
ρ2
(
εbi,j(β, σ)
s0 + δ
)
−Ri,j(β, σ)
)
≤ ı´nf
β∈B0×[−d,d],σ≤s0+α
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, σ)
s0 + δ
)
+ sup
β∈B0×[−d,d],σ≤s0+α
∣∣∣∣∣∣ 1N
∑
(i,j)∈(WM∼T )
Ri,j(β, σ)
∣∣∣∣∣∣ .
Luego, tomando límite inferior
m(β0) + δ ≤ l´ım inf
N→∞
ı´nf
β∈B0×[−d,d],σ≤s0+α
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, σ)
s0 + δ
)
a.e.,
es decir, para N > N1, ∀σ ≤ s0 + α se tiene
m(β0) + δ ≤ ı´nf
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, σ)
s0 + δ
)
a.e..
Como por el Teorema 4.3.2 s∗N → s0, ∃N2 tal que ∀N > N2, s∗N < s0 + min(α, δ). Luego,
0 ≤ s∗N ≤ s0 + α y debido a que ρ2 satisface P1 se tiene que
m(β0) + δ ≤ ı´nf
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, s
∗
N )
s0 + δ
)
≤ ı´nf
β∈B0×[−d,d]
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, s
∗
N )
s∗N
)
a.e..
Por lo tanto,
m(β0) + δ ≤ l´ım inf
N→∞
ı´nf
β∈B0×[−d,d]
M bN (β) a.e..
Luego el lema queda demostrado.

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Demostración Lema 4.3.12:
La demostración de este lema es similar a la del lema 4.3.7.
De la misma manera en que se procede en el Lema 4.3.7, existen constantes positivas , D1 y C
tal que para algún α > 0, si 0 < σ ≤ s0 + α se tiene
ı´nf
φ∈B0
|εbi,j(β, σ)| ≥

2
|µ| −D1 − (s0 + α).C − |Yi,j |. (A.1.79)
Como sup ρ2 > m(β0), existe δ > 0 tal que sup ρ2 > m(β0) + δ. Luego, como l´ımn→∞ ρ2(|x|) =
sup ρ2, existe k0 y λ > 1 tal que ∀|x| ≥ k0,
ρ2(x) ≥ λ(m(β0) + δ). (A.1.80)
Sea k1 tal que el conjunto
Ci,j = {|Yi,j | ≤ k1 −D1 − C(s0 + α)}
satisface P (Ci,j) ≥ 1λ .
Sea
k = max(k1/s
∗
N , k0)
y sea d constante tal que
d > ma´x(
4ks∗N

, |µ0|).
Entonces, de la deﬁnición de k y A.1.79, en Ci,j sucede que
ı´nf
φ∈B0,|µ|>d
|εbi,j(β, σ)| ≥

2
d−D1 − C(s0 + α)− k1 +D1 + C(s0 + α)
=

2
d− k1
> k.s∗N . (A.1.81)
Para todo β = (φ, µ) tal que |µ| > d, φ ∈ B0, 0 ≤ σ ≤ s0 + α se tiene∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣ ≥ ı´nf|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣ .
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Como ρ2 satisface P1, ∀|µ| > d,φ ∈ B0,
ρ2
(
εbi,j(β, σ)
s∗N
)
≥ ρ2
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
≥ ρ2
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
I(Ci,j) ∀(i, j) ∈ (WM ∼ T ).
Entonces, ∀|µ| > d y φ ∈ B0, sumando sobre (WM ∼ T ):
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, σ)
s∗N
)
≥ 1
N
∑
(i,j)∈(WM∼T )
ρ2
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
I(Ci,j),
luego, tomado ínﬁmo se tiene
ı´nf
|µ|>d,φ∈B0
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, σ)
s∗N
)
≥ 1
N
∑
(i,j)∈(WM∼T )
ρ2
(
ı´nf
|µ|>d,φ∈B0
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
I(Ci,j)
(A.1.82)
para σ ≤ s0 + α. Además, por la ecuación (A.1.81) y debido a que ρ2 satisface P1 se tiene
ρ2
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
≥ ρ2(k) ∀(i, j) ∈ (WM ∼ T ).
Entonces, sumando sobre (WM ∼ T ):
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
I(Ci,j) >
ρ2(k)
N
∑
(i,j)∈(WM∼T )
I(Ci,j),
y tomando límite inferior:
l´ım inf
N→∞
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
ı´nf
φ∈B0,|µ|>d
∣∣∣∣∣εbi,j(β, σ)s∗N
∣∣∣∣∣
)
I(Ci,j) ≥ l´ım inf
N→∞
ρ2(k)
N
∑
(i,j)∈(WM∼T )
I(Ci,j).
(A.1.83)
Debido a (A.1.80), a la deﬁnición de k y como {I(Ci,j)} es un proceso estacionario y ergódico
con E(I(Ci,j)) = P (Ci,j) ≥ 1/λ, se tiene por el Teorema Ergódico (1.2.1) que
l´ım inf
N→∞
ρ2(k)
N
∑
(i,j)∈(WM∼T )
I(Ci,j) = ρ2(k)P (Ci,j)
≥ λ(m(β0) + δ) 1
λ
= m(β0) + δ a.e.. (A.1.84)
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Entonces, por (A.1.82), (A.1.83) y (A.1.84) se tiene que para 0 ≤ σ ≤ s0 + α:
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, σ)
s∗N
)
≥ m(β0) + δ a.e..
Además, como s∗N → s0 a.e., para N  0, s∗N ≤ s0 + α y
ı´nf
|µ|>d,φ∈B0
1
N
∑
(i,j)∈(WM∼T )
ρ2
(
εbi,j(β, s
∗
N )
s∗N
)
≥ m(β0) + δ a.e.,
es decir,
l´ım inf
N→∞
ı´nf
|µ|>d,φ∈B0
M bN (β) ≥ m(β0) + δ a.e.,
luego el lema queda demostrado.

Demostración Lema 4.4.1:
Por lo visto en (4.2.15)
V0 = E
(
1
s20
ψ22
(
εi,j(β0)
s0
))
.E
[5 (εi,j(β0))5 (εi,j(β0))t] .
Como E
(
1
s20
ψ22
(
εi,j(β)
s0
))
<∞ pues ψ2 es acotada y E
[5 (εi,j(β))5 (εi,j(β))t] <∞ pues
E(Y 2) <∞, entonces V0 <∞.
A continuación probaremos que dado un vector columna c 6= 0 en R(L+1)2 tenemos que
Zi,j := c
′ 5
(
ρ2
(
εi,j(β0)
s0
))
junto con Fi,j = σ({Zs,t : (s, t)≺(i, j)}) es una sucesión diferencia martingala estacionaria:
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1) Debido a que ψ2 es acotada, E(Y 2) <∞ y (4.2.5) se tiene:
E(|Zi,j |) = E
(∣∣∣∣c′ 5 (ρ2(εi,j(β0)s0
))∣∣∣∣)
= E
∣∣∣∣∣∣
(L+1)2∑
k=1
ck 5k
(
ρ2
(
εi,j(β0)
s0
))∣∣∣∣∣∣

≤ E
(L+1)2∑
k=1
|ck|.
∣∣∣∣5k (ρ2(εi,j(β0)s0
))∣∣∣∣

=
(L+1)2∑
k=1
|ck|.E
(∣∣∣∣5k (ρ2(εi,j(β0)s0
))∣∣∣∣)
=
(L+1)2∑
k=1
|ck|
s0
E
(∣∣∣∣ψ2(εi,j(β0)s0
)∣∣∣∣) .E (|5k (εi,j(β0))|) <∞.
2) Por la observación (1.4.1), basta ver que E(Zi,j |Zs,t) = 0 si (s, t)≺(i, j). Debido a (4.2.5), a
que 5 (εi,j(β0)) es función de Zs,t, a que ψ2
(
εi,j(β0)
s0
)
es independiente de Zs,t y a (4.2.12):
E
(
c′ 5
(
ρ2
(
εi,j(β0)
s0
))∣∣∣∣Zs,t)= (L+1)
2∑
k=1
ckE
(
5k
(
ρ2
(
εi,j(β0)
s0
))∣∣∣∣Zs,t)
=
(L+1)2∑
k=1
ckE
(
1
s0
ψ2
(
εi,j(β0)
s0
)
5k (εi,j(β0))
∣∣∣∣Zs,t)
=
(L+1)2∑
k=1
ckE
(
1
s0
ψ2
(
εi,j(β0)
s0
)∣∣∣∣Zs,t)5k (εi,j(β0))
=
(L+1)2∑
k=1
ckE
(
1
s0
ψ2
(
εi,j(β0)
s0
))
5k (εi,j(β0)) = 0.
Por lo tanto, {Zi,j ,Fi,j} es una sucesión diferencia martingala. Veamos que es estacionaria.
a) Debido a (4.2.13):
E(Zi,j) = E
(
c′ 5
(
ρ2
(
εi,j(β0)
s0
)))
=
(L+1)2∑
k=1
ckE
(
5k
(
ρ2
(
εi,j(β0)
s0
)))
= 0.
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b)
Cov(Zi,j , Zi+l,j+m) = E(Zi,j .Zi+l,j+m)
= E
(L+1)2∑
k=1
ck 5k
(
ρ2
(
εi,j(β0)
s0
))
.
(L+1)2∑
r=1
cr 5r
(
ρ2
(
εi+l,j+m(β0)
s0
))
=
(L+1)2∑
k=1
(L+1)2∑
r=1
ckcrE
(
5k
(
ρ2
(
εi,j(β0)
s0
))
.5r
(
ρ2
(
εi+l,j+m(β0)
s0
)))
=
(L+1)2∑
k=1
(L+1)2∑
r=1
ckcr
s20
E
(
ψ2
(
εi,j(β0)
s0
)
ψ2
(
εi+h,j+l(β0)
s0
)
5k (εi,j(β0))5r (εi+l,j+m(β0))
)
=
(L+1)2∑
k=1
Ak. (A.1.85)
Si l 6= 0 o m 6= 0 ⇒ Ak = 0 ∀k = 1, ..., (L+ 1)2 por (4.2.12).
Si l = 0 y m = 0, (A.1.85) es igual a
= E
(
ψ22
(
εi,j(β0)
s0
)) (L+1)2∑
k=1
(L+1)2∑
r=1
ckcr
s20
E(5k (εi,j(β0)) .5r (εi,j(β0)))
= E
(
ψ22
(
εi,j(β0)
s0
))(L+1)2−1∑
k=1
(L+1)2−1∑
r=1
ckcr
s20
E(5k (εi,j(β0)) .5r (εi,j(β0)))
+ 2
c(L+1)2
s20
ξ0
(L+1)2−1∑
k=1
ckE(5k (εi,j(β0))) +
c2(L+1)2
s20
ξ20

= E
(
ψ22
(
εi,j(β0)
s0
))(L+1)2−1∑
k=1
(L+1)2−1∑
r=1
ckcr
s20
(Cov((5k (εi,j(β0)) ,5r (εi,j(β0)) + µ2)
+ 2
c(L+1)2
s20
ξ0
(L+1)2−1∑
k=1
ckµ+
c2(L+1)2
s20
ξ20
 ,
lo cuál es independiente de i, j pues Yi,j es estacionaria.
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Además
E(|Zi,j |2) = E
(
ψ22
(
εi,j(β0)
s0
)) (L+1)2∑
k=1
(L+1)2∑
r=1
ckcr
s20
E(5k (εi,j(β0)) .5r (εi,j(β0)))
= E
(
1
s20
ψ22
(
εi,j(β0)
s0
)) (L+1)2∑
k=1
ck
(L+1)2∑
r=1
crE(5 (εi,j(β0)) .5 (εi,j(β0))t)k,r
= E
(
1
s20
ψ22
(
εi,j(β0)
s0
))
ct.E(5 (εi,j(β0)) .5 (εi,j(β0))t).c
= ct.V0.c.
Luego, por el Teorema Central del Límite para Martingalas (Teorema 1.4.2) se tiene:
1√
N
∑
(i,j)∈(WM∼T )
Zi,j
D→ N (0, c′.V0.c),
es decir,
1√
N
∑
(i,j)∈(WM∼T )
c′.5
(
ρ2
(
εi,j(β0)
s0
))
D→ N (0, c′.V0.c)
lo cual, por el Teorema 29.4 de [9], implica que
1√
N
∑
(i,j)∈(WM∼T )
5
(
ρ2
(
εi,j(β0)
s0
))
D→ N (0, V0).

Demostración Lema 4.4.2:
Por lo probado en la propiedad 1, (4.2.5) podemos escribir
1√
N
∑
(i,j)∈(WM∼T )
[
5
(
ρ2
(
εi,j(β0)
s∗N
))
−5
(
ρ2
(
εi,j(β0)
s0
))]
=
1√
N
∑
(i,j)∈(WM∼T )
[
1
s∗N
ψ2
(
εi,j(β0)
s∗N
)
− 1
s0
ψ2
(
εi,j(β0)
s0
)]
.5 (εi,j(β0)) .
Deﬁnimos para 0 ≤ v ≤ 1, 1 ≤ k ≤ (L+ 1)2 a las funciones AN,k(v) como,
AN,k(v) =
1√
N
∑
(i,j)∈(WM∼T )
ψ2
(
εi,j(β0)
(0,5 + v)s0
)
.5k (εi,j(β0)) .
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Como del Teorema 4.3.2 l´ımN→∞ s∗N = s0 a.e., más aún, la convergencia es en probabilidad. Para
probar este lema es suﬁciente probar que AN,k(v), 1 ≤ k ≤ (L+ 1)2, son acotadas en probabilidad
(tight).
Usando el Teorema 12.3 de [9] es suﬁciente probar las siguientes 2 condiciones,
(i) AN,k(0) es acotada en probabilidad.
(ii) Para cualquier 0 ≤ v1 ≤ v2 y cualquier λ > 0 tenemos que existe una constante c1 tal que
P (|AN,k(v2)−AN,k(v1)| ≥ λ) ≤ c1
λ2
(v2 − v1)2.
Probemos (ii). Podemos escribir para 1 ≤ k ≤ (L+ 1)2,
G(a, v) = ψ2
(
a
(0,5 + v)s0
)
.
Entonces,
E((AN,k(v2)−AN,k(v1))2) (A.1.86)
=
1
N
E
 ∑
(i,j)∈(WM∼T )
(G(εi,j , v2)−G(εi,j , v1))5k (εi,j(β0))
2
=
1
N
 ∑
(i,j)∈(WM∼T )
E(B2i,jC
2
i,j) +
∑
(i,j)∈(WM∼T )
∑
(l,m)∈(WM∼T )|(l,m)6=(i,j)
E(Bi,jCl,mBl,mCi,j)

donde
Bi,j = ψ2
(
εi,j
(0,5 + v2)s0
)
− ψ2
(
εi,j
(0,5 + v1)s0
)
(A.1.87)
y
Ci,j = 5k (εi,j(β0)) . (A.1.88)
Veamos que ocurre con el segundo sumando:
Sea Y˜i,j = (Yi−1,j , Yi−1,j−1, Yi,j−1, Yi−2,j , Yi−2,j−1, Yi−2,j−2, Yi−1,j−2, Yi,j−2, ...) el vector con los
pasados de Yi,j . Si l ≤ i y m ≤ j pero (l,m) 6= (i, j),
E(Bi,jCl,mBl,mCi,j) = E(E(Bi,jCl,mBl,mCi,j |Y˜i,j)).
Como Bl,m depende de Yl,m ∈ Y˜i,j :
E(E(Bi,jCl,mBl,mCi,j |Y˜i,j)) = E(E(Bi,jCl,mCi,j |Y˜i,j)Bl,m).
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Como Ci,j ∈ Y˜i,j :
E(E(Bi,jCl,mCi,j |Y˜i,j)Bl,m) = E(E(Bi,jCl,m|Y˜i,j)Bl,mCi,j).
Como Cl,m ∈ Y˜l,m ⊂ Y˜i,j :
E(E(Bi,jCl,m|Y˜i,j)Bl,mCi,j) = E(E(Bi,j |Y˜i,j)Bl,mCi,jCl,m).
Como Bi,j depende de εi,j , Bi,j no depende de Y˜i,j entonces
E(Bi,j |Y˜i,j) = E(Bi,j) = 0. (A.1.89)
Veamos ahora como queda el primer sumando:
Como Bi,j es independiente de Ci,j ,
E(B2i,jC
2
i,j) = E(B
2
i,j)E(C
2
i,j). (A.1.90)
Por (A.1.86), (A.1.87), (A.1.88), (A.1.89) y (A.1.90) se obtiene
E((AN,k(v2)−AN,k(v1))2) (A.1.91)
=
1
N
 ∑
(i,j)∈(Wn∼T )
E(B2i,j)E(C
2
i,j)

=E
(
ψ2
(
εi,j
(0,5 + v2)s0
)
− ψ2
(
εi,j
(0,5 + v1)s0
))2
.E(5k (εi,j(β0)))2.
Sea v1 < v < v2. Entonces, usando el Teorema del Valor Medio obtenemos que
ψ2
(
εi,j
(0,5 + v2)s0
)
− ψ2
(
εi,j
(0,5 + v1)s0
)
=
(v2 − v1)
s0(0,5 + v)2
εi,jψ
′
2
(
εi,j
(0,5 + v)s0
)
,
entonces,
E
(
ψ2
(
εi,j
(0,5 + v2)s0
)
− ψ2
(
εi,j
(0,5 + v1)s0
))2
=
(v2 − v1)2
s20(0,5 + v)
4
E
(
εi,jψ
′
2
(
εi,j
(0,5 + v)s0
))2
.
Luego, como ψ′2 es acotada, εi,j tiene segundo momento ﬁnito y s0 > 0, podemos concluir que
existe k0 > 0 tal que
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E
(
ψ2
(
εi,j
(0,5 + v2)s0
)
− ψ2
(
εi,j
(0,5 + v1)s0
))2
≤ k0(v2 − v1)2. (A.1.92)
Además, como E(Y 2i,j) <∞ (pues Y tiene segundo momento ﬁnito) resulta que
E(5k (εi,j(β0)))2 <∞ (ver ecuaciones (2.2.2) y (2.2.3) para conocer las entradas del vector5k (εi,j(β0))).
Entonces, de (A.1.91) y (A.1.92), existe c1 > 0 tal que
E((AN,k(v2)−AN,k(v1))2) ≤ c1(v2 − v1)2.
Así, (ii) sigue de la desigualdad de Chebyshev.
Veamos (i). Calculemos E(AN,k(0)2).
E((AN,k(0))
2)
=
1
N
E
 ∑
(i,j)∈(WM∼T )
ψ2
(
εi,j(β0)
s0/2
)
5k (εi,j(β0))
2
=
1
N
 ∑
(i,j)∈(WM∼T )
E(B˜2i,jC˜
2
i,j) +
∑
(i,j)∈(WM∼T )
∑
(l,m)∈(WM∼T )|(l,m)6=(i,j)
E(B˜i,jC˜l,mB˜l,mC˜i,j)

donde
B˜i,j = ψ2
(
εi,j(β0)
s0/2
)
y
C˜i,j = 5k (εi,j(β0)) .
Veamos que ocurre con el segundo sumando:
De la misma manera en que se probó en la parte (ii), tomemos
Y˜i,j = (Yi−1,j , Yi−1,j−1, Yi,j−1, Yi−2,j , Yi−2,j−1, Yi−2,j−2, Yi−1,j−2, Yi,j−2, ...),
el vector con los pasados de Yi,j . Si l ≤ i y m ≤ j pero (l,m) 6= (i, j),
E(B˜i,jC˜l,mB˜l,mC˜i,j) = E(E(B˜i,j |Y˜i,j)B˜l,mC˜i,jC˜l,m)
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y como B˜i,j depende de εi,j , B˜i,j no depende de Y˜i,j entonces
E(B˜i,j |Y˜i,j) = E(B˜i,j).
Además, como ψ2 es impar y la distribución de εi,j es simétrica, se tiene que E(B˜i,j) = 0. Luego, el
segundo sumando se hace cero.
Veamos ahora como queda el primer sumando:
Como B˜i,j es independiente de C˜i,j ,
E(B˜2i,jC˜
2
i,j) = E(B˜
2
i,j)E(C˜
2
i,j). (A.1.93)
Debido a que la función ψ2 es acotada, existe una constante M > 0 tal que E(B˜2i,j) < M
∀(i, j). Además, de la expresión de 5k (εi,j(β0))2, se tiene que E(C˜2i,j) ≤ κ donde κ es tal que
κ = max(σ2Y + µ
2
0, ξ
2
0) = max(σ
2
Y + µ
2
0, (−1 +
∑
(k,l)∈T φ
0
k,l)
2). Luego, de la ecuación (A.1.93) se
tiene que
E(B˜2i,jC˜
2
i,j) < M.κ.
Por lo que
E(AN,k(0)
2) =
1
N
∑
(i,j)∈(WM∼T )
E(B˜2i,jC˜
2
i,j)
<
1
N
∑
(i,j)∈(WM∼T )
M.κ
= M.κ.
Sea  > 0, entonces existe δ =
(
M.κ

)1/2
. Luego, por Chebyshev se tiene que
P (|AN,k(0)| > δ) ≤ 1
δ2
E(A2N,k(0))
=
E(A2N,k(0))
M.κ/
<
Mκ
M.κ

= .
Por lo tanto, AN,k(0) es acotada en probabilidad y el lema queda demostrado.

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Demostración Lema 4.4.3:
La prueba de (i) es similar a la del Lemma 4.3.9. Veamos como sería:
Por el Teorema de Convergencia Dominada, como ψ′2 = ρ′′2 es continua y acotada y εi,j(β) es
continua, se tiene que
M˜(β, v) = Eβ0
(
52
(
ρ2
(
εi,j(β)
v
)))
es una función continua con respecto a las dos variables.
Entonces, dado  > 0 y β ∈ B0 × [−d, d], por la continuidad de M˜(β, v) en v = s0 se tiene
que existe 0 < δ(β) < s0 tal que si |v − s0| < δ(β) entonces |M˜(β, v) − M˜(β, s0)| < /2 para cada
β ∈ B0×[−d, d]. Por la compacidad de B0×[−d, d] se tiene que ∃δ > 0 tal que |M˜(β, v)−M˜(β, s0)| ≤
/2, ∀β ∈ B0 × [−d, d] y ∀v ∈ [s0 − δ, s0 + δ], y entonces
sup
β∈B0×[−d,d],v∈[s0−δ,s0+δ]
|M˜(β, v)− M˜(β, s0)| ≤ /2. (A.1.94)
Consideremos la función
f(y, β, v) =
(L+1)2∑
k=1
(L+1)2∑
l=1
∣∣∣∣52k,l(ρ2(Φ(B1, B2)(y − µ)v
))
− Eβ0
(
52k,l
(
ρ2
(
Φ(B1, B2)(y − µ)
v
)))∣∣∣∣
continua deﬁnida en R×C0 con C0 = {(β, v) : β ∈ B0× [−d, d], v ∈ [s0−δ, s0 +δ]} compacto. Como
{Yi,j} es un proceso ergódico, Eβ0(f(Y, β, v)) = 0 y sup(β,v)∈C0 |f(Y, β, v)| ≤ K con K constante,
del Lema 3 de [28] se tiene que
l´ım
N−→∞
sup
(β,v)∈C0
1
N
∑
(i,j)∈(WM∼T )
f(Yi,j , β, v) = 0 a.e..
Luego,
l´ım
N−→∞
sup
(β,v)∈C0
∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β)
v
))
− Eβ0
(
52
(
ρ2
(
εi,j(β)
v
)))∥∥∥∥∥∥
≤ l´ım
N−→∞
sup
(β,v)∈C0
(L+1)2∑
k=1
(L+1)2∑
l=1
1
N
∑
(i,j)∈(WM∼T )
∣∣∣∣52k,l(ρ2(εi,j(β)v
))
− Eβ0
(
52k,l
(
ρ2
(
εi,j(β)
v
)))∣∣∣∣2
1/2
= l´ım
N−→∞
sup
(β,v)∈C0
1
N
∑
(i,j)∈(WM∼T )
f(Yi,j , β, v) = 0 a.e.
Por el Teorema 4.3.2, l´ımN→∞ s∗N = s0 a.e.. Entonces con probabilidad 1, existe N0 tal que
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∀N > N0, s∗N ∈ [s0 − δ, s0 + δ] y
sup
β∈B0×[−d,d]
∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β)
v
))
− Eβ0
(
52
(
ρ2
(
εi,j(β)
v
)))∥∥∥∥∥∥ < /2 a.e..
(A.1.95)
De (A.1.94) y (A.1.95) tenemos que ∀N > N0,∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β)
s∗N
))
− Eβ0
(
52
(
ρ2
(
εi,j(β)
s0
)))∥∥∥∥∥∥
≤
∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β)
s∗N
))
− Eβ0
(
52
(
ρ2
(
εi,j(β)
s∗N
)))∥∥∥∥∥∥+
+
∥∥∥∥Eβ0 (52(ρ2(εi,j(β)s∗N
)))
− Eβ0
(
52
(
ρ2
(
εi,j(β)
s0
)))∥∥∥∥
< /2 + /2, ∀β ∈ B0 × [−d, d] a.e..
Entonces, tomando supremo:
sup
β∈B0×[−d,d]
∥∥∥∥∥∥ 1N
∑
(i,j)∈(WM∼T )
52
(
ρ2
(
εi,j(β)
s∗N
))
− E
[
52
(
ρ2
(
εi,j(β)
s0
))]∥∥∥∥∥∥ <  a.e., ∀N > N0
y la parte (i) del lema queda demostrada.
Ahora probaremos (ii). De la propiedad 2 del Capítulo 2, se tiene (4.2.8). Además, del hecho de
que 5(εi,j(β0)) y 52(εi,j(β0)) dependen de Y˜i,j se obtiene que
E
(
52
(
ρ2
(
εi,j(β0)
s0
)))
=
1
s20
E
(
ψ′2
(
εi,j(β0)
s0
))
.E
(5 (εi,j(β0))5 (εi,j(β0))t)
+
1
s0
E
(
ψ2
(
εi,j(β0)
s0
))
.E
(52 (εi,j(β0))) .
Por la propiedad 3-(a), se tiene que E(ψ2(εi,j(β0)/s0)) = 0. Por lo tanto
E
(
52
(
ρ2
(
εi,j(β0)
s0
)))
=
1
s20
E
(
ψ′2
(
εi,j(β0)
s0
))
.E
(5 (εi,j(β0))5 (εi,j(β0))t) (A.1.96)
e (ii) queda demostrado. 
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A.2. Rutinas en R
A.2.1. Experimentos
Simulación de un proceso AR-2D
En el siguiente código de R se simula un proceso AR-2D no contaminado como el que sigue:
Yi,j = φ
0
1Yi−1,j + φ
0
2Yi,j−1 + φ
0
3Yi−1,j−1 + εi,j (A.2.1)
donde εi,j son v.a.i.i.d. con distribución simétrica.
ARprocess <- function(N, phi0) {
# La función simula un proceso autorregresivo bidimensional
#
# Argumentos:
# N: Número natural.
# phi0: Vector en R^3.
#
# Salida:
# Una matriz N*N que contiene valores simulados del proceso AR-2D.
matrix.normal <- matrix(rnorm(N*N, mean = 0, sd = 1), nrow = N, ncol = N)
matrix.ar <- matrix(0, nrow = N, ncol = N)
matrix.ar[1, ] <- matrix.normal[1, ]
matrix.ar[, 1] <- matrix.normal[, 1]
for (i in 2:N) {
for (j in 2:N) {
matrix.ar[i, j] = matrix.normal[i, j] + (phi0[1] * matrix.ar[i-1, j])
+ (phi0[2] * matrix.ar[i, j-1]) + (phi0[3] * matrix.ar[i-1, j-1])
}
}
return(matrix.ar)
}
Contaminación aditiva
El código R genera una matriz llamada matrix.cont.a partir de una matriz inicial y y otra
matriz nu de la misma dimensión. Los valores de nu"siguen una distribución N(mu, sigm2). El
prob,100 % de los valores y"son elegidos al azar. Si yi,j es seleccionado, entonces es reemplazado
por yi,j + νi,j . Este procedimiento es llamado contaminación aditiva de prob,100 %.
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AditCont <- function(y, prob, mu, sigm) {
# Esta función contamina aditivamente una matriz.
#
# Argumentos:
# y: Matriz de datos.
# prob: Numbero entre 0 y 1.
# mu: Un número real.
# sigm: Un número real positivo.
#
# Salida:
# Matriz con datos contaminados.
N <- dim(y)[1]
matrix.cont <- y
matrix.bin <- matrix(rbinom(N*N, 1, prob), nrow = N, ncol = N)
matrix.normal <- matrix(rnorm(N*N, mean = mu, sd = sigm), nrow = N, ncol = N)
for (i in 1:N) {
for (j in 1:N) {
if (matrix.bin[i, j] >= 1) {
matrix.cont[i, j] = matrix.cont[i, j] + matrix.normal[i, j]
}
}
}
return(matrix.cont)
}
Contaminación por t-Student
El código R genera una matriz llamada matrix.cont.a partir de una matriz inicial y 2otra matriz
matrix.tst"de la misma dimensión. Los valores de matrix.tst"siguen una distribución t-Student de
dfr grados de libertad. El prob,100 % de los valores de y"son elegidos aleatoriamente. Si yi,j es
elegido, entonces es reemplazado por la entrada (i, j) de la matriz matrix.sts. Este procedimiento
es llamado contaminación de reemplazo por t-Student de prob,100 %.
TStudCont <- function(y, prob, dfr){
# Esta función contamina una matriz con contaminación de reemplazo.
#
# Argumentos:
# y: Matriz de datos.
# prob: Numbero entre 0 y 1.
# dfr: Un número positivo.
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#
# Salida:
# Matriz con datos contaminados.
N <- dim(y)[1]
matrix.cont <- y
matrix.bin <- matrix(rbinom(N*N, 1, prob),nrow = N,ncol = N)
matrix.tst <- matrix(rt(N*N, df=dfr), nrow = N, ncol = N)
for (i in 1:N) {
for (j in 1:N) {
if (matrix.bin[i, j] >= 1) {
matrix.cont[i, j] = matrix.cont[i, j] + matrix.tst[i, j]
}
}
}
return(matrix.cont)
}
Contaminación por otro proceso autorregresivo
El código R genera una matriz llamada matrix.cont.a partir de una matriz inicial y 2otra matriz
matrix.ar.2"de la misma dimensión. Los valores de matrix.ar.2"son generados con un proceso AR-
2D con un vector de parámetros φ ∈ R3. El prob,100 % de los valores de y"son elegidos al azar. Si
yi,j es seleccionado, entonces es reemplazado por la entrada (i, j) de la matriz matrix.ar.2. Este
procedimiento es llamado contaminaci« de reemplazo por otro proceso AR-2D al prob,100 %.
ReplARCont <- function(y, prob, sigm, phi2){
# Esta función contamina una matriz con contaminación de reemplazo.
# Argumentos:
# y: Matriz de datos.
# prob: Numbero entre 0 y 1.
# sigm: Un número real positivo.
# phi2: Vector de parámetros.
# Salida:
# Matriz con datos contaminados.
N <- dim(y)[1]
matrix.cont <- y
matrix.bin <- matrix(rbinom(N*N, 1, prob), nrow = N, ncol = N)
matrix.normal <- matrix(rnorm(N*N, mean=0, sd=sigm), nrow = N, ncol = N)
matrix.ar.2 <- matrix(0, nrow = N, ncol = N)
matrix.ar.2[1, ] <- matrix.normal[1, ]
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matrix.ar.2[, 1] <- matrix.normal[, 1]
for (i in 2:N) {
for (j in 2:N) {
matrix.ar.2[i, j] = matrix.normal[i, j] + (phi2[1] * matrix.ar.2[i-1, j])
+ (phi2[3] * matrix.ar.2[i, j-1]) + (phi2[3] * matrix.ar.2[i-1, j-1])
}
}
for (i in 1:N) {
for (j in 1:N) {
if (matrix.bin[i, j] >= 1) {
matrix.cont[i, j] = matrix.ar.2[i, j]
}
}
}
return(matrix.cont)
}
Contaminación por ruido blanco
El código R genera una matriz llamada matrix.cont.a partir de una matriz inicial y 2otra ma-
triz matrix.normal"de la misma dimensión. Los valores de matrix.normal"siguen una distribución
normal N(mu, sigm2). El prob,100 % de los valores de y"son elegidos al azar. Si yi,j es seleccionado,
entonces es reemplazado por la entrada (i, j) de la matriz matrix.normal. Este procedimiento es
llamado contaminación por ruido blanco al prob,100 %.
ReplWNCont <- function(y, prob, mu, sigm){
# Esta función contamina una matriz con contaminación de reemplazo.
#
# Argumentos:
# y: Matriz de datos.
# prob: Numbero entre 0 y 1.
# mu: Un número real.
# sigm: Un número real positivo.
#
# Salida:
# Matriz con los datos contaminados.
N <- dim(y)[1]
matrix.cont <- y
matrix.bin <- matrix(rbinom(N*N, 1, prob), nrow = N, ncol = N)
matrix.normal <- matrix(rnorm(N*N, mean = mu, sd = sigm), nrow = N, ncol = N)
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for (i in 1:N) {
for (j in 1:N) {
if (matrix.bin[i, j] >= 1) {
matrix.cont[i, j] = matrix.normal[i, j]
}
}
}
return(matrix.cont)
}
Estimación BMM 2D
En el próximo código, se calcula la estimación BMM 2D de los parámetros del modelo (A.2.1):
library(minpack.lm)
library(nleqslv)
source("contaminations.R")
LSFunction <- function(x) {
# Esta función estima los parámetros de un modelo AR-2D de orden 1 con tres parámetros
#por el método de Mínimos Cuadrados.
#
# Argumentos:
# x: Matriz de datos.
#
# Salida:
# Vector de parámetros estimados.
n = dim(x)[1]
m = dim(x)[2]
x.cuadrada = x ^ 2
a1 = x.cuadrada[1:(n-1), 2:m]
a2 = x.cuadrada[2:n, 1:(m-1)]
a3 = x.cuadrada[1:(n-1), 1:(m-1)]
b1 = x[2:n, 2:m] * x[1:(n-1), 2:m]
b2 = x[2:n, 1:(m-1)] * x[1:(n-1), 2:m]
b3 = x[1:(n-1), 1:(m-1)] * x[1:(n-1), 2:m]
c1 = x[2:n, 2:m] * x[2:n, 1:(m-1)]
c2 = x[1:(n-1), 1:(m-1)] * x[2:n, 1:(m-1)]
d = x[2:n, 2:m] * x[1:(n-1), 1:(m-1)]
aux1 <- c(sum(a1), sum(b2), sum(b3), sum(b2), sum(a2), sum(c2), sum(b3),
sum(c2), sum(a3))
118 APÉNDICE
A <- matrix(aux1, nrow = 3, ncol = 3)
aux2 <- c(sum(b1), sum(c1), sum(d))
B <- matrix(aux2, nrow = 3, ncol = 1)
ls <- solve(A, B)
return(ls)
}
Rho2Function <- function(a) {
# Este proceso define la función rho2.
#
# Argumentos:
# a: Número real.
#
# Salida:
# Valor que asume la función rho2 en a.
abs.a = abs(a)
if (abs.a <= 2) {
v = 0.5 * (a * a)
} else if ((2 < abs.a) && (abs.a <= 3)) {
a2 = a * a
a4 = a2 * a2
a6 = a2 * a4
a8 = a4 * a4
v = 0.002 * a8 - 0.052 * a6 + 0.432 * a4 - 0.972 * a2 + 1.792
} else {
v = 3.25
}
return(v)
}
Rho1Function <- function(c) {
# Este proceso define la función rho1.
#
# Argumentos:
# c: Número real.
#
# Salida:
# Valor que asume la función rho1 en c.
a = (c / 0.405)
abs.a = abs(a)
if (abs.a <= 2) {
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v = 0.5 * (a * a)
} else if ((2 < abs.a) && (abs.a <= 3)) {
a2 = a * a
a4 = a2 * a2
a6 = a2 * a4
a8 = a4 * a4
v = 0.002 * a8 - 0.052 * a6 + 0.432 * a4 - 0.972 * a2 + 1.792
} else {
v = 3.25
}
return(v)
}
EtaFunction <- function(y) {
# Este proceso define la función eta.
#
# Argumentos:
# y: Número real.
#
# Salida:
# Valor que asume la función eta en y.
abs.y = abs(y)
if (abs.y <= 2) {
v = y
} else {
if ((2 < abs.y) && (abs.y <= 3)) {
y2 = y * y
y3 = y2 * y
y5 = y3 * y2
y7 = y5 * y2
v = 0.016 * (y7) - 0.312 * (y5) + 1.728 * (y3) - 1.944 * (y)
} else {
v = 0
}
}
return(v)
}
#
kConstantB <- 3.25 / 2
#
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PhiFunction <- function(s, u) {
# Función para obtener una estimación de la escala sigma.
#
# Argumento:
# s: Número real.
# u: Vector en R^{(n-1)*(m-1)}.
#
# Salida:
# Valor que asume la función PhiFunction en (s, u).
n = dim(u)[1] + 1
m = dim(u)[2] + 1
u <- u / s
r <- sapply(u, Rho1Function)
p <- (sum(r) / ((n - 1) * (m - 1))) - kConstantB
return(p)
}
SigmaFunction <- function(y) {
# Función que estima la escala.
#
# Argumento:
# y: Matriz de datos.
#
# Salida:
# Valor que asume la función definida en y.
sigma <- (median(abs(y)) / 0.6745) ^ 2
return(sigma)
}
ResiduesAR <- function(x, epsilon, beta) {
# Función que calcula los residuos de el modelo AR-2D de tres parámetros.
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# epsilon: Matriz n*n con distribución normal.
# beta: Vector en R^3.
#
# Salida:
# Matriz (n-1)*(n-1) con los residuos del modelo AR-2D.
n = dim(x)[1]
m = dim(x)[2]
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res <- matrix(0, n, m)
res[1, ] <- epsilon[1, ]
res[, 1] <- epsilon[, 1]
for (i in 2:n) {
for (j in 2:m) {
res[i, j] = x[i, j] - ((beta[1] * x[i-1, j]) + (beta[2] * x[i, j-1])
+ (beta[3] * x[i-1, j-1]))
}
}
resf <- res[2:n, 2:m]
return(resf)
}
ResiduesBIPAR <- function(x, epsilon, beta) {
# Función que calcula los residuos del modelo BIP-AR-2D de tres parámetros.
#
# Argumento:
# x: Matriz de datos n*n generadapor un proceso AR-2D con parámetros beta.
# epsilon: Matriz n*n con distribución normal.
# beta: Vector en R^3.
#
# Salida:
# Matriz (n-1)*(n-1) con los residuos del modelo BIP-AR-2D.
n = dim(x)[1]
m = dim(x)[2]
res <- matrix(0, n, m)
res[1, ] <- epsilon[1, ]
res[, 1] <- epsilon[, 1]
scale.value = SigmaFunction(epsilon)
for (i in 2:n){
for (j in 2:m){
res[i, j] = x[i, j] - ((beta[1] * x[i-1, j]) + (beta[2] * x[i, j-1])
+ (beta[3] * x[i-1, j-1])) - (scale.value * ((beta[1] * EtaFunction(res[i-1, j]
/ scale.value)) + (beta[2] * EtaFunction(res[i, j-1] / scale.value))
+ (beta[3] * EtaFunction(res[i-1, j-1] / scale.value))))
+ (beta[1] * res[i-1, j]) + (beta[2] * res[i, j-1]) + (beta[3] * res[i-1, j-1])
}
}
resf <- res[2:n, 2:m]
return(resf)
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}
#
BetaSEstimationAR <- function(x, epsilon, beta) {
# Esta función objetivo es usada para obtener, en la primera etapa, una S-estimación
# de los parámetros con los residuos del modelo AR-2D puro:
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# epsilon: Matriz n*n con distribución normal.
# beta: Vector en R^3.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
k <- 1.483 * median(abs(epsilon))
residue.AR.output = ResiduesAR(x, epsilon, beta)
s <- uniroot(PhiFunction, c(k/10, k*10), tol = 0.0001, u = residue.AR.output)[[1]]
rho1.partial <- sapply(residue.AR.output / s, Rho1Function)
rho1.partial <- sapply(rho1.partial, sqrt)
r <- rho1.partial * s / (sqrt((n - 1) * (m - 1) * kConstantB))
return(r)
}
#
BetaSEstimationBIPAR <- function(x, epsilon, beta) {
# Esta función objetivo es usada para obtener, en la primera etapa, una S-estimación
# de los parámetros con los residuos del modelo BIP-AR 2D.
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# epsilon: Matriz n*n con distribución normal.
# beta: Vector en R^3.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
k <- 1.483 * median(abs(epsilon))
residue.BIPAR.output = ResiduesBIPAR(x, epsilon, beta)
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sB <- uniroot(PhiFunction, c(k/10, k*10), tol = 0.0001, u = residue.BIPAR.output)[[1]]
rho1.partial.BIP <- sapply(residue.BIPAR.output/sB, Rho1Function)
rho1.partial.BIP <- sapply(rho1.partial.BIP, sqrt)
r <- rho1.partial.BIP * sB / (sqrt((n - 1) * (m - 1) * kConstantB))
return(r)
}
#
BetaMEstimationAR <- function(x, epsilon, beta, s) {
# Esta función objetivo es usada para obtener, en la segunda etapa, una M-estimación
# de los parámetros con los residuos del modelo Ar-2D puro.
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# epsilon: Matriz n*n con distribución normal.
# beta: Vector en R^3.
# s: Número real positivo.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
rho2.partial <- sapply(ResiduesAR(x, epsilon, beta)/s, Rho2Function)
/ ((n - 1) * (m - 1))
r <- sapply(rho2.partial, sqrt)
return(r)
}
#
BetaMEstimationBIPAR <- function(x, epsilon, beta, s) {
# Esta función objetivo es usada para obtener, en la segunda etapa, una M-estimación
# de los parámetros con los residuos del modelo BIP-AR 2D.
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# epsilon: Matriz n*n con distribución normal.
# beta: Vector en R^3.
# s: Número real positivo.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
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n = dim(x)[1]
m = dim(x)[2]
rho2.partial.BIP <- sapply(ResiduesBIPAR(x, epsilon, beta)/s, Rho2Function)
/ ((n - 1) * (m - 1))
r <- sapply(rho2.partial.BIP, sqrt)
return(r)
}
################################################
##Rutina para calcular la BMM-estimación
#
# N: Un número real positivo. El valor N*N es el tamaño de la ventana.
N = 8
# phi0: Vector de parámetros del proceso observado.
phi0 = c(0.15,0.17,0.2)
# Una matriz "Y" de tamaño N*N es generada con el proceso AR-2D observado:
Y = ARprocess(N, phi0)
# prob: Un número entre 0 y 1.
prob = 0.1
# mu: Un número real. Es la media del proceso contaminante.
mu = 0
# sigm: Un número positivo. Es el desvío del proceso contaminante.
sigm = sqrt(50)
# Definicíon de innovaciones correspondiente a "Y":
matrix.innovations <- matrix(0, nrow = N, ncol = N)
matrix.innovations[1, ] <- Y[1, ]
matrix.innovations[, 1] <- Y[, 1]
for (i in 2:N) {
for (j in 2:N) {
matrix.innovations[i, j] = Y[i, j] - (phi0[1] * Y[i-1, j])
- (phi0[2] * Y[i, j-1]) - (phi0[3] * Y[i-1, j-1])
}
}
# La matriz "Y" es contaminada aditivamente:
Z.contaminated = AditCont(Y, prob, mu, sigm)
#
BMMEstimation <- function(Z) {
# Función que obtiene la estimación BMM de los parámetros de "Z".
#
# Argumento:
A.2. RUTINAS EN R 125
# Z: Matriz de datos N*N generada por un proceso AR-2D con parámetros beta.
#
# Salida:
# Vector en R^3 que contiene los parámetros estimados por el método BMM.
#
#Desvío estimado:
k1 <- 1.483 * median(abs(matrix.innovations))
#Parámetros iniciales obtenidos por la función LSFunction
par = LSFunction(Z)
##########First Step############
# Calculo de la S-estimación de los parámetros:
nls.out <- nls.lm(par, lower = NULL, upper = NULL, fn = BetaSEstimationAR,
x = Z, epsilon = matrix.innovations, jac = NULL)
nls.out.B <-nls.lm(par, lower = NULL, upper = NULL, fn = BetaSEstimationBIPAR,
x = Z, epsilon = matrix.innovations, jac = NULL)
beta.s <- nls.out[[1]]
beta.sB <- nls.out.B[[1]]
MSE <- sum((phi0 - beta.s) ^ 2) / length(phi0)
MSE.B <- sum((phi0 - beta.sB) ^ 2) / length(phi0)
if (MSE >= MSE.B) {
beta.s.M <- beta.sB
} else {
beta.s.M <- beta.s
}
# Calculo de la M-estimación de la escala:
s1 <- uniroot(PhiFunction, c(k1/10, k1*10), tol = 0.0001,
u = ResiduesAR(Z, matrix.innovations, beta.s))[[1]]
s2 <- uniroot(PhiFunction, c(k1/10, k1*10), tol = 0.0001,
u = ResiduesBIPAR(Z, matrix.innovations, beta.sB))[[1]]
# Calculo de la M-estimación final de la escala:
sigma <- min(s1, s2)
##########Second Step###########
# Calculo de la M-estimación de los parámetros:
nls.out2 <- nls.lm(beta.s.M, lower = NULL, upper = NULL, fn = BetaMEstimationAR,
x = Z, epsilon = matrix.innovations, s = sigma)
nls.out2.B <- nls.lm(beta.s.M, lower = NULL, upper = NULL, fn = BetaMEstimationBIPAR,
x = Z, epsilon = matrix.innovations, s = sigma)
beta.BMM <- numeric()
sum1 <- sum((BetaMEstimationAR(Z, matrix.innovations, nls.out2[[1]], sigma))^2)
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sum2 <- sum((BetaMEstimationBIPAR(Z, matrix.innovations, nls.out2.B[[1]], sigma))^2)
if (sum1 <= sum2) {
beta.BMM = nls.out2[[1]]
} else {
beta.BMM = nls.out2.B[[1]]
}
return(beta.BMM)
}
BMMEstimation(Y)
A.2.2. Aplicación
El código R transforma la imágen y ( contaminada o no contaminada) en una imagen restaurada
BMM-2D, llamada w1, usando el Algoritmo 1.
library(minpack.lm)
library(readbitmap)
library(ripa)
source("BMM_estimate.R")
#Tamaño de la ventana deslizante:
k = 57
#Lectura de la imagen:
y <- read.bitmap("lenna.bmp")
#Selección de la banda:
y = y[, , 1]
#Definimos el número de ventanas de tamaño k que entran en la imagen:
N <- dim(y)[1]
M <- dim(y)[2]
nfil = N
ncol = M
nvent = (nfil - 1) / (k - 1)
mvent = (ncol - 1) / (k - 1)
nvent = as.integer(nvent)
mvent = as.integer(mvent)
N = nvent * (k - 1) + 1
M = mvent * (k - 1) + 1
nfil <- N
ncol <- M
#La imagen original es recortada tal quetodos los bloques de tamaño k entren exactamente:
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y <- y[1:N, 1:M]
#
ResiduesAR2 <- function(x, beta) {
# Función que calcula los residuos del modelo AR-2D de tres parámetros.
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# beta: Vector en R^3.
#
# Salida:
# Matriz (n-1)*(n-1) con los residuos del modelo AR-2D.
n = dim(x)[1]
m = dim(x)[2]
res <- matrix(0, n, m)
for (i in 2:n) {
for (j in 2:m) {
res[i, j] = x[i, j] - ((beta[1] * x[i-1, j]) + (beta[2] * x[i, j-1])
+ (beta[3] * x[i-1, j-1]))
}
}
resf <- res[2:n, 2:m]
return(resf)
}
#
ResiduesBIPAR2 <- function(x, beta) {
# Función que calcula los residuos del modelo BIP-AR 2D de tres parámetros.
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# beta: Vector en R^3.
#
# Salida:
# Matriz (n-1)*(n-1) con los residuos del modelo BIP-AR 2D.
n = dim(x)[1]
m = dim(x)[2]
res <- matrix(0, n, m)
scale.value = SigmaFunction(ResiduesAR2(x, beta))
for (i in 2:n){
for (j in 2:m){
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res[i, j] = x[i, j] - ((beta[1] * x[i-1, j]) + (beta[2] * x[i, j-1])
+ (beta[3] * x[i-1, j-1])) - (scale.value
* ((beta[1] * EtaFunction(res[i-1, j] / scale.value))
+ (beta[2] * EtaFunction(res[i, j-1] / scale.value))
+ (beta[3] * EtaFunction(res[i-1, j-1] / scale.value))))
+ (beta[1] * res[i-1, j]) + (beta[2] * res[i, j-1]) + (beta[3] * res[i-1, j-1])
}
}
resf <- res[2:n, 2:m]
return(resf)
}
#
BetaSEstimationAR2 <- function(x, beta) {
# Esta función objetivo es usada para obtener, en la primera etapa, una S-estimación.
# de los parámetros con los residuos del modelo AR-2D puro:
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# beta: Vector en R^3.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
residue.AR.output = ResiduesAR2(x, beta)
s <- uniroot(PhiFunction, c(1/(10^15), 10*(10^15)), tol = 0.01,
u = residue.AR.output)[[1]]
rho1.partial <- sapply(residue.AR.output / s, Rho1Function)
rho1.partial <- sapply(rho1.partial, sqrt)
r <- rho1.partial * s / (sqrt((n - 1) * (m - 1) * kConstantB))
return(r)
}
#
BetaSEstimationBIPAR2 <- function(x, beta) {
# Esta función es usada para obetener, en la primera etapa, una S-estimación
# de los parámetros con los residuos del modelo BIP-AR 2D:
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
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# beta: Vector en R^3.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
residue.BIPAR.output = ResiduesBIPAR2(x, beta)
sB <- uniroot(PhiFunction, c(1/(10^15), 10*(10^15)), tol = 0.01,
u = residue.BIPAR.output)[[1]]
rho1.partial.BIP <- sapply(residue.BIPAR.output/sB, Rho1Function)
rho1.partial.BIP <- sapply(rho1.partial.BIP, sqrt)
r <- rho1.partial.BIP * sB / (sqrt((n - 1) * (m - 1) * kConstantB))
return(r)
}
#
BetaMEstimationAR2 <- function(x, beta, s) {
# Esta función objetivo es usada para obtener, en la primera etapa, una M-estimación
# de los parámetros con los residuos del modelo AR-2D puro:
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
# beta: Vector en R^3.
# s: Número real positivo.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
rho2.partial <- sapply(ResiduesAR2(x, beta)/s, Rho2Function) / ((n - 1) * (m - 1))
r <- sapply(rho2.partial, sqrt)
return(r)
}
#
BetaMEstimationBIPAR2 <- function(x, beta, s) {
# Esta función objetivo es usada para obtener, en la primera etapa, una M-estimación
# de los parámetros con los residuos del modelo BIP-AR 2D:
#
# Argumento:
# x: Matriz de datos n*n generada por un proceso AR-2D con parámetros beta.
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# beta: Vector en R^3.
# s: Número real positivo.
#
# Salida:
# Vector en R^{(n-1)*(n-1)}.
n = dim(x)[1]
m = dim(x)[2]
rho2.partial.BIP <- sapply(ResiduesBIPAR2(x, beta)/s, Rho2Function)
/ ((n - 1) * (m - 1))
r <- sapply(rho2.partial.BIP, sqrt)
return(r)
}
#
# Comienza la reconstrucción de la imagen por el método BMM.
w1 = matrix(0, N, M)
for (ii in 1:nvent) {
for (jj in 1:mvent) {
z1ij = y[((ii-1)*(k-1)+1):(ii*(k-1)+1), ((jj-1)*(k-1)+1):(jj*(k-1)+1)]
mediaij = mean(z1ij)
z1ij = z1ij - mediaij
w1ij = z1ij
w1ijLS = z1ij
w1ij.1 = z1ij
w1ij.1B = z1ij
par <- LSFunction(w1ijLS)
nls.out <- nls.lm(par, lower = NULL, upper = NULL, fn = BetaSEstimationAR2,
x = z1ij, jac = NULL)
nls.out.B <- nls.lm(par, lower = NULL, upper = NULL,
fn = BetaSEstimationBIPAR2, x = z1ij, jac = NULL)
beta.s <- nls.out[[1]]
beta.sB <- nls.out.B[[1]]
for (i in 2:k) {
for (j in 2:k) {
w1ij.1[i, j] = beta.s[1] * z1ij[i-1, j] + beta.s[2] * z1ij[i, j-1]
+ beta.s[3] * z1ij[i-1, j-1]
w1ij.1B[i, j] = beta.sB[1] * z1ij[i-1, j] + beta.sB[2] * z1ij[i, j-1]
+ beta.sB[3] * z1ij[i-1, j-1]
}
}
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MSE <- sum((z1ij - w1ij.1) ^ 2) / length(z1ij)
MSE.B <- sum((z1ij - w1ij.1B) ^ 2) / length(z1ij)
if (MSE <= MSE.B) {
beta.sM <- beta.sB
} else {
beta.sM <- be.s
}
s1 <- uniroot(PhiFunction, c(1/10^15, 10*(10^15)), tol = 0.01,
u = ResiduesAR2(z1ij, beta.s))[[1]]
s2 <- uniroot(PhiFunction, c(1/10^15, 10*(10^15)), tol = 0.01,
u = ResiduesBIPAR2(z1ij, beta.sB))[[1]]
sigma <- min(s1, s2)
nls.out2 <- nls.lm(beta.sM, lower = NULL, upper = NULL,
fn = BetaMEstimationAR2, x = z1ij, s = sigma, jac = NULL)
nls.out2.B <- nls.lm(beta.sM, lower = NULL, upper = NULL,
fn = BetaMEstimationBIPAR2, x = z1ij, s = sigma, jac = NULL)
beta.BMM <- numeric()
suma.1 <- sum((BetaMEstimationAR2(z1ij, nls.out2[[1]], sigma)) ^ 2)
suma.2 <- sum((BetaMEstimationBIPAR2(z1ij, nls.out2.B[[1]], sigma)) ^ 2)
if (suma.1 <= suma.2) {
beta.BMM = nls.out2[[1]]
} else {
beta.BMM = nls.out2.B[[1]]
}
for (i in 2:k) {
for (j in 2:k) {
w1ij[i, j] = beta.BMM[1] * z1ij[i-1, j] + beta.BMM[2] * z1ij[i, j-1]
+ beta.BMM[3] * z1ij[i-1, j-1]
}
}
w1ij = w1ij + mediaij
w1[((ii-1)*(k-1)+2):(ii*(k-1)+1), ((jj-1)*(k-1)+2):(jj*(k-1)+1)] = w1ij[2:k, 2:k]
}
}
# Muestra la imagen reconstruida w1
plot(imagematrix(normalize(w1)))
# Genera la imagen diferencia:
image.segmented <- y-w1
# Muestra la imagen diferencia y-w1
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plot(imagematrix(normalize(y-w1)))
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