Abstract-From a control design point of view, modern diesel engines are dynamic, nonlinear, MIMO systems. This paper presents a method to find low-complexity black-box dynamic models suitable for model predictive control (MPC) of NOx and soot emissions based on on-line emissions measurements. A four-input-five-output representation of the engine is considered, with fuel injection timing, fuel injection duration, exhaust gas recirculation (EGR) and variable geometry turbo (VGT) valve positions as inputs, and indicated mean effective pressure, combustion phasing, peak pressure derivative, NOx emissions, and soot emissions as outputs. Experimental data were collected on a six-cylinder heavy-duty engine at 30 operating points. The identification procedure starts by identifying local linear models at each operating point. To reduce the number of dynamic models necessary to describe the engine dynamics, Wiener models are introduced and a clustering algorithm is proposed. A resulting set of two to five dynamic models is shown to be able to predict all outputs at all operating points with good accuracy.
I. INTRODUCTION
The heavy-duty engine market is dominated by compression-ignition diesel engines, due to their high energy conversion efficiency. Traditionally, this high efficiency has come at the price of high levels of nitrogen oxides (NO x ) and soot particle emissions.
In the last decade, the emissions legislation has been dramatically tightened which has pushed for a shift in technology, either through introducing an aftertreatment system for NO x reduction or through in-cylinder techniques. In the latter case, the combustion process is cooled down using a lower compression ratio, high levels of exhaust gas recirculation (EGR), and suitably chosen fuel injection timings resulting in so called Low Temperature Combustion (LTC) [7] .
Control is a key factor for successful LTC diesel engines. One reason is that slow dynamics involved in e.g. EGR flow and cylinder wall temperature play a more important role when ignition delays are prolonged. Another reason is that tight requirements both in terms of emissions legislation and fuel economy make error margins tight. Diesel engine control design is normally based on a mix of physical mean-value models and experimental maps specifying optimal operating points in terms of emissions and fuel efficiency [1] . Feedback control uses indirect measurements such as manifold pressures and gas flows.
New sensor technology makes additional information of the combustion process available. Recently, NO x sensors have been introduced in production engines giving the opportunity to adjust actuator settings according to measured emissions instead of precalibrated maps. These developments open up for e.g. model predictive control (MPC) that explicitly handles emission trade-off optimization based on on-line measurements of emissions. To that purpose, low-complexity dynamic models of the engine that also include emission formation are needed. The objective is the purpose of the work presented in this paper. The approach has been to use black-box system identification.
The focus has been to use direct measured information on the interesting engine outputs instead of relying on indirect measurements combined with models and maps. Measurements from a NO x sensor, an opacimeter, and incylinder pressure sensors are therefore used. Though not all of these sensors are used in today's production engines, one can expect that if the benefits are large enough, the technology will eventually be available.
Different actuators can be used to optimize emissions, e.g. EGR and variable geometry turbine (VGT) valve positions [9] , [8] , fuel injection parameters [2] , variable valve actuation [10] , or some combination of these [5] . In this paper, the combined effect of the most significant diesel engine actuators (EGR, VGT, injection timing, and injection duration) is examined. These actuators are standard in heavyduty diesel engines today and are all essential for optimization of engine operation. It would desirable also to include engine speed as an input to the model, but for practical constraints in the laboratory setup that was not possible in this work.
The paper is organized as follows. Section II presents the experimental equipment and Section III briefly describes the thoughts behind the choice of engine outputs and the experiment design. Section IV describes the identification procedure, starting with local linear models that are expanded to Wiener models. A clustering algorithm is proposed to reduce the number of dynamic models required to describe the engine dynamics. Section V evaluates the identified models. Finally, conclusions and directions for future work are presented in Section VII.
II. EXPERIMENTAL EQUIPMENT
The experiments were conducted on a six-cylinder turbocharged heavy-duty diesel engine where the compression ratio was reduced to r c = 15.1 to facilitate low-temperature combustion. The engine was equipped with unit injectors for diesel where fuel injection timings could be set individually for each cylinder, with a low-pressure exhaust gas recirculation (EGR) loop where the EGR rate could be adjusted by a valve in the exhaust pipe, and with a variable geometry turbo (VGT) where the turbocharging also could be adjusted by a valve.
All cylinders were equipped with piezo-electrical, watercooled pressure transducers of type Kistler 7061B, with cylinder pressure data sampled every 0.2 crank angle degrees using a Microstar DAP 5400a/627 data acquisition board. The control system was based on a standard PC running Linux enabling cycle-to-cycle control. Fuel injection timings were updated every engine cycle, and the setpoints for the valve positions were updated with a frequency of 10 Hz.
The pressure measurements p as a function of crank angle θ from the in-cylinder pressure sensors were used to compute indicated mean effective pressure y IM EP , combustion phasing α 50 , and maximum pressure derivative d p . The indicated mean effective pressure is defined as
where the integral is taken over an engine cycle, and the maximum pressure derivative as
From the cylinder pressure p, the heat release rate dQ is computed using the relation
for the apparent heat release rate based on a fixed ratio of specific heats [3] . From the heat release rate, α 50 is defined as the crank angle degree where 50 % of the heat has been released. Emissions of NO x were measured using a Siemens VDO / NGK Smart NOx Sensor. Soot emissions were measured using an opacimeter from SwRI measuring the percentage of light absorbed by the exhausts in the exhaust pipe.
III. EXPERIMENT DESIGN
Four control variables act as inputs to the model: the crank angle of start of fuel injection u SOI , the fuel injection duration measured in crank angle degrees u F D , the position of the EGR valve u EGR , and the position of the VGT valve u V GT .
Five model outputs were considered, the net indicated mean effective pressure y IM EP , the crank angle degree of 50 % fuel burnt α 50 , the peak cylinder pressure derivative over the cycle d p , the nitrogen oxide concentration y N Ox and the opacity of the exhausts y op giving a measure of soot concentration. The first three output variables were cylinderindividual. The last two outputs, y N Ox and y op were common to all cylinders.
The study is limited to low and medium load operating points, where the possible impact of low temperature combustion is the greatest and where the associated slow dynamics are most dominant. A fixed engine speed of 1200 rpm was chosen, the study could easily be expanded to multiple engine speeds using the same methodology. Three different loads were chosen, corresponding to y IM EP = {4 bar, 7 bar, 10 bar}. At each load three different values of start of injection u SOI were chosen, and at each such value four points in the u EGR -u V GT plane were determined. A few initial steady-state maps were used to define suitable operating points in terms of emissions and brake efficiency. At each operating point suitable amplitudes for pseudo-random binary sequence (PRBS) signals were determined. In total, 30 operating points were defined: 6 at load y IM EP = 4 bar, 12 at load y IM EP = 7 bar, and 12 and y IM EP = 10 bar. At y IM EP = 4 bar, it was concluded that keeping the VGT valve fully open at u V GT = 100 was optimal, so there was no need for excitation of that input. An overview of the operating points is given in Table I . Op. IV. IDENTIFICATION PROCEDURE Data of length 2800 engine cycles were collected at each operating point. The sample period was one engine cycle. Constant offsets were removed and the data set was divided into one part for identification and one part for validation, each of length 1300 engine cycles. It was concluded that offsets differed between the cylinders whereas the dynamics were similar, so models were only identified for cylinder 5 which was determined to be representative for all six cylinders. The outputs were scaled to obtain the same order of magnitude.
The identification procedure is divided into two parts. First, linear models are identified separately for each operat-ing point. Then, the number of models needed are reduced by introducing Wiener models and performing a clustering algorithm.
A. Identification of local linear models
Linear state space models for each operating point of the form
where x k ∈ R n , u k ∈ R r , and y k ∈ R m were identifed using the n4sid algorithm of the System Identification Toolbox in Matlab. As validation criterion, variance accounted for (VAF) was used [4] . For output i, VAF is defined as
where y i is the measured output in the validation data, and y i is the predicted output of the model. A prediction horizon of 20 engine cycles was selected based on experience of the time constants of the system. Such a prediction horizon would also be feasible if the models were to be used for model predictive control. Models of orders n = 2 to n = 12 were identified at each operating point. The mean VAF over the five outputs as a function of model order is shown in Figure 1 . Low model orders, n < 5, lead to poor prediction. At some operating points, low-order models even lead to negative VAF (not included in Figure 1 for the sake of clarity) corresponding to a higher variance in the prediction error than in the measured outputs. Increasing the model order beyond n = 7 can give a small improvement in VAF, but not sufficient to motivate the greater computational burden of such large models for control design. From Figure 1 , it can be concluded that model order n = 7 is suitable to describe the data. There is a large spread in VAF between the operating points for a fixed model order. This spread is mainly caused by different excitation of the outputs compared to the noise level at different operating points.
B. Reducing the number of models
The purpose of the identification scheme is to find appropriate models for model-based control design. Since the process is clearly nonlinear, the controller must be based on more than one linear model leading to additional complexities of gain-scheduling and model-switching. With the computational resources available today, a feasible controller with cycle-to-cycle control in real-time cannot be based on 30 local linear models. Moreover, the models identified here are for a single engine speed and low-to-medium loads only. Expanding the mapping to cover the entire load-speed range of the engine, more models would have to be added.
It is therefore of interest to see how close the models are to each other, i.e., if the same model could be used for more than one operating point. To that purpose, cross validation of all identified models to validation data at all operating points was performed. Figure 2 shows the resulting VAF for 20-step predictions. It can be seen that, in general, the best model for data from an operating point is the model identified at that operating point, as would be expected. Some combinations of models and operating points give good predictions, others do not. Note that models identified at low load (operating points 1 to 6) cannot be used at higher loads since these models do not contain the u V GT input, as described in Section III.
Here, two steps are taken to find a limited number of dynamic models describing the data at all operating points. First, Wiener models are introduced to compensate for different gains at different operating points. A clustering algorithm is then applied to group the operating points and find a suitable model for each group.
1) Wiener models:
A Wiener model is a linear dynamic model in series with a static nonlinearity on the output, see Figure 3 . The static nonlinearity f (·) adds a large flexibility to the linear dynamic model at a moderate cost. If the nonlinearity can be inverted, control design can be based entirely on linear techniques.
H(z)
f (·) uȳ y Previously, models of the form
where x k ∈ R n , u k ∈ R r , y k ∈ R m , were identified for operating points i = 1, · · · , 30. A Wiener model extends this representation to
to be given from the previous identification procedure. We now wish to find a representation of the nonlinearities f i (·) to let model i better fit data at another operating point j. This can be done through a local linearization of f i (·) at operating point j,
From the set of local linearizations M ij and the offsets removed at each operating point, approximations of the nonlinearities f i (·) can be reconstructed as e.g. piecewise linear functions.
We now wish to find the matrices M ij to optimize the fit between model i and identification data j. To make the representation simpler, the matrices M ij are constrained to be diagonal,
, such that the nonlinearity f i (·) is decoupled into m scalar nonlinearities, one for each output.
Denote byŶ ij ∈ R N ×m the data series of predicted outputs at operating point j using model i with the nominal gain matrix M ij = I. It then holds for the output data series of Wiener modelŶ ijŶ
The optimal gains m ij k , k = 1, · · · , m, can now be found by solving the convex optimization problems
where Y j is the measured output data series at operating point j.
The cross validation was redone with an optimized scaling matrix M ij for each pair of model and data operating points i and j. The resulting VAF can be seen in Figure 4 . Notice the large improvement in VAF when matching models to different operating points compared to Figure 2 . 2) Model clustering: From Figure 4 , we can see that data at many operating points can be described almost as well by dynamic models identified at other operating points with adapted Wiener gains as by the model identifed at the same operating point. Define by V the VAF matrix illustrated in Figure 4 , where element v ij corresponds to the mean VAF over the five outputs when using Wiener model i for a 20-step prediction of validation data at operating point j. The matrix V can be used to group operating points to a limited number of models. A hierarchical agglomerative clustering algorithm is used to that respect [6] .
The algorithm is based on the relative VAF loss matrix ∆V , where the elements are given by
and a clustering matrix C initialized as
The element ∆v ij is a measure of how much VAF that is lost by removing model j and using model i instead for that operating point. The hierarchical clustering algorithm successively merges two of the existing clusters at each step until only one cluster remains. At each step, the algorithm first finds the minimum element of C, corresponding to the smallest VAF loss, and merges models in cluster j into the cluster for model i. A new column is added to C representing the new cluster. The distance to other models for the newly formed cluster is defined as the worst-case distance over the included operating points to the model. The details of the algorithm are described in Algorithm 1.
V. IDENTIFICATION RESULTS
The result of the clustering procedure can be illustrated in a dendrogram, see Figure 5 . The dendrogram shows the merges of operating points into clusters as a tree structure, Algorithm 1 Clustering algorithm based on the relative VAF loss matrix ∆V and the clustering matrix C.
1: Let K = number of operating points.
2: Initialize C = ∆V . 3: Set diag(C) = ∞ to reflect the fact that a cluster cannot merge with itself. 4: 
Find indices i, j of minimum element of C
6:
Merge cluster i and j into new cluster k, assign cluster i model to cluster k.
7:
Add a column to matrix C corresponding to cluster k, let c ⋆k = max(∆v ⋆s1 , · · · , ∆v ⋆sL ), where s 1 to s L are the operating points previously assigned to clusters i and j, now to cluster k.
8:
Set c ⋆k to ∞ for models that have previously been removed. 9: Remove clusters i and j by letting c ⋆i = ∞, c ⋆j = ∞.
10:
Remove cluster j model by letting c model(j)⋆ = ∞. 11: end for starting at the bottom where every operating point is in its own cluster. On the y-axis, the loss of VAF is shown for each merge. It can be seen that a few models may be removed at no loss at all, which means that a model identified at a different operating point proved to be marginally better than the corresponding model in some cases. This result is likely due to the choice of prediction horizon in the computation of VAF. A large number of models may be removed at a moderate cost; if a loss of 5 % is accepted only six clusters remain, if 10 % can be accepted only four clusters are needed.
It can be noted that the clusters are not randomly assembled. With only two clusters remaining, one consists of the low load operating points 1 to 6, and the other to the medium and high load operating points 7 to 30. The medium-to-high load cluster is further divided at a lower level into one cluster for medium load operating points 7 to 18 and one for high load operating points 19 to 30.
If we settle for five clusters, corresponding to a VAF loss of 7.5%, the worst-case fit between model and operating point will occur for operating point 3 which has been assigned to model 5. Figure 6 shows the measured output validation data at operating point 3, the 20 step prediction using model 3, and the 20 step prediction using model 5 with the adapted Wiener gain for operating point 3. It can be concluded that prediction of all outputs is very good using model 3, and only slightly worse using the adapted model 5. It can be expected that model 5 with the adapted Wiener gain is accurate enough to be used for control design.
VI. DISCUSSION
In general, it can be concluded that prediction based on the identified local linear models was very good for all five outputs. Standard system identification algorithms were used to fit dynamical black-box model of moderate order to fourinput-five-output data sets. Considering the complexity of the task, the results are surprisingly good. Furthermore, the Wiener modeling combined with the clustering algorithm reduces the number of dynamic models needed to an acceptable level while keeping the predictive ability of the remaining models high. The results are a promising start for model based control design that uses direct emissions measurements.
The choice of measured variables to be included as model outputs is not evident. From the purpose of the study, it is clear that y IM EP , y N Ox , and y op need to be included. Besides reduced emissions, an important goal of diesel engine control is to minimize fuel consumption. In the test engine, fuel consumption measurements were slow and inexact, so they were not a viable choice of output. Since combustion phasing α 50 is one important factor in determining the efficiency of the engine, it was included as an output to allow for some influence over brake efficiency in the control design. To limit audible noise and avoid damage to the engine, it is necessary to limit the peak pressure derivatives over the cycle d p , which was thus included as an output. Other outputs were considered as well, such as the intake manifold pressure and the ignition delay. Preliminary studies showed, however, that the additional outputs made the system identification algorithms less numerically robust resulting in identified models with worse predictive ability than models with only the first five inputs included.
A common issue in system identification of controloriented models of diesel engines is to handle the MIMO and nonlinear nature of the process. As more actuators are added to provide new degrees of freedom for optimizing emissions and fuel consumption, the experiment design and control design tasks suffer from the curse of dimensionality. The same is true for the approach suggested here. Expanding the study to cover the entire speed-load range of the engine and possibly also other inputs such as a second fuel injection would substantially increase the number of operating points required for identification.
Thus, new developments in actuator technology make the control design task harder. However, we could expect that this will to a certain extent be counteracted by new developments in sensor technology. With added on-line measurements of the important outputs, such as NO x , the requirements on off-line calibration could be substantially reduced. A fine grid of pre-calibrated static maps could be replaced by a coarse grid of dynamic models. If done right, the total experimental effort required for developing the engine controller need not increase. Physical modeling could be advocated in order to reduce experimental efforts. The results presented here could give some insights into the necessary structure of a physical model to be used for the purpose of on-line control of emissions. The authors are not aware of a practical physical model of moderate order with the chosen set of inputs and outputs. It would be interesting to pursue work in that direction, and to see a discussion of what physical quantities that best represent the 7 states needed for prediction.
VII. CONCLUSIONS
A method to model diesel engine dynamics over a range of operating points using system identification was presented. The model captures the influence of the most significant actuators on a set of important engine outputs. Notably, the model can predict measured emissions very well. For future work, it will be of interest to see what can be achieved using direct closed-loop control of measured emissions instead of indirect control through other measured variables which has been the dominant approach hitherto.
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