1. Introduction 1.1. The aim of this paper. We consider the sum S n of n € N = {1,2,...} independent Bernoulli random variables Xi,...,X n with success probabilities P{XJ = 1} = i -P{x,-= o} = Pj e [o, l], j€{i n}.
Since the distribution P Sn of S n has a complicated structure, it is often ap proximated by other distributions. To get higher accuracy, several authors deal with the corresponding asymptotic expansions. We can find publi cations on normal approximations and the Edgeworth expansion (see [22, Ch. 7] for the binomial case, [12, §4] , [5] , [13] , [23] ) and Poisson approxi mations and expansions related to the Charlier polynomials (see [14] for the binomial case, [10] , [7, § 5] , [18] , [2] [3] [4] , [1] , [16] , [17] ).
In this paper, we consider the approximation of P Sn by the binomial dis tribution Щп,р) with parameter n and arbitrary success probability p and also by finite signed measures, resulting from the corresponding Krawtchouk expansion of P Sn . Here we have to deal with the Krawtchouk polynomials, being orthogonal with respect to the binomial counting density. We prove some bounds and asymptotic relations for the total variation distance d T The presented method is similar to that used by Shorgin [18] in the Poisson approximation. For refinements of Shorgin's method, see [3] , [4] , [16] , [17] .
Some general notation.
In what follows, let
. n n 7*(P) = X](P -J>j)*> 7* = 7*(P) for * € N > e = J5_ = i_5^.
Remark. We have в < <5min{l, £[4рд] _1 }, where S = p max -p m in, Pmax = maxi^j^npj, and p min -rma.i^j^npj.
The proof is given in Sec tion 3.
Further, let
Here (£) = n™=i[(a!-* + !)/*] form 6 Z + and ж G С We write Д^(-, n,g) for the sequence (A j 6(m,n,?)) meZ+ and set Ц/Ц,» = sup meZ+ |/(m)| and ll/lli = Em=ol/( m )l for /= Z + -)• R. Always, let 0° = 1. If not defined otherwise, i is the imaginary unit in C. Let [x\ be the largest integer 1.3. Known facts. Ehm [8, Theorem 1, Lemma 2] considered the ap proximation of P Sn by 88(n,p) and proved the following estimates by using the Stein-Chen method:
(ra-f-ljpg ^ 0 min{l, npq}.
(1) 38(n,p) , where the parameters n G N, p G (0,1) are chosen in such a way that both, P 5n and S §(n,p), have the same mean and nearly the same variance. We only cite Soon's result: If A r = X)" =1 Pj f°r r G ]Sf, n = [A 2 /A 2 + f J, and p = A/n, then
Note that, if n -A 2 /A 2 , the variances of 3 §(n,p) and S n coincide. Other notes, dealing with binomial approximations, came from [10, Sec tion 4], [12, §3] , [21, Section 3] , [9] , and [11, Corollary 3] . It should be men tioned that Takeuchi and Takemura [21] considered the Krawtchouk expan sion of the counting density and the distribution function of the sum of not necessarily independent Bernoulli random variables, whereas Jaksevicius [9] approximated the distribution of the sum of independent identically dis tributed lattice random variables by a binomial type law.
Main results

The Krawtchouk expansion of P
Sn .
Theorem 1. For m € Z+ and arbitrary p, 
for n, m G Z + , j G {0,..., n}, with n^'l = n!/(n -j)\, and hence,
j=o * 3. With our assumptions, relation (3.5) in [21] is similar to (3).
In the following proposition, we give some alternative formulae for the Krawtchouk coefficients. We need the Krawtchouk polynomials Kj(x, n, p) G Щх] defined by (see [20, (2.82 (10) and (11) that a,j(p) can be con sidered as a function of (71 (p),..., Jj(p)) or of (/X(i),..., fi(j),p).
2. Using (10), we get
leading to a x (p) = 0, a 2 (p) = -72/2, and a 3 (p) = -73/З. 3. For m e Z+, we have 
Remarks. 1. For p = p and s = 1, we get estimates close to the upper bounds from (1).
2. Generally, an inequality Remark. We have 0 ^ x_(n,p) ^ (n-l)p< x+(n,p) ^ ra -1.
From the theory of orthogonal polynomials it follows that the zeros of the Krawtchouk polynomials Kj{x,n,p) for я 6 N, j 6 {l,...,n}, and [17] ). Generalizations of this result for the Poisson approximation to the Poisson binomial distribution can be found in [2] , [3] , [16] , [17] . By using 72 < Ej=i((Pmax + Pmin)/2 -Pj) 2 , the remaining part of the in equality is easily shown.
Proof of Theorem 1. We show the assertion by using gener ating functions and the equality
for j, n G Z + , z G C, which is easily proved by induction over j. For z G C, we have by independence
The proof is completed by comparing the power series. 
and, because of the binomial theorem and ТИ=о{^{к) IЩ z k = Il^iCl+Pj 2 )) 
+4
Inequality (29) follows in the case j ф n by letting a -(2j/(2s7 2 (p) + s2 7i(p) 2 )) 1/2 , s = (n-j)/n. If j = n, then (29) follows from the inequality (4) between the arithmetic and geometric means:
The lemma is proved. Remark. The inequalities (29), /3(z) < 1 for x G R, and (n-j)/n < 1 for j G {1,..., n} lead to the estimate
which also holds in case of 72(p) = 0. We will use (30) in the proof of Theorem 2. 
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and, for j
Proof. Using (26) and Cauchy's theorem, we get Remark. Combining the estimates (31) and (32), we get:
l|A'X-,-.rtll-<4 ( ;r p^T) (js+^us)
for j G N, n G Z + , p G (0,1), and Cj as in Lemma 2. The following lemma is needed for Lemma 4. 
Proof. It suffices to prove (36) for n G {2,3,...} and j G {1,..., n -1}. For these values, let
In what follows, it is shown that T(n,j) < [n/(n -l)]" -1 / 2 , from which inequality (36) 
For (40), see [20, (2.82.6) ]. The inequalities (37) and (38) follow from (39), 
\(n + j)pqj
The lemma is proved. for j ' ^ s + 1, we obtain in the case в(р) < 1,
giving (15) . To prove (16) 
The proof of (17) 
By using (39), the proof is completed. Corollary 2 is easily proved by using the following lemma. Since 0 < VQ < 17^1 and 0 ^ v n < v^i, the assertion follows from (39).
For the proof of Theorem 3, we need the following two lemmas. for an absolute constant M' 6 (0,oo) and sufficiently large npq. The lemma is proved. Proof of Theorem 3. In the case lim sup^^ <?W < 1, the re lations (24) and (25) are easily shown by using Corollaries 1, 2, Lemma 8, and the inequalities (15), (17) 
