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Re´sume´
On e´tudie dans ce papier certains anneaux de O¨re multivarie´s sur un corps fini. L’adap-
tation de l’algorithme de Buchberger dans ce cadre non commutatif permet de manipuler les
ide´aux de ces anneaux, notamment les ide´aux bilate`res. Ces outils permettent de construire
et d’e´tudier des codes tordus sur ces anneaux de polynoˆmes multivarie´s et en particulier de
fournir la matrice ge´ne´ratrice du code sous forme syste´matique.
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1 Introduction
Les codes correcteurs cycliques sont vus comme des ide´aux de Fq[X]/(X
n − 1) et de manie`re
plus ge´ne´rale, il est possible de regarder les codes construits comme des ide´aux de Fq[X]/(f) ou`
f est un polynoˆme arbitraire. Bien suˆr, dans cette ge´ne´ralisation, la condition simple de stabilite´
par de´calage circulaire des mots du code associe´ devient un peu plus complique´e.
Pour e´tendre encore cette construction, si l’on prend un automorphisme, θ, du corps fini Fq,
on peut regarder l’anneau de polynoˆmes non commutatif :
Fq[X, θ] = {a0 + ...+ anX
n, ai ∈ Fq}
On additionne ces polynoˆmes de manie`re usuelle, par contre la multiplication est de´finie en
e´tendant par associativite´ et distributivite´ la re`gle simple suivante :
∀a ∈ Fq, Xa = θ(a)X
Ce type d’anneau est un cas particulier des anneaux que O¨re a e´tudie´ dans [1].
De manie`re similaire aux codes cycliques dans le cas commutatif, il est possible de de´finir, en
utilisant des ide´aux, l’e´quivalent dans le cadre non commutatif : les θ-codes.
La de´finition et l’e´tude des θ-codes a e´te´ faite dans [2], [3], [4] et [5].
Le but de ce papier est de pre´senter une ge´ne´ralisation des θ-codes dans le cas ou` l’anneau de
O¨re sous-jacent est un anneau de polynoˆmes a` plusieurs variables.
Dans le cas commutatif, une e´tude des codes correcteurs vus comme des ide´aux d’anneaux de
polynoˆmes multivarie´s a e´te´ faite dans [6].
On va d’abord e´tudier les proprie´te´s de ces anneaux de O¨re multivarie´s, ensuite nous verrons
que la the´orie des bases de Gro¨bner s’adapte bien et naturellement a` ces anneaux de polynoˆmes.
L’introduction des bases de Gro¨bner nous permettra de manipuler les ide´aux de cet anneau,
notamment les ide´aux bilate`res. Enfin nous verrons une manie`re d’obtenir des codes correcteurs
graˆce aux outils e´tudie´s ainsi que quelques exemples et re´sultats sur les parame`tres du code,
notamment une fac¸on d’obtenir la matrice ge´ne´ratrice du code sous forme ge´ne´rique.
2 Etude d’un anneau polynomial de O¨re
2.1 De´finition
On se place dans Fq un corps fini de caracte´ristique p tel que p
r = q. Soit n ≥ 2, on choisit n
automorphismes de Fq, θ1, ..., θn, non ne´cessairement distincts. On de´finit de manie`re ensembliste :
Fq[X
θ1
1 , ..., X
θn
n ] = {
∑
i1,...,in
ai1,...,inX
i1
1 ...X
in
n , ai1,...,in ∈ Fq}
Cet ensemble est celui des polynoˆmes a` n inde´termine´es a` coefficients dans l’anneau Fq. Afin
d’alle´ger les notations, on appellera cet anneau Fq[X
θ] et un e´le´ment ge´ne´rique sera note´ :
∑
α
aαX
α
ou` α est un multi-indice.
On va munir cet ensemble d’une structure d’anneau non commutatif. On garde l’addition
usuelle mais la multiplication est de´finie par la re`gle simple suivante :
∀a ∈ Fq, ∀i ∈ {1, ..., n}, Xia = θi(a)Xi
On e´tend cette re`gle par associativite´ et distributivite´. On suppose que les variables Xi com-
mutent. La multiplication devient alors bien de´finie, de manie`re plus pre´cise :
(
∑
α
aαX
α)(
∑
β
bβX
β) =
∑
α,β
aαθ
α(bβ)X
α+β
2
On utilise ici la notation suivante : si α = (α1, ..., αn) alors θ
α = θα11 ...θ
αn
n ou` la loi utilise´e est
la composition des automorphismes.
On a donc de´fini un anneau de polynoˆmes a` plusieurs variables non commutatif, Fq[X
θ]. Voyons
quelques proprie´te´s de cet anneau.
2.2 Proprie´te´s
Proposition 1 L’anneau Fq[X
θ] est unitaire, inte`gre et ses e´le´ments inversibles sont les inver-
sibles de Fq.
Preuve :
On peut voir l’inte´grite´ en utilisant le degre´ total et en remarquant que le degre´ total d’un
produit est e´gal a` la somme des degre´s totaux de chacun des facteurs. La caracte´risation des
inversibles de cet anneau est e´galement e´vidente.

Par analogie avec le cas a` une variable, on va e´tudier les codes correcteurs qui sont des ide´aux
de Fq[X
θ]/I ou` I est un ide´al de Fq[X
θ]. Pour que ce quotient ait une structure d’anneau, il
convient que I soit un ide´al bilate`re. Si un ide´al est engendre´ par des e´le´ments centraux, alors il
est en particulier bilate`re. C’est pour cette raison que l’e´tude des e´le´ments centraux de Fq[X
θ]
nous inte´resse.
Proposition 2 On a l’inclusion suivante :
{
∑
i1,...,in
ai1,...,inX
i1|<θ1>|
1 ...X
in|<θn>|
n , ai1,...,in ∈
n⋂
i=1
(Fq)
θi} ⊂ Z(Fq[X
θ])
ou` Z(Fq[X
θ]) de´signe le centre de l’anneau Fq[X
θ] et | < θi > | l’ordre de l’automorphisme θi.
Preuve :
Il suffit de voir par distributivite´ et associativite´ que les e´le´ments dans l’ensemble du membre
de gauche commutent avec les constantes et les Xi. Ceci est imme´diat a` ve´rifier.

Cela signifie que certains e´le´ments centraux ont une forme particulie`rement simple qui ge´ne´ralise
assez naturellement le cas a` une variable. On nommera par la suite ces e´le´ments centraux parti-
culier les polynoˆmes super-centraux. Lorsque nous travaillerons avec des ide´aux bilate`res, nous les
chercherons tre`s souvent engendre´s par des polynoˆmes super-centraux. Nous verrons dans l’annexe
2 a` quoi ressemble plus pre´cise´ment l’ensemble des e´le´ments centraux, puisque l’inclusion de la
proposition pre´ce´dente est en ge´ne´rale stricte.
On va eˆtre amene´ a` travailler avec des ide´aux et des quotients dans des anneaux a` plusieurs
inde´termine´es. Dans le cas commutatif, pour de tels calculs, l’utilisation des bases de Gro¨bner est
incontournable. Nous allons voir dans le chapitre suivant que les principales proprie´te´s des bases
de Gro¨bner s’adaptent dans notre cas de manie`re assez simple.
3 Bases de Gro¨bner dans le cas non commutatif
Les bases de Gro¨bner dans les anneaux de O¨re ont e´te´ e´tudie´es en toute ge´ne´ralite´ dans [7] et
[9]. Une approche concernant les bases de Gro¨bner dans les ide´aux bilate`res est faite dans [8]. Ici
le cadre dans lequel on travaille est assez particulier puisque l’anneau de O¨re Fq[X
θ] ne comporte
pas de de´rivation. Une the´orie simple des bases de Gro¨bner peut alors eˆtre mise en place. Elle
calque la the´orie classique du cas commutatif avec des adaptations mineures.
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Avant tout, il convient de dire un mot sur les ordres monomiaux. En fait, sur ce point la`, il n’y
a pas de diffe´rence entre le cas commutatif et le cas non commutatif. Un ordre monomial classique
sera e´galement un ordre monomial de Fq[X
θ]. Dans la suite, si ce n’est pas pre´cise´, c’est l’ordre
lexicographique (avec X1 > ... > Xn) qui sera utilise´. Une pre´sentation de´taille´e des diffe´rents
ordres monomiaux est faite dans [11] page 52.
3.1 Introduction
Le but est d’arriver au re´sultat suivant qui est analogue au cas commutatif que l’on retrouve
par exemple dans [11] page 79.
Theore`me 1 Soit J un ide´al a` gauche de Fq[X
θ]. Il existe G = {g1, ..., gt} qui engendre a` gauche
l’ide´al J tel que pour tout f ∈ Fq[X
θ], il existe un unique r ∈ Fq[X
θ] ve´rifiant les deux conditions
suivantes :
• Il existe g ∈ J tel que f = g + r.
• Aucun des monoˆmes de r n’est divisible par un des monoˆmes de teˆte des gi.
Il faut bien faire attention au fait que les ide´aux que l’on conside`re sont des ide´aux a` gauche.
3.2 Les S-polynoˆmes
Un outil classique des bases de Gro¨bner est la notion de S-polynoˆme. C’est juste un polynoˆme
cre´e´ a` partir de deux autres qui a pour but de faire s’annuler les termes dominants. Il convient dans
notre contexte particulier d’adapter un peu la de´finition afin que les termes dominants s’annulent
encore malgre´ l’action des automorphismes.
Definition 1 Soit (f, g) ∈ Fq[X
θ]
2
ayant pour termes dominants respectivement aXα11 ...X
αn
n et
bXβ11 ...X
βn
n . Posons γi =Max(αi, βi). On pose α = (α1, ..., αn) et de meˆme on de´finit β et γ. Le
S-polynoˆme de f et g est donne´ par la formule suivante :
S(f, g) =
1
θγ−α(a)
Xγ−αf −
1
θγ−β(b)
Xγ−βg
C’est donc bien un polynoˆme fabrique´ pour simplifier les termes de teˆte de f et g.
Il est e´galement important de remarquer que S(f, g) appartient a` l’ide´al a` gauche engendre´ par
f et g puisque que l’on n’a effectue´ que des multiplications a` gauche.
3.3 L’algorithme de Buchberger
Mise a` part cette petite adaptation ne´cessaire pour les polynoˆmes tordus, le reste fonctionne
exactement pareil que dans le cas commutatif. On obtient l’algorithme suivant qui peut eˆtre
imple´mente´ en Magma et qui permet de calculer une base de Gro¨bner d’un ide´al a` gauche.
1) On part de notre ide´al a` gauche, J , engendre´ par (f1, ..., fr). On calcule les S(fi, fj) pour i
distinct de j.
2) On calcule un des restes de S(fi, fj) dans la division a` droite par la famille (f1, ..., fr). Si
un de ces restes, S, est non nul alors on transforme (f1, ..., fr) en (f1, ..., fr, S).
3) On recommence l’algorithme a` l’e´tape 1.
4) On re´duit la base de Gro¨bner ainsi obtenue et on la normalise comme dans le cas commutatif.
On obtient alors une base de Gro¨bner de l’ide´al I qui a les proprie´te´s e´nonce´es dans le the´ore`me.
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Exemple 1 :
Voyons pas a` pas sur un exemple comment marche cet algorithme. Soient θ(x) = x2 et α le
ge´ne´rateur de F4 donne´ par Magma. Soit J l’ide´al de F4[X
θ, Y θ] engendre´ a` gauche par :
f1 = X
2Y +X2 + 1, f2 = X
2Y 2 + αX + 1
On a S(f1, f2) = X
2Y + αX + Y + 1 et son reste dans la division par < f1, f2 > est non nul et
vaut :
f3 = X
2 + αX + Y
On poursuit l’algorithme en calculant S(f1, f3) = X
2 + αXY + Y 2 + 1, son reste dans la division
par l’ide´al a` gauche < f1, f2, f3 > vaut :
f4 = α
2XY + αX + Y 2 + Y + 1
On a S(f2, f3) = αXY
2 +αX + Y 3 +1 dont le reste est nul dans la division par < f1, f2, f3, f4 >
on passe donc a` l’e´tape suivante.
Au final, on obtient J =< f1, f2, f3, f4, α
2X + αY 3 + Y 2 + αY + α, αY 5 + α2Y 4 + α2Y 3 +
αY 2+α2Y, Y 4+Y 3, αY 2+Y, αY >Au L’e´tape de la re´duction de la base consiste a` ne garder que
les polynoˆmes dont les termes de teˆte ne sont multiples d’aucun autre terme de teˆte de polynoˆmes
de la famille obtenue, il reste donc :
J =< α2X + αY 3 + Y 2 + αY + α, αY >
Enfin on normalise la base et on obtient une base de Gro¨bner de J qui est :
J =< X + α2Y 3 + αY 2 + α2Y + α2, Y >
Remarque :
Dans cet algorithme, on utilise la division d’un polynoˆme par une famille de polynoˆmes. Cet
algorithme se passe comme dans le cas commutatif, c’est-a`-dire que l’on essaie de faire s’annuler
le terme de teˆte du polynoˆme a` diviser a` l’aide des termes de teˆte des diviseurs. Lorsque qu’on ne
le peut pas, on met le monoˆme re´calcitrant dans le reste. Bien suˆr cette division n’est pas unique
(c’est pour cela que les bases de Gro¨bner existent) et peut donner plusieurs restes en fonction de
la manie`re dont on s’y prend.
Exemple 2 : Voici a` pre´sent un exemple que l’on va garder en fil rouge durant ce papier pour
illustrer les diffe´rentes notions que l’on va introduire. On se place dans F4[X
θ, Y θ] ou` θ(x) = x2
muni de l’ordre lexicographique. On note e´crit F4 = {0, 1, α, α
2} ou` α est le ge´ne´rateur de F4
donne´ par Magma. Soit J l’ide´al a` gauche engendre´ par {f, g} avec :
f = X2Y 4 +X2, g = X3Y 2 + αY
Une base de Gro¨bner minimale est donne´e par les polynoˆmes p, q et r avec :
p = Y 5 + Y, q = X2Y 4 +X2, r = X4 + αY 3
Voyons une premie`re utilisation des bases de Gro¨bner dans notre contexte.
4 Degre´ et borne d’un ide´al
4.1 Degre´ d’un ide´al
Definition 2 On appelle degre´ de l’ide´al a` gauche J la dimension de Fq[X
θ]/J en tant que Fq-
espace vectoriel.
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Remarques :
• Meˆme si J n’est pas un ide´al bilate`re et que le quotient Fq[X
θ]/J n’a donc pas force´ment
une structure d’anneau, c’est bien un espace vectoriel sur Fq.
• Cette dimension peut eˆtre infinie, mais dans notre contexte pour faire des codes correcteurs,
on va vouloir se placer dans le cas ou` la dimension est finie.
Voyons a` pre´sent un moyen rapide de voir si la dimension de Fq[X
θ]/J est finie et de la calculer.
Soit J un ide´al a` gauche et (g1, ..., gr) une base de Gro¨bner de J . Puisque le reste dans la
division par J est uniquement de´termine´ lorsque l’on utilise une base de Gro¨bner, on peut identifier
l’ensemble des classes modulo J a` l’ensemble des restes. Un reste a la proprie´te´ de n’avoir aucun
monoˆme divisible par l’un des termes de teˆte des gi. La dimension de Fq[X
θ]/J en tant que
Fq-espace vectoriel est e´gal au cardinal de
{Xα, Xα /∈< LM(g1), ..., LM(gr) >}
ou` LM(gi) de´signe le monoˆme de teˆte de gi. Notons D(J), cette dimension.
Proposition 3 Soit J un ide´al et (g1, ..., gt) une base de Gro¨bner de J . Alors D(J) est finie si
et seulement s’il existe (ij)1≤j≤n tels que LM(gij ) = X
aj
j avec aj des entiers strictement positifs.
Preuve :
Soit n ≥ 2. Notons LM(gi) = X
ai,1
1 ...X
ai,n
n . Supposons par l’absurde que, par exemple,
∀i, ai,1 > 0, alors la famille de monoˆmes (X
j
n)j≥0 n’appartient pas a` < LM(g1), ..., LM(gr) >. La
dimension de Fq[X
θ]/J sera alors infinie.
Re´ciproquement prenons le plus petit entier aj tel qu’il existe i avec LM(gi) = X
aj
j . Une
famille ge´ne´ratrice de Fq[X
θ]/J est {Xi11 ...X
in
n }0≤ij≤aj−1 qui est bien de cardinal fini.

Exemple :
Si l’on reprend l’exemple pre´ce´dent, on a l’ide´al donne´ par sa base de Gro¨bner :
J =< Y 5 + Y,X2Y 4 +X2, X4 + αY 3 >
D’apre`s la proposition pre´ce´dente, on voit donc imme´diatement que Fq[X
θ]/J est de dimension
finie.
Celle-ci vaut 18 et une base du quotient est donne´e par les monoˆmes suivants :
{Y 0, Y, ..., Y 4, XY 0, ..., XY 4, X2Y 0, ..., X2Y 3, X3Y 0, ..., X3Y 3}
C’est-a`-dire l’ensemble des monoˆmes qui ne sont pas divisibles par l’un des termes de teˆte des
e´le´ments de la base de Gro¨bner.
Un des inteˆrets du calcul d’une base de Gro¨bner est de pouvoir connaˆıtre rapidemment le degre´
d’un ide´al et pouvoir faire des ope´rations dans le quotient Fq[X
θ]/J qui a maintenant une base
naturelle.
Remarque :
Par la suite, on va donc chercher des ide´aux a` gauche de degre´ fini.
On peut remarquer tout de suite que si J est engendre´ a` gauche par un seul e´le´ment alors le
degre´ de J vaut 0 (cas trivial) ou est infini.
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4.2 Vision sous forme d’escalier
Il existe une manie`re visuelle de repre´senter une base du quotient Fq[X
θ]/J .
Reprenons l’exemple pre´ce´dent, on a alors l’escalier associe´ a` l’ide´al :
J =< Y 5 + Y,X2Y 4 +X2, X4 + αY 3 >
✲
✻
X
Y
0 1 2 3 4 5 6
1
2
3
4
5
6
Dans ce diagramme un carre´ se trouve a` la position (i, j) si et seulement si XiY j est un
monoˆme qui n’est divisible par aucun des termes de teˆte de la base de Gro¨bner re´duite de J . Ceci
est e´quivalent a` dire que le monoˆme en question est un e´le´ment de la base naturelle de Fq[X
θ]/J .
Dans cet exemple, on retrouve le fait que la dimension en tant que Fq-espace vectoriel de
Fq[X
θ]/J est finie est vaut 18.
Remarque :
Si J ⊂ J ′ sont deux ide´aux a` gauche alors l’escalier de J contient l’escalier de J ′. La re´ciproque
est vraie pour des ide´aux monomiaux mais fausse en ge´ne´ral.
4.3 Existence d’une borne
Dans la construction des codes tordus classique, le polynoˆme ge´ne´rateur du code, g, doit eˆtre
un diviseur a` droite d’un polynoˆme central f . Ce qui dans le langage des ide´aux se traduit par le
fait que l’ide´al a` gauche (g) contient l’ide´al bilate`re (f).
Afin de ge´ne´raliser cette approche, on est donc amene´ a` e´tudier le proble`me suivant : e´tant
donne´ J un ide´al a` gauche, existe-il toujours un ide´al bilate`re I inclus dans J tel que I soit de
degre´ fini ?
Definition 3 Soit J un ide´al a` gauche de Fq[X
θ], on dit que I est une borne pour J si I ⊂ J et
I bilate`re.
Proposition 4 Tout ide´al a` gauche de degre´ fini posse`de une borne.
Preuve :
Soit J un ide´al a` gauche et G = (f1, ..., fr) une base de Gro¨bner de J . Montrons que J contient
un e´le´ment central. D’apre`s la proprie´te´ sur les bases de Gro¨bner, pour tout i ≥ 0, on effectue la
division suivante :
X
i|<θ1>|
1 = Ai +Ri
ou` Ai ∈ J et Ri est le reste.
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Comme le degre´ de J est fini par hypothe`se, ces restes appartiennent a` un sous-espace vectoriel
sur Fq de dimension finie (l’espace vectoriel dont une base est forme´e des monoˆmes qui ne sont
pas dans l’ide´al engendre´ par les monoˆmes de teˆte des fi). Cet espace vectoriel est e´galement de
dimension finie sur Fp ou` p est la caracte´ristique de Fq. Il existe donc d ∈ N et (di)0≤i≤d ∈ Fp tels
que :
d∑
i=0
diRi = 0
En effectuant la meˆme combinaison line´aire sur les divisions e´crites au dessus, on obtient alors :
d∑
i=0
diX
i|<θ1>|
1 ∈ J
On a trouve´ un e´le´ment central dans J , donc<
d∑
i=0
diX
i|<θ1>|
1 >⊂ J . On pose I =<
d∑
i=0
diX
i|<θ1>|
1 >,
c’est bien une borne pour J .

Cependant, ce qui nous inte´resse est que la borne I soit e´galement de degre´ fini et c’est possible :
Proposition 5 Tout ide´al de degre´ fini posse`de une borne de degre´ fini.
Preuve :
Soit J un ide´al de degre´ fini. Ce que l’on a fait dans la preuve pre´ce´dente avec la variable
X1, on peut le recommencer avec les autres variables, c’est-a`-dire qu’il existe des polynoˆmes
Pi ∈ Fp[X
|<θi>|
i ] (ils sont donc centraux) appartenant a` l’ide´al J . Posons I =< P1, ..., Pn >. Nous
allons montrer que I est bien une borne de degre´ fini de J . De´ja`, il est clair que I est inclus dans
J et que c’est un ide´al bilate`re.
Remarquons ensuite que lorsque l’on effectue la division d’un e´le´ment f par l’ide´al I, le reste
ne contient aucun monoˆme divisible par l’un des termes dominants des Pi. C’est-a`-dire que la
dimension de Fq[X
θ]/I est au plus
n∏
i=1
DegXi(Pi).

Exemple :
Reprenons toujours notre exemple pre´ce´dent, avec J donne´ a` l’aide d’une base de Gro¨bner par
J =< Y 5 + Y,X2Y 4 +X2, X4 + αY 3 >.
En effectuant plusieurs divisions successives et en cherchant des relations line´aires, on trouve
P1 = X
18 +X2 et P2 = Y
6 + Y 2 qui appartiennent a` J . L’ide´al I =< X18 +X2, Y 6 + Y 2 > est
bien un ide´al bilate`re inclus dans J et il est de degre´ fini, 108 = 18× 6.
Voici le graphique repre´sentant l’escalier de J et l’escalier de I. L’escalier de I contient donc
celui de J :
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Les cercles repre´sentent l’escalier et J et les carre´s celui de I.
4.4 Borne de degre´ minimale
Le diagramme pre´ce´dent montre que la borne I donne´e par l’algorithme peut eˆtre, dans certains
cas, assez grossie`re. On se pose naturellement la question suivante : e´tant donne´ un ide´al a` gauche
J peut-on trouver un ide´al bilate`re I ⊂ J tel que le degre´ de I soit minimum?
En effet, on voit que choisir I engendre´ par un polynoˆme en X et un polynoˆme en Y est assez
restrictif, il est fort possible qu’il y ait des polynoˆmes me´langeant les variables X et Y qui soient
centraux et qui appartiennent a` J . En particulier l’un des de´fauts de la construction de l’exemple
pre´ce´dent est que l’escalier de I ne tient pas compte de la forme particulie`re de l’escalier de J .
Par la suite le degre´ de la borne I va correspondre a` la longueur du code correcteur, il est donc
inte´ressant d’essayer d’optimiser ce degre´.
L’algorithme suivant permet de trouver des polynoˆmes centraux inclus dans J :
1) Soit J un ide´al a` gauche de degre´ fini, k, donne´ par une base de Gro¨bner et soit (N1, ..., Nn) ∈
N
n.
2) Pour tous les entiers (i1, ..., in) ∈ [0...N1 − 1] × ... × [0...Nn − 1], on effectue la division de
X
i1|<θ1>|
1 ...X
in|<θn>|
n par l’ide´al J :
X
i1|<θ1>|
1 ...X
in|<θn>|
n = Ai1,...,in +Ri1,...,in
ou` Ai1,...,in ∈ J .
D’apre`s la proprie´te´ fondamentale sur les bases de Gro¨bner, les restes Ri1,...,in ne sont compose´s
que de monoˆmes non divisibles par l’un des monoˆmes de teˆte des ge´ne´rateurs de la base de Gro¨bner
de J . On peut donc convertir les Ri1,...,in en des vecteurs de taille k a` coefficients dans Fq.
3) On forme la matrice en mettant en colonnes les N1...Nn vecteurs ainsi obtenus et l’on voit
cette matrice comme une application ∩ni=1(Fq)
θi-line´aire. On cherche une base du noyau de cette
matrice. Un e´lement de ce noyau, nous fournit donc une relation de de´pendance line´aire entre les
Ri1,...,in a` coefficients dans ∩
n
i=1(Fq)
θi . En effectuant la meˆme relation de de´pendance line´aire sur
les divisions de l’e´tape 2 on obtient un polynoˆme central qui appartient a` J .
On peut faire varier les Ni et les fixer de plus en plus grands pour obtenir d’autres polynoˆmes
centraux.
4) On forme l’ide´al bilate`re I engendre´ par les polynoˆmes centraux ainsi trouve´s.
Remarque Si l’on prend Ni ≥
deg(Pi)
|<θi>|
alors les polynoˆmes Pi de la proposition 5 vont eˆtre pris
en compte par l’algorithme pre´ce´dent, ainsi on sera assure´ que l’ide´al I trouve´ est bien de degre´
fini.
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Definition 4 Soit J un ide´al a` gauche de degre´ fini. On appelle ide´al bilate`re maximal associe´ a`
J et on note I∗ l’ide´al engendre´ par l’ensemble des polynoˆmes centraux appartenant a` J .
On va, dans les exemples que l’on va conside´rer par la suite, prendre les Ni suffisamment grand
afin d’avoir un ide´al I assez proche de J sans force´ment eˆtre l’ide´al bilate`re maximal associe´ a` J .
Exemple :
Revenons a` notre exemple pre´ce´dent, c’est-a`-dire J =< Y 5 + Y,X2Y 4 + X2, X4 + αY 3 >,
on avait trouve´ une borne pour J de degre´ 108, en fait il est possible de faire mieux en utilisant
l’algorithme de´crit pre´ce´demment.
Avec N1 = N2 = 10, on trouve un certain nombre de polynoˆmes centraux inclus dans J une
base de Gro¨bner de l’ide´al engendre´ par les polynoˆmes centraux ainsi obtenus est :
I =< Y 6 + Y 2, X2Y 4 +X2, X8 + Y 2 >
Le degre´ de I est 36, de plus si l’on dessine les escaliers correspondants aux ide´aux I et J , on
voit que la forme de I est moins grossie`re et mieux adapte´e a` l’ide´al J que pre´ce´demment.
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4.5 Base de Gro¨bner pour les ide´aux bilate`res
Afin de travailler avec l’ide´al I on est amene´ a` calculer une base de Gro¨bner d’un ide´al engendre´
par des polynoˆmes centraux. Remarquons tout de suite la proprie´te´ suivante :
Proposition 6 Soit I =< f1, ...fr > un ide´al ou` les fi sont super-centraux et soit I =< g1, ..., gt >
une base de Gro¨bner de I, alors les gi sont super-centraux.
Preuve :
Pour montrer cela remarquons deux choses :
• Le S-polynoˆme de deux polynoˆmes super-centraux est super-central (ce qui est e´vident si l’on
regarde la formule des S-polyoˆmes).
• Lorsque l’on effectue l’algorithme de division d’un polynoˆme super-central par d’autre po-
lynoˆmes super-centraux, le reste est un polynoˆme super-central. En effet tout se passe comme si
l’on travaillait dans l’anneau (∩ni=1(Fq)
θi)[X
|<θ1>|
1 , ..., X
|<θn>|
n ]).

Nous avons a` pre´sent tous les outils pour voir comment fabriquer un code correcteur a` l’aide
de ces anneaux de O¨re multivarie´s.
10
5 Fabrication de codes
5.1 Proprie´te´s sur les mots du code
Soit J un ide´al a` gauche de Fq[X
θ] de degre´ fini et I une borne de J de degre´ fini n. Apre`s
avoir pris une base de Gro¨bner pour I, il existe une base naturelle du quotient Fq[X
θ]/I qui est
de cardinal n. Par le the´ore`me de la correspondance des ide´aux, J peut eˆtre vu comme un ide´al
a` gauche de Fq[X
θ]/I puisqu’il contient I. A chaque polynoˆme de l’ide´al, on associe alors un mot
de Fnq dont les composantes sont juste les coordonne´es du polynoˆme dans la base de Fq[X
θ]/I.
Il y a ainsi une application qui a` un ide´al de Fq[X
θ]/I associe un code sur Fq. C’est une
ge´ne´ralisation naturelle de la construction des θ-codes. Ne´anmoins si l’on traduit en terme de mots
du code la stabilite´ par multiplication a` gauche par Xi, on obtient des proprie´te´s bien particulie`res
du code.
Voyons a` quoi ressemblent ces proprie´te´s que l’on a sur les mots dans un exemple simple.
Exemple :
Prenons un exemple simplifie´ (cas des codes multi θ-cycliques).
Soit J un ide´al a` gauche de Fq[X
θ1 , Y θ2 ]/(Xr − 1, Y s − 1).
Si P ∈ J avec :
P = a0,0 + a0,1Y + ...+ a0,s−1Y
s−1 + a1,0X...+ ar−1,s−1X
r−1Y s−1
alors
XP = θ(a0,0)X + θ(a0,1)XY + ...+ θ(a0,s−1)XY
s−1 + θ(a1,0)X
2...+ θ(ar−1,s−1)Y
s−1
Donc finalement la stabilite´ par multiplication par X se traduit par la condition suivante sur
les mots du code C :
(a0,0, a0,1, ...a0,s−1, a1,0, a1,1, ..., a1,s−1, ...ar−1,0, ar−1,1, ...ar−1,s−1) ∈ C
⇐⇒
(θ(ar−1,0), ..., θ(ar−1,s−1), θ(a0,0), ...θ(a0,s−1), ..., θ(ar−2,0), ..., θ(ar−2,s−1)) ∈ C
En fait c’est comme si le code e´tait cyclique par blocs.
Si l’on traduit a` pre´sent la condition de stabilite´ par multiplication par Y , on obtient la
condition suivante sur les mots :
(a0,0, a0,1, ...a0,s−1, a1,0, a1,1, ..., a1,s−1, ...ar−1,0, ar−1,1, ...ar−1,s−1) ∈ C
⇐⇒
(θ(a0,s−1), ..., θ(a0,s−2), θ(a1,s−1), ..., θ(a1,s−2), ...θ(ar−1,s−1), ...θ(ar−1,s−2)) ∈ C
C’est-a`-dire qu’a` l’inte´rieur de chacun des r blocs de taille s, il y a un de´calage circulaire. On
peut appeler ce code multi θ-cyclique.
Ici c’est un cas assez simple ou` les polynoˆmes de l’ide´al ont une forme assez agre´able. Dans
le cas ge´ne´ral, meˆme s’il y a des de´calages circulaires sur les blocs et a` l’inte´rieur des blocs, ces
de´calages sont perburbe´s par l’apparition de nouveaux termes comme dans le cas des θ-codes qui
ne sont pas θ-cycliques.
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5.2 Algorithme utilise´
Voici les e´tapes de l’algorithme mis en oeuvre pour obtenir les exemples de codes qui vont
suivre.
1) On se place dans Fq[X
θ] (qui sera souvent F4[X
θ, Y θ]). On choisit un ide´al a` gauche J . En
pratique, on prendra souvent J engendre´ par deux polynoˆmes.
2) On calcule la base de Gro¨bner re´duite de J . Graˆce a` cette base de Gro¨bner, on peut connaˆıtre
le degre´ de J . Si 0 < D(J) < +∞ on continue, sinon on choisit un autre ide´al.
3) On calcule une borne pour J , que l’on note I a` l’aide de l’algorithme pre´sente´ dans le
chapitre pre´ce´dent.
4) On voit les e´le´ments de J ⊂ Fq[X
θ]/I comme des D(I)-uplets qui forment les mots d’un
code.
Nous allons voir tout de suite un moyen simple de pre´voir les parame`tres du code ainsi obtenu
et surtout d’avoir facilement la matrice ge´ne´ratrice sous forme syste´matique du code.
6 Dimension du code et matrice ge´ne´ratrice
Le but de ce paragraphe est de montrer que l’on peut pre´voir la dimension du code que l’on
obtient.
6.1 Cadre et notations
Soit J un ide´al a` gauche de degre´ k, c’est-a`-dire qu’une base de l’espace vectoriel sur Fq,
Fq[X
θ]/J , a pour cardinal k. Notons cette base E = {e1, ..., ek}. On remarque que les e´le´ments de
cette base sont des monoˆmes, plus pre´cise´ment ce sont les monoˆmes qui ne sont pas divisibles par
l’un des monoˆmes de teˆte d’un e´le´ment de J (ou de manie`re e´quivalente par l’un des monoˆmes de
teˆte des e´le´ments d’une base de Gro¨bner de J).
Soit I ⊂ J une borne pour J avec D(I) = n. Notons une base de Fq[X
θ]/I en tant que Fq-
espace vectoriel F = {e1, ..., ek, f1, .., fn−k}. On peut choisir une base de cette forme la` comme
I ⊂ J (en effet les monoˆmes qui ne sont divisibles par aucun des termes de teˆte des e´le´ments de J
ne sont, a` fortiori, divisibles par aucun des termes de teˆte des e´le´ments de I). On note C le code
correcteur ainsi obtenu.
6.2 Re´sultat
On a la proposition suivante sur la dimension du code C.
Proposition 7 La dimension de C est n− k.
Remarque :
Comme attendu cela correspond a` ce qui se passe pour les codes tordus en une variable. En
effet si g est le polynoˆme ge´ne´rateur du code de degre´ k et f une borne de degre´ n, on sait que le
code a pour dimension n− k.
Preuve :
Le code C est forme´ de l’ensemble des restes des e´le´ments de J dans la division par I.
Montrons pour commencer que dim(C) ≥ n− k.
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En conservant les notations du pre´ambule, effectuons la division de fi par l’ide´al J :
fi = Ri −
k∑
j=1
βji ej
ou` Ri ∈ J donc
Ri = fi +
k∑
j=1
βji ej
est un e´le´ment de J . Regardons a` quel mot du code il correspond, c’est-a`-dire quel est son reste
dans la division par I. On a :
Ri = 0 +Ri
en effet les monoˆmes de Ri font partie de la base F .
En e´crivant les coordonne´es dans la base F , on a donc le mot suivant qui appartient a` C :
(β1i , ..., β
k
i , δ
1
i , ..., δ
n−k
i )
ou` δ est le symbole de Kronecker.
La dimension de C est donc au moins n− k.
La base de F n’est peut eˆtre pas range´e par ordre lexicographique mais une permutation de la
base ne change pas le re´sultat sur la dimension du code.
Montrons a` pre´sent que la dimension du code est exactement n− k.
Pour cela montrons que V ect{e1, ..., ek} ∩C = {0} et cela nous permettra de conclure d’apre`s
la formule des dimensions de Grassman.
Soit m appartenant a` l’intersection, il existe donc P ∈ J tel que :
P = R+m
ou` R ∈ I.
Donc m = P −R est dans J . C’est absurde au vu des monoˆmes que comprend m sauf si m = 0.
D’ou` le re´sultat.

Remarque :
• Graˆce a` la forme du mot de code correspondant a` Ri, on remarque que la distance minimale
de C ve´rifie :
d(C) ≤ k + 1
Ce qui correspond a` la borne de Singleton.
La me´thode pre´ce´dente va nous permettre de former une matrice ge´ne´ratrice et une matrice
de parite´ du code.
6.3 Matrice ge´ne´ratrice
Dans la de´monstration du chapitre pre´ce´dent, il ressort que les mots :
ci = (β
1
i , β
2
i , ..., β
k
i , δ
1
i , ..., δ
n−k
i )
forment une base du code. Si l’on change l’ordre de la base en (f1, ..., fn−k, e1, ..., ek) et que l’on
met chacun des mots de la base du code en ligne, on obtient donc la matrice ge´ne´ratrice suivante
de taille (n− k)× n :

 Idn−k (βji )


On remarque que cette matrice ge´ne´ratrice est en fait la matrice ge´ne´ratrice sous forme
ge´ne´rique.
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6.4 Matrice de parite´
Ayant la matrice ge´ne´ratrice sous forme ge´ne´rique, on peut facilement en de´duire la matrice
de parite´, celle ci est de taille (n− k)× n et s’e´crit :

 −βij Idn−k


7 Exemples
Voyons a` pre´sent quelques exemples de codes correcteurs que l’on obtient. On suit la meˆme
construction que dans le texte c’est-a`-dire que l’on choisit d’abord l’ide´al J .
Exemple 1 :
1) On se place dans F4[X
θ, Y θ] ou` θ(x) = x2.
2) Soient
P = αX2 + αXY 2 +XY +X + α2Y 2 + Y + α2
Q = αX2Y 2 +X2Y + αX2 +XY 2 +X + Y 2 + Y + 1
On note J =< P,Q > l’ide´al a` gauche engendre´ par P et Q.
3) Une base de Gro¨bner a` gauche engendre´e par P et Q est engendre´e a` gauche par les po-
lynoˆmes suivants :
P ′ = X2 +XY 2 + α2XY + α2X + αY 2 + α2Y + α
Q′ = XY + α2X + αY 4 + Y 3 + Y 2 + α2Y
R′ = Y 3 + αY 2 + α2Y + 1
L’ide´al J est donc de degre´ 4 et une base du F4-espace vectoriel F4[X
θ, Y θ]/J est {1, Y, Y 2, X}.
4) Si l’on prend N1 = N2 = 10, on obtient l’ide´al I donne´ avec sa base de Gro¨bner :
I =< X2 + 1, Y 6 + 1 >
On remarque d’ailleurs que ces polynoˆmes ne sont autres que P1 et P2.
5) On effectuant les quelques divisions de´crites au chapitre pre´ce´dent, on obtient un code de
parame`tres [12, 8, 4] sur F4 qui a pour matrice ge´ne´ratrice sous forme syste´matique :


1 0 0 0 0 0 0 0 1 α2 α 0
0 1 0 0 0 0 0 0 α2 α2 α2 0
0 0 1 0 0 0 0 0 α2 α2 1 0
0 0 0 1 0 0 0 0 0 1 α α2
0 0 0 0 1 0 0 0 α2 0 α2 1
0 0 0 0 0 1 0 0 α α 1 α2
0 0 0 0 0 0 1 0 1 α α 1
0 0 0 0 0 0 0 1 α2 α 0 α2


Exemple 2 :
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1) Prenons cette fois l’anneau F9[X
θ, Y θ] ou` θ(x) = x3 muni de l’ordre lexicographique clas-
sique. On note α le ge´ne´rateur de F9 donne´ par Magma.
2) Soit J =< f, g > l’ide´al a` gauche engendre´ par :
f = X2Y 2 + α7X2Y + α2X2 +XY 2 + αXY + α6X + α2Y 2 + α5Y + α6
g = α6X2Y 2 + α3X2Y + αX2 + 2XY 2 + α3XY +X + α6Y 2 + αY + α6
3) Une base de Gro¨bner de J est donne´e par :
p = X + α5Y 5 + αY 4 + Y 3 + Y 2 + α2
q = Y 3 + Y 2 + α2Y + α2
On remarque que J est bien de degre´ fini.
4) Une borne de degre´ fini de J est :
I =< X2 + α3, Y 6 + α3Y 4 + α6Y 2 + α3 >
5) On obtient alors un code de parame`tres [12, 9, 3] sur F9.
8 Annexe
Dans la proposition 2, nous avons vu une famille particulie`rement simple de polynoˆmes cen-
traux, mais il y en a d’autres. Nous allons dans ce paragraphe de´crire comple´tement le centre de
Fq[X
θ].
Soit P =
∑
i1,...,in
ai1,...,inX
i1
1 ...X
in
n un polynoˆme central, e´crivons ce que signifie la condition
XjP = PXj : ∑
i1,...,in
θj(ai1,...,in)X
i1
1 ...X
ij+1
j ...X
in
n =
∑
i1,...,in
ai1,...,inX
i1
1 ...X
ij+1
j ...X
in
n
Cette condition devant eˆtre ve´rifie´e pour tous les j, on doit avoir :
ai1,...,in ∈
n⋂
i=1
(Fq)
θi
.
Regardons a` pre´sent ce que signifie la contrainte de commutation avec les constantes. On doit
avoir aP = Pa c’est-a`-dire :
P =
∑
i1,...,in
aai1,...,inX
i1
1 ...X
in
n = P =
∑
i1,...,in
θi11 ...θ
in
n (a)ai1,...,inX
i1
1 ...X
in
n
Soit p la caracte´ristique de Fq et θ0(x) = x
p. Notons θi = θ
αi
0 . La condition e´crite ci-dessus
impose que pour tout i1, ..., in intervenant dans la somme (c’est-a`-dire ai1,...,in 6= 0), on ait
θi11 ...θ
in
n = id, on a donc la condition suivante sur les indices :
α1i1 + ...αnin ≡ 0 [r]
avec q = pr.
En conclusion :
Z(Fq[X
θ]) = {
∑
i1,...,in
ai1,...,inX
i1
1 ...Xnin, α1i1 + ...αnin ≡ 0 [r], ai1,...,in ∈
n⋂
i=1
(Fq)
θi}
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