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OF LINEAR ILL-POSED PROBLEMS IN HILBERT
SPACES
Ye Zhang 1, Bernd Hofmann 2
Abstract
In this paper, we study a fractional-order variant of the asymptoti-
cal regularization method, called Fractional Asymptotical Regularization
(FAR), for solving linear ill-posed operator equations in a Hilbert space
setting. We assign the method to the general linear regularization schema
and prove that under certain smoothness assumptions, FAR with fractional
order in the range (1, 2) yields an acceleration with respect to compara-
ble order optimal regularization methods. Based on the one-step Adams-
Moulton method, a novel iterative regularization scheme is developed for
the numerical realization of FAR. Two numerical examples are given to
show the accuracy and the acceleration effect of FAR.
MSC 2010 : Primary 47A52; Secondary 26A33, 65J20, 65F22, 65R30,
Key Words and Phrases: Linear ill-posed operator equation, asymptot-
ical regularization, fractional derivatives, stopping rules, source conditions,
convergence rates, acceleration
1. Introduction
It belongs to the main areas of competence of the journal “Fractional
Calculus & Applied Analysis” to publish papers that handle initial-boundary
value problems and abstract initial-value problems in Hilbert spaces for
time-fractional diffusion and wave equations, partially also with respect to
inverse and ill-posed problems. In this context, we refer for example to the
papers [14, 17, 18, 19] by M. Yamamoto, Y. Luchko, and coauthors.
The behavior of solutions to such equations plays an important role for
finding stable approximations to inverse problems aimed at characterizing
parameter functions of the underlying physical processes. As the papers
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mentioned above show, error estimates and explicit representations of so-
lutions to the fractional equations can also be used to generate new contin-
uous regularization methods. In the present paper, we try to complement
this research direction by extending the well-known method of asymptot-
ical regularization (Showalter’s method) in Hilbert spaces to a fractional
version using the left-side Caputo fractional derivative. In particular, we
are going to derive regularization properties by a stringent analysis and to
show at least by means of case studies an acceleration effect based on the
fractional derivatives.
Let A be a compact linear operator acting between two infinite dimen-
sional Hilbert spaces X and Y such that the range R(A) of A is an infinite
dimensional subspace of Y. It is well-known that then R(A) is non-closed,
i.e. R(A)Y 6= R(A), and the linear operator equation
Ax = y, (1.1)
is ill-posed and requires some kind of regularization. This is typical for
operator equations (1.1) which are models for linear inverse problems (cf.,
e.g., [9] or [10, § 2] and references therein). For simplicity, we denote by 〈·, ·〉
and ‖·‖ in the sequel the inner products and norms for both Hilbert spaces
X and Y. In this paper, we are interested in stable approaches for solving
(1.1) that can be realized by fast iterative algorithms. The corresponding
stable approximate solutions should be based on noisy data yδ of the exact
right-hand side y = Ax†, where x† = A†y denotes the minimum-norm
solution of (1.1). In this context, we consider the noise model ‖yδ − y‖ ≤ δ
with noise level δ > 0.
The simplest iterative regularization approach for solving (1.1) seems
to be the Landweber method, which is given by the iteration procedure
xδk+1 = x
δ
k +∆tA
∗(yδ −Axδk), ∆t ∈ (0, 2/‖A‖2) (k = 0, 1, 2...) (1.2)
with some starting element x0 ∈ X , where A∗ denotes the adjoint operator
of A. The continuous analog to (1.2) as ∆t tends to zero is known as
asymptotic regularization or (see, e.g., [26, 27]). It is written as a first
order evolution equation of the form
x˙δ(t) +A∗Axδ(t) = A∗yδ (1.3)
with some initial condition, where an artificial scalar time t is introduced.
There must be chosen an appropriate finite stopping time T∗ = T∗(δ) (a
priori choice) or T∗ = T∗(δ, yδ) (a posteriori choice) in order to ensure the
regularizing property xδ(T∗)→ x† as δ → 0.
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For the asymptotic regularization it is well-known that for all p > 0
under Ho¨lder-type source conditions
x† = (A∗A)pv, ‖v‖ ≤ ρ, (1.4)
and for the stopping time T∗ selected according to the a priori choice T∗ =
T∗(δ) ∼ δ−
2
2p+1 we have for all p > 0 (cf., e.g., [26, Theorem 2]) the order
optimal convergence rate
‖xδ(T∗)− x†‖ = O(δ
2p
2p+1 ) as δ → 0. (1.5)
From the analog result of the Landweber iteration in [5, Theorem 6.5] it can
be concluded for asymptotical regularization that we have for the stopping
time T∗ = T∗(δ, yδ) chosen according to Morozov’s discrepancy principle
the formulas
‖xδ(T∗)− x†‖ = O(δ
2p
2p+1 ) and T∗ = O(δ−
2
2p+1 ) as δ → 0. (1.6)
Moreover, it has been shown that by using Runge-Kutta integrators,
all of the properties of asymptotic regularization (1.3) carry over to its nu-
merical realization [24]. Hence, the continuous model (1.3) is of particular
importance for studying the intrinsic properties of a broad class of general
linear regularization methods for inverse problems, and can be used for the
development of new iterative regularization algorithms by combining some
appropriate numerical schemes.
A fatal defect for large-scale problems is the slow performance of Landwe-
ber iteration (too many iterations required for optimal stopping) as well as
of the asymptotical regularization method, i.e. too excessive stopping times
T∗ are required for obtaining optimal convergence rates (1.5). Therefore,
in practice, accelerating strategies are usually used. The well-known meth-
ods are semi-iterative methods (e.g. the Brakhage’s ν-method) and the
Nesterov acceleration scheme. It has been proven that
• for the ν-method, the optimal convergence rates can be obtained
with approximately the square root of iterations than those needed
for ordinary Landweber iteration [5, § 6.3]. However, in contrast to
the Landweber iteration, the ν-methods show a saturation phenom-
enon; i.e., the optimal convergence rate (1.5) and the asymptotic
k∗ = O(δ− 12p+1 ) hold only for p ≤ ν and p ≤ ν − 0.5, respectively.
• For the Nesterov acceleration scheme, the optimal convergence rates
are obtained if p ≤ 1/2 and if the iteration is terminated accord-
ing to an a priori stopping rule. If p > 1/2 or if the iteration
is terminated according to the Morozov’s conventional discrepancy
principle, only sub-optimal convergence rates can be guaranteed.
4 Y. Zhang, B. Hofmann
In both cases, sub-optimal convergence rates can be obtained with
the same acceleration speed as by the ν-method [22].
Recently, inspired by these two accelerated regularization methods and
the advantage of the continuous model, the authors extended (1.3) in [28]
to the damped second order dynamics of the form
x¨δ(t) + ηx˙δ(t) +A∗Axδ(t) = A∗yδ, η > 0. (1.7)
It has been shown that, under condition (1.4), (1.7) exhibits the same con-
vergence rate (1.5) as the asymptotic regularization method for all smooth-
ness index p > 0. By using the total energy discrepancy principle for
choosing the terminating time and the damped symplectic integrators, a
new iterative regularization algorithm has been proposed in this regard.
Even though numerical experiments demonstrate the acceleration effect of
the method (1.7), rigorous mathematical proof is still lacking.
In this paper, we replace the first derivative in the dynamical model
(1.3) with appropriate fractional derivatives. Specifically, we consider in
Hilbert spaces the following initial value problem(
CDθ0+x
δ
)
(t)+A∗Axδ(t) = A∗yδ, Dkxδ(0) = bk, k = 0, ..., n− 1, (1.8)
to an evolution equation of fractional order θ, where θ ∈ (0, 2), n = ⌊θ⌋+1,
and ⌊·⌋ is the floor function. Dk denotes the usual differential opera-
tor of order k. The left-side Caputo fractional derivative is defined by(
CDθ0+x
)
(t) := In−θ0+ D
nx(t), where In−θ0+ is the left-side Riemann-Liouville
integral operator, i.e., (In−θ0+ x)(t) :=
1
Γ(θ)
∫ t
0
x(t)
(t−τ)1−n+θ dτ with the gamma
function Γ(·). Note that, for θ = 1, (1.8) coincides with Showalter’s method
(asymptotical regularization). We will call the fractional dynamics (1.8)
with an appropriate choice of terminating time Fractional Asymptotical
Regularization (FAR). The main goal of this paper is to show that under
smoothness assumptions imposed on the exact solution, FAR with θ ∈ (1, 2)
yields an accelerated optimal regularization method.
The paper is structured as follows: in Section 2, we review basic con-
cepts in the general linear regularization theory so that they can be applied
to the convergence analysis of FAR. The regularization properties of FAR
under Ho¨lder-type and logarithmic source conditions are studied in Sections
3 and 4, respectively. Section 5 is devoted to the numerical realization of
FAR. Finally, concluding remarks are given in Section 6.
2. Linear regularization methods revisited
We start with some definitions, taken from [21] and [12], respectively.
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Definition 2.1. A function ϕ : R+ → R+ is called an index function
if it is continuous, strictly increasing and satisfies limλ→0+ ϕ(λ) = 0.
Definition 2.2. A family of functions gα(λ) (0 < λ ≤ ‖A‖2), defined
for regularization parameters 0 < α ≤ α¯, is called a generator function for a
linear regularization method to the ill-posed linear operator equation (1.1)
if the following three conditions are fulfilled:
(i) For the bias function rα(λ) = 1 − λgα(λ) we have for any fixed
λ ∈ (0, ‖A‖2] the limit condition limα→0 |rα(λ)| = 0.
(ii) There exists a constant γ1 > 0 such that |rα(λ)| ≤ γ1 for all λ ∈
(0, ‖A‖2] and for all α ∈ (0, α¯].
(iii) There exists a constant γ∗ > 0 such that
√
λ|gα(λ)| ≤ γ∗/
√
α for
all α ∈ (0, α¯].
Once a generator function family gα(λ) is chosen, the approximate so-
lutions to (1.1) based on the noisy data yδ are calculated by the procedure
xδα = gα(A
∗A)A∗yδ, (2.1)
where
xα = gα(A
∗A)A∗Ax†, (2.2)
characterizes the noise-free analog to xδα. By condition (iii) of Definition 2.2
and exploiting the triangle inequality, we obtain the well-known error esti-
mates
‖xδα − x†‖ ≤ ‖xα − x†‖+ ‖xδα − xα‖
= ‖rα(A∗A)x†‖+ δ‖gα(A∗A)A∗‖
≤ ‖rα(A∗A)x†‖+ γ∗δ/
√
α.
(2.3)
Furthermore, from properties (i) and (ii) of Definition 2.2 we deduce for
α → 0 point-wise convergence rα(A∗A)x → 0 for any x ∈ X (see, e.g., [5,
Theorem 4.1]). If the regularization parameters α = α(δ) or α = α(δ, yδ)
are chosen such that
lim
δ→0
α = lim
δ→0
δ2/α = 0,
one can derive convergence ‖xδα − x†‖ → 0 as δ → 0 by the estimate (2.3).
If we have an index function f depending on x† as upper bound of the
form
‖rα(A∗A)x†‖ ≤ f(α) (0 < α ≤ α¯) (2.4)
then this function also determines the error profile for the solution x† in
the noisy case, and was therefore termed ‘profile function’ in [12]. By using
the auxiliary index function Θ(α) :=
√
αf(α) and choosing the regulariza-
tion parameter a priori as α∗ = Θ−1(δ), we can derive under additional
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conditions the convergence rate
‖xδα∗ − x†‖ ≤ (1 + γ∗)f(Θ−1(δ)) = O
(
f(Θ−1(δ))
)
as δ → 0. (2.5)
Note that the three requirements in Definition 2.2 are not sufficient to
yield profile functions f for classes of solutions x†. It is well-known that
convergence rates for approximate solutions of form (2.1) are connected
with smoothness conditions imposed on the solution x† with respect to the
forward operator A. In order to measure the sensitivity of a regularization
method with respect to possible smoothness assumptions, the concept of
qualification in the sense of index functions is introduced:
Definition 2.3. Let ϕ be an index function. A regularization method
(2.1) generated by gα(λ) is said to have the qualification ϕ if there are a
constant γ > 0, independent of α, and a value α¯ > 0 such that for all
α ∈ (0, α¯] the inequality
sup
λ∈(0,‖A‖2]
|rα(λ)|ϕ(λ) ≤ γϕ(α)
is satisfied.
It should be noted that the concept of Definition 2.3 is an alternative to
the traditional concept of qualification in the sense of a positive number or
infinity used in [27] and [5, Chap. 4]. This alternative concept was originally
introduced in [21], but it has been frequently used by other authors recently.
Only if the index function ϕ is a qualification in the sense of Definition 2.3
for the regularization method with generator functions gα, we can derive
the rate result (2.5) from (2.4).
Example 2.1 (Ho¨lder source conditions). In this example we consider
the index functions ϕ(λ) = λp associated with the Ho¨lder source conditions
(1.4). If such ϕ is for some p > 0 a qualification for method generated by
gα, then we obtain from (2.3)
‖xδα − x†‖ ≤ γαpρ+ γ∗δ/
√
α
and hence for α∗ = α(δ) = cδ2p/(2p+1) (c > 0) the error estimate and
convergence rate
‖xδα∗ − x†‖ ≤
(
γ cp + γ∗/
√
c
)
δ
2p
2p+1 = O
(
δ
2p
2p+1
)
as δ → 0. (2.6)
If a benchmark source condition ψ is known to be a qualification for
the method generated by gα, then other index functions ϕ are also qual-
ifications whenever they are covered by ψ, and we refer to [21, Def. 2]
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and [21, Prop. 3, Remark 5 and Lemma 2] for the following definition and
proposition, respectively.
Definition 2.4. Let ψ(λ) (0 < λ ≤ ‖A‖2) be an index function. Then
an index function ϕ(λ) (0 < λ ≤ ‖A‖2) is said to be covered by ψ if there
is c > 0 such that
c
ψ(α)
ϕ(α)
≤ inf
α≤λ≤‖A‖2
ψ(λ)
ϕ(λ)
(0 < α ≤ α¯).
Proposition 1. The index function ϕ is a qualification for the method
generated by gα if ϕ is covered by ψ and if ψ is a qualification for that
method. If the quotient function λ 7→ ψ(λ)ϕ(λ) is increasing for 0 < λ ≤ λ¯ and
some λ¯ > 0, then ϕ is covered by ψ. If, in particular, the index function
ϕ(λ) is concave for 0 < λ ≤ λ¯, then ϕ is covered by ψ(λ) = λ.
Example 2.2 (Logarithmic source conditions). The focus of this ex-
ample is on logarithmic source conditions
x† = ϕµ(A∗A)v, ‖v‖ ≤ ρ, (2.7)
where for exponents µ > 0 the function ϕµ is defined as
ϕµ(λ) =
{
log−µ(1/λ) for 0 < λ ≤ e−µ−1,
arbitrarily extended as index function for λ > e−µ−1. (2.8)
Note that the condition (2.7) for any µ > 0 is significantly weaker than
the condition (1.4), even for arbitrarily small p > 0. As a consequence, the
expected logarithmic convergence rates are also significantly lower than in
the Ho¨lder case (2.6) and typically occur for severely ill-posed problems
(cf., e.g., [13]). If ϕµ is for some µ > 0 a qualification for method generated
by gα, then we obtain from (2.3)
‖xδα − x†‖ ≤ γ ϕµ(α) ρ + γ∗δ/
√
α,
for sufficiently small α > 0, and hence for α∗ = α(δ) = c δκ (c > 0,
0 < κ < 2) the convergence rate
‖xδα∗ − x†‖ = O (ϕµ(δ)) as δ → 0 (2.9)
as a consequence of limδ→0 δη/ϕµ(δ) = 0, which is valid for all η > 0.
3. FAR under Ho¨lder-type source conditions
In this section, we show that the FAR method with fractional order
θ > 0 introduced in the introduction can be assigned to the general linear
regularization schema recalled in Section 2. Therefore, we start with the
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verification of the generator function gα occurring in formula (2.1) associ-
ated with the fractional differential equation (1.8) and the corresponding
regularization properties. For simplicity, let bk = 0 in (1.8) for all k under
consideration. The case with non-vanishing initial data can be analyzed
similarly, see [28].
Let {σj ;uj , vj}∞j=1 be the well-defined singular system for the compact
linear operator A, i.e. we have Auj = σjvj and A
∗vj = σjuj with ordered
singular values ‖A‖ = σ1 ≥ σ2 ≥ · · · ≥ σj ≥ σj+1 ≥ · · · → 0 as j → ∞.
Since the eigenelements {uj}∞j=1 and {vj}∞j=1 form complete orthonormal
systems (with the exception of null-spaces) in X and Y, respectively, (1.7)
is equivalent to〈(
CDθ0+x
δ
)
(t), uj
〉
+ σ2j 〈xδ(t), uj〉 = σj〈yδ, vj〉, j = 1, 2, ... .
Using the decomposition xδ(t) =
∞∑
j=1
ξj(t)uj , we obtain
(
CDθ0+ξj
)
(t) + σ2j ξj(t) = σj〈yδ, vj〉, j = 1, 2, ... . (3.1)
On the other hand, according to [15, § 4.1.3], the solution to the equa-
tion
(
CDθ0+η
)
(t)− λη(t) = κ(t) with the vanishing initial data is explicitly
given by (see formula (4.1.62) in [15])
η(t) =
∫ t
0
(t− τ)θ−1Eθ,θ(λ(t− τ)θ)κ(τ)dτ, (3.2)
where the two-parametric Mittag-Leffler function Eθ1,θ2(z) is defined as
Eθ1,θ2(z) =
∞∑
k=0
zk
Γ(θ1k + θ2)
.
Therefore, together with (3.2), we deduce that the solution of (3.1) with
the vanishing initial data is given by
ξj(t) = σj〈yδ , vj〉
∫ t
0
(t− τ)θ−1Eθ,θ(−σ2j (t− τ)θ)dτ,
Consequently, by the above result, together with the identity [8, § 4.4]
∫ t
0
Eθ1,θ2(ξz
θ1)zθ2−1dz = tθ2Eθ1,θ2+1(ξt
θ1), θ2 > 0,
we deduce for all θ > 0 that
ξj(t) = σjt
θEθ,θ+1(−σ2j tθ)〈yδ, vj〉, j = 1, 2, ... .
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Thus, by using xδ(t) =
∑∞
j=1 ξj(t)uj , we obtain the explicit formula
xδ(t) = tθ
∞∑
j=1
Eθ,θ+1(−σ2j tθ)σj〈yδ, vj〉uj = gθ(t, A∗A)A∗yδ (3.3)
for the solution to (1.7), where the generator function gθ(t, λ) characterizing
the FAR method attains the form
gθ(t, λ) := tθEθ,θ+1(−λtθ). (3.4)
Furthermore, by using the recurrence relations
zmEθ1,θ2+mθ1(z) = Eθ1,θ2(z)−
m−1∑
k=0
zk
Γ(θ1k + θ2)
we obtain an associated bias function rθ(t, λ) = 1− λgθ(t, λ) of the form
rθ(t, λ) = 1− λtθEθ,θ+1(−λtθ) = Eθ,1(−λtθ) ≡ Eθ(−λtθ), (3.5)
where Eθ(z) =
∑∞
k=0
zk
Γ(θk+1) denotes the classical Mittag-Leffler Function.
Remark 3.1. For θ = 0.5, we have r(t, λ) = e−λ2t
[
1 + erf(−λ√t)],
where erf(z) := 2√
pi
∫ z
0 e
−τ2dτ represents the error function. Moreover,
r(t, λ) = e−λt for θ = 1, while r(t, λ) = cos(
√
λt) when θ = 2.
Lemma 3.1. Let θ ∈ (0, 2) be a fixed number. Then we have for all
z ∈ R+ the following three inequalities
|Eθ,θ+1(−z)| ≤ Cθ/(1 + z), (3.6)
|Eθ(−z)| ≤ Cθ/(1 + z), (3.7)
|Eθ(−z)| ≤ 3, (3.8)
where Cθ > 0 is a constant, depending only on θ.
P r o o f. Inequalities (3.6) and (3.7) follow from [23, Theorem 1.6] and
[8, Corollary 3.7] respectively. For the estimate (3.8), we distinguish three
cases: (I) θ ∈ (0, 1), (II) θ = 1, and (III) θ ∈ (1, 2). In this first case, (3.8)
holds according to the uniform estimate [25, Theorem 4]:
1
1 + Γ(1− θ)z ≤ Eθ(−z) ≤
1
1 + Γ(1 + θ)−1z
, (3.9)
For the second case, we have E1(−z) = e−z ≤ 1. Now, we consider the
last case. To this end, we set z := tθ and consider the function Eθ(−tθ).
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It is well known (see, e.g., [20]) that Eθ(−tθ) = fθ(t) + hθ(t), where the
completely monotone function −fθ is defined by
fθ(t) =
1
pi
∫ ∞
0
e−rt
rθ−1 sin(θpi)
r2θ + 2rθ cos(θpi) + 1
dr, (3.10)
and the oscillatory part hθ is given by
hθ(t) =
2
θ
et cos(pi/θ) cos (t sin(pi/θ)) .
Obviously, for θ ∈ (1, 2), fθ is a monotonically increasing function such
that −1 < 1− 2θ = 1pi
∫∞
0
rθ−1 sin(θpi)
r2θ+2rθ cos(θpi)+1
dr ≤ fθ(t) ≤ 0, while |hθ(t)| ≤ 2/θ
as cos(pi/θ) < 0. This implies |Eθ(−tθ)| ≤ 3. ✷
We remark that Cθ → 1 as θ ց 1, and Cθ →∞ as θ ր 2.
In order to assign FAR to the general linear regularization schema intro-
duced in Section 2, we exploit the one-to-one correspondence between the
artificial time t > 0 and the conventional regularization parameter α > 0
by setting t := α−1/θ.
Theorem 3.1. For θ ∈ (0, 2), gα(λ) := gθ(α−1/θ, λ) represents a
generator function in the sense of Definition 2.2 with θ∗ = Cθ/2 and Cθ
from Lemma 3.1. Consequently, FAR is a linear regularization method for
the ill-posed linear operator equation (1.1).
P r o o f. We have to check the three requirements (i), (ii) and (iii) in
Definition 2.2 for all θ ∈ (0, 2).
Since rα(λ) = r
θ(α−1/θ, λ) = Eθ(−λα−1), it follows from (3.7) that
|rα(λ)| ≤ Cθα/(α + λ), (3.11)
which shows that (i) is satisfied. The second condition (ii) is a con-
sequence of (3.8). It remains to find a bound γ∗ in (iii). Note that
gα(λ) = α
−1Eθ,θ+1(−λα−1). By using (3.6), we obtain the inequalities√
λ|gα(λ)| ≤
√
λCθ/(α + λ) ≤ Cθ/(2
√
α) (3.12)
and hence γ∗ = Cθ/2, which completes the proof. ✷
Referring back to the time variable t we obtain a linear regularization
method for the ill-posed operator equation (1.1) with the procedure
xδ(t) = gt−θ (A
∗A)A∗yδ. (3.13)
The behavior of the bias function rα(λ), or equivalently rt−θ (λ), is vi-
sualized in Figure 1. It follows from Remark 3.1 that for θ = 2, rt−2(λ) =
cos(
√
λt2). Obviously, we have for all λ under consideration rt−2(λ) 6→ 0
as t→∞, which damages the first condition of Definition 2.2. In order to
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Figure 1. Behavior of bias function rα(λ) for varying θ.
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obtain a regularization method in the case θ = 2, an additional damping
term in the model (1.8) should be introduced, see [28] for details.
Proposition 2. For all θ ∈ (0, 1) ∪ (1, 2) the function ϕ(λ) = λp is
a qualification of the FAR method if and only if 0 < p ≤ 1, i.e. there is a
saturation for p = 1.
P r o o f. The qualification of the FAR can be deduced from the esti-
mate (3.7) and the following inequalities
rα(λ) =
∣∣Eθ(−λα−1)λp∣∣ ≤ Cθλp
1 + λα−1
≤ γ(p, θ)αmin(p,1), (3.14)
where γ(p, θ) = Cθp
p(1−p)1−p for 0 < p < 1, and γ(p, θ) = Cθ‖A‖2(p−1) for
1 ≤ p < 2. The saturation at p = 1 follows from the lower bound in (3.9)
and the asymptotical behavior, see e.g. [23, § 1.2], Eθ(−z)z → 1/Γ(1 − θ)
as z →∞. ✷
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Remark 3.2. By the well-known results of Showalter’s method, see
e.g. [28, Remark 2.2], ϕ(λ) = λp is a qualification of the FAR method with
parameter θ = 1 for all p > 0 without saturation.
Theorem 3.2. Let x(t) and xδ(t) be solutions of (1.8) with noise-free
and noisy data, respectively. Then, under the assumption x† ∈ R((A∗A)p)
(cf. (1.4)), we have for the FAR method in the case θ ∈ (0, 1) ∪ (1, 2) and
p ∈ (0, 1] the convergence rate
‖xδ(T∗)− x†‖ = O
(
δ
2p
2p+1
)
as δ → 0 (3.15)
whenever the terminating time T∗ = T∗(δ) is chosen according to
T∗(δ) ∼ δ−
2
θ(2p+1) . (3.16)
Moreover, the following additional assertions are true if θ ∈ (0, 1):
(i) The convergence rate of method error ‖x(t)− x†‖ = O(t−θp) holds,
if and only if x† satisfies a source condition of type (1.4).
(ii) The worst-case convergence rate
sup
yδ :‖yδ−y‖≤δ
inf
t∈R+
‖xδ(t; yδ)− x†‖2 = O
(
δ
2p
2p+1
)
(3.17)
is equivalent to the following weaker condition
‖Esx†‖2 :=
∫ s
0
1d‖Eλx†‖2 = O
(
s2p
)
. (3.18)
(iii) If a terminating time T∗ exists such that
sup
yδ:‖yδ−y‖≤δ
‖xδ(T∗; yδ)− x†‖2 = o
(
δ
2p
2p+1
)
, (3.19)
then x† = 0.
P r o o f. The assertions concerning the convergence rate (3.15) follow
directly from (2.6) by setting T∗(δ) = (α∗)−1/θ in combination with Propo-
sition 2. The remaining assertions (i), (ii) and (iii) of the theorem are based
on standard arguments of regularization theory ([5, § 4.2] and [6]) in light
of estimates (3.6), (3.9), and (3.11). ✷
Remark 3.3. (a) The first part of Theorem 3.2 means that the optimal
convergence rates (3.15) of FAR can be obtained with approximately 1/θ
of iterations than needed for ordinary asymptotical regularization method
[5]. Therefore, FAR with θ ∈ (1, 2) yields an accelerated regularization
method for all p > 0. As the estimate (2.6) shows, for fixed δ > 0 the error
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of regularization is proportional to γ and γ∗. These constants, however,
tend to infinity as θ ր 2 such that values θ close to 2 need not be the best
choices of this parameter. (b) The source condition (1.4) implies the weaker
source condition (3.18). The converse is in general not true, however, (3.18)
implies x† ∈ ∩ν<pR((A∗A)ν), see [5, Lemma 4.12].
In practice, the a priori stopping rule (3.16) in Theorem 3.2 is not realis-
tic, since a good terminating time T∗ requires in addition to the knowledge
of δ also the knowledge of p characterizing the specific smoothness of the
unknown exact solution x†. Therefore, a posteriori parameter choices of the
stopping parameter are preferred, and we consider Morozov’s discrepancy
principle as the most prominent version exploiting zeros of the discrepancy
function
χ(t) = ‖Axδ(t)− yδ‖ − τδ, (3.20)
where we assume τ > 3 for the occurring factor of the noise level δ.
Lemma 3.2. If for τ > 3 the condition ‖yδ‖ > τδ is satisfied, the
function χ(T ) has at least one root.
P r o o f. By the explicit formula of xδ(t), c.f. (3.13), we derive together
with the estimates (3.8) and (3.14) that
χ(t) = ‖Axδ(t)− yδ‖ − τδ = ‖rt−θ (AA∗)(y − (y − yδ))‖ − τδ
≤ ‖rt−θ (AA∗)Ax†‖+ ‖rt−θ (AA∗)(y − yδ)‖ − τδ
≤ ‖x†‖ supλ∈(0,‖A‖2] |rt−θ (λ)|
√
λ− (τ − 3)δ
≤ γ(p, θ)‖x†‖t−θ/2 − (τ − 3)δ → −(τ − 3)δ < 0
as t → ∞. The continuity of χ(t) is obvious as we are dealing with the
linear problem. Since χ(0) = ‖yδ‖ − τδ > 0, the existence of the root of
χ(t) follows from the Bolzano’s theorem. ✷
Remark 3.4. As the proof of Lemma 3.2 indicates, the function χ(t) is
bounded above by a decreasing function ζ(t) := γ(p, θ)‖x†‖t−θ/2− (τ −3)δ.
Thus, the trend of χ(t) is to be a decreasing function, where oscillations
may occur, and we refer to Figure 2 for illustration.
Theorem 3.3. Under the assumption x† ∈ R((A∗A)p), we have for
the terminating time T∗ = T∗(δ, yδ) of FAR chosen as a solution of χ(T ) = 0
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Figure 2. The behavior of χ(T ) from (3.20) with different
fractional orders θ.
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(cf. 3.20) the convergence rates
T∗ = O
(
δ
− 2
θ(2p+1)
)
and ‖xδ(T∗)− x†‖ = O
(
δ
2p
2p+1
)
(3.21)
for p ∈ (0, 1] if θ ∈ (0, 1) ∪ (1, 2) and for all p > 0 if θ = 1.
P r o o f. Using the interpolation inequality ‖Bpu‖ ≤ ‖Bqu‖p/q‖u‖1−p/q
and the source conditions x† = (A∗A)pv, we deduce that
‖rα(A∗A)x†‖ = ‖(A∗A)prα(A∗A)v‖
≤ ‖(A∗A)(p+1/2)rα(A∗A)v‖2p/(2p+1) · ‖rα(A∗A)v‖1/(2p+1)
= ‖Arα(A∗A)x†‖2p/(2p+1) · ‖rα(A∗A)v‖1/(2p+1).
(3.22)
Since T∗ is chosen according to the equation χ(T ) = 0, we derive that
τδ = ‖Axδ(T∗)− yδ‖
=
∥∥∥ArT−θ
∗
(A∗A)x† + rT−θ
∗
(AA∗)(yδ − y)
∥∥∥
≥ ‖ArT−θ
∗
(A∗A)x†‖ − ‖rT−θ
∗
(AA∗)(yδ − y)‖.
(3.23)
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Now we combine the estimates (3.22) and (3.23) to obtain, with the source
conditions, that
‖rα(A∗A∗)x†‖ ≤ ‖Arα(A∗A)x†‖2p/(2p+1) · ‖rα(A∗A)v‖1/(2p+1)
≤
(
τδ + ‖rT−θ
∗
(AA∗)(yδ − y)‖
)2p/(2p+1)
ρ1/(2p+1)
≤ c′2ρ1/(2p+1)δ2p/(2p+1)
(3.24)
where c′2 := (τ + 3)
2p/(2p+1).
On the other hand, in a similar fashion to (3.23), it is easy to show that
τδ = ‖Axδ(T∗)− yδ‖ = ‖rT−θ
∗
(AA∗)y + r
T−θ
∗
(AA∗)(yδ − y)‖
≤ ‖ArT−θ
∗
(A∗A)x†‖+ ‖rT−θ
∗
(AA∗)(yδ − y)‖
≤ ‖ArT−θ
∗
(A∗A)x†‖+ 3δ.
(3.25)
If we combine the above inequality with the source conditions and the
qualification inequality, we obtain
(τ − 3)δ ≤ ‖Ar
T−θ
∗
(A∗A)x†‖
≤ ‖(A∗A)p+1/2rT−θ
∗
(A∗A)v‖ ≤ 2ργ(T∗)−θ(2p+1)/2, (3.26)
which yields the estimate for T∗ in (3.21). Finally, using (2.3), the estimate
for T∗ and (3.24), we conclude that
‖xδ(T∗)− x†‖ ≤ ‖rα(A∗A∗)x†‖+ γ∗
√
T θ∗ δ
≤ c1ρ1/(2p+1)δ2p/(2p+1) + γ∗
(
2γ
τ−3
)1/(2p+1)
ρ1/(2p+1)δ2p/(2p+1)
= C1ρ
1/(2p+1)δ2p/(2p+1).
This completes the proof. ✷
4. FAR under logarithmic source conditions
Now, we turn to the study of FAR method under conditions (2.7).
Proposition 3. For all θ ∈ (0, 2) and all µ > 0 the index function
ϕµ(λ), defined in (2.8), is a qualification of the FAR method.
P r o o f. For all θ ∈ (0, 2) the function ψ(λ) = λ is a qualification of
the FAR method, as shown in Proposition 2. Moreover, for arbitrary µ > 0
the index function ϕµ(λ) is concave for all 0 < λ ≤ e−µ−1, hence due to
Proposition 1 covered by ψ and consequently also a qualification of the
FAR method. This proves the proposition. ✷
Based on the above proposition, the following theorem holds as a con-
sequence of the discussions in Example 2.2 (cf. formula (2.9)).
16 Y. Zhang, B. Hofmann
Theorem 4.1. Let xδ(t) denote the solution of (1.8) with noisy data
yδ and noise level δ > 0. Then, under the assumption x† ∈ R(ϕµ(A∗A))
(cf. (2.7)) for arbitrary µ > 0, we have for the FARmethod and all 0 < θ < 2
the convergence rate
‖xδ(T∗)− x†‖ = O
(
log−µ
(
δ−1
))
as δ → 0 (4.1)
whenever the terminating time T∗ of FAR is chosen according to
T∗(δ) ∼ δ−κ/θ,
for some 0 < κ < 2,
Now, consider the a posteriori choice of regularization parameter. We
start with the following lemma.
Lemma 4.1. The index function
√
λϕµ(λ) is a qualification of FAR,
where ϕµ is defined in (2.8). Consequently, a constant c3 exists such that
sup
λ∈(0,e−2µ−1)
√
λ|rα(λ)|ϕµ(λ) ≤ c3
√
α log−µ
(
α−1
)
.
P r o o f. The assertion of the lemma follows from Proposition 3 in
combination with the fact that ϕ(λ) = λ is a qualification of FAR for all
θ ∈ (0, 2), and with the following inequality
sup
λ∈(0,e−2µ−1)
(√
λrα(λ)ϕµ(λ)
)2
≤ sup
λ∈(0,e−2µ−1)
λrα(λ) sup
λ∈(0,e−2µ−1)
rα(λ)ϕ2µ(λ).
✷
Theorem 4.2. Under the assumptions of Theorem 4.1, but for the
terminating time T∗ = T∗(δ, yδ) of FAR chosen as a solution of χ(T ) = 0
(cf. 3.20)), we have
T∗ = O
(
W2µ/θ
(
δ−2/θ log−2/θ(δ−1)
))
as δ → 0, (4.2)
where Wa(z) is the unique solution of ζ log
a(ζ) = z with respect to ζ, and
moreover the convergence rate
‖xδ(T∗)− x†‖ = O
(
log−µ(δ−1)
)
as δ → 0. (4.3)
P r o o f. Without loss of generality we assume that δ < e−2µ−1. By
combining inequality (3.25) and Lemma 4.1 with α replaced by T−θ∗ , we
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obtain
(τ − 3)δ ≤ ‖ArT−θ
∗
(A∗A)x†‖ ≤ c3T−θ/2∗ log−µ
(
T θ∗
)
≤ c3θ−µ/2T−θ/2∗ log−µ (T∗) .
Therefore, for δ ∈ (0, e−1), and if we set c4 := c3θ−µ/2(τ − 3)−1, we have
T∗ log2µ/θ(T∗) ≤ c2/θ4 δ−2/θ log−2/θ(δ−1), (4.4)
which yields the estimate (4.2), as well as the inequality√
T θ∗ ≤ c4δ−1 log−1−µ(δ−1). (4.5)
The estimate (4.3) can be driven according to inequalities (2.3), (4.5),
and to the Proposition 3. ✷
Remark 4.1. (a) To the best of our knowledge, under the logarithmic
source condition, for obtaining the optimal convergence rate (4.3), existing
regularization methods with a posteriori regularization parameter selection
methods require the time cost Told = O
(
δ−2 log−2−2µ(δ−1)
)
. However, in
the case of the FAR method, according to (4.4) we derive for θ > 1 that
T∗ ≪ T∗ log2µ/θ(T∗) ≤ c2/θ4 δ−2/θ log−2/θ(δ−1)≪ Told
for sufficient small δ > 0. This means that FAR with 1 < θ < 2 yields a
super accelerated optimal regularization method. (b) Similar to Theorem
3.2, the converse result for FAR under logarithmic source conditions can
be established by the existing technique, proposed in e.g. [1].
5. Numerical investigation of the FAR method
Roughly speaking, the fractional differential equation (1.8) with appro-
priate numerical discretization schemes for the artificial time variable and
stopping rule of iteration steps yields a concrete iterative regularization
method. Rather than performing a rigorous numerical analysis, we provide
in this section a numerical example to demonstrate if the regularization
property and the acceleration effect of the FAR carry over to its numerical
realization. To this end, we consider the one-step Adams-Moulton method
[2, 3], namely,

xδ,Pk+1 =
1
Γ(θ)
∑k
j=0 bj,k+1A
∗(yδ −Axδj),
xδk+1 =
1
Γ(θ)
(
ak+1,k+1A
∗(yδ −Axδ,Pk+1) +
∑k
j=0 aj,k+1A
∗(yδ −Axδj)
)
,
(5.1)
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where bj,k+1 =
∆tθ
θ
[
(k − j + 1)θ − (k − j)θ], and aj,k+1 = ∆tθθ(θ+1) · dj,k+1,
dj,k+1 =


[
kθ+1 − (k − θ)(k + 1)θ] , j = 0,[
(k − j + 2)θ+1 + (k − j)θ+1 − 2(k − j + 1)θ+1] , 1 ≤ j ≤ k
1, j = k + 1.
Remark 5.1. As the Landweber iterates, the iterates xδk+1 of (5.1)
obviously belong to the Krylov subspace Span
{
A∗yδ, ..., (A∗A)k−1A∗yδ
}
.
Therefore, the solution xδk+1 of (5.1) can be written as x
δ
k = gk(A
∗A)A∗yδ,
where gk is a polynomial of degree k. For proving the regularization prop-
erty of (5.1), one has to check that gk(λ) fulfills all three conditions in
Definition 2.2. Moreover, in order to prove the acceleration effect of 2.2
under source conditions (1.4), one must show that for all λ ∈ (0, ‖A‖2]:
|rk(λ)|(kλ)p → 0 as k →∞, where rk(λ) = 1−λgk(λ) represents the resid-
ual polynomial. However, all of these issues are not addressed here since it
is out of the scope of our current paper. Rather we refer to a similar result
in [7] for the second order asymptotical regularization.
Now, by employing the newly developed iterative regularization method
(5.1), we present some numerical results for the following integral equation
Ax(s) :=
∫ 1
0
K(s, t)x(t)dt = y(s), K(s, t) =
{
s(1− t), s ≤ t,
t(1− s), s > t. (5.2)
In this context, we choose X = Y := L2[0, 1] such that the operator A is
compact, selfadjoint and injective. Then the operator equation Ax = y can
be rewritten as x = −y′′ provided that y ∈ H2[0, 1] ∩H10 [0, 1]. Moreover,
the operator A has the singular system (eigensystem) {σj ;uj ;uj}∞j=1 with
σj = (jpi)
−1 and uj(t) =
√
2 sin(jpit). Furthermore, using the interpolation
theory (see, e.g., [16]) it is not difficult to show that for 4p− 1/2 6∈ N
R((A∗A)p) =
{
x ∈ H4p[0, 1] : x2l(0) = x2l(1) = 0, l = 0, 1, ..., ⌊2p − 1/4⌋
}
.
In our simulations, problem (5.2) is numerically solved by the linear
finite element method. Let Yn be the finite element space of piecewise
linear functions on a uniform grid with step size 1/(n − 1). Denote by Pn
the orthogonal projection operator acting from Y into Yn. Define An :=
PnA and Xn := A∗nYn. Let {φj}nj=1 be a basis of Yn, then, instead of
(5.2), we solve a system of linear equations Anxn = yn in practice, where
[An]ij =
∫ 1
0
(∫ 1
0 k(s, t)φi(s)ds
)
φj(t)dt and [yn]j =
∫ 1
0 y(t)φj(t)dt.
We consider the following two different right-hand sides for (5.2).
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Example 5.1. In this example let y(s) := s(1− s). Then the solution
is x† ≡ 2 and we have x† ∈ R((A∗A)p) for all p < 1/8.
Example 5.2. In this example let y(s) := s4(1−s)3. Then the solution
attains the form x† = −6t2(1−t)(2−8t+7t2), and we have x† ∈ R((A∗A)p)
for all p < 5/8.
Both examples are tested by using the grid size n = 100. Other param-
eters are: ∆t = 19.4850, x0 = x˙0 = 0, τ = 3.1. Uniformly distributed noises
with the magnitude δ′ are added to the discretized exact right-hand side:
[yδn]j :=
[
1 + δ′ · (2Rand(x)− 1)] · [yn]j , j = 1, ..., n,
where Rand(x) returns a pseudo-random value drawn from a uniform dis-
tribution on [0,1]. The noise level of measurement data is calculated by
δ = ‖yδn − yn‖2, where ‖ · ‖2 denotes the standard vector norm in Rn.
The iteration of (5.1) is terminated according to the discrepancy principle
(τ = 3 for all examples), i.e.
‖yδ −Axk∗n ‖L2[0,1] ≤ τδ < ‖yδ −Axkn‖L2[0,1], 0 ≤ k < k∗.
Finally, to assess the accuracy of the approximate solutions, we define the
L2-norm relative error for an approximate solution xk
∗
n : L2Err := ‖xk
∗
n −
x†‖L2[0,1]/‖x†‖L2[0,1], where x† is the exact solution to the corresponding
model problem.
The results of the simulation are presented in Table 1, where we can
conclude that, in general, the FAR method with θ ∈ (1, 2) needs fewer
iterations and offers more accurate regularized solutions. Concerning the
number of iterations, the conjugate gradient method for the normal equa-
tion (CGNE, cf., e.g. [11]) performed significantly more effectively than all
of other methods. However, the accuracy of the CGNE method is con-
siderably worse than other accelerated regularization methods, since the
step size of CGNE is too large to capture the optimal point and the semi-
convergence effect disturbs the iteration rather early. Note that we set a
maximal iteration number kmax = 200, 000 in all of our simulations.
6. Conclusion and outlook
In this paper, we have investigated the Fractional Asymptotical Reg-
ularization method (FAR) for solving linear ill-posed operator equations
Ax = y with compact forward operators A mapping between infinite di-
mensional Hilbert spaces. Instead of exact right-hand side y, we are given
noisy data yδ obeying the deterministic noise model ‖yδ − y‖ ≤ δ. We
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Table 1. Comparisons with the Landweber method, Nes-
terov’s method, Chebyshev method, and CGNE method.
δ
θ = 0.5 θ = 0.8 Landweber
k∗(δ) L2Err k∗(δ) L2Err k∗(δ) L2Err
Example 1: y(s) = s(1− s)
0.01 4712 0.2694 1961 0.2684 712 0.2639
0.001 9336 0.1494 7057 0.1484 5997 0.1439
0.0001 kmax 0.2597 kmax 0.2073 kmax 0.1807
Example 2: y(s) = s4(1− s)3
0.001 3916 0.3038 2585 0.2918 1347 0.2833
0.0001 8534 0.2003 4947 0.1995 2034 0.1878
0.00001 kmax 0.3195 kmax 0.2184 kmax 0.1509
δ
θ = 1.2 θ = 1.5 θ = 1.8
k∗(δ) L2Err k∗(δ) L2Err k∗(δ) L2Err
Example 1: y(s) = s(1− s)
0.01 136 0.2476 29 0.2187 11 0.2204
0.001 733 0.1407 97 0.1321 45 0.1325
0.0001 8716 0.0997 1286 0.0673 657 0.0764
Example 2: y(s) = s4(1− s)3
0.001 224 0.2520 90 0.2019 58 0.2382
0.0001 883 0.0901 217 0.0767 155 0.0704
0.00001 4582 0.0287 328 0.0067 243 0.0083
δ
Nesterov Chebyshev CGNE
k∗(δ) L2Err k∗(δ) L2Err k∗(δ) L2Err
Example 1: y(s) = s(1− s)
0.01 109 0.2590 127 0.2553 6 0.2213
0.001 704 0.1600 556 0.1496 19 0.1783
0.0001 4160 0.1025 4361 0.0897 38 0.0894
Example 2: y(s) = s4(1− s)3
0.001 102 0.2501 75 0.2434 6 0.2919
0.0001 208 0.1176 207 0.0990 13 0.1814
0.00001 1805 0.0280 2226 0.0196 15 0.0847
have proven that under both Ho¨lder-type and logarithmic source condi-
tions, FAR with fractional order θ ∈ (0, 2) exhibits an optimal regulariza-
tion method. Moreover, if θ ∈ (1, 2), FAR yields an accelerated method,
namely, the optimal convergence rates can be obtained with approximately
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the θ root of iterations than needed for ordinary Landweber iteration. Fi-
nally, with the help of the one-step Adams-Moulton method, a new iterative
regularization algorithm has been introduced.
As has been shown by this manuscript, fractional calculus can play some
role for regularization schemes aimed at the stable approximate solution to
general linear ill-posed problems. However, to the best of our knowledge,
the literature in this direction is quite limited. The initial results in this
work might be a bridge between fractional calculus and regularization the-
ory. Of course, there are many remaining interesting problems in this topic.
For instance, since the Hilbert scale can be understood as preconditioning
for iterative regularization methods [4], it seems to be necessary to derive
further assertions on acceleration of the FAR method in Hilbert scales. Cer-
tainly, the optimal choice of fractional order θ and extensions to nonlinear
problems are of interest. Yet, in the linear setting, new questions also arise,
for example the study of the damped system(
CDθ0+x
δ
)
(t) + ηx˙δ(t) +A∗Axδ(t) = A∗yδ, (6.3)
where θ > 1, and η > 0 is the damping parameter, which may or may not
depend on the artificial time t. A remaining natural question is whether
the damping term in (6.3) can yield a further acceleration of FAR.
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