Gaussian processes are the gold standard for many real-world modeling problems, especially in cases where a model's success hinges upon its ability to faithfully represent predictive uncertainty. These problems typically exist as parts of larger frameworks, where quantities of interest are ultimately defined by integrating over posterior distributions. However, these algorithms' inner workings rarely allow for closed-form integration, giving rise to a need for Monte Carlo methods. Despite substantial progress in scaling up Gaussian processes to large training sets, methods for accurately generating draws from their posterior distributions still scale cubically in the number of test locations. We identify a decomposition of Gaussian processes that naturally lends itself to scalable sampling by enabling us to efficiently generate functions that accurately represent their posteriors. Building off of this factorization, we propose decoupled sampling, an easy-to-use and general-purpose approach for fast posterior sampling. Decoupled sampling works as a drop-in strategy that seamlessly pairs with sparse approximations to Gaussian processes to afford scalability both during training and at test time. In a series of experiments designed to test competing sampling schemes' statistical behaviors and practical ramifications, we empirically show that functions drawn using decoupled sampling faithfully represent Gaussian process posteriors at a fraction of the usual cost.
Introduction
Gaussian processes (GPs) are a powerful framework for reasoning about unknown functions f given partial knowledge of their behavior, owing to the quality and interpretability of their predictions. In decision-making scenarios, wellcalibrated predictive uncertainty is crucial for balancing important tradeoffs, such as exploration versus exploitation and long-term versus short-term rewards. Bayesian learning naturally strikes this balance (Ghavamzadeh et al., 2015; Shahriari et al., 2015) . However, many quantities of interest defined with respect to GP posteriors (such as expectations of nonlinear functionals), cannot be computed analytically, but may be readily estimated by Monte Carlo sampling. Depending on this sample-based estimator's relative cost and statistical behavior, its performance may vary from state-ofthe-art to method-of-last-resort.
Unlike methods for scalable training and inference (Hensman et al., 2013; Wang et al., 2019) , techniques for efficiently sampling from posterior GPs have received little attention in the machine learning literature. On the one hand, naïve approaches to sampling are statistically well-behaved, but scale poorly owing to a need to solve for increasingly large linear systems at test time. On the other hand, fast approximation strategies using Fourier features (Rahimi and Recht, 2008) avoid costly matrix operations, but are prone to misrepresenting predictive posteriors (Wang et al., 2018; Mutny and Krause, 2018; Calandriello et al., 2019) . Investigating their respective behaviors, we find that many of these strategies are complementary, with one often excelling where others falter. Motivated by this comparison of strengths and weaknesses, we leverage a lesser known decomposition of GP posteriors that allows us to incorporate the best of both worlds.
Our approach centers on the observation that we may implicitly condition a Gaussian random variable by combining it with an explicit error-correction term. Translating this intuition to GPs, we may decompose the posterior as the sum of a prior and an update. By doing so, we are able to separately represent each of these terms using a basis well-suited for sampling. This notion of "conditioning by kriging" was first presented by Matheron in the early 1970s, with various applications to geostatistics (Journel and Huijbregts, 1978; de Fouquet, 1994; Chiles and Delfiner, 2009 ). The concept was later rediscovered in astrophysics (Hoffman and Ribak, 1991; Van de Weygaert and Bertschinger, 1996) , where it has been used to help simulate the universe as we know it.
We unite these ideas with techniques from the growing literature on approximate GPs to obtain an easy-to-use and general-purpose approach for accurately sampling from GP posteriors in linear time. arXiv:2002.09309v1 [stat.ML] 21 Feb 2020 2. Review of Gaussian processes
As notation, let f : X → R denote an unknown function with domain X ⊆ R d whose behavior is indicated by a training set consisting of n Gaussian observations y i = f (x i ) + ε subject to measurement noise ε ∼ N (0, σ 2 ).
A Gaussian process is a random function f : X → R such that, for any finite set of locations X * ⊆ X , the random vector f * = f (X * ) follows a Gaussian distribution. In particular, if f ∼ GP(µ, k), then f * ∼ N (µ * , K * , * ) is multivariate normal with covariance K * , * = k(X * , X * ) specified by a kernel k. Henceforth, we assume a zeromean prior µ(·) = 0 and continuous, stationary covariance function k(x, x ) = k(x − x ).
Given n observations y, the GP posterior at X * is defined as f * | y ∼ N (m * |n , K * , * |n ), where we denote m * |n = K * ,n (K n,n + σ 2 I) −1 y K * , * |n = K * , * − K * ,n (K n,n + σ 2 I) −1 K n, * .
When using (1) to help guide reinforcement learning agents (Kuss and Rasmussen, 2004) , black-box optimizers (Snoek et al., 2012) , and other complex algorithms, we often rely on samples to estimate quantities of interest. The standard way of generating these draws is via an affine transform of Gaussian random variables ζ ∼ N (0, I), namely
where (·) 1/2 denotes a matrix square root, such as a Cholesky factor. Since this scheme is exact up to numerical error, we take it to be the gold standard against which the sample quality of alternatives will be judged. Unfortunately, this sampling strategy is also one of the least scalable, since the cost of computing K 1/2 * , * |n is already O( * 3 ). The first column of Figure 1 visualizes sampling from a GP posterior given varying amounts of training data n. Since matrices on the right-hand-side of (1) grow as training sets increases in size, this method of sampling can be seen to accumulate little to no error as n increases. However, this growth requires us to invert increasingly large matrices both during training and at test time, which causes standard GP inference and sampling methods to scale poorly in n.
Function-space approximations to GPs
The preceding interpretation of GPs, as distributions over functions with Gaussian marginals, is commonly known as the function-space view (Rasmussen and Williams, 2006) . From this perspective, a natural way of approximating GPs is to represent f in terms of its behavior u = f (Z) at a carefully chosen set of inducing locations Z = {z 1 , ..., z m }. In line with this function-space intuition of reasoning about f via a small set of locations, this family of approximations is commonly referred to as sparse Gaussian processes.
Rather than directly conditioning on observations y, sparse GPs begin by defining an inducing distribution q(u) that explains for the data. Over the years, distinct iterations of sparse GPs have proposed different inducing paradigms (Snelson and Ghahramani, 2006; Titsias, 2009; Hensman et al., 2017) . In this work, we will remain agnostic regarding the choice of q(u) and simply assume that we have access to samples from q(u).
Given q(u), we approximate posterior distributions as
If u ∼ N (µ u , Σ u ), we compute this integral analytically to obtain a Gaussian distribution with mean and covariance
By virtue of explaining for n observations using m inducing variables, sparse GPs can be trained with O(ñm 2 ) timecomplexity, where the choice of batch-size 1 ≤ñ ≤ n depends on the particular algorithm. Since high quality approximations can be constructed using m n (Burt et al., 2019) , sparse GPs drastically improve upon their exact counterpart's O(n 3 ) scaling.
While posterior moments (4) may be computed at reduced cost, this benefit does not carry over when sampling. The standard procedure for sampling from sparse GPs is the same as in (2) and incurs O( * 3 ) cost. When used to drive Monte Carlo methods, sparse GPs can therefore be fast during trained but slow during deployment. The middle column of Figure 1 depicts samples from a posterior sparse Gaussian process with m = 8 inducing locations.
Weight-space approximations to GPs
In the function-space view of GPs, we reason about f in terms of the values it may assume at locations x ∈ X . We now turn to the weight-space view, where we will reason about f via an explicit set of basis functions. As per the kernel trick (Schölkopf and Smola, 2001) , k can be viewed as the inner product in a reproducing kernel Hilbert space (RKHS) H equipped with an feature map ϕ : X → H. If H is separable, we may approximate this inner product as
where φ : X → R is a finite-dimensional feature map (Rasmussen and Williams, 2006) . For stationary covariance functions, Bochner's theorem tells us that a suitable -dimensional feature map can be constructed via a set of random Fourier features (RFF) (Rahimi and Recht, 2008) . In this case, we have φ i (x) = 2 / cos(θ i x + τ i ), where θ i are sampled proportional to the kernel's spectral density and τ j ∼ U (0, 2π). By defining the Bayesian linear model
we obtain an -dimensional GP approximation. As in previous sections, f is now a random function with Gaussian marginals. At the same time however, this apparent randomness is now entirely controlled by the distribution of weights w = [w 1 , . . . , w ] .
For Gaussian likelihoods, the posterior weight distribution w | y ∼ N (µ w|n , Σ w|n ) is Gaussian with moments
where Φ = φ(X) is an n × feature matrix. In both cases, we may solve for the right-hand side at O(min{ , n} 3 ) cost by applying the Woodbury matrix identity.
Approximating the posterior f | y as weighted sums of basis functions in (6) is particularly advantageous for purposes of sampling. As before, we may generate draws from (7) by first computing Σ 1/2 w|n at O( 3 ) cost. 1 Unlike before, we now sample weight vectors rather than function values and each draw now defines an actual function evaluable at arbitrary locations x ∈ X . These methods have recently attracted attention in Bayesian optimization (Hernández-Lobato et al., 2014; Shahriari et al., 2015) , where the ability to finetune test locations X * by differentiating through samples is particularly valuable (Wilson et al., 2018) .
Unfortunately, these efficiency gains are counterbalanced by loss in expressivity. GP approximations equipped with covariance functions arising from finite-dimensional feature maps are well-known to exhibit undesirable pathologies at test time; see Rasmussen and Quinonero-Candela (2005) . In the case of Fourier-feature-based approximations, this manifests as variance starvation, whereby their extrapolatory predictions become increasingly ill-behaved as n increases (Wang et al., 2018; Mutny and Krause, 2018; Calandriello et al., 2019) . Intuitively, this occurs because the Fourier basis is only an efficient basis for representing stationary GPs. The posterior, however, is generally nonstationary. This tendency is evident in the right column of Figure 1 : samples from the posterior clearly deteriorate in quality as we transition from low to high-data regimes.
Motivation Prior to presenting our primary contributions, we briefly pause to restate key trends discussed above and shown in Figure 1 . Sampling from sparse GPs accommodates large amounts of training data n = |X|, but scales poorly with the number of test locations * = |X * |. Conversely, sampling from random Fourier feature-based weight-space approximations scales gracefully with * , but results in high approximation error as n increases. Function and weight-space approaches to sampling from GP posteriors therefore exhibit opposing strengths and weaknesses.
Hence, the question: can we obtain the best of both worlds?
Our approach to designing an improved sampling scheme, which doubles as a rough outline for this section, is as follows: (i) analyze the shortcomings of existing methods; (ii) identify a decomposition of GPs that isolates these issues; (iii) represent each term using a basis that addresses its corresponding issues. We begin by reviewing Matheron's rule for Gaussian random variables (Journel and Huijbregts, 1978; Chiles and Delfiner, 2009; Doucet, 2010) , which is central to our analysis. Theorem 1 (Matheron's Rule). Let a, b be jointly Gaussian random variables. Then the random variable a conditional on b = β is equal in distribution to
Proof. Follows immediately by computing the mean and covariance of both sides.
Intuitively, Matheron's rule tells us that conditional random variable a | b can be broken up into a term representing the prior p(a, b) and a term that communicates the error in the prior upon observing that b = β. Hence, we may sample a | b by drawing (a, b) from the prior and, subsequently, updating a to account for residuals β − b as in (8). The corresponding statement for GPs is as follows.
Proof. By Theorem 1, the corollary holds for arbitrary finite-dimensional marginals, so the claim follows by Kolmogorov's Consistency Theorem.
This approach to simulating Gaussian conditionals is implicit in Matheron's pioneering work in the field of geostatistics, where it was subsequently popularized by Journel and Huijbregts (1978) . Decades later, (9) was rediscovered in the astrophysics literature with applications to N-body simulations by Hoffman and Ribak (1991) . We combine these ideas with modern machine learning methods (such as sparse GPs) to create a more efficient approach to sampling.
Matheron's rule in weight-and function-spaces
Rewriting the standard formulae for conditional random variables distributed according to (sparse) GP posteriors in terms of Theorem 1, we have
where f * and f m are jointly drawn from the prior. We differentiate between these two equations by noting that for exact GPs (10), we condition on data points y; for sparse GPs (11), we condition on draws from q(u). Turning to the weight-space setting, the analogous expression given an initial weight vector w ∼ N (0, I) becomes
At first glance, it appears that sampling via Theorem 1 does not yield any improvement compared to standard methods.
Whereas (12) is of modest practical interest (it allows us to sample at O(min{ , n} 3 ) cost without resorting to an eigendecomposition), (10) and (11) are actually more expensive than the standard procedure.
At the same time however, Theorem 1 allows us to view GP posteriors from a different perspective. In particular, separating the effect of the prior from that of the data allows us to better diagnose the limitations of each sampling scheme's behavior. For function-space approaches, we see that the O( * 3 ) time-complexity is specific to the prior, since the update is linear in * . For weight-space methods, we see that erratic extrapolations stem from difficulty representing the update (i.e., the data), since stationary priors are well-behaved under the Fourier basis. Equipped with a better understanding of why these methods fail, we now demonstrate how to address their issues.
Matheron's rule with decoupled bases
So far, we have implicitly assumed a unified view of GP posteriors: when sampling in weight-space and in functionspace, we sought to generate draws from conditional distributions over weight vectors and function values, respectively. A variety of recent works (Cheng and Boots, 2017; Salimbeni et al., 2018; Shi et al., 2019) have introduced GP decompositions that separately represent different aspects of GPs into different bases, such as RKHS subspaces and their orthogonal complements. There, the authors exploit the different bases' properties to better approximate the overarching GP. We will do the same, but our goal will be to efficiently sample from the accompanying posteriors.
In addition to being a mechanism for updating samples, Matheron's rule 1 is a decomposition of the posterior. To further build on this distinction, we restate Corollary 2 using a weight-space approximation to the prior
The equivalent expression for exact GPs is obtained by setting Z = X, u = y, and replacing K −1 m,m with (K n,n + σ 2 I) −1 . 
Canonical basis: ψ(·) (6) to posterior (13).
Stepping through this example: (i) we draw a function f from an approximate prior; (ii) we construct an update function to account for the residuals u − f (Z) produced by an independent draw u ∼ q(u); (iii) we add these functions together to approximate a draw from the posterior.
In (13), we obtain an efficient approximator by separately discretizing the prior using Fourier basis functions φ i (·) and the update using canonical basis functions k(·, z j ). While other decompositions exist (see Appendix A), this particular decoupling directly capitalizes upon each basis' strengths: the Fourier basis is well-suited for representing the prior (Rahimi and Recht, 2008) and the canonical basis is wellsuited for representing the data (Burt et al., 2019) .
By combining these bases as in (13), we therefore inherit the best of both worlds. As in weight-space methods, we may efficiently approximate draws from the prior using an -dimensional Bayesian linear model f (·) = φ(·) w, where weights w are standard normal (owing to the assumed stationarity of kernel k). 2 As in function-space methods, we may faithfully represent the update since basis functions k(·, z j ) are in one-to-one correspondence with inducing locations z j ∈ Z. This retention of statistical propriety is evident on the right-hand side of Figure 2 : despite using half as many basis functions as the weight-space method (see Figure 1 ), decoupled sampling's statistical properties mirror those of the gold standard.
Expanding upon these properties, we note the following intuitive behaviors. The update function's task of "error cor-rection" subsumes that of representing the posterior mean:
replacing the prior draw f with the prior mean E[f ] reduces (13) to the standard expression for the conditional expectation E[f | u]. Since this task is performed in the canonical basis, the expected value of decoupled sample paths is guaranteed to coincide with that of (sparse) GP's posterior. As a result, decoupled sampling becomes increasingly well-behaved as the number of training (inducing) locations grows. Conversely, we are guaranteed to revert to the prior as we move away from the data, assuming local basis functions k(·, z) (see center column of Figure 2 ).
While these insights tell us about decoupled sampling's qualitative behavior, they do not allow us to make quantitative statements about its alleged benefits. To this end, the following section provides a means of objectively comparing different sampling schemes' statistical properties.
Error bounds
Due to its use of an approximate prior, decoupled samplingintroduces an additional source of error at test time. Anecdotal evidence (see Figure 2 ) suggests that this sampling error is often small in comparison to the error introduced by inducing point approximations. Here, we study decoupled sampling's analytic properties to clarify how the quality of approximate prior impacts the functions we draw. We present the results of this analysis below, and reserve proofs and derivations of associated constants for Appendix B. As a convenient shorthand, we refer to the particular decoupled sparse GP approximation introduced in (13) as DSGP.
The similarity of GPs is often characterized by defining a distance on the space of probability distributions (Gibbs and Su, 2002) . We focus on the 2-Wasserstein distance between GPs (Mallasto and Feragen, 2017) , which has a number of de- , and let f (s) be a sparse GP posterior. Then we have 
where W 2,L 2 (X ) and W 2,C(X ) are the 2-Wasserstein distances over L 2 (X ) and the space of continuous functions C(X ) equipped with the supremum norm.
This bound tells us that the error exhibited by DSGP function draws cleanly separates into independent terms associated with the sparse GP and approximate prior. In particular, the way in which error in the prior carries over to the posterior is controlled by the inducing locations Z (via a constant C 1 ), but not by the inducing distribution q(u).
We continue this analysis by studying the DSGP moments. Since a DSGP's mean is guaranteed to coincide with that of a sparse GP, we focus on the error they introduce into the posterior covariance. When using RFF to approximate the prior, this error will depend on the -dimensional basis φ given by parameters τ ∼ U (0, 2π) and θ ∼ s(θ), where s(·) denotes the (normalized) spectral density of k. We therefore bound the expectation of this error. Proposition 4. In the setting of Proposition 3, let k (f |y) , k (w) , k (s) , k (d) respectively denote the covariance functions of processes f | y, f (w) , f (s) , f (d) . We have that
where C 2 is a constant given by Sutherland and Schneider (2015) , and C 3 is a constant given in Appendix B.
Much like the DSGP itself, error in the posterior covariance separates into terms associated with the covariance of the sparse GP k (s) and approximate prior k (w) . This latter source of error represents discrepancies introduced during sampling by using RFF to approximate the prior and decays at a dimension-free rate as the number of basis functions increases. Intuitively, this behavior stems from the fact that RFF acts as a Monte Carlo estimate to the true covariance. As a result, DSGP performs favorably in high-dimensional cases despite the fact that, in practice, the number of training points n is often superlinear in dimensionality d.
Experiments
We investigate decoupled sampling's behavior in a series of sample tests accompanied by two practical applications, Thompson sampling and dynamical system simulation. Each of these experiments highlights different properties of decoupled sample paths: uncertainty calibration, robustness and differentiability, and computational savings.
Testing uncertainty calibration with the 2-Wasserstein.
To better understand how the bounds presented in Section 3.3 manifest in the real world, we put the various sampling schemes through numerical experiments that empirically estimated the 2-Wasserstein distance bounded by (14). These tests allows us to see how this distance is affected by factors, such as the number of training points, whose effects are difficult to directly analyze. In each trial, we measured the distance between the true posterior and empirical dis- Figure 4 : Performance of parallel Thompson Sampling (TS) and popular baselines when optimizing d-dimensional functions drawn from GP priors. Function-space TS delivers competitive performance for d = 2, but quickly deteriorates as d increases due its inability to use gradients to combat the curse of dimensionality. Function-space TS delivers competitive performance for d = 2, but is held back by its inability to combat the curse of dimensionality using gradients. RFF-based TS avoids this issue but requires b n basis functions to perform well. TS with decoupling sampling matches or outperforms competing approaches in all observed cases. See Appendix C for additional results.
tributions of samples generated using the various strategies introduced in the paper. To eliminate confounding variables, experiments were run using exact GPs with known hyperparameters (see Appendix C for details). Across trials, we investigated each method's behavior given increasing amounts of training data in different dimensional spaces. Figure 3 shows that weight-space sampling tends to deteriorate as the relative number of training points n increases. Variance starvation causes sample paths' extrapolatory behavior to increasingly misrepresent the posterior. This issues is exacerbated as dimensionality d rises, since we can expect the (randomly chosen) test locations X * to lie further and further away from the data.
In contrast, decoupled sampling retains its performances and may even improve. This behavior stems from the use of a basis that expands as the number of data points increases to represent the update. Uncertainty in the posterior diminishes as n increases, causing sample paths to become increasingly controlled by the mean. And, since decoupled sample paths are guaranteed to exhibit the correct mean, their statistical behavior typically improves. This process occurs more slowly in higher dimensional cases; however, since these functions revert to the prior, they exhibit constant error (due to the use of an approximate prior) when extrapolating.
Thompson Sampling with robust, differentiable draws. Thompson Sampling (TS) is a classic strategy for decisionmaking in the face of uncertainty, whereby a choice x ∈ X is selected according to its estimated probability of being optimal (Thompson, 1933) . When used as a vehicle for GP optimization, TS evaluates a path-wise minimizer
of a function drawn f | y from the posterior. Upon finding this minimizer, x n+1 is evaluated to obtain y n+1 , the pair (x n+1 , y n+1 ) is added to the training set, and the process repeats. In practice, this algorithm is (embarrassingly) parallelized by independently drawing κ > 1 functions and evaluating a minimizer of each one (Hernández-Lobato et al., 2017; Kandasamy et al., 2018) .
We compare the performance of parallel TS equipped with the various sampling schemes discussed in Section 3, along with two common baselines. To help eliminate confounding variables, experiments were run using functions drawn from known GP priors with fixed measurement noise y i ∼ N (f i , 10 −3 ). Across trials, we varied both the dimensionality d of search spaces X = [0, 1] d and the number of initial basis functions. We set κ = d, but this choice was not found to greatly influence results. For a fair comparison, the total number of basis functions b = n + was held equal for weight-space and decoupled samplers. Figure 4 shows that different methods of sampling from GP posteriors dramatically influence achieved performance. While all methods suffered from the curse of dimensionality, TS in function-space deteriorates most aggressively, owing to a lack of gradient signals and inability to generate large sample vectors f * | y. Weight-space TS resolves both of these issues and, therefore, performs competitively-so long as b n, such that it accurately approximates the posterior. On the other hand, TS in weight-space collapses due to variance starvation when b ≈ n, often performing worse than simpler alternatives.
Decoupled sampling avoids these limitations. As function draws, decoupled sample paths (f | y)(X * ) boast linear time complexity O( * ) and can be minimized by differentiating with respect to X * . Moreover, because the canonical basis is able to efficiently represent the update, these sample paths retain their statistical properties even when b ≈ n or, in the case of sparse GPs, b n. Figure 5 : Sparse GP-based simulation of a FitzHugh-Nagumo model neuron subject to evolution noise t ∼ N (0, 10 −2 I) and current injection I(t) ∈ R. Left: True drift function f given a fixed current I(t) = 0.5. Middle: Quartiles of 1000 voltage traces generated in response to a sinusoidal control signal (dashed black) using iterative (orange) and decoupled (blue) sampling are compared with those of ground truth simulations (gray). Upper right: Runtime comparison of iterative and decoupled sampling: the former scales cubically, while the latter runs in linear time. Lower right: 2-Wasserstein distances between state distributions at times t are approximated using the Sinkhorn algorithm (Cuturi, 2013) . The noise-floor (gray) was established using additional ground truth simulations.
Simulating dynamical systems in linear time. Modelbased simulators are commonly used in cases where realworld data collection proves impractical (or impossible). For example, GP surrogates are a key component of state-ofthe-art methods for solving the types of continuous control problems seen in robotics (Deisenroth et al., 2015; Kamthe and Deisenroth, 2018) . Without loss of generality, we assume that our goal is to model a time-invariant system whose dynamics are governed by a stochastic differential equation admitting the Euler-Maruyama representation
where s t denotes the state at time t, c t ∈ U ⊆ R c a control input, and t ∼ N (0, I) a standard normal random vector.
Having trained a (sparse) GP to represent drift function f , we simulate the system's evolution over time by unrolling: given a state-control pair (s t , c t ), we sample a transition ∆s t according to the GP posterior and step as in (17). Since the resulting trajectory s 1:t is determined online, standard approaches to sampling require us to iteratively condition on the preceding sample f t when drawing f t+1 | f 1:t . Use of caching and rank-1 downdates help limit associated costs; however, the resulting algorithm's time complexity still scales cubically in the number of steps t. By virtue of drawing functions, decoupled sampling avoids this machinery and allows us to simulate trajectories in linear time O(t).
To better understand the practical ramifications of unrolling with decoupled samples, we used a sparse GP to simulate the dynamics of a well-known model of a biological neuron (FitzHugh, 1961; Nagumo et al., 1962) ; results are shown in Figure 5 . For both sampling schemes, simulated trajectories accurately characterizes the ways in which the system may respond to a given control signal. Their respective costs, however, vary dramatically: simulations that required 10 hours using the iterative approach ran in 20 seconds using decoupled sampling while achieving competitive accuracy.
Conclusion
Decomposing Gaussian processes is a general strategy for constructing efficient approximation schemes. We have focused on a particular case, where a posterior is seen as the sum of a prior and an update, and shown how this decoupling can be exploited to efficiently draw functions from this posterior. Even within this choice of decomposition however, optimal treatment of these terms will ultimately depend upon the nature of the task at hand. For example, when working with select kernels or structured covariance matrices, it is sometimes possible to efficiently generate draws from the prior without introducing approximation error (Oliver, 1995; Dietrich and Newsam, 1997; Wilson and Nickisch, 2015) . These alternatives can then be combined with ideas discussed in previous sections to achieve the desired balance of speed versus accuracy.
Owing to the generality of our assumptions and simplicity of our proposals, decoupled sampling can be used as a plugin extension to existing sample-based algorithms driven by (sparse) GPs. Separately representing the prior and the data with bases better suited for the task of sampling allows us obtain the "best of both worlds" by bringing together previous methods' strengths. The result of this union, decoupled sampling, draws functions from GPs that may be evaluated in linear time without fear of misrepresenting their posteriors.
A. Alternative decompositions
As mentioned in the Section 3.2, the proposed representation of the GP posteriors-as the sum of a weight-space prior and a function-space update-is one of many possible choices. Here, we briefly reflect on two such alternatives.
To begin with, we may directly represent sparse GP posteriors in weight-space via a Bayesian linear model f (·) = φ(·) w.
To this end, we may rewrite (12) for a given draw u ∼ q(u) as
where Φ = φ(Z) now denotes an m × feature matrix. Prima facie, this appears to resolve many of the problems discussed earlier in the text: inducing distribution q(u) relays information about y and the Bayesian linear model needs only explain for the function's behavior at m n locations. In practice, (18) does more harm than good however, since f must now exactly pass through u due to a lack of measurement noise σ 2 .
Alternatively, we may think to employ an orthogonal decomposition f (·) = f (·) + f ⊥ (·) (Salimbeni et al., 2018; Shi et al., 2019) . Here, we interpret "orthogonality" in the statistical sense of independent random variables (Rodgers et al., 1984) . For Gaussian random variables, this distinction amounts to satisfying the definition Cov(f , f ⊥ ) = 0. In the case of sparse GPs, f is typically represented in terms of canonical basis functions k(·, Z) such that (f | u)(·) denotes the posterior mean function given q (u) . Consequently, f ⊥ denotes the process residuals (f ⊥ | u)(·) = (f | u)(·)−(f | u)(·). By construction however, f ⊥ is independent of f and, hence, of particular values u.
Generating draws from this type of decomposition is made difficult by orthogonal component f ⊥ | u, whose covariance can readily be shown as Cov(f ⊥ , f ⊥ ) = k(·, ·) − k(·, Z)K −1 m,m k(Z, ·). Sampling schemes based on random Fourier feature approximations of f ⊥ are nearly identical to (18): all that has changed is that the Bayesian linear model must now pass exactly through zero, rather than u, at each of the m inducing locations. This approach to sampling therefore inherits the issues outlined above. Definition 5 (Preliminaries) . Consider a Gaussian process f defined on R d and restricted to a compact subset X ⊆ R d . Let y ∈ R n . Assume a Gaussian likelihood y i ∼ N (f (x i ), σ 2 ), with σ 2 ≥ 0. Let f (w) be a weight-space prior approximation. Let f | y be the true posterior, let f (s) be an inducing point approximate posterior, and let f (d) be the decoupled posterior approximation. Let k, k (w) , k (f |y) , k (s) , k (d) be their respective kernels. Proposition 6. We have that
B. Error analysis
where
, W 2,L 2 (X ) and W 2,C(X ) are the 2-Wasserstein distances over L 2 (X ) and the space of continuous functions C(X ) equipped with the supremum norm, and · L( ∞ ; 1 ) is the corresponding operator norm of a matrix.
Proof. By the triangle inequality, we have
We proceed bound the first term path-wise. For arbitrary x ∈ M , write
where in (21) we have used Matheron's rule, in (22) we have used Hölder's inequality with p = 1, q = ∞, in (23) we have used the definition of an operator norm, and in (25) we have used that given sample paths are continuous so · L ∞ (X ) can be replaced with · C(X ) . We now lift this to a bound on the Wasserstein distance by integrating both sides. With γ ∈ C denoting couplings between GP(0, k) and GP(0, k (w) ), write
where C is the constant above. Finally, note that f is sample-continuous, and C(X ) is a separable metric space, so W 2,C(X ) is a proper metric. The claim follows.
Proposition 7. Assume k is stationary continuous covariance defined on
where · C(X 2 ) is the supremum norm over continuous functions, C 2 is the constant given by Sutherland and Schneider (2015) , which depends only on the Lipschitz constant of k, the rate of decay of the spectral density ρ, the dimension d, and the diameter of the domain X , and
where we have used that the latter term does not depend on ω. We proceed to bound the inner portion of the first term. Define the bounded linear operator M k : C(X × X ) → C(X × X ) by the expression
Let Σ = Cov(u). By explicit calculation, we have
and we also have
hence
We proceed to bound the operator norm M k L(C;C) . Write
Now, note that C ·,m K −1 m,m K m,· C(X 2 ) = sup
≤ sup
by Hölder's inequality with p = 1 and q = ∞, and then by the definition of the operator norm · L( ∞ ; 1 ) . Similarly
and therefore
Note that this term is independent of ω, and hence constant with respect to the expectation. Finally, Sutherland and Schneider (2015) have shown that there exists a constant C 2 such that.
Putting together all the inequalities gives the result.
C. Additional experiments
This appendix provides additional details regarding experiments discussed in Section 4. All experiments (and figures) were run using zero-mean GP priors with Matérn-5 /2 kernels. For dynamical systems experiments, hyperparameters were learned (MLE type-2). In all other cases, hyperparameters were assumed to be known and specified as: lengthscales l = d /100, measurement noise variance σ 2 = 10 −3 , and kernel amplitude α = 1.
2-Wasserstein sample tests
In each trial, a set of training locations X ∼ U [0, 1] n was pseudo-randomly generated and corresponding observations y ∼ N (0, K n,n + σ 2 I) were subsequently drawn from the prior. Similarly, test sets X * ∼ U [0, 1] * were pseudo-randomly generated. For each sampling schemes, 100, 000 draws f * | y were then used to form an unbiased estimate (m * |n , K * , * |n ) to the true posterior moments (m * |n , K * , * |n ). Given both sets of moments, 2-Wasserstein distances were computed as W 2,L(X ) 2 (m * |n , K * , * |n ), (m * |n , K * , * |n ) = d 2,L(X ) 2 (m * |n ,m * |n ) + tr K * , * |n + K * , * |n + K 1 /2 * , * |n K * , * |n K 1 /2 * , * |n
where K 1 /2 * , * |n now denotes the symmetric matrix square root. Figure 6 .
