Mixing Probabilistic and non-Probabilistic Objectives in Markov Decision
  Processes by Berthon, Raphaël et al.
ar
X
iv
:2
00
4.
13
78
9v
1 
 [c
s.L
O]
  2
8 A
pr
 20
20
Mixing Probabilistic and non-Probabilistic Objectives
in Markov Decision Processes
Raphaël Berthon
Université libre de Bruxelles &
University of Antwerp
Shibashis Guha
Université libre de Bruxelles
Jean-François Raskin
Université libre de Bruxelles
Abstract
In this paper, we consider algorithms to decide the existence
of strategies in MDPs for Boolean combinations of objec-
tives. These objectives are omega-regular properties that need
to be enforced either surely, almost surely, existentially, or
with non-zero probability. In this setting, relevant strategies
are randomized infinite memory strategies: both infinite mem-
ory and randomization may be needed to play optimally.We
provide algorithms to solve the general case of Boolean com-
binations and we also investigate relevant subcases. We fur-
ther report on complexity bounds for these problems.
CCS Concepts: • Software and its engineering→ Gen-
eral programming languages; • Social and professional
topics→ History of programming languages.
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1 Introduction
Recently, there have been several works on how to mix the
semantics of games and Markov decision processes [1, 4, 10,
11, 15]. This setting provides means to model the interaction
between a system and its environment that is uncontrollable
but obeys stochastic dynamics. The setting is then used to
reason on strategies of the system that ensure for example
some properties with certainty and others with high proba-
bility.
Here, we extend this line of work by studying a general
setting where objectives for the system are Boolean com-
binations of atoms. These atoms are omega-regular prop-
erties, expressed as parity conditions, that need to be en-
sured either surely (A), almost surely (AS), existentially (E),
or with non-zero probability (NZ). Sure (A) and existential (E)
atoms are non-probabilistic while almost sure (AS) and non-
zero (NZ) atoms are probabilistic. The coexistence of atoms
of both types that need to be satisfied by a unique strategy
makes this problem out of reach of classical techniques used
to solve MDPs with CTL objectives or with PCTL objectives
for example.
ArXiv, April, 2020, ArXiv
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Figure 1. The MDP depicted here has 3 states and two par-
ity functions p1 and p2. The numbers assigned by the parity
functions to the states are depicted by the integers inside
the states. A parity condition is enforced if the maximum
value of states that appear infinitely often is even. By tak-
ing a from s0, state s1 is reached with probability one, and
by taking b, s2 is reached with probability one. Clearly on
this example, a randomized strategy is needed to win for
NZ(p1) ∧ NZ(p2) from state s0.
Infinite memory and randomization. In some previ-
ous works on models that mix games and MDPs [1, 4, 10,
11], In [16], combination of parity conditions are studied.
In that paper, randomization is necessary, but not infinite
memory. In the setting that is considered in the current pa-
per, relevant strategies for the systems are randomized infi-
nite memory strategies: both infinite memory and random-
ization may be needed to play optimally. This implies that
the techniques used here are more complex than for the pre-
vious works. Note that randomization is already necessary
when considering conjunctions of two NZ atoms. The exam-
ple we give above in Figure 1 is encompassed by the formal-
ism of [16], and shows why we need to add randomization
when compared to the work in [4]. In the MDP of Figure 1,
there does not exist a deterministic choice from state s0 be-
tween action a and action b that ensures NZ(p1) ∧ NZ(p2),
while a randomized strategy can enforce this objective by
taking a with probability α (0 < α < 1) and taking b with
probability 1 − α .
Main contributions. Our main contributions are sum-
marized in Table 1. We provide a ΣP2 algorithm to decide the
existence of a strategy to enforce a Boolean combination of
atomic objectives. We also show that this problem is both
NP and coNP hard. Then we provide additional results for
relevant subclasses of Boolean combinations. For the con-
junctive case, we prove the existence of a polynomial algo-
rithm that uses an NP oracle while the problem is shown to
be coNP hard. For conjunctions that contain only one sure
atom (1A) and a number of other atoms, the complexity goes
1
ArXiv, April, 2020, ArXiv Raphaël Berthon, Shibashis Guha, and Jean-François Raskin
Hardness Membership
∧(AS, NZ, E) P
P
(Thm. 7.2)
∧(1A, AS, NZ, E) parity
NP ∩ coNP
(Thm. 7.4)
∧(A, AS, NZ, E) coNP
PNP(= ∆P2 )
(Thm. 7.1)
B(A, AS, NZ, E)
NP and coNP
(Thm. 7.6)
NPNP(= ΣP2)
(Thm. 7.5)
Table 1. Table of the main complexity results.
down to NP ∩ coNP and it is at least as hard as solving par-
ity games. The complexity of this algorithm is dominated by
the complexity of solving parity games. A polynomial time
solution to parity games would lead to a polynomial time
solution for our problem. Also the recent quasi-polynomial
time solutions for parity games, see e.g. [12], can be used
to obtain a quasi-polynomial time solution to our problem.
Finally, for conjunctions that do not contain sure atoms, the
problem can be solved in polynomial time.
Related works. Logical formalisms to express properties
of transition systems and Markov decision processes were
plentifully studied in the literature. But most of the results
in the literature only consider either logics based on non-
probabilistic atoms, e.g. CTL, or logics based on probabilistic
atoms only, e.g. PCTL. The logic PCTL is used to express
constraints on the probability of events that are temporal
properties of paths. In [9], the strategy synthesis problem
for MDPs with PCTL objectives is studied. The full logic,
i.e. with arbitrary probabilistic thresholds, is undecidable
but the qualitative fragment of the logic (thresholds 0 and
1, corresponding to NZ and AS in our setting) is decidable in
EXPTIME. This high complexity is due to the succinctness of
PCTL. As PCTL cannot express our non-probabilistic atoms,
the two formalisms have incomparable expressive power.
Settings that mix both non-probabilistic properties, such as
A or E, with probabilistic ones such as AS or NZ, are more
recent. We make now a more detailed review of the recent
relevant works in that direction.
In [10, 11], MDPs with mean-payoff and shortest path ob-
jectives are considered. This work was, to the best of our
knowledge, the first work to consider the synthesis of strate-
gies that optimize an expectation (a probabilistic property)
while satisfying a long-runworst-case objective (a non-probability
objective). Similarly, the authors of [1] consider the synthe-
sis of strategies that ensure a parity condition surely and
at the same time an ϵ-optimal expected mean-payoff. Those
works introduce refinements of the notion of end-components
that we need to further refine here.
The authors of [18] study an extension of MSO, called
MSO+∇ which uses a probabilistic second order quantifier.
The logic MSO+∇ is expressive enough to encode the prob-
lem we study here, but this logic has been proved to be un-
decidable [3, 7]. In [5, 6], a fragment of MSO+∇, called thin
MSO has been introduced. The logic ThinMSO is expressive
enough to encode the model-checking problem of the qual-
itative fragment CTL∗ + PCTL∗ (union of CTL∗ and PCTL∗)
over Markov chains. Their algorithm has non-elementary
complexity. The algorithm was recently improved in [17]
where a model-checking algorithmwith 3NEXPTIME∩co−
3NEXPTIME complexity is proposed. Theworks in [5, 17] do
not consider the richer model of Markov decision processes
as we do here.
In [13], the authors study qualitative tree automata, that
is automata with a probabilistic acceptance condition. The
non-emptiness problem of nondeterministic tree automaton
with such acceptance condition has been proved decidable,
but the problem has been proved undecidable for nondeter-
ministic tree automaton with such acceptance condition [3].
There is a deep connection between tree automata andMarkov
Decision Processes, as the existence of a strategy on anMDP
corresponds to deciding the non-emptiness of a qualitative
tree automaton with unary alphabet.
In [6, 19], the authors study subzero automata: a class of
tree automata with an acceptance condition that mixes the
classical Rabin acceptance condition with probabilistic con-
straints. The problem of determining if a subzero automaton
accepts some regular tree is decidable. This class of automa-
ton can in turn be used to solve synthesis problem for finite-
memory strategies (that are equivalent to regular trees) that
enforce a first parity conditionp1 surely (A) and a second par-
ity condition p2 almost-surely (AS). Our work consider more
general properties (both E and NZ in addition to A and AS,
and their Boolean combinations) and more general strate-
gies: randomized infinite memory strategies, and not only
finite memory deterministic strategies (regular trees).
In this paper, we provide non-trivial extensions of results
in [4] where only the case of one sure parity objective (1A)
and one almost-sure parity objective (1AS) is considered. An
NP∩ coNP algorithm is provided there for this special case.
In this paper, in addition to a ΣP2 algorithm for the general
caseB(A, AS, NZ, E), we also provide an algorithm that solves
conjunctions of one sure parity objective (1A) and any num-
ber of almost-sure (AS), existential (E), and non-zero proba-
bility (NP) parity objectives with the same worst-case com-
plexity as that of [4]. Algorithms in [4] heavily rely on no-
tions of very good end-components (VGEC) and ultra good
end-components (UGEC). Here, we need generalization of
VGEC and UGEC, and additional technical results to build
algorithms for our more general setting.
Finally, the authors of [15] consider the synthesis of finite-
memory strategies for MDPs with a sure parity (S) and an
almost-sure parity (AS) objectives. The restriction to finite
memory strategies leads to simpler algorithms but the com-
plexity is similar, i.e. NP ∩ coNP. The authors of [15] also
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consider the case of 2 12 -player games. In that setting the
problem is coNP-complete.
Structure of the paper. In Section 2, we introduce nec-
essary preliminaries about MDPs, and we formally define
the class of properties that we consider, i.e. Boolean combi-
nations of A, AS, E, and NZ atoms. In Sections 3, 4 and 5, we
study notions of end-components that are the main techni-
cal ingredients of our algorithms. Section 6 introduces addi-
tional techniques needed to handle E and NZ atoms. In Sec-
tion 7, we study the complexity of algorithms for the general
case, and several relevant fragments.
Due to lack of space, full proofs are provided in
2 Preliminaries
For k ∈ N, we denote by [k]0 and [k] the set of natural num-
bers {0, . . . ,k} and {1, . . . ,k} respectively. Given a finite set
A, a (rational) probability distribution over A is a function
Pr : A → [0, 1] ∩ Q such that
∑
a∈A Pr(a) = 1. We denote
the set of probability distributions on A by D(A). The sup-
port of the probability distribution Pr on A is Supp(Pr) =
{a ∈ A | Pr(a) > 0}.
Markov chain. We denote by N the set {1, 2, . . .}, and
by N0 the set N ∪ {0}. A Markov chain (MC, for short) is a
tupleM = (S, E, Pr), where S is a set of states, E ⊆ S × S is
a set of edges (we assume in this paper that the set E(s) of
outgoing edges from s is nonempty and finite for all s ∈ S),
and Pr : S → D(E) assigns a probability distribution – on
the set E(s) of outgoing edges from s – to all states s ∈ S . In
the following, Pr(s, (s, s ′)) is denoted Pr(s, s ′), for all s ∈ S .
The Markov chainM is finite if S is finite.
For s ∈ S , the set of infinite paths inM starting from
s is PathsM(s) = {π = s0s1 . . . ∈ Sω | s0 = s,∀n ∈ N0,
Pr(sn, sn+1) > 0}. The set of all infinite paths inM is
PathsM =
⋃
s ∈S Paths
M(s). For π = s0s1 . . . ∈ Paths
M ,
we denote by π (i, l) the sequence of l − i + 1 states (or l +
1 edges) si . . . si+l , and for simplicity, we denote π (i, 0) by
π (i). The infinite suffix of π starting in sn is denoted by
π (n,∞) ∈ PathsM . The set of finite paths starting from a
state s ∈ S is defined as FpathsM(s) = {π = s . . . s ′ ∈
S+ | ∃π¯ ∈ PathsM , ππ¯ ∈ PathsM(s)} and FpathsM =⋃
s ∈S Fpaths
M(s). For π = s . . . s ′, we denote by Last(π ), the
last state s ′ in π . As in [20], we extend the probability distri-
bution to the space of infinite paths by considering cylinders
defined by finite prefixes and using Carathéodory’s exten-
sion theorem. We denote this probability distribution over
the set of infinite paths beginning from some initial state s
by Prs
M
. When s is clear from the context, we omit it and
only denote this distribution by PrM .
Markov decision process. A finite Markov decision pro-
cess (MDP, for short) is a tuple Γ = (S, E,Act , Pr), where
S is a finite set of states, Act is a finite set of actions, and
E ⊆ S ×Act × S is a set of edges, and Pr : S ×Act → D(E) is
a partial function that assigns a probability distribution – on
the set E(s,a) of outgoing edges from s – to all states s ∈ S
if action a ∈ Act is taken from s . For all s ∈ S there exists
at least one a ∈ Act such that E(s,a) is defined. Given s ∈ S
and a ∈ Act , we define Post(s,a) = {s ′ ∈ S | Pr(s,a, s ′) > 0}.
Then, for all state s ∈ S , we denote by Act(s) the set of ac-
tions {a ∈ Act | Post(s,a) , ∅}. We assume that, for all
s ∈ S , we haveAct(s) , ∅. Given an MDP Γ = (S, E,Act , Pr),
and a set of states C ⊆ S , we define the restriction of Γ
to C , denoted Γ⇂ C , as the MDP (C, E ′,Act , Pr′) where E ′ =
{(s,a, s ′) | s, s ′ ∈ C, a ∈ Act , Post(s,a) ⊆ C, and (s,a, s ′) ∈
E}, and Pr′ is a partial function defined as Pr′(s,a) = Pr(s,a)
if (s,a, s ′) ∈ E ′ for a ∈ Act , and s, s ′ ∈ C , and is undefined
otherwise.
A strategy in Γ is a function σ : S+ → D(Act) such that
for all s0 . . . sn ∈ S+, we have Supp(σ (s0 . . . sn)) ⊆ Act(sn).
A strategy σ can be encoded by a transition system T =
(Q, S,act , δ , ι) where Q is a (possibly infinite) set of states,
called modes, act : Q × S → D(Act) selects a distribution
on actions such that, for all q ∈ Q and s ∈ S , we have,
act(q, s) ∈ D(Act(s)). The function δ : Q × S → Q is a
mode update function and ι : S → Q selects an initial mode
for each state s ∈ S . If the current state is s ∈ S , and the
current mode is q ∈ Q , then the strategy chooses the dis-
tribution act(q, s), and the next state s ′ is chosen according
to the distribution act(q, s). Formally, (Q, S,act , δ , ι) defines
the strategy σ such that σ (ρ · s) = act(δ ∗(ι(ρ(0)), ρ), s) for
all ρ ∈ S∗, and s ∈ S , where δ ∗ extends δ to sequence of
states starting from ι as expected, i.e., δ ∗(ι(ρ(0)), ρ · s) =
δ (δ ∗(ι(ρ(0)), ρ), s), and δ ∗(ι(ρ(0)), ε) = ι(ρ(0)). We denote by
Tσ a transition system with minimal number of modes that
corresponds to a strategy σ . A strategy is said to bememory-
less if there exists a transition system encoding the strategy
with |Q | = 1, that is, the choice of action only depends on
the current state. A memoryless strategy can be seen as a
function σ : S → D(Act). Formally, a strategy σ is memory-
less if for all finite sequences of states ρ1 and ρ2 in S+ such
that Last(ρ1) = Last(ρ2), we have σ (ρ1) = σ (ρ2). A strategy
is called a finite memory strategy if there exists a transition
system encoding the strategy in whichQ is finite. A strategy
is deterministic if σ : S+ → Act . For deterministic strategies,
we have act : Q × S → Act such that for all q ∈ Q and s ∈ S ,
we have act(q, s) ∈ Act(s). Note that the state space of Γ[σ ]
is Q × S . For a sequence π of states in Γ[σ ], we denote by
projS (π ) the corresponding sequence of states in theMDP Γ.
Once we fix a strategy σ encoded by the transition system
(Q, S,act , δ , ι) in an MDP Γ = (S, E,Act , Pr), we obtain an
MC Γ[σ ] = (S ′, E ′, Pr′), where S ′ = Q × S is the set of states,
E ′ = {(q×s)×(q′×s ′) | q,q′ ∈ Q, s, s ′ ∈ S, δ (q, s) = q′, ∃a ∈
Act , a ∈ Supp(act(q, s)) and (s,a, s ′) ∈ E} is the set of edges,
and for q,q′ ∈ Q, s, s ′ ∈ S we have the probability distribu-
tion Pr′(q, s)(q′, s ′) = Σa∈Supp(act (q,s))act(q, s)(a) · Pr(s,a, s
′)
if q′ = δ (q, s) and is not defined otherwise. In the sequel, by
3
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abuse of notation, we write the projection onto the second
component, that is s instead of (q, s), for a state of this MC,
unless specifically stated.
One and two-player games. For a given objective, an
MDP Γ = (S, E,Act , Pr) can also be considered to have the
semantics of a zero-sum two-player turn-based gamewhere
the game is played for infinitely many rounds and the exact
probabilities are not important (this is the case whenwewill
consider A and E atoms). The first round starts from a desig-
nated initial state sinit ∈ S . In each round, Player 1 chooses
an action a ∈ Act(s) from a state s while Player 2 that is ad-
versarial resolves the non-determinism by choosing a state
s ′ such that Pr(s,a, s ′) > 0. We denote by GΓ = (S, E,Act)
the two-player game that is obtained from an MDP Γ =
(S, E,Act , Pr).When the players resolve the non-determinism
co-operatively, we have a one-player game. Equivalently, in
a one-player game, Player 1 chooses both action a as well as
the state s ′.
Given a target setT , we define the attractor ofT , denoted
Attr1(T ) as the set of states from which there exists a strat-
egy for Player 1 to reachT with certainty. This corresponds
to reachability in a classical “and-or" graph. For a two-player
game, givenT , an algorithm to obtain its attractor computes
a sequence of sets of states (Attrn1 (T ))n≥0 defined as fol-
lows: (i) Attr01(T ) = T ; and (ii) for all n ≥ 0: Attr
n+1
1 (T ) =
Attrn1 (T ) ∪ {s ∈ S | ∃a ∈ Act , Post(s,a) ⊆ Attr
n
1 (T )}.
Clearly Attrn+11 (T ) ⊇ Attr
n
1 (T ). If S is finite, then there
exists an m ∈ N0 such that Attrn1 (T ) = Attr
m
1 (T ) for all
n ≥ m. The algorithm for the case of one-player game only
changes in the induction step where we have for all n ≥ 0:
Attrn+11 (T ) = Attr
n
1 (T ) ∪ {s ∈ S | ∃a ∈ Act , Post(s,a) ∩
Attrn1 (T ) , ∅}. The algorithm for the one-player case cor-
responds to classical graph reachability.
We denote the size of an MCM, MDP Γ and two-player
game G by |M|, |Γ | and |G | respectively. For each case, the
size is the sum of the number of states, the number of edges,
and the size of the representation of the transition matrix,
that is, |S | + |E | + |Pr|.
Parity conditions and qualitative parity logic. Given
anMDP Γ, a parity condition is a function p: S → N0. Given
a path π ∈ Sω , the set inf(π ) = {s ∈ S | ∀i ≥ 0, ∃j ≥
i, such that π (j) = s} is the set of states visited infinitely
often on this path. A path satisfies a parity condition p if
max{p(s) | s ∈ inf(π )} is even. Given a parity condition
p, its dual is the condition p¯ : s 7→ 1 + p(s). We denote by
parity the set of parity conditions. A path satisfies p¯ iff it
does not satisfy p. We now define qualitative parity logic
(QPL ) which is defined by the following grammar.
atom = A(p) | E(p) | AS(p) | NZ(p) (p ∈ parity)
φ = atom | φ ∧ φ | φ ∨ φ | ¬φ
s
01 0
a, 1 b , 1
a, 1 a, 1
Figure 2.MDP in the proof of Remark 2.1
Given an MDP Γ = (S, E,Act , Pr), a state s ∈ S , and a parity
condition p, for the atomic formulas, we say that s under
strategy σ
• surely satisfies p, denoted s,σ |=Γ A(p), iff
∀π ∈ PathsΓ
[σ ]
(s), we have that π satisfies p.
• almost-surely satisfies p, denoted s,σ |=Γ AS(p), iff
PrΓ[σ ] ({π ∈ Paths
Γ
[σ ]
(s) : π satisfies p}) = 1.
• satisfies p with non-zero probability, denoted s,σ |=Γ
NZ(p), iff PrΓ[σ ] ({π ∈ Paths
Γ
[σ ]
(s) : π satisfies p}) > 0.
• existentially satisfies p, denoted s,σ |=Γ E(p), iff ∃π ∈
PathsΓ
[σ ]
(s), such that π satisfies p.
Given two QPL formulas φ and ψ , and a strategy σ we
define the semantics of Boolean connectives as follows:
• s,σ |=Γ φ ∧ψ iff s,σ |=Γ φ and s,σ |=Γ ψ
• s,σ |=Γ φ ∨ψ iff s,σ |=Γ φ or s,σ |=Γ ψ
• s,σ |=Γ ¬A(p) iff s,σ |=Γ E(p¯)
• s,σ |=Γ ¬E(p) iff s,σ |=Γ A(p¯)
• s,σ |=Γ ¬AS(p) iff s,σ |=Γ NZ(p¯)
• s,σ |=Γ ¬NZ(p) iff s,σ |=Γ AS(p¯)
• s,σ |=Γ ¬(φ ∧ψ ) iff s,σ |=Γ ¬φ ∨ ¬ψ
• s,σ |=Γ ¬(φ ∨ψ ) iff s,σ |=Γ ¬φ ∧ ¬ψ
Given a formula φ, we will use s |=Γ φ to denote ∃σ :
s,σ |=Γ φ . Given a formula φ, let JφK
def
= {s ∈ S | s |=Γ
φ}. We note that satisfying surely a parity condition is the
same aswinning the parity objective in the two-player game
corresponding to the MDP Γ. Satisfying existentially is the
same as finding a satisfying path in the one-player game
associated to this MDP.
Given an MDP Γ = (S, E,Act , Pr), a state s ∈ S , and a
QPL formula φ, the QPL-synthesis problem is to find a strat-
egy σ such that s,σ |=Γ φ. The QPL-realizability problem is
to decide whether s |=Γ φ. In what follows, we focus on the
QPL-realizability problem, but the algorithms we provide
give all the elements necessary to build a winning strategy
when such a strategy exists, and so they can be easily ex-
tended to solve QPL-synthesis.
Remark 2.1. We define the negation of the formulas using
classical De Morgan’s laws. We note that the logic QPL is
closed under negation. It is also important to note that in this
semantics, s |=Γ ¬φ is not equivalent to s 2Γ φ. Indeed, s |=Γ
¬φ implies that there exists a strategy σ such that s,σ |=Γ ¬φ
whereas s 2Γ φ implies that for all strategies σ , we have
s,σ |=Γ ¬φ.
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2.1 Proof of Remark 2.1
Proof. Note we have that s 2Γ φ means that for all strategies
σ , we have that s,σ 2Γ φ, that is s,σ |=Γ ¬φ. Hence s |=Γ ¬φ.
We now show that the converse does not hold using the
example in Figure 2. On each edge, the name of the action
and the corresponding probability iswritten and inside paren-
theses in each state, we write the value that the parity func-
tion assigned to the state. Consider the formula φ = A(p).
Now s |=Γ φ since there is a strategy (choosing action b
from s) such that s,σ |=Γ φ. Also s |=Γ ¬φ, where ¬φ is
the formula E(p¯) since there is a strategy (choosing action a
from s) such that s,σ |=Γ ¬φ.
Now for s 2Γ φ to be true, we need that for all strategies
σ , we have that s,σ |=Γ ¬φ, that is, for all strategies σ , we
need that s,σ |=Γ E(p¯) which is clearly not true since as we
show above that there indeed exists a strategy σ such that
s,σ |=Γ φ, and hence the result. 
Similarly, even though s |=Γ φ ∨ψ is equivalent to s |=Γ φ
or s |=Γ ψ , we note that s |=Γ φ ∧ψ is not the same as s |=Γ φ
and s |=Γ ψ . Also using De Morgan’s laws, the negation can
be applied only to the parity objectives to get their duals, for
example, ¬(A(p1)∧A(p2)) is the same as E(p¯1)∨E(p¯2). We can
indeed define a negation free normal form that can be obtained
by taking the DNF and pushing negations down to the atoms.
In the rest of the paper, we thus restrict our attention to the
subclass of the logic that is free of negation and disjunction.
Additional objectives. Wedefine the following additional
objectives, introduced for technical reasons, even though
they are not part of QPL1. A parity condition is called a
Büchi condition if it is defined as p : S → {1, 2}. A path
π ∈ Sω satisfies a conjunction of parity conditions
∧
x ∈X px
if for all x ∈ X we have max{px (s) | s ∈ inf(π )} is even. It
is not hard to see that conjunctions of parity conditions can
be expressed as Streett conditions . A path π satisfies a reach-
ability condition towards a set R ⊆ S , denoted ♦R, if there
exists i ∈ N0 such that π (i) ∈ R.
Given an MDP, we can define, in the same way as previ-
ously the sure, almost-sure, non-zero, and existential objec-
tives for these conditions, as well as conjunctions and dis-
junctions of these objectives.
End-components. An end-component (EC, for short)M =
(C,A) such that C ⊆ S , and A : C → 2Act is a sub-MDP of Γ
(for all s ∈ C, we have A(s) ⊆ Act(s), and for alla ∈ A(s), we
have Post(s,a) ⊆ C) that is strongly connected. We denote
by EC(Γ) the set of end-components of MDP Γ. By abuse of
notation, in the sequel, we often refer to a setC ⊆ S to be an
end-component when there exists a function A : C → 2Act
such that (C,A) is an end-component. Amaximal EC (MEC,
for short) is an EC that is not included in any other EC. For
1Given an MDP Γ, we could have expressed these conditions using QPL,
but this would involve constructing a larger and more complex MDP from
the given MDP Γ.
every strategy in an MDP, the set of states seen infinitely
often during a path form an end-component with probabil-
ity 1. Formally:
Proposition 2.1 ([2]). Given an MDP Γ, for all strategies
σ , for all states s ∈ S , we have PrΓ[σ ] ({π ∈ Paths
Γ
[σ ]
(s) |
inf(π ) ∈ EC(Γ)}) = 1.
3 Type I end-components
In this section, we define Type I ECs that are a generalization
of super-good end components as defined in [1].
Lemma 3.5 is the main result of the section, where we
state that we can compute the set of maximal Type I ECs.
This will be used later, to compute the set of maximal ECs
of other kinds, namely Type II and Type III that are used in
Sections 4 and 5 to solve satisfiability of formulas of the form∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ) and
∧
(A,AS) ∧ NZ(pnz ) respec-
tively. Lemmas 3.2, 3.3 and 3.4 are technical lemmas that are
required in the proof of Lemma 3.5. The proof of Lemma 3.2
uses the notion of Street-Büchi games.
Given two sets of parity conditions {pa | a ∈ A} and
{pas | as ∈ AS}, an end-componentC of Γ is Type I (A,AS)
if the following property holds:
• (I1) ∀ s ∈ C, s |=Γ⇂C
∧
a∈A
A(pa)∧
∧
as ∈AS
AS(♦Cmaxeven(pas )),
where
Cmaxeven(pas ) =
{
s ∈ C | (pas (s) is even) ∧
(
∀ s ′ ∈ C,
pas (s
′) is odd =⇒ pas (s
′) < pas (s)
)}
contains the states with even priorities that are larger
than any odd priority in C (this set can be empty for
arbitrary ECs but needs to be non-empty for
Type I(A,AS) ECs);
Wewrite Type I (A,AS) EC as Type I ECwhen the parity
sets are clear from the context. We introduce the following
notations: ECI(Γ,A,AS) is the set of all Type I (A,AS)
ECs, and TI,Γ,A,AS = ∪U ∈ECI(Γ,A,AS)U is the set of states
belonging to some Type I EC. Given an ECC , we say a state
s ∈ C is of Type I forC if C is Type I . In this paper, we only
consider Type I (A,AS) ECs whereAS is eitherA or {a}.
Intuitively, within a Type I EC, there is a strategy to visit
allCmaxeven(pas ) for all as ∈ AS with probability 1 while guar-
anteeing A(pa) for all a ∈ A. We note that this property
must hold while staying inside the end-component C . This
notion strengthens the notion of super-good end-component
(SGEC in [1]), that are defined for some parity condition pa ,
and are Type I ({a}, {a}) ECs. In the case of SGEC, it has
been shown in [1] that the existence of a strategy to enforce
condition I1 in Γ can be reduced to checking the existence
of a winning strategy in a game, constructed in polynomial
time from Γ, with a conjunction of one parity objective and
one Büchi objective. The existence of a winning strategy in
such a game is in NP ∩ coNP. The structure of this game is
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Figure 3. An example of a Type I EC at left, and a game
associated to it at right.
different from the one of the original MDP, as its size is poly-
nomially increased to transform the qualitative reachability
condition into a sure Büchi. In the sequel, we generalize this
result to multiple parity conditions. We illustrate the reduc-
tion by the following example.
Example 3.1. Consider the example in Figure 3 where an
MDP (on the left side of the figure) that is a Type I ({a}, {a})
EC for a parity condition pa is transformed into a game (on
the right side of the figure) that satisfies A(pa) ∧ A(♦R). In
order to convert the AS(♦Cmaxeven(pa)) condition of (I1) into the
A(♦R) condition, we add two states to the game: The top-
most state and the bottom-most state. In the MDP on the
left of Figure 1, a strategy that alternates between playing
action a and playing action b at state s indeed satisfies the
condition (I1).
Now consider the game on the right side of Figure 3. The
top-most state and the right-most state shown in double cir-
cles form the set R. A strategy to satisfy A(pa) ∧ A(♦R) is
as follows: When in state s , alternate between playing ac-
tion a and playing action b. When in the bottom-most state,
play action b. The A(pa) atom is clearly satisfied. The sure
Büchi A(♦R) holds for the following reason. When action
a is chosen in state s , if player 2 chooses to go to the bottom-
most state, then from this state player 1 plays action b, and
reaches the right-most state that is absorbing and in R. If
player 2 chooses to go to the top-most state always, as this
state is in R, the Büchi condition is again satisfied.
We now state the first step of the reduction. The result be-
low relies on a reduction to a two-player gameGΓ
R, {pa | a∈A}
with a conjunction of one Büchi and multiple parity condi-
tions, that we call a Streett-Büchi game. The approach to
the proof is similar to Lemma 3 of [1], that studies the case
where A is a singleton.
Lemma 3.2. Given anMDP Γ = (S, E,Act , Pr), a state s0 ∈ S ,
a set of parity conditions {pa | a ∈ A}, and a target set R ⊆ S ,
it can be decided if s0 |=Γ
∧
a∈A
A(¬(♦R) → pa) ∧ AS(♦R). If
the answer is Yes, then there exists a finite-memory witness
strategy. This decision problem is coNP complete.
i
j
k
l
i
0
0
j k l=⇒
a, 13
a, 13
a, 13
a
a
a a a
a1 a2 a3
Figure 4.Modifying edges associated to action a on a state
s with priority i by adding new edges and new states. The
bottom-most state in the figure at right corresponds to
(s,a, 0) and is Büchi winning. The top-most state in the fig-
ure corresponds to (s,a, 1).
Proof. To establish this lemma, given an MDP Γ, a set of par-
ity conditions {pa | a ∈ A}, and a target set R ⊆ S , we con-
struct a game GΓ
R, {pa | a∈A}
with a conjunction of a Büchi
and multiple parity conditions. We call this game a Streett-
Büchi game, and its formal definition is as follows:
• The state space of GΓ
R, {p
a
| a∈A}
is a copy of the state
space of Γ where the states in S \ R have been copied
2· |S | · |R | · |Act | times as shown in Figure 4. S ′ is defined
as S ′ = S ∪ ((S \ R) ×Act × {0, 1}).
• We consider an arbitrary set of actions Act ′ such that
Act ⊆ Act ′ and for all s ∈ S \ R and a ∈ Act , we
have |Act ′ | ≥ |{s ′ | (s,a, s ′) ∈ E}|. This second condi-
tion is to make sure that in the states labelled (s,a, 1),
we always have enough actions available to choose
the successor state.
• The set E ′ of edges is defined according to Figure 4
with the additional property that states in R are made
absorbing. That is, E ′ is the union of the following
sets:
– {(s,a, (s,a, 0)) | s ∈ S \ R, a ∈ Act(s))},
– {(s,a, (s,a, 1)) | s ∈ S \ R, a ∈ Act(s))},
– {((s,a, 0),a, s ′) | (s,a, s ′) ∈ E ∩ ((S \ R) × a × S)},
– {((s,a, 1),as,a,s ′, s ′) | (s,a, s ′) ∈ E ∩ ((S \ R) ×Act ×
S), and for all
(s,a, s ′), (s,a, s ′′) ∈ S with s ′ , s ′′, we have as,a,s ′ ,
as,a,s ′′},
– {(s,a, s) | s ∈ R for one a ∈ Act}.
• The parity conditions p′a are defined as p
′
a(s) = pa(s)
for all s ∈ S \ R, p′a((s,a, i)) = 0 for all s ∈ S \ R,
a ∈ Act , i ∈ {0, 1}, and p′a(s) = 0 for all s ∈ R. We
have to change the priority of states of R, because as
they are made absorbing they may be losing for the
parity condition otherwise, as on Figure 5.
• The set of Büchi states is B = R ∪ {(s,a, 0) | s ∈ S \
R, a ∈ Act}.
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0 1,R 0 0 0,R 0=⇒
Figure 5. We change the parity value of the target state,
since they are made absorbing, otherwise there would be
no winning strategy in the parity-Büchi game while there
is a parity winning strategy ensuring to reachR in the initial
MDP.
It is established in [1] that for one parity condition p we
have s0 |= A(¬(♦R) → p)∧AS(♦R) if and only if there ex-
ists awinning strategy in the Büchi parity gameGΓ
R, {pa | a∈A}
from state s0. The proof of the result can be generalized to
our setting: s0 |=Γ
∧
a∈A
A(¬(♦R) → pa)∧AS(♦R) iff s0 |=G Γ
R, {pa | a∈A}∧
a∈A
A(pa) ∧ A(♦B) where B has been defined above. Find-
ing a strategy for the second objective above is solving a
Streett game, which is classically co-NP complete. We do
not give the full proof of this result, as there would be no
change from [1], but give a quick outline. Note that corre-
sponding to every path in MDP Γ, there exists a path in the
gameGΓ
R, {p
a
| a∈A}
, and vice versa.
Given a finite-memory strategy σ for the Streett-Büchi
game, we obtain a strategy σ ′ for the MDP by playing ex-
actly as in the game. We have that every path in the game
under strategy σ either reaches R or satisfies for all a ∈ A
the condition pa . Since for every path in the MDP under
strategy σ ′; there exists a corresponding path in the game
under strategy σ , every path in the MDP under strategy σ ′
also either reaches R or satisfies for all a ∈ A the condition
pa . Since σ
′ is a finite-memory strategy, in every state of the
MDP there is a non-zero probability of reaching R in some
fixed k steps. This probability is also always greater than
some lower bound, hence the probability of reaching R is 1.
Reciprocally, given a winning strategy σ in an MDP Γ,
there exists a winning strategy σ ′ inGΓ
R, {pa | a∈A}
. The strat-
egy σ ′ consists in behaving like σ in Γ, and in states (s,a, 1),
where σ is not defined, strategy σ ′ takes the action which
corresponds to a probabilistic transition in Γ that would lead
to the shortest possible path to R. In the MDP under strat-
egy σ every path that does not reachR satisfies for all a ∈ A
the condition pa . Since corresponding to every path in the
game under strategy σ ′ there exists a path in theMDP under
strategy σ , we have that in the game under strategy σ ′ every
path that does not reach R satisfies for all a ∈ A the con-
dition pa . Now, for condition B, there are two possibilities.
The first one is that some (s,a, 0) is visited infinitely often,
and the condition B is satisfied. The second one is that even-
tually the states (s,a, 0) are not visited any more. In this case
in every (s,a, 1), the action leading to the shortest path to R
is taken. Then the set R is eventually reached and B is also
satisfied. 
The following lemma relates the
∧
a∈A
A(¬(♦R) → pa) ∧
AS(♦R) objective of Lemma 3.2 and the
∧
a∈A
A(pa) ∧ AS(♦R)
objective of Type I (A, {a}) ECs under the condition that for
all s ∈ S it holds that s |=Γ
∧
a∈A
A(pa).
Lemma 3.3. Given an MDP Γ = (S, E,Act , Pr), a state s0 ∈
S , a set of parity conditions {pa | a ∈ A}, and a target set
R ⊆ S , if for all s ∈ S it holds that s |=Γ
∧
a∈A
A(pa) then we
have that s0 |=Γ
∧
a∈A
A(¬(♦R) → pa) ∧ AS(♦R) if and only if
s0 |=Γ
∧
a∈A
A(pa) ∧ AS(♦R).
Proof. The right to left implication is simple, as
∧
a∈A
A(pa) ∧
AS(♦R) implies
∧
a∈A
A(¬(♦R) → pa) ∧ AS(♦R). For the left to
right implication, consider a strategy σ0 such that s0,σ0 |=Γ∧
a∈A
A(¬(♦R) → pa) ∧ AS(♦R). Recall that from every s ∈ S
we have σs such that s,σs |=Γ
∧
a∈A
A(pa). Consider the fol-
lowing strategy σ : it plays like σ0, but when it reaches some
r ∈ R, it switches to play like σr forever. It clearly satisfies
AS(♦R). It also satisfies
∧
a∈A
A(pa): indeed, on a path π , ei-
ther R is never reached, and thanks to the use of σ0 we have
that A(¬(♦R) → pa) implying pa holds on this path for all
a ∈ A. Otherwise, if π eventually reaches R, σ switches to
some strategy σr that satisfies
∧
a∈A
A(pa) by assumption. 
As I1 implies s |=Γ
∧
a∈A
A(pa), pruning states that do not
satisfy
∧
a∈A
A(pa) before using Lemma 3.2 and Lemma 3.3
is always possible. Lemma 3.2 and Lemma 3.3 can only be
used to compute Type I (A, {a}) ECs.We have the following
lemma to relate Type I (A, {a}) ECs and Type I (A,A) ECs.
Lemma 3.4. In an EC C , for all s ∈ C we have that s |=Γ⇂C∧
a∈A
A(pa) ∧
∧
a∈A
AS(♦Cmaxeven(pa)), iff for all ai ∈ A, and for all
s ∈ C , we have that s |=Γ⇂C
∧
a∈A
A(pa) ∧ AS(♦C
max
even(pai )).
Proof. Weprove here the right to left implication as the other
direction is obvious. Assume that for i ∈ [|A|], we have a
strategy σai ,s for
∧
a∈A
A(pa) ∧AS(♦C
max
even(pai )). We define the
following strategy σs :
1. Let s0 = s
2. For i going from 1 to |A|, play σai,si−1 until reaching
some state si of Cmaxeven(pai )
As in all possible paths we end up having some i such
that σai ,si−1 is followed forever, and all these strategy satisfy∧
a∈A
A(pa), we have that σs also satisfies
∧
a∈A
A(pa). As every
σai,si−1 has probability 1 of reachingC
max
even(pai ), the strategy
σs satisfies
∧
a∈A
AS(♦Cmaxeven(pa)). As a conclusion s,σs |=Γ⇂C∧
a∈A
A(pa) ∧
∧
a∈A
AS(♦Cmaxeven(pa)) hence the result holds. 
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The following lemma states that we can compute themax-
imal Type I (A,A) ECs. The remaining part of this section
is devoted to the proof of the following lemma. The proof
of this lemma involves a detailed algorithmic procedure for
computing the set of maximal Type I (A,A) ECs. In this pro-
cedure we iteratively compute the maximal Type I (A, { ai })
ECs for all ai ∈ A. The combination of Lemma 3.2 and
Lemma 3.3 is used for the computation of the set maximal
Type I (A, {ai }) ECs. Every time we do this computation,
we prune all the states that do not belong to at least one
of these ECs and solve Streett games again. We note that
computing the maximal Type I (A, {ai }) ECs follows an ap-
proach similar to the the procedure in [1] that computes the
set of maximal SGECs. The difference is that we add an ad-
ditional step in our algorithm, and use Lemma 3.4 to be able
to combine the different {pai }. We note that a naive gener-
alization of the algorithm in [1] to compute the set of max-
imal Type I (A,A) ECs results in an EXPTIME complexity ,
while we end up with a PNP complexity as we show later in
Section 7.
Lemma 3.5. Given an MDP Γ = (S, E,Act , Pr), it is possible
to compute the set of maximal Type I (A,A) ECs . This can
be done by solving iteratively a number of Streett games that
are polynomial in |A| and |S |.
Given a set C of end-components, we denote by SC the set
of states belonging to some end-component in C. Formally:
SC = {s ∈ S, ∃C ∈ C | s ∈ C}. At the end, in Algorithm 4, we
compute the set of maximal Type I (A,A) ECs C2. To find
these ECs C , we look at the possible even parity value that
may appear in states ofCmaxeven(p), and to do so efficiently we
look at all even values that p may take. For each of these
values, we solve a parity-Büchi game. These games can be
solved by using a linear number of calls to an NP∩ coNP or-
acle, and hence the problem is in PNP∩coNP = NP∩ coNP [8].
A naive generalization of [1] would result in an EXPTIME
complexity. Indeed, if we consider objectives of the form
s |=Γ⇂C
∧
a∈A
A(pa) ∧
∧
a∈A
AS(♦Cmaxeven(pa)), we would consider
every tuple of length |A| of possible even parity values that
may appear in states of Cmaxeven(pa). The number of such tu-
ples is exponential in |A|, which leads to the EXPTIME com-
plexity. Our approach is to use Lemma 3.4 to check for every
ai ∈ A if s ′ |=Γ⇂C
∧
a∈A
A(pa) ∧ AS(♦C
max
even(pai )). This means
we can test separately for every ai ∈ A the possible even
parity values of states inCmaxeven(pai ), which only considers a
polynomial number of possibilities. We can check this con-
dition by converting it to a game with multiple parity, and
a single Büchi condition. Since a Büchi condition can be re-
garded as a parity condition, this game can be regarded as a
multiple-parity game, and thus can be translated to a Streett
game. We solve a number of Streett games linear in |S | and
2Note that in [1] the case where A is a singleton {p} has been solved
|A| to check if C is a Type I (A, {ai }) EC. Towards this, we
modify the algorithms defined in [1], where the case when
A is singleton has been solved. We begin with Algorithm 1
to check if an EC C of MDP Γ is a Type I (A, {ai }).
Algorithm 1
Input : An EC C of MDP Γ, parity conditions {pa | a ∈ A},
ai ∈ A
Output : Yes if and only if for all s ∈ C we have
s |=Γ
∧
a∈A
A(pa) ∧ AS(♦C
max
even(pai ))
1: ComputeGC the Streett game associated to
∧
a∈A
A(pa) ∧
AS(♦Cmaxeven(pai )).
2: if all states win in GC then
3: return “yes".
4: else
5: return “no" and the set of winning states.
Now, given an MDP Γ, an objective
∧
a∈A
A(pa) ∧
AS(♦Cmaxeven(pai )) and an odd number k , Algorithm 2 com-
putes the set MECkI of maximal Type I (A, {ai }) ECs of
Γ whose maximum odd value for parity pai is k . Similarly
to [1], we focus on maximum odd ranks because we remove
the attractor of states that have an odd rank greater than
k . If we tried to obtain the maximum even rank, we would
look for a decomposition in EC, such that every EC in this
decompositionmay have a different maximumodd rank.We
proceed by removing the attractor of states having an odd
rank greater than this maximum. This is not possible with-
out already having the decomposition, and so we would end
up guessing the decomposition and the maximumodd value
in every EC; this would be less efficient.
Algorithm 2
Input : An MDP Γ, parity conditions {pa | a ∈ A}, ai ∈ A,
k ∈ odd .
Output : The setMECkI of maximal Type I (A, {ai }) ECs
with maximum odd parity value k
1: Compute C the maximal EC decomposition of Γ.
2: for all C ∈ C do
3: if odd>k (C) , ∅ then
// odd>k (C) := {s ∈ C | pai (s) > k ∧ pai (s) ∈ odd}
4: Γ := Attr1(odd>k (C)), and begin again from
Step 1.
5: if C is not Type I then // Call to Algorithm 1
6: Γ := Attr1(S\MEC
k
I ), and begin again from
Step 1 //MECkI is the set of winning states in
Algorithm 1.
7: return C.
We get the set of maximal Type I (A, {ai }) ECs by choos-
ing the maximal elements from the set
⋃
k ∈odd
MECkI . This is
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done in Algorithm 3. Note that it is possible that for some
odd k , forC ∈ MECkI , there may exist C
′ ∈ MECℓI , where
ℓ is odd, and ℓ < k such that C ′ ( C . Hence we take the
maximal elements of the union of MECkI over all k to ob-
tain the set of maximal Type I (A, {ai }) ECs.
Algorithm 3
Input : An MDP Γ, parity conditions {pa | a ∈ A}, ai ∈ A.
Output : The set of maximal Type I (A, {ai }) ECs
1: Return the set of maximal elements (for the inclusion)
of the set
⋃
k ∈odd
MECkI .
For anMDP Γ = (S, E,Act , Pr), we nowwrite Algorithm 4
that computes the maximal Type I (A,A) ECs.
Algorithm 4
Input : An MDP Γ, parity conditions {pa | a ∈ A}.
Output : The set C of maximal Type I (A,A) ECs
1: InitializeM = Γ
2: For i going from 1 to |A|, compute the decomposition
into maximal Type I (A, {ai }) EC of theMDP associated
to SC . We call this decomposition Ci which is the output
of Algorithm 3. If SCi ( SC1 , takeM = (SCi , E,Act , Pr)
and begin again from i = 1 // Note that if we reach Ci ,
we have that C1 = C2 = . . . = Ci−1
3: Return C = C1.
We use the following lemmas to show the correctness of
Algorithm 4.
Lemma 3.6. IfC1 andC2 are two Type I ECs, and C1 ∪C2 is
an EC, then C1 ∪C2 is a Type I EC.
Proof. Observe that we have strategy σi in Ci such that for
all s ∈ Ci , we have that s,σi |=C3−i
∧
a∈A
A(pa) ∧ AS(♦(C1 ∪
C2)
max
even(p). If C1
max
even(p) = C2
max
even(p) then strategy σ playing
as σi in Ci is a witness that C1 ∪ C2 is an Type I EC. Now
w.l.o.g., we assume (C1 ∪C2)maxeven(p) = C1
max
even(p) > C2
max
even(p).
We define strategy σ as follows: if the initial state belongs
to C1 it plays as σ1. Otherwise, if the initial state is in C2, it
is defined as follows:
1. Play for |C2 | steps uniformly at random while staying
in C1 ∪C2.
2. If a state q ∈ C1 is reached, then play as σ1 forever.
3. Else play as σ2 until reachingC2maxeven(p) and start again
from 1.
Either this strategy reachesC1 at some point, and then it sat-
isfies both
∧
a∈A
A(pa) and AS(♦(C1∪C2)
max
even(p). This happens
with probability one. In the remaining cases, we stay in C2
forever. Thismeans that it will either playσ2 forever at some
point, satisfying A(p), or alternate between bounded length
random walks and parts where it follows σ2 until reaching
C2
max
even(p) infinitely often, also satisfying A(p). 
We now have the tools to prove Lemma 3.5.
Proof. We denote by C∗ the correct decomposition we want
to compute, and by C the decomposition obtained by apply-
ing Algorithm 4. We show equality between C∗ and C by
proving C ⊆ C∗ and C∗ ⊆ C.
Consider someC ∈ C∗. Since all states inC satisfy
∧
a∈A
A(pa)
∧ AS(♦Cmaxeven(pai )) for all ai ∈ A, none of these states gets
removed by Algorithm 4. Also Algorithm 4 computes the
maximal ECs such that all states inside each such maximal
EC satisfies the property. Thus C ∈ C. Hence C∗ ⊆ C .
Now we prove that for all C ∈ C, there exists C∗ ∈ C∗
such that C = C∗. Let us denote by s1 . . . sn the states of
C . For all i ∈ [n], since si belongs the Type I EC C , it also
belongs to some maximal Type I ECC∗i . It is easy to see that
for all i, j ∈ [n], we have that C∗i ∪ C
∗
j ∪ C is an EC, and in
general thatC ∪
⋃
i ∈[n]C
∗
i is an EC. By Lemma 3.6 we have
thatC ∪
⋃
i ∈[0,n]C
∗
i is a Type I , and by maximality of theC
∗
i
and of C we have that C = C∗1 = . . . = C
∗
n = C ∪
⋃
i ∈[n]C
∗
i
and thus there exists C∗ ∈ C∗ such that C = C∗.
For the number of Streett games solved, we look at the
steps of Algorithm 4. Algorithm 1 solves a single Streett
game. Thus we compute the number of calls to Algorithm 1.
From Algorithm 4, we call Algorithm 3 forO(|A| · |S |) times.
For a fixed MDPM, we call Algorithm 3 for |A| times, and
we changeM forO(|S |) times, every time a state is removed.
From Algorithm 3, for a given ai , we call Algorithm 2 for
min(k, S) times where k is the maximum odd value less than
or equal to maxs ∈S pai (s). Note that the number of odd val-
ues of parity pai is no more than the number of states in the
MDP. From Algorithm 2, every time a state is removed, we
call Algorithm 1. Thus the number of Streett games solved
isO(|A| · |S |3). 
4 Type II end-components
In this section, we define Type II ECs that are a generaliza-
tion of UGEC defined in [4]. In the setting of the current pa-
per, they are a generalization of Type I ECs, that have an ad-
ditional condition. Themain result of the section, Lemma 4.2,
shows an equivalence between solving the realizability prob-
lem for formulas of the form
∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ) and
solving the realizability problem for formulas involving sure
parity conditions and almost-sure reachability of the Type II
end-components. To do so, the two directions of the proof
are done separately. For the right to left direction, we are
given a strategy σT . First Lemma 4.8 shows that inside a
Type II EC, there always exists a strategy σ for
∧
a∈A
A(pa) ∧∧
as ∈AS
AS(pas ). We rely on Lemmas 4.3, and Lemma 4.4 to
prove that such a σ can be constructed, and then we use
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Lemma 4.6 to show that σ satisfies
∧
a∈A
A(pa)∧
∧
as ∈AS
AS(pas ).
In Lemma 4.10, we use the strategy σT to reach a Type II EC
and thereafter play σ , completing the proof of this direction.
Lemma 4.15 states the result in the other direction. To-
wards this, we first show that for a strategy satisfying the
formula
∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ), all the states that are
visited under this strategy satisfy this particular formula.
We then introduce the notion of density in Definition 4.12
to relate in Lemma 4.13 the states satisfying the formula∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ) to the Street-Büchi game of Sec-
tion 3. Since Street-Büchi games are related to Type I ECs,
and Type II ECs are extensions of Type I ECs, it then remains
to prove that there exists at least one Type II EC in the MDP.
This is done in Lemma 4.14.
Given two sets of parity conditions {pa | a ∈ A} and
{pas | as ∈ AS}, an end-componentC of Γ is Type II (A,AS)
if the following two properties hold:
• (II1) ∀ s ∈ C, s |=Γ⇂C
∧
a∈A
A(pa) ∧
∧
a∈A
AS(♦Cmaxeven(pa))
• (II2) ∀ s ∈ C, s |=Γ⇂C
∧
a∈A
AS(pa) ∧
∧
as ∈AS
AS(pas )
We note that condition (II1) is exactly the one defining a
Type I (A,A) EC.Wewrite Type II (A,AS) EC as Type II EC
when the parity sets are clear from the context. We intro-
duce the following notations: ECII(Γ,A,AS) is the set of
all Type II (A,AS) ECs, andTII,Γ,A,AS = ∪U ∈ECII(Γ,A,AS)U
is the set of states belonging to some Type II EC.
Intuitively, a Type II (A,AS) EC, is a Type I (A,A) EC
where there also exists an additional strategy staying within
the EC and almost-surely satisfying all parity conditions pa
and pas . This notion generalizes the notion of a ultra-good
end-component (UGEC in [4]) which is a Type II EC where
both A and AS are singletons. In the sequel, we use the
following notation:
∧
(A,AS) =
∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ).
Finding solutions for (II2) is done in [16], and it is shown
in [4] how to use simple techniques from [2].Winning strate-
gies for (II2)may require either randomization or determin-
istic finite memory.We showed how to compute ECs satisfy-
ing (II1) (Type I ECs) in Lemma 3.5. In the sequel we relate
Type II ECs to the formula
∧
(A,AS). In particular, from
every state belonging to a Type II ECs there exists a strat-
egy satisfying the formula
∧
(A,AS). We illustrate this by
the following example.
Example 4.1. Consider the example in Figure 6. We show
a strategy satisfying A(p1) ∧ AS(p2) in an MDP that is also a
Type II EC. Indeed every state satisfies condition (II1) when
action a is chosen from state s and every state satisfies con-
dition (II2) when action b is chosen from state s .
Now the strategy from s to satisfy A(p1) ∧ AS(p2) is the
following. In round 1, action b is chosen some i0 times. If
the state with parity (2, 2) is not visited when action b is
chosen i0 times, then action a is chosen until the state with
2,2
1,1 0,0 0,5
2,1
s
a, 1
b, 1
a, 0.5
a, 0.5
a, 1
a, 0.5
a, 0.5
a, 1
Figure 6. An example of a Type II EC
1, 1
4, 4
3, 3
4, 3
2, 3
a, 0.5
a, 0.5
b , 0.5
c , 1
a, 1
a, 1
a, 1
a, 1
b , 0.5
Figure 7. Finite memory may be needed for condition (II1).
parity (2, 1) is visited. Once state (2, 1) is visited, we pro-
ceed to round 2 in which action b is chosen i1 = i0 + 1
times. From every round, we proceed to the next round if
either the state with parity (2, 2) is visited in the current
round, or otherwise if the state with parity (2, 1) is visited
and so on, resulting in action b being chosen i j = i0 + j
times at round j . Now we compute the probability of not
choosing action a from s during n rounds. The probability
of not choosing a from s after the first round is 1− 2−i0 . The
probability of not choosing a from s after the first and the
second round is (1− 2−i0) · (1− 2−(i0+1)), and thus the proba-
bility of never choosing a when n rounds already happened
is p(n) =
∏∞
j=n(1 − 2
−(i0+j)). In [4], it has been shown that
limn→∞ p(n) = 1, implying that with probability 1 action a
will eventually stop being played.
The strategies for conditions (II1) and (II2) in the example
above are deterministic memoryless strategies. However, in
general, the strategy for (II1)may require finite memory and
the strategy for (II2)may require memory or randomization.
We illustrate this below. In Figure 7, note that starting from
the state with parity (1, 1), we need memory to satisfy con-
dition (II1). A strategy from the state with parity (1, 1) that
alternates between actions b and c satisfies condition (II1).
In Figure 8, starting from the state with parity (0, 0), a
randomizedmemoryless strategy that chooses actiona with
probability p > 0 and actionb with probability 1−p will visit
both of the other two states infinitely often almost-surely,
and hence a randomized memoryless strategy suffices here.
We now state the main result of this section.
Lemma 4.2. Given an MDP Γ, and two sets of parity condi-
tions {pa | a ∈ A} and {pas | as ∈ AS}, for all states s0, we
have s0 |=Γ
∧
(A,AS) iff s0 |=Γ
∧
a∈A
A(pa)∧AS(♦TII,Γ,A,AS).
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1,2 0,0 2,1
a, 1
a, 1
b, 1
a, 1
Figure 8. Randomisation or finite-memory may be needed
for condition (II2).
A strategy that enforces such conditions may require infinite
memory.
We outline a sketch of proof of Lemma 4.2. We show each
direction separately. We fix some s0 ∈ S and use it through-
out this section. The necessity of using infinite memory is
proved in Theorem 18 of [4], in the subcase where A and
AS are singletons.
We start with the right-to-left implication. Since s0 |=Γ∧
a∈A
A(pa) ∧ AS(♦TII,Γ,A,AS), there exists a witness strategy
σT . By definition, paths in Paths
Γ
[σT ]
(s0) eventually reaches
some Type II EC C ∈ ECII(Γ,A,AS) with probability one.
Since C is a Type II EC, there exist two strategies, σ1 and
σ2 respectively ensuring condition (II1) and (II2). In what
follows we define a strategy σC from σ1 and σ2 such that for
all s ∈ C we have s,σC |=Γ
∧
(A,AS). Finally, we compute
a strategy σ such that from s0, we play σT until reaching
a Type II EC C , where we play σC . This strategy σ satisfies∧
(A,AS) from s .
We construct the infinite memory strategy σC from σ1
and σ2. To do so, we first show some technical lemmas en-
suring σC can be effectively computed.
Lemma 4.3. Given an ECC , it can be decided in polynomial
time if condition (II2) holds inC , and a randomized memory-
less strategy suffices.
Proof. Given an EC C , we claim that (i) the existence of a
sub-EC D such that for all i ∈ A ∪AS we have Dmaxeven(pi ) ,
∅ is not only necessary but also sufficient for C to satisfy
condition (II2), and (ii) the existence of such a set can be
decided in polynomial time.
For (i), it is obvious that the existence of such an EC is
necessary. To prove it is also sufficient, we assume we have
a sub-ECD such that for all i ∈ A∪AS we haveDmaxeven(pi ) ,
∅. For all sub-EC of C , in particular for D, we can build a
uniform randomized memoryless strategy σ such that
Pr
Γ⇂C
[σ ]
[
{π ∈ PathsΓ⇂C
[σ ]
(s) | inf(π ) = D}
]
= 1.
Since for all i ∈ A ∪ AS we have Dmaxeven(pi ) , ∅, we thus
have that all pa and pas are almost-surely satisfied by σ ,
hence thatσ is awitness for s |=Γ⇂C
∧
a∈A
AS(pa)∧
∧
as ∈AS
AS(pas ),
and that condition (II2) holds in C .
It remains to check the existence of such a set D ⊆ C in
polynomial time. First, we check if all Cmaxeven(pa) , ∅ and
Cmaxeven(pas ) , ∅. If this holds, then D = C and the answer is
Yes (it takes linear time obviously). If it does not hold, then
we compute the sets
Cmaxodd (pi ) =
{
s ∈ C | (pi (s) is odd)∧
(∀ s ′ ∈ C, pi (s
′) is even =⇒ pi (s
′) < pi (s))
}
and we iterate this procedure in the sub-EC C ′ ⊂ C defined
as
C ′ = Attr1
( ⋃
i ∈A∪AS
Cmaxodd (pi )
)
.
It is easy to see that a suitable D exists if and only if this
procedure stops before C ′ = ∅. In addition, this procedure
takes at most |C | iterations (as we remove at least one state
at each step) and each iteration takes linear time. This im-
plies our result and concludes our proof. 
Lemma 4.4. Let C be an EC of Γ. If condition (II2) holds
then there exists a randomized memoryless witness strategy
σ2 and a sub-EC D ⊆ C such that for all i ∈ A ∪ AS
we have Dmaxeven(pi ) , ∅, and for all s ∈ C , we have that
Pr
Γ⇂C
[σI I2
]
[
{π ∈ PathsΓ⇂C
[σI I2
]
(s) | inf(π ) = D}
]
= 1.
Proof of Lemma 4.4. Let C be an EC that satisfies condition
(II2), and a corresponding witness strategy σ (whose exis-
tence is granted by Lemma 4.3). By Proposition 2.1, we know
that for all states s ∈ C ,
Pr
Γ⇂C
[σ ]
[
{π ∈ PathsΓ⇂C
[σ ]
(s) | inf(π ) ∈ EC(Γ⇂C )}
]
= 1,
where EC(Γ⇂C) is the set of ECs of Γ⇂C . We claim that for all
D ∈ Γ⇂C for which
Pr
Γ⇂C
[σ ]
[
{π ∈ PathsΓ⇂C
[σ ]
| inf(π ) = D}
]
> 0,
and for all i ∈ A∪AS , we necessarily have thatDmaxeven(pi ) ,
∅. Indeed, assume this is false for pi . Then, with probabil-
ity strictly greater than zero, σ induces a path π such that
maxs ′∈inf(π ) pi (s
′) is odd (as themaximal priority in inf(π ) =
D is odd). This contradicts the fact that σ is a witness strat-
egy for s |=Γ⇂C
∧
a∈A
AS(pa) ∧
∧
as ∈AS
AS(pas ).
We know that such a D exists. As every state of an EC
can almost-surely be visited using a uniform randomized
memoryless strategy [2], we can conceive a witness strategy
σ2 that reaches and stays only in D with probability 1. 
Proposition 4.5 (Optimal reachability [2]). Given an MDP
Γ = (S, E,Act , Pr), and a target set T ⊆ S , we can compute
for each state s ∈ S the maximal probability v∗s to reach T , in
polynomial time. There is an optimal deterministic memory-
less strategy σ ∗ that enforces v∗s from all s ∈ S . Now, fix s ∈ S
and c ∈ Q such that c < v∗s . Then there exists k ∈ N such that
by playing σ ∗ from s for k steps, we reach T with probability
larger than c .
Lemma 4.6. Let C be an EC of Γ. Every strategy σ2 satisfies
the following property: for all s ∈ C , for all ε > 0, there exists
n ∈ N such that:
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Pr
Γ⇂C
[σ2 ][{ρ ∈ Fpaths
Γ⇂C
[σ2 ]
| ∀a ∈ A, ∃ka ≤ n,
ρ(ka) ∈ C
max
even(pa)}] ≥ 1 − ε .
Proof. This result is a consequence of Proposition 4.5. See
that for all a ∈ A we have that σ2 reaches Dmaxeven(pa) almost-
surely from all state s ∈ C . Thus we can apply Proposi-
tion 4.5 to all a ∈ A and find some kA ∈ N such that by play-
ing σ2 from any s ∈ S for ka steps, we reach Dmaxeven(pa) with
probability larger than (1 − ε)
1
|A| (there exists such a ka for
every s ∈ S , and as S is finite, taking the maximum of them
works for every s ∈ S). We take n = Σa∈Aka . We consider
a disjoint episodes labelled by i for every a ∈ A, of a dura-
tion of ka steps. For all a ∈ A, during episode i we have a
probability of visitingDmaxeven(pa) greater than (1−ε)
1
|A| . Since
these episodes are independent, the probability that for all
a ∈ A, we visited Dmaxeven(pa) during episode i is greater than
((1− ε)
1
|A| ) |A | = (1− ε), and hence the desired property. 
Definition 4.7. Let C ∈ ECII(Γ). Let (ni )i ∈N be a sequence
of naturals ni such that for all i ∈ N we have:
Pr
Γ⇂C
[σ2 ][{ρ · ρ
′ ∈ PathsΓ⇂C
[σ2 ]
| ρ ∈ FpathsΓ⇂C
[σ2 ]
,
∀a ∈ A, ∃ka < ni , ρ(ka) ∈ C
max
even(pa)}] ≥ 1 − 2
−i
whose existence is granted by Lemma 4.6. The strategy σC
is defined as follows.
1. Play σ2 for ni steps. Then i = i + 1 and go to 2.
2. If for all a ∈ A :Cmaxeven(pa)was visited in phase 1, then
go to 1.
Else, play σ1 until all Cmaxeven(pa) are reached, and then
go to 1.
Strategy σC can be effectively constructed, as the con-
struction of σ1 comes from Section 3 and the construction of
σ2 comes from Lemma 4.4. The following lemma states that
for all s ∈ C , the strategy σC indeed satisfies
∧
(A,AS):
Lemma 4.8. Let C ∈ ECII(Γ,A,AS). For all s ∈ C , it holds
that s,σC |=Γ
∧
(A,AS).
Proof. Let us first look at the
∧
a∈A
A(pa) condition. Each path
π has to follow one of these three cases:
• Strategy σ1 is only played a finite number of times,
and for a finite duration: This means that eventually
for some i0, in each round i > i0, in episodes of ni
steps, Cmaxeven(pa) was visited for all a ∈ A. This also
means that eventually only σ2 is played and π stays
in C , hence all pa are satisfied on π .
• Strategy σ1 is eventually played for an infinite dura-
tion without coming back to 1: By definition of σ1,
path π satisfies all pa .
• Strategy σ1 and σ2 are both played infinitely often:
The only way to stop strategy σ1 is to have visited all
Cmaxeven(pa). As σ2 and σ1 were both played infinitely of-
ten, σ1 was stopped infinitely often, and so Cmaxeven(pa)
was visited infinitely often for all a ∈ A. As π has to
stay in C , it implies that π satisfies all pa .
For the
∧
as ∈AS
A(pas ) conditions, we can prove that with
probability 1, eventually only σ2 is played. As σ2 has itself
probability 1 of ensuring all pas , we get that σC satisfies∧
as ∈AS
A(pas ). 
Now we construct a strategy σ from σT and σC .
Definition 4.9. Based on strategies σT and σC for all C ∈
ECII(Γ), we build the global strategy σ as follows.
1. Play σT until a Type II EC C is reached, then go to 2.
2. Play σC forever.
The following lemma concludes this direction of the proof
of Lemma 4.2:
Lemma 4.10. It holds that s0,σ |=Γ
∧
(A,AS).
Proof. First, we consider for all a ∈ A the objective A(pa).
Along each run π consistent with σ , either (i) a Type II EC
C is eventually reached and σ switches to σC , or (ii) σ be-
haves as σT forever. Since all strategies σC and strategy σT
ensure A(pa) and the parity condition is prefix-independent,
we have that s0,σ |=Γ A(pa).
Second, sincewith probability one,σT reaches some Type II
EC C , in which σC ensures AS(pas ) for all as ∈ AS . Again
invoking prefix-independence, we conclude that s0,σ |=Γ
AS(pas ), which ends our proof. 
Now we sketch the proof of the left-to-right implication
of Lemma 4.2. We make use of the following lemma.
Lemma 4.11. Given an MDP Γ = (S, E,Act , Pr), and two
sets of parity conditions {pa | a ∈ A} and {pas | as ∈ AS},
for all states s, s ′ ∈ S , and for all strategies σ the following
holds: if s,σ |=Γ
∧
(A,AS) and s ′ < J
∧
(A,AS)K, then
s ′ < PathsΓ
[σ ]
(s).
Proof. The proof follows from the fact that for a strategy σ
in Γ that satisfies A(p) (resp. AS(p)), for all finite paths π from
s in Γ[σ ], if π leads to a state s˜ , then it holds that for the set
of paths originating from s˜ , we have that A(p) (resp. AS(p))
is satisfied. The details of the proof is as follows:
Assume by contradiction that s ′ ∈ PathsΓ
[σ ]
(s). Since it
holds that s ′ 2Γ
∧
(A,AS), there can be two possibilities:
either (i) for some a ∈ A, we have s ′ 2 A(pa) or (ii) for some
as ∈ AS, we have s ′ 2 AS(pas ).
For (i), since the condition pa is prefix-independent, we
have that any path going through s ′ does not satisfy pa ,
thus s 2 A(pa), and hence the contradiction. For (ii), if s
′ 2
AS(pas ), and since by assumption s
′ ∈ PathsΓ
[σ ]
(s), we have
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that s ′ can be reached from s with non-zero probability in
the MC Γ[σ ], and thus s,σ |=Γ AS(pas ) does not hold true,
and hence the contradiction. 
We now introduce the following definition.
Definition4.12 (Density). Let Γ = (S, E,Act , Pr) be anMDP,
s ∈ S an initial state, σ a strategy, andR ⊆ S . We say thatR is
dense in σ from s if and only if for all ρ ∈ FpathsΓ
[σ ]
(s), there
exists ρ ′ such that ρ · ρ ′ ∈ FpathsΓ
[σ ]
(s) and Last(ρ ′) ∈ R.
That is, after all prefixes in the tree PathsΓ
[σ ]
(s), there is a
continuation that visits R.
Now we state the following lemma that uses the above
definition.
Lemma 4.13. Given an MDP Γ = (S, E,Act , Pr), a state s ∈
S , a set of parity conditions {pa | a ∈ A}, a set R ⊆ S , if
there exists a strategy σ such that s,σ |=Γ
∧
a∈A
A(pa), and R
is dense in σ from s , then s |=G Γ
R, {pa | a∈A}
∧
a∈A
A(pa) ∧ A(♦B),
withGΓ
R, {pa | a∈A}
the Streett-Büchi game defined in Section 3
where the Büchi condition is B.
Proof. We construct a strategy σ ′ to play in GΓ
R, {p
a
| a∈A}
from strategy σ , and we show that σ ′ is winning for the
Büchi parity condition.
Let α : S ′ → S ∪ {ε} be a mapping from the states in
GΓ
R, {pa | a∈A}
to the states in Γ such thatα(s) = s for all s ∈ S ,
and α(s,a, i) = ε for all (s,a, i) ∈ (S \R) ×Act × {0, 1}. Then
we extend α to map prefixes in GΓ
R, {pa | a∈A}
to prefixes in
Γ.
Now, we label each prefix ρ ∈ FpathsΓ
[σ ]
(s) by a finite
continuation lab(ρ) = ρ ′ such that (i) ρ · ρ ′ ∈ FpathsΓ
[σ ]
(s)
and Last(ρ ′) ∈ R; and (ii) if ρ ′ = ρ ′1 · s · ρ
′
2 is the label of ρ
then lab(ρ · ρ ′1 · s) = ρ
′
2. It should be clear that due to the
density of R (as given in Definition 4.12), such a labelling is
always possible.
Now, we define the strategy σ ′ from σ and this labelling:
• (i) For a prefix ρ in the game such that Last(ρ) ∈ R,
the only possible choice is the only action available as
R is absorbing in the game.
• (ii) For a prefix ρ such that Last(ρ) ∈ S ∪ (S \ R) ×
{Act}×{0, 1} and such that α(ρ) is not consistent with
σ , we choose any a ∈ Act .
• (iii) For a prefix ρ such that Last(ρ) ∈ S and such that
α(ρ) is consistent with σ , we define σ ′(ρ) = σ (α(ρ)).
• (iv) For a prefix ρ such that Last(ρ) ∈ (S \R)×{Act}×
{1} and such that α(ρ) is consistent with σ , then α(ρ)
in the tree PathsΓ
[σ ]
(s) is labelled with a finite path ρ ′
that leads to a state in R, i.e., lab(α(ρ)) = ρ ′, then we
define σ ′(ρ) = First(ρ ′).
• (iv) For a prefix ρ such that Last(ρ) ∈ (S \R)×{Act}×
{0} and such that α(ρ) is consistent with σ , then we
play the only action available.
We now show that σ ′ wins the Büchi B and parity p′a con-
ditions for all a ∈ A defined in the gameGΓ
R, {pa | a∈A}
from
state s . First, fora ∈ A asσ is enforcing pa in Γ, we have that
p′a replicates the priorities given by pa , and absorbing states
in R have even priorities for p′a , it is clear that σ
′ enforces p′a
in the gameGΓ
R, {p
a
| a∈A}
. Now, for the Büchi condition, we
consider the following case study on the paths π consistent
with σ ′ in the game.
• If π ends up in R, then it is clearly Büchi accepting.
• If π is such that after a finite prefix ρ, we always visit
states s ′ ∈ S × Act × {1}, then according to the defi-
nition of σ ′, the play will follow a finite path ρ ′ to a
state in R, and so π reaches R and as a consequence π
is Büchi accepting.
• Finally, if π is such that it is eventually never the case
that we visit any s ′ ∈ S×Act ×{1}, then we visit infin-
itely often the copies s ′ ∈ S × Act × {0}, and because
all (s,a, 0) ∈ B, we have that π is also Büchi accepting.
So in all cases, play π satisfies the Büchi condition, and we
are done.
Let α : S ′ → S ∪ {ε} be a mapping from the states in
GΓ
R, {pa | a∈A}
to the states in Γ such that α(s) = s for all s ∈ S ,
and α(s,a, i) = ε for all (s,a, i) ∈ (S \R) ×Act × {0, 1}. Then
we extend α to map prefixes in GΓ
R, {pa | a∈A}
to prefixes in
Γ.
Now, we label each prefix ρ ∈ FpathsΓ
[σ ]
(s) by a finite
continuation lab(ρ) = ρ ′ such that (i) ρ · ρ ′ ∈ FpathsΓ
[σ ]
(s)
and Last(ρ ′) ∈ R; and (ii) if ρ ′ = ρ ′1 · s · ρ
′
2 is the label of ρ
then lab(ρ · ρ ′1 · s) = ρ
′
2. It should be clear that due to the
density of R (as given in Definition 4.12), such a labelling is
always possible.
Now, we define the strategy σ ′ from σ and this labelling:
• (i) For a prefix ρ in the game such that Last(ρ) ∈ R,
the only possible choice is the only action available as
R is absorbing in the game.
• (ii) For a prefix ρ such that Last(ρ) ∈ S ∪ (S \ R) ×
{Act}×{0, 1} and such thatα(ρ) is not consistent with
σ , we choose any a ∈ Act .
• (iii) For a prefix ρ such that Last(ρ) ∈ S and such that
α(ρ) is consistent with σ , we define σ ′(ρ) = σ (α(ρ)).
• (iv) For a prefix ρ such that Last(ρ) ∈ (S \R)×{Act}×
{1} and such that α(ρ) is consistent with σ , then α(ρ)
in the tree PathsΓ
[σ ]
(s) is labelled with a finite path ρ ′
that leads to a state in R, i.e., lab(α(ρ)) = ρ ′, then we
define σ ′(ρ) = First(ρ ′).
• (iv) For a prefix ρ such that Last(ρ) ∈ (S \R)×{Act}×
{0} and such that α(ρ) is consistent with σ , then we
play the only action available.
We now show that σ ′ wins the Büchi B and parity p′a con-
ditions for all a ∈ A defined in the gameGΓ
R, {pa | a∈A}
from
state s . First, fora ∈ A asσ is enforcing pa in Γ, we have that
p′a replicates the priorities given by pa , and absorbing states
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in R have even priorities for p′a , it is clear that σ
′ enforces p′a
in the gameGΓ
R, {pa | a∈A}
. Now, for the Büchi condition, we
consider the following case study on the paths π consistent
with σ ′ in the game.
• If π ends up in R, then it is clearly Büchi accepting.
• If π is such that after a finite prefix ρ, we always visit
states s ′ ∈ S × Act × {1}, then according to the defi-
nition of σ ′, the play will follow a finite path ρ ′ to a
state in R, and so π reaches R and as a consequence π
is Büchi accepting.
• Finally, if π is such that it is eventually never the case
that we visit any s ′ ∈ S×Act ×{1}, then we visit infin-
itely often the copies s ′ ∈ S × Act × {0}, and because
all (s,a, 0) ∈ B, we have that π is also Büchi accepting.
So in all cases, play π satisfies the Büchi condition, and we
are done. 
Lemma 4.11 implies that for all initial state s ′, in Γ⇂C [σ ],
after all finite path ρ beginning from some state (q′, s ′), and
ending in (q′′, s ′′) it holds that (q′′, s ′′),σ |=Γ
∧
(A,AS).
Thus after every finite path, there exists a continuation that
visits TII,Γ,A,AS, hence TII,Γ,A,AS is dense from s
′ in σ , and
so by Lemma 4.13, Lemma 3.2 and Lemma 3.3, we have that
s0 |=Γ
∧
a∈A
A(pa)∧AS(♦TII,Γ,A,AS). Recall that s0 is the initial
state in Lemma 4.2. We detail below why TII,Γ,A,AS is non-
empty.
Lemma 4.14. If s0 |=Γ
∧
(A,AS) then ECII(Γ) , ∅.
Proof. We recall that given an MDP Γ, an initial state s , a
strategy σ and a set of paths Π ⊆ PathsΓ
[σ ]
(s), we define
States(Π) = {s ∈ S | ∃ π ∈ Π, ∃n ∈ N0, π (n) = s}.
Now consider the following set S of subsets of S :
S = {R ⊆ S | ∃ s ∈ S, ∃σ a strategy,
(s,σ |=Γ
∧
(A,AS)) ∧ (R = States(PathsΓ
[σ ]
(s)))}.
We have that for each R ∈ min⊆(S), the following prop-
erties hold:
1. R is an EC in Γ,
2. ∀ s ∈ R, s |=Γ⇂R
∧
a∈A
(A(pa) ∧ AS(♦R
max
even(pa))),
3. ∀ s ∈ R, s |=Γ⇂R
∧
a∈A
AS(pa) ∧ AS(pas ).
Before proving these three items, we claim that for all
R ∈ min⊆(S), and s ∈ R, there exists a strategy σR such that
s,σR |=Γ⇂R
∧
(A,AS), i.e., σR satisfies the property without
leaving R. This is a direct consequence of Lemma 4.11 and
the minimality of R in S for the ⊆ order. We use strategy σR
in the rest of the proof.
Item 1). We first prove that R is strongly connected. By
contradiction, assume it is not the case, i.e., that there exist
s, s ′ ∈ R such that there is no path in R from s to s ′. Then,
let R′ be the set of states reachable with strategy σR from a
prefix ρ ending in s . By Lemma 4.11, we have that R′ ∈ S.
But as there is no path from s to s ′ in R, we have that s ′ < R′
and R′ ( R. This contradicts the minimality of R, hence
we conclude that R is strongly connected. Then, for all state
s of R, and a ∈ Act(s), we have that Post(s,a) , ∅, as R
is strongly connected. Hence, it remains to show that for
all states s ∈ R, there exists an action a such that we have
Post(s,a) ⊆ R. By contradiction, fix some s ∈ R, and assume
that for all action a there exists sa < R such that (s, sa) ∈ E.
As R belongs to S, recall that R = States(PathsΓ
[σ ]
(s ′′))
for some strategy σ and state s ′′. Since s ∈ R, there exists
a prefix ρ ∈ FpathsΓ
[σ ]
(s ′′) such that Last(ρ) = s . But then,
for some a, prefix ρ ′ = ρ · sa also belongs to Fpaths
Γ
[σ ]
(s ′′),
and sa ∈ R. Thus, we conclude that R is indeed an EC in Γ.
Item 2). We fix any s ∈ R, and we prove that s |=Γ⇂R∧
a∈A
(A(pa) ∧ AS(♦R
max
even(pa))). As seen above, from the mini-
mality of R and Lemma 4.11, we know that s,σR |=Γ⇂R∧
(A,AS). Now, again from the minimality of R in S, we
know that in the subtree induced by PathsΓ
[σR ]
(s), every
non-empty subset R′ ⊆ R is dense, otherwise, there would
exists some r ∈ R such that a subtree of PathsΓ
[σR ]
(s) only
visits R\r , and this subtree would itself define a winning
strategy for ∧AAS , breaking the minimality assumption.
As a consequence, for all prefixes ρ, there exists a path be-
ginning with ρ that eventually reaches a state of R′. Us-
ing the reduction to a parity-Büchi game which underlies
Lemma 3.2, we deduce from the density argument presented
in Lemma 4.13 thatwe can build σ fromσR such that s,σ |=Γ⇂R∧
a∈A
(AS(pa)∧AS(♦R
max
even(pa))). It remains to argue thatR
max
even(pa)
is non-empty to prove this item. This is necessarily true, oth-
erwise Rmaxodd (pa)would be non-empty, and σR would not en-
sure A(pa) in R (as R
max
odd
(pa) would be a dense subset).
Item 3). This is trivial as, for s ∈ R, we have that σR en-
forces s,σR |=Γ⇂R
∧
(A,AS), a stronger property. 
Finally, we state the following lemma. It refines Lemma 4.14
by showing that some Type II EC of ECII(Γ) can be reached
almost-surely while satisfying
∧
a∈A
(A(pa). We define
Tmin
II,Γ,A,AS
= ∪R∈min⊆(S)R, that is the set of all states that
belong to a minimal set R of S.
Lemma 4.15. If s0 |=Γ
∧
(A,AS) then s0 |=Γ
∧
a∈A
(A(pa) ∧
AS(♦Tmin
II,Γ,A,AS
)).
Proof. Letσ be awitness for s0 |=Γ
∧
(A,AS). By Lemma 4.14,
we know that ECII(Γ) is non-empty, and so is TminII,Γ,A,AS.
Furthermore, we claim that Tmin
II,Γ,A,AS
is dense in the tree
induced by PathsΓ
[σ ]
(s0). Indeed, by Lemma 4.11, after ev-
ery prefix ρ ∈ FpathsΓ
[σ ]
(s0), the following property holds:
Last(ρ),σ [ρ] |=Γ
∧
(A,AS) (hence Tmin
II,Γ,A,AS
is reached,
repeating the previous arguments). Since this holds for all
prefixes of FpathsΓ
[σ ]
(s0), we have that TminII,Γ,A,AS is indeed
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dense in the tree of σ . Hence, again using the density argu-
ment presented in Lemma 4.13, we can build σ ′ from σ such
that s0,σ ′ |=Γ
∧
a∈A
(A(pa) ∧ AS(♦T
min
II,Γ,A,AS
)). 
Weend this sectionwith the following observation. Lemma
4.11 implies that winning strategies only visit states belong-
ing to J
∧
(A,AS)K. As a consequence, pruning the states
that do not satisfy
∧
(A,AS) does not affect correctness.
We use this pruned MDP in the rest of the paper. We state
this formally:
Assumption 4.1. For every state s of Γ, we have:
s ∈ J
∧
(A,AS)K.
We detail how to do this pruning in Section 7, we use
Lemma 4.2 to find the states that do not satisfy the objective.
5 Type III end-components
In this section, we define Type III ECs. These end-components
are used to characterize the winning strategies for formu-
las of the form
∧
(A,AS) ∧ NZ(pnz ). To do so, we show in
Lemma 5.2 that all Type III ECs satisfy such a formula. In
Lemma 5.4, we use the previous lemma and the technical
Lemma 5.3 to relate the formula
∧
(A,AS) ∧ NZ(pnz ) to
the almost-sure reachability of the set of Type III ECs under
the constraint
∧
(A,AS). We explain in Section 6 how to
compute reachability of a set of states under the constraint∧
(A,AS), and in Section 7 we explain how to compute the
set of Type III ECs.
Given two sets of parity conditions {pa | a ∈ A}, {pas | as ∈
AS} and another parity condition pnz , an end-component
C of Γ is Type III (A,AS, pnz ) if the following two proper-
ties hold:
• (III1) ∀ s ∈ C, s |=Γ
∧
(A,AS);
• (III2) ∀ s ∈ C, s |=Γ⇂C
∧
a∈A
AS(pa) ∧
∧
as ∈AS
AS(pas ) ∧
AS(pnz )
Wewrite Type III (A,AS, pnz ) EC as Type III ECs when the
parity sets are clear from the context. We note that con-
dition (III1) may require an infinite memory strategy (see
Lemma 4.2), and can always be satisfied in the pruned MDP,
due to Assumption 4.1. Condition (III1) can be checked us-
ing [16]. Note that condition (III2) is only about the parity
conditions indexed byA andAS , andmust hold while stay-
ing inside the end-componentC , but thewitness strategy for
(III1) may leave C . This notion strengthens in a non-trivial
way the notion of very-good end-component (VGEC in [4])
which are Type III ECswhereA is a singleton,AS = ∅, and
the pnz stays as it is. From condition (III1) and Lemma 4.2
we know that if there exists a Type III EC in the MDP Γ then
there also exists a Type II EC.We introduce the following no-
tations: ECIII(Γ,A,AS, pnz ) is the set of allType III (A,AS,
pnz ) ECs of Γ, and TIII,A,AS,pnz = ∪C ∈ECIII(Γ,A,AS,pnz )C is
the set of states belonging to some Type III EC in Γ.
2,2,1 1,1,1
1,1,1
2,2,2
s
a, 1
b, 1
a, 0.5 a, 0.5
a, 1
a, 1
Figure 9. An example of a Type III EC
In the sequel, we relate Type III ECs to the formula∧
(A,AS)
∧NZ(pnz ). In particular, from all states belonging to a Type III
ECs there exists a strategy satisfying the formula
∧
(A,AS)∧
NZ(pnz ). We illustrate this by the following example.
Example 5.1. Consider the example in Figure 9. We show
a strategy satisfying A(p1) ∧ AS(p2) ∧ NZ(p3) in an MDP that
is also a Type III EC: All the states satisfy condition (III1)
when actiona is chosen from state s , and all the states satisfy
condition (III2) when action b is chosen from state s .
Now the strategy from s to satisfy A(p1) ∧ AS(p2) ∧ NZ(p3)
is the following. In round 1, action b is chosen some i0 times.
If the state with parity value (2, 2, 2) is visited in round 1,
then proceed to round 2. Otherwise action a is chosen from
state s at the end of round 1. In round 2, action b is chosen
i1 = i0+1 times and so on, resulting in action b being chosen
i j = i0 + j times in round j . From every round, we proceed
to the next round if the state with parity value (2, 2, 2) is
visited in the current round, or otherwise we switch to play-
ing actiona from state s . Nowwe compute the probability of
never switching to action a in state s . The probability of not
choosing action a from s after the first round is 1−2−i0 . The
probability of not choosing a from s after the first round and
as well as after the second round is (1 − 2−i0) · (1 − 2−(i0+1)),
and thus the probability of not choosing a from s after each
of the first n rounds is p(n) = Πn−1j=0 (1− 2
−(i0+j)). In [4], it has
been shown that limn→∞ p(n) > 0, implying that with non-
zero probability, action a will never be played in s . Hence
with non-zero probability p3 holds.
Lemma 5.2. Given an MDP Γ, and a Type III EC C in Γ, for
all states s ∈ C , we have s |=Γ
∧
(A,AS) ∧ NZ(pnz ).
Proof. Consider some ε > 0, and f : N0 → Q∩(0, 1] a series
of probabilities such that the infinite product
∏
i ∈N0 f (i) >
1−ε . Letσ1 be a strategy satisfying (III1), andσ2 be a strategy
satisfying (III2). Using Proposition 4.5, we associate with σ2
a sequence of numbers д : N0 → N0 such that if σ2 is played
forд(i) steps then for all a ∈ A we have thatCmaxeven(pa) is vis-
ited with probability at least f (i). We consider the following
infinite-memory strategy σ by combining strategies σ1 and
σ2 as follows:
• a) Let i = 0
• b) Play σ2 for д(i) steps. Let i = i + 1.
• c) if for all a ∈ A we have Cmaxeven(pa) was visited, then
go to b), else play σ1 forever.
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When following σ , in each round i , we have probability at
least f (i) of continuing to play σ2. The probability of play-
ing σ2 forever is thus the same as the probability of visiting
all Cmaxeven(pa) in each round, that is, at least 1 − ε , and thus
satisfying the parity conditions pas for as ∈ AS and pnz
with probability 1 − ε . In all the paths where σ2 keeps be-
ing played, for all a ∈ A we have that pa is satisfied since
Cmaxeven(pa) is visited infinitely often. For the plays switching
to σ1 at some point (we have probability ε to switch to one of
these plays at some point), we have
∧
(A,AS). This implies
that considering all possibilities, we have that all conditions
pas are satisfied with probability 1 − ε + ε = 1, and that
all possible plays satisfy all pa . Finally, pnz is satisfied with
probability 1 − ε , and hence with probability greater than 0.
Thus for s ∈ C , we have s,σ |=Γ
∧
(A,AS) ∧ NZ(pnz ). 
We now relate the existence of a Type III end component
with the
∧
a∈A
A(pa) objective. We begin with the following
observation.
Lemma 5.3. Given an end-component C in an MDP Γ, a set
of parity conditions {px | x ∈ X }, for all states s ∈ C , we have
s |=Γ⇂C AS(
∧
x ∈X
px ) iff s |=Γ⇂C NZ(
∧
x ∈X
px ) .
Proof. The left to right implication is obvious. For the right
to left implication, considerσ such that s,σ |=Γ⇂C NZ(
∧
x ∈X
px ).
By Proposition 2.1, when playing strategy σ from s there is
probability 1 that the set of states visited infinitely often is
an end-component. We consider sets of states, such that ev-
ery set forms an end-component with non-zero probability
when playing σ from s . We call this set of sets of states C.
Formally C = {D | Pr({π ∈ PathsΓ
[σ ]
(s) | inf(projS (π )) =
D}) > 0. There exists at least one sub-EC DX ∈ C ofC such
that for all x ∈ X , we have max({px (s) | s ∈ DX }) is even.
We define a strategy σ ′ as follows: since for reachability
objective in an MDP a deterministic memoryless strategy
suffices, we use such a deterministic memoryless strategy
inside C until we reach a state s ∈ DX ; then we play a uni-
form randomized strategy that has probability 1 of visiting
all states ofDX while staying inside DX . We have s,σ ′ |=Γ⇂C
AS(
∧
x ∈X
px ), and the result follows. 
Now we state the main result of this section that relates
the existence of a Type III end component to the objective∧
(A,AS) ∧ NZ(pnz ).
Lemma 5.4. Given an MDP Γ, two sets of parity conditions
{pa | a ∈ A}, {pas | as ∈ AS}, and another parity condition
pnz , for all states s , we have s |=Γ
∧
(A,AS) ∧ NZ(pnz ) iff
s |=Γ
∧
(A,AS) ∧ NZ(♦TIII,A,AS,p
nz
) .
Proof. Webeginwith the right to left implication. Consider a
strategyσs such that s,σs |=Γ
∧
(A,AS)∧NZ(♦TIII,A,AS,pnz ).
We show below that s |=Γ
∧
(A,AS) ∧ NZ(pnz ). First note
that for all states q ∈ TIII,A,AS,p
nz
, we consider a strat-
egy σq such that q,σq |=Γ
∧
(A,AS) ∧ NZ(pnz ) (we know
that such a strategy always exists in a Type III EC, thanks
to Lemma 5.2). Now we construct a strategy σ , such that
s,σ |=Γ
∧
(A,AS) ∧ NZ(pnz ). Strategy σ is defined from σs
and σq as follows: We play σs from s . If we reach a state q
belonging to a Type III EC, we play σq from q forever. Since
such a state q can be reached with non-zero probability, and
strategy σq satisfies pnz with non-zero probability, we have
thatσ satisfies pnz with non-zero probability. As bothσs and
σq satisfy
∧
(A,AS), and thus, while following σ , since ev-
ery path in the corresponding MC ends up either following
σs forever or following σq forever, we have that σ also sat-
isfies
∧
(A,AS).
Now for the left to right implication, let σ be a strategy
such that s,σ |=Γ
∧
(A,AS)∧ NZ(pnz ). It is easy to see that
s,σ |=Γ NZ(
∧
a∈A
(pa) ∧
∧
as ∈AS
(pas ) ∧ (pnz )). From Proposi-
tion 2.1, there is probability 1 that an infinite path ends up
in an end-component. Hence in the Markov chain Γ[σ ] there
is a non-zero probability that an infinite path will reach
an end-component C such that for all states s ′ ∈ C , we
have s ′,σ |=Γ⇂C NZ(
∧
a∈A
(pa) ∧
∧
as ∈AS
(pas ) ∧ (pnz )). From
Lemma 5.3, we thus have that for all s ′ ∈ C , there exists
σ ′ such that s ′,σ ′ |=Γ⇂C AS(
∧
a∈A
(pa) ∧
∧
as ∈AS
(pas ) ∧ (pnz )).
Thus condition (III2) is satisfied. As we consider a pruned
MDP thanks to Assumption 4.1, for all s ′ ∈ C we have that
s ′ |=Γ
∧
(A,AS).
Thus C is a Type III EC that can be reached from s with
non-zero probability, and thus s,σ |=Γ
∧
(A,AS) ∧
NZ(♦TIII,A,AS,p
nz
). 
6 Formulas with multiple Non-Zero and
multiple Exists
In this section, we discuss how to compute strategies for for-
mulas that consist of several sure parity objectives, several
almost-sure parity objectives, several non-zero parity objec-
tives, and several existential parity objectives. We show in
Lemma6.1 that such a formula can be split into sub-formulas
having a single non-zero or a single existential parity objec-
tive. Further, we show in Lemma 6.3 that a single non-zero
parity objective can be transformed into an existential par-
ity objective. We finally show in Lemma 6.5 how to check
the satisfiability of a formula that consists of several sure
parity objectives, several almost-sure parity objectives, and
one existential parity objective.
Lemma 6.1. Given an MDP Γ, a state s , four sets of parity
conditions {pa | a ∈ A}, {pas | as ∈ AS}, {pnz | nz ∈ NZ},
and {pe | e ∈ E}, the following holds: s |=Γ
∧
(A,AS) ∧∧
nz∈NZ
NZ(pnz ) ∧
∧
e ∈E
E(pe ) iff for all nz ∈ NZ we have s |=Γ∧
(A,AS)∧NZ(pnz ), and for all e ∈ E, we have s |=Γ
∧
(A,AS)∧
E(pe )
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Proof. As the left to right implication is obvious, we prove
here the other direction. For i ∈ NZ ∪ E, we consider a
strategy σi such that s,σi |=Γ
∧
(A,AS) ∧ Qi (pi ) for the
appropriate Qi ∈ {NZ, E}. Now we construct a randomized
strategy σ given all σi in which each σi is chosen uniformly,
that is with equal probability. Clearly, s |=Γ
∧
(A,AS) ∧∧
nz∈NZ
NZ(pnz ) ∧
∧
e ∈E
E(pe ), and hence the result. 
We now show that a non-zero objective can be replaced
with an existential parity objective. Towards this, we first
observe the following.
Proposition 6.2. Every reachability condition can be trans-
lated to a parity condition.
Proof. Given an MDP Γ = (S, E,Act , Pr), we construct an
MDP Γ′ = (S ′, E ′,Act , Pr′) such that S ′ = S × {1, 2} where
intuitively Γ′ consists of two copies of Γ with state space S×
{1} and S × {2} respectively, and the reachability condition
being satisfied corresponds to moving from the first copy
to the second copy, and staying there forever. Formally, we
consider the parity condition p such that for s ′ ∈ S ′, with
s ′ = (s, i) for s ∈ S and i ∈ {1, 2}, we have p(s ′) = i . 
We use this Γ′ in the following two lemmas.
Lemma 6.3. Given an MDP Γ, two sets of parity conditions
{pa | a ∈ A} and {pas | as ∈ AS}, and a reachability set R,
there exists a state s ′ in Γ′, and a parity condition denoted p♦R
such that for all states s , we have s |=Γ
∧
(A,AS) ∧ NZ(♦R)
iff s ′ |=Γ′
∧
(A,AS) ∧ E(p♦R ).
Proof. Let s |=Γ
∧
(A,AS) ∧ NZ(♦R). As a reachability con-
dition is satisfied for NZ iff it is satisfied for E, we want to sat-
isfy s |=Γ
∧
(A,AS) ∧ E(♦R). We now use Proposition 6.2
and denote p♦R the parity condition associated to ♦R, we
get that it is necessary and sufficient to find a strategy for
s ′ |=Γ′
∧
(A,AS) ∧ E(p♦R ) 
We get from Lemma 5.4 and Lemma 6.3 the following:
Lemma 6.4. Given an MDP Γ, and two sets of parity condi-
tions {pa | a ∈ A} and {pas | as ∈ AS}, and a parity condi-
tion pnz , for all states s , we have s |=Γ
∧
(A,AS)∧NZ(pnz ) iff
there exists s ′ in Γ′ such that s ′ |=Γ′
∧
(A,AS) ∧ E(p♦TIII,nz ),
where TIII,nz is defined w.r.t. Γ
′.
Now, since by Assumption 4.1 we have removed all the
states that do not satisfy
∧
(A,AS), we have the following:
Lemma 6.5. Given an MDP Γ, a state s , two sets of parity
conditions {pa | a ∈ A} and {pas | as ∈ AS}, and another
parity condition p, we have that s |=Γ
∧
(A,AS) ∧ E(p) iff
s |=Γ E(
∧
a∈A
pa ∧ p).
Proof. The left to right result is obvious as
∧
a∈A
A(pa) ∧ E(p)
implies E(
∧
a∈A
pa ∧ p).
For the other direction, consider a strategy σ̂ such that
s, σ̂ |=Γ E(
∧
a∈A
pa ∧ p). Now, a conjunction of parity condi-
tions is a Streett condition [14], and non-emptiness problem
of Streett automaton is decidable.
We noted in Section 2 that satisfying existentially is the
same as finding a satisfying path in the nondeterministic
automaton. This means that if the Streett automaton is non-
empty, then there exists a finite-memory strategy σ (linear
in the indices of pa and p) in Γ such that there exists a path
π in the MC Γ[σ ] satisfying both p and all pa for a ∈ A.
Now by assumption, there exists a strategy σ∧ such that
s,σ∧ |=Γ
∧
(A,AS). A strategyσ such that s,σ |=Γ
∧
(A,AS)
∧ E(p) is obtained below by combining σ̂ and σ∧ as follows.
At each step a coin is tossed. If it gives head, then we play
σ∧ forever. Otherwise, we play this step as specified by the
strategy σ̂ . If this results in deviating from the path π , then
we play σ∧ forever, else repeat the same process.
Strategy σ has a path ensuring p: the one where we al-
ways follow σ̂ , that happens when all the coin tosses give
tails, and the state randomly taken in the MDP is always in
π . The probability of switching to σ∧ some time is 1, thus
satisfying
∧
as ∈AS
AS(pas ). If we follow the path π , then for all
a ∈ A we have that pa is satisfied, otherwise we switch to
σ∧ at some point, and for all a ∈ A we again have that pa is
satisfied, thus ensuring
∧
a∈A
A(pa). 
This concludes the decidability proof of the realizability
of the negation and disjunction-free fragment of QPL . In-
deed, given a formula s |=Γ
∧
(A,AS) ∧
∧
nz∈NZ
NZ(pnz ) ∧∧
e ∈E
E(pe ), we use Lemma 6.1 to split it into formulas of the
form s |=Γ
∧
(A,AS) ∧ NZ(pnz ), and of the form s |=Γ∧
(A,AS)∧E(pe ). We then apply Lemma 5.4 on formulas of
the form s |=Γ
∧
(A,AS)∧NZ(pnz ), and then use Lemma 6.4
to transform the non-zero objective into an existential objec-
tive. For formulas of the form s |=Γ
∧
(A,AS) ∧ E(pe ), we
use Lemma 6.5.
ByRemark 2.1 it shows the decidability of theQPL -realizability
problem. We state the complexity of this realizability prob-
lem in the next Section.
7 Complexity results
In this section, we analyze the complexity of deciding the
existence of strategies to satisfy QPL formulas. Recall from
the results of Sections 5 and 6, that in order to find strate-
gies for formulas of the form
∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ) ∧∧
nz∈NZ
NZ(pnz ) ∧
∧
e ∈E
E(pe ), we need to compute the set of
maximal Type III ECs. In particular, we need these ECs for
subformulas of the form
∧
a∈A
A(pa)∧
∧
as ∈AS
AS(pas )∧
∧
nz∈NZ
NZ(pnz ).
This in turn requires solving several Streett games in gen-
eral (Lemma 3.5). The procedure is described in Algorithm
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Algorithm 5
Input : An MDP Γ, s a state of Γ, parity conditions
{pa | a ∈ A}, {pas | as ∈ AS}, {pnz | nz ∈ NZ}, and
{pe | e ∈ E}.
Output : true if
s |=Γ
∧
a∈A
A(pa)
∧
as ∈AS
AS(pas ) ∧
∧
nz∈NZ
NZ(pnz ) ∧
∧
e ∈E
E(pe )
else false.
1: Compute the set of maximal Type I (A,A) ECs C such
that ∀ s ′ ∈ C, s ′ |=Γ⇂C
∧
a∈A
A(pa) ∧
∧
a∈A
AS(♦Cmaxeven(pa)). //
By Lemma 3.5.
2: Compute the set of maximal Type II (A,AS) ECs C: C
is a maximal Type I (A,AS) EC and ∀ s ′ ∈ C, s ′ |=Γ⇂C∧
a∈A
AS(pa) ∧
∧
as ∈AS
AS(pas ).
3: Compute the set S1 of states s ′ such that s ′ |=Γ∧
a∈A
A(pa) ∧ AS(♦TII,Γ,A,AS). // Correct by Lemma 4.2.
If s < S1 then return false.
4: Compute Γ⇂ S1 where all the states that do not satisfy∧
(A,AS) have been pruned. // Correct by
Lemma 4.11.
5: for all nz ∈ NZ do
6: Compute the set of maximal Type III (A,AS, pnz )
ECs C of Γ⇂ S1: ∀ s ∈ C , we have that s |=(Γ⇂S1)⇂C∧
a∈A
AS(pa)
∧
as ∈AS
AS(pas ) ∧ AS(pnz ). // By Lemma 5.4.
7: Compute the parity condition p♦TIII,A,AS,pnz
and the
MDP Γ′ with set S′1 of states // Γ
′ and S′1 are defined in
Proposition 6.2.
8: Check if (s, 1) |=S′1 E(
∧
a∈A
pa ∧ p♦TIII,A,AS,pnz
). // By
lemmas 6.4 and 6.5; (s, 1) is defined in Proposition 6.2.
9: for all e ∈ E do
10: Check if s |=S1 E(
∧
a∈A
pa ∧ pe ). // By Lemma 6.5.
11: If any of the checks in Steps 8 and 10 fails then return
false, else return true.
5. We show that the algorithm runs in time ΣP2 = P
NP (The-
orem 7.1). We also show that we have a polynomial algo-
rithm for the special case where the set A is empty (The-
orem 7.2), and that randomization and finite memory are
required (Theorem 7.3). The problem is in NP∩CoNPwhen
A is singleton (Theorem 7.4). Finally, we show that finding
a strategy for an arbitrary QPL formula that may have com-
bination of conjunctions and disjunctions is in ΣP2(= NP
NP)
(Theorem 7.5), and it is both NP-hard and coNP-hard (The-
orem 7.6).
Theorem 7.1. Given an MDP Γ, and a state s , Algorithm 5
decides if s |=Γ
∧
a∈A
A(pa) ∧
∧
as ∈AS
AS(pas ) ∧
∧
nz∈NZ
NZ(pnz ) ∧∧
e ∈E
E(pe ), and solves the problem in P
NP time.
Proof. For the correctness of Algorithm 5, consider a for-
mulaφ =
∧
a∈A
A(pa)∧
∧
as ∈AS
AS(pas )∧
∧
nz∈NZ
NZ(pnz )∧
∧
e ∈E
E(pe ).
Given φ, we explain below how to check its satisfiability.
According to Lemma 6.1, to check if s |=Γ φ, we need to
check for all nz ∈ NZ, if s |=Γ
∧
(A,AS) ∧ NZ(pnz ) and
that for all e ∈ E if s |=Γ
∧
(A,AS) ∧ E(pe ).
For the non-zero (NZ) part, recall from Section 6, that for
each pnz , we need to compute the set of all Type III ECs for
the objective
∧
(A,AS)∧NZ(pnz ). Recall that each Type III
EC C is such that two properties hold. First ∀ s ′ ∈ C , we
have s ′ |=Γ
∧
(A,AS); we do this in Step 3 of the algorithm.
Thenwe also check that∀ s ′ ∈ C, s ′ |=Γ⇂C
∧
a∈A
AS(pa)
∧
as ∈AS
AS(pas )
∧ AS(pnz ). This is done in Step 6.
Now for an existential parity objective E(pe ), by Lemma6.5,
we only need to check if: s |=Γ⇂SJ∧(A,AS)K E(
∧
a∈A
pa ∧ pe ) It
remains to explain how the sub-MDP in which all states sat-
isfy the formula
∧
a∈A
A(pa)
∧
as ∈AS
AS(pas ) is computed. This
is done in Steps 1 to 4.
To do so we first find the set of states s ′ such that s ′ |=Γ∧
a∈A
A(pa)
∧
as ∈AS
AS(pas ).We find the set ofmaximalType II ECs.
By definition of Type I and Type II ECs, a maximal Type I EC
that satisfies (II2) is a maximal Type II EC. We now prove
that if C is a maximal Type II EC, it is included in C1, a
maximal Type I EC. Since for all s ′ ∈ C , we have s ′ |=Γ⇂C∧
a∈A
AS(pa) ∧
∧
as ∈AS
AS(pas ), we also have that for all s
′ ∈
C1, s
′ |=Γ⇂C1
∧
a∈A
AS(pa) ∧
∧
as ∈AS
AS(pas ) (it suffices to take a
strategy that has probability 1 of reaching some state s ′′ ∈ C
and then play the strategy ensuring s ′′ |=Γ⇂C
∧
a∈A
AS(pa) ∧∧
as ∈AS
AS(pas )). Hence C1 is a Type II EC. By maximality of
C , we have C = C1. This means that to find the maximal
Type II EC, it is sufficient to compute the maximal Type I EC
and remove those maximal Type I ECs that do not ensure
condition (II2). Finding the maximal Type I EC is done in
Step 1 thanks to Lemma 3.5. We then check condition (II2)
in Step 2.
It then remains to find the states s ′ such that s ′ |=Γ
∧
a∈A
A(pa)
∧AS(♦TI I,Γ,A,A) (Step 3). It can be done by transforming the
MDP into a Streett-Büchi game that in turn can be trans-
formed into a Streett game since a Büchi condition is a spe-
cial case of a parity condition, and a conjunction of parity
conditions is a Streett condition.
For the complexity, Steps 2, 4, 6, 7, 8 and 10 are polyno-
mial. Step 3 is parity-complete if there is only one parity
condition, polynomial if there is none, and is co-NP com-
plete in general (we have to solve a Streett game). Step 1 is
parity-complete if there is only one parity condition, poly-
nomial if there is none. In the general case, Step 1 requires
to iteratively solve a polynomial number of Streett games
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Figure 10. An MDP requiring randomized finite-memory
strategy for the objective AS(p1) ∧ E(p2).
(which is in coNP), and use the result of this computation
to remove some of the states, resulting in a PNP complexity.
Further details of the procedure are given in algorithms 1
to 4 in the proof of Lemma 3.5. This leads us to a PNP com-
plexity for Algorithm 5. 
Theorem 7.2. Given an MDP Γ, and a state s , it is decidable
in polynomial time if s |=Γ
∧
as ∈AS
AS(pas ) ∧
∧
nz∈NZ
NZ(pnz ) ∧∧
e ∈E
E(pe ).
Proof. The proof is similar to that of Theorem 7.1, but as
A = ∅we compute Type I (A,A) that is Type I (∅,∅) ECs,
that is any EC, and so Step 1 returns the maximal ECs. In
the same way, Step 3 polynomially computes one almost-
sure reachability problem. As we consider Type I (∅,∅), the
checks in Steps 2,3,6,8 and 10 can be donewith a randomized
finite-memory strategy. Further, a strategy for each of these
steps can be computed in polynomial time [16]. 
In the above proof,we show that randomized finite-memory
strategies are sufficient for formulas of the form
s |=Γ
∧
as ∈AS
AS(pas ) ∧
∧
nz∈NZ
NZ(pnz ) ∧
∧
e ∈E
E(pe ). Below, we
show that such strategies are indeed necessary.
Theorem 7.3. Given an MDP Γ, and a state in Γ, to solve the
realizability problem for formulas of the form
∧
as ∈AS
AS(pas )∧∧
nz∈NZ
NZ(pnz ) ∧
∧
e ∈E
E(pe ), a randomized finite-memory win-
ning strategy may be necessary.
Proof. We show that the lemma already holds for formulas
of the form AS(p1) ∧ E(p2). Consider the MDP in Figure 10.
We want a strategy σ such that in Γ[σ ], we have a subset of
(ab)∗aω with measure 1 to satisfy AS(p1), and we want at
least one path in (a+b)ω to satisfy E(p2). We can argue that
no randomizedmemoryless strategy, as well as no determin-
istic memoryful strategy suffices here. However, we can use
the following randomized strategy with one bit of memory:
Toss a coin every time the token is in state (0, 1). If the coin
gives heads, play ba, otherwise if the coin gives tails once,
play a forever from the state (0, 1) (one bit of memory is
used to store if the coin has given tails). 
Theorem 7.4. Given an MDP Γ, and a state s , we can decide
inNP∩coNP if s |=Γ A(pa)∧
∧
as ∈AS
AS(pas )∧
∧
nz∈NZ
NZ(pnz )∧
∧
e ∈E
E(pe ). This is done by solving a polynomial number of par-
ity games.
Proof. The proof is similar to that of Theorem 7.1, but Step 1
computes maximal Type I ({ a}, {a}) ECs which can be done
in PNP∩coNP [1]. Also the set of states that ensure the objec-
tive in Step 3with only one sure parity condition can be com-
puted by solving a polynomial number of parity games [1, 4],
and by pruning states after solving each parity game. The
result follows since PNP∩coNP = NP ∩ coNP [8]. 
We now turn to the case of Boolean combinations of A(p),
AS(p), NZ(p), and E(p) atoms.
Theorem 7.5. QPL realizability is in NPNP .
Proof. Assume that we are given an MDP Γ, a state s , and
a QPL formula φ. We assume that φ is in negation-free nor-
mal form. A negation-free equivalent formula can be found
in polynomial time, it suffices to take the negation normal
form (by using DeMorgan’s law to push negations inwards),
and to take the dual of the negated atomic parity conditions.
We note that there exists a DNF formula equivalent to
φ with the same set of atomic objectives. If φ is satisfiable,
then there exists a conjunctive clauseψ that is a conjunction
of these atomic objectives, and ψ can be guessed by an NP
machine such that s |=Γ ψ . Given this witnessψ , we can use
an NP oracle to check that ψ implies φ where the atomic
objectives are regarded as classical propositional atoms. We
can then use the PNP algorithm of Theorem 7.1 to get a proof
that indeed s |=Γ ψ implying that φ is also satisfied by s . The
result follows since the classNPP
NP
is the same asNPNP. 
Theorem 7.6. QPL realizability is both NP-hard and coNP-
hard.
Proof. The coNP-hardness follows from the fragment ofQPL
made of conjunctions of A(p) atoms that is powerful enough
to encode Streett games, as proved in [14].
We prove NP-hardness for the fragment of QPL made
of {∧,∨, A(p)}. Given a SAT formula φ in negation normal
form, we define a QPL formula φob j , and an MDP Γ both
polynomial in φ such that there exists a state s of Γ and
there exists a winning strategy for φob j from s on Γ if and
only if φ is satisfiable. Let Var = {a1, . . . an} be the set of
propositional variables of φ. Let S = {ai , a¯i | i ∈ [n]} be both
the set of states and the set of actions. We define the MDP
Γ = {S, {(a,b,b) | a,b ∈ S}, S, Pr } where for all a,b ∈ S
we have Pr (a,b,b) = 1. Note that the underlying graph is a
complete graph. For each i ∈ [n], we define two parity con-
ditions pai and pa¯i such that pai (ai ) = pa¯i (a¯i ) = 2, such that
pai (a¯i ) = pa¯i (ai ) = 3 and pai (b) = pa¯i (b) = 1 if b < {ai , a¯i }.
We defineψ =
∧
i ∈[1,n]
A(pai )∨A(pa¯i ). Given the SAT formulaφ
in NNF, we define aQPL formulaφ ′ by transformingφ in the
following way: each¬ai is replaced by A(pa¯i ) and each (non-
negated) ai is replaced by A(pai ). We define φob j = ψ ∧ φ
′.
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In the MDP Γ, we consider an arbitrary state s , a strategy σ ,
and the paths in PathsΓ
[σ ]
(s). We now show that s |=Γ φob j
iff φ is satisfiable.
We first prove the right to left implication. We assume φ
is satisfiable, by some valuation ρ : [n] → Var ∪ {¬ai | ai ∈
Var } such that ρ(i) = ai or ρ(i) = ¬ai . In the MDP Γ, we
consider an arbitrary state s , and define a strategy σ with
a transition system that loops over n modes. At mode i , it
plays ai if ρ(i) = ai , and it plays a¯i if ρ(i) = ¬ai . The only
path in PathsΓ
[σ ]
(s) clearly satisfies both ψ and φ ′, hence
s |=Γ φob j .
We now prove the left to right implication. We assume
that for some s ∈ S , there exists a strategy σ such that
s,σ |=Γ φob j . We note that since σ may be randomized,
PathsΓ
[σ ]
(s) may contain more than one path. We take π ∈
PathsΓ
[σ ]
(s), and consider the following valuation: ρ : [n] →
Var ∪ {¬ai | ai ∈ Var } such that for all i ∈ [n], we have
ρ(i) = ai if ai ∈ inf(π ) and ρ(i) = ¬ai if a¯i ∈ inf(π ). We
have that ρ is a well-defined and complete valuation: Since
φob j = φ
′∧ψ we have that s,σ |=Γ ψ , and for all i ∈ [n] either
ρ(i) = ai holds or ρ(i) = ¬ai holds, but not both. Valuation
ρ satisfies φ since s,σ |=Γ φ ′, hence φ is satisfiable. 
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