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ABSTRACT
We present the results of a galaxy-wide study of molecular gas and star formation in a sample
of 76 H II regions in the nearby spiral galaxy NGC 300. We have measured the molecular gas at
250 pc scales using pointed CO(J = 2− 1) observations with the APEX telescope. We detect CO in
42 of our targets, deriving molecular gas masses ranging from our sensitivity limit of ∼ 105 M to
7× 105 M. We find a clear decline in the CO detection rate with galactocentric distance, which we
attribute primarily to the decreasing radial metallicity gradient in NGC 300. We combine GALEX
FUV, Spitzer 24 µm, and Hα narrowband imaging to measure the star formation activity in our
sample. We have developed a new direct modeling approach for computing star formation rates that
utilizes these data and population synthesis models to derive the masses and ages of the young stellar
clusters associated with each of our H II region targets. We find a characteristic gas depletion time of
230 Myr at 250 pc scales in NGC 300, more similar to the results obtained for Milky Way GMCs than
the longer (> 2 Gyr) global depletion times derived for entire galaxies and kpc-sized regions within
them. This difference is partially due to the fact that our study accounts for only the gas and stars
within the youngest star forming regions. We also note a large scatter in the NGC 300 SFR-molecular
gas mass scaling relation that is furthermore consistent with the Milky Way cloud results. This scatter
likely represents real differences in giant molecular cloud physical properties such as the dense gas
fraction.
Subject headings: galaxies:star formation – stars:formation – H II regions – galaxies:NGC300
1. INTRODUCTION
The physical process of star formation is of funda-
mental astrophysical importance over a wide range of
interconnected scales. Individual stars and star clus-
ters are observed to form within Giant Molecular Clouds
(GMCs), which themselves form from the more diffuse in-
terstellar medium (ISM) within galaxies. At the largest
scales, the evolution of star formation across cosmic time
plays a key role in galaxy evolution (e.g., Daddi et al.
2010; Tacconi et al. 2010). An important first step to-
ward a predictive theory of star formation is an under-
standing of the empirical relationship between star for-
mation rates (SFRs) and interstellar gas. Half a century
ago Schmidt (1959) postulated that the star formation
rate surface density in galaxies should scale as a power
law with the surface density of gas, i.e. ΣSFR ∝ Σngas.
More recently, Kennicutt (1998b) demonstrated the exis-
tence of a nonlinear (n ≈ 1.4) power law between galaxy-
integrated ΣSFR and Σgas across several orders of mag-
nitude in spiral and starburst galaxies.
In the past decade, the rapid improvement of ob-
servational facilities has led to high-resolution, high-
sensitivity multiwavelength probes of star formation and
gas across larger samples of galaxies, as well as the first
resolved studies within external galaxies (see Kennicutt
& Evans 2012, and references therein for a comprehen-
sive overview). Investigations that separate the roles of
atomic (H I) and molecular (H2) gas have shown that
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the more fundamental relation is the one between star
formation and molecular gas (e.g., Wong & Blitz 2002;
Bigiel et al. 2008). Furthermore, multiple studies at kpc-
resolution in both individual galaxies (e.g., Kennicutt
et al. 2007; Blanc et al. 2009), and across samples of
spiral galaxies (e.g., Bigiel et al. 2008; Rahman et al.
2011; Leroy et al. 2012) have found n ≈ 1 – a linear rela-
tion between ΣSFR and the molecular gas surface density
Σmol. One interpretation of this linear slope is an approx-
imately constant depletion time (τdep = Σmol/ΣSFR), the
timescale for the molecular gas reservoir to be entirely
converted into stars. Extragalactic studies consistently
derive average depletion times of about 2 Gyr (e.g., Leroy
et al. 2013).
Several factors complicate our understanding of the
physical basis for the empirical power law relation be-
tween gas and SFR and the interpretation of τdep. For ex-
ample, the derived slope appears to depend on the phys-
ical scale sampled (Schruba et al. 2010; Calzetti et al.
2012), the choice of molecular gas tracer (Krumholz &
Thompson 2007; Narayanan et al. 2008), and the fitting
method used (Shetty et al. 2013). Furthermore, while a
linear slope (and constant τdep) describes well the global
average scaling relation in star-forming disk galaxies, in-
dividual galaxies show deviations from a single depletion
time (e.g., Saintonge et al. 2011; Leroy et al. 2013). Sec-
ond order effects such as variations in the ability of CO to
trace the total molecular gas content (Leroy et al. 2011;
Sandstrom et al. 2013) may contribute to the scatter in
τdep.
Intriguing insights into the relation between star for-
mation and molecular gas have come from studies of the
nearest molecular clouds (e.g., Heiderman et al. 2010;
Lada et al. 2010). For example, Lada et al. (2010),
hereafter L10, demonstrated a tight linear correlation be-
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tween the integrated star formation rate (SFR) and total
mass in dense (i.e., gas with nH2 & 104 cm−3) molecu-
lar gas Mdense in a sample of ten well-resolved nearby
molecular clouds. Lada et al. (2012) also showed that
the same linear correlation exists between the SFR and
total gas mass MGMC, albeit with more scatter. They
interpret the scatter as arising due to differences in the
dense gas fraction fDG = Mdense/MGMC, and posit that
the fundamental scaling law in local clouds is of the form
SFR ∝ fDGMGMC. The importance of the density struc-
ture of clouds in star formation has also been corrobo-
rated in studies of other galaxies; for example, Gao &
Solomon (2004) find a linear relation between the total
infrared luminosity (a tracer of dust-embedded star for-
mation) and the luminosity in the dense gas tracer HCN
in entire galaxies (see also Wu et al. 2005). Addition-
ally, the Lada et al. (2012) correlation extends smoothly
across more than five orders of magnitude and is consis-
tent with the Gao & Solomon (2004) results to within a
factor of three.
For their sample of Milky Way clouds, L10 derive a
median τdep of 180 Myr – an order of magnitude shorter
than the typical depletion times inferred for kpc-sized
regions within disk galaxies. Does this difference reflect
local environmental factors, the use of differing methods
to derive SFRs and gas masses or densities, or the dis-
crepant scales probed? To address this issue it is nec-
essary to expand the local cloud sample to include a
more heterogeneous set of galactic environments. Un-
fortunately, only the nearest clouds can be observed at
a high enough resolution to be analyzed in a manner
similar to that of L10. Furthermore, studies of more
distant regions of the Milky Way are also complicated
by uncertainties due to kinematic distance ambiguities
and confusion along the line-of-sight. Compiling a set
of measurements of star-forming regions within an ex-
ternal galaxy effectively places all regions at a single,
consistent distance, avoiding the above issues. However,
deriving star formation rates at GMC scales within other
galaxies is not a trivial exercise, as integrated measure-
ments of emission from young stellar populations and ex-
trapolation of the Initial Mass Function (IMF) must be
employed since individual stars cannot be resolved and
the most massive stars dominate the luminosity of these
populations. As a first step toward extending the study
of star formation in GMCs within galaxies beyond the
Milky Way, we have conducted a survey of the molecu-
lar ISM in the nearby spiral galaxy NGC 300, which we
analyze alongside archival ultraviolet, infrared, and Hα
images in a manner as consistent as possible with the
methodology used for the L10 sample.
NGC 300 is a southern-declination (δ = −37◦), rel-
atively small (R25 ≈ 5 kpc), moderately inclined (40◦;
Puche et al. 1990), slightly subsolar metallicity spi-
ral galaxy at a distance of 1.93 Mpc (Gieren et al.
2004). It is forming stars at a global rate of about
0.15 M yr−1 (Helou et al. 2004). Previous observations
have revealed large numbers of active H II regions (e.g.,
Deharveng et al. 1988) as well as supernova remnants
(e.g., Payne et al. 2004), suggesting that star formation
has been proceeding actively throughout the galactic disk
for several generations of stars. It is thus an ideal labo-
ratory in which to study the relationship between molec-
Table 1
Basic properties of NGC 300
Morphological type SAs(d)
R.A. (J2000) 00h 54m 53.48s
Dec. (J2000) -37◦ 41′ 03.8′′
Distance (Gieren et al. 2004) 1.93 Mpc
Inclination 39.8◦
r25 9.75′ (5.3 kpc)
Position angle of major axis 114.3◦
Helio. radial velocity 144 km s−1
Metallicity (Bresolin et al. 2009) 0.5–0.6 Z
Note. — Data from HyperLeda database (Pa-
turel et al. 2003)
ular gas and the SFR in a large sample of individual star
forming regions.
Our sample of star-forming regions in NGC 300 con-
sists of 76 H II regions from the catalog of Deharveng
et al. (1988). We measure the molecular gas content on
250 pc scales using pointed 12CO(J = 2 − 1) observa-
tions. To infer star formation rates for these individ-
ual regions, we introduce a direct modeling approach in
which we compare our multiwavelength observations to
predictions from stellar population synthesis modeling.
The present paper is organized as follows. In Section 2,
we present our APEX observations and ancillary data
sets. Section 3 presents our measurements, while Sec-
tion 4 discusses how we perform physical parameter esti-
mation from observables; in particular, Section 4.2.2 in-
troduces our direct modeling approach. In Section 5, we
present our results, and finally discuss them in the con-
text of both local and extragalactic studies in Section 6.
Appendix A presents a new method for estimating un-
certainties in the properties of stellar populations derived
using population synthesis models, which we apply to our
NGC 300 sample.
2. OBSERVATIONS AND DATA
Our sample of star-forming regions in NGC 300 con-
sists of 76 H II regions from the catalog of Deharveng
et al. (1988). We specifically selected regions from this
catalog having a broad range of properties, including
galactocentric radius, Hα morphology, and luminosity in
24 µm, FUV, and Hα. The histogram in Figure 1 shows
the distribution of galactocentric radii of both the full
Deharveng et al. (1988) sample and our representative
subsample of 76 regions. Table 1 summarizes the prop-
erties of NGC 300. In this section we describe the data
sets we use to measure molecular gas masses and star
formation rates in our sample.
2.1. APEX CO(2-1)
To measure the molecular gas content in our sample of
76 star-forming regions, we obtained CO(J = 2− 1; rest
frequency: 230.538 GHz) observations with the APEX-1
facility heterodyne receiver (Vassilev et al. 2008) on the
Atacama Pathfinder Experiment 12 meter diameter sub-
millimeter telescope (APEX; Gu¨sten et al. 2006). Ob-
servations took place over several epochs between 2011
April 8 and December 16. We obtained over 100 hours of
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Figure 1. Histogram by deprojected radius of our APEX
sample (shaded histogram) over plotted on the histogram of
the full Deharveng et al. (1988) catalog of H II regions in
NGC 300.
observation time divided amongst three project IDs: 13
hours between 2011 May 5 and May 12 under European
Southern Observatory (ESO) project E-087.C-0507A-
2011, and the remainder of the time under Max-Planck-
Gesellschaft projects M-087.F-0033-2011 (2011 April 8–
18 and June 4–August 7) and M-088.F-0022-2011 (2011
October 10–December 16; PI: J. Forbrich for all three
projects). Scans were taken in on-off mode, with off
positions chosen to be emission-free regions outside the
galaxy disk. Each scan consisted of a total integration
time (on+off) of 9 minutes. Calibration was performed
using an extension of the chopper wheel method (e.g.,
Ulich & Haas 1976) to set the absolute temperature scale
and correct for spectral variations of the atmosphere. At
least one calibration scan directly preceded each on-off
scan. CO(2− 1) pointing was performed on strong point
sources several times per night, and the pointing accu-
racy is estimated to be 1.5′′ on average. Focusing scans
of ∼ 3 minutes per axis were obtained at least once per
night. Uncertainties in measured intensity due to point-
ing and focusing errors are estimated to be less than 1%
at 230 GHz. The vast majority of our observations were
obtained under favorable (precipitable water vapor lev-
els between 0.2 and 4 mm) atmospheric conditions. We
observed in single sideband mode using the XFFTS-2
spectral backend. This Fast Fourier Transform Spec-
trometer was configured to have 32768 76.3 kHz channels
across two subbands, with a total bandpass of 2.5 GHz.
All spectra were smoothed to a resolution of 1.1 MHz
(1.39 km s−1) for analysis. Table 2 provides a list of our
APEX-observed sources, labeled by their original Dehar-
veng et al. (1988) number. The APEX-1 27” (FWHM)
beam size at 230 GHz corresponds to a physical scale of
about 250 pc at the distance of NGC 300.
2.2. ESO/WFI Hα
Our sample consists of H II regions and thus our targets
were selected based on the presence of Hα recombination
radiation. The Hα luminosity of an H II region is directly
proportional to the number of ionizing photons emitted
by the massive stars that ionize it (e.g., Osterbrock &
Ferland 2006). The majority of these ionizing photons
are emitted by stars with masses between 30 and 40 M
and thus lifetimes of 3-10 Myr (e.g., Kennicutt 1998a).
Hα line emission is therefore a direct tracer of the most
recent star formation activity.
NGC 300 was observed on 2000 August 5 with
the Wide-Field Imager (WFI) on the Max Planck
Gesellschaft (MPG)/European Southern Observatory
(ESO) 2.2m telescope at La Silla, Chile, using the Hα
narrowband filter (central wavelength 6588.27 A˚, FWHM
74.31 A˚). The raw science and calibration images were
downloaded from the ESO data archive. Airmasses
ranged from 1.02 to 1.08 over the observation window.
For the reduction procedure, we used a customized ver-
sion of the ESO Multi-resolution Vision Module (MVM)
image reduction system that has been updated from the
official release version. This included flat-fielding, bias
correction, and gain harmonization between the 8 sep-
arate imager chips. We then combined the seven 420-
second images using SWarp6. The final image has a
pixel scale of 0′′.23. A narrowband continuum image
using a filter centered at 6655.61 A˚ with width 120.78 A˚
was also obtained and reduced in a similar fashion. The
continuum image was corrected for mosaicking artifacts
by hand and then background-subtracted. We measured
the PSFs of both images using several bright stars dis-
tributed at a range of positions on the detector chips,
then convolved the Hα image such that the two mean
PSF resolutions matched. Finally, we subtracted a ver-
sion of the continuum map, scaled by the ratio of filter
widths and normalized to the same exposure times, from
the Hα map to obtain a line-only Hα map. We cor-
rected the final Hα image for Galactic (Milky Way) ex-
tinction using the value of AR = 0.027 mag from Schlafly
& Finkbeiner (2011) retrieved from the NASA/IPAC Ex-
tragalactic Database (NED). This was converted to Hα
nebular extinction by adopting a nebular-to-stellar ex-
tinction ratio of AHα/AR ≈ 2 (Calzetti et al. 1994). The
top panel of Figure 2 shows our ESO/WFI Hα image of
NGC 300 with our APEX-observed H II region targets
denoted as circles. The circle sizes represent both the
APEX beam FWHM and the photometric aperture size
used. Zoom-in images of individual regions are presented
in Appendix B.
2.3. GALEX FUV
The bulk of the emission at ultraviolet (UV) wave-
lengths longward of the Lyman continuum break in star-
forming galaxies such as NGC 300 is direct photospheric
emission from massive, luminous stars. Stars having a
few tens of solar masses (and thus lifetimes < 200 Myr)
dominate the integrated UV luminosity of a young stellar
population, with shorter wavelengths probing progres-
sively shorter timescales. The GALEX FUV band, cen-
tered at a wavelength of 1516 A˚, traces stars with charac-
teristic lifetimes < 100 Myr (e.g., Kennicutt 1998a; Salim
6 http://www.astromatic.net/software/swarp
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Table 2
Summary of APEX observations
DCL# RA dec TRMS vHI Rgal ICO Linewidth CO?
(J2000) (J2000) (mK) (km s−1) (kpc) mK km s−1) (km s−1)
1 00:54:06.45 -37:41:03.0 13.9 192.6 6.9 < 135 · · · N
2 00:54:08.53 -37:37:56.1 12.6 196.5 6.5 < 122 · · · N
5 00:54:16.19 -37:34:32.4 9.2 187.4 6.4 < 89 · · · N
6 00:54:16.39 -37:34:52.5 5.0 187.6 6.2 < 48 · · · N
7 00:54:16.64 -37:35:23.5 10.6 187.4 6.0 < 103 · · · N
9 00:54:17.62 -37:35:07.4 18.6 185.7 6.0 < 180 · · · N
13 00:54:23.22 -37:40:42.4 9.7 190.5 4.4 < 94 · · · N
15 00:54:24.90 -37:39:44.0 11.0 191.2 4.1 < 106 · · · N
17 00:54:25.40 -37:39:06.0 11.1 191.2 4.1 < 107 · · · N
23 00:54:28.36 -37:41:48.3 9.6 178.9 3.8 364± 72 7.8 D
24 00:54:28.75 -37:41:32.7 11.5 179.6 3.7 < 111 · · · N
29 00:54:31.57 -37:38:15.2 12.8 190.0 3.4 < 124 · · · N
30 00:54:31.71 -37:37:58.4 8.5 191.5 3.5 255± 63 9.2 D
31 00:54:32.07 -37:37:43.7 10.9 192.3 3.5 188± 81a 3.8 M
34 00:54:32.70 -37:38:42.0 5.9 188.4 3.2 313± 44 7.0 D
37 00:54:35.38 -37:39:32.4 12.3 185.2 2.6 431± 92 10.1 D
41 00:54:38.75 -37:41:23.5 7.0 174.1 2.2 899± 52 14.3 D
43 00:54:39.54 -37:42:30.2 14.0 167.4 2.4 < 136 · · · N
44 00:54:39.92 -37:38:12.8 9.3 175.0 2.5 < 90 · · · N
45 00:54:40.48 -37:40:51.6 22.3 174.9 1.9 < 216 · · · N
46 00:54:40.56 -37:43:00.5 6.7 164.2 2.5 322± 50 9.4 D
49 00:54:42.15 -37:39:02.8 9.5 172.8 1.9 346± 71a 3.6 D
52 00:54:42.89 -37:40:01.5 10.5 175.6 1.6 602± 78 9.8 D
53C 00:54:42.82 -37:42:55.1 19.5 160.6 2.2 < 189 · · · N
54 00:54:43.67 -37:39:46.3 12.2 172.7 1.5 < 118 · · · N
55 00:54:44.08 -37:35:15.5 15.2 158.0 4.0 < 147 · · · N
56 00:54:44.27 -37:40:23.1 9.1 170.7 1.3 194± 68a 2.7 M
57 00:54:44.54 -37:36:35.5 14.5 162.2 3.1 < 141 · · · N
61 00:54:45.39 -37:38:44.0 7.8 162.4 1.8 251± 58 6.8 D
63 00:54:45.60 -37:37:53.0 5.7 156.4 2.3 178± 42 5.1 D
64 00:54:46.40 -37:40:20.0 11.4 165.2 1.1 < 110 · · · N
65 00:54:46.60 -37:36:29.0 5.7 156.2 3.1 188± 42 7.0 D
66 00:54:46.94 -37:37:56.1 6.7 155.6 2.2 245± 50 7.1 D
68 00:54:47.87 -37:38:00.4 9.9 154.7 2.1 517± 74 8.3 D
69 00:54:48.11 -37:43:31.3 10.0 143.4 2.0 412± 75 5.3 D
72 00:54:49.07 -37:33:15.7 10.9 152.0 5.3 < 106 · · · N
76C 00:54:50.89 -37:40:23.6 8.3 151.5 0.5 643± 62 14.1 D
79 00:54:51.15 -37:38:22.8 6.1 150.8 1.8 1140± 45 9.9 D
80 00:54:51.15 -37:40:58.3 12.8 148.3 0.3 308± 95a 4.6 M
81 00:54:51.38 -37:41:41.8 7.0 144.6 0.6 201± 52 5.7 D
85 00:54:51.97 -37:41:35.1 14.5 142.5 0.5 284±108 5.6 M
86 00:54:52.44 -37:40:36.4 8.7 145.1 0.3 353± 65 9.9 D
88 00:54:53.12 -37:43:44.0 8.3 133.8 1.9 591± 62 13.0 D
89 00:54:53.47 -37:41:00.2 9.5 140.6 0.0 < 92 · · · N
93 00:54:54.83 -37:43:41.5 7.1 127.9 1.8 319± 53 8.5 D
98 00:54:56.38 -37:40:28.1 12.5 132.3 0.6 471± 93 17.1 M
99 00:54:56.40 -37:39:37.0 14.6 135.7 1.2 < 141 · · · N
100 00:54:56.40 -37:41:10.0 7.1 127.7 0.4 283± 53 10.4 D
103 00:54:57.55 -37:42:24.7 11.8 118.4 1.0 413± 88 6.8 D
109 00:55:00.37 -37:40:33.0 9.0 119.1 1.1 626± 67 14.0 D
112 00:55:01.53 -37:44:07.2 8.5 109.8 2.2 366± 63 13.4 M
114 00:55:02.20 -37:39:42.0 8.7 119.3 1.7 971± 65 16.1 D
115 00:55:02.63 -37:38:27.0 12.3 126.4 2.5 < 119 · · · N
117 00:55:02.74 -37:42:56.4 14.8 105.4 1.7 < 143 · · · N
118B 00:55:04.58 -37:42:49.2 6.6 102.1 1.8 267± 49 8.5 D
119C 00:55:02.87 -37:43:13.2 8.9 105.6 1.8 336± 66 7.2 D
120 00:55:04.10 -37:39:14.6 20.7 116.2 2.2 < 201 · · · N
122 00:55:04.60 -37:40:55.0 5.0 102.8 1.6 423± 37 9.5 D
124 00:55:05.35 -37:41:19.4 14.5 99.8 1.7 < 141 · · · N
126 00:55:07.45 -37:41:04.1 11.5 99.3 2.0 370± 86 4.9 D
127 00:55:07.53 -37:41:47.8 9.7 95.6 2.0 745± 72 10.3 D
129 00:55:08.85 -37:39:27.4 13.8 110.8 2.7 251±103 5.1 M
130 00:55:09.05 -37:40:48.0 15.2 101.2 2.3 726±113 20.2 M
133 00:55:09.95 -37:47:53.1 12.2 102.3 4.9 < 118 · · · N
136 00:55:12.20 -37:39:07.0 12.4 110.5 3.3 < 120 · · · N
137A 00:55:12.79 -37:41:37.0 12.5 91.1 2.8 324± 93 8.2 D
137B 00:55:12.70 -37:41:23.1 7.6 94.6 2.8 620± 57 11.7 D
137C 00:55:13.86 -37:41:36.9 5.7 91.2 2.9 735± 42 9.4 D
139 00:55:13.03 -37:44:06.2 10.9 88.9 3.2 274± 81 6.1 D
140 00:55:14.96 -37:44:14.7 8.1 87.3 3.5 312± 60 8.4 D
144 00:55:19.33 -37:46:37.0 15.0 89.5 4.8 < 145 · · · N
145 00:55:20.05 -37:43:49.1 17.8 82.8 4.0 < 173 · · · N
146 00:55:20.70 -37:43:37.0 8.3 82.4 4.0 < 80 · · · N
147 00:55:24.34 -37:39:33.8 11.2 97.1 4.8 < 108 · · · N
150 00:55:28.00 -37:44:17.0 7.5 78.8 5.1 < 72 · · · N
151 00:55:28.08 -37:40:41.9 11.4 85.0 5.1 < 110 · · · N
a Gaussian-derived ICO
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et al. 2007). However, note that since our targets are se-
lected based on the presence of significant Hα emission,
the stellar populations in our sample are almost certainly
younger than about 10 Myr.
GALEX far-ultraviolet (FUV) images were down-
loaded from the MAST data archive using the GalexView
tool. Observations were taken under the auspices of the
Guest Investigator program GI1 061002 between 2004
October 26 and December 15, with a total exposure
time of 12988 seconds. All images went through the
GALEX automated reduction pipeline (Morrissey et al.
2007). The FUV band data has an effective wavelength
of 1516 A˚ and resolution of 4.3′′. The GALEX point-
ing uncertainty of 0.5′′ is insignificant compared to the
27′′ apertures over which we conduct photometry (see
Section 3). We corrected the GALEX image for Galactic
extinction following a similar procedure to that described
above for Hα, using the conversion AFUV/E(B − V ) =
8.24 from Wyder et al. (2007) and the Cardelli et al.
(1989) extinction law with a total-to-selective extinction
of RV = 3.1. We present our GALEX FUV image in
the bottom left panel of Figure 2. Zoom-in images of
individual regions are presented in Appendix B.
2.4. Spitzer/MIPS 24 µm
Emission at 24 µm traces warm dust primarily heated
by the intense UV fields of hot, young stars (e.g., Draine
2003). Dust is ubiquitous in molecular clouds where
these stars form, and thus much of the intrinsic UV emis-
sion does not escape the cloud and is instead absorbed
and reradiated in the infrared.
NGC 300 was observed with the Spitzer Space
Telescope’s Multiband Imaging Photometer for Spitzer
(MIPS; Rieke et al. 2004) on 2004 Oct 26. BCDs from
AOR 6070016 (PI: G. Helou) were downloaded directly
from the Spitzer Heritage archive. Observations were
taken in scan mode. These images underwent standard
MIPS-24 reduction procedures as described in Gordon
et al. (2005). We aligned and mosaicked the BCDs using
the MOPEX7 image processing software, then rotated
and regridded to the GALEX FUV pixel scale (1.5′′)
with MONTAGE8. The MIPS 24 µm PSF is ∼ 5.9′′.
The 24 µm image is shown in the bottom right panel
of Figure 2. Zoom-in images of individual regions are
presented in Appendix B.
3. MEASUREMENTS AND PHOTOMETRY
3.1. APEX CO(2-1)
We reduced our APEX CO data following standard
procedures using the Gildas CLASS9 software. To de-
fine the spectral window over which we search for CO
emission, we derive H I velocities for each source from
the publicly available VLA first moment map of Puche
et al. (1990) downloaded from NED. H I velocities for
our sources range from 78 to 197 km s−1. For each CO
spectrum, we fitted and subtracted a polynomial base-
line over a 300 km s−1 range approximately centered at
the NGC 300 systemic velocity. We then combined all
7 http://irsa.ipac.caltech.edu/data/SPITZER/
docs/dataanalysistools/tools/mopex/
8 http://montage.ipac.caltech.edu/
9 http://www.iram.fr/IRAMFR/GILDAS/
the spectra for each target and subtracted an additional
first-order polynomial to account for any residual base-
line slope. The spectral region within ±20 km s−1 of the
H I velocity was not included in the baseline fit. Cal-
ibrated spectra are in units of corrected antenna tem-
peratures (T ∗A), which we then converted to main beam
brightness temperatures TMB by dividing by the APEX-1
efficiency of ηmb = 0.75
10. We computed the integrated
intensity ICO =
∫
TMB(v) dv for each target by integrat-
ing under the spectrum in a ±20 km s−1 window centered
on the H I central velocity. In all cases this resulted in
the inclusion of all significant emission. The formal un-
certainty on ICO is
σICO =
√
∆v w σT , (1)
where ∆v = 1.39 km s−1 is the spectral resolution, w
is the range over which the emission is measured (in
km s−1), and σT is the RMS noise of the spectrum (in
K), as computed from line-free regions. As we have in-
tegrated all emission over the full ±20 km s−1 spectral
window, we conservatively take w to be 40 km s−1. We
characterize the velocity extent of the CO emission using
a parameter we label “characteristic linewidth”, defined
as ICO divided by the peak temperature. The charac-
teristic linewidth thus represents a relative measure of
the velocity space spanned by the molecular gas without
bias for any particular spectral morphology. Character-
istic linewidths for our CO detections range from 5 to
16 km s−1, with a median of 8.5 km s−1.
Sources are considered to be a secure CO ‘detection’ if
both ICO > 3σICO and T > 3σT in two or more consec-
utive channels near the H I velocity. We classify sources
fully satisfying one of the above criteria and meeting the
other at least at the 2σ level as ‘marginal detections’.
All other sources are considered to be upper limits. We
report upper limits as 2σICO , where w in Equation (1) is
now taken to be 17 km s−1, twice the median linewidth
of the detections. Since we have no direct information
as to the spectral extent of potential CO lines below our
detection threshold, this approximation provides the for-
mal upper limit assuming that undetected lines are on
average similar to detected ones. Following these cri-
teria, our sample consists of 34 detections, 8 marginal
detections, and 34 upper limits. The noise level is not
uniform across the sample due to varying observing con-
ditions and differing numbers of epochs for each source,
and thus upper limits can be larger in magnitude than
detections. For the remainder of this paper, we will use
the terminology ‘CO detection’ to refer to the aggregate
of the secure and marginal detections.
As a cross-check, we also perform a three-parameter
Gaussian fit to each spectrum in which CO is detected.
This returns an additional estimate of ICO as well as the
CO central velocity and linewidth. The H I and CO
velocities are in very good agreement (centroids of both
lines typically agree to within less than 4 km s−1, and at
most 7 km s−1). The two measures of ICO agree to within
2σICO for all 42 CO detections, and 32 out of 42 agree
to within 1σICO . However, the majority of the spectra
were not particularly well-fit by a single Gaussian, and
so we do not report the Gaussian fit parameters with the
10 http://apex-telescope.org/telescope/efficiency/
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Figure 2. ESO/WFI Hα (top), GALEX FUV (bottom left), and Spitzer/MIPS 24 µm (bottom right) images of NGC 300. All
three images have been rescaled to a common field of view. Red circles on the Hα image indicate APEX CO(2-1) detections,
while blue circles show CO upper limits. The circle size (27′′) corresponds to the APEX beam FWHM. See Appendix B for
zoom-in images at all three wavelengths.
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exception of the four sources discussed directly below.
Table 2 lists quantities derived from the APEX data.
We report the spectrally-integrated ICO for the majority
of sources; however, four CO detections exhibited obvi-
ous significant residual baseline errors within the inte-
gration window that downwardly biased this measure,
and so we instead report the Gaussian-derived ICO for
these sources. We present the APEX spectra of our CO
detections alongside zoom-in images in Appendix B.
3.2. Photometry of ancillary data
We have used our APEX observations to probe the
molecular (star-forming) ISM at 250 pc scales near H II
regions. To derive the star formation activity at these
scales, we perform aperture photometry using apertures
matched to this resolution. Since our pointed CO(2-1)
observations provide no spatial information on the dis-
tribution of the gas at sub-resolution scales, we conduct
photometry at the fixed scale of this resolution and cen-
tered on APEX targets, with only minor adjustments
in some cases to incorporate emission from the entire
H II region. We thus tacitly assume that, on average, the
emission from young stars with which we trace the star
formation rate is spatially coincident (to within 250 pc)
with the CO-emitting clouds from which the stars pre-
sumably formed. In this section we describe our photo-
metric procedure in detail.
We used the IDL APER task to perform background-
subtracted aperture photometry on each of the GALEX
FUV, Spitzer/MIPS 24 µm, and Hα images. For the ma-
jority of regions we used a 13.5′′ radius aperture, corre-
sponding to the APEX CO(2-1) FWHM, centered on the
APEX pointing position. In certain regions, the H II re-
gion clearly extended beyond the 13.5′′ aperture; in these
cases, we adjusted the size and/or position of the aper-
ture so as to encompass all contiguous emission while
avoiding the addition of contaminating sources to the
aperture. In most such regions the needed adjustments
were slight; we report the aperture positions and sizes
in Appendix B for all regions for which changes were
made. Background estimation was performed locally,
though the choice of where to place the background annu-
lus varied based on the structure of the emission as well
as the level of source crowding. We performed the back-
ground selection procedure on a region-by-region basis
using the Hα image as reference. The same background
regions were then used for the 24 µm and FUV images.
For regions with compact emission and no other nearby
sources, we utilized background annuli extending from
13.5′′ to 27′′ in radius. For sources with unassociated
emission outside the aperture, we attempted to minimize
contamination in the background annulus in the selec-
tion of the inner and outer radii. The outer radius was
always chosen such that the annulus enclosed an area of
at least three times the aperture area, when possible; in
certain cases, reducing the outer radius was required to
avoid contamination from other sources, but the annulus
area was never less than twice that of the aperture. For
sources in crowded regions, we placed much larger annuli
such that a set of overlapping or nearby sources were all
enclosed within the inner radius, and the annulus area
was 2-3 times that of the standard 13.5′′ radius aper-
ture. Inner radii chosen for crowded regions ranged from
16′′ to 36′′, and outer radii from 28′′ to 72′′. The back-
ground level per pixel for a given region was determined
using the IDL task MMM.PRO, which uses a procedure that
iteratively removes sources of emission within the annu-
lus from the pixel distribution and returns the mode of
the remaining pixels. Using our most crowded image,
the GALEX FUV image, we verified that this procedure
is robust even for annuli containing multiple sources by
comparing average pixel values of nearby blank sky re-
gions with the background levels found by our iterative
algorithm.
The formal photometric uncertainty includes contri-
butions from three sources, added in quadrature: noise
within the aperture, as estimated by the scatter in pixel
values in the annulus; uncertainty in the overall back-
ground level, as estimated by the error on the mean
within the annulus; and, Poisson noise, which is directly
estimated using the known gain values for each instru-
ment. Poisson noise is insignificant (< 0.1%) for Hα and
24 µm, and contributes only a few percent at most to
the uncertainty in the FUV. We have also included an
additional uncertainty due to flux calibration: 5% for
GALEX FUV (Morrissey et al. 2007), 4% for Spitzer
24 µm (MIPS Instrument Handbook), and 4% for Hα
(see below). Finally, to incorporate any additional un-
certainty due to narrowband continuum subtraction in
the Hα image, we used standard IRAF11 tasks to insert
artificial point sources having a range of magnitudes into
the final reduced and continuum-subtracted Hα image
and attempted to recover them. We treat the flux corre-
sponding to the 3σ limiting magnitude for a photometric
detection over the background, scaled to the aperture
size, as an additional uncertainty in our Hα measure-
ments. Regions for which the measured flux is less than
three times the total photometric uncertainty are treated
as upper limits, with 3σ values reported. Table 5 lists
the Hα, FUV, and 24 µm fluxes for each H II region in
our sample.
We validated our photometric method in two primary
ways. First, for isolated point-like sources in the GALEX
and Spitzer images, we compared our 27′′ aperture mea-
surements to photometry in which we vary the sizes of
both the aperture and background annulus. We find that
for apertures larger than twice the PSF, we recover at
least 90% of the flux we measure with the 27′′ aper-
ture. We also compared photometry computed using
the mode background-subtraction method with iterative
sigma-clipping and then taking the mean background,
and find excellent agreement for the majority of sources
in our sample.
We flux calibrated the Hα image using observations of
the standard star LTT17379 taken the same night as our
NGC 300 observations. As an independent check on this
calibration, we also conducted photometry on a number
of previously measured H II regions with measured fluxes
published in Roussel et al. (2005). In particular, we mea-
sured the fluxes of 12 of their sources that are unambigu-
ously uncrowded. We used the customized photometric
aperture sizes specified in their Table 1 (9.6-36.0′′ in di-
ameter), although the results change very little if we use
11 IRAF is distributed by the National Optical Astronomy Ob-
servatory, which is operated by the Association of Universities for
Research in Astronomy (AURA) under cooperative agreement with
the National Science Foundation.
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27′′ diameter apertures. We find a tight correlation be-
tween our photometry and their measured fluxes, and fit
the relation using linear least-squares analysis to derive
a calibration factor. This factor is within 4% of the flux
calibration determined from the standard star, and so we
adopt 4% as our flux calibration uncertainty, which we
propagate into our final photometric errors. Note that
Roussel et al. (2005) report Hα fluxes having accounted
for N II contamination of 10% the total flux within the
filter. Although in reality this number probably varies
from source to source, the low average N II fraction sug-
gests that the effect on our results is likely minimal. Flux
calibration is already applied to the Spitzer and GALEX
images at the pre-download level, and we incorporate the
reported calibration uncertainties into our results as dis-
cussed above. We applied standard aperture corrections
of 1.047 and 1.16, respectively, for GALEX FUV and
Spitzer 24 µm measurements. These values were taken
from the GALEX and Spitzer/MIPS Instrument Hand-
books and verified through tests on isolated point sources
in our images.
We note that 17 of our photometric apertures overlap,
a few significantly, with other apertures (see Appendix B
for zoom-in images of each region). In such cases the
individual measurements are no longer entirely indepen-
dent. We do not explicitly account for this effect in our
analysis.
4. METHODOLOGY
In order to broadly contextualize our results, our goal is
to measure molecular gas and star formation in a manner
as consistent as possible with both the local sample of
L10 and the external galaxies studied by, e.g., Gao &
Solomon (2004). 12CO becomes an effective tracer of
molecular gas for gas with visual extinction AV & 1 −
2 magnitudes (e.g., Lombardi et al. 2006). Furthermore,
Lada et al. (2012) demonstrated that deriving molecular
cloud masses using either their AV & 1 extinction maps
or 12CO images from Dame et al. (2001) results in masses
that agree to within 12% for the L10 local sample of
molecular clouds. Thus our APEX ICO measurements
likely trace molecular clouds in a similar way to the AV &
1 (AK & 0.1) extinction maps of L10. In their sample
of galaxies, Gao & Solomon (2004) also measure ICO,
and thus the total molecular gas, just as we do in the
present study. We introduce the term “Giant Molecular
Cloud Complex” (GMCC) to indicate the (unresolved)
molecular gas structure or structures measured within
each 250 pc APEX beam, which may consist of one or
more GMCs as well as potentially some amount of diffuse
molecular gas. The mass of such an entity is hereafter
designated MGMCC.
For estimating star formation rates, our multiwave-
length data set provides a wealth of information on both
the unobscured (Hα and GALEX FUV) and embedded
(Spitzer 24 µm) star formation activity in NGC 300.
Since we are targeting known H II regions, we are probing
the locations in which stars have formed very recently.
Although we cannot resolve individual stars as L10 do in
their sample of Milky Way star-forming regions, we can
infer the integrated properties of the (young) stellar pop-
ulations in each 250 pc sized region in our sample using
population synthesis modeling. We introduce a new di-
rect modeling procedure in which we compute the masses
and ages of star-forming regions (§ 4.2.3). We then take
the star formation rate to be the population mass divided
by its age in a manner analogous to L10.
4.1. Molecular gas mass
CO(2-1) integrated intensity was converted into CO
line luminosity following Solomon et al. (1997):
L2−1CO
K km s−1 pc2
= 23.5
(
Ωb
arcsec2
)(
D
Mpc
)2(
I2−1CO
K km s−1
)
,
(2)
where Ωb is the beam solid angle, D is the distance, and
I2−1CO is the CO integrated intensity in the J = 2 − 1
transition. We assume here implicitly that the beam size
is larger than the source size, and so have replaced the
solid angle of the source convolved with the beam with
that of the beam. Given that GMCs in the Milky Way
are typically < 100 pc in size, and that many of our
sources show compact emission at other wavelengths, this
assumption should be reasonable.
CO line luminosity is then converted into molecular
gas mass MGMCC using the CO-to-H2 conversion factor,
αCO as
MGMCC
M
= 6.2
(
0.7
R21
)(αCO
4.35
)( L2−1CO
K km s−1 pc2
)
, (3)
where R21 is the CO(2-1)-to-CO(1-0) line ratio. This
equation includes a factor of 1.36 to account for helium.
R21 depends on the excitation temperature and optical
depth of the gas, and thus can vary within galaxy disks.
Absent CO(1-0) data for NGC 300, we assume R21 = 0.7,
the average value found in the HERACLES survey of lo-
cal disk galaxies by Leroy et al. (2009), revised for the
updated efficiency as discussed in Leroy et al. (2013).
This choice is also similar to the average line ratio of
R21 = 0.66 in the Milky Way disk (Sakamoto et al.
1995). The uncertainty introduced by the assumption
is likely small, but systematic; we note that enhance-
ments of R21 in spiral arms and in the inner regions of
the Milky Way and other galaxies have been reported
in the literature (e.g., Sakamoto et al. 1997; Koda et al.
2012).
αCO is well-known to exhibit variations both amongst
and within galaxies (e.g., Bolatto et al. 2013). While the
Milky Way value, αCO = 4.35 M pc−2 (K km s−1)−1,
seems to describe well the average conversion factor in
disk galaxies (Leroy et al. 2013, though see also Sand-
strom et al. 2013), our sample spans the entire disk of
NGC 300 and potentially incorporates regions with dif-
fering physical conditions. In addition, NGC 300’s metal-
licity is about one-half solar on average, and furthermore
exhibits a decreasing trend with radius (Deharveng et al.
1988). Thus we attempt to account for both the global
deficiency of heavy elements and radial trend in our anal-
ysis.
Following Bolatto et al. (2013), we estimate the de-
pendence of αCO on metallicity as αCO ≈ αCO,MWfCOF,
where fCOF is a correction that accounts for the H2 gas
in the outer layers of clouds where CO is mostly disso-
ciated. It is a function of both the GMC surface den-
sity and the metallicity. Bolatto et al. (2013) suggest
fCOF = 0.67 exp [0.4/(Z
′Σ′GMC)], where Z
′ is the metal-
licity in units of the solar metallicity and Σ′GMC is the
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Figure 3. Radial variation of αCO in NGC 300 due to de-
creasing metallicity with increasing galactocentric distance
(dark line). The faint lines bracketing this relation indicate
the range encompassed due to the uncertainty in the metal-
licity gradient. The Milky Way average value is shown as a
horizontal dashed line, with the shaded region encompassing
a factor of two variation. Our sample of H II regions extends
out to nearly 7 kpc.
characteristic surface density of molecular clouds in units
of 100 M pc−2. As we have no resolved measurements
from which to determine Σ′GMC directly, we assume a
value of unity (i.e. that GMCs have an average surface
density of 100 M pc−2); studies of Milky Way GMCs
find surface densities ranging from ∼ 40 (Heyer et al.
2009, Lada et al. 2013) to ∼ 140 M pc−2 (Roman-
Duval et al. 2010). The metallicity gradient in NGC 300
is given by 12+log O/H = 8.57−0.41r/r25, where r is the
galactocentric radius and r25 = 5.3 kpc is the radius at
the B-band 25th magnitude isophote (Deharveng et al.
1988). Taking the solar value to be 12 + log O/H = 8.66
(Bresolin et al. 2009), we derive the expression for the
radial dependence of Z′ in NGC 300:
Z′(r) = 0.81× 10−0.41r/r25 . (4)
As Figure 3 illustrates, the outwardly decreasing metal-
licity gradient in NGC 300 implies an increase in αCO
as a function of radius. Note that even if Σ′GMC dif-
fers in NGC 300 from our Milky Way-motivated value
of unity, the relative variation of αCO with radius will
be nearly preserved providing that Σ′GMC is roughly con-
stant throughout the disk. Furthermore, radial variation
of Σ′GMC within the disk would probably only exacerbate
the change in αCO with radius, as low surface density
clouds are more likely to be found in the outer reaches
of galaxies where the overall CO surface density is lower
than at smaller radii (e.g., Heyer et al. 1998; Schruba
et al. 2011).
4.2. Star formation rates
The size scales we investigate here (∼ 250 pc) are larger
than the typical nearby massive GMCs (such as Orion)
in the Milky Way, yet smaller than those probed by typ-
ical extragalactic studies that resolve ∼kpc-size regions
and average over multiple stellar populations. In the
Milky Way GMCs studied in L10, stars can be resolved,
and thus star formation rates can be inferred by simply
counting the total mass in young stars and dividing by
their characteristic age. On the other hand, calculations
of the star formation rate on kpc or galaxy-wide scales
utilize integrated measures of unresolved stellar popula-
tions and population synthesis modeling. The models
used typically assume that star formation has been pro-
ceeding continuously over ∼ 100 Myr timescales. While
this number is appropriate when averaging over many
stellar populations in various stages of evolution (as is
the case at ∼kpc or larger scales), as the scale probed
decreases, the assumption of continuous star formation
begins to become less and less realistic. The limiting case
is a single stellar population that formed over the course
of only a few Myr – practically instantaneous compared
to the 100 Myr timescale applicable to larger regions. As-
suming a 100 Myr timescale for a single region which is
younger than an O-star lifetime (i.e., up to several Myr)
has the effect of underestimating the true star formation
rate, an effect which has been noted previously (Chomiuk
& Povich 2011).
Are we targeting single stellar populations? Several
of the sources we study here appear to contain only a
single H II region, as revealed by the presence of only
a single structure in the Hα line-only image, which has
a resolution of 1.35′′ (∼13 pc; FWHM of the measured
PSF). Other sources exhibit secondary peaks within the
250 pc aperture, but the fact that both are Hα-bright
at the same time suggests that these populations may
be coeval and/or physically connected. We thus operate
under the assumption that each of our 250 pc scale re-
gions is well-approximated by a single stellar population
that formed instantaneously, and use population synthe-
sis models with the short timescales that reflect this as-
sertion. To derive stellar masses and cluster ages for
our sample, we compare our extinction-corrected FUV
and Hα observations to synthetic luminosity tracks from
simulated instantaneous burst populations (e.g., Relan˜o
& Kennicutt 2009). Our Spitzer 24 µm data are used
to correct for extinction (Section 4.2.1). We introduce
and describe our direct population synthesis modeling
technique in Section 4.2.2.
4.2.1. Correcting for extinction
While Hα and FUV emission are both signposts for
massive star formation, they can be significantly attenu-
ated by dust. Since star forming regions tend to be rich in
dust, this can leave only 20-40% of the original emission
at these wavelengths actually visible within some parts
of a spiral galaxy (e.g., Kennicutt 1998a). The absorbed
light is then re-radiated in the infrared as thermal emis-
sion from dust grains. Due to the intense UV radiation
fields near young massive stars, dust can be significantly
heated, and despite the fact that 24µm emission con-
tributes only 5-10% of the total infrared luminosity, it is
considered a reasonable tracer of dust-obscured star for-
mation in young star-forming regions (e.g., Leroy et al.
2012). The ratio of infrared to ultraviolet (or Hα, as a
proxy) emission can therefore be used to correct for ex-
tinction. While not as direct as using the Balmer decre-
ment or less attenuated recombination lines such as Paα,
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this method allows for region-by-region extinction esti-
mates when more easily obtained infrared photometry is
available. We are thus able to use our 24 µm photometry
to account for the fact that extinction varies widely be-
tween the H II regions in NGC 300 (Roussel et al. 2005).
Typical multiwavelength prescriptions for computing
SFRs in regions within galaxies linearly combine tracers
of both unobscured and embedded star formation in the
general form
SFR = aLvis + bLemb (5)
to derive a complete census of star formation activ-
ity (e.g., Leroy et al. 2008). The first term in this ex-
pression – the observed, or “visible” luminosity Lvis –
accounts for the UV or Hα emission that escapes the lo-
cal environment, while the second term – the reradiated
or embedded luminosity Lemb – accounts for the remain-
der of the emission that is instead absorbed by dust and
reradiated in the thermal infrared. Now if all the emis-
sion escaped, then instead we can write SFR= aLtot,
with the same constant of proportionality as the first
term in the previous expression since both utilize the
same direct tracer. Since Ltot = Lvis +Lemb, and the ex-
tinction is given by Aλ = Mvis −Mtot, where the M are
now in magnitudes, these equations can be algebraically
combined to yield
Aλ = 2.5 log
(
1 +
b
a
Lemb
Lvis
)
(6)
Taking 24 µm emission as our embedded tracer, we derive
extinction corrections for our data based on Equation (7)
of Calzetti et al. (2007) for Hα, and Equation (D10) of
Leroy et al. (2008) for FUV12, both of which are of the
form of Equation (5), whence
AHα = 2.5 log
(
1 + 0.031
L[24µm]
L[Hα]
)
(7a)
AFUV = 2.5 log
(
1 + 6.05
L[24µm]
L[FUV]
)
. (7b)
Importantly, Equations (7) were derived from calibra-
tions applicable not to entire galaxies, but to individual
regions within them. The dust heating in H II regions is
dominated by radiation from young stellar populations,
while the average heating across a galaxy includes a non-
trivial component from more evolved stars (e.g., Leroy
et al. 2012). Using a calibration appropriate for inte-
grated galaxies would thus underestimate the extinction
and total SFRs in H II regions (Kennicutt et al. 2009).
4.2.2. Models
We generate a grid of models using the publicly avail-
able Starburst99 population synthesis code (Leitherer
et al. 1999)13. The relevant parameter choices are listed
in Table 3. The choice to use an instantaneous burst is
motivated by the assumption that each of our 250 pc re-
gions consists of a single primary stellar population that
formed at roughly the same time, as discussed above.
We choose a metallicity of 0.008 (0.4 Z), the closest op-
tion to NGC 300’s characteristic metallicity of 0.56 Z
12 The coefficient on L(24 µm) in Leroy et al. (2008), Equation
(D10) is 10−43 (Leroy, private communication).
13 http://www.stsci.edu/science/starburst99/docs/default.htm
Table 3
Starburst99 Parameters
Parameter Range
Population Mass Fixed: 500-105 M
IMF Kroupaa
Mupper 100
Stellar evolution tracks Geneva (high mass lossb)
Metallicity 0.008 (0.4 Z)
Wind model Evolution
Mass interpolation Full isochrone
Time step 0.1 Myr
a Two-part power law over the ranges 0.1 < M < 0.5
and 0.5 < M < Mupper (all masses in M) with
slopes α = −1.3 and −2.3, respectively (Kroupa
2002).
b Meynet et al. (1994)
(Bresolin et al. 2009). We use a Kroupa IMF, a two-
part power law with slope α = −2.3 above 0.5 M up
to a cutoff mass of 100 M. See Section 4.2.4 and Ap-
pendix A for further motivation for the choice of cutoff
mass and the implications of changing the IMF assump-
tions. The model outputs include Hα line luminosities
and low (∼ 10 A˚) resolution spectra, which we integrate
over the GALEX FUV filter curve to derive FUV lu-
minosities. The Hα nebular continuum is insignificant
(. 1%) compared to the line emission over the full range
of timescales we model.
4.2.3. Deriving SFRs: A direct modeling approach
To derive star formation rates on a region-by-region ba-
sis, we utilize our grid of Starburst99 models with pop-
ulation mass (hereafter M∗) ranging from 500 to 105 M
in steps of 500 M and ages t from 0.1 to 10 Myr in 0.1
Myr steps. Figure 5 shows extinction-corrected LHα and
LFUV for our NGC 300 H II regions overplotted on the
model tracks. We then use an iterative Monte Carlo
procedure to estimate the mass and age of each observed
region as follows. For each iteration, we take a random
draw from each of two independent Gaussian distribu-
tions corresponding to the observed Hα and FUV lu-
minosities. The Hα distribution is defined to have mean
equal to the measured LHα and standard deviation σLHα ,
and the FUV distribution has mean equal to the mea-
sured LFUV and standard deviation σLFUV for that re-
gion. In other words, for each of FUV and Hα, we take
a random draw from the distribution described by the
measured luminosity and corresponding uncertainty. We
then find the model stellar population with (LFUV,LHα)
closest to the Monte Carlo draws Li,MC for that iteration
by minimizing χ2 across the model grid, where
χ2 =
2∑
i=1
(Li,MC − Li,model)2
σ2i
. (8)
Here i runs from 1 to 2 corresponding to comparisons
in Hα and FUV. We then take the mass and age of this
model population to be the best-fit values for that it-
eration. We repeat this procedure 1000 times for each
source, then take the means of the distributions of these
best-fit values as the final best-fit mass and age for the
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Figure 4. Graphical example of our Monte Carlo proce-
dure for deriving stellar population masses (M∗) and ages
(t), shown for the source DCL88-41 (left panel). The black
square shows the measured Hα and FUV luminosities and
uncertainties, while the black dots indicate positions of the
1000 random draws from Gaussian luminosity distributions
defined by these measurements (see the text). The red dot-
ted lines show model tracks, and the red circles are individual
best fit models; each corresponds to the closest grid point for
a given black dot. The center and right panels show the pos-
terior distributions for M∗ and t, with the best-fit values and
uncertainties listed.
observed region. The standard deviations of the mass
and age posterior distributions are taken to be the uncer-
tainties on these parameters. Regions with photometric
upper limits are treated somewhat differently. Instead of
drawing from a Gaussian distribution for the wavelength
at which the source is an upper limit, we draw from a
random uniform distribution ranging from 0 to the upper
limit value. Figure 4 illustrates our Monte Carlo proce-
dure for the source DCL88-41 and shows the posterior
distributions for M∗ and t for this source. These distri-
butions are generally centrally peaked and well-described
by their first and second moments.
To derive the SFR for each H II region in a manner
analogous to that of L10, we divide the best-fit popula-
tion mass by the population age:
SFR =
M∗
t
. (9)
We then discard regions for which we derive a mass lower
than 1000 M, as these regions (1) partially scatter out-
side the parameter space spanned by our model grid,
and (2) have highly uncertain masses and ages as a re-
sult of flat or double-peaked mass and age posterior dis-
tributions. We also discard regions with derived ages
< 1 Myr, as all of these again lie outside our model pa-
rameter space. All seven of the regions discarded in this
way are APEX CO upper limits.
4.2.4. SFR uncertainties
In this section we discuss three possible contributions
to the uncertainty in our modeling results: the assump-
tion of instantaneous (vs. continuous) star formation,
the form of the IMF, and the effects of stochastic sam-
pling of the IMF.
One potential uncertainty in our derived star forma-
tion rates may be a result of our choice of an instanta-
neous burst model (in which we assume that the stellar
population formed in a short time compared to its age)
instead of a model in which star formation is continuous
over a timescale comparable to the potential lifetime of
a molecular cloud (5–10 Myr; e.g., Leisawitz et al. 1989).
To test the implications of changing this assumption,
we compared the results we obtained from the models
discussed in § 4.2.2 with those derived from continuous
star formation models. In particular, we ran a series of
Starburst99 simulations with identical parameters to
those described in Table 3, with the exception that we
set SFRs to be continuous with rates ranging between
10−3−10−2 M yr−1. Initially, model tracks for the Hα
and FUV luminosities from a continuous star formation
model evolve towards higher luminosities in both axes.
However, Hα remains constant after reaching a popula-
tion age at which the birth rate of ionizing stars matches
the death rate (∼ 8 Myr; Chomiuk & Povich 2011), while
FUV continues to increase until it reaches the corre-
sponding FUV steady-state time (∼ 80 Myr). We then
compared our instantaneous burst SFRs to those derived
from the continuous SFR models at specific timescales:
2 Myr, the luminosity-weighted average timescale for the
emission of an Hα photon in an instantaneous burst pop-
ulation (Leroy et al. 2012); 3.7 Myr, the characteristic
age of our stellar populations as computed from our in-
stantaneous burst model grid; and, 10 Myr, the upper
limit for the lifetime of a GMC (Leisawitz et al. 1989).
For all three cases we derived SFRs within a factor of
two of our previous results, though we note that using
the 10 Myr timescale resulted in SFRs that were on av-
erage the most discrepant from our instantaneous burst
results, again highlighting the importance of choosing
model timescales judiciously. Thus we conclude that,
provided that we use appropriate (< 10 Myr) timescales
for 250 pc star forming regions, a continuous star for-
mation model is also a reasonable assumption. For our
analysis, we prefer the instantaneous burst models, as
they allow modeling of the stellar population masses and
ages, and a computation of the SFR in a manner more
similar to that of L10. Using a continuous SFR model
would produce a systematic shift toward lower SFRs by
a factor of on average about 40%, the difference between
the two sets of models when the continuous SFR tracks
are read out at 3.5 Myr.
A second potential source of uncertainty is due to the
fact that our analysis relies on tracers of only the most
massive stars, which produce a majority of the luminos-
ity but comprise a minority of the total stellar mass of
the population. Thus there is some sensitivity of our
modeling results to the functional form, slope, and up-
per mass cutoff of the IMF. Previous studies have in-
vestigated this issue in detail (e.g., Calzetti et al. 2007;
Leroy et al. 2008; Chomiuk & Povich 2011), finding that
differences in derived SFRs using Salpeter and Kroupa-
type IMFs amounted to factors of about 50%. We thus
caution that our results may suffer from additional sys-
tematic uncertainties at this level. However, assuming
that the form of the IMF is similar across NGC 300’s
star clusters, this should not affect the relative difference
in SFRs amongst regions, and so we do not include this
systematic uncertainty in our reported SFRs. To illus-
trate the effects of changing the upper mass limit of the
IMF, we present in Table 4 the median SFRs for our sam-
ple of H II regions derived for a range of IMF upper limits
from 50 to 120 M. Over this entire range, SFRs change
by a factor of at most 30%. Note that upper mass limits
lower than 50 M lead to unphysical results in that the
majority of the NGC 300 data points then lie outside the
parameter space spanned by the tracks. We take the un-
certainty on our derived SFRs to be (+0.10,−0.02) dex,
the relative difference in median SFR derived using our
12 Faesi et al.
38.0 38.5 39.0 39.5 40.0 40.5 41.0
log LFUV (erg/s)
36
37
38
39
log
 L
H_
 (e
rg
/s)
Kroupa  IMF
100 MO •  upper  limit
Z = 0.4 ZO •
5x
10
2  1
x1
03  
2x
10
3  
5x
10
3  1
x1
04  
2x
10
4  
5x
10
4  M
O •
2My
r
4My
r
6My
r
AV=1 m
ag
CO detect ions
CO upper  limit s
Figure 5. Extinction-corrected Hα and FUV luminosities for our sample of 76 H II regions in NGC300 (data points) plotted
on Starburst99 model tracks (gray lines). Red points show CO detections while blue points are CO upper limits. The models
range in total stellar mass from 500 to 5× 104 M and each model population evolves to the right then downward in the figure
over 10 Myr. Lines of constant population age of 2, 4, and 6 Myr are shown to guide the eye. A unique mass and age for each
region is derived by comparing the observed luminosities with those of model young stellar populations in (LFUV, LHα) space.
The reddening correction corresponding to one visual magnitude is shown with a red line.
chosen 100 M IMF upper mass limit as compared to
that derived using 50 and 120 M upper limits.
A third source of uncertainty is due to stochastic sam-
pling of the upper end of the IMF, which is particu-
larly problematic for low-mass stellar populations (e.g.,
da Silva et al. 2012). Since the SFR tracers we use here
rely on the presence of massive stars, the uncertainty
in the total derived population mass using these tracers
(and thus the SFR) increases as the expected number
of massive stars in the population declines. Previous
studies have found that this effect is non-negligible for
populations with fewer than about ten O-stars, or equiv-
alently population masses Mpop . 3000 M (Cervin˜o
& Valls-Gabaud 2003; Lee et al. 2009). To quantify and
account for this effect, we have computed the “most mas-
sive star” (with mass Mmm) expected in a stellar popula-
tion as a function of the population mass for our fiducial
Kroupa IMF by analytically integrating the upper end
of the IMF and solving for the stellar mass above which
only one star is expected (see Appendix A for details).
Since the Poisson error on a histogram bin with value
unity is also unity, the 1σ range on the number of stars
Table 4
Effects of changing the IMF upper
limit
IMF upper limit Median SFR
(M) (10−3 M yr−1)
50 1.08
80 0.90
100 0.86
120 0.82
in the mass bin centered on Mmm extends from zero to
two. Thus we take the FUV and Hα luminosities emitted
by a star with mass Mmm to be the stochastic contribu-
tion to the uncertainties on the FUV and Hα luminosities
of the population. This is propagated formally into un-
certainties on M∗, t, and the SFR; see Appendix A for
a complete description of our procedure. The additional
uncertainty from stochastic effects amounts to as much as
a factor of 40% in the low-mass (M∗ ∼ 1000 M) regime
but becomes negligible (< 10%) above about 104 M.
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5. RESULTS
5.1. Molecular gas
We detect CO(J = 2 − 1) in 42 of the 76 H II regions
surveyed (including marginal detections), following the
criteria discussed in Section 2.1. Molecular gas masses
MGMCC in these regions range from 1×105 to 7×105 M,
extending the upper range of the L10 local cloud sample
by almost an order of magnitude. In this section we
examine the radial variation of the detection rate and
the GMC Complex (GMCC) mass spectrum.
5.1.1. Radial variation
Our H II region sample was chosen to cover a rep-
resentative range in galactocentric radii of NGC 300’s
disk (Figure 1). To assess the distribution of gas-
rich star forming regions within the galaxy, we plot
histograms comparing the radial distributions of CO-
detected sources and upper limits in Figure 6, binned
by 1 kpc. In the bottom panel of the Figure we also
show the CO detection rate as a function of galacto-
centric radius. The detection rate is simply defined
to be the number of regions in a given radius bin in
which CO is detected divided by the total number of
observed regions in that radius bin. H II region positions
were deprojected using a custom IDL routine based on
im hiiregion deproject.pro by J. Moustakas. The de-
tection rate clearly decreases with increasing radius. The
inner 3-4 kpc is dominated by CO detections, and we sig-
nificantly detect CO in about 75% of regions inside 3 kpc.
However, despite the sample extending to > 6 kpc, we do
not detect CO in any regions with distances greater than
4 kpc. This trend is most likely a direct result of the fact
that CO becomes a progressively poorer tracer of molec-
ular gas toward the outer reaches of the galaxy due to the
negative radial metallicity gradient. Since αCO increases
by up to a factor of three for the regions at largest galac-
tocentric distance (see § 3), a cloud of a given mass in the
outer reaches of NGC 300 would require a factor of nine
longer integration time to detect in CO(2-1) than the
same cloud near the galaxy center. We thus very likely
miss such clouds in the outskirts despite being able to
detect similar objects at smaller radii. The decrease in
detection rate with radius may also be due in part to the
fact that GMCs more distant from the galaxy’s center
are on average less massive than those within the disk.
The average surface density of molecular gas is lower in
the outer part of the Milky Way (e.g., Heyer et al. 1998),
and this may be the case for NGC 300 as well. If so,
we may further be underestimating the masses of clouds
at large galactocentric radii due to additional increase of
αCO in these regions caused by a lower Σ
′
GMC than the
Milky Way-average value we have assumed (see § 4.1).
5.1.2. GMC Complex mass spectrum
The mass spectrum of clouds (or other bound entities)
is generally expressed in differential form and taken to
be a power law with index γ, i.e.,
dN
dM
= f(M) = M−γ . (10)
We calculate the mass spectrum for our sample of 42 CO-
detected sources in NGC 300 by separating the MGMCC
distribution into equally spaced logarithmic bins, where
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Figure 6. Histogram by galactocentric radius for the sam-
ple of NGC 300 H II regions (top panel) detected in CO
with APEX (open histogram) and those not detected in CO
(hatched histogram). The bottom panel shows the detection
rate as a function of radius, binned in 1 kpc bins. We do not
detect CO beyond 4 kpc from the center of NGC 300, likely
primarily due to the decreasing ability of CO to trace molec-
ular gas in the outer, lower metallicity regions of the galaxy
(see the text).
the bin size of 0.15 dex corresponds to twice the typical
fractional uncertainty in MGMCC. We estimate dN/dM
for each bin as Nbin/∆M , where Nbin is the number of
sources in a bin, and ∆M is the (linear) width of that
bin. We assume Poisson uncertainties on dN/dM , i.e.
σ =
√
N/dM . We present the NGC 300 APEX GMCC
mass spectrum in Figure 7. The vertical dashed line de-
notes the mass below which more than 20% of our mea-
surements are upper limits; we take this mass to be our
completeness limit. Values of dN/dM for the complete
sample including CO upper limits are also shown to illus-
trate the completeness limit. Fitting a power law to the
bins above the completeness limit using ordinary least
squares fitting (accounting for Poisson errors), we find
γ = 2.7 ± 0.5 to be the best-fit slope. This fit is shown
as a dotted line in the figure. Changing the bin size has
only minor consequences on the best-fit γ: varying the
bin size between 0.08 and 0.25 dex, the best-fit power
law index ranges from 2.1 to 2.7.
While a GMCC mass spectrum does not necessarily
map to a GMC mass spectrum with similar slope, it is
nevertheless instructive to consider the distribution of
GMCCs by mass in the context of cloud mass functions
in other galaxies. Our derived slope of γ = 2.7 is rela-
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tively steep compared to the power law indices computed
for inner Milky Way clouds (γ ≈ 1.5) by Rosolowsky
(2005). That same study found progressively steeper in-
dices in the LMC (γ = 1.7) and M33 (γ = 2.9). They
attribute differing power law indices amongst local group
galaxies as being real differences between the GMC popu-
lations in these galaxies. In the case of M33, Rosolowsky
(2005) suggest that the bottom-heavy mass function re-
sults from gravitational stability in the disk (Martin &
Kennicutt 2001) that may inhibit the formation of mas-
sive GMCs there. Intriguingly, NGC 300 is much more
similar to M33 than to the Milky Way in terms of metal-
licity (subsolar with a negative radial gradient), size, in-
tegrated luminosity (at several wavelengths), and mor-
phology (late spiral). If NGC 300 also has a gravita-
tionally stable disk, as does M33, this could potentially
explain its apparently steep GMCC mass function.
However, we again caution that our sample represents
a set of GMCCs – < 250 pc-scale conglomerations of
CO-emitting gas near known H II regions – and is not
a comprehensive catalog of GMCs in NGC 300. The
number of clouds and fraction of gas organized in clouds
may differ between GMCCs, and thus our GMCC mass
function may or may not map to a GMC mass function
with similar slope. Preliminary interferometric studies of
a small subset of our sample do suggest, however, that
a single discreet molecular structure generally dominates
the CO luminosity within the 250 pc APEX beam (C.
Faesi et al. 2014, in preparation).
5.2. Star formation rates
Figure 8 presents the stellar mass (M∗) and age (t)
histograms for our sample of NGC 300 HII regions com-
puted using our new direct modeling approach, including
both CO detections and upper limits (excluding those
with M∗ < 1000 M or t < 1 Myr; § 4.2.3). The M∗
distribution of the CO detections is centered at a higher
mass (median 4000M) than that of the CO upper limits
(median 2600 M), suggesting that massive GMCs are
preferentially associated with large stellar populations.
The M∗ distribution of the CO detections is also much
broader than that of the upper limits. These two dif-
ferences evidently reflect that the most massive young
clusters in our sample – those with M∗ & 1.5× 104 M
– are always associated with CO clouds, while less mas-
sive clusters may or may not be. The age distributions
are similar, both having a median of 3.7 Myr. A more
quantitative interpretation is complicated by the varying
CO detection threshold across our sample; it is possible
that most (or all) of our H II regions are associated with
GMCs, and that many GMCs are simply undetected in
our sensitivity-limited survey, particularly at large galac-
tocentric radii where CO becomes a progressively less
reliable tracer of molecular gas. In contrast to the de-
creasing CO detection rate with radius (§ 5.1.1), there
is no significant trend in either M∗ or t as a function
of radius. There is no marked difference in the typical
SFR between NGC 300 regions with APEX CO detec-
tions and those with upper limits (median 9.5×10−4 and
9.1× 10−4 M yr−1, respectively.
Figure 9 shows SFR vs. MGMCC derived for our sample
of H II regions using the direct modeling approach, com-
puted as described in § 4.2.3. These results are shown
in the context of the L10 local Milky Way cloud sample.
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Figure 7. Differential mass spectrum dN/dM of the CO-
detected regions in our APEX sample (diamonds, solid line).
Bins are 0.15 dex, corresponding to twice the typical mea-
surement error on MGMCC. Triangles connected with a dot-
dashed line show the spectrum of the full APEX sample (in-
cluding CO upper limits). The vertical dashed line indicates
our completeness limit, above which the majority of our mass
measurements are CO detections. A power law fit to the
bins above the completeness limit yields a best-fit slope of
γ = 2.7 ± 0.5 (dotted line), similar to the slope of the cloud
mass spectrum in the nearby spiral M33, which shares phys-
ical and morphological characteristics with NGC 300. The
vertical error bars are Poisson errors on the histogram, while
the horizontal bars indicate the bin sizes.
The scatter in the SFR-MGMCC relation for the NGC 300
CO-detected regions is quite large (0.4 dex), approach-
ing the dynamic range in MGMCC (0.8 dex). While some
of this scatter (∼ 0.2 dex, on average) is due to uncer-
tainties in our measurements and modeling procedure,
the remainder is likely real, and may be driven by dif-
fering physical and/or evolutionary conditions across the
sample. Groups of sources for which apertures overlap
are indicated on the figure with matching colored sym-
bols. The fact that MGMCC often differs significantly
between partially overlapping sources suggests that the
underlying molecular gas distribution in some locations
is clumpy on sub-resolution scales, a hypothesis that pre-
liminary interferometric studies are beginning to confirm
(C. Faesi et al., in preparation).
6. DISCUSSION
6.1. The star formation scaling relation in NGC 300
From Figure 9, it is clear that any potential power
law trend in the scaling relation is masked by the large
amount of scatter in the SFR-MGMCC plane. We thus
cannot directly address whether or not the SFR scaling
relation in NGC 300 is linear at 250 pc scales, as it ap-
pears to be in ∼kpc-sized regions in other systems (e.g.,
Bigiel et al. 2008; Leroy et al. 2013). A large amount of
scatter might be expected at physical scales smaller than
1 kpc when sampling galaxy disks in an unbiased man-
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Figure 8. Stacked histograms of the stellar mass (left) and age (right) of the best-fit model stellar populations to our sample of
H II regions. Regions in which CO is detected in our APEX survey are shown as open histograms, while those with CO upper
limits are shown as shaded histograms.
ner due to stochastic sampling of the galaxy’s GMC mass
function (Calzetti et al. 2012). However, we are specif-
ically targeting regions with active star formation, and
so our measurements are unlikely to be affected by this
sampling effect. The majority of the scatter we recover
most likely represents true physical differences between
star-forming regions in NGC 300. In this section we place
our sample in the context of the L10 local clouds and ex-
tragalactic studies, and discuss the implications of our
results.
6.2. Comparison with the Milky Way sample
From Figure 9, it appears that the relation between
star formation rate and molecular gas mass extends
smoothly from local Milky Way clouds to NGC 300 GM-
CCs with masses of up to several times 105 M, with a
large amount of scatter present at all scales. This scat-
ter corresponds to a wide range in star formation effi-
ciency, or its inverse the molecular gas depletion time
τdep = MGMC/SFR. Dotted lines in the Figure corre-
spond to tracks of constant τdep of 20 Myr, 200 Myr, and
2 Gyr. The median τdep in NGC 300 is about 230 Myr
(with a large amount of scatter), similar to the 180 Myr
median depletion time in the L10 clouds. Amongst our
CO-detected regions, we find a large range in τdep from
23 Myr to 1.2 Gyr, similar to the 45 Myr to 1.6 Gyr
range in the L10 sample. There is no particular trend
in τdep with galactocentric radius, as we demonstrate in
Figure 10. The red points in this figure show average
depletion times binned by 0.5 kpc, and the error bars
show the formal uncertainty on the mean for each bin.
Interestingly, there is a notable increase in the scatter in
τdep at ∼2 kpc, followed by a decrease beyond ∼3 kpc.
Tracks of constant τdep can also be interpreted as
tracks of constant dense gas fraction according to the
Lada et al. (2012) framework, which asserts that star
formation occurs primarily in dense (n & 104 cm−3) gas.
Clouds with high dense gas fractions (large dense gas
masses Mdense as compared to total molecular gas masses
MGMC) are rapidly turning that dense gas into stars, and
thus exhibit a high efficiency (short τdep). Conversely,
clouds with low dense gas fractions are relatively inert,
as the more diffuse gas is inefficient at directly form-
ing stars (long τdep), even if the small amount of dense
gas that is present is actively star-forming. The 20 Myr
τdep track corresponds to a dense gas fraction of 100%
based on the linear fit between the SFR and mass in
dense gas found by L10. If SFR∝ fDGMGMC, where
fDG = Mdense/MGMC is the dense gas fraction, as pro-
posed by Lada et al. (2012), the 200 Myr and 2 Gyr
tracks then represent 10% and 1% dense gas fractions,
respectively. According to this interpretation, the large
scatter we see in the NGC 300 clouds could be explained
as variations in the dense gas fraction. Testing this sce-
nario conclusively awaits data from dense gas tracers.
We do note that the NGC 300 CO-detected regions show
physically plausible dense gas fractions ranging between
a few and nearly 100%.
Differences in the evolutionary state of individual re-
gions could provide an alternative explanation for the
large scatter in the SFR-MGMCC plane. It could be
that clouds with short τdep have used up some of the
gas from which the current population of stars formed,
and thus are shifted to the left in the diagram from the
position they occupied with their original gas reservoir.
In such a scenario clouds with long τdep may simply be
very young, and just beginning the process of star forma-
tion, i.e. shifted downward in SFR for a given MGMCC.
However, we directly derive the presumptive ages of the
regions we target, and we do not see any systematic trend
in stellar population age t with τdep. Evolutionary state
in this sense thus does not seem to play a major role
in explaining the scatter in τdep. We do not, however,
account for two potential additional evolutionary effects:
(1) feedback from stellar populations onto their parent
clouds, which may have decreased the molecular gas con-
tent from its original reservoir due to ionization and pho-
todissociation (e.g., Dale et al. 2012), or (2) the possi-
bility of continuing formation or accretion of molecular
gas in GMCs (e.g., Burkert & Hartmann 2013), which
may act to increase the reservoir. Investigating these
scenarios further is potentially very interesting but would
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Figure 9. Star formation rate vs. molecular gas mass for the APEX CO-detected NGC 300 H II regions (red circles) and
upper limits plotted in the context of the L10 local Milky Way clouds (purple circles). Dotted lines indicate constant depletion
times of 20 Myr, 200 Myr, and 2 Gyr. The NGC 300 clouds demonstrate a similar characteristic molecular gas depletion time
(∼ 230 Myr) and level of scatter (0.4 dex) as the local clouds. Groups of sources for which apertures overlap are indicated with
matching cyan or green triangles, diamonds, and squares.
require additional detailed modeling that is beyond the
scope of this work.
Lada et al. (2012) also suggested that the linear re-
lation between the SFR and GMC mass which de-
scribes the Milky Way sample and is consistent with our
NGC 300 results also holds in entire galactic systems.
This could be additional evidence pointing to a univer-
sal (if not necessarily surprising) linear relation between
molecular gas mass and star formation rate. A poten-
tially more interesting (and physically meaningful) rela-
tion is that between dense gas and star formation, which
Lada et al. (2012) show also extends from local clouds
to entire galaxies studied in the dense gas tracer HCN.
The scatter in the SFR-Mdense relation is also much lower
than that in the SFR-MGMC relation for the L10 sample.
Future observations of the molecular gas associated with
H II regions in NGC 300 with, e.g., ALMA to trace the
dense gas component will test the hypothesis that the
amount of scatter decreases when the mass in only dense
gas is considered, as is the case for the local clouds, and
further illuminate the role of the dense gas fraction in
star-forming GMCs.
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Figure 10. Molecular gas depletion time τdep vs. galactocen-
tric radius in the CO-detected regions in our NGC 300 sample.
Black points show individual regions, while red points show
the average τdep computed in 0.5 kpc bins. The error bars on
each point reflects the formal uncertainty on the mean in that
bin. There is no obvious trend in τdep with radius, although
the scatter in τdep seems to increase between ∼ 2 and 3 kpc.
6.3. Comparison with standard extragalactic
prescriptions
As discussed in § 4.2.1, the population synthesis mod-
els used in standard prescriptions for estimating SFRs
in galaxies and large regions within them typically uti-
lize the continuous star formation approximation over
100 Myr timescales. These assumptions are appropri-
ate for large regions of star-forming galaxies in which
multiple stellar populations are in various stages of evo-
lution such that the total star formation rate, aver-
aged over sufficiently long timescales, appears continu-
ous. However, these prescriptions may not be valid for
use on smaller regions consisting of localized, instanta-
neous star-formation where the above assumptions be-
gin to break down (e.g., Schruba et al. 2010; Calzetti
et al. 2012). To explore the effects of applying extra-
galactic prescriptions on H II region-scales, we utilize our
data to compute SFRs using two well-defined prescrip-
tions from the literature and compare the results to those
derived using our direct modeling approach. Figure 11
shows our SFRs plotted against those computed with
the Hα+24µm calibration of Calzetti et al. (2007) and
the FUV+24µm calibration of Leroy et al. (2008). We
find an excellent correlation between SFRs derived using
our method and each of these prescriptions, with Spear-
man rank correlation coefficients of 0.93 and 0.94, re-
spectively. There is also a systematic offset such that our
SFRs are higher by an average factor of 2.1 and 3.1 in re-
lation to the Calzetti et al. (2007) and Leroy et al. (2008)
prescription-derived SFRs, respectively. The smaller off-
set with respect to the Calzetti et al. (2007) prescription
may be because they targeted ‘H II knots’, centering their
measurements on Hα and 24 µm peaks (and thus peaks of
star formation), albeit at larger scales than our study. In
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Figure 11. SFRs calculated using our direct modeling ap-
proach vs. SFRs computed from the literature prescriptions
of (Calzetti et al. 2007, left panel) and (Leroy et al. 2008,
right panel). We derive higher SFRs using our approach by a
factor of about 2-3. The dotted lines show equality between
the quantities. We use our data for all computations.
contrast, the Leroy et al. (2008) calibration was derived
for kpc-sized regions within galaxies, without specifically
targeting star-forming regions directly. Furthermore, we
recover higher SFRs than Calzetti et al. (2007) in the
low-SFR regime. Since Hα is heavily suppressed in lower
mass star forming regions, our complementary use of
FUV presumably allows us to recover low SFRs more
accurately, although it is still subject to caveats regard-
ing, e.g., stochastic sampling of the IMF at low cluster
masses.
The most likely explanation for the systematic offset
of our SFRs with respect to the extragalactic prescrip-
tions has to do with the timescales used in the models.
Unlike modeled emission from an instantaneous burst,
FUV and Hα luminosity increase over time in a con-
tinuous SF model, eventually reaching a ‘steady-state’
level where the stars that dominate the emission in a
given tracer depart from the main sequence at the same
rate that new stars replace them. The time to reach
this steady-state condition is essentially the characteris-
tic timescale over which the tracer probes star formation.
Since slightly older (10-100 Myr) populations contribute
significantly to FUV emission, the modeled FUV lumi-
nosity increases over time until about 100 Myr pass in
the simulation. This has a significant effect on deriv-
ing SFRs from FUV observations: if a short timescale
is assumed, a given FUV luminosity will correspond to
a higher SFR than it would for a long timescale. Thus
continuous models based on 100 Myr timescales will un-
derestimate SFRs in regions where star formation has
only been going on for a few to 10 Myr. H II regions
are typically younger than 10 Myr, and so the applica-
tion of standard extragalactic SFR prescriptions to H II
regions at 250 pc scales results in an underprediction of
the SFR, an effect we see in our results and that has
been noted previously in the literature (e.g., Chomiuk &
Povich 2011; Lada et al. 2012).
Many studies of statistically significant samples of re-
gions within multiple galaxies have shown a linear or
near-linear scaling of the surface density of star forma-
tion rate (ΣSFR) with that of molecular gas (Σmol; e.g.,
Bigiel et al. 2008; Blanc et al. 2009; Rahman et al. 2011).
A linear scaling is equivalent to a constant average molec-
ular gas depletion time, where here τdep = Σmol/ΣSFR is
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the ratio of surface densities instead of integrated quanti-
ties. When all regions within a galaxy (i.e. not just those
identified as star-forming) are considered, these studies
identify much longer depletion times than those we derive
for our sample of H II regions in NGC 300. For example,
Leroy et al. (2013) find a global molecular gas deple-
tion time of 2.2 Gyr (with about a factor of two scatter)
in their comprehensive investigation of 30 nearby spiral
galaxies. In contrast, we find a median depletion time
of 230 Myr in our NGC 300 sample, about an order of
magnitude lower. In the next section we explore some
possible explanations for this difference.
6.3.1. Integrated vs. Surface quantities
Most extragalactic studies of star formation scaling
relations derive surface (per area) quantities instead of
integrated ones. Are there fundamental differences be-
tween this line of analysis and the integrated studies per-
formed here and in most studies of local clouds? In our
sample, we do not resolve individual molecular clouds
with APEX, and so converting our integrated molecu-
lar gas measurements to gas surface densities simply in-
volves dividing by the fixed area of the beam. For the
SFRs, we assume that all emission in our tracers within
the photometric aperture is from the young stellar pop-
ulation, and so converting SFR to SFR surface density
implies dividing by the aperture area. Since, by design,
we chose the aperture to be the same size as the APEX
beam for the majority of sources, the relative position of
data points in the ΣSFR–ΣGMCC plane is very similar to
that in the SFR–MGMCC plane. For those sources with
altered aperture sizes, the change in area is not large
enough to shift the data points significantly. As a test,
we have computed τdep using surface quantities derived
from our measurements and find a very similar median
value of 220 Myr, as compared to 230 Myr from inte-
grated measurements. Thus we conclude that the choice
of integrated vs. surface measurements does not play a
role in the τdep difference between our results and kpc-
scale extragalactic studies.
6.3.2. Targeted vs. untargeted observations
One crucial difference between the present study and
those that sample SFR and molecular gas across the en-
tirety of galactic disks is that we have purposefully biased
our sample to target star-forming regions. If the star
formation activity and molecular gas are both preferen-
tially localized within such regions, this should have no
effect on τdep, as the kpc (or larger) scale measurements
will simply consist of several such regions added together
(though with some dilution of signal due to a low filling
factor). However, if there is a significant diffuse molecu-
lar component outside of star-forming regions, this could
cause untargeted surveys to estimate a depletion time
that refers to the time needed to consume all the molecu-
lar gas, including that which is not actively star-forming.
Cast in the context of the Lada et al. (2012) framework
in which star formation activity is most closely connected
to the dense gas fraction, the diffuse gas picked up in non-
star-forming regions in untargeted surveys may have ex-
tremely low dense gas fractions, and thus low star forma-
tion rates. This could bias the depletion time to higher
values and explain some of the discrepancy between our
τdep and that derived in untargeted surveys. However,
the fact that we fail to detect CO in several of our H II
region targets places an approximate upper limit on the
amount of molecular gas that might be missed in this
way. Our average CO upper limit is 1.1×105 M, which
corresponds to 2.0 M pc−2 over our 250 pc beam. Most
extragalactic studies do not reach this level of sensitiv-
ity, and thus would also not pick up this quantity of gas
in their kpc-scale beams (though see also Schruba et al.
2011). However, the low gas densities we observe may
be partially a result of ionization and photodissociation
of the original molecular gas reservoir by the energetic
stars in the nearby H II regions, and so this upper limit
may be an underestimate of the diffuse gas component
in more quiescent regions of galaxies.
Furthermore, Schruba et al. (2010) show that focusing
measurements on peaks of star formation in M33 while
using sub-kpc apertures leads to a factor of 2 to 3 higher
SFRs and thus shorter measured τdep compared to val-
ues computed from observations that do not target star
forming regions. This may partially, but not entirely,
explain why the value of τdep we derive is smaller than
that computed over kpc-sized regions in galaxies. The
remainder of the discrepancy may be due to a significant
diffuse gas component, as discussed above. The contri-
bution of large-scale, diffuse, non star-forming molecular
gas to the total molecular mass budget of a galaxy is
highly uncertain, but there is some recent evidence that
it may be significant. For example, half the total emis-
sion in the spiral galaxy M51 appears to be coming from
diffuse gas at > 1 kpc scales (Pety et al. 2013). If this
is the case in other spiral galaxies (such as NGC 300),
measurements on these large scales will naturally find
longer τdep than those that isolate star-forming regions.
The depletion time measured over large scales in galax-
ies thus represents the time needed to consume the entire
molecular gas reservoir, including that which is non star-
forming. In contrast, the depletion time measured within
star-forming regions reflects the time needed for conver-
sion of gas primarily organized into molecular clouds into
stars.
7. SUMMARY
We have conducted a comprehensive multiwavelength
survey of a sample of 76 H II regions within the nearby
(d = 1.93 Mpc) spiral galaxy NGC 300 to assess the
molecular gas and star formation activity at 250 pc
scales. We measured 12CO (J = 2 − 1) emission in tar-
geted observations with APEX, and used this data to
derive the CO luminosity and molecular gas mass. We
utilized archival GALEX FUV and ESO/WFI Hα maps
to survey recent star formation, correcting for extinction
with Spitzer/MIPS 24µm data. We developed a new, di-
rect modeling approach to calculating masses, ages, and
star formation rates for single stellar populations, lever-
aging our multiwavelength dataset alongside customized
Starburst99 simulation runs (Figures 5, 4). We sum-
marize our main conclusions below.
1. We detect 12CO(2-1) in 42 of the 76 H II regions
observed. The CO detection rate falls rapidly with
radius, consistent with the previously measured
metallicity gradient in NGC 300 and correspond-
ing radial increase of αCO, the CO-to-H2 conver-
sion factor (Figures 3, 6).
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2. We derive masses M∗ for stellar populations within
our H II region sample that range from 103 to
3.8 × 104 M and population ages between 2 and
6 Myr (with a strong peak at 4 Myr; Figure 8).
There is no trend in any of M∗, age, or SFR with
galactocentric radius out to 7 kpc.
3. We find that the mass function of GMC Complexes
(GMCCs) associated with H II regions in NGC 300
is steep (slope of -2.7), more similar to the GMC
mass function in M33 than that of the Milky Way
(Figure 7).
4. The NGC 300 sample extends the local cloud sam-
ple of L10 by about an order of magnitude in both
mass and SFR. The scaling relation between SFR
and molecular gas mass MGMCC in NGC 300 is
consistent with the relation found by L10 for the
local clouds (Figure 9).
5. The level of scatter in the SFR-MGMCC relation
in the NGC 300 sample is consistent with that in
the local clouds, and is likely mostly due to intrin-
sic region-to-region differences in physical proper-
ties such as the dense gas fraction, as is the case
in the local GMCs. The scatter corresponds to a
range in molecular gas depletion times τdep from
23 Myr to 1.2 Gyr for the NGC 300 sample, simi-
lar to the range of depletion times found in Milky
Way clouds. There is no trend in τdep with galac-
tocentric radius in NGC 300 (Figure 10).
6. We find a median τdep of 230 Myr at our resolution
of 250 pc – almost an order of magnitude shorter
than that found in most extragalactic studies that
resolve ∼ kpc scales. While extragalactic studies
that sample kpc-scale regions in disks average over
many stellar populations at different evolutionary
states and can be modeled by a continuous star
formation paradigm over 100 Myr timescales, the
H II regions we study here consist of individual
young stellar populations better described by in-
stantaneous burst models evolved over only a few
Myr. The depletion times we measure correspond
to the timescale for star formation to use up the gas
reservoir in the star cluster’s parent GMC, which
may be the more relevant quantity in the context
of GMC-regulated star formation in galaxies.
The method and analysis we present here for NGC 300
is general and applicable to other star-forming systems
for which unresolved measurements of Hα, FUV, 24 µm,
and some tracer of the molecular ISM are available. Simi-
lar studies in other galaxies will be important in elucidat-
ing any systemic differences based on galaxy properties
such as metallicity, mass, or morphology, and in assessing
the physical reason(s) for the scatter in τdep.
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Table 5
Tabulated photometry and results
DCL# FHα FFUV F24 AHα AFUV MGMCC M∗ age SFR
(10−14 erg s−1 cm−2) (µJy) (mJy) (mag) (mag) (105 M) (103 M) (Myr) (M yr−1)
CO detections
23 32.70 ± 1.32 855.0 ± 43.8 6.73 ± 0.43 0.08 ± 0.03 0.29 ± 0.08 2.89 ± 0.32 4.0 ± 0.9 2.9 ± 0.9 1.3+0.6−0.5 × 10−3
30 14.60 ± 0.62 870.0 ± 45.1 3.70 ± 0.24 0.10 ± 0.03 0.17 ± 0.05 1.91 ± 0.20 5.5 ± 1.1 4.3 ± 1.1 1.3+0.5−0.4 × 10−3
34 17.30 ± 0.72 459.0 ± 25.3 7.73 ± 0.49 0.17 ± 0.05 0.55 ± 0.14 2.23 ± 0.21 3.1 ± 1.0 3.4 ± 1.2 9.1+4.8−4.1 × 10−4
37 11.60 ± 0.51 416.0 ± 22.0 8.80 ± 0.56 0.28 ± 0.08 0.66 ± 0.16 2.86 ± 0.35 3.8 ± 1.1 4.0 ± 1.3 9.4+4.6−4.0 × 10−4
41 3.70 ± 0.25 127.0 ± 8.6 5.84 ± 0.37 0.52 ± 0.14 1.12 ± 0.24 5.61 ± 0.55 1.9 ± 0.9 4.2 ± 1.6 4.6+2.8−2.6 × 10−4
46 8.64 ± 0.40 254.2 ± 13.7 2.97 ± 0.19 0.14 ± 0.04 0.41 ± 0.11 2.10 ± 0.20 1.5 ± 0.5 3.4 ± 1.2 4.5+2.4−2.2 × 10−4
49 20.20 ± 0.83 469.0 ± 24.9 7.90 ± 0.51 0.15 ± 0.05 0.55 ± 0.14 2.09 ± 0.23 2.9 ± 0.9 3.1 ± 1.1 9.4+4.9−4.2 × 10−4
52 14.70 ± 0.62 641.0 ± 34.0 13.90 ± 0.89 0.34 ± 0.09 0.67 ± 0.17 3.47 ± 0.40 6.3 ± 2.0 4.2 ± 1.0 1.5+0.7−0.6 × 10−3
61 30.80 ± 1.25 410.0 ± 21.6 8.81 ± 0.56 0.11 ± 0.03 0.66 ± 0.16 1.49 ± 0.15 2.9 ± 0.6 2.2 ± 0.9 1.3+0.6−0.5 × 10−3
63 14.10 ± 0.60 344.0 ± 18.2 6.74 ± 0.43 0.18 ± 0.05 0.62 ± 0.16 1.12 ± 0.10 2.4 ± 0.8 3.3 ± 1.2 7.4+4.0−3.5 × 10−4
65 4.67 ± 0.27 132.0 ± 7.9 2.49 ± 0.16 0.20 ± 0.06 0.60 ± 0.16 1.34 ± 0.12 1.0 ± 0.4 3.6 ± 1.2 2.8+1.5−1.3 × 10−4
66 19.50 ± 0.81 670.0 ± 34.4 8.86 ± 0.57 0.18 ± 0.05 0.45 ± 0.12 1.53 ± 0.15 4.8 ± 1.3 3.8 ± 1.1 1.2+0.6−0.5 × 10−3
68 20.70 ± 0.85 714.0 ± 36.6 8.66 ± 0.56 0.16 ± 0.05 0.42 ± 0.12 3.19 ± 0.35 4.8 ± 1.3 3.8 ± 1.1 1.3+0.6−0.5 × 10−3
69 1.92 ± 0.22 63.5 ± 5.3 4.15 ± 0.27 0.66 ± 0.20 1.38 ± 0.28 2.51 ± 0.28 1.4 ± 0.7 4.5 ± 1.7 3.0+2.0−1.8 × 10−4
76C 53.50 ± 2.15 1250.0 ± 63.9 29.30 ± 1.87 0.21 ± 0.06 0.71 ± 0.17 3.33 ± 0.34 9.6 ± 3.0 3.3 ± 0.8 2.9+1.3−1.0 × 10−3
79 95.11 ± 3.81 2295.7 ±116.5 64.91 ± 4.16 0.25 ± 0.07 0.81 ± 0.19 6.79 ± 0.64 20.6 ± 6.6 3.5 ± 0.6 5.9+2.5−2.0 × 10−3
81 9.92 ± 0.45 576.0 ± 30.6 4.34 ± 0.28 0.17 ± 0.05 0.28 ± 0.08 1.04 ± 0.10 4.1 ± 1.0 4.4 ± 1.3 9.4+4.2−3.5 × 10−4
86 6.48 ± 0.33 437.0 ± 24.3 5.91 ± 0.38 0.33 ± 0.09 0.46 ± 0.13 1.79 ± 0.19 4.3 ± 1.2 4.8 ± 1.4 8.8+4.3−3.6 × 10−4
88 38.30 ± 1.55 1120.0 ± 56.8 18.50 ± 1.18 0.19 ± 0.05 0.54 ± 0.14 3.53 ± 0.37 8.0 ± 2.3 3.6 ± 0.8 2.2+1.0−0.8 × 10−3
93 9.35 ± 0.42 285.0 ± 16.0 6.41 ± 0.41 0.26 ± 0.07 0.69 ± 0.17 1.89 ± 0.19 2.5 ± 0.8 3.8 ± 1.3 6.6+3.5−3.1 × 10−4
100 17.10 ± 0.72 434.0 ± 23.7 12.90 ± 0.83 0.28 ± 0.08 0.84 ± 0.19 1.56 ± 0.15 4.2 ± 1.5 3.6 ± 1.1 1.2+0.6−0.5 × 10−3
103 11.20 ± 0.49 273.0 ± 15.4 3.34 ± 0.21 0.12 ± 0.04 0.43 ± 0.12 2.24 ± 0.27 1.5 ± 0.5 3.1 ± 1.1 4.9+2.6−2.2 × 10−4
109 21.90 ± 0.90 790.0 ± 40.5 4.76 ± 0.30 0.09 ± 0.03 0.23 ± 0.07 3.44 ± 0.37 4.2 ± 1.1 3.6 ± 1.1 1.2+0.5−0.5 × 10−3
114 8.47 ± 0.39 280.2 ± 15.9 7.77 ± 0.50 0.33 ± 0.09 0.80 ± 0.19 5.71 ± 0.60 2.9 ± 1.0 4.0 ± 1.4 7.3+4.0−3.5 × 10−4
118B 81.66 ± 3.27 2519.6 ±127.2 37.45 ± 2.40 0.18 ± 0.05 0.50 ± 0.13 1.59 ± 0.15 17.9 ± 4.6 3.7 ± 0.6 4.9+1.9−1.4 × 10−3
119C 113.41 ± 4.54 2532.8 ±127.7 37.67 ± 2.41 0.13 ± 0.04 0.50 ± 0.13 2.00 ± 0.21 14.1 ± 2.8 2.9 ± 0.5 4.9+1.7−1.2 × 10−3
122 18.40 ± 0.76 306.0 ± 17.5 11.80 ± 0.76 0.24 ± 0.07 1.00 ± 0.22 2.46 ± 0.22 3.0 ± 1.1 3.1 ± 1.2 1.0+0.5−0.5 × 10−3
126 7.46 ± 0.36 494.0 ± 27.1 5.12 ± 0.33 0.26 ± 0.07 0.37 ± 0.10 2.26 ± 0.27 4.2 ± 1.1 4.7 ± 1.4 9.0+4.2−3.5 × 10−4
127 12.79 ± 0.55 157.4 ± 9.7 4.22 ± 0.27 0.13 ± 0.04 0.78 ± 0.19 4.54 ± 0.50 1.2 ± 0.4 2.2 ± 1.1 5.6+2.9−2.5 × 10−4
137A 137.00 ± 5.49 5780.0 ±290.0 49.40 ± 3.17 0.14 ± 0.04 0.31 ± 0.09 2.18 ± 0.27 37.9 ± 6.3 4.0 ± 0.3 9.5+3.0−1.7 × 10−3
137B 83.00 ± 3.33 3110.0 ±156.0 20.30 ± 1.30 0.10 ± 0.03 0.25 ± 0.07 4.18 ± 0.42 17.5 ± 3.9 3.7 ± 0.6 4.7+1.7−1.2 × 10−3
137C 79.00 ± 3.17 4490.0 ±225.0 41.00 ± 2.63 0.20 ± 0.06 0.33 ± 0.09 5.07 ± 0.47 33.8 ± 6.1 4.4 ± 0.4 7.7+2.5−1.5 × 10−3
139 9.86 ± 0.44 415.0 ± 22.3 2.74 ± 0.18 0.11 ± 0.03 0.25 ± 0.07 1.97 ± 0.23 2.5 ± 0.6 3.9 ± 1.3 6.4+3.2−2.7 × 10−4
140 · · · < 8.0 < 0.01 0.03 ± 0.08 · · · 2.34 ± 0.24 · · · 9.9 ± 1.7 · · ·
CO marginal detections
31 12.50 ± 0.54 728.0 ± 38.1 3.80 ± 0.24 0.12 ± 0.04 0.20 ± 0.06 1.42 ± 0.17 4.8 ± 1.0 4.3 ± 1.2 1.1+0.5−0.4 × 10−3
56 15.60 ± 0.65 336.0 ± 20.9 15.30 ± 0.98 0.35 ± 0.10 1.11 ± 0.24 1.09 ± 0.12 4.2 ± 1.7 3.6 ± 1.2 1.2+0.6−0.6 × 10−3
80 5.62 ± 0.30 242.0 ± 15.7 3.06 ± 0.20 0.21 ± 0.06 0.44 ± 0.12 1.56 ± 0.20 1.8 ± 0.6 4.1 ± 1.5 4.5+2.4−2.1 × 10−4
85 8.77 ± 0.40 431.0 ± 23.7 4.16 ± 0.27 0.18 ± 0.05 0.35 ± 0.10 1.46 ± 0.20 3.1 ± 0.7 4.2 ± 1.4 7.3+3.5−3.0 × 10−4
98 12.00 ± 0.52 472.0 ± 25.3 1.32 ± 0.08 0.05 ± 0.01 0.11 ± 0.04 2.46 ± 0.31 2.3 ± 0.6 3.6 ± 1.3 6.3+3.2−2.8 × 10−4
112 8.89 ± 0.41 133.8 ± 8.2 2.47 ± 0.16 0.11 ± 0.03 0.59 ± 0.15 2.29 ± 0.24 1.0 ± 0.2 2.4 ± 1.2 4.2+1.9−1.6 × 10−4
129 13.20 ± 0.57 352.0 ± 19.6 5.55 ± 0.36 0.16 ± 0.05 0.52 ± 0.14 1.68 ± 0.22 2.3 ± 0.8 3.3 ± 1.2 6.8+3.7−3.3 × 10−4
130 3.04 ± 0.23 189.0 ± 13.8 3.61 ± 0.23 0.41 ± 0.12 0.61 ± 0.16 4.60 ± 0.65 2.0 ± 0.7 4.7 ± 1.7 4.3+2.5−2.2 × 10−4
CO upper limits
1 4.70 ± 0.28 122.0 ± 6.9 0.75 ± 0.05 0.07 ± 0.02 0.24 ± 0.07 < 2.17 · · · 2.8 ± 0.6 · · ·
2 2.66 ± 0.23 146.0 ± 8.6 0.85 ± 0.05 0.13 ± 0.04 0.22 ± 0.07 < 1.77 1.0 ± 0.3 4.3 ± 1.4 2.3+1.2−1.0 × 10−4
5 9.92 ± 0.44 255.0 ± 15.4 3.91 ± 0.25 0.15 ± 0.05 0.51 ± 0.14 < 1.24 1.6 ± 0.5 3.3 ± 1.2 4.9+2.7−2.4 × 10−4
6 36.97 ± 1.49 797.2 ± 41.0 4.98 ± 0.32 0.06 ± 0.02 0.24 ± 0.07 < 0.65 3.5 ± 0.7 2.6 ± 0.8 1.4+0.6−0.5 × 10−3
7 27.00 ± 1.10 1830.0 ± 92.7 1.51 ± 0.10 0.02 ± 0.01 0.03 ± 0.01 < 1.30 10.6 ± 2.0 4.5 ± 0.8 2.4+0.9−0.6 × 10−3
9 24.13 ± 0.99 622.3 ± 32.5 3.04 ± 0.19 0.05 ± 0.02 0.19 ± 0.06 < 2.28 2.6 ± 0.6 2.8 ± 1.0 9.2+4.4−3.7 × 10−4
13 7.18 ± 0.35 266.0 ± 14.3 1.64 ± 0.10 0.09 ± 0.03 0.24 ± 0.07 < 0.83 1.5 ± 0.5 3.7 ± 1.3 4.0+2.1−1.8 × 10−4
15 13.30 ± 0.57 1193.8 ± 62.7 0.98 ± 0.06 0.03 ± 0.01 0.03 ± 0.01 < 0.89 8.7 ± 1.6 5.3 ± 1.0 1.7+0.6−0.4 × 10−3
17 16.64 ± 0.70 646.0 ± 34.2 3.18 ± 0.20 0.08 ± 0.02 0.19 ± 0.06 < 0.90 3.5 ± 0.9 3.7 ± 1.2 9.3+4.5−3.8 × 10−4
24 55.10 ± 2.21 1320.0 ± 66.8 7.25 ± 0.46 0.05 ± 0.02 0.21 ± 0.06 < 0.87 5.6 ± 0.9 2.7 ± 0.7 2.1+0.8−0.6 × 10−3
29 5.53 ± 0.30 271.8 ± 15.8 2.09 ± 0.13 0.15 ± 0.05 0.29 ± 0.08 < 0.92 1.8 ± 0.5 4.2 ± 1.5 4.4+2.2−1.9 × 10−4
43 6.97 ± 0.34 152.6 ± 9.2 4.02 ± 0.26 0.22 ± 0.07 0.77 ± 0.19 < 0.88 1.3 ± 0.4 3.3 ± 1.1 3.8+2.1−1.8 × 10−4
44 < 0.59 8.7 ± 2.7 0.29 ± 0.02 · · · 0.92 ± 0.48 < 0.59 · · · 9.4 ± 1.8 · · ·
45 44.20 ± 1.78 555.0 ± 30.1 10.40 ± 0.67 0.09 ± 0.03 0.60 ± 0.15 < 1.30 3.8 ± 0.7 2.0 ± 0.8 1.9+0.8−0.7 × 10−3
53C 71.10 ± 2.85 1630.0 ± 82.4 21.40 ± 1.37 0.12 ± 0.04 0.45 ± 0.12 < 1.18 8.8 ± 1.8 2.9 ± 0.6 3.0+1.2−0.9 × 10−3
54 5.05 ± 0.29 83.5 ± 10.5 6.16 ± 0.39 0.42 ± 0.12 1.48 ± 0.34 < 0.68 1.6 ± 0.8 3.6 ± 1.4 4.3+2.9−2.7 × 10−4
55 2.44 ± 0.22 92.5 ± 6.4 1.28 ± 0.08 0.20 ± 0.07 0.47 ± 0.13 < 1.21 · · · 3.8 ± 1.0 · · ·
57 2.15 ± 0.22 61.1 ± 4.4 1.29 ± 0.08 0.23 ± 0.08 0.66 ± 0.17 < 1.00 · · · 3.8 ± 0.7 · · ·
64 7.89 ± 0.37 425.0 ± 24.7 5.67 ± 0.36 0.27 ± 0.08 0.46 ± 0.13 < 0.60 3.6 ± 1.0 4.4 ± 1.4 8.2+4.0−3.4 × 10−4
Continued on next page
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TABLE 5 – continued from previous page
DCL# FHα FFUV F24 AHα AFUV MGMCC M∗ age SFR
(10−14 erg s−1 cm−2) (µJy) (mJy) (mag) (mag) (105 M) (103 M) (Myr) (M yr−1)
72 24.69 ± 1.01 385.3 ± 20.0 2.12 ± 0.14 0.04 ± 0.01 0.21 ± 0.06 < 1.14 2.0 ± 0.5 1.8 ± 0.9 1.1+0.5−0.5 × 10−3
89 < 0.59 44.5 ± 7.1 < 0.01 · · · 0.01 ± 0.03 < 0.46 · · · 7.5 ± 2.0 · · ·
99 < 0.59 32.9 ± 4.0 2.61 ± 0.17 · · · 1.54 ± 0.34 < 0.73 1.5 ± 1.1 6.2 ± 3.8 2.5+2.1−2.1 × 10−4
115 27.73 ± 1.13 1717.8 ± 86.9 4.31 ± 0.28 0.06 ± 0.02 0.10 ± 0.03 < 0.77 10.2 ± 1.7 4.4 ± 0.8 2.3+0.8−0.6 × 10−3
117 8.47 ± 0.39 238.3 ± 14.3 3.31 ± 0.21 0.15 ± 0.05 0.47 ± 0.13 < 0.84 1.5 ± 0.5 3.4 ± 1.3 4.5+2.5−2.2 × 10−4
120 3.53 ± 0.25 70.8 ± 6.1 5.45 ± 0.35 0.51 ± 0.14 1.51 ± 0.30 < 1.25 1.4 ± 0.7 3.9 ± 1.5 3.7+2.4−2.2 × 10−4
124 10.39 ± 0.46 351.7 ± 20.6 2.94 ± 0.19 0.11 ± 0.03 0.31 ± 0.09 < 0.83 2.0 ± 0.6 3.6 ± 1.3 5.6+2.9−2.6 × 10−4
133 11.71 ± 0.51 600.8 ± 31.5 9.55 ± 0.61 0.30 ± 0.08 0.53 ± 0.14 < 1.15 5.3 ± 1.5 4.4 ± 1.2 1.2+0.6−0.5 × 10−3
136 1.26 ± 0.21 49.8 ± 3.5 0.33 ± 0.02 0.11 ± 0.05 0.25 ± 0.08 < 0.88 · · · 5.2 ± 0.9 · · ·
144 4.15 ± 0.26 193.0 ± 10.6 2.81 ± 0.18 0.25 ± 0.08 0.49 ± 0.13 < 1.41 1.6 ± 0.5 4.2 ± 1.5 3.8+2.0−1.8 × 10−4
145 13.80 ± 0.59 670.0 ± 34.7 1.91 ± 0.12 0.06 ± 0.02 0.12 ± 0.04 < 1.42 3.7 ± 0.8 4.1 ± 1.2 9.1+4.1−3.4 × 10−4
146 10.10 ± 0.45 388.0 ± 21.0 1.54 ± 0.10 0.06 ± 0.02 0.16 ± 0.05 < 0.67 2.0 ± 0.6 3.7 ± 1.3 5.4+2.8−2.4 × 10−4
147 12.50 ± 0.54 828.0 ± 42.2 0.91 ± 0.06 0.03 ± 0.01 0.05 ± 0.01 < 1.05 4.8 ± 1.0 4.4 ± 1.2 1.1+0.5−0.4 × 10−3
150 17.30 ± 0.72 129.0 ± 7.5 0.43 ± 0.03 0.01 ± 0.00 0.14 ± 0.04 < 0.74 · · · · · · · · ·
151 9.77 ± 0.44 176.0 ± 9.6 1.41 ± 0.09 0.06 ± 0.02 0.30 ± 0.09 < 1.13 1.0 ± 0.2 2.0 ± 1.3 5.1+2.3−1.9 × 10−4
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APPENDIX
A. MODELING UNCERTAINTIES DUE TO IMF SAMPLING EFFECTS
In this Appendix we discuss in detail our method of calculating uncertainties in the direct modeling procedure we
presented in § 4.2.2. Our approach should be generally applicable to the estimation of uncertainties in population
synthesis modeling which does not account for stochastic sampling of the IMF such as Starburst99 (cf. da Silva et al.
2012).
Measures of star formation that trace the upper end of the IMF, such as FUV and Hα emission, are sensitive to both
the form of the IMF as well as stochastic deviation from the expected distribution within a given population. The
latter effect is particularly severe for low-mass stellar populations in which there may be very few massive stars, and so
the addition or removal of even a single star can alter the population’s FUV and ionizing photon output significantly.
For this analysis we treat the IMF as a continuous probability distribution function (PDF) from which we draw each
model population.
The Starburst99 models we choose (Table 3) use the Kroupa IMF, which gives the number of stars N in each mass
bin as a two-part power law:
N(M) dN = CM−α dM, (A1)
with
α =
{
1.3 < M/M < 0.5
2.3 if 0.5 < M/M < Mmax.
(A2)
C is a constant that sets the total population size (and mass), and Mmax is the upper mass limit of the IMF. The
default value in Starburst99 is Mmax = 120 M, but here we leave Mmax as a free parameter and explore the effects
of changing it. Note that C will take on different values for each segment of the broken power law.
If we are interested in knowing the number of stars of particular masses for a given population mass, we can solve for
C and then integrate Equation (A1) over the desired range. The total population mass M∗ is computed by integrating
the masses of all stars, i.e. it is the (un-normalized) first moment of the IMF:
M∗=
∫
MN(M) dN
=C1
∫
M1−α1 dM + C2
∫
M1−α2 dM
=C1
∫ M1
M0
M1−α1 dM + C2
∫ Mmax
M1
M1−α2 dM
=C1
[
1
2− α1
(
M2−α11 −M2−α10
)
+
Mα2−α11
2− α2
(
M2−α2max −M2−α21
)]
, (A3)
where we have enforced the fact that the IMF must be continuous at the point at which the slope changes to solve
and substitute for C2, i.e. C1M
α1 = C2M
α2 . Plugging in the Kroupa values (α1 = 1.3, α2 = 2.3, M0 = 0.1 M, M1 =
0.5 M) results in
M∗=C1
(
2.646− 5
3
M−0.3max
)
=C1γ, (A4)
where the last expression defines the parameter γ, and thus C1 = M∗/γ. Numerical values of γ for various choices of
Mmax are given in Table 6.
Table 6
Numerical values of the parameter γ
Mmax (M) γ
∞ 2.646
120 2.250
100 2.227
80 2.198
50 2.131
30 2.045
20 1.968
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Figure 12. Mass of the most massive star Mmm in a newly formed stellar population generated using Starburst99 as a function
of the total stellar mass in the population. The separate curves show how this functionality differs for different IMF upper mass
limits. Mmm was computed using Equation A6.
We can now estimate Mmm, the stellar mass above which the IMF integrates to unity, which approximately corre-
sponds to the highest mass a star will have in a newly formed stellar population of a given total mass M∗. We compute
Mmm for each given Mmax by setting N = 1 in Equation (A1) and integrating. Note that we only need to consider
the second (higher mass) part of the power law.
N = 1 = C2
∫ Mmax
Mmm
M−α dM =
M∗Mα2−α11
γ(α− 1)
(
M1−αmm −M1−αmax
)
. (A5)
Solving for Mmm, we get
Mmm =
(
2.6γ
M∗
+M−1.3max
)−1/1.3
. (A6)
Curves depicting Mmm as a function of M∗ for representative choices of Mmax (and commensurate γ) are presented in
Figure 12.
If the IMF is stochastically sampled according to Poisson statistics, the uncertainty on the highest mass bin (i.e.
the one at M = Mmm, which has only one star) is unity. If the UV luminosity of this star dominates the population’s
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luminosity, then the Poisson uncertainties on the total FUV and Hα luminosities of the population are simply the FUV
and Hα luminosities of a star of mass Mmm. We compute these luminosities for a range of Mmm corresponding to the
range of M∗ in our model grid using the same evolutionary tracks and atmospheric models chosen for our Starburst99
runs, as follows.
For a given M∗ in our model grid, we first compute Mmm using Equation (A6). We then interpolate the Geneva
high mass-loss evolutionary tracks (Meynet et al. 1994) to estimate that star’s mass M , effective temperature Teff , and
bolometric luminosity Lbol at 2 Myr. We do this separately for the two tracks having initial masses bracketing Mmm,
then perform a weighted average to estimate each of the three quantities. Each weight is defined to be the normalized
distance between Mmm and the initial mass of the track. We then calculate the star’s radius from the definition of
effective temperature, R =
√
Lbol/(4piσSBT 4eff), where σSB is the Stefan-Boltzmann constant. We also compute its
surface gravity as log g = log (GM/R2). We then select the two O-star atmospheric models from Smith et al. (2002)
nearest in Teff and log g to the values we derive to compute the FUV and Hα luminosities as described below.
To compute the FUV luminosity of a given model, we integrate the model spectrum over the GALEX FUV bandpass.
To calculate the Hα luminosity, we first integrate the model spectrum over the ionizing continuum to compute the
ionizing photon rate Q(H0), as
Q(H0) = 4piR2
∫ ∞
ν0
Fν
hν
dν, (A7)
where Fν is the flux density at frequency ν, and ν0 is the minimum frequency at which a photon can ionize hydrogen,
i.e. ν = 3.29 × 1015 Hz, corresponding to λ = 912 A˚. The luminosity in a given recombination line is then linearly
proportional to Q(H0), assuming Case B recombination (e.g., Osterbrock & Ferland 2006). The constant of propor-
tionality is given by the ratio of the effective recombination rate coefficient of the line αeffHα to the case B recombination
rate coefficient αB, i.e.
L(Hα) =
(
αeffHα
αB
)
hνHα Q(H
0). (A8)
We use the above procedure to compute the FUV and Hα luminosities for the two atmospheric models with Teff
and log g bracketing the values we derive above, then perform a weighted average using the normalized differences in
Teff between the derived value and model track as weights. Figure 13 shows the ratio of the luminosity of the most
massive star in a population to that population’s total luminosity at 2 Myr for both FUV and Hα. This represents
an approximation of the stochastic uncertainty due to sampling the IMF. To apply this to our NGC 300 results, we
take the ratio of FUV luminosities, i.e. LFUV(Mmm)/LFUV(pop), to be the fractional uncertainty on the derived mass,
and the ratio of Hα luminosities as the fractional uncertainty on the derived age. The uncertainty on the SFR is then
computed by formally propagating through Equation 9; fractional uncertainties in the SFR due to stochastic sampling
range from 7 to 41%. These uncertainties are added in quadrature with the other sources of uncertainty (see § 4.2.4).
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Figure 13. Ratio of the luminosity of the most massive star in a population to the total luminosity of that population at 2 Myr after birth
as a function of population mass. The blue curve shows this ratio for GALEX FUV luminosity, and the red curve shows the ratio for Hα,
computed as described in the text. These ratios are taken to be the fractional uncertainties on the population mass and age, respectively,
for our NGC 300 H II regions.
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B. ZOOM-IN IMAGES
Here we present zoom-in Spitzer/MIPS 24 µm, GALEX FUV, and ESO/WFI Hα images of all 76 of our sources
alongside their APEX spectra. The solid circles indicate the APEX 27′′ beam FWHM, which spans ∼ 250 pc at the
1.93 Mpc distance of NGC 300. Dotted circles show the positions of the photometric apertures for which we adjusted
from the APEX pointing position. The full list of sources for which such an adjustment was made is shown in Table 7.
Black circles indicate APEX CO detections and red circles indicate nondetections.
Table 7
Adjusted photometric apertures
DCL # RA offseta dec offseta total offseta Aperture
(′′) (′′) (′′) size (′′)
6 -1.9 -0.7 2.0 11.0
9 6.2 1.1 6.3 12.0
15 0.0 0.0 0.0 15.5
17 2.8 2.1 3.5 13.5
29 0.9 -3.4 3.5 10.5
43 2.1 1.5 2.6 11.5
46 -1.9 0.7 2.0 9.0
57 -0.9 -5.2 5.3 11.0
72 2.4 -4.9 5.4 17.0
79 -4.5 -2.8 5.3 14.5
89 -1.7 -3.0 3.4 10.0
112 0.0 0.0 0.0 10.5
114 -7.6 3.4 8.3 13.5
115 0.0 0.0 0.0 21.0
117 -5.9 -2.8 6.6 10.5
118B -4.7 2.1 5.2 17.5
119C 11.4 -3.7 12.0 13.5
124 -2.1 -8.3 8.5 13.5
127 0.0 0.0 0.0 10.5
133 -3.6 -0.2 3.6 16.0
a
relative to the APEX pointing position as reported in Table 2
(a)
DCL88-23
24
23
(b)
24
23
(c)
24
23
Figure 14. From left to right, ESO/WFI Hα (a), GALEX FUV (b), and Spitzer/MIPS 24 µm (c) images and APEX CO(J =
2 − 1) spectrum of our H II region targets in NGC 300. The APEX 27′′ (250 pc) beam is indicated with a solid circle; this
also denotes our photometric apertures for most sources. Dark circles indicate APEX CO detections while red circles show
nondetections. Dotted circles show apertures which were moved from the APEX pointing position and/or altered in size (see
Section 3.2). In each spectrum, the dashed line indicates the H I velocity and the box shows the 30 km s−1 window over which
we computed ICO. Note that the y-axis scale is different for each spectrum. The DCL source number of each source is listed on
the Hα image and the APEX spectrum; these numbers match those listed in Tables 2 and 5. Right ascension increases to the
left and declination to the top of the images. Note that the Hα images shown here are not continuum-subtracted.
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