Characterizing bursty temporal interaction patterns of temporal networks is crucial to investigate the evolution of temporal networks as well as various collective dynamics taking place in them. The temporal interaction patterns have been described by a series of interaction events or event sequences, often showing non-Poissonian or bursty nature. Such bursty event sequences can be understood not only by heterogeneous interevent times (IETs) but also by correlations between IETs. The heterogeneities of IETs have been extensively studied in recent years, while the correlations between IETs are far from being fully explored. In this Chapter, we introduce various measures for bursty time series analysis, such as the IET distribution, the burstiness parameter, the memory coefficient, the bursty train sizes, and the autocorrelation function, to discuss the relation between those measures. Then we show that the correlations between IETs can affect the speed of spreading taking place in temporal networks. Finally, we discuss possible research topics regarding bursty time series analysis for temporal networks.
I. INTRODUCTION
Characterizing the interaction structure between constituents of complex systems is crucial to understand not only the dynamics of those systems but also the dynamical processes taking place in them. The topological structure of interaction has been modeled by a network, where nodes and links denote the constituents and their pairwise interactions, respectively [1, 2] . When the interaction is temporal, one can adopt a framework of temporal networks [3] [4] [5] , where links are considered being existent or activated only at the moment of interaction. The temporal interaction pattern of each link can be described by a series of interaction events or an event sequence. Many empirical event sequences are known to be nonPoissonian or bursty [6] [7] [8] , e.g., as shown in human communication patterns [9] [10] [11] [12] [13] [14] [15] [16] , where bursts denote a number of events occurring in short active periods separated by long inactive periods. Such bursty event sequences can be fully understood both by heterogeneous interevent times (IETs) and by correlations between IETs [17, 18] . Here the IET, denoted by τ , is defined by the time interval between two consecutive IETs. The heterogeneities of IETs have been extensively studied in terms of heavytailed or power-law IET distributions [8] , while the correlations between IETs have been far from being fully explored.
In this Chapter, we introduce various measures for bursty time series analysis, such as the IET distribution, the burstiness parameter, the memory coefficient, the bursty train sizes, and the autocorrelation function, to discuss the relation between those measures. Then we * This is a preprint for a chapter to appear in Temporal Network Theory edited by P. Holme and J. Saramäki (https: //www.springer.com/gp/book/9783030234942). † hang-hyun. jo@apctp.org show that the correlations between IETs can affect the speed of spreading taking place in temporal networks. Finally, we discuss possible research topics regarding bursty time series analysis for temporal networks.
II. BURSTY TIME SERIES ANALYSIS A. Measures and characterizations
Non-Poissonian, bursty time series or event sequences have been observed not only in the human communication patterns [8] , but also in other natural and biological phenomena, including solar flares [19] , earthquakes [20, 21] , neuronal firings [22] , and animal behaviors [23, 24] . Temporal correlations in such event sequences have been characterized by various measures and quantities [8] , such as the IET distribution, the burstiness parameter, the memory coefficient, the bursty train sizes, and the autocorrelation function. Each of these five measures captures a different aspect of the bursty time series, while they are not independent of each other. Here we discuss the relation between these five measures, which is conceptually illustrated in Fig. 1 .
(i) The autocorrelation function for an event sequence x(t) is defined with delay time t d as follows:
where · t means a time average. The event sequence x(t) can be considered to have the value of 1 at the moment of event occurred, 0 otherwise. For the event sequences with long-term memory effects, one may find a power-law decaying behavior with a decaying exponent γ: Temporal correlations measured by A(t d ) can be understood not only by the heterogeneous IETs but also by correlations between them.
(ii) The heterogeneous properties of IETs have often been characterized by the heavy-tailed or power-law IET distribution P (τ ) with a power-law exponent α:
which may already imply clustered short IETs even with no correlations between IETs. In the case when IETs are fully uncorrelated with each other, i.e., for renewal processes [25] , the power spectral density was analytically calculated from power-law IET distributions [26] . Using this result, one can straightforwardly derive the scaling relation between α and γ: α + γ = 2 for 1 < α ≤ 2, α − γ = 2 for 2 < α ≤ 3.
This relation was also derived in the study of priority queueing models [27] . The relation α +γ = 2 for 1 < α ≤ 2 has been derived in the context of earthquakes [28] as well as of the hierarchical burst model [29] .
(iii) The degree of burstiness in the event sequence can be measured by a single value derived from the IET distribution, namely, the burstiness parameter B, which is defined as [17] B ≡ σ − τ σ + τ ,
where σ and τ are the standard deviation and mean of IETs, respectively. For the regular event sequence, all IETs are the same, leading to B = −1, while for the totally random, Poisson process, since σ = τ , one gets B = 0. In the extremely bursty case, characterized by σ τ , one finds B → 1. However, when analyzing the empirical event sequences of finite sizes, the value of σ is typically limited by the number of events n such that the maximum value of σ turns out to be σ max τ √ n − 1, allowing to propose an alternative burstiness measure [30] :
which can have the value of 1 (0) in the extremely bursty case (in the Poisson process) for any n.
(iv) The correlations between IETs have been characterized by several measures [8] . Among them, we focus on the memory coefficient and bursty train sizes. The memory coefficient M is defined as the Pearson correlation coefficient between two consecutive IETs, whose value for a sequence of n IETs, i.e., {τ i } i=1,··· ,n , can be estimated by [17] M ≡ 1 n − 1
where τ 1 ( τ 2 ) and σ 1 (σ 2 ) are the average and the standard deviation of the first (last) n − 1 IETs, respectively. Positive M implies that the small (large) IETs tend to be followed by small (large) IETs. Negative M implies the opposite tendency, while M = 0 is for the uncorrelated IETs. In many empirical analyses, positive M has been observed [17, [31] [32] [33] .
(v) Another notion for measuring the correlations between IETs is the bursty trains [7] . A bursty train is defined as a set of consecutive events such that IETs between any two consecutive events in the bursty train are less than or equal to a given time window ∆t, while those between events in different bursty trains are larger than ∆t. The number of events in the bursty train is called bursty train size or burst size, and it is denoted by b. The distribution of b would follow an exponential function if the IETs are fully uncorrelated with each other. However, b has been empirically found to be power-law distributed, i.e.,
for a wide range of ∆t, e.g., in earthquakes, neuronal activities, and human communication patterns [7, 31, 34, 35] . This indicates the presence of higher-order correlations between IETs beyond the correlations measured by M [36] . We note that the exponential distributions of Q ∆t (b) have also been reported for mobile phone calls of individual users in another work [37] .
We show that the statistics of IETs and burst sizes are interrelated to each other [18] . Let us consider an event sequence with n + 1 events and n IETs, denoted by T ≡ {τ 1 , · · · , τ n }. For a given ∆t one can detect m bursty trains whose sizes are denoted by B ≡ {b 1 , · · · , b m }. The sum of burst sizes must be the number of events, i.e., m j=1 b j = n + 1. With b denoting the average burst size, we can write
where n 1 is assumed. The number of bursty trains is related to the number of IETs larger than ∆t, i.e., m = |{τ i |τ i > ∆t}| + 1.
It is because each burst size, say b, requires b − 1 consecutive IETs less than or equal to ∆t and one IET larger than ∆t. In the case with n, m 1, we get
where F (∆t) ≡ ∞ ∆t P (τ )dτ denotes the complementary cumulative distribution function of P (τ ). By combining Eqs. (9) and (11), we obtain a general relation as
which holds for arbitrary functional forms of P (τ ) and Q ∆t (b) [18] .
B. Correlation structure and the bursty-get-burstier mechanism
We pay special attention to the empirical observation that the tail parts of burst size distributions are characterized by the same power-law exponent for a wide range of time windows, e.g., ranging from a few minutes to the order of one hour in mobile phone communication patterns [7] . To better understand this observation, let us begin with a simple example in Fig. 2 . For each given time window ∆t l with "level" l = 0, 1, 2, one can obtain the corresponding set of burst sizes, denoted by {b (l) }. Here we observe that several bursty trains at the level l are merged to make one bursty train at the level l + 1. In other words, one burst size in {b (l+1) } is typically written as a sum of several burst sizes in {b (l) }. By characterizing this merging pattern one can get insight into the correlation structure between IETs. In particular, we raise a question: In order to find the power-law tail as Q ∆t l (b (l) ) ∼ b (l)−β for every l, which burst sizes in {b (l) } should be merged to make one burst size in {b (l+1) }? One possible answer to this question has recently been suggested, which is called the burstyget-burstier (BGB) mechanism [18] , indicating that the bigger (smaller) bursty trains tend to follow the bigger (smaller) ones.
We introduce one implementation method of the BGB mechanism following Ref. [18] , where P (τ ) and Q ∆t0 (b (0) ) are assumed to be given. Although this method has been suggested for arbitrary forms of P (τ ) and Q ∆t0 (b (0) ), we focus on the case with power-law tails for both distributions. Precisely, we consider a power-law P (τ ) with a power-law exponent α > 1 and a lower bound of IET τ min , i.e., and a power-law distribution of burst sizes at the zeroth level (l = 0) as
where θ(·) denotes the Heaviside step function and ζ(·) does the Riemann zeta function. We first prepare a set of n IETs, T = {τ 1 , · · · , τ n }, that are independently drawn from P (τ ) in Eq. (13) . This T is partitioned into several subsets, denoted by T l , at different timescales or levels l = 0, 1, · · · , L:
where ∆t l < ∆t l+1 for all ls. For example, one can use ∆t l = τ min cs l with constants c, s > 1. This partition readily determines the number of bursty trains at each level, denoted by m l , similarly to Eq. (10):
Then the sizes of bursty trains for a given ∆t l are denoted by B l ≡ {b (l) }, with m l = |B l |. To generate B 0 , m 0 burst sizes are independently drawn from Q ∆t0 (b (0) ) in Eq. (14) . Partitioning B 0 into subsets and summing up the burst sizes in each subset leads to B 1 . Precisely, for each l, B l is sorted, e.g., in a descending order, then it is sequentially partitioned into m l+1 subsets of the (almost) same size. The sum of b (l) s in each subset leads to one b (l+1) , implying that the bigger bursty trains are merged together, so do the smaller ones. This procedure is repeated until the level L is reached. Using the information on which burst sizes at the level l are merged to get each of burst sizes at the level l +1, one can construct the sequence of IETs by permuting IETs in T and finally get the event sequence. See Ref. [18] for details. Numerical simulations have shown that the generated event sequences show Q ∆t l (b (l) ) ∼ b (l)−β at all levels [18] . We remark that the above method lacks some realistic features observed in the empirical analyses. For example, by the above method the number of burst sizes in each partition at the level l is almost the same as being either
+ 1, which is not always the case. Therefore more realistic merging processes for the correlation structure between IETs could be investigated as a future work.
C. Temporal scaling behaviors
The scaling relation between α and γ for the uncorrelated IETs in Eq. (4) implies that the autocorrelation function is solely determined by the IET distribution. We can consider a more general case that the IETs are correlated with each other, in particular, in terms of the power-law burst size distributions. Then the temporal correlations measured by the autocorrelation function A(t d ) can be understood by means of the statistical properties of IETs, P (τ ), together with those of the correlations between IETs, Q ∆t (b). In terms of scaling behaviors, one can study the dependence of γ on α and β.
The dependence of γ on α and β has been investigated by dynamically generating event sequences showing temporal correlations, described by the power-law distributions of IETs and burst sizes in Eqs. (3) and (8) . These generative approaches have been based on two-state Markov chain [7] or self-exciting point processes [38] . One can also take an alternative approach by shuffling or permuting a given set of IETs according to the BGB mechanism described in Subsection II B, where power-law distributions of IETs and burst sizes are inputs rather than outputs of the model. Then one can explicitly tune the degree of correlations between IETs to test whether the scaling relation in Eq. (4) will be violated due to the correlations between IETs.
For this, the event sequences are generated using the BGB mechanism for the power-law distributions of IETs and burst sizes, which are then analyzed by measuring autocorrelation functions A(t d ) for various values of α and β. The decaying exponent γ of A(t d ) is estimated based on the simple scaling form of A(t d ) ∼ t −γ d . The estimated values of γ for various values of α and β are presented in Fig. 3 . When α ≤ 2, it is numerically found that the autocorrelation functions for β < 3 deviate from the uncorrelated case, implying the violation of scaling relation between α and γ in Eq. (4). Precisely, the smaller β leads to the larger γ, implying that the stronger correlations between IETs may induce the faster decaying of autocorrelation. On the other hand, in the case with α > 2, the estimated γ deviates significantly from that for the uncorrelated case for the almost entire range of β, although γ approaches the uncorrelated case as β increases as expected.
One can argue that the deviation (or the violation of α + γ = 2) observed for β < 3 is due to the fact that the variance of b diverges for β < 3. This argument seems to explain why α + γ = 2 is observed even when β = 3, for event sequences generated using two-state Markov chain [7] .
For better understanding the above results, more rigor- ous studies need to be done. As the analytical calculation of γ as a function of β is a very challenging task, one can tackle a simplified problem. For example, the effects of correlations only between two consecutive IETs on the autocorrelation function have been analytically studied to find the M -dependence of γ [39] .
D. Limits of the memory coefficient in measuring correlations
The memory coefficient, measuring the correlations only between two consecutive IETs, has been used to analyze event sequences in natural phenomena and human activities as well as to test models for bursty dynamics [17, 31, 33, 38] . It has been found that M ≈ 0.2 for earthquakes in Japan, while M is close to 0 or less than 0.1 for various human activities [17] . In another work on emergency call records in a Chinese city, individual callers are found to show diverse values of M , i.e., a broad distribution of M ranging from −0.2 to 0.5 but peaked at M = 0 [31] . Based on these empirical observations, one might conclude that most of human activities do not show strong correlations between IETs. On the other hand, the empirical value of β for the burst size distributions varies from 2.5 for earthquakes in Japan to 2.8-3.0 for Wikipedia editing patterns [35] and 3.9-4.2 for mobile phone communication patterns [7, 34] , while it is found that β ≈ 2.21 in the emergency call dataset [31] . Since the power-law behaviors of burst size distributions for a wide range of time windows imply the complex, higher-order correlations between IETs, this seems to be inconsistent with the weak correlation implied by the observation M ≈ 0 in human activities.
This puzzling issue has been resolved by deriving the analytical form of M as a function of parameters describing P (τ ) and Q ∆t (b) [40] . Here we introduce the derivation of M following Ref. [40] . By considering bursty trains detected using one time window or timescale ∆t,
The set of all pairs of two consecutive IETs, {(τ i , τ i+1 )}, can be divided into four subsets as follows:
where µ, ν ∈ {0, 1}. By denoting the fraction of IET pairs in each T µν by t µν ≡ |T µν | /(n − 1), the term τ i τ i+1 in Eq. (7) can be written as
where
Here we have assumed that the information on the correlation between τ i and τ i+1 is carried only by t µν , while such consecutive IETs are independent of each other under the condition that τ i ∈ T µ and τ i+1 ∈ T ν . This assumption of conditional independence is based on the fact that the correlation between τ i and τ i+1 with τ i ∈ T µ and τ i+1 ∈ T ν is no longer relevant to the burst size statistics, because the bursty trains are determined depending only on whether each IET is larger than ∆t or not. Then M in Eq. (7) reads in the asymptotic limit with n 1
Here we have approximated as τ 1 τ 2 τ and σ 1 σ 2 σ, with τ and σ denoting the average and standard deviation of IETs, respectively. Note that τ (0) and τ (1) are related as follows:
τ .
For deriving M in Eq. (22), t µν s need to be calculated. Since each pair of IETs in T 11 implies a bursty train of size 1, the average size of T 11 is mQ ∆t (1), with m denoting the number of bursty trains detected using ∆t. Thus, the average fraction of IET pairs in T 11 becomes
where Eq. (9) has been used. The pair of IETs in T 10 (T 01 ) is found whenever a bursty train of size larger than 1 begins (ends). Hence, the average fraction of T 10 , equivalent to that of T 01 , must be which is the same as t 01 ≡ |T 01 | /(n − 1). Finally, for each bursty train of size larger than 2, we find b − 2 pairs of IETs belonging to T 00 , indicating that the average fraction of T 00 is
(26) Note that t 00 +t 01 +t 10 +t 11 1. Then by using Eqs. (21) and (23) one obtains µ,ν∈{0,1}
finally leading to
This solution has been derived for arbitrary forms of P (τ ) and Q ∆t (b). We investigate the dependence of M on Q ∆t (b), while keeping the same P (τ ). As for the burst size distribution, we consider a power-law distribution as follows:
We assume that β > 2 for the existence of b , i.e., b = ζ(β − 1)/ζ(β). As for the IET distribution, a power-law distribution with an exponential cutoff is considered:
where τ min and τ c denote the lower bound and the exponential cutoff of τ , respectively. Here Γ(·, ·) denotes the upper incomplete Gamma function. Figure 4 shows how M varies according to the power-law exponent β for a given α for both cases with diverging and finite τ c , respectively. For the numerical simulations, the event sequences were generated using the implementation method of the BGB mechanism in Subsection II B, but using Eq. (30) . We confirm the tendency that the larger positive value of M is associated with the smaller value of β, i.e., the heavier tail. This tendency can be understood by the intuition that the smaller β implies the stronger correlations between IETs, possibly leading to the larger M . We also find that M ≈ 0 for β ≈ 4, whether τ c is finite or infinite. This implies that the apparently conflicting observations in human activities are indeed compatible. Hence, we raise an important question regarding the effectiveness or limits of M in measuring higher-order correlations between IETs. Although the definition of M is straightforward and intuitive, it may not properly characterize the complex correlation structure between IETs in some cases.
III. EFFECTS OF CORRELATIONS BETWEEN IETS ON DYNAMICAL PROCESSES
The dynamical processes, such as spreading, diffusion, and cascades, taking place in a temporal network of individuals are known to be strongly affected by bursty interaction patterns between individuals [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] : In particular, spreading processes in temporal networks have been extensively studied. An important question is what features of temporal networks are most relevant to predict the speed of propagation, e.g., of disease or information. One of the crucial and widely studied features is the heterogeneities of IETs in the temporal interaction patterns. It was shown that the bursty interaction patterns can slow down the early-stage spreading by comparing the simulated spreading behaviors in some empirical networks and in their randomized versions [41, 42, 50] . The opposite tendency was also reported using another empirical network or model networks [45, 46, 49] .
In contrast to the effects of heterogeneous IETs on the spreading, yet little is known about the effects of correlations between IETs on the spreading, except for few recent works [53, 55] . This could be partly because the contagion dynamics studied in many previous works, e.g., susceptible-infected (SI) dynamics [52] , has focused on an immediate infection upon the first contact between susceptible and infected nodes, hence without the need to consider correlated IETs. In another work [56] , probabilistic contagion dynamics, which naturally involves multiple consecutive IETs, was studied by assuming heterogeneous but uncorrelated IETs. Therefore, the effects of heterogeneous and correlated IETs on the spreading need to be systematically studied for better understanding the dynamical processes in complex systems.
To study the spreading dynamics, one can consider one of the extensively studied epidemic processes, i.e., susceptible-infected (SI) dynamics [52] : A state of each node in a network is either susceptible or infected, and an infected node can infect a susceptible node by the contact with it. Here we assume that the contact is instantaneous. One can study a probabilistic SI dynamics, in which an infected node can infect a susceptible node with probability η (0 < η < 1) per contact, as depicted in Fig. 5(a) . Due to the stochastic nature of infection, multiple IETs can be involved in the contagion, hence the correlations between IETs in the contact patterns can influence the spreading behavior. The case with η = 1 corresponds to the deterministic version of SI dynamics: A susceptible node is immediately infected after its first contact with an infected node, see Fig. 5(b) . Finally, for studying the effect of correlations between IETs on the spreading in a simpler setup, we introduce two-step deterministic SI ("2DSI" in short) dynamics [54] as a variation of generalized epidemic processes [57] [58] [59] [60] , see Fig. 5(c) . Here a susceptible node first changes its state to an intermediate state upon its first contact with an infected node; it then becomes infected after the second contact with the same or another infected node. Below we only introduce the results for 2DSI dynamics from Ref. [54] .
For modeling the interaction structure in a population, we focus on Bethe lattices as networks of infinite size, where each node has k neighbors. As for the temporal contact patterns, we assume that the contacts between a pair of nodes or on a link connecting these nodes are instantaneous and undirected. Moreover, the contact pattern on each link is assumed to be independent of the states of two end nodes as well as of contact patterns on other links. The contact pattern on each link is modeled by a statistically identical event sequence with heterogeneous and correlated IETs. For this, the shape of IET distribution P (τ ) and the value of memory coefficient M are given as inputs of the model. As for the IET distribution, we adopt P (τ ) in Eq. (30) . We fix τ min = 1 without loss of generality and set τ c = 10 3 in our work. Based on the empirical findings for α [8] , we consider the case with 1.5 ≤ α ≤ 3. Secondly, only the positive memory coefficient M is considered, precisely, 0 ≤ M < 0.4, based on the empirical observations [17, [31] [32] [33] .
Precisely, for each link, we draw n random values from P (τ ) to make an IET sequence T = {τ 1 , · · · , τ n }, for sufficiently large n. Using Eq. (7), we measure the memory coefficient from T , denoted byM . Two IETs are randomly chosen in T and swapped only when this swapping makesM closer to M , i.e., the target value. By repeating the swapping, we obtain the IET sequence whoseM is close enough to M , and from this IET sequence we get the sequence of contact timings for each link [61] . Then the temporal network can be fully described by a set of contact timings for all links. Each simulation begins with one node infected at random in time, which we set as t = 0, while all other nodes are susceptible at this moment. For each simulation, we measure the number of infected nodes as a function of time, I(t). The average number of infected nodes I(t) is found to exponentially increase with time, e.g., as shown in Fig. 6(a) :
where a = a(k, α, M ) denotes the exponential growth rate, known as the Malthusian parameter [62] . a turns out to be a decreasing function of M , indicating the slowdown of spreading due to the positive correlation between IETs, see Fig. 6(b-d) . The slowdown can be more clearly presented in terms of the relative growth rate a/a 0 with a 0 ≡ a(M = 0) for all cases of k and α, as shown in Fig. 6 (e-g). We summarize the main observations from the numerical simulations as follows:
1. a decreases with M .
2. a increases with α.
3. a increases with k.
4. The deviation of a/a 0 from 1 tends to be larger for smaller α.
For understanding these observations, we provide an analytical solution for the transmission time in a single link setup. Let us consider a link connecting nodes u and v, see Fig. 5 . If u gets infected from its neighbor other than v in time t u , and later it infects v in time t v , the time interval between t u and t v defines the transmission time r ≡ t v −t u . Here we assume that v is not affected by any other neighbors than u, for the sake of simplicity. In order for the infected u to infect the susceptible v, u must wait at least for the next contact with v. This waiting or
