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Abstract
We discuss semi-inclusive Deep Inelastic Scattering (DIS) in the z → 1 limit, in
particular the relationship between fracture functions, generalised cut vertices and
Green functions of the composite operators arising in the OPE. The implications,
in the spin-polarised case, for testing whether the “proton spin” effect is target-
independent are explored. Explicit calculations in (φ3)6 theory are presented which
are consistent with our observations.
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1 Introduction
The “proton spin” problem [1] concerns the anomalous suppression of the Ellis-Jaffe sum
rule for the first moment Γp1 of the polarised proton structure function g1. In a series of
papers, Narison, Shore and Veneziano [2, 3, 4] have shown that the underlying mechanism
can be understood as topological charge screening. The flavour singlet contribution to
the sum-rule, far from being a measure of quark or gluon spins, is in fact a measure of
gluon topological charge. The screening is a generic property of the QCD vacuum rather
than a special property of the proton target.
This interpretation suggests that the “proton spin” suppression is in fact a target-
independent phenomenon, and recently [5] it has been proposed to test this directly in
polarised, semi-inclusive DIS, where we sum over all possible final states containing a
hadron h. In the z → 1 limit, where z is the fraction of the proton momentum carried by
h, [fig. 2a] the polarised, semi-inclusive structure function ∆Mh/p is modelled by having
the property of Regge factorisation into a sum over products of p-h-R couplings and
polarised structure functions of the Regge exchanges gR1 . By comparing experiments with
different targets N = p, n and different tagged hadrons h, measurements of ∆Mh/N at
z → 1 can give ratios of the first moments of gR1 for reggeonsR with different SU(3) flavour
quantum numbers. According to the target-independence conjecture, these ratios can be
predicted simply in terms of SU(3) group theoretic factors and a universal suppression
factor determined by the proton spin data.
A key requirement of the analysis of [2, 3, 4] was the identification of the structure
function with the matrix element of a local composite operator arising in the OPE, and
the subsequent decomposition of the matrix element into a composite operator propagator
and the corresponding “1PI” vertex function. In order to provide a rigorous theoretical
foundation to the proposal of [5] in the semi-inclusive case, we need to show that a similar
decomposition is valid.
In inclusive DIS, where we sum over all possible final hadronic states, the structure
functions factorise into hard, perturbatively calculable factors and parton distribution
functions, which parametrise the non-perturbative physics:
Structure function = (Hard physics) ⊗ (Parton dist. function).
The moments of the parton distributions can be represented either as matrix elements of
local operators or as space-like cut vertices [6, 7, 8, 9, 10]. It has been shown explicitly
[8, 10] that these representations are equivalent, i.e. in the inclusive case, the cut vertices
and local operator Green functions are identical.
In the case of semi-inclusive DIS in the target fragmentation region where h has
little transverse momentum relative to the incoming proton, the semi-inclusive structure
1
functions also factorise into hard physics and fracture functions [11, 12, 13, 14, 15]: [fig. 1]
Semi-incl. struct. fn. = (Hard physics) ⊗ (Fracture function).
The fracture functions give the joint probability distribution for finding a parton of spec-
ified type and a hadron h in the proton. Just as for the usual parton distributions, they
absorb all the infra-red singularities. Recently, it was shown [14] that (extended) fracture
functions can be represented as generalised space-like cut vertices. However, these gener-
alised cut vertices cannot be identified with local operator matrix elements; the familiar
OPE analysis of inclusive DIS is not directly applicable in the case of semi-inclusive DIS.
We can therefore summarise the relationships between the various objects as follows:
Parton distributions
moments←→ Cut vertices = Green functions
Fracture functions
moments←→ Generalised cut vertices 6= Green functions
At first sight, it therefore appears that the composite operator propagator – 1PI vertex
methods of [3, 4] are not applicable to semi-inclusive DIS. This is, however, only partially
true. The purpose of this paper is to examine precisely the relationship between fracture
functions, generalised cut vertices and Green functions, and to determine under what
circumstances the methods of [3, 4] can be applied to semi-inclusive DIS. We will present
evidence that the generalised cut vertices simplify sufficiently in the z → 1 limit to
allow the factorisation of the same composite operator propagator from the semi-inclusive
structure function as in the inclusive case. This supports the proposal in ref.[5] to test
target independence and universal topological charge screening in semi-inclusive DIS in
the z → 1 limit.
To make this assertion plausible, we have performed perturbative calculations of gen-
eralised cut vertices to one loop in a simplified model expected to share many features
(e.g. asymptotic freedom, collinear singularities, etc.) of perturbative QCD, viz. massless
φ3 theory in six dimensions. We find that, in the z → 1 limit, the dominant diagrams have
such a simple analytic structure that they can indeed be expressed as Green functions in
the same way as the inclusive case.
This paper is organised as follows: In section 2, we summarise the “proton spin”
effect; section 3 provides definitions of kinematic variables for semi-inclusive DIS and
an overview of factorisation of hard processes; our proof of the relation of generalised
cut vertices and Green functions is in section 4; section 5 contains the results of the
perturbative calculations of the generalised cut vertices. Our conclusions and discussion
of the implications of these results are given in section 6.
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Figure 1: Factorisation of the semi-inclusive structure functions. The blob on the bottom
right is the fracture function.
2 Local Operators and Proper Vertices
In this section we summarise the resolution of the EMC/SMC “proton spin” problem
proposed in refs.[2, 3, 4, 16] in terms of gluon topological charge screening. We emphasise
the need to express the target distribution functions in terms of matrix elements of local
operators.
The measurement of the first moment Γp1 of the polarised proton structure function
by the EMC and SMC collaborations has shown it to be suppressed relative to its OZI
expectation. In other words, a0 is suppressed compared with a8, where a0 and a8 appear
in the OPE of Γp1:
Γp1 =
∫ 1
0
dx gp1(x,Q
2) =
1
12
CNS1 (αs)
(
a3 +
1
3
a8
)
+
1
9
CS1 (αs)a
0(Q2), (1)
where 〈
p; s
∣∣∣A3µ∣∣∣ p; s〉 = 12a3sµ, 〈p; s ∣∣∣A8µ∣∣∣ p; s〉 = 12√3a8sµ,〈
p; s
∣∣∣A0µ∣∣∣ p; s〉 = a0(Q2)sµ, (2)
with sµ = us(p)γµγ5us(p) being the proton polarisation vector. In the QCD parton
model [17, 18]
a3 = ∆u−∆d, a8 = ∆u+∆d− 2∆s,
a0(Q2) = ∆u+∆d +∆s− nf αs2π∆g(Q2).
(3)
nf is the number of quark flavours, while ∆u, ∆d, ∆s and ∆g are the first moments of
the polarisation asymmetries of the parton distributions.
The OZI expectation is given by approximating ∆s ≃ 0 ≃ ∆g, so that a0 ≃ a8. There
are two important points:
1. The form factors a0, a3 and a8 are (reduced) matrix elements of local, composite
operators.
3
2. a0(Q2) depends on the hard scale Q2 through the term proportional to ∆g(Q2).
This is a result of the chiral UA(1) anomaly. This is already an indication that a
0 is
not to be interpreted as a measurement of spin in the QCD parton model [16, 19].
One can explain the OZI violations in the following way. Because of the UA(1) anomaly,
the flavour singlet axial current A0µ obeys an anomalous Ward identity written, neglecting
quark masses,
∂µA0µ − 2nfQ ≃ 0, (4)
where Q = αs
8π
trGµνG˜
µν is the topological charge density. Using (4), one can express
a0(Q2) =
1
2Mp
2nf 〈p |Q| p〉 . (5)
Thus, a0 measures topological charge rather than parton spin. The suppression of a0 is
due to topological charge screening by the QCD vacuum. We can see this in terms of
the external leg propagators of the operator Q; the rhs. of (5) can be decomposed into
zero-momentum propagators and 1PI vertices Γ1PI, so that
a0(Q2) =
1
2Mp
2nf
[
〈0 |T (QQ)| 0〉 Γ1PIQpp + 〈0 |T (QΦ5)| 0〉 Γ1PIΦ5pp
]
=
1
2Mp
2nf
[
χ(0) Γ1PIQpp +
√
χ′(0) Γ1PIΦ5pp
]
, (6)
where Φ5 is proportional [2] to qγ5q and
χ(k2) = i
∫
ddx eik·x 〈0 |T (Q(x)Q(0))| 0〉 , χ′(0) = d
dk2
χ(k2)
∣∣∣∣∣
k2=0
. (7)
From the chiral Ward identities, it can be shown that χ(0) vanishes for zero quark mass.
Performing a similar decomposition for a8 results in a Goldberger-Treiman relation, in
terms of Γ1PIΦ8
5
pp, for the flavour octet axial charge in the chiral limit. With the assumption,
justified in refs. [2, 3, 4], that the RG invariant 1PI vertices Γ1PIΦ8
5
pp satisfy the OZI rule,
we find that
a0(Q2)
a8
=
√
6
fπ
√
χ′(0)
∣∣∣∣∣
Q2
. (8)
In this proposal, the suppression in a0(Q2) is due to an anomalously small value of the
slope of the topological susceptibility χ′(0) compared with its OZI expectation f 2π/6. χ
′(0)
has been estimated using QCD spectral sum-rule techniques [3, 4] and the results are in
good agreement with the measured suppression.
We emphasise the following aspects of the analysis:
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Figure 2: (a) Amplitude in the z → 1 limit. Proton p couples to hard hadron h and
reggeon R. (b) Definitions of momenta for semi-inclusive DIS.
1. The ratio a0/a8 does not depend on the target species; the only references to “pro-
ton” were contained in the 1PI vertices Γ1PI.
2. The procedure of extracting the propagators was dependent crucially upon express-
ing Γp1 in terms of matrix elements or Green functions of local, composite operators.
It is then natural to ask whether we can test this target-independence conjecture directly.
One possibility is to measure the polarised structure functions of Regge poles in the
−t/Q2 ≪ 1, z → 1 limit of polarised, semi-inclusive DIS. [fig. 2a] We can model (cf. ref.
[21]) the polarised, semi-inclusive structure function for that process ∆Mh/p(Q2, x, z, t)
by
∆Mh/p(Q2, x, z, t)
z→1−→ F (t)(1− z)−2αR(t)gR1 (Q2, x, t), (9)
where h is the hard, final state hadron and gR1 is the reggeon R’s polarised structure
function. (The kinematic variables are defined in section 3.) By taking ratios of ∆Mh/N
for different tagged hadrons h and nucleon targets N = p, n, we can in effect measure
ratios of the gR1 for reggeons with different SU(3) flavour quantum numbers. For example,
if we choose h to be a π−, then there must be an exchange with the the quantum numbers
of a ∆++. According to the target independence conjecture, these ratios will depend
only on SU(3) Clebsch-Gordon factors and a universal suppression factor which can be
extracted from the inclusive “proton spin” measurement.
In what follows, we will discuss whether such quantities as gR1 depend on the insertion
of a local operator in the z → 1 limit, as required if their flavour singlet first moments
are indeed to be governed by the slope of the topological susceptibility χ′(0).
3 Inclusive & Semi-Inclusive DIS
Here we define inclusive and semi-inclusive structure functions for the simpler situation
of scalar field theory, and we remind the reader how the factorisation of the hard physics
is expressed.
5
We define the inclusive structure function as
W (q, p) =
Q2
2π
∑
X
∫
ddx eiq·x 〈p |j(x)|X〉 〈X |j(0)| p〉 , (10)
where j(x) = φ2(x) plays the role of the electromagnetic current1 and the sum is over all
possible final states. p and q are the momenta of the “proton” and “photon” respectively.
Factorisation of the hard physics is written as
W (Q2, x) =
∫ 1
x
du
u
f(u)C(
x
u
,Q2) (11)
where Q2 = −q2 and x = Q2/2p · q. C is calculable perturbatively and f is a “parton”
distribution function, parametrising the non-perturbative physics. Taking moments wrt.
x, we have ∫ 1
0
dx xj−1W (Q2, x) = f jCj(Q2), (12)
where f j and Cj are jth moments of f and C. f j can be represented either as a Green
function of a composite operator or as a space-like cut vertex. (Section 4.)
To define the semi-inclusive structure function, we constrain there to be a hadron h
of a specified type and momentum p′ in the final state: [fig. 2b]
W (q, p, p′) =
Q2
2π
∑
X
∫
ddx eiq·x 〈p |j(x)|h,X〉 〈h,X |j(0)| p〉 , (13)
The convenient Lorentz-invariant variables for this process are as follows:
Q2 = −q2, t = (p− p′)2,
z = p
′·q
p·q , x =
Q2
2p·q .
(14)
We also use
x =
Q2
2(p− p′) · q =
x
1− z . (15)
There are two, distinct contributions to the process, distinguished by the value of t,
namely the target fragmentation region at small t and the current fragmentation region
at large t, so that W =Wcurr +Wtarg. In the target fragmentation region we may neglect
quantities suppressed by powers of t/Q2.
1 There is no need to decomposeW into Lorentz scalar structure functions since it already is a Lorentz
scalar.
6
The target fragmentation contributions can be handled by introducing extended frac-
ture functions M(x, z, t)2 to parametrise the non-perturbative physics, so that3
Wtarg(Q
2, x, z, t) =
∫ 1
x
du
u
M(u, z, t)C(x
u
,Q2), (16)
where C are calculable perturbatively. It has recently been shown that the moments of
(extended) fracture functions can be represented as generalised cut vertices [14]. (Section
4.) This is the first step in the chain of identifications described in the introduction
amongst fracture functions, cut vertices and Green functions, and is central to our analysis.
Taking the moment with respect to x of (16) we get∫ 1
0
dx xj−1Wtarg(Q
2, x, z, t) =Mj(z, t)Cj(Q2). (17)
whereMj and Cj are jth moments ofM and C respectively. (17) generalises the leading
twist part of the OPE to semi-inclusive processes, with Mj given by the lowest twist
generalised cut vertex.
Specialising further to the re´gime of interest, we consider the z → 1 limit. [fig. 2a] In
the context of QCD, this has been modelled with reggeon exchanges, with some success
in describing data [21]. The asymptotic behaviour ofM would be
M(x, z, t) ≃ F (t)(1− z)−2αR(t)fR(x, t), (18)
where fR is interpreted as the parton density of the reggeon.
The question whether factorisation of hard physics and Regge factorisation, as ex-
pressed by (18), both be valid is not clear [21]. However, we find that in the analogous
situation in (φ3)6 perturbation theory, the dominant 1-loop diagrams as z → 1 have a
similar form to that in eq. (18), with a single propagator in place of the Regge pole.
4 Cut Vertices
In this part, we define space-like cut vertices [6, 7, 8, 9, 10] and show that they may
be identified with local operator matrix elements for inclusive DIS. We then extend the
2 Note that extended fracture functions, which in the literature are also referred to as diffractive parton
densities [20], are distinct from fracture functions, which do not depend on t. The latter are required
when considering d3σ/dQ2dzdx rather than d4σ/dQ2dtdzdx. In that case, one is not able to separate
target and current fragmentation regions; a telling symptom is that the renormalisation group equation
of an ordinary fracture function is not homogeneous [14, 15].
3 The justification for the factorisation of the hard physics from the non-perturbative physics lies with
factorisation theorems which we do not discuss here [20, 22].
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Figure 3: Definition of cut vertex.
argument to the semi-inclusive case, by defining generalised space-like cut vertices, and
deriving the conditions under which they can be related to Green functions of local oper-
ators.
For the inclusive case, the lowest twist, spin j cut vertex4 is: [fig. 3]
Vcut(p) = (p+)
j +
∫
ddk
(2π)d
Θ(0 < k+ < p+)(k+)
j disc
(k−p)2 G(k, p), (19)
where
G(k, p) =
(∆F (p))
−2
∫
ddxddyddz eip·x−ik·(y−z) 〈0 |T (φ(x)φ(y)φ(z)φ(0))| 0〉 . (20)
The first term in (19) is the bare vertex, symbolised by⊗, having two legs and Feynman
rule (k+)
j , where kµ is the momentum passing through it. The second term is a convolution
wrt. a loop momentum of the bare vertex and a cut four-point function. The theta-
function is encoded in the Feynman rules by letting the broken line of the cut four-point
function pass through the ⊗.
The cut vertex is identical to the corresponding matrix element, [fig. 4a] defined as
Vuncut(p) =
〈
p
∣∣∣ :φ(−i∂+)jφ: (0)∣∣∣ p〉 =
(∆F (p))
−2
∫ ddk
(2π)d
(k+)
j 〈0 |T (φ(p)φ(−k)φ(k)φ(−p))| 0〉disconn. (21)
where the “disconn.” label is an instruction to keep connected parts and only those
disconnected parts linked by the bare vertex. Thus,
Vuncut(p) = (p+)
j + ∆−2F (p)
∫
ddk
(2π)d
(k+)
jG(k, p). (22)
4 We require only the + light-cone components of the derivatives, since the rest are projected out by
the Wilson co-efficients. Our conventions are x± = 1√
2
(x0 ± x3), ∂±x∓ = 1.
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Figure 4: (a) Definition of uncut vertex. (b) Decomposition of second term in (a) in terms
of two-point functions and 1PI four-point function.
To show that Vuncut = Vcut, we appeal to an argument of Baulieu et al.: [8] We note that
G(k, p) is not 1PI wrt. the two legs carrying momentum k, and so has three discontinuities
depending on k, two in the variable k2 and one in (k−p)2. In terms of 1PI Green functions,
the uncut vertex is as in [fig. 4b]. We can parametrise these branch cuts individually by
(A)
(∫ ∞
s0
dµ(s)
1
k2 − s+ iǫ
)2
, (B)
∫ ∞
t0
dµ(t)
1
(k − p)2 − t + iǫ . (23)
The branch cuts lie along
(A) k2 = s− iǫ, (B) (k − p)2 = t− iǫ, (24)
with s, t > s0, t0 respectively. Now consider these regions in the complex k− plane. Letting
k2 = 2k−k+ − k2⊥ etc. and choosing p⊥ = 0, we get
(A) k− =
k2⊥ + s− iǫ
2k+
, (B) k− = p− +
k2⊥ + t− iǫ
2(k+ − p+) . (25)
The directions of the cuts depend on the sign of k+ and (k−p)+. [fig. 5] For 0 < k+ < p+
and p+ < k+ < 0, the branch cuts lie on opposite sides of the imaginary axis, and there
exists a contour deformation, γ′, which wraps around the branch cut (B) in [fig. 6]. For
the physical case of p+ > 0, we only get a non-zero contribution from the discontinuity of
G wrt. (k − p)2 in the interval 0 < k+ < p+, as claimed.
Now we look at the semi-inclusive generalised cut vertices, which give us the jth
moments of the fracture functions, defined at lowest twist, spin j [fig. 7] as
Vcut(p, p
′) = (p+ − p′+)j|Λ(p, p′)|2 +∫ ddk
(2π)d
Θ(0 < k+ < p+ − p′+)(k+)j
disc
(k−p+p′)2 G(k, p, p′), (26)
where
Λ(p, p′) = ∆−1F (p)∆
−1
F (p
′) 〈0 |T (φ(p)φ(−p′)φ(−p+ p′))| 0〉 , (27)
9
(A)k+ < 0
(A)k+ > 0γ
k−
(B)k+ > p+
(B)k+ < p+
Figure 5: Pole structure of uncut vertex in k− plane.
(B)
k−
(A)
γ′
Figure 6: Contour deformation when 0 < k+ < p+.
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Figure 7: Definition of generalised cut vertex.
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Figure 8: Definition of generalised uncut vertex.
and
G(k, p, p′) =
∆−2F (p)∆
−2
F (p
′) 〈0 |T (φ(p)φ(−p′)φ(−k)φ(k)φ(p′)φ(−p))| 0〉 . (28)
The first term in (26) replaces the bare vertex of the previous case. We can also define
an uncut vertex as follows:
Vuncut(p, p
′) = (p+ − p′+)jΛ2(p, p′) +
∫
ddk
(2π)d
(k+)
jG(k, p, p′). (29)
Λ2 = |Λ|2, so the first terms in (26) & (29) are the same. The second terms are not the
same, however, because G(k, p, p′) has a more complicated pole structure; it has branch
cuts in (A) k2, (B) (k − p)2, (C) (k + p′)2 and (D) (k − p+ p′)2 and we find it impossible
to deform the k− contour around just one of these. Putting p′+ = zp++O(t/Q
2), we find
the pole structure as in [fig. 9]. If we restrict p+ > 0 and z > 0, the contour deformations
are as follows:
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(A)k+ < 0
(A)k+ > 0
(D)k+ > (1 − z)p+
(C)k+ > −zp+
(B)k+ > p+
k−
(D)k+ < (1− z)p+
(C)k+ < −zp+
(B)k+ < p+
Figure 9: Pole structure of generalised uncut vertex in k− plane.
∫
ddk
(2π)d
p’p
 =
∫
ddk
(2π)d
Θ(0 < k+ < (1− z)p+)
 pp’ + p’
p +
p’
p

+
∫
ddk
(2π)d
Θ((1− z)p+ < k+ < 1)
 p’
p +
p’
p

+
∫
ddk
(2π)d
Θ(−zp+ < k+ < 0)

p
p’ + p’
p

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=
∫
ddk
(2π)d
Θ
(
0 <
k+
(1− z)p+ < 1
)
 pp’

+
∫
ddk
(2π)d
Θ
(
−1 < k+
zp+
< 0
)

p
p’ + p’
p

+
∫
ddk
(2π)d
Θ
(
0 <
k+
p+
< 1
)
 p’
p +
p’
p
 (30)
Eq. (30) is one of the main results of this paper. Expressed generally, it is that the
Green function of a (lowest twist) composite operator is equal to the sum of all possible
cuts between the other external legs.
The first term in eq. (30) is the generalised cut vertex, with the physical cut down the
centre of the blob, but it is joined by other contributions. Moreover, the theta-function
interval 0 < k+ < (1 − z)p+ vanishes as z → 1; together with the factor (k+)j in the
integrand, this means that the physical cut vanishes at least as fast as (1− z)j . However,
there is a class of diagrams which do not have the other cuts. These uncut diagrams
can be identified with the physical cut down the centre, as we will see in section 5. For
example, the Feynman diagram in [fig. 11f] can only be cut down the centre, giving a
contribution to the generalised cut vertex. This class turns out to contain the dominant
diagrams in the z → 1 limit.
5 Explicit Calculations in (φ3)6 Theory
To see what happens to the perturbative expansion of the generalised cut vertex as z → 1,
we present the results of calculations to one loop. These are in agreement with earlier
calculations [23], which compute the cut vertices indirectly. We neglect contributions
suppressed by powers of t/Q2. It is found that the limit z → 1 can be taken, leaving as
dominant contributions only those diagrams where the p and p′ legs are connected to the
rest of the diagram by single propagators.
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pp′ p′
p
Figure 10: Tree-level cut vertex
To tree level, there is just one diagram, [fig. 10] given by
V
(0)
cut =
λ2
t2
pj+(1− z)j , (31)
where λ is the bare coupling constant. The factor (1 − z)j appears in all the diagrams
and gives the leading order in (1− z).
To one-loop order, there are eight diagrams [figs. 11a-h] and also their mirror images
if they are not symmetric about the dotted line. [Figs. 11a&b] are collinearly divergent,
while [figs. 11f-h] are UV divergent. The rest are finite. Calculating in the MS scheme,
both types of divergence appear as simple poles in ǫ, where the space-time dimension is
d = 6− 2ǫ.
The diagrams are evaluated by choosing a frame where, in light-cone co-ordinates,
p = (p+, 0, 0⊥),
q = (−xp+, q−, 0⊥),
p′ = (α′p+, β ′q−, p′⊥),
k = (αp+, βq−, k⊥),
(32)
with
α′ = z +O(t/Q2),
β ′s = −t,
p′2⊥ = −zt(1 +O(t/Q2)),
s = 2p · q.
(33)
Thus, for example, the diagram in [fig. 11a] is
V
(1a)
cut = µ
2ǫλ4
∫
ddk
(2π)d
2πδ((k − p+ p′)2) Θ(0 < k+ < p+ − p′+) kj+
k4 (k + p′)4
=
µ2ǫλ4pj+s
4π
∫ 1−z
0
dα αj
∫
dβ
∫
dd−2k⊥
(2π)d−2
× δ((α+ z − 1)(βs− t)− (k⊥ + p
′
⊥)
2)
(αβs− k2⊥)2 ((α+ z)(βs− t)− (k⊥ + p′⊥)2)2
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(a)
p
p′ p′
p
(b)
pp
p′ p′
(c)
p
p′
p′
p
(d)
p p
p′p′
(e)
p
p′p
p′
(f)
p p
p′p′
(g)
pp
p′p′
(h)
p
p′p′
p
Figure 11: One-loop cut vertices
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=
λ4
(4π)3t2
pj+(1− z)j+2
∫ 1
0
dα αj(1− α)
(α+ z(1 − α))2
[
−1
ǫ
(
4πµ2
−t
)ǫ
Γ(2 + ǫ)
+ 2 ln(α + z(1− α)) + ln(1− α) − lnα − 1
]
. (34)
Likewise, the other diagrams give, multiplying non-symmetric diagrams by 2,
V
(1b)
cut =
λ4
(4π)3t2
pj+(1− z)j+2
∫ 1
0
dα αj(1− α)
(1− α(1− z))2
[
−1
ǫ
(
4πµ2
−t
)ǫ
Γ(2 + ǫ)
− 2 ln z + ln(1− α) + 2 ln(1− α(1− z)) − lnα − 1
]
,
(35)
V
(1c)
cut = 2×
λ4
2(4π)3t2
pj+
(1− z)j+2
z
∫ 1
0
dα αj(1− α)
[
4 ln(1− z)
+ ln
(
α(1− α)
(1− (1− z)(1 − α))2
)
+ ln
(
α(1− α)
(z + (1− z)(1 − α))2
)]
,
(36)
V
(1d)
cut = 2×
λ4
(4π)3t2
pj+
(1− z)j+1
z
∫ 1
0
dα αj[ln(α + z(1− α)) − lnα], (37)
V
(1e)
cut = 2×
λ4
(4π)3t2
pj+(1− z)j+1
∫ 1
0
dα αj [ln z + lnα− ln(1− α(1− z))],
(38)
V
(1f)
cut =
λ4
(4π)3t2
pj+(1− z)j
1
ǫ
(
4πµ2
−t
)ǫ ∫ 1
0
dα αj(1− α). (39)
The rest are straightforward virtual loop corrections giving
V
(1g)
cut = 2×
λ4
2(4π)3t2
pj+(1− z)j
1
ǫ
(
4πµ2
−t
)ǫ
, (40)
V
(1h)
cut = 2× −
λ4
12(4π)3t2
pj+(1− z)j
1
ǫ
(
4πµ2
−t
)ǫ
. (41)
Taking the limit z → 1 and, keeping only leading orders in (1− z), we have
V
(1a)
cut =
λ4
(4π)3t2
pj+(1− z)j+2
1
(j + 1)(j + 2)
[
−1
ǫ
(
4πµ2
−t
)ǫ
Γ(2 + ǫ)
− γE − ψ(j + 1)
]
+ O((1− z)j+3), (42)
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V
(1b)
cut = V
(1a)
cut + O((1− z)j+3), (43)
V
(1c)
cut = 2× −
λ4
(4π)3t2
pj+(1− z)j+2
1
(j + 1)(j + 2)
×
[
2 ln
(
1
1− z
)
− 1 + γE + 2ψ(j + 3)− ψ(j + 1)
]
+ O
(
ln
(
1
1− z
)
(1− z)j+3
)
, (44)
V
(1d)
cut = 2×
λ4
(4π)3t2
pj+(1− z)j+1
1
(j + 1)2
+ O((1− z)j+2), (45)
V
(1e)
cut = 2× −
λ4
(4π)3t2
pj+(1− z)j+1
1
(j + 1)2
+ O((1− z)j+2), (46)
V
(1f)
cut =
λ4
(4π)3t2
pj+(1− z)j
1
ǫ
(
4πµ2
−t
)ǫ
1
(j + 1)(j + 2)
, (47)
V
(1g)
cut = 2×
λ4
2(4π)3t2
pj+(1− z)j
1
ǫ
(
4πµ2
−t
)ǫ
, (48)
V
(1h)
cut = 2× −
λ4
12(4π)3t2
pj+(1− z)j
1
ǫ
(
4πµ2
−t
)ǫ
. (49)
In the above, finite parts proportional to pj+(1− z)j/t2 are neglected. To renormalise
the UV poles of [figs. 11f-h], we introduce the running coupling constant λ(t) in terms of
the bare coupling λ,
λ2 = λ2(t)
(
1− 3
4
λ2
(4π)3
1
ǫ
(
4πµ2
−t
)ǫ)
, (50)
and multiply by a renormalisation factor Z−2φ Zj , Zj being for the spin j bare vertex, such
that5
Zφ = 1 +
1
12
1
ǫ
λ2
(4π)3
(51)
and
Zj = 1− Pj 1
ǫ
λ2
(4π)3
, (52)
5 Here, the renormalisation prescription differs from that of ref. [23], which simply introduces the
running coupling.
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Figure 12: Topology of the dominant one-loop diagrams.
where Pj is the jth moment of the AP kernel for (φ
3)6 theory, P (x) = x(1−x)− 112δ(1−x):
Pj =
∫ 1
0
dx
x
xjP (x) =
1
(j + 1)(j + 2)
− 1
12
. (53)
The final result, to order (1− z)j , is
V 1−loopcut,ren. (p, p
′) =
λ2(t)
t2
pj+(1− z)j
[
1 +
λ2
(4π)3
ln
(
4πµ2
−t
)(
1
6
+ Pj
)]
+ O
(
ln
(
1
1− z
)
(1− z)j+2
)
. (54)
The observation we make is that only diagrams in [figs. 10&11f-h] contribute to
leading order in (1− z).
The diagrams in [figs. 10&11f-h] have the topology of [fig. 12], expressible as
Vcut(p, p
′) z→1−→
[
(p+ − p′+)j +∫
ddk
(2π)d
Θ(0 < k+ < p+ − p′+) (k+)j
disc
(k−p+p′)2 G(k, p− p′)
]
|Λ(p, p′)|2,
(55)
with G and Λ as defined in (20)&(27). Note that G is collinear-safe to one-loop since the
lines carrying p − p′ are off shell by t. Now, recall that in section 4 it was shown that
uncut diagrams were equal to a sum of all possible cuts between external legs. For the
dominant diagrams, the only cuts are the ones contributing to Vcut(p, p
′); eq. (55) may
be equated with its uncut analogue:[
(p+ − p′+)j +
∫
ddk
(2π)d
(k+)
j G(k, p− p′)
]
Λ2(p, p′) (56)
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(a)
k
1− z − x
p
x
p′
z
p− p′ − k
(b)
k x
p
p− p′ − k
p′
1− z − x
z
Figure 13: Matrix elements corresponding to (a) fig. 11a & (b) fig. 11f. The external legs
are marked with 4-momenta and light-cone components scaled by p+, such that k+ = xp+
and p′+ = zp+.
Thus, we find that at small (1− z) the generalised cut vertices depend approximately on
the Green function of a composite operator.
6 Discussion & Conclusions
The main conclusion of sections 4-5 is the following: If the dominating contribution to the
fracture function has the topology of [fig. 12], then the fracture function can be identified
with an uncut amplitude. Now we discuss whether this is the case for QCD.
Although perturbative calculations are not appropriate to describe the process in
question, they can give insight into certain features of the process which can be expected
to be independent of non-perturbative effects. The dominance of a particular class of
processes as z → 1 is one of them. First, we give a simple argument to explain the (1− z)
dominance of this class of process in the perturbative expansion, and compare it with
another perturbative model which has been studied by Hautmann et al. [24]. Secondly,
we discuss the Regge hypothesis of ref. [5].
Let us contrast the behaviour of the diagrams in [figs. 11a&f], the first of which
is suppressed in (1 − z). These have matrix elements as in [figs. 13a&b]. In (b), the
propagator connecting the p′ leg and the (p− p′− k) leg is fixed and off shell by t. In (a),
the propagator is constrained by the condition that the (p − p′ − k) leg be on shell and
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Figure 14: (a) Virtual exchanges between the bare vertex and the hadronic states in the
z → 1 limit. (b) z → 1 limit of the polarised fracture function, with gR1 the polarised
reggeon structure function.
equals
1
(k + p′)2
= − (1− x− z)
(k⊥ + p′⊥)2
∼ 1− z
t
, (57)
at small k⊥. Diagrams in [fig. 11a-c] have two such propagators off shell by t1−z and are
suppressed by (1− z)2 as a result, while [fig. 11d-e] have one, and go like (1− z) instead.
The rule appears to be that if the line carrying the momentum component zp+ branches
out with soft emissions into the final state, its contribution is small. If this carries over
into the non-perturbative physics, then the dominant class of processes is as in [fig. 14a].
Note: The factor G is a connected, cut amplitude. If we tried to fit, say, [fig. 11a] into
this topology, it would give a disconnected contribution to G, since there is a soft line
(carrying (p− p′ − k)) going into the final state.
In a perturbative QCD heavy-quark model for such a process, Hautmann et al. [24]
also find that such diagrams are dominant, with the single propagators replaced by gluon
pairs in a colour singlet. In that case, G can be defined in terms of cut Green functions,
although these are not then equal to uncut ones: G is connected to the hadronic states
by more than one virtual line. However, this is only a difficulty in QCD perturbation
theory because of the multiparticle poles. The Regge model proposed in ref. [5] provides
a non-perturbative description of the virtual exchanges [fig. 14b]. Here, we expect the
pole structure to be simple enough to uncut the amplitude in the same way as the φ3
diagrams: The reggeon structure function gR1 is equal to a connected 3-point amplitude
depending on an insertion of a local operator. It is possible to perform the decomposition
of this amplitude into 1PI vertices and two-point functions, as outlined in section 2.
To summarise, we have shown that in the limit z → 1, fracture functions are dominated
by a special class of process. If a Regge model for this is realistic, these processes are
related to an uncut amplitude. This would mean that that the polarised reggeon structure
20
function can be used as a testing-ground for the target-independence hypothesis of the
“proton spin effect”.
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