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The zeros of Gaussian random holomorphic functions
on Cn, and hole probability.
by Scott Zrebiec
Abstract
We consider a class of Gaussian random holomorphic functions, whose
expected zero set is uniformly distributed over Cn. This class is unique (up
to multiplication by a non zero holomorphic function), and is closely related
to a Gaussian field over a Hilbert space of holomorphic functions on the
reduced Heisenberg group. For a fixed random function of this class, we
show that the probability that there are no zeros in a ball of large radius, is
less than e−c1r
2n+2
, and is also greater than e−c2r
2n+2
. Enroute to this result
we also compute probability estimates for the event that a random function’s
unintegrated counting function deviates significantly from its mean.
1. Introduction.
Random polynomials and random holomorphic functions are studied as
a way to gain insight into difficult problems such as string theory and ana-
lytic number theory. A particularly interesting case of random holomorphic
functions is when the random functions can be defined so that they are in-
variant with respect to the natural isometries of the space in question. The
class of functions that we will study are the unique Gaussian random holo-
morphic functions, up to multiplication by a nonzero holomorphic function,
whose expected zero set is uniformly distributed on Cn. For this class of
random holomorphic functions we will determine the expected value of the
unintegrated counting function for a ball of large radius and the chance that
there are no zeros present. This pathological event is what is called the hole
probability of a random function. In doing this we generalize a result of
Sodin and Tsirelison, to n dimensions, in order to give the first nontrivial
example, where the hole probability is computed in more than 1 complex
variable.
The topic of random holomorphic functions is an old one which has
many results from the first half of the twentieth century, and is recently
experiencing a second renaissance. In particular Kac determined a formula
for the expected distribution of zeros of real polynomials in a certain case,
[6]. This work was generalized throughout the years, and a terse geometric
proof, and some consequences are presented by Edelman and Kostlan, [3].
An excellent reference for other results regarding the general properties of
2random functions is Kahane’s text, [7]. One series of papers, by Offord, is
particularly relevant to questions involving the hole probability of random
holomorphic functions and the distribution of values of random holomor-
phic functions, [10], [11], although neither is specifically used in this paper.
Recently, there has been a flurry of interest in the zero sets of random poly-
nomials and holomorphic functions which are much more natural objects
than they may initially appear. For example Bleher, Shiffman and Zelditch
show that for any positive line bundle over a compact complex manifold,
the random holomorphic sections to LN (defined intrinsically) have universal
high N correlation functions, [1].
In addition to a plethora of results describing the typical behavior, there
have also been several results in 1 (real or complex) dimension for Gaussian
random holomorphic functions where the hole probability has been deter-
mined. For a specific class of real Gaussian polynomials of even degree 2n,
Dembo, Poonen, Shao and Zeitouni have shown that for the event where
there are no real zeros, En, the limn→∞
Prob(En)
log(n)
n−b = −b, b ∈ [0.4, 2], [2].
Hole probability for the complex zeros of a Gaussian random holomorphic
function is a quite different problem. Let Holer = {f , in a class of holo-
morphic functions, such that ∀z ∈ B(0, r), f(z) 6= 0}. For the complex
zeros in one complex dimension, there is a general upper bound for the hole
probability: Prob(Holer) ≤ e−cµ(B(0,r)), µ(z) = E[Zψω ] as in theorem 3.1,
[14]. In one case this estimate was shown by Peres and Virag to be sharp:
Prob(Holer) = e
−µ(B(0,r))
24
+o(µ(B(0,r))), [12]. These last two results on hole
probability might suggest that when the random holomorphic functions are
invariant with respect to the local isometries, thus ensuring that E[Zω] is
uniformly distributed on the manifold, the rate of decay of the hole prob-
ability would be the same as that which would be arrived at if the zeros
where distributed according to a Poisson process. However, as the zeros re-
pel in 1 dimension, [4], one might expect there to be a quicker decay for hole
probability of a random holomorphic function. This is the case for random
holomorphic functions whose expected zero set is uniformly distributed on
C
1, [15] :
Prob(Holer) ≤ e−c1r4 = e−cµ(B(0,r))2 , and Prob(Holer) ≥ e−c2r4 = e−cµ(B(0,r))2
The random holomorphic functions that we will study, can be written
as
ψω(z1, z2, . . . , zn) =
∑
j∈Nn
ωj
zj11 · zj22 · . . . · zjnn√
j1 · j2 · . . . · jn =
∑
j∈Nn
ωj
zj√
j!
3where ωj are independent identically distributed standard complex gaussian
random variables, and a.s. are holomorphic on Cn. The second form is just
the standard multi-index notation, and will frequently be used from here on
out. Random holomorphic functions of this form are a natural link between
Hilbert spaces of holomorphic functions on the reduced Heisenberg group
and a similar Gaussian Hilbert Space. Further, these random functions will
be the unique class (up to multiplication by a nonzero entire function) whose
expected distribution of the zero set is:
E[Zω] =
i
2π
(dz1 ∧ dz1 + dz2 ∧ dz2 + . . .+ dzn ∧ dzn).
The two main results of this paper are:
Theorem 1.1. If
ψω(z1, z2 . . . , zn) =
∑
j
ωj
zj11 z
j2
2 . . . z
jn
n√
j1! · jn!
,
where ωj are independent identically distributed complex Gaussian random
variables,
then for all δ > 0, there exists c3,δ > 0 and Rn,δ such that for all r > Rn,δ
Prob
({
ω :
∣∣∣∣nψω(r)− 12r2
∣∣∣∣ ≥ δr2
})
≤ e−c3,δr2n+2
where nψω(r) is the unintegrated counting function for ψω.
Theorem 1.2. If
Holer = {ω : ∀z ∈ B(0, r), ψω(z) 6= 0},
then there exists Rn, c1, and c2 > 0 such that for all r > Rn
e−c2r
2n+2 ≤ Prob(Holer) ≤ e−c1r2n+2
The proof of Theorems 1.1 and 1.2, will use techniques from probability
theory, several complex variables and an invariance rule for Gaussian ran-
dom holomorphic functions which is derived from isometries of the reduced
Heisenberg group. These results, using the mainly same techniques, were
already proven in the case where n=1 by Sodin and Tsirelison, [15].
Acknowledgement: I would like to thank Bernie Shiffman for many
useful discussions.
42. The link between random holomorphic functions, Gaussian Hilbert
spaces and the reduced Heisenberg group.
To develop the notion of a random holomorphic function on Cn we will
need a way to place a probability measure on a space of holomorphic func-
tions on Cn. The definition we will use is that a random holomorphic
function is a representative of a Gaussian field between two Hilbert spaces
on the reduced Heisenberg group. Through this definition we will prove
the crucial Lemma 4.3 which gives a nice law to determine how random
holomorphic functions behave under translation. Additionally, this defini-
tion is equivalent to defining a random holomorphic function as ψω(z) =∑
j∈Nn
ωj
(
zj11 z
j2
2 . . . z
jn
n√
j1!j2! . . . jn!
)
, where ωj are independent identically distributed
standard complex Gaussian random variables.
We will start with the concept of a Gaussian Hilbert Space, as presented
by Janson, [5],
Definition 2.1. A Gaussian Linear space, G, is a linear space of random
variables, defined on a probability space (Ω, dν), such that each variable in
the space is Gaussian random variable.
Definition 2.2. A Gaussian Hilbert Space, G is a Gaussian linear space
that is complete with respect to the L2(Ω, dν) norm.
We will shortly apply these definitions to a Hilbert space of CR-holomorphic
functions on the reduced Heisenberg group. The Heisenberg Group, as a
manifold is nothing other than Cn × R, and the reduced Heisenberg group
is the circle bundle: X = Hnred =
{
(z, α), z ∈ Cn, α ∈ C, |α| = e−|z|
2
2
}
.
Consider holomorphic functions of the Heisenberg group, which are lin-
ear with respect to the n + 1st variable. The restriction of these functions
define functions on X. For functions on X there is the following inner prod-
uct:
(F,G) =
∫
X
FG =
1
πn
∫
X
f(z)g(z)|α|2dθ(α)dm(z)
=
1
πn
∫
Cn
f(z)g(z)e−|z|
2
dm(z)
Here dm is Lebesque measure. With respect to this inner product,
HX = {F ∈ O(Cn+1), F (z, α) = f(z)α, f ∈ O(Cn)} is a Hilbert Space,
and HX ∼= H2(Cn, e−|z|2dm), as Hilbert Spaces.
5Proposition 2.3. For HX ,
{
z
j1
1 ·z
j2
2 ·...zjnn√
j1!·...·jn! α
}
j∈Nn
= {ψj(z)α}Nn is an or-
thonormal basis.
The proof of this proposition is a straight forward computation.
The isometries of the reduced Heisenberg group will play a crucial role
in my computation of the hole probability. These isometries are of the form:
τ(ν,α) : H
m
red → Hmred
τ(ν,α) : (ζ, β)→ (ζ + ν, e−ζναβ)
The inner product onX is invariant with respect to the Heisenberg group
law:
τ ∗〈F,G〉 = 1
πn
∫ ∫
f(ζ + ν)g(ζ + ν)|βαe−ζν|2dθ dm(ζ)
= 1
πn
∫
f(ζ + ν)g(ζ + ν)e−|(ζ+ν)|
2
dm(ζ + ν)
= 1
πn
∫
f(ζ)g(ζ)e−|ζ|
2
dm(ζ)
As such for α = e−
|z|2
2 ,
τ ∗(αψj(z)) = (αe−
1
2
|ζ|2−zζψj(z + ζ)) = e−
1
2
|z+ζ|2−i·Im(zζ)ψj(z + ζ)
and the collection of these, {e− 12 |z+ζ|2−i·Im(zζ)ψj(z+ζ)}, is another orthonor-
mal basis for HX , as the inner product is invariant with respect to the group
law.
Example 2.4. (Gaussian Hilbert Spaces)
Let G′HX = Closure(Span ({ωjψj(z)α}Nn)), where the closure is taken
with respect to the norm E[(‖·‖HX)2]
1
2 and where ωj are independent identi-
cally distributed standard complex Gaussian random variables. G′HX is not a
Gaussian Hilbert space but is isometric to GHX = Closure(Span ({ωj}Nn)),
which is.
Of course, HX → G′HX → GHX∑
ajψj(z)α 7−→
∑
ajωjψj(z)α 7−→
∑
ajωj
are isometries.
G′HX is in many ways more natural then GHX , and is closely related to
random holomorphic functions.
Definition 2.5. A Gaussian field is a linear isometry L : HX → GHX . As
such, for all f ∈ HX , L[f ] = Xf , a standard complex Gaussian random variable
with V ar = ‖f‖2HX .
6Definition 2.6. A Gaussian random function, is a representative for a
Gaussian field L. In other words,
if f ∈ HX , L[f ] = 〈ϕω, f〉HX
Remark 2.7. (Random holomorphic functions on Cn or (equivalently) Gauss-
ian fields and functions between HX and GHX )
Let ψω(z) =
∑
j∈N
ωjψj(z) =
∑
j∈N
ωj
zj√
j!
, ωj independent identically dis-
tributed standard complex Gaussian random variables. This will shortly be
shown to a.s. be a holomorphic function on Cn by Theorem 2.8.
Note that for αf(z) ∈ HX , f(z) =
∑
ajψj(z), {aj} ∈ ℓ2,
〈αψω(z), αf(z)〉 =
∑
ajωj, which is a complex Gaussian random vari-
able with variance
∑
|aj |2 = ‖f‖HCn , hence αψω(z) is a random CR-
holomorphic function on X.
The variable α will be useful when we change bases. This occurs when
we look at how random functions behave with respect to translation (Lemma
4.3). Abusing notation we will frequently drop it and we will call ψω(z) a
random holomorphic function on Cn.
There is a simple condition for when a function of the form
∑
ωjψj(z)
is a holomorphic condition, where ωj are independent identically distributed
complex Gaussian Random variables.
Theorem 2.8. Let {ωj}j∈N be a sequence of independent identically dis-
tributed, standard complex Gaussian random variables. If for j ∈ N,
ψj(z) ∈ O(Ω), and for all compact K ⊂ Ω,
∑
j∈N
max
z∈K
|ψj(z)|2 <∞
then for a.a.-ω,
∑
j∈N
ωjψj(z) defines a holomorphic function on Ω.
This theorem can be proved easily by adapting a similar proof of con-
vergence of ”random sums” from [7].
Theorem 2.9. If L is a Gaussian field, L : HX → GHX , and {φj} is an
orthonormal basis for HX
then L can be written as: L[·] = 〈φX , ·〉, where φX(z) =
∑
Xiφi, and
{Xi} is a set of independent identically distributed standard Gaussian ran-
dom variables.
7Proof. Let L be a Gaussian random functional.
Let X1 = L[φ1], X2 = L[φ2], . . . , Xj = L[φj ], . . .
We must only show that Xj are independent identically distributed
Gaussian Random variables, hence it suffices to prove independence as
by the definition of Gaussian random field, Xi, Xj are jointly normal, as
L
[∑
ajψj
]
=
∑
ajXj is normal.
For i 6= j:
2 = E[|Xi +Xj|2] = E[|Xi|2] + E[|Xj|2] + E[XiXj] + E[XjX i]
= 2 + E[XiXj] + E[XjX i]
Hence Re(E[XiXj ]) = 0 = Im(E[XiXj ]),
The result then follows.

3. Common Results.
Let us briefly review properties of the zeros of random holomorphic func-
tions. An elementary way to view the zeros of a holomorphic function is as
a set: Zf = f
−1({0}), but this will be insufficient for my purpose, and we
will instead view it as a (1,1) current. For Mn an n dimensional manifold,
and f ∈ O(M), f : Mn → C, f−1({0}) is a divisor. Hence the regular
points of Zf are a manifold, and by taking restriction we identify forms in
D
(n−1,n−1)
M with ones in D
(n−1,n−1)
Zf,reg
. As Zf,reg is an n-1 complex manifold,∫
Zf,reg
is a (1,1) current on M, which we will denote Zf (abusing notation).
As the singularities occur in real codimension 2. Zf = Zf,reg, and in general:
if f ∈ O(Mn), M an n complex manifold, then Zf = i2π∂∂ log |f |2, as (1, 1)
currents on M.
Before we classify the atypical hole probability, we shall first describe
the expected behavior. Many various forms of the following theorem have
been proven, [3], [6] and [14]. For my purposes it is important that the proof
is valid in n-dimensions, and for infinite sums. Many of the proofs resemble
this one. After a conversation with Steve Zelditch, I was able to simplify a
previously complicated argument into the current form. This simplification
is already known to other researchers including Mikhail Sodin.
For the following theorem let ψj : Ω → C, j ∈ Λ, Λ = {0, 1, 2, . . . , n}
or Λ = N, be a sequence of holomorphic functions on a domain of an n
manifold to C.
8Theorem 3.1. If E[|ψω|2] =
∑
|ψj(z)|2 converges locally uniformly in Ω
then E[Zω] =
i
2π
∂∂ log ||ψ(z)||2
ℓ2
Proof. Let β ∈ Dn−1,n−1(Ω)
To simplify the notation, let β = φ dz2 ∧ dz2 ∧ . . . ∧ dzn ∧ dzn.
〈Zψω , β〉 = 〈 i2π∂∂ log(|ψω(z)|2), β〉
= 〈 i
2π
log (|ψω(z)|2) , ∂∂β〉
= 〈 i
2π
(
log(||ψ(z)||2
ℓ2
) + log
(
|ψω(z)|2
||ψ(z)||
ℓ2
))
, ∂∂β〉
Taking the expectation of both sides we compute:
E[〈Zψω , β〉] = 12π
∫
ω
∫
z∈Ω log(||ψ(z)||2ℓ2) ∂
2φ
∂z1∂z1
dm(z) dν(ω)
+ 1
2π
∫
ω
∫
z∈Ω log
(
|ψω(z)|2
||ψ(z)||2
ℓ2
)
∂2φ
∂z1∂z1
dm(z) dν(ω)
The first term is the desired result (which by assumption is integrable
and finite), while the second term will turn out to be zero. We first must
establish that it is in fact integrable:∫
z∈Ω
∫
ω
| log
(
|ψω(z)|2
||ψ(z)||2
ℓ2
)
∂2φ
∂z1∂z1
dν(ω)| dm(z)
≤ c ∫
z∈K
∫
ω
∣∣∣log( |ψω(z)|2||ψ(z)||2
ℓ2
)
dν(ω)
∣∣∣ dm(z)
= c
∫
z∈K
∫
ω
|log(|ω′|2)| dν(ω′) dm(z)
where ω′ is a standard centered Gaussian (∀z), thusly proving integra-
bility as:∫
z∈Ω
∫
ω
∣∣∣∣log( |ψω(z)|2||ψ(z)||2
ℓ2
)
∣∣∣∣ ≤ C
∫
|x|<1
| log(x)|dm(x)+ c
∫
|x|>1
|xe−x2|dm(x) ≤ c
Finally,∫
Ω
β ∧ E[Zψω ] =
i
2π
∫
Ω
∂∂β log(‖ψ(z)‖2ℓ2) +
∫
Ω
C
∂2φ
∂zi∂zj
dm(z)
=
i
2π
∫
Ω
∂∂β ∧ log(||ψ(z)||2ℓ2)

Corollary 3.2. For ψω a random holomorphic function on C
n,
E[Zψω ] =
i
2π
(dz1 ∧ dz1 + dz2 ∧ dz2 + . . .+ dzn ∧ dzn)
9In Theorem 3.1, we proved that the expected zero set is determined by
the variance of a of the random function when evaluated at a point. More
can be said:
Theorem 3.3. For gaussian analytic functions the expected zero set de-
termines the process uniquely (up to multiplication by nonzero holomorphic
functions) on a simply connected domain.
This theorem is proven in one dimension by Sodin [14], and the same
proof works in n-dimensions.
4. Invariance of Gaussian random functions with respect to the
isometries of the reduced Heisenberg group.
The invariance property of the random function in question with respect
to the reduced Heisenberg group’s isometries plays a central role in proving
that:
max
z∈∂B(0,r)
(
log(|ψω(z)|)− 1
2
|z|2
)
= max
z∈∂B(ζ,r)
(
log(|ψω(z)|)− 1
2
|z|2
)
This invariance property, which was known and used in the 1 dimensional
case, and makes sense (from the view that ∀(z, α) ∈ X, αψω(z)) defines a
standard complex Gaussian random variable for any fixed z. Apparently,
however, there was no proof in the literature until recently, [9]. I also in-
dependently came up with this same result by using the properties of the
Heisenberg group, and this is presented here.
This next result is that a random holomorphic function is well defined
independent of basis chosen, and also will be shortly restated in order to
give an important translation law for random holomorphic functions of Cn.
Lemma 4.1. If {φj}j∈Λ is an orthonormal basis for HX
then there exists {ω′j}j∈Λ independent identically distributed standard
complex Gaussian random variables such that for all (z, α) ∈ Hnred,
αψω(z) = φω′(z, α), a.s.
where φω′(z, α) =
∑
ω′jφj(z, α).
Proof. For all j ∈ N, let ω′j = 〈αψω(z), φj(z, α)〉HX , which is a standard
complex Gaussian random variable by Theorem 2.9. Further, for j 6= k, ω′j
and ω′k are independent.
Let f ∈ HX ⇒ f =
∑
ajφj, {aj}j∈N ∈ ℓ2
We now demonstrate that φω′ = ψω as a Gaussian field:
10
〈φω′, f〉 =
∑
ajω
′
j
〈ψω, f〉 = 〈ψω,
∑
ajφj〉
=
∑
aj〈ψω, φj〉
=
∑
ajω
′
j
As HX = H
∗
X , for evaluation maps eva(z0,α0) = 〈
∑
bnφj, ·〉,∑
bnφj ∈ HX and therefore by the above work:
〈φω′,
∑
bjφj〉 =
∑
ω′jbj =
∑
ω′jφj(z0, α0) =
∑
ωjα0ψj(z0) 
Definition 4.2. A Gaussian random function is invariant with respect to
τ if both 〈·, ψω〉 and 〈·, τ ∗ψω〉 induce the same Gaussian field.
A random CR-holomorphic function on X, will be invariant with respect
to isometries of X. These will in turn be important for random holomorphic
functions on Cn, which is illustrated in the following simple but important
lemma.
Let τ(z, α) = (z + ζ, e−zζαβ), |β| = e− |ζ|
2
2 . Recall that τ is an isometry
of HX .
Lemma 4.3. For all z ∈ Cn, there exists ω′j independent identically dis-
tributed standard complex Gaussian random variables, such that
e−
1
2
|z|2ψω(z) = e−
1
2
|z+ζ|2−i·Im(zζ)ψω′(z + ζ)
Proof. Here, ζ is any fixed complex number and we set β = e−|ζ|
2
. Both
{αψj(z)} and {τ ∗(αψj(z))} are orthonormal bases of HX , and they there-
fore induce the same Gaussian random function, as these are well defined
independent of basis by Lemma 4.1. Hence
αψω(z) = αβe
−zζψω′(z + ζ)
e−|z|
2
ψω(z) = e
− 1
2
(|z|2+|ζ|2+2zζ)ψω′(z + ζ)
= e−
1
2
|z+ζ|2−i·Im(zζ)ψω′(z + ζ)

Corollary 4.4. The random variable: max
z∈∂B(0,r)
(
log(|ψω(z)|)− 1
2
|z|2
)
is
invariant with respect to τ ∗. In other words
max
z∈∂B(0,r)
(
log(|ψω(z)|)− 1
2
|z|2
)
= max
z∈∂B(ζ,r)
(
log(|ψω(z)|)− 1
2
|z|2
)
11
Proof. This corollary just specializes the previous lemma as,
max
z∈∂B(0,r)
(
log |ψω(z)| − 1
2
|z|2
)
= max
z∈∂B(0,r)
(
log |ψω(z)| − log(e 12 |z|2)
)
= max
z∈∂B(0,r)
log(|αψω(z)|), |α| = e− 12 |z|2
= max
z∈∂B(0,r)
log(τ ∗(|αψω(z)|))
= max
z∈∂B(0,r)
log(|βψω(z + ζ)|), |β| = e− 12 |z+ζ|2
= max
z∈∂B(ζ,r)
log((|β ′ψω(z)|)), |β ′| = e− 12 |z|2
= max
z∈∂B(ζ,r)
(
log |ψω(z)| − 1
2
|z|2|
)

5. An estimate for the growth rate of random holomorphic func-
tions on the reduced Heisenberg group.
In this section we begin working towards my main results. Lemma 5.4
is interesting in and of itself as it proves that random functions for HX are
of finite order 2, a.s. From hence forth we will work with Cn, for any one
fixed n.
Definition 5.1. A family of events {Er}r∈R+, dependent on r, will be called
a small family of events if exists R, and c > 0, such that for all r >
R, Prob(Er) ≤ e−cr2n+2.
We will be using properties of Gaussian random holomorphic functions
to deduce typical properties of functions, and the size of the family of events
where these typical properties will not work will always be small.
Let Mr,ω = max
∂B(0,r)
log |ψω(z)|
We will be able to compute this, adapting a strategy that Sodin and
Tsirelison, [15], used to solve the analogous 1 dimension problem, by using
the Cauchy Integral Formula in conjunction with some elementary proba-
bility theory and computations:
Lemma 5.2. Let ω be a standard complex Gaussian RV (mean 0, Variance
1), with a probability distribution function dν(ω)
then: a-i) ν({ω : |ω| ≥ λ}) = e−λ2
a-ii) ν({ω : |ω| ≤ λ}) = 1− e−λ2 ∈ [λ2
2
, λ2], ifλ ≤ 1
b) If {ωj}j∈Nn is a set of of independent identically distributed standard
Gaussian random variables, then ν({ω : |ωj| < (1 + ε)|j|}) = c > 0.
12
Here, and throughout this paper for j ∈ Nn, |j| :=∑ ji
Lemma 5.2-a) is a straight forward computation using that the proba-
bility distribution for a standard complex Gaussian.
Proof. of b) ν({ωj : |ωj| < (1 + ε)|j|}) = 1− e−(1+ε)2|j|(
ν({ω : |ωj| < (1 + ε)|j|}) > 0
) ⇔ |j|=∞∏
j∈Nn,|j|=0,
1− e−(1+ε)2|j| = c
⇔ c
∑
|j|n| log
(
1− e−(1+ε)2|j|
)
| <∞
as there are about c|j|n, j ∈ Nn with a fixed value of |j|.
∀|x| < 1, log(1− x) = − ∫ ∑(x)m =∑
m≥0
xm+1
m+ 1
Therefore,
∑
|j|
∣∣∣log (1− e−(1+ε)2|j|)∣∣∣ ≤ c∑
m
mne−(1+ε)
2m
<∞ 
The following lemma is needed twice in this paper, including in the proof
of Lemma 5.4.
Lemma 5.3. If j ∈ N+,n then |j||j|
jj
≤ n|j|
Proof. Let uk =
jk
|j| ≥ 0, hence
∑n
k=1 uk = 1.
As
∑
ukδuk is a probability measure:
n∑
j=1
uk log
(
1
uk
)
≤ log
∑ 1
uk
uk, by Jensen’s inequality.
= log(n)
Hence, n|j| ≥
∏
k
(uk)
−|j|uk
= |j|
|j|
jj

Lemma 5.4. (Probabilistic Estimate on the Rate of growth of the maximum
of a random function on Cn)
For all δ > 0,
Er,δ :=
{
ω :
∣∣∣∣ log(Mr,ω)r2 − 12
∣∣∣∣ ≥ δ
}
is a small family of events
Proof. We will first prove that: ν({ω : log(Mr,ω)
r2
≥ 1
2
+ δ} ≤ e−cδ,1r2n+2 and
we will prove this by specifying a set of measure almost 1 where the max
13
grows at the appropriate rate.
Let Ωr be the event where: i) |ωj| ≤ e δr
2
4 , |j| ≤ 2e · n · r2
ii)|ωj| ≤ 2 |j|2 , |j| > 2e · n · r2
ν(Ωcr) ≤
∑
|j|≤2e·nr2
ν({|ωj | > e δr
2
4 }) +
∑
|j|>2e·nr2
ν({|ωj| > 2
|j|
2 })
≤ cnr2ne
(
−e δr
2
2
)
+
∑
|j|>2e·nr2
e−2
|j|
≤ e−ecr2 + ce−2cr2 , ∀r > R0
≤ e−ecr
We now have that Ωcr is contained in a small family of events (and in
fact could make a stronger statement on the rate of decay in terms of r). It
now remains for me to show that ∀ω ∈ Ωr, log |Mr,ω |r2 ≤ 12 + 12δ.
∀ω ∈ Ωr, we have that:
Mr,ω ≤
|j|≤4e·n( 1
2
r2)∑
|j|=0
|ωj| |z|
j
√
j!
+
∑
|j|>4e·n( 1
2
r2)
|ωj| |z|
j
√
j!
=
1∑
+
2∑
Using the Cauchy-Schwartz inequality:
1∑
≤ (e 14 δr2)√c(r2)n
(∑
j
|z2j |
j!
) 1
2
≤ cne δr
2
4 rne
1
2
r2
≤ e(r2)( 12+ 13 δ), ∀r > Rn,δ.
2∑
≤
∑
|j|>4e·nr2
(2)
|j|
2
|zj |√
j!
≤
∑
|j|>4e·nr2
(2)
|j|
2
( |j|
4en
) |j|
2 ∏
k
(
e
jk
) jk
2
, by Sterling’s Formula
≤ C, by Lemma 5.3.
Hence, ∀ω ∈ Ωr, log(Mr,ω) ≤ (12 + 12δ)r2
It now remains for me to show that:
∀δ < ∆, ν
({
ω :
log(Mr,ω)
r2
≤ 1
2
− δ
})
≤ e−cδ,2r2n+2
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which we will do by using Cauchy’s integral formula to transfer information
on Mr,ω to individual coefficients ωj. It suffices to prove this result only
for small δ as δ < δ′ ⇒ Eδ′,r ⊂ Eδ,r. The constant ∆ can be explicitly
determined.
It will be most convenient to prove this result for the polydisk, where
the Cauchy Integral Formula applies. The notation for the polydisk is the
standard one: P (0, r) := {z ∈ Cn : ∀i, |zi| < r}
Let M ′r,ω = max
z∈P (0,r)
|ψω(z)|
The corresponding claim for a poly disk is that:
M ′r,ω ≥
n
2
r2 − δr2
except for a small family of events.
We will now look at the probability of the event consisting of ω such
that:
log(M ′r,ω) ≤
(n
2
− δ
)
r2
By Cauchy’s Integral Formula:
∣∣∣∂jψω∂zj ∣∣∣ (0) ≤ j!M ′r,ωr−|j|
By direct computation using the definition of ψω(z) in terms of a power
series: ∣∣∣∣∂jψω∂zj
∣∣∣∣ (0) = |ωj|√j!
Therefore: |ωj| ≤ cM ′r,ω
√
j!r−|j|,
and using Sterling’s formula (j! ≈ √2π√jjje−j), we get that:
|ωj| ≤ (2π)n2 (
∏
k j
1
4
k )e
(n
2
−δ)r2+∑ jk
2
log(jk)−(|j|) log r− |j|2 , ∀k, jk 6= 0.
The (2π)
n
2 j
1
4 term will not matter in the end so we will focus instead on the
exponent.
A =
(n
2
− δ
)
r2 − |j|
2
+
∑
k
(
jk
2
log(jk)
)
− (|j|) log(r)
=
k=n∑
k=1
(
jk
2
)((
1− 2δ
n
)
r2
jk
− 1 + log(jk)− 2 log(r)
)
Let jk = γkr
2
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A =
k=n∑
k=1
(
γkr
2
2
)((
1− 2δ
n
)
1
γk
− 1 + log(γk)
)
= −δr2 + nf(γk)r
2
2
, where f(γk) = 1− γk + γk log(γk)
f(γk) = (1− γk)2 − (1− γk)3 + o((1− γ)4) near 1.
Hence ∃∆ such that ∀δ ≤ ∆ if γk ∈
[
1−
√
δ
n
, 1 +
√
δ
n
]
then A ≤ −δr2
2
Therefore for j as above |ωj| ≤ (2π)n2 (
∏
k j
1
4
k )e
− δr2
2 ≤ cr n2 e− δr22 . This
holds true for all ωj, j in terms of r. Specializing our work for large r, we
have that ∀ε > 0, ∃R, such that ∀r > R, |ωj| ≤ e− 12 (δ−ε)r2 . Note that the
factor of ε is used to compensate for the
√
2πj
1
4
k terms. The probability of
which may be estimated using Lemma 5.2 as:
ν({ω : |ωj| ≤ e− 12 (δ−ε)r2}) ≤ e−(δ−ε)r2 .
Hence Eδ,r is a small family of events as:
ν({ω : logM ′r,ω ≤ (12 − δ)r2})
≤ ν({ω : |ωj| ≤ e− 12 (δ−ε)r2 , and jk ∈ [(1−
√
δ
n
)r2, (1 +
√
δ
n
)r2]})
≤ (e−(δ−ε)r2)(2
√
δ
n
r2)n = e−2
n(1+o(δ))δ
n+2
2 r2n+2 = e−c1,δr
2n+2
, using the inde-
pendence of ωj.
Mr,ω ≥M ′ 1√
n
r,ω
≥ 1
2
r2 − δr2, except for small events thus proving the lemma.

Results of this type can deceive one into thinking of random holomor-
phic functions as e
1
2
z2. This absolutely is not the case, as they are weakly
invariant with respect to the isometries of the reduced Heisenberg group. In
particular, an analog of the previous theorem holds at any point (whereas
this will be false for e
1
2
z2).
Corollary 5.5. For all δ > 0 and z0 ∈ B(0, r)\B(0, 12r), there exists ζ ∈
B(z0, δr) s.t.
log |ψω(ζ)| >
(
1
2
− 3δ
)
|z0|2
except for on a small family of events.
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Proof. By Lemma 5.4:
ν({ω : max
z∈∂B(0,r)
log |ψω(z)| − 1
2
|z|2 ≤ −δr2}) ≤ e−cr2n+2
By Lemma 4.3, we have that for z0 ∈ B(0, r)\B(0, 12r), z ∈ B(z0, δr):
ν({ω : max
z∈∂B(0,δr)
log |ψω(z − z0)| − 1
2
|z − z0|2 ≤ −δ(δr)2}) ≤ e−cr2n+2
Hence, ∃ z ∈ B(z0, δr) s.t. log |ψω(z − z0)| − 12 |z − z0|2 ≥ −δ(δr)2, except
for a small family of events.
By hypothesis, |z0| ∈ [12r, r), hence |z − z0| ≤ δr ≤ 14r = r2 12 ≤ 12 |z0|
Hence, |z0 − z|2 ≥ |z0|2 − δr2 ≥ |z0|2(1− 2δ)
Without loss of generality assume that δ < 1
4
.
log |ψω(z − z0)| ≥ 12 |z − z0|2 − δ3r2 ≥ |z0|2 12(1− 2δ)2 − 4δ3|z0|2≥ 1
2
|z0|2 − 2δ|z0|2 − 14δ|z0|2≥ 1
2
|z0|2 − 3δ|z0|2
And, setting ζ = z − z0 this is what we set out to prove. 
Using that log max
B(0,r)
|ψω| is an increasing function in terms of r, we have
the following corollary:
Corollary 5.6. For all δ > 0
a) Prob
({
ω : lim
r→∞
(logmaxz∈B(0,r) |ψω(z)|)− 12r2
r2
/∈ [−δ, δ]
})
= 0
b) Prob
({
ω : lim
r→∞
(logmaxz∈B(0,r) |ψω(z)|)− 12r2
r2
6= 0
})
= 0
This corollary as well as corollary 6.6 have already been proven by more
direct methods, [17].
Proof. Part b follows immediately from part a, which we now prove:
Let Eδ,R = {ω : logmaxB(0,R) ψω(z)−
1
2
R2
R2
/∈ [−δ, δ]}
Let Rm = r + δ(m+ 1)r, r > 0
Let sm ∈ [Rm−1, Rm].
Claim: ∀m > Mδ, ∀sm, Eδ,sm ⊂ E 1
3
δ,Rm
⋃
E 1
3
δ,Rm−1
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Let Mδ = max{M1,δ, M2,δ}, which may be specifically determined.
Case i: for ω ∈ Eδ,sm, log max
B(0,sm)
ψω ≥ 1
2
s2m + δs
2
m
log max
B(0,Rm)
|ψω| ≥ 12s2m + δs2m,
≥ 1
2
(1 +mδ)2r2 + δ(1 +mδ)2r2
> 1
2
R2m +
1
3
δR2m, ∀m > M1,δ
Therefore, ω ∈ E δ
3
,Rm
Case ii: for ω ∈ Eδ,sm, log max
B(0,sm)
ψω ≤ 1
2
s2m − δs2m
log max
B(0,Rm−1)
|ψω| ≤ 12s2m − δs2m
≤ 1
2
(1 + (m− 1)δ)2r2 − δ(1 +mδ)2r2
≤ 1
2
R2m−1 − 13δR2m−1, ∀m > M2,δ
Therefore, ω ∈ E δ
3
,Rm−1 ,
Hence, ∀m > Mδ and ∀s ∈ [Rm−1, Rm], Eδ,s ⊂ E 1
3
δ,Rm−1 ∪ E 13 δ,Rm
Hence, Prob(
⋃
s∈[Rm−1,Rm]Eδ,s) ≤ 2e−cδr
2n+2m2n+2 , and∑
m∈N
Prob(
⋃
s∈[Rm−1,Rm]
Eδ,s) =
∑
m∈N
e−cδm
2n+2
< ∞, and the result follows.

6. The Second main lemma.
Essentially to prove the main theorem that we are working towards we
need only one more interesting lemma, Lemma 6.5, in which we will give
an estimate for
∫
log |ψω|. This will be proved first by obtaining a crude
estimate for
∫ | log |ψω||, except for a small family of events, and then by
proving facts about the Poisson Kernel, which will allow me to approximate
using Riemann integration the first integral with values of log |ψω(z)| at a
number of fairly evenly spaced points.
In order to establish notation I state the following standard result:
Proposition 6.1. For ζ ∈ B(0, r), h a harmonic function
h(ζ) =
∫
∂B(0,r)
Pr(ζ, z)h(z)dσr(z)
where dσr is the Haar measure of the sphere Sr = ∂B(0, r) and Pr is the
Poisson kernel for B(0, r).
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A proof of this can be found in many standard text books, [8]. It is
convenient to normalize σr so that σr(Sr) = 1. For this normalization, the
Poisson Kernel is:
Pr(ζ, z) = r
2n−2 (r
2 − |ζ |2)
|ζ − z|2n
Lemma 6.2. For all r > Rn,
∫
∂B(0,r)
| log(|ψω|)|dσr(z) ≤ (32n+1)r2 except
for a small family of events.
Proof. By Lemma 5.4, with the exception of a small family of events, there
exists ζ0 ∈ ∂B(0, 12r) such that log(|ψω(ζ0)|) > 0.
Combining this with Proposition 6.1,∫
∂B(0,r)
Pr(ζ0, z) log(|ψω(z)|)dσr(z) ≥ log(|ψ(ζ0)|) ≥ 0.
Hence,∫
∂(B(0,r))
Pr(ζ0, z) log
−(|ψω(z)|) ≤
∫
∂(B(0,r))
Pr(ζ0, z) log
+(|ψω(z)|)
Since ζ ∈ ∂B(0, 1
2
r) and z ∈ ∂B(0, r), we have: 1
2
r ≤ |z − ζ | ≤ 3
2
r.
Hence by using the formula for the Poisson Kernel,
1
3
(
2
3
)2n−2
≤ Pr(ζ, z) ≤ (2)2n−23
Therefore,
∫
∂B(0,r)
log+(|ψω(z)|)dσr(z) ≤ logMr ≤ (12 + δ)r2 ≤ r2, except for
a small family of events, by Lemma 5.4.∫
∂(B(0,r))
P (ζ0, z) log
+(|ψω(z)|) ≤ σr(Sr) log(Mr)3(2)2n−2
≤ 3(2)2n−2r2∫
∂(B(0,r))
log−(|ψω(z)|)dσr(z) ≤ 1minz P (ζ0,z)
∫
∂(B(0,r))
P (ζ0, z) log
+(|ψω(z)|)
≤ 3 (3
2
)2n−2 ∫
∂(B(0,r))
P (ζ0, z) log
+(|ψω(z)|)
≤ 9 (3
2
)2n−2
(2)2n−2r2
≤ 32nr2
And, the result follows immediately.

As we are already able to approximate log |ψω(z)| at any finite number
of points in order to use Reimann integration to prove Lemma 6.5 we will
need to be able to choose ”evenly” spaced points on the sphere, as chosen
according to the next proposition:
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Lemma 6.3. (A partition of a Sphere)
If (2n)m2n−1 = N
then S2nr ⊆ R2n can be ”divided” into measurable sets {Ir1 , Ir2 , . . . , IrN} such
that:
1)
⋃
j I
r
j = Sr
2) ∀j 6= k, Irj
⋂
Irk = ∅,
3) diam(Irj ) ≤
√
2n−1
m
r = cn
N
1
2n−1
r
Proof. Surround Sr with 2n pieces of planes: P+,1, P+,2, . . . , P+,n, P−,1, . . . P−,n,
where
P+,j = {x ∈ R2n+1 : ||x||L∞ = r, xj = r}
P−,j = {x ∈ R2n+1 : ||x||L∞ = r, xj = −r}
Subdivide each piece into m2n−1 even 2n − 1 cubes, in the usual way, and
denote these sets R1, . . . , RN .
Let Irj = {x ∈ Sr : λx ∈ Rn, λ > 0}
By design, λ ≥ 1 and x, y ∈ Ij ⇒ d(x, y) < d(λ1x, λ2y) ≤ 2mr =
diam(Rj). These sets can be redesigned to get that I
r
j
⋂
Irk = ∅ , j 6= k by
carefully defining Ri so that Rj
⋂
Rk = ∅. 
The following elementary result is less well known then others and will
be very useful in proving Lemma 6.5. Note this integration is with respect to
w, which is not the same variable of integration that is used in Proposition
6.1. This is done because the goal of this section, Lemma 6.5, is to estimate
a surface integral, which corresponds to integration with respect to the first
variable.
Lemma 6.4. For κ < 1∫
w∈Snκr
Pr(w, z)dσκr(w) = 1
Proof. Pr(w, z) = r
2n−2 r2−|w|2
|z−w|2n , z ∈ ∂B(0, r)
If w ∈ S2nκr ⊆ R2n, then the poisson Kernel can be rewritten as a function
of |z − w|, and as such ∀Υ ∈ Un(Rn), Pr(Υw,Υz) = Pr(w, z)
Let f(z) =
∫
w∈Snκr Pr(w, z)dσκr(w)
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f(z) =
∫
w∈Snκr Pr(w, z)dσκr(w)
=
∫
w∈Snκr Pr(Υw,Υz)dσκr(w), by the above work.
=
∫
w∈Snκr Pr(Υw,Υz)dσκr(Υw), as dσκr is invariant under rotations.
=
∫
w∈Snκr Pr(w,Υz)dσκr(w), by a change of coordinates.
= f(Υz)
Hence f(z) = c, ∀z ∈ Snr
By switching the order of integration we compute that:
1 =
∫
w∈Snκr
∫
z∈Snr
Pr(w, z)dσr(z)dσκr(w) = c

Now we are able to prove our final lemma.
Lemma 6.5. For all ∆ > 0,{
ω : 1
r2
∫
z∈∂B(0,r)
log |ψω|dσr(z) ≤ 1
2
−∆
}
is a small family of events.
Proof. It suffices to prove the result for small ∆. Let ∆ > 0. Let
an =
1
2(2n+2)(2n−1) . Set δ =
(
1
λ
∆
)( 1
an
)
<
1
6
, λ > 0 to be determined later.
Choose m ∈ N such that writing N = (2n)m2n−1, 1
N
≤ δ. Let κ = 1− δan .
Choose Iκrj measurable subsets of Sκr as in Proposition 6.3.
In particular:
1) Sκr = ∪Iκrj , a disjoint union.
2)
∑
σr(I
κr
j ) = 1
3) diam(Iκrj ) ≤ cn
N
1
2n−1
κr ≤ cδ 12n−1 r
Let σj = σκr(I
κr
j ), which does not depend on r.
For all j fix a point xj ∈ Iκrj
By Lemma 5.5, ∃ζj ∈ B(xj , δr) such that
log(|ψω(ζj)|) >
(
1
2
− 3δ
)
|xj|2 =
(
1
2
− 3δ
)
κ2r2
Except, of course, on N different small families of events (the union of which
remains a small family of events).
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(
1
2
− 3δ) (1− δan)2r2 ≤
N∑
j=1
σj log(|ψω(ζj)|)
≤
∫
∂B(0,r)
(∑
j
σjPr(ζj, z) log(|ψω(z)|)dσr(z)
)
=
∫
∂(B(0,r))
(∑
j
σj(Pr(ζj, z)− 1)
)
log(|ψω(z)|)dσr(z)
+
∫
∂(B(0,r))
log(|ψω(z)|)dσr(z)
Hence,∫
∂B(0,r)
log(|ψω|)dσr
≥ (1
2
− 3δ)(1− δan)2r2 − ∫ | log |ψω||dσr ·maxz |∑j σj(Pr(ζj , z)− 1)|
≥ (1
2
− 3δ)(1− δan)r2 − (32n + 1)r2 · Cnδ
1
2(2n−1) ≥ 1
2
r2 − λδanr2
by Lemmas 6.2 and the following claim. After proving this claim, the result
will follow.
Claim: max
z∈∂(B(0,r))
∣∣∣∣∣
∑
j
σj(Pr(ζj, z)− 1)
∣∣∣∣∣ ≤ Cnδ 12(2n−1)
Proof of claim: ∀z ∈ ∂B(0, r), ∫
ζ∈∂B(0,κr) Pr(ζ, z)dσκr(ζ) = 1, by Lemma
6.4.
Hence, 1 =
∑j=N
j=1 σjPr(ζj, z) +
∑j=N
j=1
∫
ζ∈Iκrj
(Pr(ζ, z)− Pr(ζj, z))dσκr(ζ)
And, |∑j=Nj=1 σj(Pr(ζj, z)− 1)| = |∑j=Nj=1 ∫ζ∈Iκrj (Pr(ζ, z)− Pr(ζj, z))dσκr(ζ)|
≤ max
j, ζ∈Iκrj
|ζ − ζj| · max
w∈B(0,(κ+δ)r)\B(0,(κ−δ)r)
∣∣∣∣∂Pr(w, z)∂w
∣∣∣∣
∂Pr(w, z)
∂w
= −r2n−2w|z − w|
2 + (r2 − |w|2)n(z − w)
|z − w|2n+2
As |z| = r, and |w| = (1− ε)r ∈ [(κ− δ)r, (κ+ δ)r]∣∣∣∂Pr(w,z)∂w ∣∣∣ ≤ 2+4εnrε2n+2 ≤ cnrε2n+2 = cnr δ− 12(2n−1)
And, maxζ |ζ − ζj| ≤ diam(Ij) + δr ≤ cδ 12n−1 r + δr ≤ c′rδ 12n−1
Therefore: |∑j=Nj=1 σj(Pr(ζj, z)− 1)| ≤ Cδ 12n−1 · δ− 12(2n−1) = Cδ 12(2n−1)
Proving the claim and the lemma.

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This lemma gives an alternate proof for the growth rate of the charac-
teristic function. Let T (f, r) =
∫
Sr
log+ |f(z)|dσr(z), the Nevanlina char-
acteristic function. As (
∫
Sr
log |ψω|dσr) is increasing the proof of Corollary
5.6 can be used in conjunction with Lemma 6.5 to prove that ψω(z) is a.s.
finite order 2.
Corollary 6.6. For all δ ∈ (0, 1
3
]
a) Prob
({
ω : lim
r→∞
(
∫
Sr
log |ψω|dσr)− 12r2
r2
/∈ [−δ, δ]
})
= 0
b) Prob
({
ω : lim
r→∞
(
∫
Sr
log |ψω|dσr)− 12r2
r2
6= 0
})
= 0
c) Prob
({
ω : lim
r→∞
T (ψω, r)− 12r2
r2
6= 0
})
= 0
7. Proof of Main results.
We will now be able to put the pieces together to estimate the number
of zeroes in a large ball for a random holomorphic function ψω(z). Further,
This will help us to compute the hole probability.
Definition 7.1. For f ∈ O(B(0, r)), B(0, r) ⊂ Cn, the unintegrated count-
ing function,
nf (r) :=
∫
B(0,t)
⋂
Zf
( i
2π
∂∂ log |z|2)n−1 = ∫
B(0,t)
( i
2π
∂∂ log |z|2)n−1∧ i
2π
∂∂ log |f |
The equivalence of these two definitions follows by the Poincare-Lelong
formula. The above form (( i
2π
∂∂ log |z|2)n−1) gives a projective volume, with
which it is more convenient to measure the zero set of a random function.
The Euclidean volume may be recovered as
∫
B(0,t)
⋂
Zf
( i
2π
∂∂ log |z|2)n−1 =∫
B(0,t)
⋂
Zf
( i
2πt2
∂∂|z|2)n−1.
Lemma 7.2. If u ∈ L1(Br), and ∂∂u is a measure, then∫ t=R
t=r 6=0
dt
t
∫
Bt
i
2π
∂∂u ∧ ( i
2π
∂∂ log |z|2)m−1 = 1
2
∫
SR
udσR − 1
2
∫
Sr
udσr
A proof of this result is available in the literature, [16].
When applying this to random functions, my previous estimates of the
surface integral will turn out to be extremely valuable.
Theorem 1.1 For all δ > 0,
Fr :=
{
ω :
∣∣∣∣nψω(r)− 12r2
∣∣∣∣ ≥ δr2
}
is a small family of events.
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Proof. It suffices to prove the result for small δ.
We will start by estimating that:
ν
({
ω :
nψω(r)
r2
≥ 1
2
+ δ
})
≤ e−cδr2n+2
nψω(r) log(κ) ≤
∫ t=κr
t=r
nψω(t)
dt
t
≤ nψω(κr) log(κ), as n(r) is increasing.
let κ = 1 +
√
δ. Except for a small family of events, we have:
nψω(r) log(κ) ≤
∫ t=κr
t=r
nψω(t)
dt
t
=
∫ t=κr
t=r
∫
B(0,t)
i
2π
∂∂ log |ψω(z)| ∧
(
i
2π
∂∂ log |z|2
)n−1
dt
t
=
1
2
∫
Sκr
log |ψω(z)|dσ − 1
2
∫
Sr
log |ψω(z)|dσ, by Lemma 7.2.
≤ 1
2
((
1
2
+ δ
)
κ2r2 −
∫
Sr
log |ψω(z)|dσ
)
, by Lemma 5.4.
≤ 1
2
((
1
2
+ δ
)
r2κ2 −
(
1
2
− δ
)
r2
)
, by Lemma 6.5.
2
nψω(r)
r2
≤ 1
log(κ)
(
κ2
(
1
2
+ δ
)
−
(
1
2
− δ
))
=
κ2 − 1
2 log(κ)
+ δ
κ2 + 1
log(κ)
≤ 1 + c
√
δ.
This proves the probability estimate when the unintegrated counting
function is significantly larger then expected.
In order to prove the other probability estimate:
ν
({
ω :
nψω(r)
r2
≤ 1
2
− δ
})
≤ e−cδr2n+2
We start by using that:
∫ t=r
t=κ−1r nψω(t)
dt
t
≤ nψω(r) log(κ). We then use
that, except for a small family of events, we have that:
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nψω(r) log(κ) ≥
∫ t=r
t=κ−1r
nψω(t)
dt
t
=
∫ t=r
t=κ−1r
∫
B(0,t)
i
2π
∂∂ log |ψω(z)| ∧
(
i
2π
∂∂ log |z|2
)n−1
dt
t
=
1
2
∫
Sr
log |ψω(z)|dσ − 1
2
∫
S
κ−1r
log |ψω(z)|dσ, by Lemma 7.2.
≥ 1
2
[(
1
2
− δ)r2 −
∫
Sκ−1r
log |ψω(z)|dσ], by Lemma 6.5.
≥ 1
2
[(
1
2
− δ)r2 − (1
2
+ δ)r2κ−2], by Lemma 5.4.
2
nψω(r)
r2
≥ 1
log(κ)
((
1
2
− δ
)
− (1
2
+ δ)κ−2
)
=
1− κ−2
2 log(κ)
− δ1 + κ
−2
log(κ)
≥ 1− 2
√
δ

Using this estimate for the typical measure of the zero set of a random
function we get an upper bound for the hole probability, and putting this
together with some elementary estimates we get an accurate estimate for
the order of the decay of the hole probability:
Theorem 1.2 If
ψω(z1, z2 . . . , zn) =
∑
j
ωj
zj11 z
j2
2 . . . z
jn
n√
j1! · jn!
,
where ωj are independent identically distributed complex Gaussian random
variables, and
Holer = {ω : ∀z ∈ B(0, r), ψω(z) 6= 0},
then there exists c1, c2 > 0 such that for all r > Rn
e−c2r
2n+2 ≤ Prob(Holer) ≤ e−c1r2n+2
Proof. The upper estimate follows by the previous theorem, as if there is a
hole then nψω(r) = 0, and this can only occur on a small family of events.
Therefore it suffices to show that the hole probability is bigger than a
small set.
Let Ωr be the event where:
i) |ω0| ≥ En + 1,
ii) |ωj| ≤ e−(1+n2 )r2 , ∀j : 1 ≤ |j| ≤ ⌈24nr2⌉ = ⌈(n · 2 · 12)r2⌉
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iii) |ωj| ≤ 2 |j|2 , |j| > ⌈24nr2⌉ ≥ 24nr2
ν({ω| |ωj| ≤ e−(1+n2 )r2}) ≥ 12(e−(1+
n
2
)r2)2 = 1
2
e−(2+n)r
2
, by Lemma 5.2
#{j ∈ Nn|1 ≤ |j| ≤ ⌈24nr2⌉} = ((⌈24nr2⌉+n
n
)
) ≈ cr2n
Hence, ν(Ωr) ≥ C(e−cnr2n+2), by independence and Lemma 5.2. There-
fore Ωr contains a small family of events, and it now suffices to show that
for ω ∈ Ωr, ψω has a hole in B(0, r).
f(z) ≥ |ω0| −
|j|≤⌈24nr2⌉∑
|j|=1
|ωj| r
|j|
√
j!
−
∑
|j|>⌈24nr2⌉
|ωj| r
|j|
√
j!
= |ω0| −
1∑
−
2∑
1∑
≤ e−(1+n2 )r2
|j|≤⌈24nr2⌉∑
|j|=1
r|j|√
j!
≤ e−(1+n2 )r2√(24nr2 + 1)n√(ern), by Cauchy-Schwarz inequality.
≤ Cnrne−r2 ≤ ce−0.9r2 < 12 for r > Rn
2∑
≤
∑
|j|>24nr2
2
|j|
2
( |j|
24n
) |j|
2 1√
j!
, as r <
√
|j|
24n
≤ c
∑
|j|>24nr2
2
|j|
2
( |j|
24n
) |j|
2
k=n∏
k=1
(
e
jk
) jk
2
, by Sterling’s formula
= c
∑
|j|>24nr2
(|j|) |j|2(∏k=n
k=1 j
jk
2
k
)
n
|j|
2
( e
12
) |j|
2
≤ c
∑
|j|>1
(
1
4
) |j|
2
, by Lemma 5.3.
≤ c
∑
l>1
(
1
2
)l
ln ≤ En
Hence, |ψω(z)| ≥ En + 1−
1∑
−
2∑
≥ 1
2

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