A method is presented for costate estimation in nonlinear optimal control problems using multiple-interval collocation at Legendre-Gauss (LG) or Legendre-Gauss-Radau (LGR) points. Transformations from the Lagrange multipliers of the nonlinear programming problem to the costate of the continuous-time optimal control problem are given. When the optimal costate is continuous, the transformed adjoint systems of the nonlinear programming problems are discrete representations of the continuous-time first-order optimality conditions. If, however, the optimal costate is discontinuous, then the transformed adjoint systems are not discrete representations of the continuous-time first-order optimality conditions. In the case where the costate is discontinuous, the accuracy of the costate approximation depends on the locations of the mesh points. In particular, the accuracy of the costate approximation is found to be significantly higher when mesh points are located at discontinuities in the costate. Two numerical examples are studied and demonstrate the effectiveness of using the multiple-interval collocation approach for estimating costate in continuous-time nonlinear optimal control problems. 
Introduction
In the past two decades, direct collocation methods have become the preferred approach for solving optimal control problems. In a direct collocation method, the state and/or the control is approximated using trial (basis) functions and the continuous problem is transcribed to a finite-dimensional nonlinear programming problem (NLP). A particular class of direct collocation methods that has become popular in the last decade is that of pseudospectral methods. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] In a pseudospectral method, the state is approximated using a basis of Lagrange polynomials and the differential-algebraic constraint equations are enforced at a finite set of collocation points. The three most commonly used sets of collocation points for pseudospectral methods are the Legendre-Gauss 10-12, 14, 18 (LG), Legendre-GaussRadau 13-15, 17, 18 (LGR), and Legendre-Gauss-Lobatto 1, 3, 4, 9, 19 (LGL) points. These points are the roots of the linear combinations of a Legendre polynomial and/or its derivatives and correspond to the three different types of Gaussian quadrature. All three sets of points are defined on the interval [−1, 1], but differ in how the endpoints are incorporated.
LG points do not include the points −1 or +1, the LGR points include one of the endpoints, and the
LGL points include both the endpoints.
Pseudospectral methods have typically been employed in three different ways: h methods, p methods, and hp methods. In an h method, the optimal control problem is divided into many mesh intervals and a fixed low-degree polynomial is used in each mesh interval.
Convergence in an h method is then achieved by refining the mesh without changing the degree of the polynomial approximation in a mesh interval. In a p method, a small number of approximating mesh intervals (often a single mesh interval) are used and convergence is achieved by increasing the degree of the polynomial approximation in each mesh interval. If the solution in each mesh interval is smooth, a p method converges at an exponential rate.
Finally, an hp method is a combination of an h and a p method in that both the number of mesh intervals and the degree of the approximating polynomial in each mesh interval are allowed to change in order to achieve convergence to the solution of the optimal control
problem. An advantage to using an h method over a p method is that an h method NLP is more sparse than a p method NLP. Recent research, 17 however, has demonstrated that both accuracy and computational efficiency can be gained by using an hp method over using either an h method or a p method.
Several different h, p, and hp, pseudospectral methods have been previously developed, with p methods being the most studied of the different approaches. 20 Because the multiple-interval methods derived in this paper require continuity in the state at the mesh points, the formulation is significantly different from previously developed p method costate estimation procedures such as those found in Refs. 4, 11, 13, and 14. Specifically, for a continuous optimal costate it is found that the LG and LGR transformed adjoint systems are discrete representations of the continuous-time first-order optimality conditions. When the optimal costate is discontinuous, however, the transformed adjoint systems are not discrete representations of the continuous-time first-order optimality conditions if a mesh point is at the location of discontinuity in the costate. In this latter case, it is found by example that the costate estimate is significantly more accurate when mesh points are located at the discontinuities than when mesh points are not placed at the discontinuities. Two examples are studied to analyze the accuracy of the costate estimation methods derived in this paper.
In particular, the second example is a common type of problem that arises in aerospace engineering of minimum-energy control subject to a state inequality path constraint.
This paper is organized as follows: In Section 2 we define our notation and conventions. In Section 3 we state both the optimal control problem being approximated by our hp approach and the corresponding first-order optimality conditions. In Section 4 we define the nonlinear programming problem (NLP) that arises from the hp LG and hp LGR collocation methods used to discretize the continuous Bolza problem defined in Section 3. In addition, we derive the first-order optimality conditions of these two NLPs and provide a transformation of the NLP Lagrange multipliers to the costate of the continuous-time optimal control problem.
In Section 5 we study the accuracy of the costate estimation procedure on two examples.
The first example has a smooth solution while the second example has a discontinuous optimal costate. Finally, in Sections 6 and 7 we give a discussion of results and conclusions, respectively.
Conventions and Notation
For each method derived in this paper, (τ 1 , . . . , τ N k ) ∈ [−1, +1] denote the LG or LGR quadrature (collocation) points in interval k. 21 It should be noted that the LG quadrature points lie on the interval (−1, +1) while the LGR quadrature points lie on the interval
[−1, +1). In order to properly account for the boundary conditions, the LG method includes the noncollocated points τ 0 = −1 and τ N k +1 = +1 while the LGR method includes the noncollocated point τ N k +1 = +1. The manner in which these noncollocated points are used has been described in great detail in Refs. 13, 14, 18. For either method, the state in mesh interval k is approximated using a basis of Lagrange polynomials
where Z = 0 for the LG method and Z = 1 for the LGR method. Next, all vector functions of time are denoted as row vectors; that is,
We define the approximation of the state, control, and the NLP Lagrange multipliers corresponding to the discrete approximation to the dynamics at τ = τ i as X i , U i , and Λ i respectively. Moreover, in the LG method, X (k) is an (N k + 1) × n matrix corresponding to the state at the initial point plus the LG points in mesh interval k, while in the LGR method,
is an (N k + 1) × n matrix corresponding to the state at the LGR points and the final point in mesh interval k. Similarly, U (k) and Λ (k) are N k × n matrices that correspond to the control and NLP Lagrange multipliers, respectively, at either the LG or LGR points in mesh interval k. Finally, the notation A i:j attached to any matrix A denotes rows i through j of the matrix A and A i denotes row i of the matrix A.
In addition to the above vector and matrix conventions, the operation a, b is used to denote the standard inner product between the vectors a ∈ R n and b ∈ R n . Furthermore, if f : R n −→ R m , then ∇f is the m by n Jacobian matrix whose i th row is ∇f i . Using this convention, the gradient of a scalar-valued function is a row vector. If φ : R m×n −→ R and X is an m by n matrix, then ∇φ denotes the m by n matrix whose (i, j) element is (∇φ(X)) ij = ∂φ(X)/∂X ij . Finally, the Kronecker delta function is defined by δ ii = 1 and
Bolza Optimal Control Problem
Without loss of generality, consider the following fixed-time nonlinear optimal control problem in Bolza form. Minimize the cost functional
subject to the dynamic constraints
the inequality path constraints
and the boundary conditions (i.e., the event constraints)
where
, and t 0 and t f are fixed. Furthermore, we consider only problems where the functions g, f and C are not explicit functions of time, and the functions Φ, and φ are not explicit functions of t 0 and t f .
It is noted, however, that the results shown in this paper are easily extendable to problems with a varying initial and/or final time and/or problems where time appears explicitly in Eqs. (2)- (5).
Suppose now that the continuous Bolza problem of Eqs. (2)- (5) is divided into K mesh
from which we obtain dτ dt
Next, let x (k) (τ ) and u (k) (τ ) be the state and control, respectively, in mesh interval k. Using
Eq. (7), the Bolza optimal control problem in Eqs. (2)- (5) can be written as follows. First, the cost functional of Eq. (2) can be written as
Next, the dynamics of Eq. (3) and the path constraints of (4) are given in terms of τ in mesh
Furthermore, the boundary conditions of Eq. (5) are given as
Finally, the state is assumed to be continuous at an interior mesh point, that is,
First-Order Optimality Conditions of Bolza Problem
In this section, we develop the first-order optimality conditions from the calculus of variations for the multiple-interval continuous-time Bolza optimal control problem as given in Eqs. (8)- (11) . First, the augmented Hamiltonian in interval k is defined as
Applying the continuous-time first-order optimality conditions from the calculus of variations, 22, 23 we obtain
where ψ ∈ R q and ρ (k) ∈ R n is the jump (discontinuity) in the costate at the mesh points due to active path constraints and interior point constraints. Then, from the complementary slackness condition, the Lagrange multiplier γ (k) takes the values
LG & LGR Discretizations of Bolza Problem
In this section we consider the discretization of the continuous Bolza optimal control problem of Section 3 using multiple-interval versions of the previously developed Gauss (LG) and Radau (LGR) pseudospectral methods. [10] [11] [12] [13] [14] First, the optimal control problem is transcribed to a finite-dimensional NLP for each discretization method. Next, the Karush-Kuhn-Tucker (KKT) conditions of the LG and LGR NLPs, along with the corresponding transformed adjoint systems, 20 are derived for the hp LG and hp LGR methods. We show that if the costate is continuous, the transformed adjoint systems for both the LG and LGR hp methods are discrete approximations of the continuous-time first-order optimality conditions. If, however, the costate is discontinuous, we show that the LG and LGR transformed adjoint systems are not discrete approximations of the continuous-time first-order optimality conditions.
Legendre-Gauss Discretization
In the Gauss (LG) pseudospectral method, the state is approximated in each mesh interval k as
Differentiating X (k) (τ ) in Eq. (21) with respect to τ , we obtain
Collocating the right-hand side of the state dynamics of Eq. (9) with the derivative of the state approximation in Eq. (22) at the N k LG points, we have
where f
is the N k ×(N k +1) Gauss pseudospectral differentiation matrix 7, 10-12 in the k th mesh interval.
Next, the cost functional of Eq. (8) is approximated using a multiple-interval LG quadrature
where g
The path constraints of Eq. (10) are enforced at the N k LG points in mesh interval k as
Finally, the boundary conditions are approximated as
In addition, an NLP variable corresponding to the state at the terminal point of each mesh
, is included by adding the following Legendre-Gauss quadrature approximation to the the state at τ = +1:
It is noted that state continuity at the mesh points
When implementing the Gauss pseudospectral method, a single variable is used for the value of the state at the end of mesh interval k and the start of mesh interval k + 1, that is,
Hence, redundant variables defining the state at the interior mesh points are eliminated in the discretization and Eq. (28) can be written as
The NLP that arises from the Gauss pseudospectral approximation is to minimize the cost function of Eq. (25) subject to the algebraic constraints of Eqs. (23), (26), (27) and (30).
KKT Conditions for Legendre-Gauss Discretization
The Karush-Kuhn-Tucker (KKT) conditions of the NLP of Section 4.1 are now derived. The
Lagrangian of the NLP is given as 
each interval k and setting these derivatives equal to zero. The KKT conditions are given as
where D T j is the j th row of D T . Next, consider the following change of variables from continuous to discrete time:
Furthermore, define the matrix
From Eq. (36), the costate approximation at t = t f is obtained as
Next, let
where it is noted that Eq. (48) is formed by comparing Eqs. (33) and (35) together with the
Next, setting k = K in Eq. (48) and noting that λ
Suppose now that the costate is continuous at the mesh points k = 1, . . . , K − 1. Then the right-hand side of Eq. (48) is an approximation for the costate at the beginning of mesh
It is noted that the transformed adjoint system is a discrete representation of the continuoustime first-order necessary conditions if the costate is continuous at every mesh point.
Suppose now that the costate is discontinuous at a particular mesh point
. Therefore, if the costate is discon-
. Hence, the left-hand side of Eq. (45) is not a discrete approximation to the continuous-time costate dynamics. As a result, the transformed adjoint system given in Eqs. (44)- (48) is not a discrete representation of the first-order optimality conditions given in Eqs. (14)- (18).
Legendre-Gauss-Radau Discretization
In the Radau (LGR) pseudospectral method, the state is approximated in each mesh interval k as
Differentiating X (k) (τ ) in Eq. (53) with respect to τ , we obtain
Collocating the state dynamics of Eq. (9) with the derivative of the state approximation in Eq. (54) at the N k LGR points, we have
is the N k × (N k + 1) Radau pseudospectral differentiation matrix 13 in mesh interval k. The cost functional of Eq. (8) is then approximated using a multiple-interval LGR quadrature as
Furthermore, the path constraints of Eq. (4) are enforced at the N k LGR points in mesh interval k as
Continuity in the state at the mesh points k ∈ [1, . . . , K − 1] is imposed via the equality constraint
The NLP that arises from the Radau pseudospectral approximation is to minimize the cost function of Eq. (57) subject to the algebraic constraints of Eqs. (55), (58), (59) and (60). As with the multiple-interval form of the Gauss pseudospectral method, the same NLP variable is used for both X (k)
, thus eliminating the need for Eq. (60) and removing any redundant variables in the discretization. The constraints of Eq. (55) are then written as
KKT Conditions for Legendre-Gauss-Radau Discretization
The KKT conditions of the NLP of Section 4.3 are now derived. The Lagrangian of the LGR NLP is given as
where Λ (k) , Γ (K) , Ψ, and are the Lagrange multipliers associated, respectively, with the discretized dynamic constraints of Eq. (55), the discretized path constraints of Eq. (58), and the discretized event constraints of Eq. (59) in mesh interval k, respectively. The KKT conditions of the multiple-interval Legendre-Gauss-Radau discretization are then given as
Next, consider the following change of variables from continuous to discrete time:
In addition, let the matrix D †(k) be defined as
Substituting Eqs. (67)- (72) into Eqs. (63)-(66), the transformed adjoint system is given as
1 ),
Analogous to Ref. 13 , we expand Eq. (70) using Eqs. (64) and (65) to obtain the following relationships:
Next, the costate approximation at t = t f is given as
from which we obtain
The right-hand side of Eq. (78) for k = K is then an approximation to λ (K)
1 , and therefore, λ
. Consequently, the final term in Eq. (75) disappears for k = K. Furthermore, if the costate is continuous at the mesh point k = K − 1, we obtain
Furthermore, for k = K − 1, the right hand side of Eq. (78) becomes an approximation to
. Thus, we have
If the costate is continuous at every mesh point, it then follows that
As a result, the left hand side of Eq. (77) then is an approximation to the costate at t 0 .
Therefore, for the case when the costate is continuous at every mesh point, the final term in Eqs. (74) and (75) disappears and the transformed adjoint system is a discrete representation of continuous-time first-order optimality conditions.
where ρ (M ) is the difference between λ . Therefore, if the costate is discon-
in Eq. (75). As a result, the transformed adjoint system given in Eqs. (73)- (76) is not a discrete representation of the first-order optimality conditions given in Eqs. (14)- (18).
Examples
The costate estimation methods derived in Section 4 are now applied to two optimal control problems that have been studied extensively. In the first example the optimal costate is smooth, while in the second example the optimal costate is discontinuous. In the second part of the second example three intervals were used and these three intervals were connected at the locations of the costate discontinuity. The h method discretizations were solved utilizing a fixed lowdegree approximation in each interval using a variable number of intervals. The hp method discretizations were solved utilizing a variable number of collocation points per interval and a variable number of intervals. Throughout this section, the terminology "h − x" denotes an h method of degree x in every mesh interval, while "hp − x" denotes an hp method with a minimum polynomial degree of x in each interval.
Example 1
Consider the following optimal control problem taken from Ref. 13 . Minimize the cost functional J = 1 2
subject to the dynamic constraintẏ
and the boundary conditions
where t f = 5. The optimal state and costate for this example are y * (t) = (x * (t)) 2 and λ * y (t) = λ * x (t)/(2x * (t)), respectively, where x * (t) and λ * x (t) are given as
and
In this example we analyze the costate errors using the LG and LGR p, h-2, h-3, and h-4 methods. It is noted that the h-x methods are constructed with a uniformly distributed grid of mesh points. Because this example has a smooth solution, it is expected that a p method will converge the fastest. Furthermore, because the optimal costate is continuous, it is expected that the multiple-interval LG and LGR methods (i.e., h) will provide accurate approximations to the optimal costate because the transformed adjoint systems defined in Section 4 are discrete representations of the continuous-time first-order optimality conditions.
Figs. 1a and 1b show the base ten logarithm of the maximum absolute costate error as a function of the number of collocation points for LG and LGR p and h-x methods, respectively. Because the solution to this problem is smooth (that is, x * (t), u * (t), and λ * (t) are all smooth), the p method converges the fastest using either discretization scheme. Next, it is seen in Figs. 1a and 1b that the convergence rate using the h-x methods is much slower than the convergence rate using the p methods. For the h-x methods, the rate of convergence increases with the degree of approximating polynomial. A closer examination of Figs. 1a and 1b also reveals that the costate estimate using an LG h-x method converges faster than the corresponding costate estimate using an LGR h-x method.
Example 2
Consider the following optimal control minimum-energy optimal control problem with an inequality state constraint taken from Ref. 23 . Minimize the cost functional
subject to the dynamic constraintsẋ
the boundary conditions
and the constraint x(t) ≤ . The optimal costate for this example is
Unlike the optimal solution to Example 1, where the optimal solution was smooth, it is seen in Eqs. (97) and (98) that λ * x (t) is discontinuous while λ * v (t) is continuous but not smooth. In this example, we study the numerical approximations obtained for = 1/12. Furthermore, we consider discretizations where no mesh points are at the locations of the discontinuity in λ * x (t) and discretizations where mesh points are located at the discontinuity in λ * x (t).
Case 1: No Mesh Points at Costate Discontinuity
In this case we analyze LG and LGR p, uniformly spaced h-2, and hp-3 methods. In general, mesh points will not be located exactly at a costate discontinuity. Figs. 2a-3b show the base ten logarithm of the maximum absolute error at the collocation points for the costate as a function of the number of collocation points using LG and LGR p methods and uniformly distributed h-2 methods, respectively. First, it is seen that essentially no difference is seen in the convergence rates of the LG and LGR p and h-2 methods. Next, while λ v converges (albeit slowly), the first component of the costate does not converge when a mesh point is not located at the discontinuity.
Suppose now that we attempt to improve the convergence of the costate by applying the hp-3 method of Ref. 17 to this example, where it is noted that the hp-adaptive method of Ref. 17 is designed to capture discontinuities in the control and potential nonsmoothness in the state. Table 2 shows the maximum costate errors for various accuracy tolerances , while
Figs. 4a and 4b show the costate approximation and the location of the mesh points on the final grid for = 10 −4 . While the hp-adaptive method places mesh points near the costate discontinuity, it is seen that the approximation still leads to inaccuracies at the point of the costate discontinuity (in particular, see the value of λ x (t) at t ≈ 0.25 in Fig. 4a ). Thus, even though the hp-adaptive method refines the mesh near the discontinuity in λ x , the errors in λ x are still large near the discontinuities because no mesh points are located at the discontinuity itself. Finally, it is noted for = 10 −6 that the errors in the state and control are O(10
and O(10 −3 ), respectively. This last fact demonstrates that placing the mesh points near but not exactly at the point of the costate discontinuity significantly decreases the error in the state and control, but has a significantly lesser effect on the accuracy of the costate. In the next section we show the results when a mesh point is located at the location of the costate discontinuity.
Case 2: Location of Costate Discontinuity Known
Suppose now that we use the fact that we know the locations of the discontinuities in λ * x (t) to aid in improving the accuracy of the costate. Specifically, let us apply the h-3 and p methods to this problem by dividing the time interval into three segments
and T 3 = [1−3 , 1]. In the h-3 method, T 1 and T 3 are divided into uniformly spaced intervals while three collocation points are used in T 2 . In the p method, a single mesh interval is used in each segment T 1 , T 2 , and T 3 .
Figs. 5 and 6 show the maximum costate errors using the LG and LGR h-3 and p methods as a function of the number of mesh intervals (using the h-3 method) and as a function of the polynomial degree (for the p method) when a mesh point is located at each of the costate discontinuities. It is seen that the accuracy in the costate is improved dramatically when mesh points coincide with the discontinuities. Interestingly, the LG method produces errors that are near machine precision using a small number of mesh intervals (in the case of the h-3 method) or using a small polynomial degree (in the case of the p method). Moreover, as the number of approximating intervals or degree of approximation is increased, it is interesting to see the accuracy of the LG method decreases. For the LGR method, as the number of approximating intervals or degree of approximation is increased, the LGR method does not significantly increase or decrease in accuracy. Rather, the LGR accuracy lies between O(10 −4 ) and O(10 −12 ). Next, comparing Figs. 5a and 5b, it is seen that the errors in the two components of the costate are nearly identical using an h − 3 method. Thus, even though only λ * x (t) is discontinuous while λ * v (t) is continuous, the size of the errors in the two components of the costate are the same because the transformed adjoint system is not a discrete representation of the costate dynamics. Furthermore, Figs. 6a and 6b show that using LG and LGR p methods the approximation of λ * v (t) is slightly more accurate than the approximation of λ * x (t).
Discussion
The two examples studied in Section 5 demonstrate some of the key characteristics of the
LG and LGR hp schemes. In Example 1, where the solution is smooth, the LG and LGR costate approximations converge using h, p, and hp methods. These results are consistent with the fact that the costate is continuous, thereby making the LG and LGR transformed adjoint system discrete representations of the continuous-time first-order optimality conditions. Furthermore, and consistent with the fact that the solution to Example 1 is smooth, a p method converges the most rapidly of all of the different discretization methods.
Next, the results obtained for Example 2, where the optimal costate is discontinuous, are quite different from those obtained in Example 1. When mesh points are not located at the discontinuities, the discontinuous components of the costate do not converge for any of the methods. Furthermore, even for the components of the costate that are continuous, the convergence is extremely slow. In order to improve the costate approximation in Example 2, mesh points are located at the costate discontinuities. While improving the placement of the mesh points still does not result in the transformed adjoint systems being discrete representations of the continuous-time first-order optimality conditions, the accuracy of the
LG and LGR costate approximations is much higher with proper mesh point placement than it was when no mesh points were located at the costate discontinuities. Finally, even though in Example 2 the second component of the optimal costate was continuous, the errors in this second costate component were similar to those of the first (discontinuous) costate component.
In general, it is expected that the costate approximation methods derived in this paper will lead to accurate approximations for problems whose optimal costate are continuous. In the case where the optimal costate is discontinuous, however, the accuracy is expected to depend greatly on the placement of the mesh points. In particular, if mesh points are not placed at the discontinuities in the costate, it is expected that the costate errors will be large even if the corresponding errors in the state and control are significantly smaller.
Conclusions
Methods have been presented for costate estimation using multiple-interval collocation at Legendre-Gauss and Legendre-Gauss-Radau points. A mapping from the Lagrange multipliers of the multiple-interval discretized optimal control problem to the costate of the continuous-time optimal control problem has been derived for each method. The requirement to enforce continuity in the state at the mesh points leads to a significantly different transformation of the Lagrange multipliers of the pseudospectral nonlinear programming problem than is obtained using a global pseudospectral method. If the costate is continuous, the transformed adjoint system is a discrete representation of the continuous-time first-order optimality conditions. If, however, the costate is discontinuous, the transformed adjoint system is not an exact discrete representation of the continuous-time first-order optimality conditions. It was found that, even though in the case of a discontinuous costate the transformed adjoint system was not a discrete representation of the continuous-time first-order optimality conditions, the accuracy of the approximation could be improved if mesh points were placed at the locations of the discontinuities. 
