Abstract
Introduction
A cloud system [1] always consists of multiple data centers. Data transfers among data centers are unavoidable when running applications. With the arrival of Big Data, the very time-consuming data movements have become the biggest bottleneck of improving the efficiency of the entire cloud.
Complex dependencies often exist among the tasks and datasets in cloud. Some datasets are required by multiple tasks, while some tasks need several datasets, but the storage capacity and computation power of data centers are limit. In fact, data placement is a NP-hard problem, since it could be reduced to the Knapsack Packing Problem. So how to distribute these data items reasonably is a challenging issue. In literature, many previous research results [2] [3] [4] have shown that data layout algorithms are very important for overall performance of the cloud platform. Hence, every cloud system used for data intensive applications should automatically and intelligently allocate the data to ensure a low level of global data transmission amount. In traditional distributed systems, Karger et al. proposed the consistent hashing algorithm [5] , which is still frequently used in current cloud systems. This method maps the datasets and devices using the same hashing function, in order to distribute datasets into data centers uniformly. However, this method only considered the balance condition, without considering the dependencies between data sets. Currently, many famous cloud, such as Google App Engine [6] , Amazon EC2 [7] and Hadoop [8] , have automatic mechanisms of allocating user's data, but are not designed for scientific workflow. Take Hadoop as an example, when the user load a big file to the Hadoop file system, it will segment the file into small file-chunks with equal sizes and randomly allocate them to the servers. So it also does not considered the factor of data dependencies. However, for a large cloud system built on Internet, time consumed by data transfer is often more than that used for computation, so designing data distribution algorithms according to data dependencies is very essential. [9] has proposed a data placement strategy for Hadoop in heterogeneous environments. The basic idea of their method is to distribute the fragments of the input data into heterogeneous Hadoop nodes based on their computation capabilities. But obviously, this solution is not suitable for the workflow applications, since the size of the data items is different, and there is no obvious relationship between the tasks' computing load and their data involved, as well as complex dependencies exist among a scientific workflow. In [10] , Dong Yuan proposed a matrix based k-means clustering strategy for data placement. It can effectively reduce data movement of the workflow cloud systems, but it is only for the target of lowering the number of data movements, rather than the amount of data transfer since the sizes of datasets are quite different.
In this paper, we have taken a hierarchical clustering algorithm on the datasets according to the dependencies between datasets. In deducing the dependency matrix, the size factor of datasets has been introduced, which make reducing the amount of data movements become the direct optimization objective; and in partitioning the matrix, an improved dichotomy algorithm has been issued, which make the hierarchical clustering more reasonable. Besides this, we have also applied a data allocation method based on the PSO algorithm to optimize the mapping between the data groups and the servers.
The remainder of the paper is organized as follows. Section 2 gives the calculation process of the data correlation. Section 3 shows the offline data placement algorithm at initial stage. Section 4 introduces the online re-distribution strategy of the intermediate datasets for the runtime stage. Section 5 shows the simulation results. Finally, Section 6 states the conclusions and future works.
Data Correlation Calculation
First, the applications in our system are abstracted as scientific workflows. As can be seen from the Figure 1 , some tasks, such as t 1 , t 3 and t 5 , need more than 1 input datasets; while some datasets, like d 6 , are required by more than 1 task. Accordingly, complex data dependencies always exist in a workflow system, hence, placing the datasets with close relationship on the same center as possible as you can, can effectively reduce data transfers. Therefore, we build a data correlation matrix, which records the correlation of every two data items, and then according to these dependencies the data sets will be divided recursively into clusters, until all of them can be saved to one of the data centers. it should be noted that the data correlation calculation algorithms are different with that of other existing works, such as the classical method in [10] , since our correlation computation method are based on the volume of data transferred, rather than the frequency of data movements.
Taking into account that some datasets may only be stored in a specific data center, we denote the set consisting of all these datasets that have a fixed storage location as
and must be placed on the j th data center can be expressed as
, and a data item with no storage position requirement is expressed as
In detail, the data correlation calculation is illustrated as follows, and according to whether fixed-position datasets exist, the calculation method can be divided into two cases. In this case, first, considering the tasks required only 2 input data items, the dependency gain from these tasks can be deduced as:
Here,  . This is because migrating the smaller file to the storage location of the bigger one is the least cost strategy.
And then, for the tasks required more than 2 input data, the dependency gain can be derived as:
The dependency between two data items is also defined as how much data transfer amount would be increased when put them together. For example, a task t requires 3 data sets d 1 , d 2 and d 3 which sized 5G, 7G, and 10G, respectively. Considering the beginning stage in which d 1 and d 2 are stored together, d 3 is placed on another node, then10G datamovement is the least amount of data transmission for running this task. And then consider another situation that the three data sets are stored on three different nodes, the least amount of data movement for this task is 5+7=12. This is because moving d 1 and d 2 to the computing center where d 3 (the largest dataset among the three) places on is the optimal schedule approach. Therefore, the correlation gain of d 1 
And this formula can be simplified into Equation 2. The fixed-position data items need to be stored on the specific nodes in terms of some authority restriction. Hence, the datasets have the same storage position requirement can b e g r o u p e d t o g e t h e r f i r s t . T h a t m e a n s w e h a v e can be seen as a big dataset, and the data correlation can be calculated between these big datasets and the initial data items. The detail derivation method is shown as follows: 
Offline Data Placement Algorithm at Initial Stage
Each item in the above correlation matrix denotes a correlation value between two data items, or between a data item and a fixed-position data group. We utilized the Bond Energy Algorithm (BEA) to transform the correlation matrix CM , and this method is also used in our previous work [11] . After applying the BEA, the items with similar values in the matrix collect together. A demonstration of BEA transformation is present in Figure 2 .
Figure 2. BEA Transformation of Correlation Matrix
After the above BEA operation, recursive partition will be performed. The partitioning algorithm has a better performance than the existing ones, such as that used in [10] . For each partition of the matrix, a division position p is determined to maximize the following objective function in Equation 5.
The denominator of the whole CR expression is the total correlation reserved by this partitioning, while the molecule represents the correlation broken. Figure 3 has given a simple example of the recursive dichotomy. The advantage of this partition algorithm is that it has a reasonable equivalent-division preference, neither too high nor too low. Since excessive equivalent-division tendency may cause the data items with high dependency to be separated prematurely; while the consequences of too low equivalent-division tendency are the binary-tree formatted may be too unbalanced. These same partition operations are performed iteratively on each sub-tree until both of the two following constraints are satisfied.
Constraint 1: There is at most only one fixed-position data group in the leaf node. The fixed-position data items have been grouped in advance in terms of their storage requirement, in the other words, each fixed-position data group has a unique storage position. Therefore, every leaf node should include no more than one fixed-position group, otherwise, the storage location conditions cannot be met.
Constraint 2: There are some servers that can accommodate all of the datasets in the leaf node.
After each partition, the newly generated sub-clusters (or leaf nodes) will be tried to place on one of the servers in cloud. If there is a fix-position data group in this node, it will be tried to allocate to that specified server. If the remainder available space of this server is more than the total size of datasets in the leaf node, this allocation succeeds. Otherwise, the node will be divided again. And for the leaf node that there is no fixposition data item in it, these datasets in the leaf will be attempted to distribute one of the servers, and the node with the largest remaining storage space have the priority. If no node can accommodate, it will be divided again. So the partition operations will be done recursively until all of the data groups have been allocated in accordance with their storage requirement.
PSO-Based Strategy for Data-Group Allocation
In the data placement method proposed in Section 3, the data groups generated from correlation clustering are randomly distributed into data centers as long as there is enough storage space in the servers. In this section, another data-group allocation strategy is given, which is based on the PSO algorithm. In the previous literature, the PSO algorithm is used for data placement or task scheduling [12] [13] [14] , with the increase of the number of the datasets or the tasks, execution efficiency has become an important problem for the evolutionary computing. In this method, because the datasets are first clustered into groups according to their correlation, the objective of this PSO algorithm is simplified into "how to map the data-groups into data centers so as to optimize the amount of data transmission".
In this method, the data correlation matrix is partitioned iteratively until the total data sizes of all the leaf nodes in the data tree are less than a certain threshold, and in the same time the "only one fixed-position" constraint should be satisfied.
PSO was derived from complex adaptive systems (CAS) [15] . Compared with genetic algorithm (GA), PSO has several advantages: simple, easy to implement, and there are not many parameters need to be adjusted. The basic PSO algorithm speed formula is as follows [15] : is the position of the dimension d of particle i in the t+1 generation. In this algorithm, the dimension number of the particles is the number of data-groups after correlation clustering, and for each data-group, the candidate storage positions are the whole data centers in the cloud platform. The objective of the proposed PSO algorithm is reducing the global amount of data transmissions, therefore the fitness function is: denotes the minimum amount of data movements required to running the task t i . It is calculated based on the rule that always moving the smaller dataset to the storage location of the bigger one.
Online Data Placement Algorithm at Runtime Stage
For the data-intensive applications running on cloud, large amount of intermediate data may be generated during execution, and they are needed by one or more subsequent tasks. As shown in Figure 1 , the datasets d 3 , d 4 , d 7 and d 8 are all newly generated data. In some situations, these newly generated data items could be very large; therefore, the data correlations between them and other pre-existing data are valuable, since distributing these newly generated data reasonably can further reduce the runtime data transmission.
In this paper, newly generated datasets will be saved to a data center that can minimize these data items' associated subsequent data movements. The data movement amount associated with these intermediate data consists of two parts: 1) a latter task requires the intermediate data as input, and not all of the task's input datasets are stored in the same node, hence data movements are unavoidable; 2) the re-distribution of the intermediate data itself increase a certain amount of data movements.
Here, the first part data transmission amount is also measured by the data correlation, especially, it is the correlation between a dataset i and a data center j , where
And the second part is an important supplement to the first part, since the intermediate data may be large size and the re-layout itself of a new intermediate data may cause large data movements. Therefore, the correlation between an intermediate dataset and a server should be modified as
Then the data center which has the maximum dependency and also has sufficient storage capacity will be selected to store this dataset.
Simulation and Results Analysis
We use Visual Studio 2010 to program the simulation application. 100 random workflows are generated, including initial datasets and intermediate datasets. And the input data set and the output data set of each task include 1-4 and 1-2 random generated data items sized from 1G to 100G respectively. Interdependencies between tasks are determined by the randomly generated input and output data sets of each task. This would make the evaluation results independent of any specific applications. Our initial stage algorithm is used for the initial datasets, and our runtime stage algorithm is applied to the newly generated datasets. Then for each workflow, the simulation software will calculate the total data movement amount on the datasets layout. According to whether considered the fixed-position datasets, the experiments can be divided into 2 groups: no fixedposition data and 10% fixed-position data.
The same workflows and cloud environments are also simulated on other contrast experiments that use the consistent hashing algorithms and DongYuan's algorithms respectively. In these two experiments, the nearest layout principle is used for running stage. After running 100 workflows for every data placement algorithms, the average performance indicators are calculated and used for comparative performance analysis.
Experiment 1: Taken No Fixed-Position Data into Consideration
In this experiment, we suppose that there are no fixed-position dataset in the workflow model. The associated simulation results are shown in Figure 4 and Figure 5 . In Figure 4 , the number of data centers is selected to 8. From this figure we can see, contrast with the consistent hashing algorithm and DongYuan's algorithm, our proposed strategy without PSO allocation can reduce data movement amount of 29.8% and 8.8% on average, and the best performance occurs at 45-datasets, i.e. reduced 44.0% and 15.1% respectively than the consistent hashing's and DongYuan's. By introduction of the PSO allocation, 34.3% and 13.0% amount of data movements can be reduced compared with the consistent hashing's and DongYuan's method. Then, we fix the number of data items as 45, and experiment 3 cases with different numbers of data centers 4, 8 and 12, the result is shown in Figure 5 . It can be seen that our approach is always better than the performance of the other two methods at different data center numbers. On average, compared with the consistent hashing algorithm and DongYuan's algorithm, 39.3% and 12.7% data amount of movement have declined respectively if only using the proposed correlation clustering strategy, and after applied the PSO allocation strategy, 42.2% and 16.9% are reduced on average compared with the consistent hashing algorithm and DongYuan's algorithm.
Experiment 2: 10% Fixed-Position Datasets
Then we changed 10% of the input datasets to fixed-location datasets so as to see whether our strategy can be applied to the condition of existing fixed-position datasets. The results are shown in Figure 6 and Figure 7 . The experiment conditions in Figure 6 and Figure 7 remain the same. In Figure 6 , the number of data centers is fixed to 8. From this figure we can see, contrast with the consistent hashing algorithm and DongYuan's algorithm, our proposed strategy can reduce data movement amount of 26.1% and 8.4% on average. By applied the PSO allocation strategy, these decrease percentages of data movements can be increased to 29.1% and 12.1% respectively on average compared with the consistent hashing algorithm and DongYuan's algorithm. Similar result is shown in Figure 7 , on average, compared with the consistent hashing algorithm and DongYuan's algorithm, 34.9% and 13.5% amount of data movement have declined respectively. And after applied the PSO allocation strategy, the amount of data movements declines in the percentage of 41.1% and 21.7% respectively. Therefore, we can draw the conclusion that with 10% fixed location datasets added to the system, our algorithms can still work very well.
Conclusions and Future Work
In this paper, a data placement algorithm based on data correlation hierarchical clustering has been proposed, and both the offline data placement strategy and the online strategy have been given. Simulation results indicate that, compared with the two classical strategies, i.e. the consistent hashing algorithm and Dong Yuan's strategy, our strategy can reduce the amount of data movements more effectively. And even we set the percentage of fixed location datasets to 10%, our proposed algorithms can still reduce the data movements obviously.
In the future work, heterogeneous network structure is the focus of research, since the transfer time consumption not only depends on the data amounts of movements, but also relies on the network bandwidth between the data centers. Therefore making the frequent data transfers happen on high-speed channels may be a good strategy. And besides network conditions, when we distribute the datasets into servers, some other factors are also very important, such as server's computation capacity and computing load balance, as the efficiency of the cloud system could be further improved. By integrated with these factors, our proposed algorithm can have wider adaptability.
