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Abstract. In this paper, we discuss our participation to the INEX 2008 Link-
the-Wiki track. We utilized a sliding window based algorithm to extract the 
frequent terms and phrases. Using the extracted phrases and term as descriptive 
vectors, the anchors and relevant links (both incoming and outgoing) are 
recognized efficiently.  
1   Introduction  
With the information boom on the Internet, there are many encyclopaedia-like 
websites for gathering and sharing knowledge. One of the leading website is 
Wikipedia, which is a collaborative repository written and contributed by Internet 
users. With rich articles and features in Wikipedia, the INEX (Initiative for the 
Evaluation of XML Retrieval) organisers have collected and presented the documents 
and articles into an XML dataset, named as INEX Wikipedia corpus. The corpus is 
large in size, about 650,000 documents, and useful for various ranges of information 
retrieval and data mining research. One of the research tracks organized by INEX is 
Link-the-Wiki, which was introduced on 2006 [1]. The objective of this track is to 
automatically discover the hyperlinks among Wikipedia web pages. The Link-the-
Wiki track offers many interesting challenges. One of them is related to the size and 
nature of the Wikipedia data corpus. This corpus has more than 659,000 XML 
documents and is about 5GB in size. The challenge includes performance on large 
dataset, handling high dimensional, complex and noise-full data source. 
This research utilises frequent phrases for link discovery. The assumption is that a 
word or a phrase is linked with other documents (Web page) only if it is important in 
its own document. In this research, the importance is measured by the frequency of 
the word or the phrase in the document. Non-frequent words or phrases can be 
ignored for linking purposes. This is also a way to deal with such a large dataset. We 
first attempt to reduce the size, complexity and dimensionality of the dataset by 
extracting the frequent terms and phrases from the corpus.  We then discover the 
hyperlinks between Web pages according to the extracted frequent phrases and terms. 
Empirical analysis shows that the anchors and relevant links are recognized efficiently 
using the extracted phrases and term as descriptive document vectors.  
This paper details the proposed approach. Section 2 provides an overview of the 
proposed multi-stage approach. Section 3 describes the data pre-processing steps 
including stop-words removal and stemming. Section 4 explains the Frequent Phrase 
Extraction algorithm. The link discovery process including both incoming and 
outgoing links is discussed in section 5. Section 6 gives the detail of empirical 
analysis. The conclusion section summaries the research and offers some future 
extensions and applications of this research. 
2   Overview of the Proposed Approach 
Figure 1 illustrates the proposed approach undertaken in this research. It includes 
four main stages including data preparation, frequent phrase recognition, link 
discovery and validation. 
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Fig. 1. The proposed approach 
 
Data Preparation: In the first stage of this approach, data cleaning, transformation 
and preparation are performed. The Wikipedia documents in the INEX corpus require 
a series of data cleaning process to get them ready for data mining. All the 659,000 
documents of the Wikipedia corpus are stored into a relational database. By gathering 
all the documents into data tables in a database, all the Wikipedia articles will be well 
aligned. Any relational database, such as Microsoft SQL Server, Oracle and MySQL, 
etc is an appropriate selection to reside the data. Once the articles have been arranged 
into database, each document is processed with data parsing, word stemming and 
stop-words removal.  
 Frequent Phrase Recognition: Initial data preparation steps including stop-word 
removal and stemming are able to eliminate a certain amount of noise and reduce the 
size of the corpus. However, the database is still very large in size and has redundant 
information. In order to further reduce the size and complexity, the second stage in 
this research employs an algorithm to recognise and extract the frequent phrases from 
each document. Each document is represented as a vector of descriptive phrases or 
terms. It is hoped that after this step, database size and article complexity would be 
remarkably decreased. 
 
Link Discovery and Validation: With each document represented as frequent terms 
and phrases, the link discovery step becomes straightforward. Each orphan document 
is processed to recognize the appropriate anchors according to the existing frequent 
phrases. Anchors of the orphan document are linked with the other documents (or 
frequent phrases) in that they are present. The links of the recognized anchors can be 
ranked and sorted according to the frequency of extracted frequent phrases. As to the 
validation step, certain percentages of recognized links are examined manually for 
evaluating their accuracy.  
3   Data Pre-processing  
Similar to a data mining task, data pre-processing is the first step of the proposed 
approach. In this research, all the documents are organized into a database. The first 
pre-processing step is to eliminate the XML tags from the input XML document and 
transfer it into a plain text article. In addition, any word which is less than 2 
characters was deleted during parsing. The next step is stop-word removal. There 
were some difficulties encountered in using the standard and common stop-word lists 
to identify the stop-words. These lists cover a wide range; as a result, some of the 
meanings were lost or changed after the stop-words removal. For example, the word 
“new” is covered in these lists. For some articles which have the phrase “New York”, 
it became only “York” with the removal of the word “New”. Apparently, “New York” 
is totally different from “York”. The solution to this problem was to manually review 
the list of stop-words. If a keyword that can be a part of a meaningful phrase should 
be excluded from the stop-words list. The last step of data pre-processing is to stem 
the words. This research employed a well-known stemming algorithm by Porter  [2] 
to remove the suffix from words in English.  
Figure 2 shows that the article size was effectively reduced by pre-processing. 
After pre-processing, the distribution of article size was drift to left and distributed 
more evenly than before pre-processing. The average size of articles was reduced 
almost 40% after pre-processing. It was average 389 words in a document before pro-
processing. It has condensed to average 234 words per document after preprocessing.  
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Fig. 2. Article size before and after pre-processing 
4   Frequent Phrase Extraction 
A sliding-window based algorithm is used to extract the frequent phrases from 
each single document. This algorithm recognizes and extracts the frequent terms and 
phrases from each document independently in the corpus. Let D be the set of 
documents in the Wikipedia corpus. At this point we assume that each document is 
independent from each other.  
D  =  { d1, d2, d3, ………, dn } (1) 
Considering each document independently, a set of frequent phrases from each 
document is extracted. Frequent phrases are extracted from a document at the level of 
sentences and paragraphs. Figure 3 shows the process of frequent phrase extraction in 
which a document is modeled as a set of sentences. The algorithm applies a window 
on a number of words. Several window sizes are used during the experiments. Using 
the moving window, 1-term, 2-terms to n-terms frequent phrases are extracted 
(several n-sizes are used in experiments). Output of this algorithm is a set of 1-term to 
n-terms frequent phrases which belongs to that particular document. 
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Fig. 3. The inputs and outputs of frequent phrase extraction 
5   Link Discovery 
The link discovery task is to recognize the anchors in a set of orphan documents 
and to recognize the appropriate incoming and outgoing links to these orphan 
documents via these anchors. An incoming link is to identify a potential anchor term 
or phrase in the corpus documents and refer the anchor to this particular orphan 
document. In contrast, an outgoing link is to find out the potential anchor text within 
this orphan document and point the anchor to an appropriate document. We utilized 
the extracted frequent phrases to recognize the anchors and identify both incoming 
and outgoing links as shown in figure 4.  
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Fig. 4. The link discovery design with extracted frequent phrases. 
 
Each orphan document is scanned for a common term or phrase identified in the 
corpus. Each term (or combinations of the terms in the window) of an orphan 
document is matched with the extracted frequent phrases in the corpus. If a term (or 
phrase) is matched with a frequent phrase, the link can be created by tracking back to 
the original document. The sections below explain the detail process of identifying 
outgoing and incoming links.     
5.1 Outgoing Links 
The first task in identifying outgoing links of an orphan document is to recognize 
the anchors in the document which are phrases. A phrase is composed of multiple 
single terms and is a set of element terms. Consider the following example. Assume 
that the orphan document has an anchor that is “Australian Open Tennis 
Championship”.  This 4-terms phrase, P1, is a set of 4 elements, including t1= 
“Australian”, t2= “Open”, t3= “Tennis” and t4 is “Championship”. The first challenge 
of outgoing link discovery is how to identify “Australian Open Tennis 
Championship” as an anchor phrase present in the orphan document. 
P1 = {t1, t2, t3, t4} = {“Australian”, “Open”,  “Tennis”, “Championship”} (2) 
 
Let us first consider the outgoing link discovery without the assistance of the 
Frequent Phrase List. The link discovery algorithm considers t1 (“Australian”) 
individually and search the link for t1. As shown in figure 5 (left part), the program 
can only pick up t1 (“Australian”), t2 (“Open”), t3 (“Tennis”) and t4 
(“Championship”) individually. Without the Frequent Phrase List, all these terms are 
independent from each other and there exist no relationship among them. 
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Fig. 5. Comparing with / without the assistance of frequent phrase list. 
In contrast, with the assistance of extracted frequent phrases, the procedure 
recognizes the anchors {t1, t2, t3, t4} as a single phrase. As shown in figure 5 (right 
part), {t1, t2, t3, t4} (“Australian Open Tennis Championship”) in the orphan document 
Dm is recognized according to P1 in Frequent Phrase List. In this example, tg and th 
would also be identified as a phrase Pn. In other words, the relationships among the 
individual terms are identified and stored in the Frequent Phrase List. This procedure 
achieves a simulation of natural language and recognizes phrase anchors. 
After the anchors have been recognized, the next task is locating the documents 
which contain information about this anchor. For example, the articles containing 
information about previous winners of “Australian Open Tennis Championship” 
would be a good candidate. By exploiting the Frequent Phrase List, this link discovery 
procedure executes a series of queries against the documents which contain the query 
phrase. Figure 6 shows the link discovery procedure that first obtains the query phrase 
(anchor) P1, and filters the list of documents. In this example, there are 3 documents 
returned by this query, including Du, Dv, Dy. For example, if P1 is the “Australian 
Open Tennis Championship”, the Du may be an article regarding the “The history of 
Australian Open Tennis Championship”. 
In summary, the phrase anchors from the orphan document are first recognized 
according to a frequent phrase extraction algorithm. These anchors are then used to 
identify the documents that have them to source the outgoing links.  
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Fig. 6. Finding the outgoing links for anchor P1 
5.2 Incoming Links 
The incoming link discovery uses the same concept as outgoing link discovery, but 
the direction is reversed. The first task is identifying anchors in the orphan document. 
The frequent n-terms phrases are extracted from the orphan document. As shown in 
figure 7, the frequent phrases, P1, P2 , P3 and P4 are extracted and viewed as 
descriptive vectors of this particular document Dm. The descriptive vectors can 
indicate the topics of this orphan document. For instance, the possible frequent 
phrases from Dm are “Australian Open Tennis Championship”, “Melbourne Park”, 
“hard court”, “Grand Slam”. The combination of these frequent phrases represents 
and describes this orphan document to some extent. 
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Fig. 7. Finding the incoming links for document Dm 
 
The next step of incoming link discovery is to scan through the Wikipedia corpus 
and find out the articles which have information about the “Australian Open Tennis 
Championship”. These articles become the incoming links to this orphan document.  
In figure 7 for example, P1 (“Australian Open Tennis Championship”) is a descriptive 
vectors of document Dm. The last step of creating an incoming link is to store the 
information of incoming document ID {Du, Dv, Dy} to the orphan document Dm. 
6   Experiments and Discussion 
The INEX 2008 Wikipedia corpus was processed according to the procedures 
explained in section 3. Each document was processed to extract frequent n-terms 
phrases. In the experiments, n is taken up to 5. Each document is now represented by 
the frequent n-terms phrases that it contains. The dimensionality and size of the 
original corpus was apparently reduced by the frequent phrase extraction. The original 
Wikipedia corpus was more than 5GB, while the total file size of extracted phrases 
was only 1.2GB.  
Table 1 gives some instances of recognised frequent (stemmed) phrases with their 
frequency in an orphan document. The pre-processed document with a title “violin” 
had a total of 7258 words. On the right hand part of Table1, it shows there are 492 
frequent 1-term, 326 frequent 2-term and 79 recognized frequent 5-terms. This 
document is now represented as a vector of 1528 terms/phrases.  
Table 1. Some instances of the extracted frequent phrases 
Doc ID Freq Phrase n-terms 
Doc 1 7 europ 1 
Doc 1 9 violin 1 
Doc 1 4 music instrument 2 
Doc 1 6 standard pitch 2 
Doc 1 12 finger posit 2 
Doc 1 4 violin mak techniqu 3 
Doc 1 5 type harmon artifici natur 4 
Doc 1 6 vibrato common techniqu pitch 4 
Doc 1 3 plai violin tune twist peg. 5 
 
n-terms Quantity 
1 492 
2 326 
3 381 
4 250 
5 79 
 
 
Table 2 shows that when the article size (word count) was increased, the average 
number of extracted phrases in that particular document was also raised as well. This 
shows that the extracted phrases were sufficient enough to describe the original 
document. 
Table 2. The average frequency of every phrase 
Document Size (Word Count) Average Frequency 
Less than 200 3 
Between 200 and 400 words 8 
Between 400 and 700 words 16 
Between 700 and 1000 words 29 
Between 1,000 and 3,000 words 62 
More than 3,000 words 214 
 
By investigating the extracted Frequent Phrase List, some interesting observations 
were made. For example, as shown figure 8, the comparison between total phrases 
and unique phrases revealed the features of the natural language, English. There are a 
total of 270,826 unique words (1-term phrases) in the corpus. It can be said that a 
dictionary with about 270,000 words would explain almost everything in this world. 
However, there are many more 2-terms and 3-terms unique phrases in the corpus as 
compared to 1-term, 4-term and 5-term unique phrases. It reveals that the 2-terms and 
3-terms phrases are more descriptive and representative to explain a concept and more 
accurate to describe meanings in the English language. 
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Fig. 8. The comparison between total phrases and unique phrases 
The link discovery procedures were applied on orphan documents to recognize the 
potential anchor text and possible links within. This procedure is based on the 
integrated n-terms which is the combination of 1-term to 5-terms. Frequent phrases 
including 1-term to 5-terms are extracted from an orphan document and all of them 
are considered as anchors. Any overlapping among the n-terms is removed. For 
example, if a 2-term phrase is a sub-string of a 3-term phrase, this 2-term phrase will 
be removed from n-term collection. Results in Table 3 show that this approach, 
representing the documents with frequent phrases only and then using these frequent 
phrases for recognising links, is able to allocate sufficient quantity of links in those 
orphan documents.  
 
 
Table 3. The quantity of links discovered 
Discovered Links Minima Maxima Incoming Outgoing Incoming Outgoing 
Small docs (less than 500 words) 16 21 90 106 
Medium docs (500 ~ 2000 words) 36 54 278 295 
Large docs (more than 2000 words) 127 176 523 610 
 
As shown in Figure 9, the average of links discovered from small, medium and 
large documents are 111, 302 and 631, respectively.  The next task will be to rank 
these links so the high quality links can only be reported. Moreover, the INEX Link-
the-Wiki evaluation can accept up to 250 incoming and 50 outgoing links for each 
orphan document. The threshold for filtering the potential links is based on the 
ranking of frequency of that particular phrase. For example, frequency of “finger 
posit” in Table 1 is 12; while the “standard pitch” has frequency of 6 in the same 
Table 1. In this scenario, the links of “finger posit” will be considered of higher 
importance than the links of “standard pitch”. 
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Fig. 9. The quantity of links discovered 
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Fig. 10. The plot of Incoming Links 
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Fig. 11. The plot of Outgoing Links 
 
 
The quality of links can be evaluated using Precision and Recall. Figure 10 and 
Figure 11 show the quality of identified incoming links and outgoing links 
respectively with the proposed approach. For the incoming links, this approach gives 
a fair result with the precision up to almost 0.7. However, this approach did not 
perform very well for identifying outgoing links. The precision of outgoing links only 
reached a bit higher than 0.4. 
There is one interesting issue raised by comparing the different results of incoming 
and outgoing links. Both the incoming and outgoing links used the same tokenization 
method. The Frequent Phrase Extraction (mentioned in section 4) is the fundamental 
of both incoming and outgoing links. However, the recognition process of incoming 
links is different from the process of recognizing outgoing links. Due to the difference 
in nature of incoming and outgoing links, different procedures are implemented to 
find these links. As a result, it is likely to improve the outgoing links and reach  a 
good result similar as incoming links.  
7   Conclusions and Future Work 
This paper presents our approach of discovering the incoming and outgoing links 
based on frequent phrases. Through data pre-processing, Frequent Phrase 
Recognition, Link Discovery and Validation, this proposed approach was able to 
discover the links automatically with certain accuracy. The precision of incoming 
links was found to be 0.7; while the precision of outgoing links did not perform as 
well as incoming links, only reached 0.4. 
After conducting a series of experiments, results were found to support the 
hypothesis and assumptions made in the research. For example, the complexity and 
dimensions were effectively reduced by extracting the frequent phrases. The 
descriptive information collected from frequent phrases was sufficient to a certain 
level to undertake the Link-The-Wiki link discovery tasks.  
There are some possible future extensions of this research. From the perspective of 
text mining, the recognition of frequent phrases is a difficult issue. In this research, 
we did not consider the named entity recognition as a part of pre-processing. It is 
hoped that the use of known entities such as nouns may improve the quality of 
anchors and consequently the links.  
On the other hand, hyperlink is a particular feature of hypertext and web pages. 
The hyperlinks discovered in the research were almost as meaningful as manually 
maintained. In the future research, the precision of automatic link discovery would be 
improved. As a result, the generic link discovery method would benefit the huge 
amount of websites.  
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