Recent object detectors find instances while categorizing candidate regions in an input image. As each region is evaluated independently, the number of candidate regions from a detector is usually larger than the number of objects. Since the final goal of detection is to assign a single detection to each object, an additional algorithm, such as non-maximum suppression (NMS), is used to select a single bounding box for an object. While simple heuristic algorithms, such as NMS, are effective for stand-alone objects, they can fail to detect overlapped objects. In this paper, we address this issue by training a network to distinguish different objects while localizing and categorizing them. We propose an instance-aware detection network (IDNet), which can learn to extract features from candidate regions and measures their similarities. Based on pairwise similarities and detection qualities, the IDNet selects an optimal subset of candidate bounding boxes using determinantal point processes (DPPs). Extensive experiments demonstrate that the proposed algorithm performs favorably compared to existing state-of-the-art detection methods particularly for overlapped objects on the PASCAL VOC and MS COCO datasets.
Introduction
Object detection is one of the fundamental problems in computer vision. Its goal is to locate objects that belong to a set of target categories in an image [1] [2] [3] [4] [5] [6] . It has received a lot of attention because of its wide range of applications such as object tracking [7] , surveillance [8] , and face detection [9] . Most of the state-of-the-art detectors show significant performance improvements based on a deep convolutional neural network.
Despite the advances in object detection, it is still difficult to assign correct detections for all objects in an image since detectors do not distinguish different object instances in the same class as it only focuses on an instance-agnostic task, i.e., object category classification. This issue becomes critical when objects are overlapped. As shown in Figure 1 (a), the bounding box of a person in the striped shirt is not detected due to the overlapped bounding boxes in proximity.
In order to address this issue, we develop a method which can compare appearances of bounding boxes while considering their spatial arrangements. It is in line with how a human perceives the proximity and similarity to distinguish object instances [10] . The goal of this paper is to find the most representative set of bounding boxes by extracting features of object instances, which consist of a combination of both visual differences and spatial positions, in addition to object classification. We proposed an instance-aware detection network (IDNet), which learns to differentiate different instances of objects. IDNet uses an existing detector, such as Faster R-CNN, as a component to obtain candidate bounding boxes. Given candidate boxes, IDNet extracts features for all candidates using a CNN branch, named a region identification network (RIN), which aims to increase the probability of selecting an optimal subset. To this end, IDNet is trained not only with classical losses of existing detectors, such as a classification loss and a bounding box regression loss, but also with novel losses based on determinantal point processes (DPPs) [11] . Using the property that DPPs can describe the repulsiveness of the fermion system in quantum physics [11] , we design an instance-aware detection loss (ID loss), which learns to increase the probability of selecting an optimal subset. Additionally, we address the problem of multiple bounding boxes on a single object. For example, as shown in Figure 1 (b), there are two bounding boxes categorized as a sheep and a cow for the same object. Since the objective of a detector is finding a single bounding box for a single object instance, we propose a sparse-score loss (SS loss) to make IDNet assign a single bounding box for a single object, considering all categories. In particular, we formulate a loss to suppress falsely categorized bounding boxes by optimizing weights of IDNet to have low confidence scores for bounding boxes with incorrect class labels.
Since DPPs involve calculations of determinants, the use of DPPs as a loss function to train deep neural networks introduces numerical challenges. We address this problem by scaling detection quality scores. Then, we formulate an optimization problem to select a subset of detections, which is composed of representative bounding boxes. After training, our algorithm efficiently finds an optimal set of detections using the log-submodular property of DPPs [11] . Experimental results show that IDNet performs favorably against the state-of-the-art detectors such as Faster R-CNN [3] and LDDP [12] on PASCAL VOC [13] , and MS COCO [14] datasets. In ablation study, we demonstrate that our method is more robust for detecting overlapped objects, achieving 22.3% improvement over Faster R-CNN for PASCAL VOC and 34.9% improvement for MS COCO in detection recall.
Related Work
Class-aware detection algorithms. The goal of class-aware or multi-class object detection methods is to localize objects in an image while predicting the category of each object. These systems are usually composed of region proposal networks and region classification networks [2, 3, 6] . To improve detection accuracy, a number of different optimization formulations and network architectures have been proposed [3, 15, 12, 4, 6, 5, 16] . Ren et al. [3] use convolutional networks, called region proposal networks, to get region proposals and combine it with Fast R-CNN. Kong et al. [15] concatenate each layer's feature to construct the final feature for detecting small objects in an image. A real-time multi-class object detector is proposed by combining region proposal networks and classification networks together in [4] . Liu et al. [6] improve the performance of [4] using multiple detectors for each convolutional layer. To increase network efficiency, fully connected layers are replaced by convolution layers in [16] . Redmon et al. [5] extend [4] by classifying thousands of categories using the hierarchical structure of categories in the dataset. DPPs have been used to improve detection qualities before. Azadi et al. [12] propose to suppress background bounding boxes using DPPs. However, this method focuses on adjusting background detection scores and uses a fixed visual similarity matrix from WordNet, while our algorithm learns the similarity matrix from data. Instance-aware algorithms. Instance-aware methods have been developed to provide finer solutions in different problem domains. Instance-aware segmentation aims to label instances at the pixel level [17, 18] . Li et al. [17] propose a cascade network which finds each instance stage by stage. Similar to RIN, a network in [17] finds features of each instance. Ren et al. [18] use a recurrent neural network to sequentially find each instance. A face detector which takes key points of faces as an input is suggested in [19] . The dataset for this application contains face labels for identifying each face, while the standard object detection datasets only have a small number of categories. In object detection, Lee et al. [20] provide an inference method to find an optimal subset for binary-class detection considering the individualness of each candidate box. However, their approach is limited to a single-class detection problem. Besides, instead of training networks, they use features computed from a network pre-trained on the ImageNet dataset [21] . The proposed method tackles a challenging multi-class detection task by learning distinctive features of object instances.
Proposed Method
As shown in Figure 2 , IDNet is composed of VGG16 for image feature extraction, a region proposal network (RPN), a region classification network (RCN) and a region identification network (RIN) (see the detailed structure of RIN in Appendix D). Based on image feature maps from VGG16, RPN determines whether objects exist in the region of interests (RoIs). Then, RCN proposes candidate boxes while locating and classifying them. RIN computes instance features of candidates, which are used by DPPs.
Determinantal Point Processes for Detection
Suppose that there are n candidate bounding boxes, Y = {b 1 , b 2 , ..., b n }, where b i is the ith bounding box. A determinantal point process (DPP) defines a probability distribution over subsets of Y as follows [11] . If Y is a DPP, then
where
is a submatrix of L indexed by the elements of Y , and I ∈ R n×n is an identity matrix. The kernel matrix L can be decomposed as VV T , where V ∈ R n×r is a feature matrix for n candidate bounding boxes with each row extracted from RIN. Similar to the kernel matrix, the indexed kernel matrix L Y can be decomposed as V Y V T Y . Let s i be the detection score for the ith bounding box b i . We first scale the detection score between 0 and 1 by usingŝ i = (s i − s i,min )/(s i,max − s i,min ), where s i,min and s i,max are the minimum and maximum possible values of the ith detection scores (s i ), respectively. Let q i be the detection quality of b i and it is a rescaled score defined as q i = α +ŝ i · (β − α), where 0 < α < β, to avoid numerical issues during training. 1 Let q = [q 1 , ..., q n ] be the detection quality for all n detection candidates. The feature F i for b i is extracted from the last layer of RIN. Let V i = F i /||F i || 2 be a normalized feature and
T . Using candidate bounding boxes, the intersection over union between b i and b j can be calculated by IoU ij = (b i ∩ b j )/(b i ∪ b j ) and we construct a matrix IoU by setting
Using the detection quality vector q and the similarity matrix S, the kernel matrix for a DPP can be formed as L = ST , where is a Hadamard product. 2 If the similarity S and detection qualities q are correctly assigned, a subset which maximizes (1) is a collection of the most distinctive detections due to the property of the determinant in a DPP [11] . Since IDNet is trained to maximize the probability (1) of the ground-truth detections, IDNet learns the most distinctive features and correctly scaled detection scores to separate difference object instances in order to correctly compute S and q.
Learning Detection Quality
As RCN classifies each RoI into all categories, the number of candidate boxes is equal to the number of RoIs multiplied by the number of categories (n c ). As there are multiple bounding boxes with different categories for a RoI, multiple classes often have detection scores higher than a certain threshold. For example, a detector would report a horse bounding box nearby a cow as they are visually similar. Then, conventional methods, such as NMS, typically suppresses bounding boxes in each class. In this case, even if there is a true bounding box for the cow, the horse bounding box cannot be suppressed. To alleviate this issue, we refine the score of top-m bounding boxes, which are bounding boxes with top m detection scores. We assume that categories of the top-m bounding boxes are composed of visually similar categories to the correct category. By suppressing the scores of the visually similar categories, we can obtain a single bounding box with a correct category for an object.
Let Y m be the union of all top-m bounding boxes from all RoIs and Y pos be a set of positive boxes, i.e., detected bounding boxes which are closest to the ground truth bounding boxes with correct class labels. Then, we define a SS loss as a negative log-likelihood of (1) as follows:
This loss function increases detection scores of bounding boxes in the positive set, Y pos . In other words, this loss suppresses scores of all subsets which have at least one non-positive bounding box. We would like to note that the normalization term for a DPP is included for numerical stability during learning.
We also use classification and regression losses for training RPN and RCN, similarly to Faster R-CNN [3] . Suppose each of RPN and RCN output the probability of categories, p = (p 0 , ..., p K ), when there are K categories. The classification loss (L cls ) and the regression loss (L reg ) are calculated as follows:
where u is the true class,l is the predicted location shiftl
) for the kth class, and Smooth L1 is a combination of L1 and L2 losses as defined in [2] . The regression loss is not applied to the background category (k = 0). Since the only difference between RPN loss and the RCN loss is the number of categories, the RPN loss can be expressed as L RP N = L cls (K = 2) + L reg (K = 2) and the RCN loss can be also expressed as (3)
for more details about L cls and L reg .
The weights for VGG16, RPN and RCN, which are denoted by W c in Figure 2 , can be learned by optimizing:
Learning Instance Differences
An instance-agnostic detector solely based on object category information often fails to detect objects in proximity. For accurate detections from real-world images with frequent overlapping objects, it is crucial to distinguish different object instances. To address this problem, we propose an instanceaware detection loss (ID loss). The objective of this loss function is to obtain similar features from the same instance and different features from different instances. This is done by maximizing the probability of a subset of the most distinctive bounding boxes.
Let Y s be a set of all candidate bounding boxes which intersect with the ground truth bounding boxes. Let Y rep ⊆ Y s be a set of the most representative boxes, i.e., candidate boxes which are closest to the ground truth boxes. Then, ID loss for all objects is defined as follows:
Due to the determinant, it increases the cosine distance between V i and V j if i and j are from different instances. As we select boxes nearby the ground truth bounding boxes to construct Y s , the network can learn what bounding boxes are similar or different.
In addition to (5), we set an additional objective which focuses on differentiating instances from the same category given Y C k , candidate boxes in the kth category, and Y C k ⊆ Y C k , the representative boxes for the ground truth boxes in the kth category. The intra-class loss is defined as follows:
It provides an additional guidance signal to train the network since it is more difficult to distinguish similar instances from the same category than instances from different categories. Bounding boxes for a particular category, Y C k , are illustrated in Figure 5 . Then we construct the final loss by adding two losses over every category,
The goal of the ID loss is to find all instances while discriminating different instances as shown in Figure 1 (a). Given a set of candidate bounding boxes and subsets of them, weights of RIN (W i in Figure 2 ) can be learned by optimizing:
Inference
Given a set Y of candidate bounding boxes, the similarity matrix S and the detection quality q, Algorithm 1 (IDPP) finds the most representative subset of bounding boxes. γ and ζ are thresholds. The problem of finding an optimal subset is NP-hard because normalizing probabilities of a finite point process has the complexity of O(2 |Y| ), where |Y| is the number of candidate bounding boxes. Fortunately, due to the log-submodular property of DPPs [11] , we can approximately solve the problem by using a greedy algorithm, such as Algorithm 1, which iteratively adds an index of a detection candidate until it cannot make the determinant of a new subset higher than that of the current subset [12] . 
Experiments
We evaluated IDNet on the standard datasets: PASCAL VOC [13] , and MS COCO [14] . Since IDNet is the first identity-aware detection network in our knowledge, we compare our algorithm with the baseline methods, Faster R-CNN [3] and LDDP [12] . Since the goal of our algorithm is to discriminate instances with given candidate bounding boxes, we adopt Faster R-CNN as a proposal network to get candidate detections. Additionally, we do not use the SS loss during the early stage of training, since the accuracy of detection scores is very poor and top-m categories do not contain similar categories during the early stage of training. The number of iterations for the early stage is found by a grid search. The amount of training iterations for adjusting scores is the same as the number of iterations required to train other detectors for fair comparisons.
For the inference method, we report results from three algorithms. First, NMS can be applied to all detectors described earlier. Second, LDPP is applied to Faster R-CNN and LDDP, which is an inference method used in LDDP [12] . Third, IDPP (Algorithm 1) is applied to the proposed algorithm. Note that IDPP cannot be applied to other detectors as they do not have a module to extract features of instances. The detailed parameter settings for the implementation are in Appendix C.
Results
PASCAL VOC We train the network with VOC2007 and VOC0712 sets and test on VOC 2007 test set. The VOC2007 dataset has 5,011 images for training and 4,952 images for testing with 20 object categories. The VOC0712 train set consists of a union of VOC2007 trainval set and VOC 2012 trainval set, which has 16,551 images. The performance was evaluated with the mean average precision (mAP), which is the average of AP of all categories. Each AP is calculated by averaging precisions of 11 uniform sections of the recall. For VOC2007 train set, we set the number of iterations for the early stage as 40k and 70k for VOC0712. Then, we train RIN to learn differences of instances with the ID loss for 30k and 20k iterations, respectively. As Faster R-CNN and LDDP do not have a module to extract the feature of each bounding box, we use LDPP as an inference method for them, which is proposed in LDDP [12] . LDPP uses a class-wise similarity matrix while IDPP uses the features extracted from RIN.
As shown in Table 1 , the NMS results of IDNet show that the SS loss effectively suppresses a number of candidate boxes while leaving the correct boxes. As the number of categories is small, the number of similar categories is even smaller, which has caused the marginal performance improvement. When we test networks with several post-processing methods, such as NMS and LDPP, we can observe the following results. For the VOC2007 train set, Faster R-CNN with NMS has an mAP of 71.4%, LDDP with LDPP has an mAP of 70.5% and IDNet with IDPP has an mAP of 72.2%. The proposed Table 2 . The overall trends for VOC0712 train set are similar to the experiment of VOC2007, which show 1.0% mAP improvement compared to the Faster R-CNN with NMS. Due to the constraint of the space, we visualize result images in Figure 9 . Additionally, for measuring the impact of the ID loss with respect to overlap ratios, we evaluate the performance of IDNet for test images with overlapped objects. The experimental results show that the performance gap in recall between Faster R-CNN with NMS and IDNet with IDPP increases as the overlap ratio increases. For VOC, the recall of overlapped objects that have IoU more than 0.4 is 71.3% for the proposed method while Faster R-CNN reports 58.3%, an improvement of 22.3% (Table 8) .
Microsoft COCO We carry out experiments with 82,783 images in the train set and 40,504 images in the validation set, which is used for testing with 80 object categories. The number of iterations for the early stage is set to 360k. After adjusting scores, we train RIN for 20k iterations. As shown in Table 3 , we evaluate different algorithms with twelve different performance metrics. Average precision at IoU [.5, .95] is a method of evaluating using multiple thresholds obtained by uniformly sampling 10 samples from 0.5 to 0.95. This is a primary challenge metric in COCO detection evaluations. The proposed algorithm achieves 27.3% mAP@ IoU [.5, .95] on the validation set, higher than the other methods. mAP at IoU=0.5 is the same metric with the VOC. AP at the certain IoU threshold considers that the predicted box is well detected when the overlap with the ground truth box is greater than the threshold. Metrics with area measure AP for different scales of objects. As recall is higher when there are a large number of predicted boxes, mAP metrics constraint the number of detections per image. The mean average recall, mAR, is the maximum recall for each category given a fixed number of detections. We see that our algorithm has comparable results on all performance metrics. Additionally, as the COCO dataset has a larger number of categories, the performance improved by the SS loss is from 26.2% mAP to 27.0% mAP, which is a bigger improvement compared with that of VOC. This result indicates that the SS loss has potential to lead higher performance improvement when it is applied to large-scale detection datasets which have a large number of categories. We visualize detection results in Figure 10 and Figure 11 . The performance with respect to different overlap ratios is shown in Table 9 , which shows recall of 63.4% while Faster R-CNN reports 47% for the overlapped objects that have IoU more than 0.4. This is an improvment of 34.9%.
Ablation Study
To analyze the influence of each loss, we conduct several ablation studies. Table 4 demonstrates the results of the ablation study. We check the proposed method with two post-processing methods. Since IDPP uses the trained features with the ID loss, we substitute IDPP with LDPP for the ablation experiments that do not use the ID loss, which are the last two rows in Table 4 . As shown in Table 4 , the performance with NMS slightly increases to 71.5% mAP for VOC2007 train set and 76.0% for VOC0712 train set as we add the SS loss. We see that the SS loss is effective for not only DPP inference methods, but also NMS because it keeps the precision while reducing redundant detections.
We note that when we use parameters in the paper [12] , most of the results with the LDPP inference are lower than the results of NMS. The performance of IDNet trained with the ID loss is 71.9% mAP for VOC2007 and 76.7% mAP for VOC0712. It indicates that the ID loss, which learns the differences of each bounding box is critical for the performance improvement. The result with both the SS loss and the ID loss achieves 72.2% mAP for VOC2007 and 76.8% mAP for VOC0712. The detailed analyses are given below. To validating the loss, we extract top-5 bounding boxes having detection scores over a fixed threshold (set to 0.01) for each RoI. When a predicted box overlap with the ground truth box by 0.5 of IoU or more, we consider it as a correct box. We compute the ratio P C k = N c /N a for each category, where C k is the class label, N c is the number of correct boxes in top-5 bounding boxes, and N a is the number of top-5 bounding boxes. Figure 3 shows that the proposed IDNet achieves superior performance in terms of correctly detected bounding boxes among top-5 bounding boxes compared to other methods. On average, IDNet achieves 43.7% while Faster R-CNN has 32.4% and LDDP has 32.9% for COCO.
(For VOC 2007, IDNet achieves 68.9% while Faster R-CNN has 61.0% and LDDP has to 60.5% as shown in Figure 7 .) The images with scores are visualized in Figure 8 , showing that the SS loss successfully suppresses bounding boxes having wrong classes. Effect of instance-aware detection loss. Table 5 gives the total number of objects in the datasets and the number of overlapped objects within the same category depending on the degree of overlaps. When counting the number of objects which have IoU over 0.3, there are only 719 objects (6.0% of all objects) for the VOC2007 test set and 16512 objects (5.7% of all objects) for the COCO validation set. Since IDNet is more effective for overlapped objects, the small number of overlapped bounding boxes in datasets is the reason behind a marginal improvement over other methods. To further evaluate our method, we experiment with only overlapped objects. We demonstrate the probability of finding objects among the overlapped objects in Table 8 . We count overlapped objects using the ground truth object boxes when they have the same class label. Then, we check there are detected bounding boxes for that overlapped objects. After calculating the probability in each category, the results are averaged over categories. Since there is a small number of highly overlapped objects in the datasets that have IoU more than 0.6, the overlap ratio of 0.6 include all objects with IoU larger than or equal to 0.6. For the overlapped objects in all overlap ratios, the probability of detecting objects is higher than Faster R-CNN with LDPP and LDDP with LDPP. Figure 4 demonstrates that IDNet with IDPP successfully detects overlapped objects compare to existing instance-agnostic detectors. When comparing with Faster R-CNN, the detection probability is increased from 58.2% to 62.7% for COCO. (For VOC, the detection probability is increased from 72.2% to 78.9% as shown in Figure 6 .) This result shows that the ID loss is critical for detecting objects in proximity.
More results on ablation studies are in Appendix E.2 and the failure case studies are in Appendix F.2.
Conclusion
We have introduced IDNet which tackles two challenges in object detection: detecting overlapped objects and suppressing falsely categorized bounding boxes. By introducing two novel losses using determinantal point processes, we have demonstrated that the proposed method is effective for detecting overlapped objects and suppressing falsely categorized bounding boxes while maintaining correctly detected bounding boxes.
Appendix A Notations
We summarized notations for DPPs used in this paper in Table 6   Table 6 : Notations in this paper.
Notation Definition Description
RoIs -Region of interest boxes which are proposed from RPN. b -Candidate bounding boxes which are proposed from RCN.
Intersection over union (IoU) of two bounding boxes.
.
Vi
Fi/||Fi|| 2 Normalized feature of a bounding box i.
Kernel matrix of DPPs.
B Gradient of losses
For notational convenience, we assume that the matrix M x has the same dimension as M and its entries corresponding to x is copied from M while remaining entries are filled with zero, for any matrix M and indices x.
B.1 Gradient of Instance-Aware Detection Loss
Here, we show the gradient over the normalized feature (V). As the derivative of the log-determinant
, the derivative of intra-class ID loss is as follows:
where ·, · is a Frobenius inner product, is a Hadamard product, and k ∈ {1, ..., n c } is the kth category. Note that the n c is the number of categories. Since we only calculate the gradient of ID loss on the similarity feature (V), the derivative of L is as follows:
where Q =T . Using the property that A, B C = A B, C , where A, B, C are arbitrary matrices, we can derive this:
By seeing the matrix in element-wise,
Since the gradient of L all is similar with gradient of L ic , we omit the derivation of that. Then, we can construct the gradient of ID loss as follows by summing up (12) for all batches and categories as follows:
B.2 Gradient of Sparse-Score Loss
The derivation for calculating the gradient of sparse-score loss is similar with the derivation of instance-aware detection loss, while the gradient for sparse-score loss is derived over the quality (q). The derivative of sparse-score loss is as follows:
Since
the final derivative is this:
C Implementation Details
The detailed settings of IDNet are as follows. Our model has three hyper-parameters that need to be tuned: a ratio between spatial similarity and visual similarity for constructing the kernel matrix of DPPs (λ), the dimensionality of the extracted feature and the starting point of training with the SS loss. These hyper-parameters are found through a grid search on the validation dataset. Once the hyper-parameters are tuned, we take the whole train set to learn the model and evaluate it in the test set. We choose to use α = 0.25, β = 4, m = 5 and = 0.001 for all experiments, because they are the empirically best parameters. The learning rate is set to 0.001, and the SS loss and the ID loss are multiplied by 0.01 to balance with the classification loss (negative log probability loss) and the regression loss (Smooth L1 loss). Other details are same as [22] . As the original Faster R-CNN, we flip the input image horizontally for data augmentation. For all experiments, we use VGG network as the region proposal part of detectors. IDNet is implemented using TensorFlow, and the optimization is done with the stochastic gradient descent method. The parameters of IDNet are initialized with ImageNet pre-trained model [21] except the RIN module. We run the experiments using an NVIDIA TITAN X graphics card for the PASCAL VOC 2007 and 2012 datasets and an NVIDIA TITAN Xp graphics card for the COCO dataset. 
D Network Architecture
RIN consists of three fully connected layers, three max-pooling layers, one RoI-pooling layer, and 9 convolutional networks, while the first two of convolutional layers are shared with VGG16 network (Table 7) . At the end of each convolutional and fully-connected layer except the last layer has a batch normalization [23] and a rectified linear unit (ReLU) in order. We set all convolutional layers to have filters with a size of 3 × 3 pixels and a stride of one. 
E.1 Experiments with Overlapped Objects
The experimental results are evaluated over the images in which overlapped objects exist. We measure the recall and mAP performance. The recall is calculated as the ratio of detected objects among the overlapped objects. The recall is better performance measure showing that our IDNet is robust to overlap because the recall is calculated only for objects with overlap, whereas mAP is calculated for all objects in images. As shown in Table 8 and Table 9 , as the overlap ratio is getting higher, the performance gap between Faster R-CNN and IDNet is bigger. For PASCAL VOC 2007 dataset, the performance gaps of recall are increasing: 5.5%, 7.8%, 10.5%, 12.2%, 13% (Table 8) . For COCO dataset, the performance gaps of recall are 8%, 11%, 14.3%, 16.3%, 16.0% (Table 9 ). The performance gaps of mAP are smaller but also have a trend to getting bigger. Since there is no object with an overlap of 0.5 or more in a category, only the performance is measured to 0.4 or more. 
E.2 Results of Ablation Study
Additional to the results which show the impacts of ID loss and spare-score loss on COCO, we did the same experiment on PASCAL VOC. The results of ID loss is in Figure 6 and the results of sparse-score loss is in Figure 7 and Figure 8 . In Figure 8 , the candidate boxes over a fixed threshold (0.1 for Faster R-CNN and IDNet) are visualized. The highest score in each category is visualized in images of Figure 8 and all scores are measured in s ∈ (0, 1), which is the normalized score. For the images in the left column of Figure 8 , the highest score of the horse category in Faster R-CNN (Figure 8(a) ) is 0.546 while the score in IDNet (Figure 8(b) ) is 0.154. The results clearly show that the sparse-score loss suppressed scores of bounding boxes which have horse category around the cow. Additionally, for the images in the right column of Figure 8 , the score of the category "tennis racket" is 0.226 in Faster R-CNN, while the score of the tennis racket category is under the threshold (0.1) in IDNet. Therefore, the SS loss successfully suppresses the scores of falsely categorized bounding boxes around a correct bounding box. 
F Example Visualization
We visualize the results of PASCAL VOC in Figure 9 and results of COCO in Figure 10 . The bounding boxes are selected with a score threshold of 0.6 for Faster R-CNN with NMS and LDDP with LDPP. The threshold is designated in their paper [12] . For visualization of IDNet with IDPP, we use 0.2 as a score threshold. The results show the instance-aware DPP inference method (IDPP) can detect the overlapped objects by leveraging features of objects. 
F.1 Successful Cases
We visualize the successful images of IDNet ( Figure 9 for VOC, Figure 10 and Figure 11 for COCO. In Figure 9 , the first row images show that the wrong class bounding boxes are suppressed while selecting a correct class. The results on other rows show the objects in proximity are detected while other methods fail. In Figure 10 and Figure 11 , overlapped objects are successfully detected in IDNet.
F.2 Failure Cases Analysis
The Figure 12 (a) shows that the detector detected the bounding box of the wrong category for avocados. This means that the detector has found a class similar to avocado, such as banana and apple because there are no categories in a dataset. This case suggests that there is a need to suppress further scores for pictures in the absence of a detection class, i.e., background category. In the Figure 12 (b), the giraffe is hidden behind two trees. If there is an occlusion for an object, detectors tend to do not notice that it is a single object. Then detectors choose several bounding boxes for the object. Since DPP inference tries to find the most representative bounding boxes, it would select all of the created bounding boxes, which increases the number of false detections. 
