It is usually true that some structures like title can express the main content of texts, and these structures may have an influence on the effectiveness of text categorization. However, the most common feature weighting algorithms, called term frequency-inverse document frequency (TF-IDF) doesn't think about the structural information of texts. To solve this problem, a new feature weighting algorithm based on Particle Swarm Optimization algorithm is put forward. It considers the structure information (i.e., HTML tags) of web pages. Firstly, web pages are crawled and pre-processed, at the same time, the content of four HTML tags is reserved; secondly, Chi-squared (CHI) is used to select features; thirdly, a new feature weighting algorithm, which is called the feature tag weighting algorithm, is come up with. In the feature tag weighting algorithm, we use particle swarm optimization (PSO) to calculate tag weighting coefficients; lastly, k-nearestneighbor (kNN) is used as the web text categorization. The experiment results show that feature tag weighting algorithm has better performance than TF-IDF in the effectiveness of web text categorization.
Introduction
Text categorization is a process of dividing texts into one or multi classes. As the development of the web technology, the object of pure-text categorization has extended to web texts. Compared to the pure-texts, web texts have obvious identifier (i.e., HTML tags) to express its structural information. Usually, in the text extracting step, HTML tags are removed and extract plaintext from each web page [1] . However, there is much useful information about the content organization based on HTML tags. Many researches show that the structural information, especially HTML tags, like hyperlink, table layout and so on, can be used to improve the effectiveness of web text categorization [2] - [6] .
Feature weighting is used to measure the importance or separation of the terms in the text representation. Different feature weighting algorithms will have different influence on categorization results [7] . At present, the most common feature weighting algorithms in vector space model is Term Frequency-Inverse Document Frequency (shorted for TF-IDF) [8] , which is showed in (1 [9] . Mingyu Lu etc. used HTML tags of the web texts to adjust the feature vector spaces [10] . Hui
Liu etc. introduced a HTML tag factor (i.e., pti) and proposed a feature weighting algorithm called TF-IWF [11] .
But the weighting coefficients of HTML tags are not scientific, because they just depend on given values personally. Particle Swarm Optimization (shorted for PSO) is an optimization calculation based on swarm intelligence. It is originally attributed to Kennedy etc. and was first intended for simulating social behavior in 1995 [12] . PSO can be used to improve the performance of web text categorization. Ziqiang Wang etc.
used PSO as a classifier of the web text categorization. The values of F1 and ROC are both higher than Decision Tree, Naï ve Bayes and KNN [13] . Song Liangtu etc. combined PSO and SVM and came up with a new classifier, namely PSORTP. Compared to SVM, the velocity of web text categorization is greatly improved [14] . Chaoxia Tang used PSO to improve KNN, not only the time of the web text categorization reduced, but also the effect improved [15] . Yonghe Lu proposed a text feature selection method based on PSO (PSOTFS) to mine the text feature selection rules. The experiment results show that it is better than that of Chi-squared, information gain, document frequency and mutual information [16] . At the same time, PSO can be used to optimize parameters, like weighting coefficients. Qi Liu etc. provided an algorithm to pick-up the body of the web pages. It used PSO to optimize the characteristic weighting [17] . By using PSO, Long Long etc. found a public parameter. It is used to calculate supporting probabilities of each subject area's characteristic attributes [18] . Based on PSO, more scientific and reasonable parameters can be gotten.
In this paper, a new feature weighting algorithm, which is called the feature tag weighting algorithm, is come up with. In the feature tag weighting algorithm, we use Particle Swarm Optimization to calculate tag weighting coefficients.
Feature Tag Weighting Algorithm
This task starts from a list of HTML tags, retrieving the text according to each HTML tag. The HTML tags considered are currently <title>, <h1> to <h6>, <a>, <strong>, <b>, <i>, <image> and so on. Whenever one of these tags is found, a context phrase is recorded. For example, the title is within a pair < title > </title>, the strong phrase within a pair <strong> </strong>. We consider k kinds of HTML tags here, they are provided in the following:
0 is the content of tag0;
1 is the content of tag1;
2 is the content of tag2; … k is the content of tagk.
P={0,1,2,…,k} is the set of the above figures (k∈P)
. When calculating the feature weighting of the term in tag i, a tag weighting coefficient ai (i∈P) should be multiplied by. The tag frequency of each item t is calculated in (2). 
where ( , ) t W t d is the feature tag weighting of term t in document d; N is the total number of documents; nt is the number of documents which contain term t. Feature tag weighting algorithm takes into account the influence of HTML tags on the feature weighting in web texts.
Particle Swarm Optimization
In Particle Swarm Optimization, each particle represents a possible solution to the optimization task. During each time of iteration, each particle accelerates in the direction of its own personal best solution found so far, as well as in the direction of the global best position discovered so far by any of the particles in the swarm. This means that if a particle discovers a promising new solution, all the other particles will move to it, and explore the region more thoroughly in the process.
The position vector and the velocity vector of particle i in the D-dimensional search space can be represented as Xi=(xi1, xi2,…, xiD) and Vi=(vi1, vi2,…, viD) respectively. According to the objective function, let the best position of each particle be Pi=(pi1, pi2,…, piD) and the best position of all the particles be G=(g1, g2, …,gD) among all Pi. The particles are used to adjust its position and velocity in (4) and (5).
where c1 and c2 are the acceleration coefficients, and rand() and Rand() are random numbers uniformly distributed within [0,1]. Typically, c1 and c2 are both set to a value of 2.0. The value of each dimension of every velocity Vi can be clamped to the range [-Vmax, Vmax] to reduce the likelihood of particles leaving the search space.
As there are some unknown tag weighting coefficients in (2), PSO could be used to find them. It helps to get the more scientific parameters.
Algorithm Description
The steps of feature tag weighting algorithm of web text categorization based on Particle Swarm Optimization are described as follows:
Step 1: Progressively scan each character of training set and testing set, the content of tag k should be identified and extracted without those HTML tags which are worthless for web text categorization, like script, advertisement links, navigation bar, annotation and so on.
Step 2: Stop words are some of the most common short function words, such as the, is, at, which, and so on. They have no meaning to the text categorization. Removing them could reduce the interference of the feature selection.
Step 3: Using Chi-squared (CHI) which is one of the classical methods of feature selection to select features, n feature terms will be gotten in CHI descending order.
Step 4: A tag weighting coefficient is one dimension of a particle's position vector. The dimension of particles' position in the algorithm is same to the kinds of tags.
Step 5: A set of individuals (i.e., particle) is created at random. Individual i's position at iteration 0 can be represented as the vector Step 6: Similar to all evolutionary computation techniques there must be some function or method to evaluate the goodness of a position. The fitness function must take the position in the solution space and return a single number representing the value of that position. The evaluation function of PSO algorithm provides the interface between the physical problem and the optimization algorithm. In consideration of the effectiveness of web text categorization, evaluation metrics can be used as the fitness function. There are some evaluation metrics: precision, recall, F1, macro-averaged score and micro-averaged score. But F1, macro-averaged score and micro-averaged score are relatively complex in calculation, the fitness function can be defined as the precision [16] , which is showed in (6).
()  the number of the correct categorization texts the total number of fi t tness exts
Step 7: K-NearestNeighbor (kNN) is used to classify training set and testing set, and get the precision which is the value of fitness().
Step 8: Each particle i memorizes its own fitness()'s value and chooses the maximum one, which has been better so far as personal best position t i P . The particle with the best fitness()'s value among t i P is denoted as global position G, where t is the iteration number.
Step 9: Modifying the velocity of each particle according to (4) . If ( 1)
Step 10: Modifying the position of each particle according to equation (5).
Step 11: If the best evaluation value G is not obviously improved or the iteration number t reaches the given maximum, then go to Step 12. Otherwise, go to Step 6.
Step 12: The particle generates the best evaluation value G (i.e., the precision of the web text categorization) and the tag weighting coefficient (i.e., αi) according to each tag (i.e., i).
The process of feature tag weighting algorithm of web text categorization based on Particle Swarm Optimization is shown in Fig. 1 . 
Experiment Process and Results
they are divided into a training set (1500) and a testing set (1500) at random. As four HTML tags which include <title></title>, <strong></strong>, <span></span> and <p></p> are the most common HTML tags in the web texts of these 7 URLs. In this paper, they are chosen for experiment. The experimental environment is Windows 7, 2GB, Java and eclipse-standard. The maximum iteration is set as 50, c1 and c2 are both 2, and w is 0.8. In KNN, k is set as 100. The experiment results based on TF-IDF and feature tag weighting are showed in Table 2 and Fig. 2 . By Fig. 2 and Table 2 , the precisions of feature tag weighting are all higher than TF-IDF, namely feature tag weighting algorithm have a better effectiveness on web text categorization than TF-IDF. The feature dimensions can't influence feature tag weighting algorithm too much, it ranges within [92.80%, 96.80%]. However, according to TF-IDF, after dimension 300, with the increase of dimensions, the precisions of TF-IDF decrease much more than feature tag weighting algorithm. The structural information of HTML tags can be considered in the feature weighting of web text categorization.
In this paper, <title></title>, <strong></strong>, <span></span> and <p></p> are chosen for experiment. So there are tag0 (i.e., <p></p>), tag1 (i.e., <title></title>), tag2 (i.e., <strong></strong>), tag3 (i.e., <span></span>). Therefore, P={0,1,2,3} and there are four tag weighting coefficients (i.e., 0
Using PSO to get the tag weighting coefficients, the experiment results are showed in Table 3 . By Table 3 , we can know that even the numbers of the feature dimensions are different, some tag weighting coefficients still have regularity. 0  corresponds to tag0 (i.e., <p></p>). In most feature dimensions, the value of 0  is 1. <p></p> is the tag that means paragraph. This element encloses text in a paragraph. As more words are in the paragraphs relative to other three tags, maybe as the dimension of feature selection rising, more features in the paragraphs are chose by CHI. 1  corresponds to tag1 (i.e., <title></title>). In three feature dimensions, the value of
<title></title> is the tag that means document title. This element encloses the title of a document. It is the same as the common thought, which is that title has a higher expression to the subject of the texts than other structure information. The results show that <title></title> has a certain influence on Web text categorization. <span></span> is the tag that means generic language or style container. The SPAN element allows authors to add structure, like images, hyperlinks, div and so on, to documents in a flow of text inline. It is a part of the content of the text body. Maybe that it is the reason <span></span> doesn't have obvious regularity.
Except our speculation, the total number of experiments is not so much, that is, every dimension had litter experiments, maybe some regular tag weighting coefficients could not be found.
Conclusion
Pure-text categorization has not think about the change of the web text, which has HTML tags to carry more structure information of the text. If we just use TF-IDF which suits to the pure-text categorization, the characteristic of web texts may be ignored. The feature tag weighting algorithm takes into account the influence of HTML tags (i.e., the structural information of web texts) on the web text categorization. It performs better than TF-IDF in the effect of tagged web text categorization. According to our experiment result, feature tag weighting algorithm gets the highest precisions (i.e., 96.80%) and it may not be influenced by the dimensions of feature selection so much compared to TF-IDF. The feature tag weighting algorithm can not only get the best categorization results, but also performed well in many dimensions. At the same time, our experiment reminds us that when classifying the web texts, we can consider HTML tags in order to improve the effect of web text categorization.
However, there are still many deficiencies in this paper. Just four HTML tags are chosen in our paper; the influence of HTML tags on the recall and F-Measure; the experiment was tested on a specific data set; whether the number of HTML tags will influence the results; the values of each tag weighting coefficients. All problems above need much more research. In our later research, we will consider whether the amount of the HTML tags could influence the effect of web text categorization and try to find the values of the tag weighting coefficients.
