Introduction {#Sec1}
============

Scientific computing, including modeling and simulation, is crucial for solving biophysical research problems that are beyond the reach of traditional theoretical and experimental approaches (U.S. Department of Energy [@CR20]). Originally confined to a supporting role with respect to experimental or theoretical approaches, modeling and simulation are increasingly seen as capable of creating new evidence in their own right (Lee et al. [@CR13]). Computer-generated hypotheses can be confirmed or refuted, like their experimental or theoretical counterparts, even though the virtual (in silico) world is at best an imperfect mirror of the physical (in vivo) world.

In the late 1990s, funding agencies in the biological sciences took notice of this opportunity. In April 1998, a special Cell Biology and Biophysics Subcommittee of the U.S. National Advisory General Medical Sciences Council examined research trends in the areas of molecular cell biology, structural biology, and biophysics. Among the needs identified by the panel were better (computational) methods for structural analysis of large macromolecular assemblies and imaging macromolecules in cells. Based in part on these recommendations, the National Institutes of Health (NIH) issued a new program announcement that altered the more traditional biological hypothesis-driven review and award criteria in favor of method development (National Institutes of Health [@CR16]). Instead of the traditional proposal style, biophysical scientists in the U.S. could for the first time submit applications based solely on the merit of computational techniques. This paradigm shift was important for the advancement of computational biology, because opportunities for funding computational research had hitherto existed mainly in the physical sciences (U.S. Department of Energy [@CR20]).

Against the backdrop of the emerging research opportunities in computational biophysics, the *Situs* package was created for the modeling and simulation of large biomolecular assemblies at variable resolution scales. *Situs* was initially conceived as a platform for the dissemination of structural coarse-graining algorithms to the biophysical community. Powerful experimental techniques such as cryo-electron microscopy (Baker and Johnson [@CR3]), tomography (Medalia et al. [@CR15]), and small-angle scattering (Niemann et al. [@CR17]), which routinely produced 3D structures at a reduced spatial resolution, had emerged. These methods were capable of yielding low-resolution density maps under a wide range of biochemical conditions that allow atomic structures of components to be fitted and docked (Baker and Johnson [@CR3]; Wriggers and Chacón [@CR22]), and they were in need of software to help integrate the structural data.

The goal of *Situs* is to characterize the structure and functionally relevant motions of biomolecular systems by integrating experimental data across the resolution scales, using advanced algorithms from neurocomputing, image processing, and visualization. A decade has passed since the publication of the original *Situs* paper (Wriggers et al. [@CR23]). This review will assess the software as it is used by scientists today. Naturally, the workflow has changed in many ways over the years as compatible molecular graphics programs have evolved and *Situs* tools have been enhanced, updated, or replaced.

The following sections highlight the current *Situs* workflow using published usage examples kindly provided by other laboratories. In the first section, a typical correlation-based docking approach in electron microscopy (EM) is described, using the recent model of the influenza virus ribonucleoprotein complex (Coloma et al. [@CR6]) as an example. Next, the integration of structural data with small-angle X-ray scattering (SAXS) data is shown on models of the extracellular region of an EGF receptor family member, s-dEGFR (Alvarado et al. [@CR2]). Finally, a flexible fitting approach is shown using coarse-grained resolution models of myosin. Personal comments and annotations by the author are provided in the [electronic supplementary material](#MOESM1){ref-type="media"}.

Correlation-based docking in electron microscopy {#Sec2}
================================================

Chacón and Wriggers ([@CR4]) introduced *colores*, a widely used registration tool that takes advantage of Fourier correlation theory to rapidly scan the six translational and rotational degrees of freedom of a probe molecule relative to a (fixed) target density map. X-ray crystallographic fitting methods, based on volumetric cross-correlation or the free R-value, are limited to resolutions \<10 Å where densities exhibit internal structure. The major advantage of *colores* is that it extends the viable resolution range to ∼30 Å by means of a Laplacian operator that emphasizes contour (shape) information in addition to the traditional correlation. Over the years, we have optimized the efficiency and accuracy of *colores* and ported the tool to shared memory environments that take advantage of today's multi-core architectures. The series of steps and the programs that are required to use *colores* for the docking of a probe structure to a target EM map are shown schematically in Fig. [1](#Fig1){ref-type="fig"}. Fig. 1Schematic diagram of *colores*-related routines in *Situs* 2.5. Major *Situs* components (*blue*) are classified by their functionality. The main workflow is indicated by brown arrows. The visualization (*orange*) for the rendering of the models requires a molecular graphics viewer such as *VMD* (Humphrey et al. [@CR12]), *Chimera* (Pettersen et al. [@CR18]), or *Sculptor* (<http://sculptor.biomachina.org>). Standard volumetric map formats are converted to cubic lattices in *Situs* format with the *map2map* utility. Subsequently, the data are inspected and, if necessary, prepared for the fitting using a variety of visualization and analysis tools. *Situs* docking tools require one volume (target) and one PDB structure (probe). Atomic coordinates in PDB format can be transformed to low-resolution maps, if necessary, and vice versa, to allow the docking of maps to maps or structures to structures. The resulting docked complex can be inspected in the graphics program. In addition, if a subset of Euler angles is chosen, these can be inspected (after conversion into PDB format) with the *eul2pdb* tool.

Recently, *colores* was successfully used in the modeling of a biologically active influenza virus ribonucleoprotein (RNP) complex (Coloma et al. [@CR6]). The RNP particles of influenza A viruses are formed by the association of single-stranded RNA to multiple monomers of nucleoprotein (NP) and a single copy of the polymerase complex composed by the PB1, PB2, and PA subunits. Coloma et al. ([@CR6]) succeeded in building a 3D model of RNP by assembling 3D reconstructions from a non-symmetrical complex containing the polymerase (at 18 Å resolution) with the NP ring derived from a symmetrical volume (at 12 Å resolution). The docking of the atomic structures of NP and partial structures of PB1 and PA in this chimera map is shown in Fig. [2](#Fig2){ref-type="fig"}. The result, described in more detail by Coloma et al. ([@CR6]), is the first structural model for a functional viral RNP complex. Fig. 2Docking of the partially solved PA-PB1 complex (*left*) and NP (*ring*) monomers into the RNP structure (*transparent*) using *colores*. The graphic, kindly provided by Jaime Martín-Benito Romero, visually combines the results of Figs. 2--4 of Coloma et al. ([@CR6])

Visualization and modeling of small-angle scattering data {#Sec3}
=========================================================

3D bead models of proteins in solution can be determined from 1D scattering data, in particular from SAXS (Chacón et al. [@CR5]). Wriggers and Chacón ([@CR21]) extended existing *Situs* tools to provide an atomic interpretation of SAXS-derived shapes. The workflow and the programs that are used to dock an atomic structure into low-resolution SAXS models are shown schematically in Fig. [3](#Fig3){ref-type="fig"}. The bead models can be transformed into volumetric maps for subsequent docking using convolution with a hard sphere kernel (*pdb2vol* tool). The SAXS modeler then has access to all docking strategies supported by *Situs*, including correlation-based docking (*colacor*/*colores*) and point cloud matching (*qrange*/*matchpoint*), and even flexible fitting (see below). To test the docking accuracy, we added the *pdb2saxs* tool to map atomic structures of trial proteins to hexagonal close-packed lattices with variable bead radii. The resulting models served as "simulated" low-resolution data in Wriggers and Chacón ([@CR21]): For \>100 beads typically arising in SAXS models, a rigid body docking precision can be achieved of the order of an Angstrom. Fig. 3Schematic diagram of SAXS-related routines in *Situs* 2.5. Visualization and modeling of atomic structures into SAXS bead models are supported through a conversion into 3D volumes representing the beads using the *pdb2vol* kernel convolution tool. Docking between atomic structures and 3D maps can be achieved through a number of approaches (see text). The data can be prepared further for the visualization using a variety of analysis and editing tools. Optional Gaussian kernel convolution with *pdb2vol* facilitates the smoothing of bead surfaces for their visualization in the form of density isocontours

Another specific problem in the interpretation of SAXS data is the visualization of the beads. We found it useful to render not the densely packed beads themselves, but rather an envelope that can be created by isocontouring a volumetric map that was created by convolution with a soft kernel such as a Gaussian (using *pdb2vol*).

Our approach to rendering and interpretation of SAXS data has been adopted by other groups (Lipfert et al. [@CR14]; Fagan et al. [@CR8]). Here, we highlight a recent *Nature* article on structural studies of the single epidermal growth factor receptor family member (dEGFR) in *Drosophila melanogaster*. Alvarado et al. ([@CR2]) determined the 2.7 Å X-ray crystal structure of the unliganded dEGFR extracellular region, encompassing domains I to IV (s-dEGFRΔV). A structural overlay of an active, extended, receptor tyrosine kinase sErbB2 and s-dEGFRΔV showed them to be remarkably similar, with important functional implications. One key question was whether crystal packing causes s-dEGFRΔV to be extended. This hypothesis was ruled out by SAXS studies of s-dEGFRΔV and complete s-dEGFR (Fig. [4](#Fig4){ref-type="fig"}). The *Situs*-derived models, shown in Fig. [4](#Fig4){ref-type="fig"}, indicate that s-dEGFRΔV is extended in solution (the envelope readily encompasses the crystal structure), and that domain V (orange) simply projects from the end of domain IV (red) to extend the structure further. Fig. 4Low-resolution molecular envelopes from SAXS studies of s-dEGFRΔV (*left*) and s-dEGFR (*right*). The envelopes (*blue*), created after kernel convolution with *pdb2vol*, readily accommodate the *Situs*-docked crystallographic models (see text). The graphic, kindly provided by Diego Alvarado and Mark Lemmon, emphasizes interior domain details; see also Fig. [2b](#Fig2){ref-type="fig"} in Alvarado et al. ([@CR2])

Flexible fitting {#Sec4}
================

Rigid-body docking, as described above, laid the groundwork for the development of a flexible docking technique that brings deviating features of multi-resolution structures into register. In such situations, the atomic structure is moved towards the target density by systematically reducing the rms deviation between coarse-grained control points in a refinement of the atomic structure. One of the open questions in flexible docking is how to maintain the stereochemical quality of a fitted structure, since any over-fitting to noisy experimental data would compromise the quality of the atomic model. In an earlier review article (Wriggers et al. [@CR24]), we described the details of a significant improvement to our flexible fitting algorithm, the Motion Capture Network (MCN). The basic idea of the workflow, depicted in Fig. [5](#Fig5){ref-type="fig"}, is that lateral connections (distance constraints) are formed between control points that reflect the connectivity of the biological polypeptide chain. This approximation of the movement can be justified by the statistics of biomolecular domain motions documented in the Protein Data Bank (PDB). In the following, a (previously unpublished) modeling of the actomyosin complex illustrates MCN-based flexible fitting. Fig. 5Schematic diagram of flexible fitting with *Situs* 2.5. The modeling of distance constraints for the MCN is shown in *dark blue*. Standard volumetric map formats are converted with the *map2map* utility and the data can be prepared for coarse graining by vector quantization using a variety of map visualization and analysis tools. Atomic coordinates in PDB format can be transformed to low-resolution maps, if necessary, and vice versa. During vector quantization of the high-resolution structure, distances can be learnt that are sent to the vector quantizer of the low-resolution structure to enable MCN-based fitting. After the vector quantization, the high-resolution structure is flexibly docked by the *qplasty* tool (Rusu et al. [@CR19]). As an alternative to spatial interpolation with *qplasty*, a molecular dynamics refinement is also supported

An atomic model of F-actin (Holmes et al. [@CR10]) was fitted to the 14 Å resolution actomyosin map (data kindly provided by Rasmus R. Schröder, now at University of Heidelberg, during his visit to Houston in 2003). The F-actin structure allowed us to create a mask for a single myosin S1 unit by low-pass filtering from the docked atomic structure using *pdb2vol*. As described by Wriggers and Chacón ([@CR22]), the mask was needed by the tools *voledit* and *voldiff* to segment and subtract densities from actin and neighboring symmetry-related subunits and to obtain the density of a single myosin S1 from the helical 3D map. This single myosin S1 map was then compared to the atomic structure.

We first attempted rigid-body fitting of the atomic model, taken from the supplementary structure "motor domain.pdb" (Holmes et al. [@CR10]), into the 3D map with *colores*, as described above. Rigid-body docking was not satisfactory with respect to the position of the upper 50K domain and the lever arm, even when performed independently for each structural subunit. Therefore, we subjected the predicted atomic model to flexible docking (Fig. [6](#Fig6){ref-type="fig"}) to characterize the observed changes. The flexible docking procedure was based on a connected MCN of identified features within the atomic model (Wriggers et al. [@CR24]). The atomic model was allowed to move according to displacements tracked by 10 control points defined by the network, to find the best match to the cryo-EM map. The number of control points was judged to be sufficient for capturing the shape details of the single S1 map that occupies a volume of 185,000 Å^3^ at the isocontour level shown (Fig. [6](#Fig6){ref-type="fig"}). The number of independent pieces of information contained in the 14 Å resolution map is then 185,000/14^3^ ≈ 67. This number comprises an upper bound for the number of recognizable features in this particular volume. The conservative choice of 10 points (corresponding to a spatial resolution of 26 Å in the reduced network) was significantly below this upper bound to avoid an over-fitting of the data (Wriggers and Chacón [@CR22]). This level of detail, however, was quite sufficient for the flexing. Fig. 6Flexible fitting of myosin 2 subfragment 1. **a** MCN (see text) and Voronoi tessellation of the atomic structure. **b** MCN fitted to the segmented EM density. **c** Before flexing. **d** Displacements sampled at the control points. **e** After flexing

The longitudinal distance constraints in the MCN were assigned manually, as described by Wriggers et al. ([@CR24]), by following the connectivity of the polypeptide chain and to ensure robustness of the control points during the shape change. We found by trial and error that motion capture was best achieved through allocating more flexibility to the 50K regions (effectively allowing cleft closure) by eliminating all constraints on the motion of control points in this region. The final network used for the automated flexing is shown in Fig. [6](#Fig6){ref-type="fig"}.

We performed the flexing by adding a constraint energy function to the Hamiltonian of a molecular dynamics simulation that penalizes global shape differences between the data sets (Wriggers et al. [@CR24]). In the molecular dynamics run, we added water molecules predicted by DOWSER (Zhang and Hermans [@CR25]) to the system, which resulted in a total system size of 12,008 atoms.

One can expect that at 14 Å resolution the flexing faithfully reproduces conformational differences with a precision of 2 Å if atomic structures are locally conserved (Wriggers et al. [@CR24]). Side chains are rearranged automatically to accommodate global conformational changes. Otherwise, the algorithm leaves the initial structure intact at the local level. Whether this assumption holds depends on the nature of the conformational difference between the two isoforms, which is not known a priori. However, it has been shown that only about 7% of protein domain rearrangements documented in the PDB are irregular motions where the tertiary structure is significantly perturbed (Gerstein and Krebs [@CR9]). Therefore, it is plausible, at least for the predominantly hinge-type domain motions exhibited by myosin, that the low-resolution flexible fitting approach visualizes conformational changes with a precision of single amino acid residues. The final flexing-induced rms deviation in the atomic model was 5.3 Å.

To validate the precision and probe for systematic errors, we also performed a control flexing calculation on the structure of myosin 5 (Coureux et al. [@CR7]). Myosin 5 is deemed to be in closer agreement with the 3D map of S1 in actomyosin (Holmes et al. [@CR11]). Following the above protocols, we created a model of myosin 5, resulting in a total system size of 11,150 atoms. The observed flexing-induced rms deviation in the atomic model was 3.8 Å, which was indeed much lower than that observed in the myosin 2 case.

The above tests validate the *Situs*-based flexible fitting approach with a real EM data set. More detailed and systematic tests of flexible fitting were published in Rusu et al. ([@CR19]). In addition, the myosin fitting was recently extended to full thick filaments of tarantula muscle in collaboration with the group of Raúl Padrón in Venezuela (Alamo et al. [@CR1]).

Conclusion {#Sec5}
==========

One key to the success of *Situs* over the years has been that the programs were ported to multiple platforms and their source code was freely available on the Internet (<http://situs.biomachina.org>). While we strive to teach at workshops and symposia, it seems that many researchers prefer to explore software in their own laboratories.

Our web-based tutorials have helped hundreds of electron microscopists and small- angle scattering experts to learn the use of the programs. For their dissemination, we obtained our own web domain (<http://biomachina.org>) and web server.

Another helpful aspect was the modular design of the programs. As mentioned above, the software consists of multiple, stand-alone tools that can be combined in various creative ways. The modular design allowed us to update individual programs over time (inevitably, it becomes necessary to update algorithms and to implement bug fixes for problems reported to us). We are managing an e-mail list to communicate with the more than 2,000 registered users who opted to receive information. Readers should feel free to send comments to situs\@biomachina.org.

This brief review primarily focused on the scientific use of the software, but the development of *Situs* was also a personal journey for the author, with many memorable encounters along the way. A personal history of this work, as well as annotated references, can be found in the [electronic supplementary material](#MOESM1){ref-type="media"}.
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