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Abstract 
 
In particular for safety critical systems it is necessary 
to make sure that the non-functional properties imposed 
by a system architecture meet the corresponding require-
ments as early as possible. Therefore, appropriate archi-
tectural transformations have to be applied in the design 
phase in case the non-functional properties do not fulfill 
their requirements. As the selection and application of ap-
propriate architectural transformations is a time consum-
ing task and demands for personal effort, there is the idea 
to automate the architecture evolution process. In this pa-
per, we outline our hypergraph-based approach towards 
automating the architecture evolution process and propose 
an algorithm that proves the behavioral equivalence of the 
architecture before and after a transformation. 
 
Keywords: Behavior-preserving architecture transforma-
tions, hypergraph transformation, non-functional proper-
ties 
1. Introduction 
Over the past years, the functionality of safety critical 
technical systems has been increasingly realized in soft-
ware components [1, 2, 3, 4]. These software components 
have to fulfill requirements regarding non-functional 
properties (NFPs), such as safety, availability, reliability, 
and temporal correctness. If a system does not fulfill these 
requirements, the system structure has to be modified to 
improve the corresponding non-functional properties. Due 
to economic reasons, this change must be made as early 
as possible. It should be done preferably in the design 
phase after the development of the system/software archi-
tecture. This results from the fact that then for the first 
time an evaluation of the non-functional properties of the 
system becomes possible. 
 
In [5] a cyclic process is presented that might be used 
to improve the non-functional properties of a software ar-
chitecture. The precondition for its application is a func-
tionally correct architecture specification. Based on this 
specification the non-functional properties are determined 
by an architecture evaluation. If the architectural specifi-
cation does not meet its non-functional requirements, the 
software architecture must be restructured by the applica-
tion of architectural patterns and styles. These transforma-
tions should influence the non-functional properties with-
out changing the functional behavior. Thus, after the 
transformation the architectural specification is still func-
tionally correct. If it turns out that all non-functional 
properties meet their requirements, the process may be 
terminated and the system development may be continued 
with the detailed design. 
system-/software architecture that fulfills all functional
requirements
architecture-
evaluation
architecture-
transformation
ok
architectural
problem
system-/software architecture that fulfills all functional and non-
functional requirements  
Figure 1. Cyclic process for the improvement of non-
functional properties in the architecture design phase 
Architectural transformations are often applied manu-
ally and the selection is based on expert knowledge. 
Consequently, the application of the architectural trans-
formations requires skilled designers, high personal, and 
time effort. Due to these economic factors, the architec-
ture evolution process should be automated. For this pur-
pose, this paper presents an approach for the automatic 
application of architectural transformations.  
 
The remainder of this paper is organized as follows: In 
section 2 an introduction for the specification of software 
architectures is given. Section 3 presents the basic con-
cepts for the formalization and specification of architec-
ture transformation rules. For this an example is given. In 
section 4, a general proof algorithm is presented that veri-
fies the behavioral equivalence before and after the appli-
cation of the architectural transformation. Related work is 
reviewed in section 5. Finally, section 6 contains conclud-
ing remarks and points out the directions for future work. 
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2. Architecture Specification 
The architecture specification is the first model of a 
system under development [1]. It consists of the structure 
specification and a set of interface specifications. 
2.1. Structure Specification 
The structure specification is the basic construction 
plan of a software system. It describes the decomposition 
of the system into smaller components and how these 
components interact at runtime to fulfill the intended 
function of the system. Structure specifications are di-
vided into component-models [6] and component-
connector-models [3]. Due to the popularity in industrial 
projects we use simple component-models for the struc-
ture specification [4, 6, 7]. They allow for the description 
of the software structure in terms of communicating com-
ponents, which are also referred to as capsules [6] or as 
actors [7]. These components are concurrent objects 
specified by component-classes. A component-class 
specification models either a flat software component that 
cannot be refined further or a composite of finer, more 
granular components. This leads to a recursive definition 
of component-classes modeled by a composition hierar-
chy, in which the top-level component describes the entire 
system. For the communication with its environment a 
component utilizes interface objects called ports. Between 
these ports, point-to-point connections may be established 
that are utilized to send messages. If a message is sent di-
rectly to a component, the receiving port is called an end-
port. To communicate with a component inside a hierar-
chical component special ports are used to forward a mes-
sage from the outside of a composite component to an in-
ner component. These ports are called relay ports. The 
simplified meta-model of a structure specification with a 
component-model is presented in figure 2. 
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Figure 2. Meta-model for a structure specification 
Figure 3 illustrates a corresponding example for a 
structure specification of a simple level crossing control 
system. It consists of the component “LevelCrossing-
Control” that is responsible for the overall control task as 
well as actors and sensors for gates, train detection and 
train signaling. The graphical notation is based in ROOM 
[6], where rectangles and small black squares are used as 
graphical symbols for components and port.  
<<architecture element>>
:LevelCrossingControl
<<actuator>>
:Gate
<<sensor>>
:GateSensor
<<actuator>>
:TrainSignal
<<sensor>>
:TrainSensor
:LCCG :LCCGS :LCCTS :LCCTSe
:GLCC :GSLCC :TSLCC :TSeLCC
 
Figure 3. Example of a structure specification  
2.2. Interface Specification 
Interface specifications are used to model the black-
box behavior of components. More precisely, they specify 
a protocol with a set of valid message sequences [9,10]. 
Interface automata [11] may serve as a notation for an in-
terface specification. They describe the causal order of 
messages or actions that are sent to or by the component. 
Interface automata are formally defined as follows [11]:  
Definition 6.1 Interface automata 
An interface automaton is a 6-tuple , , , , ,init I O HS S E E E  
T , where: 
- S  is a set of states. 
- initS S⊆  is a set of initial states, with initS ≠ ∅ . 
- IE , OE  and HE  are mutually disjoint sets of input, 
output or internal actions.  
- T S E S⊆ × ×  is a set of steps, where an action 
Ia E∈ , Oa E∈  or Ha E∈  is enabled in the state v  
if , ,v a v T′ ∈ . If a  occurs in v  the next state is 
v′ . Based on the action type of a  the step , ,v a v′  
is called input, output or internal step. 
For the specification of interface automata a typical 
graphical automaton notation [10] is used, where input, 
output and internal actions are denoted with the postfix 
symbols ?,! and ;. An example for an interface specifica-
tion is depicted in figure 2. It visualizes a component that 
waits for a message y? sent by the environment and re-
sponds to this message by sending a message x! 
x y
x!
2
1
y?
x y
2
1
x! y?
x1.IFspec
 
Figure 4. Interface specification with interface auto-
mata  
If two components interact via a point-to-point connec-
tion, they have to be compatible. Compatibility in this 
context means that each port only generates sequences of 
messages that conform to the interface specification of the 
corresponding counterpart. Therefore, a proof-algorithm 
to check the compatibility of two interface automata is 
presented in [11]. Two interface automata are considered 
to be incompatible in case their composition contains so 
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called illegal states. An illegal state is a state in which one 
component generates an output message that is an input 
message for the other component but the other component 
does not accept this message as input in this compound 
state. Thus, the proof-algorithm determines first the set of 
shared actions between the two automata. Based on this 
set, the algorithm creates the product of the automata, it-
erates over all compound states that generate shared ac-
tions and determines whether they are allowed or not.  
3. Architecture Transformation 
3.1. Notation 
A transformation operator describes in an abstract way 
the structural changes of software architectures. These 
changes can be: 
- the removal or the addition of architectural elements 
- the redirection of a connection between the architec-
tural elements 
For the representation of a transformation operator a 
graphical notation is used. We denote this notation as T-
notation because it groups the architectural elements of an 
operator into three parts, shaping a T. The semantic of 
this notation implies that all elements or connections on 
the bottom-left-side of the T must be removed from the 
architecture. All elements or connections on the bottom-
right-side of the T must be added to the architecture. The 
elements above the T remain unaffected and serve as glu-
ing points between the rest of the architecture and the new 
added elements. That is the reason why they are redun-
dantly contained in the upper left and the upper right side. 
An example for a transformation pattern in the T-notation 
is given in figure 5. This abstract operator describes that 
the components of the type A and B, the two ports with 
the type A and the connection between them must be re-
moved. The ports (type A, B and C) above the T remain 
unaffected and the component with the type C must be 
added to the software architecture. The application of this 
pattern is presented in figure 6 for a architecture. 
:port C :port B:port A
:port A:component A :component B :component Cbefore after
:port C :port A :port B
:port A
 
Figure 5. A transformation pattern in the T-notation 
after
:component C
:component A
:port C
:port A
:component D
:port A:port C
:port B
:port A
:port C
:port B
:port A
:component A
:component B
:port A :port A
before
:component A
:port C
:port A
:component D
:port A
Figure 6. Example the pattern application 
3.2. Example 
Aware of the overall concepts of architecture transforma-
tions and the fundamental concepts of their visualization, 
we study a small example. We assume that the results of 
an architecture evaluation indicate that the system under 
development (the level crossing control as depicted in 
figure 3) might show an insufficient reliability for the gate 
sensor. A common architecture transformation that in-
creases the reliability by detecting random and single 
point failures and thereby addresses this problem is the 
triple modular redundancy pattern. According to this pat-
tern a component is replaced with three components of 
the same type and a voter component. The voter replicates 
requests, forwards them to the three components and re-
turns the response of the majority of the three compo-
nents. In case there is no majority, an appropriate error 
handling may take place. The nature of this pattern may 
be expressed more precisely in terms of a T-notation as 
depicted in figure 7. 
v:2-out-of-3
   voter
   
x1:component
:port
x3:component
before after
x2:component x4:component
:port
:port
:port :port :port
 
Figure 7: Transformation operator to multiply soft-
ware components and introduce a comparator 
The application of this transformation on the level 
crossing structure specification results in the structure 
specification as depicted in figure 8. The single gate sen-
sor in the previous version of the architecture is replaced 
with three gate sensors and a 2-out-of-3 voter in the new 
version of the architecture specification. 
<<component>>
:voter
<<sensor>>
:GateSensor
<<sensor>>
:GateSensor
<<sensor>>
:GateSensor
:LCCGS
:GSLCC:GSLCC:GSLCC
<<architecture element>>
:LevelCrossingControl
<<actuator>>
:Gate
<<actuator>>
:TrainSignal
<<sensor>>
:TrainSensor
:LCCG :LCCGS :LCCTS :LCCTSe
:GLCC :GSLCC :TSLCC :TSeLCC
 
Figure 8. Structure specification of a level crossing sys-
tem after the transformation operator application  
3.3. Technical Realisation 
The automatic application of a transformation operator 
requires an appropriate language allowing for the 
formalization of the architecture description and 
transformation. For this purpose, we developed an 
architecture description language [12,13] called COOL 
(Component based Object Oriented Language) that 
utilizes hierarchical typed hypergraphs [14, 15] as basic 
specification formalism. Therefore, each architectural 
element (figure 2) is mapped to a hypergraph specific 
class as presented in a simplified meta model in figure 9. 
International Journal of Computer  & Information Science, Vol. 5, No. 2, June 2004 
meta-level I (software architecture)
relay portend port
meta-level II (hypergraph)
nodehyperedgecomplexhyperedge
connectioncomponent
att
cts
hypergraph *
*
1
* *
V
E
  
Figure 9: Software aspects of the COOL-meta-model 
 
Based on the graph formalism of the architecture de-
scription languages, a transformation operator may be 
specified as a graph transformation rule in the category of 
hierarchical, typed hypergraphs. These graph transforma-
tion rules can be automatically applied according to the 
double pushout approach [15, 16]. 
 
Furthermore, in [8] we specify eleven known architec-
tural patterns, having already demonstrated their suitability 
and effectiveness in the application domain [9,7]. These ar-
chitectural patterns are: 
- Two-Channel-Redundancy 
- Recovery Block 
- Multi-Cannel-Redundancy with Voting 
- Protected-Single-Channel 
- Process Fusion 
- Hardware Platform Substitution 
- Hardware Platform Reassignment 
- Actuation-Monitor 
- Integrity Check 
- Watchdog 
4. A Proof-Algorithm to Check the Behavior Equi-
valence of Architecture Transformations 
The automatic application of a architecture transforma-
tion rule, requires further a proof-algorithm which verifies 
the behavioral equivalence before and after the application 
of the architectural transformation. This proof-algorithm is 
now presented for behavioral specifications that are based 
on interface automata.  
 
To check the behavioral equivalence, the combined in-
terface specification of all components before the architec-
ture transformation must equal the combined interface 
specification of all components after the architecture trans-
formation. For the construction of this combined interface 
specifications, the interface automata of these components 
must be composed. With regard to [11], the composition of 
two interface automata is defined as follows: 
Definition 1. Composition of interface automaton 
Let AI and BI  be two interface automata, then the com-
posed interface automaton A BI ⊗  is characterized by 
, , ,init IA B A B A BS S E⊗ ⊗ ⊗ , ,
O H
A B A BE E T⊗ ⊗ , with  
( )
( )
( )
( ) ( )( ) ( ) ( ){ }
( ) ( )( ) ( ) ( ){ }
( ) ( )( ) ( )
\ ,
\ ,
,
, , , , | , , ,
, , , , | , , ,
, , , , | , , , ,
A B A B
init init init
A B A B
I I I
A B A B A B
O O O
A B A B A B
H H H
A B A B A B
A B
A B
B A
A
S S S
S S S
E E E sh A B
E E E sh A B
E E E sh A B
T
v u a v u v a v T a sh A B u S
v u a v u u a u T a sh A B v S
v u a v u v a v T u a
⊗
⊗
⊗ ⊗ ⊗
⊗ ⊗ ⊗
⊗ ⊗ ⊗
⊗
= ×
= ×
= ∪
= ∪
= ∪ ∪
=
′ ′ ∈ ∧ ∉ ∧ ∈ ∪
′ ′ ∈ ∧ ∉ ∧ ∈ ∪
′ ′ ′ ∈ ∧ ( ) ( ){ },Bu T a sh A B′ ∈ ∧ ∈
 
and ( , )sh A B  is the set of shared actions between these 
two automata: ( ) ( )I O I OA B B AE E E E∩ ∪ ∩ . 
As an example we assume that the component x1 in the 
graph transformation rule in section 3.1 (figure 7) has the 
interface automaton presented in figure 9. The interface 
automata of the components x2-x4 are isomorphic to the in-
terface automaton of the component x1, due to the identical 
component type. They are also depicted in figure 10. 
x1 y1
2
1
x1! y1?
x2 y2
x2!
2
1
y2?
x3 y3
x3!
2
1
y3?
x2.IFspec x3.IFspec x4.IFspec
x y
2
1
x! y?
x1.IFspec
 
Figure 10. Interface specifications of the components x1, 
x2, x3, and x4  
The interface specification of the comparator implements 
the 2-of-3 voting and sends by a request y? a message (y1!, 
y2! and y3!) to each redundant component. If two of three 
components send an identical reply (x1!, x2! and x3!) the 
comparator sends this message as the resulting message x! 
via the port p1. The reply of the last component does not 
matter, but we assume that this reply does not come after a 
International Journal of Computer  & Information Science, Vol. 5, No. 2, June 2004 
new request y? is produced by the environment. Due to the 
parallel execution of all the components, the interface 
automaton is very complex. 
x3?
y1!
1
y?
x1?x2?x1? x2?x3? x3?
y2!
y3!
x1?
x1?
y2!x2?
y3!y3!
x1?
y3!
x2?
y3!
2
3 4
65 7
11
13
16
12
14 15
89
10
18
x!x! x!
x1?x3? x2?
y? y? y?
1917
x1 x2 y1 y2x3 y3 x y
comparator.IFspec
 
Figure 11. Interface specification of the comparator 
component 
Based on definition 1 the interface automaton for the added 
component can be constructed as presented in figure 12. 
x3;
y1;
1,1,1,1
y?
x1;x2;x1; x2;x3; x3;
y2;
y3;
x1;
x1;
y2;x2;
y3;y3;
x1;
y3;
x2;
y3;
2,1,1,1
3,2,1,1 4,1,1,1
6,1,2,15,2,2,1 7,1,1,1
11,2,2,2
13,2,2,1
16,1,2,1
12,1,2,2
14,1,1,2 15,2,1,1
8,2,1,19,1,1,1
10,2,1,2
18,2,1,1
x!x! x!
x1;x3; x2;
x2.IFspec⊗. x3.IFspec⊗ x4.IFspec⊗ comparator.IFspec
x y
y? y? y?
19,1,2,117,1,1,2
 
Figure 12. Composition of the interface specifications of 
the components x2, x3, x4 and the comparator 
If we compare the interface automaton in figure 10 and 
figure 12 representing the behavior of the removed and 
added software elements, we see that the automata are dif-
ferent. But the interface automaton in figure 12 contains in-
ternal actions which do not affect the external behavior. 
Thus, the interface automaton can be reduced by the elimi-
nation of these internal actions. Therefore, if an interface 
automaton contains two states that are only connected by 
internal steps, these internal steps and one of the two states 
can be deleted. Furthermore, the remaining steps of the de-
leted state are handed over to the other state.  
 
Definition 2. Reduction of interface automata 
Let I be an interface automaton , , ,init IS S E , ,O HE E T  
and ,a bs s  two states with only internal steps between 
them, then the reduced interface automaton I ′  is con-
structed by \ , \ , , ,init init I I O Ob bS S s S S s E E E E′ ′ ′ ′= = = =  
\ , ( \ )H H H Hrem remE E Action T T Stepσ′ ′= =  with HremAction  is 
the set of all actions which are only used in steps between 
the states as  and bs , HremStep  is the set of internal steps be-
tween the states as  and bs  and σ  is a renaming of all 
states bs  by as  in the set of steps of the interface automa-
ton. 
 
The reduction of the interface automaton in figure 12 
leads to an interface automaton, where all states below and 
above the dashed line collapsed to one state in each case. 
Thus, except for the state identifier, this automaton is iden-
tical to the automaton (figure 10) before the transformation. 
For our example, this means that the behavior is equivalent 
before and after the transformation.  
 
In summary, the following algorithm checks the behav-
ior equivalence: 
 
Algorithm 1. Proof-algorithm to check the behavioral 
equivalence of architecture specifications before and after 
a transformation application 
Generate the interface automaton remI  and addI by the 
composition of all interface automata of the removed or 
added components. 
until ( , .a b rems s I S∃ ∈  with ( )( , , ) . ( , , ) . : . Ha i b rem b i a rem i rems a s I T s a s I T a I E∀ ∈ ∨ ∈ ∈ )do 
 { 
  reduce ,a bs s  with the algorithm of definition 6.3 
 } 
until ( , .b a adds s I S∃ ∈  with ( ) ( )( ), , . , , . : . Ha i b add b i a add i adds a s I T s a s I T a I E∀ ∈ ∨ ∈ ∈ )do
 { 
  reduce ,a bs s  with the algorithm of definition 6.3 
 } 
Check if remI  and addI  are isomorphic 
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5. Related Work 
In this section, we review existing approaches for graph-
based transformations of software specifications that ensure 
that the behaviour of the overall system under construction 
is preserved. These approaches may be divided into two 
categories: approaches that address the transformation of 
software specifications in general and approaches that are 
dedicated especially to software architecture transforma-
tions. 
 
In [17] and [18], two general frameworks for software 
evaluation based on graph transformation systems are pre-
sented. Both ensure that the overall behaviour of the system 
in focus is preserved. In addition to these frameworks there 
is a well known family of approaches based on behaviour 
preserving source code transformations known as refactor-
ings [19], [20]. One refactoring approach that is especially 
dedicated to performance optimizations is proposed in [21]. 
A formal foundation for refactorings can be found in [22].  
All these approaches belong to the first category. 
 
The second category is based on the work of Le Métayer 
[23]. He proposes the specification of architecture styles on 
the foundation of graph transformation systems.  Hirsch and 
Montanari define in [24] a method for the reconfiguration 
of the architecture of a distributed system that does not ne-
cessitate a change in the architectural style.  Some of the 
approaches focus more on architecture transformations. 
Transformations that aim at the improvement of the com-
prehensibility of the architecture under analysis and pre-
serve the overall system behaviour are in focus of [25]. In 
[26], a transformation concept that allows for dynamic ar-
chitecture reconfigurations at runtime is proposed. 
6. Conclusion and Future Work 
In this paper we presented a hypergraph-based approach 
towards the automation of the architecture evolution proc-
ess. Architecture evolution denotes the systematic transfor-
mation of the architecture of the system under development 
towards the non-functional requirements. The functional 
behavior may never be affected. Therefore, an architecture 
evolution automation approach necessitates an algorithm 
that proves the behavior equivalence before and after archi-
tectural transformations as presented in our paper. 
 
Based on our work, architecture transformations can be 
applied automatically to improve the non-functional proper-
ties of software architectures. This will ease the process 
presented in [5] and reduce the development costs of func-
tionally and non-functionally correct software architecture 
specifications. Currently, we work on a tool called Balance 
that puts our theoretical work into practice and will allow 
for an automated architecture evolution process. 
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