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Abstract
Let F be a field of characteristic p > 0 and let f, g be elements of the Nottingham
group N (F ) such that f has depth k and gf−1 has depth n ≥ k. We find the best
possible lower bound for the depth of gpf−p.
Let R be a commutative ring with 1 which has characteristic p > 0, and let N =
N (R) denote the Nottingham group over R. Thus N is the set of all formal power
series f(x) ∈ R[[x]] with leading term x, and the product of f, g ∈ N is defined to be
(fg)(x) = f(g(x)). For each k ≥ 1 define a normal subgroup Nk E N by setting
Nk = {f ∈ N : f(x) ≡ x (mod x
k+1)}. (1)
The depth of f ∈ N is defined to be D(f) = sup{k : f ∈ Nk}.
Let n ≥ k ≥ 1 and let k0 be the least nonnegative residue of k modulo p. We define
a nonnegative integer e(k, n) as follows:
e(k, n) =


0 if p | k and n = k,
1 if p | k, p | n, and n > k,
0 if p | k and p ∤ n,
i if p ∤ k and n ≡ 2k − i (mod p) for some 0 ≤ i ≤ k0,
k0 if p ∤ k and n 6≡ 2k − i (mod p) for all 0 ≤ i ≤ k0.
(2)
Our main result is the following:
Theorem 1 (a) Let f and g be elements of N (R) such that D(f) ≥ k and D(gf−1) ≥ n.
Then
D(gpf−p) ≥ n + (p− 1)k + e(k, n). (3)
(b) There exist f, g ∈ N (R) such that D(f) = k, D(gf−1) = n, and
D(gpf−p) = n+ (p− 1)k + e(k, n). (4)
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The following corollary generalizes Theorem 1(a) to higher powers of p. It would be
interesting to know whether the bound given here is the best possible.
Corollary 2 Let f, g ∈ N (R) be such that D(f) ≥ k and D(gf−1) ≥ n. Then for all
m ≥ 1 we have
D(gp
m
f−p
m
) ≥ n+ (pm − 1)k +
pm − p
p− 1
k0 + e(k, n). (5)
Proof: By repeated application of Lemma 5 below we get
D(f p
i
) ≥ pik +
pi − 1
p− 1
k0 (6)
for all i ≥ 1. It follows from (2) that
n+ (p− 1)k + e(k, n) ≡


n (mod p) if e(k, n) = k0,
k (mod p) if 0 ≤ e(k, n) < k0,
1 (mod p) if p | k, p | n, and n > k.
(7)
Using (3), (6), and (7) we can iteratively compute lower bounds for D(gp
i
f−p
i
). For
i ≥ 1 we get D(gp
i
f−p
i
) ≥ di, where d1 = n + (p− 1)k + e(k, n) and
di+1 = di + (p− 1)
(
pik +
pi − 1
p− 1
k0
)
+ k0. (8)
By summing the terms we get
dm = n + (p
m − 1)k +
pm − p
p− 1
k0 + e(k, n), (9)
as required. 
Let S be a commutative ring with 1 which has characteristic p and let σ : R → S
be a unitary ring homomorphism. Then σ induces a group homomorphism N (R) →
N (S) which we denote by f 7→ fσ. We clearly have D(fσ) ≥ D(f). Let R =
Fp[rk, rk+1, . . . , sn, sn+1, . . . ], where Fp = Z/pZ is the field with p elements and ri, sj
are variables. Also set
f(x) = x+ rkx
k+1 + rk+1x
k+2 + · · · (10)
u1(x) = x+ snx
n+1 + sn+1x
n+2 + · · · (11)
and g = u1f . Then f is a generic element of N (R) of depth k, and u1 is a generic
element of N (R) of depth n.
Let f, g ∈ N (R) satisfy D(f) ≥ k and D(gf−1) ≥ n. Then we have
f(x) = x+ akx
k+1 + ak+1x
k+2 + · · · (12)
gf−1(x) = x+ bnx
n+1 + bn+1x
n+2 + · · · (13)
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with ai, bj ∈ R. Let σ : R → R be the unique homomorphism such that σ(ri) = ai
for i ≥ k and σ(sj) = bj for j ≥ n. Then fσ = f , (gf−1)σ = gf−1, and hence gσ = g.
Therefore to prove Theorem 1(a) it suffices to show
D(gpf−p) ≥ n+ (p− 1)k + e(k, n). (14)
Since Fp is a subring of every ring of characteristic p, it suffices to prove Theorem 1(b)
in the case R = Fp. We define a specialization to be a homomorphism σ : R → Fp.
Associated to a specialization σ we have elements fσ, gσ, uσ1 of N (Fp).
Remark 3 Theorem 1 can be expressed entirely in terms of the generic power series
f(x). Theorem 1(a) is equivalent to the statement that for all i ≤ n+ (p− 1)k+ e(k, n)
the coefficient of xi in fp(x) does not depend on any rj with j ≥ n. Theorem 1(b) is
equivalent to the statement that there exist specializations σ, τ such that σ(rj) = τ(rj)
for k ≤ j < n, σ(rn) 6= τ(rn), and D((f τ )p(fσ)−p) = n+ (p− 1)k + e(k, n). 
The following lemma is useful in the proof of Theorem 1(b):
Lemma 4 Suppose there are n′ > n ≥ k such that Theorem 1(a) holds for (k, n),
Theorem 1(b) holds for (k, n′), and
n + (p− 1)k + e(k, n) = n′ + (p− 1)k + e(k, n′). (15)
Then Theorem 1(b) holds for (k, n).
Proof: Since Theorem 1(b) holds for (k, n′) there are f, g ∈ N (R) such that D(f) = k,
D(gf−1) = n′, and D(gpf−p) = n + (p − 1)k + e(k, n). Choose h ∈ N (R) such that
D(hf−1) = n. Then we have
D(hpf−p) ≥ D(gpf−p) ≥ n+ (p− 1)k + e(k, n). (16)
If D(hpf−p) = n + (p− 1)k + e(k, n) then f , h satisfy the conditions of Theorem 1(b).
If D(hpf−p) > n+(p− 1)k+ e(k, n) then D(hpg−p) = n + (p− 1)k + e(k, n), D(g) = k,
and D(hg−1) = n. Therefore g, h satisfy the conditions of Theorem 1(b). 
The proof of Theorem 1 proceeds by cases, depending mainly on the relative sizes of
k and n. We start with the cases where n is small. We first require a lemma.
Lemma 5 D(fp) = pk + k0.
Proof: If p ≥ 3 then the result follows from [1, Th. 6], while if p = 2 and k is even then
it follows from [1, Lemma 1]. If p = 2 and k is odd then by an explicit calculation we
get f2(x) = x+ (r1r2 + r
3
1)x
4 +O(x5) if k = 1, and f2(x) = x+ rkrk+1x
2k+2 +O(x2k+3)
if k ≥ 3, which implies the result. 
Case 1 Theorem 1 holds if k ≤ n ≤ k + k0.
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Proof: For n in this range we have e(k, n) = k + k0 − n. By Lemma 5 we have
D(fp) = D(gp) = pk + k0 = n + (p− 1)k + e(k, n). (17)
It follows that D(gpf−p) ≥ n + (p − 1)k + e(k, n), which proves Theorem 1(a). To
prove Theorem 1(b) we first consider the case n = k + k0. Set f(x) = x + x
k+1,
u(x) = x+ xk+k0+1, and g = uf , so that D(gf−1) = D(u) = k + k0. If p | k then k0 = 0
and u = f , so by [1, Lemma 1] we have D(gpf−p) = D(f p) = pk. If p ≥ 3 and p ∤ k
then by the third paragraph in the proof of [1, Th. 6] we have D(gpf−p) = pk + k0. If
p = 2 and n is odd then by the explicit computations in the proof of Lemma 5 we get
D(g2f−2) = 2k + 1 = pk + k0. Thus Theorem 1(b) holds when n = k + k0. It follows
from Lemma 4 that Theorem 1(b) also holds for k ≤ n < k + k0. 
We next consider the cases where n ≥ (p− 1)k+ p. We will need the following basic
result, which is proved in [1, Prop. 1].
Lemma 6 Let R be an integral domain of characteristic p, let f, g ∈ N (R), and let
[f, g] = f−1g−1fg denote the commutator of f with g. Then D([f, g]) ≥ D(f) +D(g),
with equality if and only if D(f) 6≡ D(g) (mod p).
Recall that u1 = gf
−1 ∈ N (R), and define u2, . . . ,up inductively by setting ui+1 =
[ui, f ]. By Lemma 6 we have D(ui+1) ≥ D(ui) + D(f); since D(u1) = n this implies
D(ui) ≥ n+ (i− 1)k for 1 ≤ i ≤ p. It follows that D([ui,uj ]) ≥ 2n+ k for 1 ≤ i, j ≤ p.
Let N = N (R), let N = N /Nn+(p−1)k+p, and let f , g, ui denote the images of f , g, ui
in N . Since n ≥ (p−1)k+ p we have 2n+k ≥ n+(p−1)k+ p. Therefore ui commutes
with uj for all 1 ≤ i, j ≤ p. Using the formula uif = fuiui+1 we get
gp = f
p
u
C(p,1)
1 u
C(p,2)
2 . . .u
C(p,p)
p , (18)
where C(p, i) = p!/i!(p− i)! is the binomial coefficient. It follows from Lemma 5 that
D(upi ) ≥ pn ≥ n+ (p− 1)k + p. (19)
Since p | C(p, i) for 1 ≤ i ≤ p−1, this implies uC(p,i)i = 1, and hence g
p = f
p
up. To prove
Theorem 1 for n ≥ (p− 1)k + p it suffices to show that D(up) ≥ n+ (p− 1)k + e(k, n),
and that there is a specialization σ : R → Fp such that D(uσp ) = n+ (p− 1)k + e(k, n).
Case 2 Theorem 1 holds if n ≥ (p− 1)k + p and p | k.
Proof: If p ∤ n then an inductive argument based on Lemma 6 shows that D(up) =
n+ (p− 1)k. If p | n then it follows from Lemma 6 that D(u2) ≥ n+ k + 1, and hence
thatD(up) ≥ n+(p−1)k+1. This proves Theorem 1(a). If p ∤ n let σ be a specialization
such that D(fσ) = k and D(uσ1 ) = n. Then by Lemma 6 we have D(up) = n+ (p− 1)k,
which proves Theorem 1(b) in this case. If p | n let σ be a specialization such that
D(fσ) = k and D(uσ1 ) = n+ 1. Using Lemma 6 we get
D(uσp ) = n+ (p− 1)k + 1 (20)
= n+ (p− 1)k + e(k, n) (21)
= (n+ 1) + (p− 1)k + e(k, n+ 1). (22)
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Theorem 1(b) now follows from Lemma 4. 
Since u1 and f are generic one might expect that D(ui+1) = D(ui) +D(f) + 1 when
D(ui) ≡ D(f) (mod p). In fact this is not always the case: There are instances where
D(ui+1) > D(ui) + D(f) + 1. To compute D(up) when p ∤ k, we introduce a doubly-
indexed sequence (cij) which is closely related to the coefficients of uh(x). We retain
the variables rk, rk+1, rk+2, . . . and introduce a new variable K. For i, j ≥ 0 we define
cij ∈ Z[K, rk, rk+1, . . . ] using the difference equation
cij =
j∑
t=0
((i− 2)K + n+ 2t− j) rk+j−tci−1,t (23)
for i ≥ 1, j ≥ 0, and the initial conditions
c0j =
{
1 if j = 0,
0 if j ≥ 1.
(24)
Let S = Q(K)[r−1k , rk, rk+1, rk+2, . . . ], and for a ∈ Z, i ≥ 0 define
Pa(i) =
i∏
h=1
((h− 2)K + n+ a) ∈ Z[K]. (25)
Lemma 7 There are φjab ∈ S such that for all i, j ≥ 0 we have
cij = r
i
k ·
j∑
a=0
j∑
b=0
φjabPa(i+ b). (26)
Proof: We use induction on j. It follows from (23) and (24) that ci0 = r
i
kP0(i). Thus
by setting φ000 = 1 we get the lemma in the case j = 0. Let j ≥ 1 and assume that the
lemma holds for all cit with i ≥ 0 and 0 ≤ t < j. Then for i ≥ 1 and 0 ≤ t < j we have
ci−1,t = r
i−1
k ·
t∑
a=0
t∑
b=0
φtabPa(i− 1 + b), (27)
with φtab ∈ S. Since
((i− 2)K + n+ 2t− j)Pa(i− 1 + b) =
Pa(i+ b) + (−bK + 2t− j − a)Pa(i− 1 + b), (28)
by substituting (27) into the difference equation (23) we get
cij = ((i− 2)K + n + j) rkci−1,j + r
i−1
k ·
j−1∑
t=0
t∑
a=0
t+1∑
b=0
ψtabPa(i− 1 + b), (29)
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where
ψtab =


(2t− j − a)rk+j−tφta0 if b = 0,
(−bK + 2t− j − a)rk+j−tφtab + rk+j−tφt,a,b−1 if 1 ≤ b ≤ t,
rk+j−tφtat if b = t+ 1.
(30)
The general solution to (29) as a difference equation in i is
cij = αr
i
kPj(i) + r
i−1
k ·
j−1∑
t=0
t∑
a=0
t+1∑
b=0
ψtab
bK + a− j
Pa(i+ b), (31)
with α arbitrary. For 0 ≤ a < j, 0 ≤ b ≤ j set
φjab = r
−1
k ·
j−1∑
t=c
ψtab
bK + a− j
, (32)
where c = max{a, b− 1}. Then for 0 ≤ a < b ≤ j we have
φjab =
φb−1,a,b−1
bK + a− j
rk+j−b+1r
−1
k +
j−1∑
t=b
(−bK + 2t− j − a)φtab + φt,a,b−1
bK + a− j
rk+j−tr
−1
k , (33)
for 1 ≤ b ≤ a < j we have
φjab =
j−1∑
t=a
(−bK + 2t− j − a)φtab + φt,a,b−1
bK + a− j
rk+j−tr
−1
k , (34)
and for 0 ≤ a < j, b = 0 we have
φja0 =
j−1∑
t=0
(2t− j − a)φta0
a− j
rk+j−tr
−1
k . (35)
It follows that (31) can be rewritten as
cij = φjj0r
i
kPj(i) + r
i
k ·
j−1∑
a=0
j∑
b=0
φjabPa(i+ b), (36)
where the value of φjj0 = α is determined by the initial conditions (24) to be
φjj0 = −
j−1∑
a=0
j∑
b=0
φjabPa(b). (37)
Finally, set φjjb = 0 for 1 ≤ b ≤ j. Then cij is given by (26). Since φtab ∈ S for
0 ≤ t < j, it follows from (33), (34), and (35) that φjab ∈ S for 0 ≤ a < j and 0 ≤ b ≤ j.
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Hence by (37) we have φjj0 ∈ S as well. Thus all the coefficients φjab in (26) lie in S, so
the lemma holds for j. 
In the proof of Lemma 7 we define φjab for all (j, a, b) such that 0 ≤ a, b ≤ j. Set
φjab = 0 for all other integer values of j, a, b. Then by (33), (34), and (35) we have
j∑
t=a
(bK + j + a− 2t)rk+j−tφtab =
j−1∑
t=a
rk+j−tφt,a,b−1 (38)
for j ≥ a ≥ 0, b ≥ 0. Shifting j and t by a gives
j∑
t=0
(bK + j − 2t)rk+j−tφt+a,a,b =
j−1∑
t=0
rk+j−tφt+a,a,b−1 (39)
for j, a, b nonnegative.
From (33) and (34) we would expect the denominator of φjab to contain the factor
bK + a− j. Surprisingly, this factor is not present unless b | a− j. For l, m ≥ 0 define
a subring of S,
Slm = Z
[
1
l!
, K,
1
K − 1
,
1
K − 2
, . . . ,
1
K −m
, r−1k , rk, rk+1, rk+2, . . .
]
. (40)
If l ≤ l′ and m ≤ m′ then clearly Slm ⊂ Sl′m′ . For each (j, a, b) we will find (l, m) such
that φjab ∈ Slm. To accomplish this we fix a and find the generating function for (φjab).
Proposition 8 Let a ≥ 0. The ordinary generating function for (φjab)j,b≥0 is
Fa(x, y) =
∞∑
j=0
∞∑
b=0
φjabx
jyb = φaa0r
−1
k x
aα(x)eω(x)y, (41)
where α(x) = rk + rk+1x+ rk+2x
2 + · · · ,
rk
α(x)
= 1 + q1x+ q2x
2 + · · · , and
ω(x) =
∞∑
t=1
qt
t−K
xt. (42)
Proof: When a = 0 the difference equation (39) is equivalent to the partial differential
equation(
Ky
∂
∂y
+ x
∂
∂x
)(
F0(x, y)α(x)
)
− 2xα(x)
∂
∂x
F0(x, y) = yF0(x, y) (α(x)− rk) . (43)
In addition, since φ000 = 1 and φ00b = 0 for b ≥ 1, we have the boundary condition
F0(0, y) = 1. The solution to this boundary value problem is easily determined by the
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method of characteristics to be the function given in (41), with a = 0. Alternatively,
one can use the formula
xω′(x)−Kω(x) =
rk
α(x)
− 1 (44)
to check directly that this function is the unique solution. For a ≥ 1, the sequence
(φj+a,a,b)j,b≥0 satisfies the same linear difference equation (39) as (φj0b)j,b≥0, and we have
φaab = 0 for b ≥ 1. Therefore the generating function for (φj+a,a,b)j,b≥0 is φaa0F0(x, y).
Since φjab = 0 for j < a, this implies that the generating function for (φjab)j,b≥0 is
Fa(x, y) = φaa0x
aF0(x, y). 
Corollary 9 Let j, a, b be nonnegative. If a + b > j then φjab = 0. If a + b ≤ j then
φjab ∈ Slm, where l = max{a, b}, m = a if b = 0, and m = max{a, j + 1 − a − b} if
b ≥ 1.
Proof: We first consider the case a = 0. By Proposition 8 we see that φj0b is the
coefficient of xj in
r−1k α(x) ·
1
b!
· ω(x)b =
r−1k x
b
b!
(rk + rk+1x+ · · · ) ·
(
∞∑
t=1
qt
t−K
xt−1
)b
. (45)
It follows easily from this observation that φj00 lies in S00, φj0b lies in Sb,j+1−b for
1 ≤ b ≤ j, and φj0b = 0 for b > j. We next use induction to show that φjj0 ∈ Sjj for
j ≥ 0. Since φ000 = 1, the case j = 0 is clear. Let j ≥ 1 and suppose φaa0 ∈ Saa for all
0 ≤ a < j. By Proposition 8 we have φjab = φaa0φj−a,0,b, so (37) can be rewritten as
φjj0 = −
j−1∑
a=0
j∑
b=0
φaa0φj−a,0,bPa(b). (46)
By the inductive assumption we have φaa0 ∈ Saa, and it follows from the first case that
φj−a,0,b ∈ Sjj for 0 ≤ a ≤ j − 1, 0 ≤ b ≤ j. Therefore all the terms of (46) are in Sjj,
so we get φjj0 ∈ Sjj. The general case of the corollary now follows from the formula
φjab = φaa0φj−a,0,b. 
Corollary 10 View φjab as a rational function of K. Then for each j ≥ 1, φj01 has a
simple pole at K = j with residue −qj.
Proof: Using (45) we get
φj01 =
r−1k rk+j−1q1
1−K
+
r−1k rk+j−2q2
2−K
+ · · ·+
r−1k rkqj
j −K
. (47)
The corollary now follows from the fact that qj 6= 0. 
We now use Corollaries 9 and 10 to prove Theorem 1 in the cases where p ∤ k and
n ≥ (p− 1)k + p. Set e = e(k, n) and let Ah ∈ M(e+1)×(e+1)(R) be the upper triangular
matrix whose (i, j) entry for 0 ≤ i ≤ j ≤ e(k, n) is
ahij = ((h− 2)k + n+ 2i− j)rk+j−i. (48)
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Then we have
Ah =


nhrk (nh − 1)rk+1 (nh − 2)rk+2 . . . (nh − e)rk+e
0 (nh + 1)rk nhrk+1 . . . (nh − e + 2)rk+e−1
0 0 (nh + 2)rk . . . (nh − e + 4)rk+e−2
...
...
...
...
0 0 0 . . . (nh + e)rk

 , (49)
where nh = (h− 2)k + n. For 1 ≤ h ≤ p let ~vh ∈ Re+1 be the row vector whose entries
are the coefficients of x(h−1)k+n+1, x(h−1)k+n+2, . . . , x(h−1)k+n+e+1 in uh(x).
Lemma 11 If e(k, n) < k then ~vh+1 = ~vhAh.
Proof: Write f(x) = x+ xk+1α(x) and uh(x) = x+ x
(h−1)k+n+1β(x). Then we have the
following expansions modulo x(h+1)k+n+1:
uh(f(x)) ≡ x+ x
k+1α(x) + x(h−1)k+n+1β(x)+
((h− 1)k + n+ 1)xhk+n+1α(x)β(x) + xhk+n+2α(x)β ′(x) (50)
f(uh(x)) ≡ x+ x
k+1α(x) + x(h−1)k+n+1β(x)+
(k + 1)xhk+n+1α(x)β(x) + xhk+n+2α′(x)β(x) (51)
[uh, f ](x) ≡ x+ ((h− 2)k + n)x
hk+n+1α(x)β(x)+
xhk+n+2(α(x)β ′(x)− α′(x)β(x)). (52)
We have α(x) = rk+ rk+1x+ rk+2x
2+ · · · , and we can write β(x) = t0+ t1x+ t2x2+ · · ·
with ti ∈ R. Since e(k, n) ≤ k − 1, it follows from (52) that for 0 ≤ j ≤ e(k, n) the
coefficient of xhk+n+j+1 in uh+1(x) = [uh, f ](x) is
j∑
i=0
((h− 2)k + n+ 2i− j)rk+j−iti. (53)
Comparing this expression with (49) gives the lemma. 
Case 3 Theorem 1 holds if n ≥ (p− 1)k + p, p ∤ k, and e(k, n) < k.
Proof: For h ≥ 1 define a matrix Πh ∈ M(e+1)×(e+1)(R) by setting Πh = A1A2 . . . Ah.
It follows from Lemma 11 that ~vp = ~v1Πp−1, where ~v1 = (sn, sn+1, . . . , sn+e) has en-
tries which are independent variables in R which don’t occur in Πp−1. Thus to prove
Theorem 1 in this case it suffices to show that the first e(k, n) columns of Πp−1 are
all zero, and that there is a specialization σ : R → Fp which maps the last column of
Πp−1 to a nonzero element of F
e+1
p . We indicate the dependence of Ah on n by writing
9
Ah = Ah(n) and ahij = ahij(n). We also let πhij = πhij(n) denote the (i, j) entry of Πh.
If 0 ≤ i ≤ j ≤ e(k, n) then e(k, n+ i) ≥ e(k, n)− i, so ah,0,j−i(n+ i) is defined. By (48)
we have ahij(n) = ah,0,j−i(n + i) for 0 ≤ i ≤ j ≤ e, and an inductive argument shows
then that πhij(n) = πh,0,j−i(n+ i). If j < e(k, n) then j − i < e(k, n + i). Therefore it
will suffice to prove the following statements for all n ≥ (p− 1)k + p:
πp−1,0,j(n) = 0 for all 0 ≤ j < e(k, n), (54)
σ(πp−1,i,e(n)) 6= 0 for some 0 ≤ i ≤ e(k, n) and some specialization σ. (55)
There is a natural map ρ : Z[K, rk, rk+1, . . .] → R which takes K to the image of k
in R. We denote this map by x 7→ x. Since Πh = Πh−1Ah, the sequence (πh0j) satisfies
the difference equation
πh0j =
j∑
t=0
((h− 2)k + n+ 2t− j) rk+j−tπh−1,0,t (56)
for h ≥ 1, and the initial conditions
π00j =
{
1 if j = 0,
0 if j ≥ 1.
(57)
Comparing (56) and (57) with (23) and (24), we see that πh0j = chj for all h, j such
that h ≥ 0 and 0 ≤ j ≤ e(k, n). For a ∈ Z, h ≥ 0 let P a(h) =
∏h
i=1 ((i− 2)k + n + a)
denote the image of Pa(h) in R. Since p ∤ k we have P a(p − 1 + b) = 0 for b ≥ 1, and
P a(p − 1) 6= 0 if and only if n ≡ 2k − a (mod p). Suppose 0 ≤ j < e(k, n). Then by
Corollary 9 we have φjab ∈ Sp−1,k0−1 for all a, b ≥ 0. Since k0 < p the reduction map ρ
extends to a map ρ˜ : Sp−1,k0−1 →R[r
−1
k ]. Applying ρ˜ to (26) we get
πp−1,0,j = r
p−1
k ·
j∑
a=0
j∑
b=0
φjabP a(p− 1 + b). (58)
The terms P a(p− 1+ b) in the sum are all zero, except those with b = 0 and n ≡ 2k− a
(mod p). In this case we would have a = e(k, n), which contradicts the assumption
j < e(k, n). Thus πp−1,0,j = 0 for 0 ≤ j < e(k, n), which proves (54).
To prove (55), we first observe that if n ≡ 2k − i (mod p) for some 0 ≤ i ≤ k0 then
e(k, n) = i and πp−1,e,e = P e(p − 1)r
p−1
k 6= 0. Hence σ(πp−1,e,e) = P e(p − 1) 6= 0 for
any σ : R → Fp such that σ(rk) = 1. If n 6≡ 2k − i (mod p) for all 0 ≤ i ≤ k0 then
e(k, n) = k0. By Lemma 7 we have
cp−1,k0 = r
p−1
k ·
k0∑
a=0
k0∑
b=0
φk0abPa(p− 1 + b). (59)
We will show that all but two of the terms in (59) have image zero under ρ˜. Let
0 ≤ a, b ≤ k0 be such that (a, b) 6= (0, 1) and (a, b) 6= (k0, 0). Then P a(p − 1 + b) = 0,
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and by Corollary 9 we have φk0ab ∈ Sp−1,k0−1. Therefore φk0ab = ρ˜(φk0ab) is defined and
φk0abP a(p− 1 + b) = 0.
It remains to consider the terms φk001P0(p) and φk0k00Pk0(p − 1) in (59). It follows
from (37) and the previous paragraph that φk0k00 = −φk001P0(1) + γ for some γ ∈
Sp−1,k0−1. Therefore we have
φk001P0(p) + φk0k00Pk0(p− 1) = φk001(P0(p)− P0(1)Pk0(p− 1)) + γPk0(p− 1). (60)
We wish to expand (60) in powers of K − k0. Let Q =
∏p
i=1 ((i− 2)k0 + n) ∈ Z. Then
we have the following expansions modulo (K − k0)2:
P0(p) ≡ Q+Q ·
(
−1
−k0 + n
+
p−2∑
h=0
h
hk0 + n
)
(K − k0) (61)
P0(1)Pk0(p− 1) ≡ Q+Q ·
(
−1
−k0 + n
+
p−2∑
h=0
h− 1
hk0 + n
)
(K − k0) (62)
P0(p)− P0(1)Pk0(p− 1) ≡
(
p−2∑
h=0
Q
hk0 + n
)
(K − k0). (63)
Since p ∤ k0 and n 6≡ k0 (mod p), there is a unique 0 ≤ h0 ≤ p− 2 such that p | h0k0+n.
Then Q′ = Q/(h0k0+n) ∈ Z is the unique term of the sum in (63) which is not divisible
by p. Since P k0(p − 1) = 0, it follows from Corollary 10 that the image of (60) in R
is −Q
′
qk0 . Therefore by (59) we get πp−1,0,k0 = cp−1,k0 = −Q
′
rp−1k qk0, with Q
′
∈ F×p .
Let σ : R → Fp be a specialization such that σ(ri) = 0 for k < i < k + k0. Then
σ(rp−1k qk0) = −σ(r
p−2
k rk+k0), so by choosing σ so that σ(rk) = σ(rk+k0) = 1 we get
σ(πp−1,0,k0) = Q
′
6= 0. This proves (55). 
Case 4 Theorem 1 holds if n ≥ (p− 1)k + p, p ∤ k, and e(k, n) ≥ k.
Proof: If e(k, n) ≥ k then e(k, n) = k = k0. To compute the necessary coefficients
of uh(x) we need to consider the expansions (50)–(52) modulo x
(h+1)k+n+2. In this
higher-order expansion (50) and (52) acquire the additional term(
(h− 1)k + n + 1
2
)
x(h+1)k+n+1α(x)2β(x). (64)
To account for this extra term the matrix Ah must be replaced by the upper triangular
matrix A′h ∈ M(k+1)×(k+1)(R) whose (i, j) entry for 0 ≤ i, j ≤ k is
a′hij =
{
ah0k +
(
(h−1)k+n+1
2
)
r2k if (i, j) = (0, k),
ahij otherwise.
(65)
Consequently, Πh is replaced by Π
′
h = A
′
1A
′
2 . . . A
′
h. An easy computation shows that
there is m ∈ Fp such that
π′p−1,i,j =
{
πp−1,0,k +mr
p
k if (i, j) = (0, k),
πp−1,i,j otherwise.
(66)
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Thus the first k columns of Π′p−1 are the same as those of Πp−1. It follows by the reasoning
in Case 3 that the first k columns of Π′p−1 are zero, and hence that Theorem 1(a) holds
in this case. If n ≡ 2k − i (mod p) for some 0 ≤ i ≤ k then π′p−1,k,k = πp−1,k,k, so there
is a specialization σ such that σ(π′p−1,k,k) = σ(πp−1,k,k) 6= 0 as in Case 3. If n 6≡ 2k − i
(mod p) for all 0 ≤ i ≤ k then π′p−1,0,k = −Q
′
rp−1k qk +mr
p
k. Let σ be a specialization
such that σ(ri) = 0 for k < i < 2k. As in Case 3 we have σ(r
p−1
k qk0) = −σ(r
p−2
k r2k), and
hence σ(π′p−1,0,k) = Q
′
σ(rp−2k r2k) +mσ(r
p
k). By choosing σ so that σ(rk) = 1 and σ(r2k)
is either 0 or 1 we get σ(π′p−1,k,k) 6= 0. Therefore Theorem 1(b) holds in this case. 
In Case 1 we proved Theorem 1 for n ≤ k + k0, and in Cases 2, 3, 4 we proved
Theorem 1 for n ≥ (p− 1)k+ p. It remains to prove Theorem 1 for intermediate values
of n. Recall that f(x) = x + rkx
k+1 + rk+1x
k+2 + · · · ∈ N (R). The map Tf : N (R) →
N (R) defined by Tf (h(x)) = h(f(x)) induces a linear transformation on coefficient
vectors (1, a1, a2, . . . ) of elements of N (R) (see [2]). This linear transformation can be
represented by right multiplication by an infinite matrix of the form I +M , where I is
the identity and M is an upper triangular matrix whose diagonal entries are all 0. The
rows and columns of I and M are indexed by positive integers, and for 1 ≤ i < j the
(i, j) entry of M is
mij =
∑
l1+···+li=j−i
rl1rl2 . . . rli, (67)
where by convention we set r0 = 1 and rl = 0 for 1 ≤ l < k. In particular, we have
mij = 0 for j − i < k. The formula (67) may be rewritten as
mij =
∑ ( i
n0, nk, nk+1 . . . , nj−i
)
rnkk r
nk+1
k+1 . . . r
nj−i
j−i , (68)
where the sum is taken over nonnegative integers n0, nk, nk+1, . . . , nj−i such that
n0 + nk + nk+1 + · · ·+ nj−i = i (69)
knk + (k + 1)nk+1 + · · ·+ (j − i)nj−i = j − i. (70)
For h ≥ 2 the (i, j) entry of Mh can be expressed in terms of the mij :
m
(h)
ij =
∑
i<b1<···<bh−1<j
mib1mb1b2 . . .mbh−1j . (71)
This formula allows us to compute the entries of the matrix (I +M)p = I +Mp which
represents fp. We are particularly interested in m
(p)
1j , which for j ≥ 2 is the coefficient
of xj in fp(x).
Lemma 12 Let d, i be positive integers such that d < pk and i ≥ (d + 1− k)/k. Then
mi,i+d = mi+p,i+p+d.
Proof: Note that if nk, nk+1, . . . , nd are nonnegative integers such that
knk + (k + 1)nk+1 + · · ·+ dnd = d (72)
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then we have nk + nk+1 + · · ·+ nd ≤ d/k. Since i ≥ (d+ 1− k)/k this implies
i− (nk + nk+1 + · · ·+ nd) ≥
d+ 1− k
k
−
d
k
> −1. (73)
It follows that n0 = i− (nk + nk+1 + · · ·+ nd) is nonnegative. Hence by (68) we have
mi,i+d =
∑ ( i
n0, nk, nk+1, . . . , nd
)
rnkk r
nk+1
k+1 . . . r
nd
d , (74)
where the sum is taken over nonnegative nk, nk+1, . . . , nd satisfying (72). For k ≤ j ≤ d
we have jnj ≤ d < pk ≤ pj, and hence nj < p. Therefore in characteristic p the
multinomial coefficient(
i
n0, nk, nk+1, . . . , nd
)
=
i!
n0!nk!nk+1! . . . nd!
(75)
=
i(i− 1) . . . (i− (nk + nk+1 + · · ·+ nd − 1))
nk!nk+1! . . . nd!
(76)
is unchanged if we replace i by i + p and n0 by n0 + p. It follows that (74) is also
unchanged if we replace i by i+ p. 
Lemma 13 Let 0 ≤ t < n and i ≥ 2. Then there is a polynomial A with coefficients in
Fp such that
mi,i+n+t = A(rk, rk+1, . . . , rn−1) + irn+t + i ·
t−k∑
w=0
rn+wmi−1,i−1+t−w. (77)
Proof: We can write
mi,i+n+t =
∑
l1+···+li=n+t
rl1rl2 . . . rli (78)
= A(rk, rk+1, . . . , rn−1) +B(rk, rk+1, . . . , rn+t), (79)
where A is the sum of the terms which depend only on rk, rk+1, . . . , rn−1, and B is the
sum of the remaining terms. Let rl1rl2 . . . rli be a term of B. Then lj ≥ n for some j,
so we have lj = n+ w with 0 ≤ w ≤ t. Furthermore, since t < n, we have lh < n for all
h 6= j. Since there are i possible values for j we get
B(rk, rk+1, . . . , rn+t) = irn+t + i ·
t−1∑
w=0
rn+wmi−1,i−1+t−w. (80)
Since mi−1,i−1+t−w = 0 for w > t− k, the lemma follows. 
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Proposition 14 Let s ≥ 0 satisfy n > k + s and pk > k + s. Then the coefficient of
x1+s+n+(p−1)k in fp(x) can be written uniquely in the form
m
(p)
1,1+s+n+(p−1)k = Cns + E
(0)
ns rn + E
(1)
ns rn+1 + · · ·+ E
(s)
ns rn+s, (81)
with Cns ∈ Fp[rk, rk+1, . . . , rn−1] and E
(w)
ns ∈ Fp[rk, rk+1, . . . , rk+s−w] for 0 ≤ w ≤ s.
Furthermore, we have E
(w)
n+p,s = E
(w)
ns .
Proof: Set b0 = 1 and bp = 1 + s + n+ (p− 1)k. By (71) we have
m
(p)
1,1+s+n+(p−1)k =
∑
b0<b1<···<bp
mb0b1mb1b2 . . .mbp−1bp. (82)
To prove the first statement it suffices to show that each term in the sum (82) can be
expressed in the form of (81), i. e.,
mb0b1mb1b2 . . . mbp−1bp = c+ e
(0)rn + e
(1)rn+1 + · · ·+ e
(s)rn+s, (83)
with c ∈ Fp[rk, rk+1, . . . , rn−1] and e(w) ∈ Fp[rk, rk+1, . . . , rk+s−w]. Ifmb0b1mb1b2 . . .mbp−1bp
lies in Fp[rk, rk+1, . . . , rn−1] then this is clear. If mb0b1mb1b2 . . .mbp−1bp depends on rh
for some h ≥ n then bi − bi−1 ≥ k for all 1 ≤ i ≤ p and bj − bj−1 = n + t for
some 1 ≤ j ≤ p and t ≥ 0. For i 6= j we have bi − bi−1 ≤ k + s − t. Therefore
t ≤ s and mbi−1bi ∈ Fp[rk, rk+1, . . . , rk+s−t]. If j = 1 then bj−1 = b0 = 1, and hence
mb0b1 = m1,1+n+t = rn+t. In this case mb0b1mb1b2 . . .mbp−1bp can be written in the form
(83) with c = 0, e(t) = mb1b2 . . .mbp−1bp , and e
(w) = 0 for all w 6= t. If j ≥ 2 then
bj−1 ≥ 2, and hence mbj−1bj is given by Lemma 13. Therefore mb0b1mb1b2 . . .mbp−1bp can
be written in the form (83), with e(w) = 0 for all w 6= t with w > t − k. It follows
that m
(p)
1,1+s+n+(p−1)k can be written in the form (81). The fact that Cns and E
(w)
ns are
uniquely determined follows from the assumption n > k + s.
To prove the last statement we observe that there is a one-to-one correspondence
between the terms of (82) which don’t lie in Fp[rk, rk+1, . . . , rn−1] and the terms of the
corresponding expansion of m
(p)
1,1+s+n+p+(p−1)k which don’t lie in Fp[rk, rk+1, . . . , rn+p−1].
This correspondence is given by
mb0b1 . . .mbj−1bj . . .mbp−1bp ←→ mb0b1 . . .mbj−1,bj+p . . .mbp−1+p,bp+p, (84)
where j is determined by the condition bj − bj−1 ≥ n. Set bj − bj−1 = n + t as above.
It follows from Lemma 13 that for 0 ≤ w ≤ t− k the coefficient of rn+w in mbj−1bj and
the coefficient of rn+p+w in mbj−1,bj+p are both equal to bj−1mbj−1−1,bj−1−1+t−w, and that
the coefficient of rn+t in mbj−1bj and the coefficient of rn+p+t in mbj−1,bj+p are both equal
to bj−1. In addition, since pk > k + s, Lemma 12 implies that mbi−1bi = mbi−1+p,bi+p for
i > j. It follows that E
(w)
n+p,s = E
(w)
ns for 0 ≤ w ≤ s. 
Case 5 Theorem 1 holds if k + k0 < n < (p− 1)k + p.
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Proof: Choose n′ such that n′ ≡ n (mod p) and n′ ≥ (p− 1)k+ p, and set e = e(k, n) =
e(k, n′). It follows from Theorem 1(a) in Cases 2, 3, 4 and Remark 3 that E
(w)
n′s = 0
for all s, w such that 0 ≤ w ≤ s < e. It follows from Proposition 14 that E(w)ns = 0
for 0 ≤ w ≤ s < e. Therefore by Remark 3 we see that Theorem 1(a) holds for n. It
follows from Theorem 1(b) in Cases 2, 3, 4 that there is a specialization σ such that
σ(E
(w)
n′e ) 6= 0 for some 0 ≤ w ≤ e. Using Proposition 14 we get σ(E
(w)
ne ) = σ(E
(w)
n′e ) 6= 0.
Let τ : R → Fp be a specialization such that τ(ri) = σ(ri) for i 6= n+w, and τ(rn+w) 6=
σ(rn+w). Since τ(E
(w)
ne ) = σ(E
(w)
ne ) 6= 0, it follows from Proposition 14 that
D((f τ )p(fσ)−p) = n + (p− 1)k + e(k, n). (85)
Therefore Theorem 1(b) holds for n. 
By combining Cases 1 through 5 we conclude that Theorem 1 holds for all n ≥ k ≥ 1.
Acknowledgment: I would like to thank Professor Charles Leedham-Green for asking
whether Theorem 1(b) is true.
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