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ABSTRACT 
 
Granular mixing has many applications in the pharmaceutical and food industries. 
Understanding the quality of the mixture is critical for end-use applications. There are 
many methods used to define mixing quality, with the Lacey Index being the most 
prevalent. However, these mixing definitions or indices do not convey if clusters of one 
material have formed at a scale above the scale of scrutiny, or if some regions of the mixture 
can be considered well-mixed while other regions may have clustering. In this study, 
alternative methods will be investigated to identify a better tool (or tools) than the Lacey 
Index to characterize mixing quality. A transparent 2D hopper and silo are used to mix and 
hold a binary particulate mixture with varying material density, diameter, and color. 
Checkerboard, vertically segregated, or horizontally segregated mixtures are initially held 
in the hopper. Mixing is gravity driven as the particles fall from the hopper into the silo.  
MATLAB image analysis tools are utilized to extract spatial data from the resulting 
mixture. Extracted spatial data are analyzed using statistical methods such as point pattern 
analysis that include quadrat analysis, clustering, and nearest neighbors. The different 
analysis methods are then compared with established mixing indices to confirm method 
viability. Results show that using point pattern analysis provides a better characterization 
tool than the Lacey Index.  While more complex than an index that provides a single mixing 
number between 0 and 1, the point pattern analysis conveys more information about the 
mixture that is lost in single value mixing indices.  
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
Granular mixing is utilized in a variety of industries and fields, including the 
pharmaceutical industry, food industry, and biomass processing field.  In granular mixing 
processes, a high level of homogeneity is generally desired.  To achieve this homogeneity, 
different mixing apparatuses and methods can be used.  Measuring this homogeneity with 
accuracy can be difficult due to current sampling methods.  Additionally, comparing the 
mixture to others can be complicated by the use of various mixing indexes used by different 
authors.  With current mixing indices, the quality of a mixture is still very subjective; hence, 
there is a need for a consistent, simple, and objective measure of the mixture quality. 
The end price that a consumer pays is frequently dependent on the quality and cost of 
developing a desired product, and when mixing is inefficient, that cost increases.  Tatterson 
and Calabrese [1, 2] report the annual cost of inefficient mixing and insufficient understanding 
of mixing to be as high as US $10 billion in the United States as of 1989.    By improving the 
understanding of mixing and the analysis of mixing, reductions in wastes and costs may be 
realized.   
1.2 Objectives 
The overarching goal of this project is to understand, evaluate, and quantify the quality 
of gravity-driven binary mixing of particles of various size, color, and density from a 2D 
hopper system.  The goal will be achieved through the following objectives:    
Objective 1:  Improve and modify the existing transparent 2D hopper and silo 
apparatus, including the lighting, to improve data collection and ease of use.  
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Objective 2: Develop measurement tools comprised of qualitative optical visualization 
and quantitative spatial and composition data to enable statistical analysis of the mixing 
quality of the particles discharged from the hopper into the silo. 
2a: Create a MATLAB program which takes in digital images and extracts useful data 
parameters such as diameter, color, size, location, and distance to other particles.   
Objective 3: Develop a MATLAB or RStudio program that will perform a 
quantitative analysis of the composition of each mixture tested.  This tool will output 
the quality of the mixture. 
3a: The program will be able to identify clusters at various scales of scrutiny.   
3b: The program will find and identify the nearest neighbors of each particle. 
3c: The program will use spatial point pattern analysis to evaluate the distribution of 
the particles in the mixture to determine mixing quality. 
Objective 4: Compare the newly applied tools with established mixing indices to 
ascertain effectiveness and usefulness.  
Objective 5: Define the new tools for analyzing the quality of the mixture and identify 
the limitations of these tools. 
1.3 Practical Applications 
The aim of this project is to improve the method for analyzing the quality of binary 
granular mixtures.  The results of this study will provide recommendations on how granular 
mixtures can be analyzed without the loss of information that occurs in more commonly used 
mixing indices.  By reevaluating the way mixing quality is assessed, a more comprehensive 
tool can be developed to better enable end users to determine if the resulting mixture meets 
preset standards.    
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CHAPTER 2: LITERATURE REVIEW 
2.1 Granular Mixing Basics 
Mixing is the increase in homogeneity of a system of multiple components which are 
initially segregated.  A well-mixed blend is important for many industrial applications.  
Different industries have different needs, and therefore, their application of what defines a 
good mixture may be different from others.  While the mixing of solid components is done 
using a variety of methods, the end result or mixture is the main focus of mixing.  
When mixing two different types of particles to create a binary mixture, there are three 
possible results: a perfect mixture, a random mixture, or a segregating mixture [3].  A perfect 
mixture, also known as an ordered mixture, is one where a sample taken from any location of 
any size in the mixture will have the same particle proportions as is present in the entire mixture 
[3].  However, a perfect mixture can only be attained theoretically, so the goal of mixing is to 
produce a random mixture.  A random mixture is one in which the probability of finding one 
type of particle is the same for every position in the mixture [3].  When mixing particles that 
have different physical properties, they tend to segregate and the resulting mixture is typically 
a segregated mixture.   
2.1.1 Terminology 
A variety of terms are used to describe granular materials throughout industry and the 
literature.  These terms include particles, particulates, particulate materials, powders, bulk 
solids, and granules, which are used interchangeably depending on the specific application or 
field.  A particle is defined as a single object comprising part of a solid or liquid discontinuous 
phase [4].  However, this research will be focused on solid particles that are assumed to be 
regularly shaped. 
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2.1.2 History of Granular Mixing 
Mixing of powders and granular materials has occurred for thousands of years, first 
with basic tools like hands, spoons and bowls, and then advancing to tumbling mixers and 
fluidized beds [3, 5].  However, quantitative measurement of mixing quality was not 
extensively studied until the 1990s, coinciding with increasing computation power available 
to researchers and industry [5].  Measuring the quality of a mixture has remained a difficult 
and complex issue. The major hurdle facing measurement of particle structure is a concise 
method to characterize quantitatively the quality of a mixture [5].   
There have been advancements in the field of granular materials that have allowed for 
better understanding of granular flow, such as using Positron Emission Particle Tracking 
(PEPT), but PEPT does not measure the composition of a granular blend [5].  The lack of 
technology to capture data from the mixing process has prevented further research.  
Advancements in digital photography and image analysis has opened new windows for data 
capture.  
2.1.3 Importance and Applications 
Mixing is important in various fields including pharmaceuticals, food, chemical 
processing, detergents, plastics, etc.  Poor mixing quality can produce poor products, in 
addition to a substantial financial loss.  If a mixture does not meet standards, it cannot be used.  
Additionally, overmixing can also be costly as it uses far more time and energy [6]. In 1989 
the annual cost of inefficient mixing and insufficient understanding of mixing was estimated 
to be as high as US $10 billion in the United States [1, 2].  
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2.2 Mechanics/Granular Rheology 
Dilatancy is the change in volume of a granular material when there is a decrease in 
the local density of a group of granular materials that allows for single particles to move within 
the group of granular materials [7].  When a shear force is applied to a mass of granular 
material, the material will expand in volume (dilate).  For a mass of granular material to move, 
the local density needs to be smaller than the bulk density of the resting granular material [7].   
When particles form a heap, the sides of the heap will become steeper and steeper as 
more particles are poured onto the pile.  Eventually the critical surface slope will be reached; 
this is called the angle of marginal stability (θm) [7].  Global particle motion will start once the 
angle of marginal stability is reached.  A cascade of particles (i.e., an avalanche) will fall down 
the slope to the bottom.  After the avalanche of particles to the bottom of the slope, the resulting 
slope of the heap is now at the angle of repose (θr) of the granular material.  The angle of 
repose is the steepest angle, relative to the base, that granular material can be heaped without 
sinking [7].  The angle of repose is less than the angle of marginal stability [7].   
For an avalanche to occur, voids must be created by local density decreases in the 
granular material.  Particle movement will cause the voids to change shape.  There is a higher 
probability that smaller particles will be captured by these voids than larger particles, which 
will continue down the free surface to the base of the heap [7].  In this moving layer of particles, 
larger particles will migrate to the top and smaller particles will drift to the bottom.   
The angle of repose for spherical particles, regardless of size, will be the same. 
However, larger particles will still accumulate on the bottom of the pile causing segregation.  
Cubic particles will accumulate towards the top of the heap when in a mixture with spherical 
particles [7].   
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Mixing has three types of mixing mechanisms: convection, diffusion, and shear.  
Convection in granular materials is the mass movement of large groups of components, also 
called macromixing.  This can be facilitated by rotating mixers or agitators.  Diffusion is the 
random movement of individual components, or micromixing [6].  Diffusion and convection 
occur concurrently in mixing processes [6].  Shear mixing is caused by particles with different 
velocities exchanging momentum [8].   
2.3 Mixing Assessment 
Mixing should produce a homogeneous blend of the different and separate substances.  
As previously stated, there are three resultant types of mixtures: segregated, ordered, and 
random.  Examples of these types of mixtures are shown in Figure 2.1. The goal of granular 
mixing is to achieve a random mixture, since an ordered mixture is only hypothetical.  In an 
ordered/perfect mixture, the components will be distributed in a clearly defined pattern.  In 
extremely fine powders with sizes smaller than 30 μm, interparticle forces can cause particles 
to stick together [3, 9].  It is theoretically possible to take advantage of these cohesive particles 
to create an ordered mixture by careful selection of particle size and application of interparticle 
forces [3].  However, it is unclear if this actually happens in practice [6].  The variance of a 
perfect mixture is zero, and any randomly selected sample of the mixture will have the same 
concentration of each particle as any other randomly selected sample.  In an ordered mixture, 
the components would align themselves in a pattern.  However, in practice this is not observed.  
In a segregated mixture, similar particles will cluster together and particles will not be evenly 
distributed [6].  For random mixtures, the probability of encountering a certain concentration 
of one particle will be the same for any region [6].  
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Figure 2.1:  Three mixing conditions: a) ordered, b) random, and c) segregated [7]. 
 
2.3.1 Particle Property Effects on Segregation 
Size, shape, and density will affect whether particles mix or segregate during the 
mixing process.  During segregation, particles of similar properties tend to accumulate 
together.  Segregation occurs most often when the particles being mixed have different sizes.   
Segregation is impacted differently depending on the two types of granular materials: 
cohesive and cohesionless.  Cohesive can amass together to form agglomerations, which are 
“clumps” of particles stuck together.  Cohesionless granules move freely but tend to segregate 
during mixing [10].   
There are four main mechanisms by which materials can become segregated:  
1. Trajectory segregation.  When particles are transported through air, smaller, 
finer particles tend to travel farther than a larger particle, promoting segregation 
[3].   
2. Percolation of fine particles (i.e., sifting).  Disturbances to a mass of particles 
of different sizes, whether it be shaking, vibrating, or stirring, will cause 
particles to migrate relative to each other.  These movements create voids which 
allow smaller particles to move downward and larger particles to move upwards 
leading to segregation.  This is especially prevalent in the charging and 
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discharging of particles in hoppers.  Material discharged from a hopper will 
create a heap where the outer and top layers of the heap are composed of mostly 
larger particles, with smaller particles making up the internal, central part of the 
heap [3].   
3. Rise of coarse particles upon vibration (i.e., floating). The rising of coarse 
particles upon vibration is related to percolation of fine particles.  When a 
mixture of different particles is vibrated, the larger particles will migrate 
upward in the mixture. This is often demonstrated by placing a steel ball in the 
bottom of a container of sand.  As the container is vibrated, the steel ball will 
move to the top of the sand.   This will occur regardless of whether the larger 
object is lighter or denser than the finer particles.  This effect is referred to as 
the “Brazil-nut effect,” which is a classic segregation problem that has been 
studied extensively [3]. 
4. Elutriation segregation (fluidization). When particles are charged into a storage 
container or discharged from a hopper, the air is displaced.  The velocity of this 
air may exceed the terminal velocity of the smaller particles which will leave 
the particles suspended.  The larger particles will settle to the bottom.  This 
phenomena will lead to a small accumulation at the top of the mass that consists 
of the smallest particles from the mixture once the fine particles have settled 
[3].   
When a mixture is poured into a heap, particles will tend to segregate themselves with 
the lower density, larger size particles close to the top [7].  As the heap forms a peak, the larger 
particles, which are closer to the top, will tumble down the sides and travel a long distance 
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before coming to rest.  These avalanches occur as the heap builds up, and lead to segregation 
[7].   
The best way to reduce segregation is to have particles that are similar in size, and make 
the particles very small (<30 μm) in overall size [3].  When particles are very small, other 
forces (e.g., van der Waals, electrostatic) will be greater than the gravitational force, so the 
particles are less likely to segregate [3].   
2.3.2 Mixing Quantification 
There are many mechanical means which are used to enhance the mixing process.  
These include, but are not limited to, rotating cylinder mixers, screw mixers, ribbon blade 
mixers, and fluidized bed mixers.   
To quantify how well mixed a blend is, a mixing quality is calculated. However, in 
trying to answer the qualitative question of what is a good mixture or how well mixed is the 
mixture, several mixing indices have been proposed (Table 2.1). The mixing index is a method 
of statistical quantification that will convey whether a mixture is completely segregated or fully 
randomized at a certain scale of scrutiny [1].  The mixing index is dependent on the scale of 
scrutiny, defined as the scale at which samples are taken relative to the size of the particles in 
the mixture.  The mixing index is meant to describe how much a mixture has changed from its 
initial state.  
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Table 2.1: Mixing quantification values summarized by [1, 11, 12] and others. 
Citation Year Quantification Value 
Completely 
Segregated 
Fully 
Randomized 
Lacey [13] 1954 
M =
σ0
2 − σ2
σ0
2 − σr2
 0 1 
Michaels and 
Puzinaukas [14] 
1954 
M =
σ
σ0
 1 
σr
σ0
 
Westmacott and 
Lineman [15] 
1960 
M =
σ2
σ0
2 1 
σr
2
σ0
2 
Chudzikiewicz 
[16] 
1961 
M =
σ
x
 
σ0
x
 
σr
x
 
Miles [17] 1962 
M = 1 −
σ2
σ0
2 0 1 −
σr
2
σ0
2 
Rose and 
Robinson [18] 
1965 
M = 1 −
σ
σ0
 0 1 −
σr
σ0
 
Valentin [19] 1967 
M =
log σ0 − log σ
log σ0 − log σr
 0 1 
Kramer [13] 1968 
M =
σ0 − σ
σ0 − σr
 0 1 
Rowe et al. [20] 1972 
MI =
xU
xT
× 100% 0 100% 
Goldschmidt et 
al. [21] 
2003 
SR =
S − 1
Smax − 1
× 100% 100% 0 
Keller et al. [11] 2013 
PSN = 2 × [
hF̅̅ ̅
H
−
hJ̅
H
]
× 100% 
100% 0 
To use these mixing indices, several factors must be defined.  With sampling, an 
estimate of the composition of a mixture can be found. The true composition of a mixture is 
often difficult or impossible to know.  The estimate of the composition is the mean composition 
(y̅) [3]. To determine the mean composition, the composition y of N samples of one component 
is evaluated from 1 to N:      
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y̅ =
1
N
∑yi
N
i=1
 
(2.1) 
The variance (σ) and standard deviation (σ2) are quantitative measures of the mixture quality, 
where [3, 12]: 
σ2 =
1
N − 1
∑(yi − y̅)
2
N
i=1
 
(2.2) 
The variance is equivalent to the degree of mixing.  For a binary mixture, σ2 is the 
individual/sample variance (Equation 2.2), σr2 is the variance of the randomly mixed state, and 
σ02 is the unmixed system variance.   
If the true composition is unknown, the sample average is used in Equation 2.2.  In a 
two-component system, σ02 is considered the upper limit of the variance, which is the 
theoretical limit of the variance if the system is entirely segregated.  In the same fashion, σr2 is 
the lower limit that represents the theoretical lower limit of the variance in a perfectly random 
mixture [3, 20].  The equations to determine the upper and lower limits are, respectively:    
σ0
2=p(1-p)  (2.3) 
σr
2=
p(1-p)
n
 
(2.4) 
Variable p is the proportion of one component from the samples, and n is the number 
of particles in each sample [3].  The actual mixture variance will fall between the upper and 
lower limits.  In ideal systems, it is assumed that every sample will have the same number of 
particles [22].  This is unrealistic in real systems, especially binary mixtures.  In real systems, 
the mean number of particles from the samples is used instead of n [22]. 
There are two situations according to Sommer [23] that need to be considered when 
calculating the variance of an ideal random mixture; whether both components have equal 
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particle distribution or whether one component is much larger than the other component, and 
therefore, their particle size distributions do not intersect [6].  The variance will be calculated 
differently for each case.   
Another mixing index denotes particles as either jetsam or flotsam based on their 
location in the mixture. Jetsam are particles that have a high density and will accumulate on 
the bottom of a mixture. Flotsam are particles with low density that will accumulate on the top 
of the mixture. The mixing index (MI) introduced by Rowe et al. [20] is based on the mass 
fraction of jetsam particles in the upper portion, compared to the total mass fraction of jetsam 
in the mixture.  However this index has a major drawback, which is the assumption of evenly 
distributed jetsam particles in the top section.   
A similar method of quantifying the mixture is the segregation rate (SR), which also 
uses the mass fraction of flotsam and jetsam.  Additionally, it uses the average height above 
the distribution point.  The segregation rate utilizes the variable S, which is the ratio of the 
average heights of the flotsam to the jetsam, and the variable Smax, which is calculated in terms 
of the mixture composition and describes the maximum degree of segregation [11].  However, 
none of these quality measures will show if there are clusters or aggregated areas inside the 
mixture.  
Particle segregation number (PSN) is a recent method comparable to the MI and SR 
techniques.  PSN is calculated on the normalized mean heights of the flotsam (hF̅̅ ̅) and jetsam 
(hJ̅), and the total static bed height (H) [11].  The weakness of PSN is that it cannot identify 
pockets or clusters of one particle or another.  However this method has shown more sensitivity 
to small changes in the structure of a fluidized bed [11].  
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Another method of analyzing a mixture is using a coordination number.  This type of 
contact point analysis is based on the geometry and arrangement of the particles in the mixture 
[24].  The coordination number, and other geometrically-based quantitative indices, is 
influenced by the physical environment of the mixer.  The “wall effect” describes the effect 
that the wall or floor of a container has on the arrangement of particles.  This wall effect can 
affect the packing density of the particles [24, 25].  
In a novel approach to assessing quality of mixing, Gu and Chen have applied the Gini 
coefficient to mixing [26].  The Gini coefficient is typically used to measure the income 
inequality of a region in economics [26].  Using the Gini coefficient and the Lorenze curve, 
which is a graphical representation of the Gini coefficient, Gu and Chen were able to analyze 
the quality of mixing.  This was done by applying the Gini coefficient to local entropy 
calculations from each cell of the simulated mixture [26].  This method is useful for 
determining whether the mixture is completely unmixed or randomly mixed; however, it has 
been only used on time-step simulated mixtures and does not locate clusters or consider wall 
effects that would impact a physical granular blend.   
2.3.3 Sampling 
In most situations, it is impossible to know the exact composition of an entire mixture.  
Therefore, sampling is needed to analyze a mixture.  Simply, sampling is a mass reduction 
without considerably changing the other characteristics [27].  The assumption of sampling is 
that the smaller portions of the mixture reflect the overall composition and distribution of the 
entire, total mixture.  Herein lies a fundamental issue with sampling; that samples may not 
reflect the overall composition by not being able to capture clusters or networks larger or 
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smaller than the scale of scrutiny.  Truly random samples may not be representative of the 
total.  A sample is representative if it is typical of the mass being sampled [27]. 
In order to measure the quality of mixing, samples must be collected.  Sampling 
procedures are either off-line or on-line procedures [6] as shown in the flow chart in Figure 
2.2.  Off-line procedures are usually manual sampling, and results in the splitting of the samples 
since large quantities are generally taken.  Samples are then prepared and analyzed.  On-line 
sampling has the benefit of being automatic.  On-line sampling can be done in 3 ways, 
automatic sampling, in-line analysis, or in situ analysis.  On-line systems are fully automated, 
and samples can be collected, split, prepared, and analyzed without direct human interaction.  
Automated sampling has increased the amount of data that can be collect.  In-line 
measurements are collected with probes or devices that are located directly in a process stream, 
which means measurements can be taken directly during the mixing process.  In situ analysis 
takes direct measurements over a section of the process or material being observed, without 
interacting or coming into contact with the material or process.   
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Figure 2.2:  Flow chart of off-line and on-line measurement procedures.  Modified from 
Weinekotter and Gericke [6]. 
A common method of sampling of granular materials is thief sampling.  A thief 
sampling probe consists of a cylinder with a conical base with a number of holes along the 
axial length, and a smaller interior cylinder that has a handle [10]; see Figure 2.3.  The interior 
cylinder is divided internally into compartments, equal to the number of holes in the first 
cylinder and second cylinder.  The sampling probe is inserted into the mixture with the holes 
of the outer and inner cylinders out of alignment.  Once in the mixture, the inner cylinder is 
rotated to align the holes, which allows material to fall into the probe.  After material is 
collected, the interior cylinder is again rotated to be out of alignment of the holes, and the entire 
probe is removed from the mixture.  However, using a thief sampling probe has issues.  For 
example, a thief probe can cause displacement of the material in the mixture and the internal 
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structure of the mixture can be lost in the process of sampling [10].  Other methods of sampling 
include introducing a liquid that turns the granular material into a solid, and the solid is divided 
up.  However, all these methods physically interact with the granular mixture, and therefore 
can influence the internal structure.  Many of the errors associated with sampling are created 
by the many steps between selecting a portion to be sampled and the actual analysis of the 
sample [27]. 
   
Figure 2.3:  A thief sampling probe can be used to extract samples from a larger granular 
mixture [28].   
Another method of sampling, used in simulations by Gu and Chen, was to divide the 
entire area of the mixture into a predetermined number of cells [26].  The proportion of 
components is considered the cell count, represented by XCC.  The distribution of the cell counts 
can be used to describe the quality of the mixture.  However, this method is based on the 
assumption that all cells will be uniform in size, and will contain the same number of particles.  
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This method is useful in computer generated mixtures, but is not always applicable for 
assessing experimental blends. 
Digital photography offers the opportunity to sample granular mixtures without 
interacting with the granular mixture.  This method of sampling allows for a variety of sample 
sizes to be taken, and it can, in theory, analyze mixtures of on-line mixing [10].  On-line mixing 
occurs during processing while off-line analysis takes place at the very end of processing when 
a product is finished.   
Inaccurate sampling can prove costly to companies.  In 1993, the US vs. Barr 
Laboratories court ruling, often called the “Barr Decision,” identified that sampling errors 
caused problems with the reported accuracy in the pharmaceutical blends.  The outcome of the 
Barr Decision resulted in a recall of several products and the discontinuation of others that 
were produced by Barr Pharmaceuticals.  The lawsuit was brought about by the way Barr 
Laboratories were testing and retesting samples that were out-of-specification [29].  As a result 
of this court decision, more attention was given to sampling and testing in the pharmaceutical 
industry, and what constitutes good manufacturing practices.   
The resolution by which a mixture is evaluated is characterized by the size of the 
sample [6].  Defining the size of a sample is a critical step since it quantifies the mixing task.  
Sample size is dependent on the end use of the mixture’s application.  In pharmaceuticals, the 
sample size could be 1 tablet; and testing of that sample would be to ensure the proper 
concentration of active ingredients [6].  Samples also need to be of identical sizes.   
2.4 Hopper Design 
Hoppers are used for the short-term storage of granular materials.  Hoppers have 
various designs including conical, plane-flow wedge, plane-flow chisel, and pyramid [4].  
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Various hopper designs discharge the particles at different rates.  The type of particulates 
being discharged will also play a role in the design of the hopper.  Hoppers are also used to 
feed in mixture components into a mixer.  
2.4.1 Hopper Flow Modes 
There are two types of material flow out from a hopper (Figure 2.4): mass flow and 
core flow.  During mass flow, all the material in the hopper is moving in unison as it exits the 
hopper outlet [3]; see Figure 2.4b.  In this type of flow, the material that goes into the hopper 
first will be the first out.  The granular materials maintain uniformity as they exit until the 
material reaches the inclined area of the hopper.  There are no regions of stagnation [3]. 
 
Figure 2.4:  The two types of material flow from a hopper are shown, where (a) is core flow 
and (b) is mass flow [3]. 
In core flow, the central region of the granular material will flow, while the material 
nearest the sides of the hopper will not; see Figure 2.4a.  Sometimes when a hopper is 
discharging the load, the material will form an arch or bridge in the hopper which will prevent 
material discharging.   
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2.5 Spatial Analysis 
Spatial analysis is a set of methods for analyzing spatial data and focuses on the spatial 
arrangement of data points.  Spatial analysis is most commonly seen in the geographical 
sciences (geography, geology), biological sciences (zoology, ecology, forestry, botany), and 
cartography.  Spatial analysis utilizes a dataset formatted as a “spatial point pattern”, which 
gives the location of events or objects [30].   Point patterns can be composed of several different 
types of points, which is then called a “multitype point pattern” [30].  Spatial point patterns are 
data points of locations that may carry specific attributes.  These point patterns can correspond 
to trees or disease, or the location of particles.  An important measurement is the degree of 
dispersion or clustering of data points in a data set.  While in biological studies of diseases, 
clustering may indicate where outbreaks are more likely to occur.  In contrast, in mixing of 
solids, clustering may indicate a lack of homogeneity and insufficient mixing.  A clustered 
spatial pattern, as shown in Figure 2.5a, will have nearest neighbors distances less than what 
is expected under complete spatial randomness (CSR).   
  
Figure 2.5:  Spatial data may be clustered (a) or dispersed (b). 
For dispersed patterns, similar to Figure 2.5b, the nearest neighbor distances are larger 
than would be expected under CSR.  A pattern that conforms to complete spatial randomness 
can also be described as a homogeneous Poisson point process which is described by  
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P(k) =
λke−λ
k!
 
 (2.5) 
where λ is the mean average intensity of the point pattern, k is the number of events, and e is 
the base of the natural logarithm [31].  A point pattern with a homogeneous Poisson 
distribution can be confirmed as having complete spatial randomness (CSR) in which there is 
no apparent structure.  A homogenous Poisson process is characterized by independent and 
uniformly distributed events in a select region where events occur.  This type of Poisson 
process is also stationary, which means that the intensity is constant.  The location of one point 
does not affect the probability of other points occurring [32].   
An inhomogeneous Poisson process is a generalization of the homogeneous Poisson 
process that allows for variations in intensity, while the independence of events is still held 
true [32].  The intensity will vary spatially as λ(x).   
2.5.1 Mean Center and the Standard Distance 
Lloyd [31] describes basic measurement tools for descriptive analysis of a point 
pattern; mean center and standard distance. The central tendency of a point pattern can be 
found by calculating the mean center.  To determine the centroid of many events in a spatial 
window, the centroid is calculated using the mean geographical location of all the events using 
Equation 2.6.  This is similar to determining the center of a population within a given area of 
interest.  
x̅ = (μx, μy) = (
∑ xi
n
i=1
n
,
∑ yi
n
i=1
n
) 
(2.6) 
The value x̅ is the average vector value where μx is the mean of x values and μy is the mean of 
y values, and n is the number of events in the point pattern.   
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Dispersion around this mean center can be calculated with the standard distance, ds 
[31]: 
ds =
√∑ (xi − μx)
2n
i=1 + (yi − μy)
2
n
 
(2.7) 
Standard distance is a radius in spatial units around the mean center.  An example of the mean 
center and standard distance can be seen in Figure 2.6, with the mean center being the yellow 
spot, and the standard distance is the red circle.  While the mean center and the standard 
distance are simple tools, they can show if a point pattern is greatly skewed from the center of 
the window of observation.  In an ideal mixture, the mean center should be in the center of the 
window of observation.  Deviation from this center point can be an indication of clustering.  
However, this measurement is very basic and does not appear provide much information about 
the mixture itself.    
  
Figure 2.6: Yellow dots represent the mean center of the point pattern and the red circles 
represents the boundary of standard distance of the point patterns. 
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2.5.2 Dendrograms 
Dendrograms are tree-structured diagrams that provide a visual representation of 
hierarchical clustering from a dataset.  In these instances the vertical labeled distance 
represents the dissimilarity or distance between cluster groups.  Figure 2.7 shows an example 
dendrogram similar to those generated during analysis.  The horizontal axis represents clusters 
and objects.  Dendrograms are composed of a root, nodes, and stems.  Compound clusters are 
formed by joining smaller compound clusters at intersections called nodes. This is done by 
starting with N number of points treated as clusters.  Then a proximity or distance matrix is 
calculated, and then the pair of clusters with the smallest distance is merged.  The process used 
to merge clusters is: 
dkm = αidim + αjdjm + βdij + γ|dim − djm| (2.8) 
where dij is the distance matrix of the distance between clusters i and j, where cluster i contains 
ni objects [33].  D is the set of all remaining dij.  Clusters i and j are merged into a new cluster 
k.  Equation 2.8 calculates a new set of distances (dkm) where m is any cluster other than k, 
based on the distance function used (see Table 2.2) [34].  The new set of distances replace dim 
and djm in D.  This process is repeated until D contains a single group containing all of the 
objects.   
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Figure 2.7: An example dendrogram with 15 leaf nodes is shown with the various 
components labeled; root, internal node, edge, terminal node/leaf [35].  The 
y-axis represents the dissimilarity between clusters. 
There are several different techniques for hierarchical clustering, and the coefficients 
αi, αj, β, and γ will have different values depending on which method is used.  Single linkage 
is one of the oldest methods and is also known as nearest neighbor clustering [33].  Complete 
linkage is known as furthest neighbor, and describes the distance between two sets as the 
distance between their two farthest-apart members. Group average linkage method also called 
unweighted pair-group method (UGPMA) determines the distance between the two sets based 
on the average distance between each of the members of those sets [33].  Weighted average 
linkage, also called weighted pair-group method (WPGMA) uses a weighted average distance 
between all of the members of the groups so that both groups will have equal influence on the 
final result [33].  Median linkage, also called weighted pair-group centroid method (WPGMC), 
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defines the distance between two groups as the weighted distance between the centroids of 
those two groups [33].  The weight for the distance is proportional to the number of objects in 
each group. Centroid linkage is also known as the unweighted pair-group centroid method 
(UPGMC).  This method should only be used with Euclidean distances.  In centroid linkage, 
the distance between the two groups is considered the same as the distance between their 
centroids [33].  Ward’s method creates groups to minimize the sum of squares within each 
group [33].   
This process of merging clusters continues until only one cluster is left, which then 
becomes the root of the dendrogram.  Highly correlated dendrograms will be towards the 
bottom of the tree.   Additionally, the greater the height of the stem, the greater the difference 
between the objects. Moving from the bottom to the top of the dendrogram, the compound 
clusters get larger.  The goal of dendrograms is to identify clusters or groups in a data set.  
From the dendrograms, the number of highly correlated groups can be identified.  
 
Table 2.2:  Dendrogram distance functions variables for Equation 2.8 [34]. 
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2.5.3 Nearest Neighbors 
The mean nearest neighbor distance can be calculated by Equation 2.9: 
d̅min =
∑ dmin(xi)
n
i=1
n
 
(2.9) 
In calculating the mean nearest neighbor distance, n is the number of events, dmin is the distance 
from the nearest event where each event is i at location xi [31].  The distance for each event is 
calculated and then averaged.  The averaged nearest neighbor distance is used in calculating 
the G and F functions described next.   
The G function is a cumulative frequency distribution of the nearest neighbor distances 
[31] which is calculated by Equation 2.10.   
G(d) =
#(dmin(xi) < d)
n
 
(2.10) 
G(d) is the proportion of nearest neighbor distances that are less than the distance d, where the 
numerator is the number of elements in a set of distances less than d, and n is the total number 
of points or events [31].  By evaluating different values of d, the degree of clustering at 
different spatial scales can be assessed [31].   The compatibility of CSR with a point pattern is 
assessed by plotting G(d) against the theoretical expectation of a point pattern that has CSR.  
The G function under CSR is given by [32]:   
GCSR = 1 − e
−λπd2 (2.11) 
The F function is similar to the G function, but it measures the distribution of all 
distances from a randomly selected point to its nearest observed event.  This function is often 
called the empty space function because it measures the average space between events [32].  
The F function is given by: 
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F(d) =
#(dmin(xi, X) < d)
m
 
(2.12) 
The numerator of Equation 2.12 is the number of elements within the set, dmin(xi,X) is the 
minimum distance from location xi to the nearest event in point pattern X, and m is the number 
of arbitrarily selected events [31].  The numerator of both the G and F functions show different 
characteristics of a spatial pattern.  Again, the F function can be assessed when plotted with a 
CSR point pattern, where the equation for an F function under CSR is given by: 
FCSR = 1 − e
−λπd2 (2.13) 
The nearest neighbor distribution functions for GCSR and FCSR will be the same for 
homogeneous Poisson processes.  For a clustered pattern, observed events should be farther 
away from random points when compared to a CSR pattern.  And in a regular pattern, the 
random location should be closer to observed points.   
A second method of nearest neighbor analysis can be used to evaluate a data set.  
Nearest neighbor analysis is based upon a comparison between observed average nearest 
neighbors distances and those of a known random pattern [36].  To determine if data exhibits 
a regular pattern or clustering, the R statistic is calculated using Equations 2.14 and 2.15.  The 
R statistic is the ratio between the observed average distance between nearest neighbors, robs, 
and the expected average distance between nearest neighbors, rexp of a point pattern that has 
completely spatial randomness [30, 36]. 
R =
robs
rexp
 
(2.14) 
rexp =
1
2√
n
A
 
(2.15) 
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R statistic values range from 0 to 2.149.  When R=0, there is zero distance between nearest 
neighbors, and the events in the data are completely clustered.  When R=1 the pattern is random 
and when R=2.149 the pattern is completely dispersed [36].  An inhomogeneous pattern will 
generally have a value of R<1.  The exact method of determining the R statistic will be the 
Clark-Evans test.  The Clark-Evans test is a common nearest neighbor test used in spatial 
ecology and to study species distributions [30]. 
2.5.4 Quadrat Count Analysis 
Quadrat count analysis is done by dividing a data set into x number of equal-sized 
regions [37].  To check for inhomogeneity, quadrat counts are utilized to check whether regions 
of equal area of a dataset contain the same number of points.  If they do contain the same 
number of points, it is considered homogeneous.  For quadrat analysis, the window containing 
the dataset is divided into subregions called quadrats.  These quadrats can be square, 
rectangular, or hexagonal.  The quadrat size is user-defined, however, there is a commonly 
used equation for determining the optimal size of a quadrat.  The optimal quadrat length for 
use in GIS applications [36, 38] has been calculated to be equal to √2 × A/n, where A is the 
area of the window of observation and n is the total number of points or events in the area 
being evaluated.  It remains to be determined if this optimal quadrat size will also be optimal 
for use in evaluating binary mixtures.  In using quadrats, there is a trade-off between variability 
and bias; larger quadrats reduce the relative error of the count of points in each quadrat, but 
then intensity variation may be distorted or lost [30].   
The variance/mean ratio (VMR) is a simple method to assess the degree of clustering 
in a point pattern is defined as:   
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VMR =
σ2
μ
 
(2.16) 
The VMR will indicate how far a point pattern is from a Poisson distribution [31].  A Poisson 
distribution is defined by Equation 2.5 in Section 2.5, which predicts the fraction of quadrats 
containing k number of events for a selected mean intensity [31].  A VMR value of 1 indicates 
the event distribution is Poisson, while a value of less than 1 indicates dispersion and a value 
greater than 1 indicates clustering [31].  The weakness of VMR is that it is dependent on the 
size and quantity of quadrats.  
2.5.5 The K Function 
The K function is a measure of spatial homogeneity based on the distances between all 
events in the area of focus [31].  Equation 2.17 describes the K function for a given distance: 
K(d) =
|A|
n2
∑#(C(xi, d))
n
i=1
 
(2.17) 
where #(C(xi,d)) is the number of events within a circle whose center is at xi with a radius of 
d, |A| is the area of the region being evaluated, and n is the total number of events. A visual 
representation of how Equation 2.17 is calculated is shown in Figure 2.7.   
 
Figure 2.7: Circles of radius d are overlaid over an initial point xi, and the total number of 
points in each expanding radius is counted in the calculation of the K value of 
Equation 2.17. 
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The expected value of K is given by KCSR, Equation 2.18, which indicates the expected 
number of events located near a random event assuming a uniform density [39]. 
KCSR(d) = πd
2 (2.18) 
If K(d) > KCSR(d), this suggests there is clustering or an excess of nearby points at the spatial 
scale related to distance d.  Where K(d) < KCSR(d) suggests dispersion at the spatial scale of d 
[39].  In Figure 2.8, KCSR is represented by the blue line, and K(d) is represented by the red 
line.  The maximum distance in K-function plots is half the maximum dimension of the 
window of observation in either the x or y direction [38].   
   
Figure 2.8:  Example of K-Function where the red line represents the observed spatial 
pattern, the blue line is the expected random spatial pattern, and the black 
dashed lines are the upper and lower confidence envelopes. 
As distance increases so do K values, so often the data is transformed to make the data 
easier to read in a plot [38].  A modified version of the K function is the L function: 
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L(d) = √
K(d)
π
− d (2.19) 
Values of L(d) < 0 indicates regularity in the spatial pattern, while values of L(d) > 0 indicates 
clustering in the pattern [31].  Different programs plot the L function differently (MATLAB 
versus RStudio).  In some of these cases, the plot lines representing the theoretical L values is 
set to zero, which creates positive and negative regions in the graph space.  However, RStudio 
plots the Poisson L function as a linear function starting at 0.  The expected value of a random 
distribution of points with this method is a line at a 45° angle.  For any distance, if observed L 
values are below the expected L values, the data is more dispersed than a random distribution 
[38].  If the observed L values are above the expected L values, the observed data is more 
clustered than a random distribution.   
An important consideration for use of the F, G, K, and L functions is edge effects as 
these can distort the distances for events occurring at the edges of the area being considered.  
Several corrections for these edge effects are also calculated alongside these functions, but are 
not the inherent focus. 
2.6 Summary 
A review of the literature demonstrates the importance of defining the quality of a 
mixture for use in various industries.  However, current statistical calculations for mixture 
quality are inadequate since they are based on the reduction of information.   The quest to 
create a quantitative method to describe a qualitative attribute has led to many different ways 
to quantify mixture quality, but they still are not as objective as they should be.  Values for a 
good mixture for the Lacey index, which is a very popular mixing index, has a range of 0.75-
1 [9] (recalling that a completely segregated mixture will have a value of 0 and a fully 
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randomized mixture will have a value of 1).  This project aims to address this issue of reduction 
of information and subjectiveness in the assessment of mixture quality by utilizing statistical 
methods developed for analyzing spatial and geographical data.   
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CHAPTER 3: EXPERIMENTAL DESIGN, MATERIALS, & 
PROCEDURES 
This chapter describes the experimental apparatus, the equipment needed for mixing, 
and the granular materials used in this study.  Additional information regarding procedures 
used to obtain data will also be outlined and explained below.   
3.1 Hopper and Silo Design 
A two-dimensional hopper-silo system is 
fabricated from transparent acrylic. The hopper is 1 
m in height by 20 cm wide by 2 cm deep as shown 
in Figure 3.1.  The mouth of the hopper is 2 cm wide 
at the bottom and 20 cm at top. The hopper half-
angle, α, is measured clockwise from the vertical 
center of a hopper.  This hopper has a half-angle of 
30° as shown in Figure 3.2. The silo is 1 m in height 
by 20 cm wide by 2 cm deep.   
Fluorescent lights are attached to beams that 
are attached to the hopper-silo setup via Superstrut® 
metal supports.   The fluorescent lights are covered 
in diffusion paper to reduce glare off the acrylic of 
the hopper-silo system.  The entire setup is enclosed 
in black fleece to block out reflections and ambient 
lighting.  The black fleece curtains hang around the 
exterior of the metal supports.  The position of the 
lights vary in distance from the front of the hopper-silo as needed to reduce glare.   
 
Figure 3.1: Hopper and silo design 
(Courtesy of Taylor 
Geick). 
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Figure 3.2:  Hopper mouth diagram showing the half-angle of the 
hopper mouth is 30°. 
The material in the hopper is initially held in place by a flat, acrylic, T-shaped key 
placed between the hopper and the silo, as shown in Figure 3.3. Dimensions of the key are 8.9 
cm at the top of the T-shape which is the front of the key, 6.35 cm at the base of the T-shape 
which is the backside, and 0.3 cm thick.  This key has a pull-string threaded through a small 
hole on the right side to allow removal from the hopper mouth to initiate a mixing experiment. 
The key has a shallow notch cut 0.061 cm deep to allow a vertical divider to be placed in the 
hopper.   
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Figure 3.3:  Acrylic key used to secure the hopper divider and close the opening between 
the hopper and silo.  The key is T-shaped, 8.9 cm at the front, and 6.35 cm at 
the rear, and 0.3 cm thick. 
Figure 3.4 shows how the hopper divider is used to create a vertical separation between 
materials in the hopper.  The hopper divider is a 1 m long piece of acrylic that comes to a point 
on one end.  The hopper divider is placed into the hopper, and fitted into the notch of the key 
prior to particles being introduced.  A small amount of particles is initially placed on one side, 
then the other side via funnels above the hopper.  This keeps the divider from bending or 
shifting from its center position.  The filling alternates sides until the desired fill level is 
reached. 
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Figure 3.4:  The hopper divider (outlined in yellow) is 
shown prior to removal from the hopper.   
 
3.2 Granular Materials 
Spheres of cellulose acetate, steel, and plastic of various sizes are used in this 
experiment, as outlined in Table 3.1.  Using various types of spheres will allow for density and 
size tests.  All of the spheres are different colors, as shown in Figure 3.5, to allow for 
differentiation during image analysis.  
Table 3.1:  Descriptions of granular materials used. 
Color Material Diameter (mm) Density (g/cm3) 
Yellow, Red, Blue Plastic 6 0.955 
Green Cellulose acetate 4.5 1.28 
Silver Steel 4.5 7.21 
Black Cellulose acetate 3 1.28 
White Cellulose acetate 2 1.29 
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Figure 3.5:  Particles of various sizes, densities, materials, and colors are used during 
testing. 
 
3.3 Camera 
To obtain digital images, a Nikon Digital SLR Camera is used.  Images of the pre-mix 
in the hopper and post-mix in the silo are captured with a Nikon D50 DSLR (digital single-
lens reflex) camera with a Tamron 18-200 mm F/3.5-6.3 XR Di-II lens.  Images are saved as 
color images in the JPG format.  The camera is attached to a Superstrut® support which is 0.45 
m from the front of the hopper-silo setup.  For pictures of the hopper, the camera sits at 1.80 
m from the ground, and for silo pictures, sits at 0.76 m from the ground.   
3.4 Procedure for Analyzing Images 
Before statistical analysis can be performed, the location of each particle must be 
determined.  To do this, the image is processed in MATLAB [40] using the Image Processing 
Toolbox and other built-in features of MATLAB.  Using the Image Processing Toolbox, the 
image of each test is segmented into two masked images, which only show one of the particle 
types.  Many image processing techniques are not available for color images, therefore, images 
must be converted from RGB (Red, Green, Blue) to grayscale images after they are segregated.  
The grayscale images are then conditioned to remove the background and enhance the circular 
particles.   
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The use of the MATLAB image processing tools reduces the time it would take to count 
thousands of small round particles.  The tools can also find the centroid of the particles and the 
radius.  However, the imaging tools are limited by the quality of the images.  Reflections and 
glares on the acrylic reduce the image quality and require more processing time.  These 
imperfections can also affect the determination of the radius and location of the centroid. 
The output from MATLAB is the X and Y location of the found centroid of the 
particles.  These data are then exported to an Excel spreadsheet.  The color label is added either 
in MATLAB or in Excel as an additional column.  The spreadsheet is then read into RStudio 
[41] as a comma separated values file.  RStudio is an open-source program for R, which is a 
programming language and a software environment used for statistical computing.   
Select libraries are installed to allow for the data to be analyzed as spatial data.  From 
the imported data, a point pattern data set is created.  Point pattern data must have x and y 
components, and fall inside of a window of observation, which would be the size of the image 
in pixels.  The color category of the imported data are treated as “marks” in RStudio.  Once 
the data is a point pattern, the program can determine the frequency (count of particles) and 
proportion by marks.     
The next step is to establish a method for sampling of regions of particles.  The entire 
window of the data is divided into cells or quadrats. Quadrat sampling is a method of sampling 
point pattern data from within regular shaped regions, such as squares, rectangles, or a grid.  
Using this method, the size of the cells or quadrats can be varied to evaluate the data at various 
sampling sizes.  Random quadrats are selected and analyzed to determine frequency and 
proportion of particles.  These values are then used in the calculation of the theoretical limits 
of variance of the mixture and subsequently, the degree of mixing using various established 
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mixing indices.  Other statistical functions built into RStudio via its various libraries are also 
used to determine the quality of the mixture, which will be expanded upon in the Results and 
Discussion chapter.  
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CHAPTER 4: OPTICAL VISUALIZATION AND DIGITAL 
IMAGE ANALYSIS 
Advancements in camera optics and image processing have opened doors for in-situ 
analysis for batch productions of granular mixtures.  Now granular mixtures can be 
photographed and then analyzed without interacting with the mixture.  Additionally, mixtures 
can be evaluated at a variety of scales.  Digital image analysis has the potential to gather 
valuable data about granular mixtures that can be used to determine mixing quality.  Turning 
a digital image into useful data is a multi-step process that requires morphological and color 
processing; these steps will be summarized below. 
4.1 Morphological Image Processing 
Mathematical morphology is a method for extracting image components that describe 
shapes and boundaries of objects in an image [42].  Morphological operators are a series of 
non-linear operations that process objects in an input image based on the shape of the object, 
instead of their numerical values [43].  There are several morphological operators that can be 
used on binary and grayscale images.  These include dilation and erosion, closing and opening, 
thickening and thinning, and skeletonization.   
The dilation, closing, and thickening operations enhance the white elements in the 
images, while erosion, opening, and thinning will decrease the emphasis of the white elements 
[43].  Skeletonization reduces foreground areas of a binary image to a remnant, while 
maintaining the connectivity of the rest of the image [43].  The dilation operator expands the 
pixel borders in the foreground of a binary image.  These pixels are generally the white pixels.  
Any dark pixels, or holes, within these regions will be diminished as the foreground pixels 
enlarge.  However, dilation will distort all pixel areas [43].  Erosion is the opposite of dilation. 
The erosion operator diminishes the borders of foreground pixels of a binary image.  Hence, 
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under erosion, holes within the foreground pixel regions will enlarge.  The purpose of erosion 
is to eliminate isolated white pixels not surrounded by other white pixels [43].  Erosion and 
dilation work using an arbitrary structuring element, usually based on a 4-connected or 8-
connected local neighborhood.  Figure 4.1 provides an example of a structuring element in a 
4-connected neighborhood denoted as B.   
 
Figure 4.1: The dilation of a simple binary image.  Foreground pixels are white and 
background pixels are black.  Structuring element B is a 4-connected 
neighborhood.  
 
Figure 4.2: The erosion of a simple binary image.  Foreground pixels are white and 
background pixels are black.  Structuring element B is a 4-connected 
neighborhood.  
In dilation, the structuring element B (see Figure 4.1) is superimposed over a 
background pixel.  If the foreground pixel (white) aligns with the center pixel of the structuring 
element B, then background pixels (black) will be set to the foreground pixel value [43].  As 
with dilation, in erosion, the structuring element B (see Figure 4.2) is superimposed over a 
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background pixel.  A foreground pixel only remains a foreground pixel if the 1s of the 
structuring element B are entirely contained within the foreground image.  Otherwise, these 
pixels becomes a background pixel value. 
The opening operator is similar to the erosion operator, but is less extreme in its effects.  
This operator removes bright pixels from the borders of a white region.  In contrast to erosion, 
opening will affect all regions in the image, not just small, isolated pixels.  Closing is the 
reverse of the opening operator, and is similar to dilation.  The closing operator will expand 
the borders of brighter areas of an image, and contract dark areas in the same area [43].     
4.2 Image Segmentation  
To find objects in an image, edge detection tools are used to isolate the parts of the 
image that are of interest.  In binary mixtures, these tools are used to isolate and define the 
individual particles in the image.  An edge in an image is defined as a sudden change in 
intensity values. In binary images, this is the change between 0 and 1 pixel values.  There are 
several common edge detection tools which include the Sobel operator, Prewitt operator, 
Canny operator, and the Hough transform [42].   
The combined use of the morphological operators and image segmentation is used to 
detect round objects, and from there the centroid and radius of the found objects.  These tools 
allow for the spatial location of the particles to be determined.  The accuracy of these tools is 
dependent on the quality of the initial input image.  If the image quality is poor, the object 
edges will not be distinct enough for edge detection, or the morphological operators may distort 
the shapes too much, and reduce object detectability.   
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4.3 Coordinate Conventions of Images 
Images are stored as two-dimensional arrays (matrices), where each element of the 
matrix corresponds to a single pixel in the image [42].  Unlike a typical graph, images have a 
positive y direction pointing downwards from the origin.  The origin of the image (0,0) is 
located at the upper left of the image instead of the lower left.  The row values increase 
downward, and column indices increase to the right.  Figure 4.3a shows how an image is stored 
as a matrix, with the origin (0,0) being in the upper left-hand corner of the image.  If this data 
is plotted without regard to it being from an image, it will display as shown in Figure 4.3b, and 
will appear as upside-down.  While there is technically nothing incorrect about Figure 4.3b, it 
can be misleading when trying to discern certain information from a graph that displays image 
information.  For example, in 4.3b, if one were to try to understand the influence of density on 
the mixing of particles, one would have to realize that the gravitational force would be up 
instead of down.  Barring a few exceptions, all following images will be shown with the origin 
as shown in Figure 4.3a, in the upper left-hand corner.  
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a) Image coordinates b) Typical coordinates 
Figure 4.3: The left image (a) shows how an image is stored as a matrix using pixel 
coordinates, with the origin (0,0) in the upper left.  The right image (b) shows 
how that data will be displayed typical graph.  A yellow star has been placed 
near the origin in image (a) to better see the changes when the image is 
displayed without the y-axis being reversed (i.e., a typical graph).   
 
4.4 Color Image Processing 
MATLAB’s Image Processing Toolbox has functions to convert RGB (Red, Green, 
Blue) data to other color spaces.  RGB images are comprised of three layers, corresponding to 
red, green, and blue intensities of the image [43].  Binary images are images that are first 
converted from RGB format to grayscale and then from grayscale to black and white (binary).  
Grayscale images have pixels with values between 0 to 255, and binary images can only have 
0 or 1 for black and white areas, respectively [43].  Binary images are essential for use in image 
edge detection.   
Using color segmentation tools in MATLAB allows for the segregation of one particle 
type from another.  This is done by separating the RGB image into individual color channels 
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in either the RGB color space or HSV (Hue, Saturation, Value) color space.  An example of 
color segmentation is shown in Figure 4.4.  Each RGB color channel has values from 0 to 255, 
with 0 being no addition of that color, and 255 being the maximum.  In the HSV color space, 
hue, saturation, and value varies from 0 to 1.0, which is sometimes represented as percentages.  
The HSV color space has a different color wheel than the RGB color space.  The hue color 
wheel goes from red to yellow, green, cyan, blue, magenta, and back to red [43].  Saturation 
of 1.0 is considered fully saturated which has no white component, and a saturation of 0 has 
no color.  Value (in HSV) is the same as brightness so when the value increases from 0 to 1.0, 
the brightness increases [43].   
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a) Initial image of blue-white binary mixture. b) Blue bead are isolated and segregated. 
 
 
c) White beads are isolated and segregated. 
Figure 4.4: The before (a), and after images of a blue-white binary mixture.  Images b 
(blue components) and c (white components) are the individual segmented 
images of each particle type. 
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4.5 Issues in Image Processing 
The MATLAB image processing tools are able to identify the larger particles better 
than the smaller particles because of their larger area.  The edges of larger particles are also 
more easily distinguished because of the image resolution.  Higher pixel resolution and spatial 
resolution is needed for better image definition and differentiation of the particles.    
Particles that are primary colors (red, green, blue) were more easily segregated.  Black, 
white, and silver particles were more difficult to segregate and detect.  In images with black 
and white particles the edges of particles were difficult to detect.  This is because of the nature 
of the colors of white and black, image resolution, and lighting quality.  In the RGB color scale, 
white is what results from using all color channels at the maximum value [255, 255, 255] in 
the RGB color space, which makes segregating white particles from other particles difficult.  
The black particles were problematic to illuminate to differentiate the edges of the particles 
without creating glare.  In the black-white binary mixture, the lighting that worked well for 
illuminating the white particles created dark shadows between the black particles, making them 
more difficult to differentiate.  The black-red and black-yellow binary mixtures also had 
similar issues.  The lighting that best illuminated the black particles, created cat eye-shaped 
reflections on the red and yellow particles.  This lighter region of glare on the particles made 
holes in the particles when segregating the colors in MATLAB.  The dark shadows between 
black particles reduced the sharpness of the edges of the particles, which made it more difficult 
for the image processing tools to differentiate where one black particle ends and another 
begins.   
Various lighting methods were used to try and reduce glare on the acrylic hopper and 
silo and the particles inside.  Most of the particles reflected light, and the acrylic also reflected 
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light which created glare on the particles in the hopper and silo.  Attempts were made to reduce 
this reflectivity by softening the light sources by increasing diffusion of the light.  To 
accomplish this, the fluorescent lights were covered in diffusion paper.  The metal components 
of the experimental setup were wrapped in black fleece to reduce reflected light which might 
hit the silo and hopper.  Glare in the images of the binary mixtures reduced the quality of the 
resulting color segregated images in MATLAB.  The glare on the silver particles (see Figure 
4.5b) was so severe that it created issues during the color segregation, but also in the image 
processing.  Recall in Section 4.1, the use of certain morphological operators can distort the 
shape of objects in an image.  This situation occurred when the color segregated images of the 
silver particles were converted from color to grayscale to binary.  The green component of the 
green-silver binary mixtures was able to be segregated and found (see Figure 4.5a).  As a result 
of the inability to accurately map the location of the silver particles, the experimental green-
silver binary mixtures were mapped manually where the center of individual particles were 
manually located with the aid of software.  
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a) Segmented green particles b) Segmented silver particles 
Figure 4.5: Segmented images of green and silver mixture.  The silver particles display 
cat-eye glare on them, which creates a hole in the middle of the particle. 
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CHAPTER 5: DETERMINING THE QUALITY OF BINARY 
MIXTURES USING SPATIAL STATISTIC METHODS   
5.1 Results and Discussion  
Spatial analysis is a set of methods for analyzing spatial data and focuses on the spatial 
arrangement of data points.  Spatial analysis is most commonly seen in the geographical 
sciences (geography, geology), biological sciences (zoology, ecology, forestry, botany), and 
cartography.  For this study, the binary mixtures are treated as spatial point patterns.  
Traditional analysis of binary mixtures uses a reduction of information, and merely counts the 
number of particles in samples or locations, to give a resulting singular value to determine 
mixture quality.  As binary mixtures are by extension a geographical map of particles which 
contain data markers (color/size/density), it seems logical to borrow methods from other fields.  
The particles used in this study are poured into the hopper described in Section 3.1.  
After the divider is removed, the particles will intermingle at their shared boundary but mixing 
does not occur.  Figure 5.1 shows the various initial conditions of particles in the hopper prior 
to being released from the hopper and being allowed to mix in the silo.   
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a) Blue and red particles in hopper. b) Green and silver particles in hopper. 
  
c) Black and white particles in hopper. d) White and blue particles in hopper. 
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e) Black and yellow particles in hopper. f) Red and black particles in hopper. 
Figure 5.1: The initial conditions for each material combination.   
 
5.1.1 Mean Center and Standard Distance 
The mean center and standard distance (Section 2.5.1) of individual point patterns (i.e., 
particle A only) does not provide a plethora of information about the point pattern.  However, 
comparing the distance between the mean centers of each component’s point pattern can yield 
interesting information.  The mean centers and standard distances of each component’s point 
pattern were calculated for each binary mixture using Equations 2.6 and 2.7.  Additionally, the 
distance between the mean centers of each component was calculated.  The Lacey index 
number for the binary mixture was also determined (see Table 5.2).  The units for these 
measurements are in pixels, and since the standard distance and mean centers are essentially 
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centroids, the resulting measurements can be in partial pixels.  However, in Table 5.2, the 
results have been rounded to the nearest whole pixel to avoid confusion.  
Table 5.1: Selected results of binary mixtures.   
Binary Mixture* 
Lacey 
Index 
Standard 
distance  of 
particle A 
(pixels) 
Standard 
distance of 
particle B 
(pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
window of 
observation 
(pixels) 
Height of 
window of 
observation 
(pixels) 
Blue-Red (2c) 0.76 685 661 379 1492 2038 
Blue-Red (4b) 0.79 664 666 382 1518 1930 
Blue-White 
(bw3a) 
0.89 546 576 367 
1325 1603 
Green-Silver 
(bnb1) 
0.38 404 309 428 
943 1170 
Green-Silver 
(bnb5) 
0.40 633 490 664 
1460 1848 
Black-White 
(bb1) 
0.58 467 506 442 
1156 1516 
Black-Red (2) 0.64 388 403 343 965 1181 
Black-Red (5) 0.63 408 415 389 1014 1247 
*Specific test cases are denoted by Color A-Color B followed by the test case identifier in parentheses. 
The green-silver binary mixtures showed significant segregation.  Figure 5.3 shows a 
green-silver binary mixture of particles (same size, different materials and density); the 
standard distance for the green particles is 404 pixels and the standard distance for the silver 
particles is 309 pixels, with a distance of 428 pixels between the mean centers.  The larger 
standard distance of the green particles shows that the green particles are more dispersed 
compared to the silver particles.  In comparison to this mixture, the blue-red binary mixture in  
Figure 5.4 (same size, material and density), the mean centers are much closer together.  The 
standard distance of the red particles is 661 pixels and the standard distance of the blue particles 
is 685 pixels; with a distance of 379 pixels between the mean centers of each component.   
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a) Mean Centers and Standard Distance Plot b) Experimental Test Case 
Type of test 
case 
Standard distance 
particle A (pixels) 
Standard distance 
particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
window of 
observation 
(pixels) 
Height of 
window of 
observation 
(pixels) 
Experimental 404 309 428 943 1170 
Figure 5.3: Binary mixture of 1240 green and 1356 silver particles as shown in (b). 
The standard distance for the green particles (represented with green) in 
(a) is clearly larger than the standard distance for the silver particles 
(represented in dark gray).  Data set featured is green-silver (bnb1).  
 
The green-silver binary mixture has a Lacey index number of 0.38 and the blue-red 
binary mixture has a Lacey index number of 0.79.  By the Lacey index standards, the blue-red 
mixture qualifies as “well mixed” while the green-silver mixture does not.  The dispersion of 
the red and blue particles is very similar in size and the mean centers are relatively central in 
the window of observation.  This shows the more equal distribution of the red and blue particles 
54 
 
 
 
throughout the mixture compared to the green and silver particles.  Additionally, the smaller 
the distance between the mean centers, the better mixed the mixture appears to be.    
 
 
a) Mean Centers and Standard Distance Plot b) Experimental Test Case 
Type of test 
case 
Standard 
distance particle 
A (pixels) 
Standard 
distance particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of window 
of observation 
(pixels) 
Height of window 
of observation 
(pixels) 
Experimental 681 656 384 1536 1952 
Figure 5.4: Binary mixture of 712 blue and 707 red particles as shown in (b).  The 
standard distance (b) for the blue particles (represented with blue) is 
approximately the same as the standard distance for the red particles 
(represented in red).  The mean centers are located in the region of overlap 
between the blue and red point patterns.  Data set shown is blue-red (3c). 
In addition to binary mixtures of same-size components, binary mixtures of unequal 
particle diameter are also evaluated. Looking at a black-white (3mm-2mm) binary mixture 
(unequal size and approximately equal density), the standard distance for the black particles is 
466 pixels and 506 pixels for the white particles, with a distance of 441 pixels between the 
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mean centers.  This selected black-white binary mixture has a Lacey index number of 0.58, 
which is below the acceptable threshold for “well mixed” for Lacey index.  Much like the blue-
red mixture in Figure 5.4, the mean centers of the black-white mixture in Figure 5.5 are in the 
overlapping region of standard distances, but the area that overlaps is smaller than in the blue-
red mixture. 
 
 
a) Mean Centers and Standard Distance Plot b) Experimental Test Case 
Type of test case 
Standard distance 
particle A 
(pixels) 
Standard distance 
particle B 
(pixels) 
Distance 
between mean 
centers (pixels) 
Width of window 
of observation 
(pixels) 
Height of window 
of observation 
(pixels) 
Experimental 467 506 442 1156 1516 
Figure 5.5: Binary mixture of 2737 black and 7177 white particles is shown in (b).  The 
standard distance for the black particles (represented with black), and the 
standard distance for the white particles (represented in purple) are shown in 
(a).  The mean centers are located in the region of overlap between the black 
and white point patterns.  Data set shown is black-white (bb1). 
 
The use of mean centers and standard distances is not conclusive enough to determine 
whether a mixture is well mixed.  However, it can be useful to visually evaluate the inter-
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dispersion of particles of a binary mixture.  As the distance between mean centers decreases, 
the mixture quality improves, and the larger the standard distance the better the dispersion 
throughout the mixture of the component.  Hence, indicators of good mixing using mean 
centers and standard distances includes standard distances that are similar in size and overlap, 
and mean center points that reside a the region of overlap of the standard distances of each 
component.   
5.1.2 Index of Dispersion: Variance-to-Mean Ratio (VMR) 
Using quadrat count analysis, as described in Section 2.5.4, the variance-to-mean ratio 
(VMR) can be determined.  The VMR indicates how close to a Poisson distribution that a point 
pattern is [31].  To calculate the VMR, each point pattern of particles is divided into quadrats.  
Each quadrat serves as a single sample.  For each test case, the window of observation 
containing the data was divided into 25 quadrats (5x5) and 100 quadrats (10x10).  The reason 
for this was to evaluate the tool on multiple scales of scrutiny.  The fewer the quadrats, the 
larger the size of the quadrats.  Figure 5.6a shows a region divided into 25 quadrats; 5 along 
the x-axis and 5 along the y-axis.  Figure 5.6b shows a region divided into 100 quadrats.  A 
larger number of quadrats means more samples can be taken, but those samples may be affected 
by edge effects because of the small areas.  It is possible to randomly select quadrats to sample 
once the window of observation has been divided up into quadrats.   
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a)  b)  
Figure 5.6: The windows of observation for each test case is divided into 
either 25 quadrats (5x5) or 100 quadrats (10x10).   
The number of samples was determined on previous recommendations by Weinekötter 
and Gerick [6] who recommended a minimum of 25 samples, while Barbosa-Cánovas et al. [9] 
recommended at least 50 samples be taken to find representative results.  These quadrat sizes 
are in contrast to general practice in GIS applications where the optimal quadrat length 
determines the overall size and quantity of quadrats.  The optimal quadrat length found as 
discussed in Section 2.5.4 is √2 × A/n, where A is the area of the window of observation and 
in is the total number of points in the area being considered.  It was determined that this is not 
the optimal length for quadrats in when evaluating binary mixtures.  Using this equation 
created tiny quadrats, which in turn, created a large number of quadrats.  While the quantity of 
quadrats is not a huge concern (except in relation to processing time), the size of the quadrats 
is.  The small size of the quadrats resulted in quadrats containing as few as one particle (when 
considered the full point pattern of both particle types combined).  Figure 5.7 shows the 
quadrats and green and silver particle quantities in each quadrat for a green-silver pattern which 
contains 2804 particles.  As a result of using the optimal quadrat length equation, there are now 
1386 quadrats to evaluate, as shown in Figure 5.7.  The dimensions of each quadrat 42 x 43 
pixels.  In practicality, samples which include only one particle are not useful, especially in 
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mixing processes.  A sample containing only one particle cannot yield very much information 
regarding the overall mixture.  At this scale of quadrats, edge effects will distort the true 
number of events in each quadrat, and are not reliable.  Therefore, it was determined that 
sample/quadrat sizes must be larger.  The different sample (quadrat) quantities used are able 
to represent the different scales of sampling that may be seen in industry.   
 
Figure 5.7: A green-silver binary mixture (bnb4) which has 1386 quadrats 
containing a total of 2804 particles.  Numbers indicate the number 
of green and silver particles in each quadrat.  (This data has the 
origin at the lower left-hand corner; the top of the mixture is at the 
bottom of the figure (quadrats with zeros).   
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The simple VMR test, using Equation 2.16, has proven inconclusive because of its 
undefined objectivity. Much like the Lacey Index, the VMR relies on closeness to unity that is 
subjective in nature.  As discussed in Section 2.5.4, a VMR value of 1 indicates a Poisson or 
spatially random pattern which is ideal.  While a value greater than 1 indicates clustering and 
a value less than 1 indicates dispersion.  To evaluate the VMR, the individual point patterns of 
each component of the binary mixture was evaluated (i.e., the VMR of particle A and the VMR 
of particle B).  Table 5.2 shows a selection of results that are indicative of the inconclusiveness 
of the use of the VMR value.  For complete results see APPENDIX A.  Almost all experimental 
material combinations in this study have VMR numbers greater than 1, with some being much 
greater, indicating mixtures that are not well-mixed even when they have a Lacey Index 
number that suggests a well-mixed mixture (>0.76).  It is important to realize that the Lacey 
Index number is evaluating the mixture as a whole, while the VMR is evaluating the individual 
components of the binary mixture and their dispersion within the mixture.   
Table 5.2: Selected VMR results of binary mixtures (10x10). 
Binary Mixture Lacey Index VMR of Particle A VMR of Particle B 
Blue-Red (2c) 0.76 2.28 2.27 
Blue-Red (4b) 0.79 1.91 1.96 
Blue-White (bw3a) 0.89 4.05 14.54 
Green-Silver (bnb1) 0.38 8.52 11.33 
Green-Silver (bnb5) 0.40 7.36 10.64 
Black-White (bb1) 0.58 17.76 28.36 
Black-White (bb2) 0.58 18.19 27.93 
Black-Red (2) 0.64 12.43 3.94 
Black-Red (5) 0.63 13.14 4.27 
 
The VMR is useful for seeing that one component is more dispersed than another.  A 
great example of this is seen in blue-white (bw3a) in Table 5.2.  The Lacey Index number is 
0.89, above the 0.76 threshold for a “well-mixed” mixture.  In contrast, the VMR of component 
A (blue particles) is 4.05, which is far greater than 1 and indicates clustering.  Additionally, 
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the VMR of component B (white particles) is 14.54, which indicates a greater level of 
clustering.  The reason for the disparity between the Lacey Index number and the VMR number 
is because the Lacey index is reliant on sampling, and random sampling may be misleading if 
the proportions are more favorable on a certain scale.  The benefit of VMR is that it can be 
used to evaluate the distribution of one component in a mixture, and is based on the frequency 
of the particles throughout the mixture.  
The VMR is highly dependent on the size of the quadrats being used.  The use of large 
versus small quadrats will influence the value of VMR.  Table 5.3 shows selected results from 
various binary mixture tests where mixtures were divided into 100 (10x10) quadrats and 25 
(5x5) quadrats.   
Table 5.3: Selected Lacey Index and VMR comparisons. 
 10x10 5x5 
Binary Mixture Lacey Index VMR A VMR B Lacey Index VMR A VMR B 
Black-White (bnb4) 0.58 17.86 27.46 0.59 67.54 103.23 
Black-Red (2) 0.65 12.43 3.94 0.64 45.97 13.99 
Green-Silver (bnb4) 0.39 7.49 11.10 0.42 23.55 41.54 
While the VMR is not conclusive enough to use alone, it can be a useful tool for 
checking the veracity of the Lacey Index number.  The VMR should be evaluated at different 
quadrat scales to evaluate the validity of the resulting value.   
5.1.3 Simulated Binary Mixtures 
In order to verify the accuracy of some of the spatial statistics tests, specifically the K 
function, simulated binary mixtures were created with similar particle quantities, distributions, 
and window of observation for each binary mixture.  For each binary mixture combination, a 
segregated and ordered pattern was created as shown in Figure 5.8.  These simulated patterns 
serve as control groups, and represent the two extremes in mixing; total segregation and 
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perfectly ordered and distributed.  Examples of these simulated binary patterns are shown in 
Figure 5.8.  
   
a) Vertically Segregated (Seg11) b) Perfected Ordered (ordered) c) Experimental (rbTrueOG) 
Figure 5.8: Two simulated patterns of equivalent particle quantity and proportion and 
equivalent window of observation are created for each experimental binary 
mixture.  a) Vertically segregated binary pattern, b) perfectly ordered binary 
pattern, c) experimental binary mixture. 
While the distance between the binary mixture and the camera did not change, the focal 
length was adjusted to improve image clarity of the particles.  This change in focal length 
contributed to the changes in image size, which in turn, created differences in the dimensions 
of the window of observation.   
5.1.4 The K Function 
To utilize Ripley’s K function, simulated mixtures need to be created that contain a 
comparable number of particles and window of observation as the experimental results.  These 
simulated mixtures need to represent a segregated mixture and a perfect mixture.  The 
segregated and perfect mixtures are compared to the experimental mixtures.  The use of 
Ripley’s K function can show how similar or dissimilar a binary mixture is to a homogeneous 
Poisson point pattern.  This can be done by comparing the experimental point pattern of the 
mixture to a simulated perfect binary mixture which mimics complete spatial randomness 
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(CSR).  When the K function is greater than the K of a CSR pattern, then there is an excess of 
nearby points indicating clustering at that spatial scale. If the K function value is less than that 
of a CSR pattern, then there is spatial dispersion.   
Evaluating the blue particle distribution in the blue-red binary mixture (same size, same 
density) in Figure 5.9, the experimental results follow the expected Poisson distribution closely 
until r = 50 pixels (≈3 blue particle diameters).  After this point, the blue particles begin to 
diverge upward towards the simulated segregated mixture.  From this it can be seen that at 
smaller spatial scales, random mixing is observed; however, as the distance from the initial 
observation point increases, as previously discussed in Section 2.5.5, clustering of the particles 
is observed.  The red component only pattern exhibits the same results with the experimental 
mixture being Poisson in nature up until approximately 50 pixels (≈3 particle diameters) and 
then diverging to become more clustered (see Figure 5.10).  The similarity between the red and 
blue patterns is expected since the particles are the same size and density, as well as having a 
similar quantity.   
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Figure 5.9: Blue particle point pattern of a blue-red binary mixture.  The experimental 
results are in green, with the expected Poisson pattern in red.  The 
experimental results are compared to a simulated segregated point pattern 
(gold) and a simulated ordered point pattern (black dotted line).   
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Figure 5.10: Red particle point pattern of a blue-red mixture.  The experimental results are 
in green, with the expected CSR (Poisson) pattern in red.  The experimental 
results are compared to a simulated segregated point pattern (gold) and a 
simulated ordered point pattern (black dotted line). 
 The K functions of the blue-white binary mixtures are drastically different from 
those of the blue-red mixtures; see Figures 5.11 and 5.12.  This is due to the size, quantity, and 
density differences that resulted in a vastly different mixing than the blue-red binary mixtures.  
The blue particles are three times larger than the white particles, while the white particles have 
a greater density than the blue particles.  The blue-white binary mixture is 6% blue particles 
and 94% white particles.  The blue particles are a Poisson pattern at smaller distances (r ≤ 64 
pixels; about 2 particle diameters), but gradually rises above the expected Poisson pattern to 
indicate clustering of the particles.  However, compared to the simulated segregated point 
pattern, the blue particles are not entirely segregated and the scale at which they are clustered 
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is less than the segregated point pattern.  The graph in Figure 5.11 shows that the simulated 
ordered pattern follows the expected Poisson point pattern, albeit more jaggedly. 
Evaluating the white particle pattern, the experimental data exhibits the same trend as 
the Poisson pattern, segregated pattern, and ordered pattern, as seen in Figure 5.12.  The reason 
for this is due to the large quantity of white particles in the given space.  Since there are so 
many particles in the analysis region, the random pattern would also display many white 
particles near one another.  This point pattern serves as an example for why looking at only 
one component is not enough to determine the quality of a mixture.  From the blue only K 
function (Figure 5.11), it can be seen that there is clustering occurring, which counteracts the 
misleading trend from the white only K function (Figure 5.12), which can make it seem like 
the particles are not as clustered as they actually are.  This particular binary mixture appears to 
show a limitation of the K function related to the quantity of events in the observation window.  
Additionally, the events in the simulated patterns are evenly spaced, whereas the events in the 
experimental data are not evenly spaced and may actually be closer than the events in the 
simulated pattern.  
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Figure 5.11: The K function of the blue particles of the blue-white binary mixture.  
Experimental results are shown in green, simulated segregated results are 
shown in gold, and the theoretical Poisson pattern is shown in red.  The 
ordered pattern is shown with a black dotted line. 
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Figure 5.12: The K function of the blue particles of the blue-white binary mixture.  
Experimental results are shown in green, simulated segregated results are 
shown in gold, and the theoretical Poisson pattern is shown in red.  The 
ordered pattern is shown with a black dotted line. 
The K function of the black particles in the black-white binary mixture shows the 
experimental mixture falls between the segregated point pattern and the Poisson point pattern.  
The black particles diverge from the Poisson pattern at r ≈ 31 (~2 black particle diameters) as 
shown in Figure 5.13.  The white particles of the black-white binary mixture however show 
more segregation than the simulated segregated point pattern in Figure 5.14.  This can be 
attributed to the spacing between the events in the simulated segregated pattern.  However, the 
K function clearly shows a divergence upwards from the Poisson pattern of the white particles.  
This divergence is much clearer in the K function of the black-white mixture than was 
previously seen of the white particles in the blue-white mixture.   
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Figure 5.13: K function of black particles of black-white mixture.  The experimental results 
are in green, the simulated segregated particles are in gold, the simulated 
ordered results are a black dotted line, and the theoretical Poisson pattern is red. 
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Figure 5.14: K function of white particles of black-white mixture.  The experimental results 
are in green, the simulated segregated particles are in gold, the simulated 
ordered results is a black dotted line, and the theoretical Poisson pattern is red. 
The K function allows a unique way to evaluate and look at binary mixtures.  By 
treating the binary mixtures as spatial point patterns, they can be compared to theoretical 
Poisson patterns which are random.  The K function graphs visually shows if a pattern is close 
to a random pattern, and if it is random, at what scale it is random.  Use of the K function may 
not replace the Lacey Index number usage, but it may complement it and provide a different 
level of information. 
5.1.5 L Function 
As previously mentioned in Section 2.5.5, the L function is a transformation of the K 
function to a linear function.  Because of the nature of the K function, it is often difficult to 
discern what is occurring at lower distances; the L function stabilizes the data to make it easier 
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to see what is happening at these lower distances.  When the observed L function is greater 
than the theoretical Poisson L function, the point pattern exhibits clustering.  When the 
observed L function is less than the theoretical Poisson L function, the point pattern exhibits 
regularity.   
In the experimental blue-red mixtures, the L functions for the blue and red particle 
patterns mirror each other, similar to the K functions for the experimental blue-red patterns, 
and are shown in Figures 5.15 and 5.16, which shows the experimental particles are regularly 
spaced prior to r ≈ 18 pixels, but then transition to reflect a more Poisson pattern at r ≈ 20 
pixels, and then gradually becoming more clustered.  The simulated segregated blue-red 
patterns (for both blue only and red only in Figures 5.15 and 5.16) jump from regular spaced 
at r ≈ 18 pixels to just above the theoretical Poisson pattern and displaying clustering just after 
r ≈ 18 pixels.  The jumps in the in the L function of the data at r ≈ 18 pixels makes sense 
because 1 particle diameter is equal to approximately 20 particles.  From the L function graphs 
it can be seen that at short distances, the patterns do exhibit some randomness, but at larger 
scales the patterns are clustered. 
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Figure 5.15: L function of blue particles of blue-red mixture.  The experimental results are 
in green, the simulated segregated particles are in gold, the simulated ordered 
results are represented by black dots, and the theoretical Poisson patterns is 
red. 
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The L function graphs for the black-white binary mixtures (Figures 5.17 and 5.18) show 
the same trend as the K function graphs for the black-white mixture in Section 5.3.4.  Since 
the data are linear, it is easier to see what type of pattern is exhibited at the smaller scales.  The 
white particles are in a Poisson pattern when r ≈ 25 pixels (~2 particle diameters), and then 
transition to clustering.  The trend line for the experimental white particles is above the 
segregated test case, just as it was in the K function graph of the black-white binary mixture 
(Figure 5.14).  The trend lines of the L functions of the mixtures will be the same as the K 
functions for the mixtures.  The only difference is that the Poisson pattern is linear, which 
allows for better evaluation at the smaller scales.   
 
Figure 5.16: L function of red particles of blue-red mixture.  The experimental results are 
in green, the simulated segregated particles are in gold, the simulated ordered 
results are represented as black dots, and the theoretical Poisson pattern is 
red. 
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Figure 5.17: L function of black particles of black-white mixture.  The experimental 
results are in green, the simulated segregated particles are in gold, the 
simulated ordered results are a black dotted line, and the theoretical Poisson 
patterns is red. 
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Figure 5.18: L function of white particles of black-white mixture.  The experimental 
results are in green, the simulated segregated particles are in gold, the 
simulated ordered results are represented by a black dotted line, and the 
theoretical Poisson pattern is red. 
The L function is a useful tool in conjunction with the K function for evaluating spatial 
point patterns and their dispersion. The L function is able to show when a binary mixture, in 
the form of a spatial point pattern, is clustered, random, or dispersed.  This information, while 
descriptive and subjective in nature, can be a useful tool for evaluating the mixing quality.  The 
use of the L function may help when looking at a small or large scale of a large batch, whether 
the mixture has randomness at the desired scale.  
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5.1.6 Dendrograms 
Utilizing RStudio programs, hierarchical clustering tools were used to determine if 
clusters within binary mixtures could be identified.  The best case for evaluating the usefulness 
of hierarchical clustering were the green-silver, blue-white, and black-red binary mixtures.  
The green-silver mixtures exhibited segregation, but also contained small clusters of green 
particles within the silver segregated region.  In both the blue-white and black-red mixtures, 
they contained clusters of limited larger particle dispersion. 
Hierarchical clustering tools struggled to identify regions of clustering of one particle 
type in mixtures where clustering could be seen visually.  In the black-red binary mixture, 
visual inspection of the black-red binary mixture (see Figure 5.19) shows a clear line of 
segregation between the black and red particles with only one region of the mixture having 
intermingling of particles.  Figure 5.19 shows a dendrogram of the mixture and the 3 main 
clusters or groups are highlighted in different colors.  From this dendrogram, the two main 
stems branch out with two main groupings of the black particles on the right hand side and one 
grouping of the red on the left hand side.  Instead of identifying two regions of red particles, 
the dendrogram has actually mapped two regions of black particles (highlighted in red and 
orange).  Proceeding down the dendrogram, at a height of 20, the dendrogram shows 6 clusters, 
two of which are the red particles, and the other 4 being groupings of the black particles.  The 
groupings are not obvious from evaluating the original image of the black-red mixture.  
Recalling that distance on the vertical axis is a numerical representation of the dissimilarity 
and distance between cluster groups, the groupings of the black particles in the dendrograms 
is illogical.  The use of dendrograms for analyzing binary granular mixtures appears to be 
inconclusive.  
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Figure 5.19: Dendrogram of black-red particle mixture with 3 clusters highlighted in blue, 
red, and yellow.  Blue portion of dendrogram represents red particles, and the 
red and yellow portions of the dendrogram represent the black particles. 
The use of dendrograms and hierarchical clustering is not intuitive, concise, or 
informative enough to be used as a tool for evaluating binary mixtures.  Dendrograms are 
highly subjective, even with tools to determine the optimal number of clusters, the process 
requires subjective decision-making.  Data from dendrograms are not easily exportable or 
transformed into useful data for current purposes related to mixture quality.  Dendrograms for 
other test cases are located in APPENDIX F. 
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5.1.7 Nearest Neighbor Analysis 
A basic nearest neighbor analysis, as described in Section 2.5.3, compares the observed 
average distance between nearest neighbors, and the expected average distance between 
nearest neighbors [36].  The Clark-Evans test was used to evaluate the dispersion based on 
nearest neighbor analysis of individual point patterns.  Using RStudio, the R statistic described 
in Section 2.5.3 is calculated along with a p-value giving the confidence interval based on the 
null hypothesis.  Each component’s point pattern was evaluated against the null hypothesis of 
“clustered” or “regular” dispersion.   
If R<1, the R statistic suggests clustering.  While if R>1, the R statistic suggests 
regularity.  The R statistic was calculated for experimental and simulated data sets.  For the 
majority of the test cases, the R statistic was greater than 1 indicating regularity and dispersion 
of the points.  In the few cases that R<1, it was found in simulated segregated mixtures.  
However, not all the simulated segregated mixtures had R values less than 1.  Table 5.3 shows 
selected test cases and the resulting R statistic.  Clustering was indicated for point patterns of 
the larger particle of the binary mixture in the cases in which R<1.  The Clark-Evans test is 
only measuring clustering in extreme cases.  When evaluating the binary mixtures as a whole 
(both components), the R statistic still indicates regularity.  The uniformity of the particles 
creates equal distances between the centroids which represent the center of the particles.  It is 
likely that this uniformity of particles creates regular nearest neighbor distances in the mixture, 
which lead to R values greater than 1.  
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Table 5.4: Selected R statistic results. 
Binary Mixture R statistic Result 
Black (bb1) 1.214 Regularity 
White (bb1) 1.224 Regularity 
Black (segregated) 0.882 Clustering 
White (segregated) 1.534 Regularity 
Green (bnb1) 1.441 Regularity 
Silver (bnb1) 1.255 Regularity 
Green (segregated) 1.333 Regularity 
Silver (segregated) 1.307 Regularity 
Blue (2c) 1.347 Regularity 
Red (2c) 1.369 Regularity 
Blue (segregated) 1.273 Regularity 
Red (segregated) 1.273 Regularity 
Blue (bw3a) 1.273 Regularity 
White (bw3a) 1.411 Regularity 
Blue (segregated) 0.419 Clustering 
White (segregated) 1.679 Regularity 
Black (blackred2) 1.2947 Regularity 
Red (blackred2) 1.195 Regularity 
Black (segregated) 1.2431 Regularity 
Red (segregated) 0.51715 Clustering 
The use of the nearest neighbor analysis does not appear to be applicable to point 
patterns generated from binary mixtures.  Nearest neighbor analysis was originally meant for 
use in geological, ecological, and sociological type studies, and the scale difference between 
those studies which are done on a large geographic scale may be the reason why this tool is 
not as useful for the current application.  Nearest neighbor tools are best utilized on spatial 
point patterns of data that have large distance between them.  Since granular mixtures are 
relatively compact, regularity and equal distances will appear due to the uniformity of the 
granular materials.   
5.2 Conclusions 
A multitude of spatial analysis methods were analyzed for applicability to binary 
mixtures.  The binary mixtures were treated as marked point patterns for this analysis.  Treating 
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binary mixtures as spatial data can yield important data about a binary mixture.  Using the 
mean center and standard distance, the geographical dispersion of a particle type can be 
qualitatively and quantitatively determined.  The greater the difference in mean centers, the 
less mixed a binary mixture is.  The standard distance shows the breadth of dispersion in a 
binary mixture.  The larger the standard distance, the more dispersion of that particle type.   
Using quadrat analysis, the variance-to-mean ratio (VMR) can be used to evaluate how 
similar a point pattern is to a spatially random pattern.  The VMR is similar to the traditional 
Lacey Index in that it is a reduction of information, and yields a singular number.  While the 
Lacey Index ranges from 0 to 1, the VMR ranges from 0 to infinity, with 1 being considered a 
Poisson pattern, and VMR > 1 indicates clustering, and VMR < 1 indicates dispersion.  
However, the perfectly ordered mixtures were always less than 1, and appeared to indicate 
dispersion instead of similarity to a Poisson pattern.  This is mostly likely due to the large 
quantity of particles in the window of observation being considered compared to normal GIS 
applications of VMR.  VMR is highly dependent on quadrat size, and therefore is not easily 
standardized. 
The K function and its adaptation, the L function, are unique spatial tools that can 
calculate the concentration of events/points at various distances.  However, at larger distances, 
the results may be skewed due to edge effects.  With the K and L functions, each experimental 
test case is compared to simulated patterns which exhibit the two extremes of mixing; perfectly 
ordered and completely segregated.  Using these extreme cases, the experimental test case can 
better be evaluated to determine the extent of clustering or closeness to complete spatial 
randomness.  The K and L functions can provide qualitative (visual) and quantitative 
information regarding a binary mixture. 
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Dendrograms are used to visually show the relationship between groups of data using 
hierarchical clustering.  Dendrograms work by measuring the dissimilarity between sets of 
data.  However, since the binary particles are related to each other purely based on location 
alone, the use of dendrograms does not appear to be applicable.  They were unable to show 
clusters within a binary mixture even when a cluster is visually apparent.   
Using nearest neighbors analysis in the form of the Clark-Evans test yielded mixed 
results.  For most of the experimental and simulated binary mixture point patterns, the R 
statistic of the Clark-Evans test indicated regularity.  Only in extreme segregation did the R 
statistic indicate clustering, and this only occurred in simulated patterns which exhibited 
complete segregation.  However, not all simulated completely segregated patterns had R <1 
indicating clustering.  A possible reason for the failure of this test could be because the points 
which represent the particles of the mixture are so frequent in the window of observation.  This 
particular nearest neighbor test is not applicable to point patterns of binary mixtures.  
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CHAPTER 6: CONCLUSIONS AND RECOMMENDATIONS 
6.1 Conclusions 
This project provides valuable insights into whether binary mixtures can be treated as 
spatial point patterns and provides additional tools for evaluating the quality of mixture.   
6.1.1 Objective 1 
Objective 1: Improve and modify the existing transparent 2D hopper and silo apparatus, 
including the lighting, to improve data collection and ease of use.  
Conclusion 1: The addition of diffusion paper to lights and cloth coverings for 
reflective components of the apparatus did improve the quality of the images, which in 
turn, improved data collection and data quality.  Issues such as glare on the particles 
themselves, for example the cat-eye glare on the silver particles, inhibit the quality of 
data that can be collected from digital images.   
6.1.2 Objective 2 
Objective 2: Develop measurement tools comprised of qualitative optical visualization 
and quantitative spatial and composition data to enable statistical analysis of the mixing 
quality of the particles discharged from the hopper into the silo. 
Objective 2a: Create a MATLAB program which takes in digital images and extracts 
useful data parameters such as diameter, color, size, location, and distance to other 
particles.   
Conclusion 2: Multiple MATLAB tools from the Image Processing Toolbox were 
utilized to extract each of the components of the binary mixtures from digital images.  
Images of the resulting binary mixtures were input to MATLAB and segregated and 
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converted from color images to grayscale images.  Using a program designed to find 
circles in images [44], the grayscale images had different morphological parameters 
applied to them, as discussed in Section 4.1, to identify the particles in the image.  
While the program was successful in finding particles in the images, it was 
computationally intensive.  The use of some morphological image processing tools 
warped the objects in the images, which made them difficult or impossible to identify.   
6.1.3 Objective 3 
Objective 3:  Develop a MATLAB or RStudio program that will perform a quantitative 
analysis of the composition of each mixture tested.  This tool will output the quality of 
the mixture. 
Objective 3a: The program will be able to identify clusters at various scales of scrutiny.   
Objective 3b: The program will find and identify the nearest neighbors of each particle. 
Objective 3c: The program will use spatial point pattern analysis to evaluate the 
distribution of the particles in the mixture to determine mixing quality. 
Conclusion 3:  The resulting code for the RStudio program which performs quantitative 
analysis of each binary mixture is provided in APPENDIX G: RStudio Code.  The 
RStudio code is able to take in data in the form of csv files.  The program can then 
segregate each particle type and converts the data into point patterns.  The program can 
perform sampling of various sizes in order to analyze the quality of the binary mixture 
using the Lacey index.    
 Dendrograms were used in an attempt to identify clusters within the binary 
mixtures.  While dendrograms were able to be produced with the program, the results 
of the dendrograms is inconclusive.  The use of the K and L functions allow for the 
83 
 
 
 
evaluation of clustering on a variety of distance scales.  The K and L functions are 
qualitative tools in spatial analysis that display whether a point pattern exhibits 
complete spatial randomness, clustering, or dispersion.  When experimental binary 
mixtures are compared to simulated perfected ordered and completely segregated 
mixtures, it becomes apparent whether a mixture is closer to being clustered or more 
random.  Use of the K and L functions allow for the entire point pattern of a binary 
mixture to be evaluated without a reduction of information. 
 The program is able to perform nearest neighbor analysis on data and output an R 
statistic which can relate whether the data is regularly spaced, clustered, or a Poisson 
distribution.  Dispersion of the point pattern data can be quantitatively and qualitatively 
evaluated using the mean distance and standard distance.  These measurements 
describe how far a particle has spread through the window of observation and were the 
centroid of a particle type is within that same window of observation.   
6.1.4 Objective 4 
Objective4: Compare the newly applied tools with established mixing indices to 
ascertain effectiveness and usefulness. 
Conclusion 4: The results of the study are mixed, with some spatial analysis tools 
being applicable to binary mixtures and some which are not.  No single tool was 
identified as complete replacement for the Lacey index.  The mean center and 
standard distance measurements, the variance-to-mean ratio, and the K and L 
functions are tools that can complement the Lacey index and provide more 
information about a binary mixture than the Lacey index alone.  The use of 
dendrograms and the Clark-Evans test for nearest neighbor analysis are not 
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compatible or applicable with binary mixtures.  This is in part due to the points which 
represent particles being so closely spaced and the lack of connection between 
particles other than geographically.   
6.1.5 Objective 5 
Objective 5: Define the new tools for analyzing the quality of the mixture and identify 
the limitations of these tools. 
Conclusion 5:  All the methods evaluated are in-situ analysis techniques which limits 
the application to situations in which binary mixtures can be optically or visually 
evaluated.  The mean center and standard distance measurements are useful for 
evaluating the dispersion of each particle type in the window of observation.  The mean 
center is the location of the centroid of one particle type of the binary mixture.  The 
standard distance is the distance of dispersion, or radius of the centroid of the binary 
mixture.  The variance-to-mean ratio can indicated clustering or dispersion in a binary 
mixture.  Values greater than 1 indicate clustering, and values less than 1 indicate 
dispersion.  The variance-to-mean ratio is highly dependent on the size of quadrats, 
which may distort the resulting values.  The variance-to-mean ratio should be evaluated 
at least twice for every mixture at two different scales to better evaluate the validity of 
the resulting value.  The K and L functions calculate the concentration of points at 
various distances scales within a binary mixture.  The K and L functions can be 
distorted at large distances due to edge effects.  The K and L function are most 
informative when used with baseline data which represent completely segregated 
mixtures and perfectly ordered/random mixtures.  Without baseline data, it is difficult 
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to determine the degree of clustering, dispersion, or similarity to complete spatial 
randomness.   
6.2 Future Work 
This work evaluated the concept of treating binary mixtures as spatial point patterns, 
and whether established tools for spatial point patterns could be applicable to binary mixtures.  
Digital image processing tools were evaluated for in-situ analysis as foundation for spatial 
analysis.  Areas of improvement still needed are better methods for retrieving geographical, 
size, and color data from images of binary mixtures.  These improvements could occur in the 
experimental setup and in the processing.  The processing time for extracting data from each 
image is a hindrance to the timely evaluation of binary mixtures.   
Other methods used in spatial analysis such as spatial autocorrelation could be 
evaluated to see if they are applicable to binary mixtures.   
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APPENDIX A: BINARY MIXTURE TEST CASES 
 APPENDIX A provides the particle count, particle proportion, Lacey index 
number, average quantity of particles in a quadrat (for 5x5 and 10x10), and VMR numbers for 
each binary mixture combination. 
A.1: Blue-Red Binary Mixtures 
Table A.1.1: Blue-Red Binary Mixtures Test Case Particle Quantities 
 
Color Run 
Experimental 
or Simulated 
Ordered or 
Segregated 
Quantity 
Particle 
A 
Proportion 
Particle A 
(%) 
Quantity 
Particle 
B 
Proportion 
Particle B 
(%) 
Total 
Number of 
Particles 
G
ro
u
p
 1
 Blue-Red 2c Experimental ________ 730 49.1% 757 50.9% 1487 
Blue-Red Ordered2c Simulated Ordered 740 50.0% 740 50.0% 1480 
Blue-Red SimSeg2c Simulated Segregated 744 50.3% 736 49.7% 1480 
G
ro
u
p
 2
 Blue-Red 3c Experimental 
________ 
712 50.2% 707 49.8% 1419 
Blue-Red Ordered3c Simulated Ordered 720 50.0% 720 20.0% 1440 
Blue-Red SimSeg3c Simulated Segregated 720 50.0% 720 50.0% 1440 
G
ro
u
p
 3
 Blue-Red 4b Experimental 
________ 
720 50.5% 707 49.5% 1427 
Blue-Red Ordered4b Simulated Ordered 720 50.0% 720 50.0% 1440 
Blue-Red SimSeg4b Simulated Segregated 720 50.0% 720 50.0% 1440 
G
ro
u
p
 4
 Blue-Red f1 Experimental 
________ 
711 50.8% 689 49.2% 1400 
Blue-Red Orderedf1 Simulated Ordered 700 50.0% 700 50.0% 1400 
Blue-Red SimSegf1 Simulated Segregated 700 50.0% 700 50.0% 1400 
G
ro
u
p
 5
 Blue-Red rbTrueOG Experimental 
________ 
765 52.4% 696 47.6% 1461 
Blue-Red Segregated11 Simulated Segregated 722 50.0% 722 50.0% 1444 
Blue-Red Ordered Simulated Ordered 722 50.0% 722 50.0% 1444 
G
ro
u
p
 6
 Blue-Red Random Experimental 
________ 
769 53.4% 671 46.6% 1440 
Blue-Red SimPat2 Simulated Ordered 720 50.0% 720 50.0% 1440 
Blue-Red SegVert2 Simulated Segregated 720 50.0% 720 50.0% 1440 
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Table A.1.2: Blue-Red Binary Mixtures Lacey Index and VMR Values  
 
Run 
Particle 
Count 
(A-B) 
Type of Data 
Lacey 
Index 
10x10 Quadrats 5x5 Quadrats 
VMR 
Particle A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
G
ro
u
p
 1
 2c 
A 730 
Experimental 0.77 2.28 2.27 15 6.9 7.1 59 
B 757 
Ordered2c 
A 740 
Ordered 1.00 0.11 0.11 15 0.14 0.14 59 
B 740 
SimSeg2c 
A 744 
Segregated 0.04 6.95 7.67 15 25.54 25.86 59 
B 736 
G
ro
u
p
 2
 3c 
A 712 
Experimental 0.8 1.89 2.08 14 5.83 6.96 57 
B 707 
Ordered3c 
A 720 
Ordered 1.00 0.22 0.22 14 0.18 0.18 58 
B 720 
SimSeg3c 
A 720 
Segregated 0.16 7.68 7.68 14 25.08 25.08 58 
B 720 
G
ro
u
p
 3
 4b 
A 720 
Experimental 0.82 1.91 1.96 14 6.28 6.11 57 
B 707 
Ordered4b 
A 720 
Ordered 1.00 0.22 0.22 14 0.18 0.18 58 
B 720 
SimSeg4b 
A 720 
Segregated 0.17 7.68 7.68 15 25.08 25.08 58 
B 720 
G
ro
u
p
 4
 f1 
A 711 
Experimental 0.82 1.69 1.77 14 5.55 5.38 56 
B 711 
Orderedf1 
A 700 
Ordered 1.00 0.14 0.14 14 0 0 56 
B 700 
SimSegf1 
A 700 
Segregated 0.02 6.67 7.36 14 23.43 23.43 56 
B 700 
G
ro
u
p
 5
 rbTrueOG 
A 765 
Experimental 0.78 1.89 2.23 15 6.19 7.72 58 
B 765 
Segregated
11 
A 722 
Segregated 0.11 7.62 7.62 15 23.89 23.89 58 
B 722 
Ordered 
A 722 
Ordered 1.00 0.16 0.16 14 0.25 0.25 58 
B 722 
G
ro
u
p
 6
 Random 
A 769 
Experimental 0.99 0.65 0.87 15 1.05 1.74 58 
B 769 
SimPat2 
A 720 
Ordered 1.00 0.31 0.31 11 0.3 0.3 58 
B 720 
SegVert2 
A 720 
Segregated 0.13 9.95 9.95 14 26.41 26.41 58 
B 720 
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A.2: Black-White Binary Mixtures 
Table A.2.1: Black-White Binary Mixtures Test Case Particle Quantities 
 
Color Run 
Experimental 
or Simulated 
Ordered or 
Segregated 
Quantity 
Particle 
A 
Proportion 
Particle A 
(%) 
Quantity 
Particle 
B 
Proportion 
Particle B 
(%) 
Total 
Number 
of 
Particles 
G
ro
u
p
 1
 Black-White bb1 Experimental 
________ 2737 27.6% 7177 72.4% 9914 
Black-White SimOrder12c Simulated Ordered 2250 22.7% 7650 77.3% 9900 
Black-White SegVert12 Simulated Segregated 2475 25.0% 7425 75.0% 9900 
G
ro
u
p
 2
 Black-White bnb4 Experimental 
________ 
2702 27.4% 7163 72.6% 9865 
Black-White SimOrder4 Simulated Ordered 2250 22.7% 7650 77.3% 9900 
Black-White SegVert4 Simulated Segregated 2475 25.0% 7425 75.0% 9900 
G
ro
u
p
 3
 Black-White bb6 Experimental 
________ 
2685 27.1% 7212 72.9% 9897 
Black-White SimOrder6 Simulated Ordered 2250 22.7% 7650 77.3% 9900 
Black-White SegVert6 Simulated Segregated 2475 25.0% 7425 75.0% 9900 
G
ro
u
p
 4
 Black-White TC Experimental 
________ 
2757 27.5% 7252 72.5% 10009 
Black-White SimOrderTC Simulated Ordered 2250 22.7% 7650 77.3% 9900 
Black-White SegVertTC Simulated Segregated 2475 25.0% 7425 75.0% 9900 
G
ro
u
p
 5
 Black-White bb1double Experimental 
________ 
2598 25.6% 7542 74.4% 10140 
Black-White doublesb Simulated Ordered 2486 24.5% 7664 75.5% 10150 
Black-White doubleSeg Simulated Segregated 2538 25.0% 7612 75.0% 10150 
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Table A.2.2: Black-White Binary Mixtures Lacey Index and VMR Values  
 
Run 
Particle 
Count 
(A, B) 
Type of Data 
Lacey 
Index 
10x10 Quadrats 5x5 Quadrats 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
G
ro
u
p
 1
 bb1 
A 2737 
Experimental 0.58 17.76 28.36 99 68.25 108.52 397 
B 7177 
SimOrder12c 
A 2250 
Ordered 1.00 0.37 0.11 99 0.38 0.11 396 
B 7650 
SegVert12 
A 2475 
Segregated 0.12 65.12 21.71 99 247.7 82.57 396 
B 7425 
G
ro
u
p
 2
 bnb4 
A 2702 
Experimental 0.58 17.86 27.46 99 67.54 103.23 395 
B 7163 
SimOrder4 
A 2250 
Ordered 1.00 0.37 0.11 99 0.38 0.11 396 
B 7650 
SegVert4 
A 2475 
Segregated 0.12 65.12 21.71 99 247.7 82.57 396 
B 7425 
G
ro
u
p
 3
 bb6 
A 2685 
Experimental 0.58 18.13 27.03 99 68.25 101.13 396 
B 7212 
SimOrder6 
A 2250 
Ordered 1.00 0.37 0.11 99 0.38 0.11 396 
B 7650 
SegVert6 
A 2475 
Segregated 0.10 65.12 21.71 99 247.7 82.57 396 
B 7425 
G
ro
u
p
 4
 TC 
A 2757 
Experimental 0.57 18.47 28.44 100 71.59 110.74 400 
B 7252 
SimOrderTC 
A 2250 
Ordered 1.00 0.37 0.11 99 0.38 0.11 396 
B 7650 
SegVertTC 
A 2475 
Segregated 0.15 65.12 21.71 99 247.7 82.57 396 
B 7425 
G
ro
u
p
 5
 bb1double 
A 2598 
Experimental 0.79 9.36 13.4 101 27.55 41.43 406 
B 7542 
doublesb 
A 2486 
Segregated 1.00 0.11 0.12 101 0.01 0 406 
B 7664 
doubleSeg 
A 2538 
Ordered 0.18 66.98 22.4 101 254.05 84.7 406 
B 7612 
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A.3: Green-Silver Binary Mixtures 
Table A.3.1: Green-Silver Binary Mixtures Test Case Particle Quantities 
 
Color Run 
Experimental 
or Simulated 
Ordered or 
Segregated 
Quantity 
Particle 
A 
Proportion 
Particle A 
(%) 
Quantity 
Particle 
B 
Proportion 
Particle B 
(%) 
Total 
Number of 
Particles 
G
ro
u
p
 1
 
Green-Silver bnb1 Experimental ________ 1420 51.2% 1356 48.8% 2776 
Green-Silver bnb2 Experimental 
________ 
1417 51.0% 1359 49.0% 2776 
Green-Silver SimOrder2b Simulated Ordered 1436 51.9% 1364 48.1% 2800 
Green-Silver SimSeg1 Simulated Segregated 1428 51.0% 1372 49.0% 2800 
Green-Silver SimSeg2 Simulated Segregated 1428 51.0% 1372 49.0% 2800 
G
ro
u
p
 2
 
Green-Silver bnb3 Experimental 
________ 
1440 51.6% 1349 48.4% 2789 
Green-Silver bnb4 Experimental 
________ 
1454 51.9% 1350 48.1% 2804 
Green-Silver SimSeg3 Simulated Segregated 1400 50.0% 1400 50.0% 2800 
Green-Silver SimOrder3b Simulated Ordered 1400 50.0% 1400 50.0% 2800 
G
ro
u
p
 3
 Green-Silver bnb5 Experimental 
________ 
1441 51.6% 1349 48.4% 2790 
Green-Silver SimOrder4 Simulated Ordered 1400 50.0% 1400 50.0% 2800 
Green-Silver SimSeg4 Simulated Segregated 1400 50.0% 1400 50.0% 2800 
 
Table A.3.2: Green-Silver Binary Mixtures Lacey Index and VMR Values 
 
Run 
Particle 
Count  
(A, B) 
Type of Data 
Lacey 
Index 
10x10 Quadrats 5x5 Quadrats 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count  
(A + B) 
G
ro
u
p
 1
 
bnb1 
A 1420 
Experimental 0.38 8.52 11.33 28 27.71 41.2 111 
B 1356 
bnb2 
A 1417 
Experimental 0.38 7.24 11.5 28 24.65 41.35 111 
B 1359 
SimOrder2b 
A 1436 
Ordered 1.00 0.28 0.36 28 0.27 0.33 112 
B 1364 
SimSeg1 
A 1428 
Segregated 0.02 13.63 14.18 28 46.12 47.9 112 
B 1372 
SimSeg2 
A 1428 
Segregated 0.03 13.61 14.29 28 44.51 50.97 112 
B 1372 
G
ro
u
p
 2
 
bnb3 
A 1440 
Experimental 0.39 7.31 11.17 28 22.8 41.05 112 
B 1349 
bnb4 
A 1454 
Experimental 0.39 7.49 11.1 28 23.55 41.54 112 
B 1350 
SimSeg3 
A 1400 
Segregated 0.16 14.14 14.14 28 46.67 46.67 112 
B 1400 
SimOrder3b 
A 1400 
Ordered 1.00 0.00 0.00 28 0.00 0.00 112 
B 1400 
G
ro
u
p
 3
 
bnb5 
A 1441 
Experimental 0.40 7.08 10.62 28 24.92 40.08 112 
B 1349 
SimOrder4 
A 1400 
Ordered 1.00 0.00 0.00 28 0.00 0.00 112 
B 1400 
SimSeg4 
A 1400 
Segregated 0.00 14.14 14.14 28 46.67 46.67 112 
B 1400 
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A.4: Blue-White Binary Mixtures 
Table A.4.1: Blue-White Binary Mixtures Test Case Particle Quantities 
 
Color Run 
Experimental 
or Simulated 
Ordered or 
Segregated 
Quantity 
Particle 
A 
Proportion 
Particle A 
(%) 
Quantity 
Particle 
B 
Proportion 
Particle B 
(%) 
Total 
Number of 
Particles 
G
ro
u
p
 1
 Blue-White bw3a Experimental 
________ 579 6.1% 8978 93.9% 9557 
Blue-White ordered  Simulated Ordered 558 6.0% 8742 94.0% 9300 
Blue-White segmented Simulated Segregated 558 6.0% 8742 94.0% 9300 
G
ro
u
p
 2
 Blue-White b1a Experimental 
________ 
578 6.4% 8518 93.6% 9096 
Blue-White SegVert1a Simulated Ordered 546 6.0% 8554 94.0% 9100 
Blue-White Ordered1a Simulated Segregated 568 6.3% 8532 93.8% 9100 
 
Table A.4.2: Blue-White Binary Mixture Lacey Index and VMR Values   
 
Run 
Particle 
Count (A, 
B) 
Type of Data 
Lacey 
Index 
10x10 Quadrats 5x5 Quadrats 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
G
ro
u
p
 1
 bw3a 
A 579 
Experimental 0.89 4.05 14.54 96 12.65 52.11 382 
B 8978 
ordered  
A 558 
Ordered 1.00 0.33 0.37 93 0.53 0.56 372 
B 8742 
segmented 
A 558 
Segregated 0.48 50.86 3.66 93 93.08 4.13 372 
B 8742 
G
ro
u
p
 2
 b1a 
A 578 
Experimental 0.88 3.93 15.37 91 12.54 55.91 364 
B 8518 
SegVert1a 
A 546 
Segregated 0.40 50.05 3.43 91 91.79 6.59 364 
B 8554 
Ordered1a 
A 568 
Ordered 1.00 0.1 0.1 91 0.03 0.17 364 
B 8532 
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A.5: Black-Red/Yellow Binary Mixtures 
Table A.5.1: Black-Red/Yellow Binary Mixtures Test Case Particle Quantities 
 Color Run Experimental 
or Simulated 
Ordered or 
Segregated 
Quantity 
Particle 
A 
Proportion 
Particle A 
(%) 
Quantity 
Particle 
B 
Proportion 
Particle B 
(%) 
Total 
Number of 
Particles 
G
ro
u
p
 1
 Black-Red blackred2 Experimental 
________ 3442 84.4% 634 15.6% 4076 
Black-Other SimOrder1 Simulated Ordered 3440 83.9% 660 16.1% 4100 
Black-Other SegVert1 Simulated Segregated 3485 85.0% 615 15.0% 4100 
G
ro
u
p
 2
 Black-Red blackred5 Experimental 
________ 
3411 84.0% 649 15.0% 4060 
Black-Other SegVert2 Simulated Segregated 3485 85.0% 615 15.0% 4100 
Black-Other SimOrder2 Simulated Ordered 3440 83.9% 660 16.1% 4100 
G
ro
u
p
 3
 Black-Yellow BYtrue Experimental 
________ 
3534 81.5% 615 14.8% 4149 
Black-Other SimOrder3b Simulated Ordered 3440 83.9% 660 16.1% 4100 
Black-Other SegVert3 Simulated Segregated 3485 85.0% 615 15.0% 4100 
 
Table A.5.2: Black-Red/Yellow Binary Mixture Lacey Index and VMR Values  
 
Run 
Particle 
Count 
(A, B) 
Type of Data 
Lacey 
Index 
10x10 Quadrats 5x5 Quadrats 
VMR 
Particle A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
VMR 
Particle 
A 
VMR 
Particle 
B 
Average 
Quadrat 
Count 
(A + B) 
G
ro
u
p
 1
 blackred2 
A 3442 
Experimental 0.64 12.43 3.94 41 45.97 13.99 163 
B 3442 
SimOrder1 
A 3440 
Ordered 1.00 0.54 0.13 41 0.62 0.15 164 
B 3440 
SegVert1 
A 3485 
Segregated 0.18 5.69 27.93 41 20.26 102.93 164 
B 3485 
G
ro
u
p
 2
 blackred5 
A 3411 
Experimental 0.63 13.14 4.27 41 45.97 13.99 162 
B 3411 
SegVert2 
A 3485 
Segregated 0.18 5.61 27.89 41 20.26 102.93 164 
B 3485 
SimOrder2 
A 3440 
Ordered 1.00 0.39 0.13 41 0.62 0.15 164 
B 3440 
G
ro
u
p
 3
 BYtrue 
A 3534 
Experimental 
0.71 11.01 4.08 41 41.48 13.71 166 B 3534 
SimOrder3
b 
A 3440 
Ordered 
1.00 0.29 0.13 41 0.51 0.15 164 B 3440 
SegVert3 
A 3485 
Segregated 
0.20 5.53 27.83 41 20.09 102.8 164 B 3485 
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APPENDIX B: EXPERIMENTAL TEST CASES 
The resultant experimental mixtures from particles which were loaded into the hopper 
(as defined in Chapter 3.1).  Two binary mixtures were made not a divided hopper.  Figure 
B.1.6 shows a mixture that was randomly mixed prior to being poured into the hopper.  No 
divider was used in this case.  Figures B.2.5 and B.2.6 are the before and after images of 
segregated checker pattern that was loaded into the hopper using the divider, and allowed to 
mix in the silo.  The total quantity of particles in experimental test case “bb1double” (as shown 
in Figure B.2.6, is equivalent to the other black-white binary mixtures shown in Section B.2.   
B.1: Blue-Red Binary Mixtures 
  
Figure B.1.1: Experimental test case “2c.” Figure B.1.2: Experimental test case “3c.” 
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Figure B.1.3: Experimental test case “4b.” Figure B.1.4: Experimental test case “f1.” 
 
 
 
 
Figure B.1.5: Experimental test case 
“rbTrueOG.” 
Figure B.1.6: Experimental test case 
“random.” 
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B.2: Black-White Binary Mixtures 
 
  
Figure B.2.1: Experimental test case “bb1.” Figure B.2.2: Experimental test case 
“bnb4.” 
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Figure B.2.3: Experimental test case “bb6.” Figure B.2.4: Experimental test case “TC.” 
 
  
Figure B.2.5: Hopper prior to 
mixing of 
experimental test 
case “bb1double.” 
Figure B.2.6: Experimental test case 
“bb1double.” 
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B.3: Green-Silver Binary Mixtures 
 
 
Figure B.3.1: Experimental test case 
“bnb1.” 
Figure B.3.2: Experimental test case 
“bnb2.” 
 
  
Figure B.3.3: Experimental test case 
“bnb3.” 
Figure B.3.4: Experimental test case “bnb5.” 
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B.4: Blue-White Binary Mixtures 
  
Figure B.4.1: Experimental test case 
“bw3a.” 
Figure B.4.2: Experimental test case “b1a.” 
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B.5: Black-Red/Yellow Binary Mixtures 
  
Figure B.5.1: Experimental test case 
“blackred2.” 
Figure B.5.2: Experimental test case 
“blackred5.” 
 
 
Figure B.5.3: Experimental test case 
“Bytrue.” 
102 
 
 
 
 
 
APPENDIX C: VISUAL REPRESENTATIONS OF MEAN 
CENTERS AND STANDARD DISTANCES 
APPENDIX C provides the visual representation of the location of the mean centers 
and standard distances of each particle type in each binary mixture, and the size (x direction 
and y direction) of the window of observation for each binary mixture.  For experimental 
results, the window of observation is equal to the size of the image captured and used for data 
analysis.  A visual representation of each mixture that was created in RStudio accompanies 
each mean center and standard distance graph.   
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C.1: Blue-Red Binary Mixtures 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance 
Particle A 
(pixels)` 
Standard 
Distance 
Particle B 
(pixels) 
Distance between 
mean centers 
(pixels) 
Width of Window 
of Observation 
(pixels) 
Height of Window 
of Observation 
(pixels) 
Experimental 685 661 379 1492 2038 
Figure C.1.1: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case 2c. 
 
104 
 
 
 
 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test Case 
Standard Distance 
Particle A (pixels)` 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of Window 
of Observation 
(pixels) 
Height of Window 
of Observation 
(pixels) 
Experimental 681 656 384 1536 1952 
Figure C.1.2: The left-hand graph (a) shows a visual representation of the locations of the mean 
centers (centroid) of each particle’s point pattern and the standard distance as a 
circle, which is that particle’s dispersion throughout the window of observation.  
The right-hand image is an RStudio rendering of the binary mixture as a marked 
point pattern.  In both (a) and (b), blue particles are represented with blue, and red 
particles are represented with red.  This is test case 3c. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels)` 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 664 666 382 1518 1936 
Figure C.1.3: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case 4b. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 682 661 632 1533 1961 
Figure C.1.4: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case f1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 331 305 189 726 858 
Figure C.1.5: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case rbTrueOG. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 767 720 37 1669 2108 
Figure C.1.6: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case random. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 729 729 1 1480 2040 
Figure C.1.7: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case Ordered2c. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 628 630 737 1480 2040 
Figure C.1.8: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case SimSeg2c. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of 
Test Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 710 710 1 1520 1940 
Figure C.1.9: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case Ordered3c. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 598 298 764 1520 1940 
Figure C.1.10: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case SimSeg3c. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 706 706 1 1520 1930 
Figure C.1.11: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case Ordered4b. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 596 596 756 1510 1930 
Figure C.1.12: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case SimSeg4b. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 719 719 1 1520 1960 
Figure C.1.13: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case Orderedf1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 610 610 764 1520 1960 
Figure C.1.14: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case SimSegf1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 268 268 362 730 860 
Figure C.1.15: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case Segmented11. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 323 323 0 730 860 
Figure C.1.16: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case Ordered. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 768 768 0 1650 2100 
Figure C.1.17: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case SimPat2. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 645 645 835 1650 2100 
Figure C.1.18: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue, and red particles are represented with red.  This is test 
case SegVert2. 
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C.2: Black-White Binary Mixtures 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 467 506 442 1156 1516 
Figure C.2.1: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case bb1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 514 566 486 1298 1678 
Figure C.2.2: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case bnb4. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 507 582 494 1314 1719 
Figure C.2.3: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case bb6. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 588 623 562 1468 1864 
Figure C.2.4: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case TC. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 623 647 157 1379 1829 
Figure C.2.5: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case bb1double. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 552 548 13 1160 1520 
Figure C.2.6: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SimOrder12. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 444 503 576 1160 1520 
Figure C.2.7: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SegVert12. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 614 609 14 1300 1690 
Figure C.2.8: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SimOrder4. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 494 559 642 1300 1690 
Figure C.2.9: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SegVert4. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 624 619 15 1320 1720 
Figure C.2.10: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SimOrder6. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 501 568 654 1320 1720 
Figure C.2.11: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SegVert6. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 679 679 16 1470 1860 
Figure C.2.12: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SimOrderTC. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 543 620 731 1470 1860 
Figure C.2.13: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case SegVertTC. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 658 658 2 1380 1840 
Figure C.2.14: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case doublesb. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 535 604 685 1380 1840 
Figure C.2.15: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black.  In (a), white particles are represented with purple, 
and in (b) and white particles are represented with white circles with a dark 
gray border.  This is test case doubleSeg. 
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C.3: Green-Silver Binary Mixtures 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 404 309 428 943 1170 
Figure C.3.1: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
bnb1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 397 311 441 940 1176 
Figure C.3.2: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
bnb2. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 607 464 621 1387 1791 
Figure C.3.3: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
bnb3. 
 
139 
 
 
 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers (pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 606 467 628 1381 1791 
Figure C.3.4: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
bnb4. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 633 490 664 1460 1848 
Figure C.3.5: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
bnb5. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 368 366 469 940 1180 
Figure C.3.6: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimSeg1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 323 317 590 940 1180 
Figure C.3.7: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimSeg2. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard Distance 
Particle A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 441 430 6 940 1180 
Figure C.3.8: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimOrder2b. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 553 553 696 1390 1790 
Figure C.3.9: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimSeg3. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 654 654 0 1390 1790 
Figure C.3.10: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimOrder3b. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 573 573 732 1460 1850 
Figure C.3.11: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimSeg4. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 680 680 0 1460 1850 
Figure C.3.12: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), green particles are 
represented with green.  In (b), silver particles are represented with light gray, 
and in (a) and silver particles are represented with dark gray.  This is test case 
SimOrder4. 
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C.4: Blue-White Binary Mixtures 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 546 576 367 1325 1603 
Figure C.4.1: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue.  In (a), white particles are represented with pink, and 
in (b) and white particles are represented with white circles with dark gray 
borders.  This is test case bw3a. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 579 611 384 1439 1722 
Figure C.4.2: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue.  In (a), white particles are represented with pink, and 
in (b) and white particles are represented with white circles with dark gray 
borders.  This is test case b1a. 
 
150 
 
 
 
 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between mean 
centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 606 609 47 1340 1630 
Figure C.4.3: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue.  In (a), white particles are represented with pink, and 
in (b) and white particles are represented with white circles with dark gray 
borders.  This is test case SimBlueWhite. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 473 595 666 1340 1630 
Figure C.4.4: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue.  In (a), white particles are represented with pink, and 
in (b) and white particles are represented with white circles with dark gray 
borders.  This is test case SimBlueWhiteSeg. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 646 647 1 1440 1730 
Figure C.4.5: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue.  In (a), white particles are represented with pink, and 
in (b) and white particles are represented with white circles with dark gray 
borders.  This is test case Ordered1a. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 498 632 719 1440 1730 
Figure C.4.6: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), blue particles are 
represented with blue.  In (a), white particles are represented with pink, and 
in (b) and white particles are represented with white circles with dark gray 
borders.  This is test case SegVert1a. 
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C.5: Black-Red/Yellow Binary Mixtures 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard Distance 
Particle B (pixels) 
Distance 
between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 388 403 343 965 1181 
Figure C.5.1: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the red particles are represented in red.  This is 
test case blackred2. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 408 415 389 1014 1247 
Figure C.5.2: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the red particles are represented in red.  This is 
test case blackred5. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Experimental 569 573 472 1355 1699 
Figure C.5.3: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the yellow particles are represented in gold.  This 
is test case BYtrue. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 413 345 484 980 1190 
Figure C.5.4: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the red particles are represented in red.  This is 
test case SegVert1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 439 437 22 980 1190 
Figure C.5.5: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the red particles are represented in red.  This is 
test case SimOrder1. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 438 368 510 1020 1260 
Figure C.5.6: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the red particles are represented in red.  This is 
test case SegVert2. 
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a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 628 626 32 1360 1700 
Figure C.5.7: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the yellow particles are represented in gold.  This 
is test case SimOrder3. 
 
161 
 
 
 
 
 
 
 
a) Mean Centers and Standard Distances Plot b) RStudio representation of data 
Type of Test 
Case 
Standard 
Distance Particle 
A (pixels) 
Standard 
Distance Particle 
B (pixels) 
Distance between 
mean centers 
(pixels) 
Width of 
Window of 
Observation 
(pixels) 
Height of 
Window of 
Observation 
(pixels) 
Simulated 592 499 684 1360 1700 
Figure C.5.8: The left-hand graph (a) shows a visual representation of the locations of the 
mean centers (centroid) of each particle’s point pattern and the standard 
distance as a circle, which is that particle’s dispersion throughout the window 
of observation.  The right-hand image is an RStudio rendering of the binary 
mixture as a marked point pattern.  In both (a) and (b), black particles are 
represented with black, and the yellow particles are represented in gold.  This 
is test case SegVert3. 
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APPENDIX D: K FUNCTIONS GRAPHS OF BINARY 
MIXTURES 
APPENDIX D contains the graphed K Functions of all the binary mixtures.  The 
mixtures are plotted by group, where each group contains at least one experimental test case, 
at least one segregated test case, and one ordered test case.  The groupings can be found in 
APPENDIX A.  In K Functions, if the data is above the Poisson distribution, then the data is 
segregated.  If the data is below the Poisson distribution, it is dispersed.  Data that is close to 
the Poisson trend line is considered completely spatial random, an indication of good 
dispersion. 
D.1: Blue-Red Binary Mixtures 
For the following graphs of the K functions of Blue-Red binary mixtures, experimental 
data is in green, the simulated segregated data is in gold, the theoretical Poisson pattern is in 
red, and the ordered pattern is represented with a black dotted line. 
 
Figure D.1.1: The K Functions of blue components of Blue-Red Group 1.   
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Figure D.1.2: The K Functions of red components of Blue-Red Group 1.   
 
 
Figure D.1.3: The K Functions of blue components of Blue-Red Group 2.   
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Figure D.1.4:  The K Functions of red components of Blue-Red Group 2.   
 
 
 
Figure D.1.5: The K Functions of blue components of Blue-Red Group 3.   
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Figure D.1.6: The K Functions of red components of Blue-Red Group 3.    
 
 
Figure D.1.7:  The K Functions of blue components of Blue-Red Group 4 
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Figure D.1.8:  The K Functions of red components of Blue-Red Group 4.    
 
 
Figure D.1.9: The K Functions of blue components of Blue-Red Group 5.   
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Figure D.1.10: The K Functions of red components of Blue-Red Group 5.  
 
 
 
Figure D.1.11: The K Functions of blue components of Blue-Red Group 6. 
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Figure D.1.12: The K Functions of red components of Blue-Red Group 6.   
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D.2: Black-White Binary Mixtures 
For the following graphs of the K function of Black-White binary mixtures, 
experimental data is in green, the simulated segregated data is in gold, the theoretical Poisson 
pattern is in red, and the ordered pattern is represented with a black dotted line. 
 
Figure D.2.1: The K Functions of black components of Black-White Group 1.  
 
 
Figure D.2.2: The K Functions of white components of Black-White Group 1.  
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Figure D.2.3: The K Functions of black components of Black-White Group 2.   
 
 
 
Figure D.2.4: The K Functions of white components of Black-White Group 2.   
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Figure D.2.5: The K Functions of black components of Black-White Group 3.   
 
 
 
Figure D.2.6: The K Functions of white components of Black-White Group 3. 
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Figure D.2.7: The K Functions of black components of Black-White Group 4. 
 
 
Figure D.2.8: The K Functions of white components of Black-White Group 4.   
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Figure D.2.9: The K Functions of black components of Black-White Group 5. 
 
 
Figure D.2.10: The K Functions of white components of Black-White Group 5. 
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D.3: Green-Silver Binary Mixtures 
For the following graphs of the K functions of Green-Silver binary mixtures, the 
theoretical Poisson pattern is in red, and the ordered pattern is represented with a black dotted 
line.  For figures that contain two sets of experimental data, the data will be displayed as a 
solid green line or as dashed purple line.  Figures that contain two sets of segregated data, the 
data is displayed, the first segregated data set is represented with a solid gold line, and the 
second set of segregated data is represented with a dashed blue line.   
 
Figure D.3.1: The K Functions of green components of Green-Silver Group 1.   
The experimental data is represented by the solid green and the dashed purple lines.  
The lines overlap and display the same trend.  The horizontally segregated pattern is 
represented by the solid gold line, the vertically segregated pattern is represented by a dashed 
blue line, and the simulated ordered pattern is represented by the dotted black line.  The 
theoretical Poisson point pattern for the green particles in bnb1 (Experimental 1) and bnb2 
(Experimental 2), is represented by the solid red line.  The ordered pattern jaggedly follows 
the CSR line.  The experimental trend lines (Experimental 1 and Experimental 2) are below 
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the segregated lines but above the Poisson trend line.  When comparing this graph to the 
following graph (Figure D.3.2) of the silver particles in the binary mixture, it can be understood 
that the green particles are segregated, however, they are less segregated than the silver 
particles as some green particles have dispersed into the silver particles.   
 
Figure D.3.2: The K Functions of silver components of Green-Silver Group 1.   
The experimental data is represented by the solid green and the dashed purple lines.  
The lines overlap and display the same trend.  The segregated patterns are represented by the 
solid gold line and the dashed purple line, and the simulated ordered pattern is represented by 
the dotted black line.  The theoretical Poisson point pattern for the silver particles in bnb1 
(Experimental 1) and bnb2 (Experimental 2), is represented by the solid red line.  The ordered 
pattern jaggedly follows the CSR line.  The experimental trendlines (Experimental 1 and 
Experimental 2) are just below the segregated line but above the Poisson trendline.  Compared 
to Figure D.3.1, the experimental trendlines are much closer to the segregated data.  From this 
graph, it can be concluded that the silver particles of bnb1 and bnb2 are segregated with little 
diffusion of particles.  This is validated when observing the binary mixtures.     
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Figure D.3.3: The K Functions of green components of Green-Silver Group 2.   
 
 
Figure D.3.4: The K Functions of silver components of Green-Silver Group 2.   
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Figure D.3.5: The K Functions of green components of Green-Silver Group 3.   
 
 
Figure D.3.6: The K Functions of silver components of Green-Silver Group 3.   
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D.4: Blue-White Binary Mixtures 
For the following graphs of the K functions of Blue-White binary mixtures, 
experimental data is in green, the simulated segregated data is in gold, the theoretical Poisson 
pattern is in red, and the ordered pattern is represented with a black dotted line. 
 
Figure D.4.1: The K Functions of blue components of Blue-White Group 1.   
 
 
Figure D.4.2: The K Functions of white components of Blue-White Group 1. 
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Figure D.4.3: The K Functions of blue components of Blue-White Group 2.  
 
 
Figure D.4.4: The K Functions of white components of Blue-White Group 2. 
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D.5: Black-Red/Yellow Binary Mixtures 
For the following graphs of the K functions of Black-Red.Yellow binary mixtures, 
experimental data is in green, the simulated segregated data is in gold, the theoretical Poisson 
pattern is in red, and the ordered pattern is represented with a black dotted line. 
 
Figure D.5.1: The K Functions of black components of Black-Red Group 1. 
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Figure D.5.2: The K Functions of red components of Black-Red Group 1. 
 
 
Figure D.5.3: The K Functions of black components of Black-Red Group 2. 
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Figure D.5.4: The K Functions of red components of Black-Red Group 2.  
 
 
Figure D.5.5: The K Functions of black components of Black-Yellow Group 3. 
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Figure D.5.6: The K Functions of yellow components of Black-Yellow Group 3.   
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APPENDIX E: L FUNCTIONS GRAPHS OF BINARY MIXTURES 
APPENDIX E contains the graphed L Functions of all the binary mixtures.  The 
mixtures are plotted by group, where each group contains at least one experimental test case, 
at least one segregated test case, and one ordered test case.  The groupings can be found in 
APPENDIX A.  In L Functions, if the data is above the Poisson distribution, then the data is 
segregated.  If the data is below the Poisson distribution, it is dispersed.  Data that is close to 
the Poisson trend line is considered completely spatial random, an indication of good 
dispersion. 
E.1: Blue-Red Binary Mixtures 
For the following graphs of the L functions of Blue-Red binary mixtures, experimental 
data is in green, the simulated segregated data is in gold, the theoretical Poisson pattern is in 
red, and the ordered pattern is represented with a black dotted line. 
 
Figure E.1.1: The L Functions of blue components for Blue-Red Group 1. 
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Figure E.1.2: The L Functions of red components for Blue-Red Group 1. 
 
 
Figure E.1.3: The L Functions of blue components for Blue-Red Group 2.   
 
186 
 
 
 
 
Figure E.1.4: The L Functions of red components for Blue-Red Group 2. 
 
 
Figure E.1.5: The L Functions of blue components for Blue-Red Group 3. 
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Figure E.1.6: The L Functions of red components for Blue-Red Group 3. 
 
 
Figure E.1.7: The L Functions of blue components for Blue-Red Group 4. 
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Figure E.1.8: The L Functions of red components for Blue-Red Group 4. 
 
 
Figure E.1.9: The L Functions of blue components for Blue-Red Group 5. 
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Figure E.1.10: The L Functions of red components for Blue-Red Group 5. 
 
 
 
Figure E.1.11: The L Functions of blue components of Blue-Red Group 6. 
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Figure E.1.12: The L Functions of red components of Blue-Red Group 6. 
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E.2: Black-White Binary Mixtures 
For the following graphs of the L functions of Black-White binary mixtures, 
experimental data is in green, the simulated segregated data is in gold, the theoretical Poisson 
pattern is in red, and the ordered pattern is represented with a black dotted line. 
 
 
Figure E.2.1: The L Functions of black components of Black-White Group 1. 
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Figure E.2.2: The L Functions of white components of Black-White Group 1. 
 
 
Figure E.2.3: The L Functions of black components of Black-White Group 2. 
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Figure E.2.4: The L Functions of white components of Black-White Group 2. 
 
 
Figure E.2.5: The L Functions of black components of Black-White Group 3. 
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Figure E.2.6: The L Functions of white components of Black-White Group 3. 
 
 
Figure E.2.7: The L Functions of black components of Black-White Group 4. 
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Figure E.2.8: The L Functions of white components of Black-White Group 4. 
 
 
Figure E.2.9: The L Functions of black components of Black-White Group 5. 
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Figure E.2.10: The L Functions of white components of Black-White Group 5. 
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E.3: Green-Silver Binary Mixtures 
For the following graphs of the L functions of Green-Silver binary mixtures, the 
theoretical Poisson pattern is in red, and the ordered pattern is represented with a black dotted 
line.  For figures that contain two sets of experimental data, the data will be displayed as a 
solid green line or as dashed purple line.  Figures that contain two sets of segregated data, the 
data is displayed, the first segregated data set is represented with a solid gold line, and the 
second set of segregated data is represented with a dashed blue line.   
 
Figure E.3.1: The L Functions of green components of Green-Silver Group 1. 
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Figure E.3.2: The L Functions of silver components of Green-Silver Group 1. 
 
 
Figure E.3.3: The L Functions of green components of Green-Silver Group 2. 
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Figure E.3.4: The L Functions of silver components of Green-Silver Group 2. 
 
 
Figure E.3.5: The L Functions of green components of Green-Silver Group 3. 
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Figure E.3.6: The L Functions of silver components of Green-Silver Group 3. 
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E.4: Blue-White Binary Mixtures 
For the following graphs of the L functions of Blue-White binary mixtures, 
experimental data is in green, the simulated segregated data is in gold, the theoretical Poisson 
pattern is in red, and the ordered pattern is represented with a black dotted line. 
 
Figure E.4.1: The L Functions of blue components of Blue-White Group 1. 
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Figure E.4.2: The L Functions of white components of Blue-White Group 1. 
 
 
Figure E.4.3: The L Functions of blue components of Blue-White Group 2. 
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Figure E.4.4: The L Functions of white components of Blue-White Group 2. 
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E.5: Black-Red/Yellow Binary Mixtures 
For the following graphs of the L functions of Black-Red/Yellow binary mixtures, 
experimental data is in green, the simulated segregated data is in gold, the theoretical Poisson 
pattern is in red, and the ordered pattern is represented with a black dotted line. 
 
Figure E.5.1: The L Functions of black components of Black-Red Group 1. 
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Figure E.5.2: The L Functions of red components of Black-Red Group 1. 
 
 
Figure E.5.3: The L Functions of black components of Black-Red Group 2. 
 
206 
 
 
 
 
Figure E.5.4: The L Functions of red components of Black-Red Group 2. 
 
 
Figure E.5.5: The L Functions of black components of Black-Yellow Group 3. 
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Figure E.5.6: The L Functions of yellow components of Black-Yellow Group 3. 
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APPENDIX F: DENDROGRAMS OF BINARY MIXTURES 
APPENDIX F shows additional information regarding the use of dendrograms to 
identify clusters in binary mixtures.   
 The black-white test case “bb1double” displays a unique S shape (see Figure F.1a) 
which shows distinct regions of clustering.  The dendrogram for this test case, using Ward’s 
method, as discussed in Chapter 2.5.2, is shown in F.1b.  The dendrogram displays 4 major 
clusters.   
a)  
 
b)  
 
 
Figure F.1: Black-white binary mixture (a) and the corresponding dendrogram using 
Ward’s method (b).   
Figure F.2b, shows the four major cluster groups identified by the dendrogram.  From 
F.2b, it can be seen that the black particles (represented as red circles) has been identified as 
one single cluster.  Additionally, three clusters of white particles (represented by purple, blue, 
and green triangles) have been identified. 
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a)  b)  
Figure F.2: Using RStudio, the clusters are color coded and then plotted.  The left image 
(a) is the black and white binary mixture with black dots representing black 
particles, and orange dots representing white particles.  In the color coded 
figure (b), triangles represent white particles, and circles represent black 
particles.  Note, that for both (a) and (b), the origin is in the lower left-hand 
corner, which displays the image upside-down.    
Figure F.3 was created using a variation of Ward’s method in RStudio.  Seven major 
clusters were identified in the dendrogram, and then a color coded graph was generated.  In 
Figure F.3, the black particles have been divided into two clusters; light blue dots and dark 
blue dots.  The white particles have been divided into five clusters; light green triangles, dark 
green triangles, pink triangles, red triangles, and orange triangles.   
While using dendrograms can identify clusters, it does not always map clusters how 
people would visually identify clusters.   
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Figure F.3: Color coded clusters based on a dendrogram derived from a variation of the 
Ward’s method.  Note both the experimental and plotted data are graphed 
with their origin at the lower-left hand corner.   
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APPENDIX G: RSTUDIO CODE 
APPENDIX G is the R code that was used to perform data analysis of the 
binary mixtures in RStudio.   
#Load necessary libraries 1 
library(sp) 2 
library(rgl) 3 
library(spatstat) 4 
#Set file path 5 
setwd("W:\\Ashton\\blackwhite") 6 
setwd("W:\\Ashton\\redandblue") 7 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\black and yellow particle counter") 8 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\redandblue") 9 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\BlueandRed") 10 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\green and silver") 11 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\black and white") 12 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\bluewhite") 13 
setwd("W:\\Ashton\\Manual Particle Counter Pictures\\BlackRedParticleCounter") 14 
setwd("W:\\Ashton\\") 15 
#Read in data 16 
data <- read.csv("SimOrder4.csv") 17 
data <- read.csv("SimSeg4.csv") 18 
data <- read.csv("SegVert2.csv") 19 
data <- read.csv("blackred2.csv") 20 
data <- read.csv("random_final.csv") 21 
data <- read.csv("5.csv") 22 
data <- read.csv("Ordered1a.csv") 23 
data <- read.csv("bb6_true.csv") 24 
data <- read.csv("bnb5_true.csv") 25 
data <- read.csv("bb1_double.csv") 26 
data <- read.csv("doubleSeg.csv") 27 
data <- read.csv("b1a.csv") 28 
data <- read.csv("BYtrue.csv") 29 
data <- read.csv("doublesb.csv") 30 
data <- read.csv("redandbluetrueALT.csv") 31 
############################### 32 
datax<-data$X 33 
datay<-data$Y 34 
#Get Max x value 35 
Maxx<-max(datax) 36 
Maxx 37 
#Get Max y value 38 
Maxy<-max(datay) 39 
Maxy 40 
#Get min x value 41 
Minx<-min(datax) 42 
Minx 43 
#Get min y value 44 
Miny<-min(datay) 45 
Miny 46 
############################### 47 
#create a point pattern based on color markers 48 
 49 
##Black & White 50 
#pointy<-ppp(data$X, data$Y, c(1,1280), c(1,1640), marks=data$Color) #black and white 51 
#simblackwhitebetterorder 52 
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#pointy<-ppp(data$X, data$Y, c(1,1380), c(1,1840), marks=data$Color) #black and white 53 
#BB1_Double 54 
#pointy<-ppp(data$X, data$Y, c(1,1170), c(1,1530), marks=data$Color) #black and white #bb2 55 
#pointy<-ppp(data$X, data$Y, c(1,1160), c(1,1520), marks=data$Color) #black and white #bb1 56 
#pointy<-ppp(data$X, data$Y, c(1,1300), c(1,1690), marks=data$Color) #black and white 57 
#bnb4 58 
#pointy<-ppp(data$X, data$Y, c(1,1320), c(1,1720), marks=data$Color) #black and white #bb6 59 
#pointy<-ppp(data$X, data$Y, c(1,1470), c(1,1860), marks=data$Color) #black and white 60 
#blackwhitetruecomplete 61 
 62 
##Blue & White 63 
#pointy<-ppp(data$X, data$Y, c(1,1340), c(1,1630), marks=data$Color) #blue and white data 64 
#pointy<-ppp(data$X, data$Y, c(0,1340), c(0,1620), marks=data$Color) #blue and white data 65 
#bw3a 66 
pointy<-ppp(data$X, data$Y, c(0,1440), c(0,1730), marks=data$Color) #blue and white data 67 
#b1a 68 
 69 
##Blue & Red 70 
#pointy<-ppp(data$X, data$Y, c(0,730), c(0,870), marks=data$Color) #blue and red #SimSeg 71 
#ordered 72 
#pointy<-ppp(data$X, data$Y, c(1,1470), c(1,2030), marks=data$Color) #blue and red #2c 73 
#pointy<-ppp(data$X, data$Y, c(1,1480), c(1,2040), marks=data$Color) #blue and red 74 
#Ordered2c 75 
#pointy<-ppp(data$X, data$Y, c(0,1520), c(0,1940), marks=data$Color) #blue and red #3c 76 
#pointy<-ppp(data$X, data$Y, c(1,1510), c(1,1930), marks=data$Color) #blue and red #4b 77 
#pointy<-ppp(data$X, data$Y, c(1,1520), c(1,1960), marks=data$Color) #blue and red #f1 78 
pointy<-ppp(data$X, data$Y, c(1,1650), c(1,2100), marks=data$Color) #blue and red 79 
#random_final 80 
 81 
##Green & Silver 82 
pointy<-ppp(data$X, data$Y, c(1,940), c(1,1180), marks=data$Color) #green and silver 83 
#bnb1/bnb2/SimSeg1/Ordered2b 84 
pointy<-ppp(data$X, data$Y, c(1,1390), c(1,1790), marks=data$Color) #green and silver 85 
#bnb3/bnb4/SimSeg3 86 
pointy<-ppp(data$X, data$Y, c(1,1460), c(1,1850), marks=data$Color) #green and silver 87 
#bnb5/SimSeg4/SimOrder4 88 
#pointy<-ppp(data$X, data$Y, c(1,1420), c(1,1820), marks=data$Color) #green and silver 89 
#greensilvertrue 90 
#pointy<-ppp(data$X, data$Y, c(1,1410), c(1,1800), marks=data$Color) #green and silver 91 
 92 
##Black & Other/Red/Yellow 93 
#pointy<-ppp(data$X, data$Y, c(1,980), c(1,1190), marks=data$Color) #black and red 94 
#blackred2 95 
#pointy<-ppp(data$X, data$Y, c(1,1020), c(1,1260), marks=data$Color) #black and red 96 
#blackred5 97 
#pointy<-ppp(data$X, data$Y, c(1,1180), c(1,1470), marks=data$Color) #black and red 98 
#redblacktrue 99 
#pointy<-ppp(data$X, data$Y, c(1,1360), c(1,1700), marks=data$Color) #black and yellow 100 
 101 
############################### 102 
#plot point pattern 103 
##Black & White 104 
#plot(pointy, main="Black & White Test 1", ylab="", xlab="", xlim=c(0,1280), 105 
ylim=c(0,1640), cols=c("black", "darkorchid"), cex=c(.75,.5), pch=c(16,1)) 106 
#plot(pointy, main="Black & White Test bb1", ylab="", xlab="", xlim=c(0,1160), 107 
ylim=c(0,1520), cols=c("black", "dimgray"),cex=c(.75,.5), pch=c(16,1)) 108 
#plot(pointy, main="Black & White Test bnb4", ylab="", xlab="", xlim=c(0,1300), 109 
ylim=c(0,1690), cols=c("black", "dimgray"), cex=c(.75,.5), pch=c(16,1)) 110 
#plot(pointy, main="Black & White Test bb6", ylab="", xlab="", xlim=c(0,1320), 111 
ylim=c(0,1720), cols=c("black", "dimgray"), cex=c(.75,.5), pch=c(16,1)) 112 
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#plot(pointy, main="Black & White Test bb1 double", ylab="", xlab="", xlim=c(0,1380), 113 
ylim=c(0,1840), cols=c("black", "darkorchid"), cex=c(.75,.5), pch=c(16,1)) 114 
#plot(pointy, main="Black & White Test TC", ylab="", xlab="", xlim=c(0,1470), 115 
ylim=c(0,1860), cols=c("black", "darkorchid"),cex=c(.75,.5), pch=c(16,1)) 116 
 117 
##Green & Silver 118 
#plot(pointy, main="Green & Silver 1", ylab="", xlab="", xlim=c(0,1410), ylim=c(0,1800), 119 
cols=c("green", "gray"), pch=c(16,1)) 120 
plot(pointy, main="Green & Silver SimOrder2b", ylab="", xlab="", xlim=c(0,940), 121 
ylim=c(0,1180), cols=c("forestgreen", "dimgray"), pch=c(16,16)) 122 
plot(pointy, main="Green & Silver SimOrder3b", ylab="", xlab="", xlim=c(0,1390), 123 
ylim=c(0,1790), cols=c("forestgreen", "dimgray"), pch=c(16,16)) 124 
plot(pointy, main="Green & Silver SimOrder4", ylab="", xlab="", xlim=c(0,1460), 125 
ylim=c(0,1850), cols=c("forestgreen", "dimgray"), pch=c(16,16)) 126 
#plot(pointy, main="Green & Silver 6", ylab="", xlab="", xlim=c(0,1420), ylim=c(0,1820), 127 
cols=c("forestgreen", "gray"), pch=c(16,16)) 128 
 129 
##Blue & Red 130 
#plot(pointy, main="Red & Blue Test 2c", ylab="", xlab="", xlim=c(0,1480), ylim=c(0,2040), 131 
cols=c("blue", "red"), pch=c(16, 16)) 132 
#plot(pointy, main="Red & Blue Test 4b", ylab="", xlab="", xlim=c(0,1510), ylim=c(0,1930), 133 
cols=c("blue", "red"), pch=c(16, 16)) 134 
#plot(pointy, main="Red & Blue Test 3c", ylab="", xlab="", xlim=c(0,1520), ylim=c(0,1940), 135 
cols=c("blue", "red"), pch=c(16, 16)) 136 
#plot(pointy, main="Red & Blue Test SimSegf1", ylab="", xlab="", xlim=c(0,1520), 137 
ylim=c(0,1960), cols=c("blue", "red"), pch=c(16, 16)) 138 
#plot(pointy, main="Red & Blue Test 1", ylab="", xlab="", xlim=c(0,730), ylim=c(0,870), 139 
cols=c("blue", "red"), pch=c(16,16)) 140 
plot(pointy, main="Red & Blue Random", ylab="", xlab="", xlim=c(0,1650), ylim=c(0,2100), 141 
cols=c("blue", "red"), pch=c(16,16)) 142 
 143 
##Blue & White 144 
#plot(pointy, main="White & Blue Test bw3a", ylab="", xlab="", xlim=c(0,1340), 145 
ylim=c(0,1630), cols=c("blue", "darkorchid"), pch=c(16,1)) 146 
#plot(pointy, main="White & Blue Test", ylab="", xlab="", xlim=c(0,1340), ylim=c(0,1620), 147 
cols=c("blue", "black"), pch=c(16,1)) 148 
plot(pointy, main="White & Blue Test SegVert1a", ylab="", xlab="", xlim=c(0,1440), 149 
ylim=c(0,1730), cols=c("blue", "black"),cex=c(.75,.5), pch=c(16,1)) 150 
#plot(pointy, main="White & Blue Test ", ylab="", xlab="", xlim=c(0,1325), ylim=c(0,1625), 151 
cols=c("blue", "black"), pch=c(16,1)) 152 
 153 
##Black & Other/Red/Yellow 154 
#plot(pointy, main="Black and Yellow BYTrue", ylab="", xlab="", xlim=c(0,1360), 155 
ylim=c(0,1700), cols=c("black", "goldenrod1"), cex=c(.6,.80), pch=c(16, 16)) 156 
#plot(pointy, main="Black and Red SegVert1", ylab="", xlab="", xlim=c(0,980), 157 
ylim=c(0,1190), cols=c("black", "red"), cex=c(.6,.80), pch=c(16, 16)) 158 
#plot(pointy, main="Black and Red SimOrder2", ylab="", xlab="", xlim=c(0,1020), 159 
ylim=c(0,1260), cols=c("black", "red"), cex=c(.6,.80), pch=c(16, 16)) 160 
#plot(pointy, main="Black and Red T", ylab="", xlab="", xlim=c(0,1180), ylim=c(0,1470), 161 
cols=c("black", "red"), pch=c(1, 16)) 162 
 163 
#Save image as "NAMEOFTEST_rdot.png" 164 
############################### 165 
#Get a summary of point pattern: Quantity of particle A (frequency), quantity of particle 166 
B (frequency), Proprotion of A and B, total points.  167 
sumtot<-summary(pointy) 168 
summary(pointy) 169 
#find bandwidth sigma 170 
b<-bw.ppl(pointy) #cross-validation method 171 
b 172 
c<-bw.diggle(pointy) # Diggle and berman's mean square error cross-validation method 173 
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############################### 175 
#split into separate patterns 176 
#mystic<-split(pointy)$Black 177 
#valor<-split(pointy)$White 178 
#mystic<-split(pointy)$black 179 
#valor<-split(pointy)$white 180 
mystic<-split(pointy)$blue 181 
valor<-split(pointy)$white 182 
#mystic<-split(pointy)$Blu 183 
#valor<-split(pointy)$White 184 
mystic<-split(pointy)$blue 185 
valor<-split(pointy)$red 186 
#mystic<-split(pointy)$Blue 187 
#valor<-split(pointy)$Red 188 
#mystic<-split(pointy)$Black 189 
#valor<-split(pointy)$Yellow 190 
#mystic<-split(pointy)$black 191 
#valor<-split(pointy)$red 192 
mystic<-split(pointy)$Green 193 
valor<-split(pointy)$Silver 194 
mystic<-split(pointy)$green 195 
valor<-split(pointy)$silver 196 
 197 
b2<-bw.ppl(mystic) 198 
b2 #Get value (sigma-particle a) 199 
b3<-bw.ppl(valor) 200 
b3 #get value (sigma-particle b) 201 
c2<-bw.diggle(mystic) #optimal bandwidth to use 202 
c2 #get value (diggle-particle a) 203 
c3<-bw.diggle(valor) #optimal bandwidth to use 204 
c3 #get value (diggle-particle b) 205 
 206 
##density 207 
lambda<-density(mystic, sigma=bw.diggle) 208 
plot(lambda, main="Density Plot of Mystic, Sigma Diggle") ##Save Image 209 
"NAMEOFTEST_mystic_density.png" 210 
plot(mystic, add=TRUE, cex=.75, pch=16)  ##Save Image 211 
"NAMEOFTEST_mystic_densityoverlay.png" 212 
 213 
lambda2<-density(valor, sigma=bw.diggle) 214 
plot(lambda2, main="Density Plot of Valor, Sigma Diggle") ##Save Image 215 
"NAMEOFTEST_valor_density.png" 216 
plot(valor, add=TRUE, cex=.5, pch=16)  ##Save Image "NAMEOFTEST_valor_densityoverlay.png" 217 
############################### 218 
#create a quadrat count; creates 10x10 grid 219 
Q3<-quadratcount(pointy, nx=10, ny=10) 220 
plot(Q3) 221 
quadrat.test(pointy, nx=10, ny=10) 222 
quadrat.test(pointy, nx=10, ny=10, alternative="regular") 223 
#(Q3) ##Get values (ChiSq, df, p-value) 224 
#create a quadrat count; creates 10x10 grid 225 
Q3m<-quadratcount(mystic, nx=10, ny=10) 226 
plot(Q3m) 227 
quadrat.test(mystic, nx=10, ny=10) 228 
quadrat.test(mystic, nx=10, ny=10, alternative="regular") 229 
#summary(Q3m) ##Get values (ChiSq, df, p-value) 230 
#create a quadrat count; creates 10x10 grid 231 
Q3v<-quadratcount(valor, nx=10, ny=10) 232 
plot(Q3v) 233 
quadrat.test(valor, nx=10, ny=10) 234 
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quadrat.test(valor, nx=10, ny=10, alternative="regular") 235 
#summary(Q3v) ##Get values (ChiSq, df, p-value) 236 
 237 
 238 
Q3a<-quadratcount(pointy, nx=5, ny=5) 239 
plot(Q3a) 240 
quadrat.test(pointy, nx=5, ny=5) 241 
quadrat.test(pointy, nx=5, ny=5, alternative="regular") 242 
#summary(Q3a) ##Get values (ChiSq, df, p-value) 243 
Q3am<-quadratcount(mystic, nx=5, ny=5) 244 
plot(Q3am) 245 
quadrat.test(mystic, nx=5, ny=5) 246 
quadrat.test(mystic, nx=5, ny=5, alternative="regular") 247 
#summary(Q3am) ##Get values (ChiSq, df, p-value) 248 
Q3av<-quadratcount(valor, nx=5, ny=5) 249 
plot(Q3av) 250 
quadrat.test(valor, nx=5, ny=5) 251 
quadrat.test(valor, nx=5, ny=5, alternative="regular") 252 
#summary(Q3av) ##Get values (ChiSq, df, p-value) 253 
############################### 254 
library(plyr) 255 
 256 
squid<-quadratcount(mystic, nx=10, ny=10) 257 
plot(squid, main="10x10 black") 258 
summary(squid) 259 
squid 260 
ss<-as.data.frame(squid) 261 
ss 262 
names(ss)[3]='counted' 263 
mist<-count(ss, 'counted') 264 
mist 265 
write.table(mist, file="SegVert1a_10x10_BW_Mystic_freq.txt", sep="\t") ##Update Name 266 
portion 267 
 268 
squid2<-quadratcount(valor, nx=10, ny=10) 269 
plot(squid2, main="10x10 white") 270 
summary(squid2) 271 
ss2<-as.data.frame(squid2) 272 
ss2 273 
names(ss2)[3]='counted' 274 
vale<-count(ss2, 'counted') 275 
vale 276 
write.table(vale, file="SegVert1a_10x10_BW_Valor_freq.txt", sep="\t") ##Update Name 277 
portion 278 
############################### 279 
squid<-quadratcount(mystic, nx=5, ny=5) 280 
plot(squid, main="5x5 black") 281 
summary(squid) 282 
squid 283 
ss<-as.data.frame(squid) 284 
ss 285 
names(ss)[3]='counted' 286 
mist<-count(ss, 'counted') 287 
mist 288 
write.table(mist, file="SegVert1a_5x5_BW_Mystic_freq.txt", sep="\t") ##Update Name portion 289 
 290 
squid2<-quadratcount(valor, nx=5, ny=5) 291 
plot(squid2, main="5x5 white") 292 
summary(squid2) 293 
ss2<-as.data.frame(squid2) 294 
ss2 295 
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names(ss2)[3]='counted' 296 
vale<-count(ss2, 'counted') 297 
vale 298 
write.table(vale, file="SegVert1a_5x5_BW_Valor_freq.txt", sep="\t") ##Update Name portion 299 
############################### 300 
#create the 10x10 quadrats (without the count) 301 
Q1<-quadrats(pointy, nx=10, ny=10) 302 
Q1 303 
#Identify and make a list of all the tiles 304 
U<-tiles(Q1) 305 
#separates the data along the gridlines/tiles 306 
bb8<-cut(pointy,Q1) 307 
plot(bb8) 308 
#separates the data points in each tile to their separate types(colors) 309 
r2<-split(pointy, Q1) 310 
plot(r2) 311 
 312 
## 313 
sas<-1:length(U) 314 
n=75 315 
#generate random numbers to select the tiles to be sampled, in this case 75 out of 100 316 
possible cells/grids/tiles 317 
sampleselc<-sample(sas,n) 318 
sampleselc 319 
#declare variables 320 
samp<-vector() 321 
ddt<-vector() 322 
parts1<-vector() 323 
parts2<-vector() 324 
alpha<-vector() 325 
gamma<-vector() 326 
sampcount<-vector() 327 
 328 
#Create a for loop that will be used to create a data frame 329 
for (i in sampleselc) { 330 
  print(i) 331 
  #take each tile that has been selected for sampling and put into an array, neglect 332 
others 333 
  samp[i]<-c(r2[i]) 334 
   335 
  #Create a summary of the selected tile 336 
  ddt<-c(summary(r2[i])) 337 
   338 
  if(ddt[[1]][[2]]==0) { 339 
    alpha[i]<-c(ddt[[1]][[11]][[1]][[1]]) #blue/black/green 340 
    gamma[i]<-c(ddt[[1]][[11]][[1]][[2]]) #silver/white/red/yellow 341 
     342 
    sampcount[i]<-c(ddt[[1]][[2]]) 343 
    parts1[i]<-c(0) 344 
    parts2[i]<-c(0) 345 
  } else { 346 
     347 
    #Retrieve the number(count) of Variable 1 and 2 from the summary 348 
    alpha[i]<-c(ddt[[1]][[12]][[1]][[1]]) #blue/black/green 349 
    gamma[i]<-c(ddt[[1]][[12]][[1]][[2]]) #silver/white/red/yellow    sampcount[i]<-350 
c(ddt[[1]][[2]]) 351 
     352 
    #Retreive the proportions of Variable 1 and 2 from summary 353 
    props<-ddt[[1]][[12]][[2]] 354 
    #split them since they are considered as one whole value in the summary output 355 
    parts1[i]<-c(as.numeric(strsplit(as.character(props), " ")[1])) 356 
217 
 
 
 
    parts2[i]<-c(as.numeric(strsplit(as.character(props), " ")[2])) 357 
  } 358 
} 359 
 360 
#produces the mean of blue/black/green of the samples taken. 361 
avg1<-round(mean(alpha, na.rm=TRUE)) 362 
avg1 363 
#produces the standard deviation of the blue/black/green samples 364 
stdev1<-sd(alpha, na.rm = TRUE) 365 
stdev1 366 
#produces the mean of red/white/yellow/silver of the samples taken. 367 
avg2<-round(mean(gamma, na.rm=TRUE)) 368 
avg2 369 
#produces the standard deviation of the red/white/yellow/silver samples 370 
stdev2<-sd(gamma, na.rm = TRUE) 371 
stdev2 372 
 373 
#calculate the mean composition (eqn 11.1, Rhodes) 374 
y_bar<-mean(parts1, na.rm = TRUE) 375 
y_bar 376 
#As a percentage 377 
Y_bar<-y_bar*100 378 
Y_bar 379 
#p is the proportion of component 1, blue 380 
p<-mean(parts1, na.rm = TRUE) 381 
#calculate the upper limit(completely segregated) 382 
sigma_not<-p*(1-p) 383 
sigma_not 384 
#N is the average number of particles for each sample 385 
N<-mean(sampcount, na.rm=TRUE) 386 
N  387 
#calculate the lower limit(randomly mixed) 388 
sigma_r<-(p*(1-p))/N 389 
sigma_r 390 
 391 
Ng<-vector() 392 
 393 
for (k in sas){ 394 
  Ng[k]<-c((parts1[k]-y_bar)^2) ##equation 11.2, Rhodes 395 
} 396 
SNg<-sum(Ng, na.rm = TRUE) ## summation, eqn 11.2 rhodes 397 
#Estimate of the true (sample) variance 398 
esttru<-SNg/(n-1) 399 
esttru ##Include this value in records 400 
######## 401 
#Mixing Indices 402 
Lacey<-((sigma_not-esttru)/(sigma_not-sigma_r)) 403 
Lacey 404 
 405 
MandP<-((sqrt(esttru))/(sqrt(sigma_not))) 406 
MandP 407 
FR_MP<-((sqrt(sigma_r))/((sqrt(sigma_not)))) 408 
FR_MP 409 
 410 
WandL<-(esttru/sigma_not) 411 
WandL 412 
FR_WL<-(sigma_r/sigma_not) 413 
FR_WL 414 
 415 
Miles<-(1-(esttru/sigma_not)) 416 
Miles 417 
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FR_M<-(1-(sigma_r/sigma_not)) 418 
FR_M 419 
 420 
RandR<-(1-((sqrt(esttru))/(sqrt(sigma_not)))) 421 
RandR 422 
FR_RandR<-(1-((sqrt(sigma_r))/(sqrt(sigma_not)))) 423 
FR_RandR 424 
 425 
Kramer<-(((sqrt(sigma_not))-(sqrt(esttru)))/((sqrt(sigma_not))-(sqrt(sigma_r)))) 426 
Kramer 427 
 428 
Valentin<-(((log(sqrt(sigma_not)))-(log(sqrt(esttru))))/((log(sqrt(sigma_not)))-429 
(log(sqrt(sigma_r))))) 430 
Valentin 431 
 432 
Poole<-((sqrt(esttru))/(sqrt(sigma_r))) 433 
Poole 434 
#create a data frame/table of results 435 
MixIn<-c("Lacey", "MandP", "WandL", "Miles", "RandR", "Kramer", "Valentin", "Poole") 436 
Results<-c(Lacey, MandP, WandL, Miles, RandR, Kramer, Valentin, Poole) 437 
CompletelySegregated<-c(0,1,1,0,0,0,0, 0) 438 
FullyRandom<-c(1, FR_MP, FR_WL, FR_M, FR_RandR, 1,1,1) 439 
df<-data.frame(MixIn,Results, CompletelySegregated, FullyRandom) ##copy info from 440 
dataframe into data files 441 
df ##Input Values for Lacey Index into Spreadsheet 442 
 443 
############################### 444 
#create the 5x5 quadrats (without the count) 445 
Q1<-quadrats(pointy, nx=5, ny=5) 446 
Q1 447 
#Identify and make a list of all the tiles 448 
U<-tiles(Q1) 449 
#separates the data along the gridlines/tiles 450 
bb8<-cut(pointy,Q1) 451 
plot(bb8) 452 
#separates the data points in each tile to their separate types(colors) 453 
r2<-split(pointy, Q1) 454 
plot(r2) 455 
 456 
## 457 
sas<-1:length(U) 458 
n=25 459 
#generate random numbers to select the tiles to be sampled, in this case 25 out of 25 460 
possible cells/grids/tiles 461 
sampleselc<-sample(sas,n) 462 
sampleselc 463 
#declare variables 464 
samp<-vector() 465 
ddt<-vector() 466 
parts1<-vector() 467 
parts2<-vector() 468 
alpha<-vector() 469 
gamma<-vector() 470 
sampcount<-vector() 471 
 472 
#Create a for loop that will be used to create a data frame 473 
for (i in sampleselc) { 474 
  print(i) 475 
  #take each tile that has been selected for sampling and put into an array, neglect 476 
others 477 
  samp[i]<-c(r2[i]) 478 
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   479 
  #Create a summary of the selected tile 480 
  ddt<-c(summary(r2[i])) 481 
   482 
  if(ddt[[1]][[2]]==0) { 483 
    alpha[i]<-c(ddt[[1]][[11]][[1]][[1]]) #blue/black/green 484 
    gamma[i]<-c(ddt[[1]][[11]][[1]][[2]]) red/white/yellow/silver 485 
     486 
    sampcount[i]<-c(ddt[[1]][[2]]) 487 
    parts1[i]<-c(0) 488 
    parts2[i]<-c(0) 489 
  } else { 490 
     491 
    #Retrieve the number(count) of Variable 1 and 2 from the summary. 492 
    alpha[i]<-c(ddt[[1]][[12]][[1]][[1]]) #blue/black/green 493 
    gamma[i]<-c(ddt[[1]][[12]][[1]][[2]]) red/white/yellow/silver 494 
    sampcount[i]<-c(ddt[[1]][[2]]) 495 
     496 
    #Retreive the proportions of Variable 1 and 2 from summary. 497 
    props<-ddt[[1]][[12]][[2]] 498 
    #split them since they are considered as one whole value in the summary output. 499 
    parts1[i]<-c(as.numeric(strsplit(as.character(props), " ")[1])) 500 
    parts2[i]<-c(as.numeric(strsplit(as.character(props), " ")[2])) 501 
  } 502 
} 503 
 504 
#produces the mean of blue/black/green of the samples taken. 505 
avg1<-round(mean(alpha, na.rm=TRUE)) 506 
avg1 507 
#produces the standard deviation of the blue/black/green samples 508 
stdev1<-sd(alpha, na.rm = TRUE) 509 
stdev1 510 
#produces the mean of red/white/yellow/silver of the samples taken. 511 
avg2<-round(mean(gamma, na.rm=TRUE)) 512 
avg2 513 
#produces the standard deviation of the red/white/yellow/silver samples. 514 
stdev2<-sd(gamma, na.rm = TRUE) 515 
stdev2 516 
 517 
#calculate the mean composition (eqn 11.1, Rhodes) 518 
y_bar<-mean(parts1, na.rm = TRUE) 519 
y_bar 520 
#As a percentage 521 
Y_bar<-y_bar*100 522 
Y_bar 523 
#p is the proportion of component 1, blue 524 
p<-mean(parts1, na.rm = TRUE) 525 
#calculate the upper limit(completely segregated) 526 
sigma_not<-p*(1-p) 527 
sigma_not 528 
#N is the average number of particles for each sample 529 
N<-mean(sampcount, na.rm=TRUE) 530 
N  531 
#calculate the lower limit(randomly mixed) 532 
sigma_r<-(p*(1-p))/N 533 
sigma_r 534 
 535 
Ng<-vector() 536 
for (k in sas){ 537 
  Ng[k]<-c((parts1[k]-y_bar)^2) ##equation 11.2, Rhodes 538 
} 539 
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SNg<-sum(Ng, na.rm = TRUE) ## summation, eqn 11.2 rhodes 540 
#Estimate of the true (sample) variance 541 
esttru<-SNg/(n-1) 542 
esttru ##Include this value in spreadsheet 543 
######## 544 
#Mixing Indices 545 
Lacey<-((sigma_not-esttru)/(sigma_not-sigma_r)) 546 
Lacey 547 
 548 
MandP<-((sqrt(esttru))/(sqrt(sigma_not))) 549 
MandP 550 
FR_MP<-((sqrt(sigma_r))/((sqrt(sigma_not)))) 551 
FR_MP 552 
 553 
WandL<-(esttru/sigma_not) 554 
WandL 555 
FR_WL<-(sigma_r/sigma_not) 556 
FR_WL 557 
 558 
Miles<-(1-(esttru/sigma_not)) 559 
Miles 560 
FR_M<-(1-(sigma_r/sigma_not)) 561 
FR_M 562 
 563 
RandR<-(1-((sqrt(esttru))/(sqrt(sigma_not)))) 564 
RandR 565 
FR_RandR<-(1-((sqrt(sigma_r))/(sqrt(sigma_not)))) 566 
FR_RandR 567 
 568 
Kramer<-(((sqrt(sigma_not))-(sqrt(esttru)))/((sqrt(sigma_not))-(sqrt(sigma_r)))) 569 
Kramer 570 
 571 
Valentin<-(((log(sqrt(sigma_not)))-(log(sqrt(esttru))))/((log(sqrt(sigma_not)))-572 
(log(sqrt(sigma_r))))) 573 
Valentin 574 
 575 
Poole<-((sqrt(esttru))/(sqrt(sigma_r))) 576 
Poole 577 
#create a data frame/table of results 578 
MixIn<-c("Lacey", "MandP", "WandL", "Miles", "RandR", "Kramer", "Valentin", "Poole") 579 
Results<-c(Lacey, MandP, WandL, Miles, RandR, Kramer, Valentin, Poole) 580 
CompletelySegregated<-c(0,1,1,0,0,0,0, 0) 581 
FullyRandom<-c(1, FR_MP, FR_WL, FR_M, FR_RandR, 1,1,1) 582 
df<-data.frame(MixIn,Results, CompletelySegregated, FullyRandom) ##copy info from 583 
dataframe into Table in data files 584 
df ##Input Values for Lacey Index into Spreadsheet 585 
 586 
 587 
############################### 588 
##Inhomogeneous K Function 589 
ck1<-Kinhom(mystic) 590 
plot(ck1, main="Inhomogeneous K function 1") 591 
#output data to .txt file 592 
write.table(ck1, file="SegVert2_BR_Mystic_Kinhom.txt") #update name portion 593 
ck2<-Kinhom(valor) 594 
plot(ck2, main="Inhomogeneous K function 2") 595 
#output data to .txt file 596 
write.table(ck2, file="SegVert2_BR_Valor_Kinhom.txt") #update name portion 597 
##Homogeneous K Function 598 
par(mfrow=c(1,1)) 599 
est<-Kest(pointy) 600 
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plot(est, main="Estimated Ripley's reduced K(r)") 601 
par(mfrow=c(1,2)) 602 
keeper<-Kest(mystic) 603 
plot(keeper, main="Estimated Ripley's reduced K(r) for mystic") 604 
keeper2<-Kest(valor) 605 
plot(keeper2, main="Estimated Ripley's reduced K(r) for valor") 606 
#output data to .txt file 607 
write.table(est, file="SegVert1a_BW_Pointy_Kest.txt", sep="\t") #update name portion 608 
write.table(keeper2, file="SegVert1a_BW_Valor_Kest.txt", sep="\t") #update name portion 609 
write.table(keeper, file="SegVert1a_BW_Mystic_Kest.txt", sep="\t") #update name portion 610 
 611 
#Homogeneous L function 612 
par(mfrow=c(1,1)) 613 
best<-Lest(pointy) 614 
plot(best, main="L function Pointy") 615 
par(mfrow=c(1,2)) 616 
llama<-Lest(mystic) 617 
plot(llama, main="L function mystic") 618 
llama2<-Lest(valor) 619 
plot(llama2, main="L function valor") 620 
#output data to .txt file 621 
write.table(best, file="SegVert2_BR_PointyLest.txt", sep="\t") #update name portion 622 
write.table(llama, file="SegVert2_BR_MysticLest.txt", sep="\t") #update name portion 623 
write.table(llama2, file="SegVert2_BR_ValorLest.txt", sep="\t") #update name portion 624 
#Inhomogeneous L Function 625 
what<-Linhom(mystic) 626 
plot(what) 627 
hum<-Linhom(valor) 628 
plot(hum) 629 
#output data to .txt file 630 
write.table(what, file="SegVert2_BR_Mystic_Linhom.txt", sep="\t") #update name portion 631 
write.table(hum, file="SegVert2_BR_Valor_Linhom.txt", sep="\t") #update name portion 632 
 633 
#Homogeneous J Function 634 
par(mfrow=c(1,1)) 635 
estJ<-Jest(pointy) 636 
plot(estJ, main="Estimated function J(r) of pointy") 637 
par(mfrow=c(1,2)) 638 
jester<-Jest(mystic) 639 
plot(jester, main="Estimated function J(r) of mystic") 640 
jester1<-Jest(valor) 641 
plot(jester1, main="Estimated function J(r) of valor") 642 
#output data to .txt file 643 
write.table(estJ, file="SegVert2_BR_PointyJest.txt", sep="\t") #update name portion 644 
write.table(jester, file="SegVert2_BR_MysticJest.txt", sep="\t") #update name portion 645 
write.table(jester1, file="SegVert2_BR_ValorJest.txt", sep="\t") #update name portion 646 
#Inhomogeneous J Function 647 
Jimmy<-Jinhom(pointy) 648 
plot(Jimmy, main="Inhomogeneous J-function") 649 
liljim<-Jinhom(mystic) 650 
plot(liljim, main="Inhomogeneous J-function of mystic") 651 
liljim2<-Jinhom(valor) 652 
plot(liljim2, main="Inhomogeneous J-function of valor") 653 
#output data to .txt file 654 
write.table(Jimmy, file="SegVert2_BR_Pointy_Jinhom.txt", sep="\t") #update name portion 655 
write.table(liljim, file="SegVert2_BR_Mystic_Jinhom.txt", sep="\t") #update name portion 656 
write.table(liljim2, file="SegVert2_BR_Valor_Jinhom.txt", sep="\t") #update name portion 657 
 658 
############################### 659 
#Mean Centers & Standard Distances 660 
subdata<-data[,-4] ##remove last unnecessary data column 661 
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###Dispersion 662 
##Page 88, LLoyd 663 
#par(mfrow=c(1,1)) 664 
mean_centerX<-mean(subdata[,1]) 665 
mean_centerY<-mean(subdata[,2]) 666 
standard_devX<-sd(subdata[,1]) 667 
standard_devY<-sd(subdata[,2]) 668 
std_dist<-sqrt(sum(((subdata[,1]-mean_centerX)^2 +(subdata[,2]-669 
mean_centerY)^2))/(nrow(subdata))) 670 
 671 
x.sub<-subset(data, data$Color=="blue") 672 
#x.sub2<-subset(data, data$Color=="red") 673 
x.sub<-subset(data, data$Color=="green") 674 
x.sub2<-subset(data, data$Color=="silver") 675 
x.sub<-subset(data, data$Color=="Green") 676 
x.sub2<-subset(data, data$Color=="Silver") 677 
#x.sub2<-subset(data, data$Color=="Silver  ") 678 
#x.sub<-subset(data, data$Color=="black") 679 
x.sub2<-subset(data, data$Color=="white") 680 
#x.sub<-subset(data, data$Color=="Blue") 681 
#x.sub2<-subset(data, data$Color=="Red") 682 
#x.sub2<-subset(data, data$Color=="White") 683 
#x.sub<-subset(data, data$Color=="black") 684 
#x.sub2<-subset(data, data$Color=="red") 685 
#x.sub<-subset(data, data$Color=="Black") 686 
#x.sub2<-subset(data, data$Color=="Yellow") 687 
 688 
mean_centerX1<-mean(x.sub[,1]) 689 
mean_centerY1<-mean(x.sub[,2]) 690 
mean_centerX2<-mean(x.sub2[,1]) 691 
mean_centerY2<-mean(x.sub2[,2]) 692 
standard_devX1<-sd(x.sub[,1]) 693 
standard_devY1<-sd(x.sub[,2]) 694 
standard_devX2<-sd(x.sub2[,1]) 695 
standard_devY2<-sd(x.sub2[,2]) 696 
std_dist1<-sqrt(sum(((x.sub[,1]-mean_centerX1)^2 +(x.sub[,2]-697 
mean_centerY1)^2))/(nrow(x.sub))) 698 
 699 
std_dist2<-sqrt(sum(((x.sub2[,1]-mean_centerX2)^2 +(x.sub2[,2]-700 
mean_centerY2)^2))/(nrow(x.sub2))) 701 
 702 
plot(subdata[,1], subdata[,2], main="Mean Center & Stand Dist", ylab="Y (pixels)", xlab="X 703 
(pixels)") 704 
#plot(pointy, main="Red & Blue Test 2", ylab="", xlab="", xlim=c(0,1470), ylim=c(0,2030), 705 
cols=c("blue", "red"), pch=c(16, 1)) 706 
 707 
draw.circle(mean_centerX1, mean_centerY1, radius=std_dist1, border="deepskyblue", lwd=3)  708 
##forestgreen ##blue ##black #deepskyblue 709 
points(mean_centerX1, mean_centerY1, col="deepskyblue", pch=16, cex=2) 710 
 711 
draw.circle(mean_centerX2, mean_centerY2, radius=std_dist2, border="darkorchid", lwd=3)  712 
##dimgray  ##red ##azure3 #darkgoldenrod1 #darkorchid #lty="dashed" 713 
points(mean_centerX2, mean_centerY2, col="darkorchid", pch=16, cex=2, lwd=3) ##5for square 714 
#deeppink 715 
#Save image as "NAMEOFTEST_stddist.png" 716 
 717 
###Get plot 718 
 719 
std_dist1 #Standard Distance for Particle A 720 
std_dist2 #Standard Distance for Particle B 721 
 722 
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distance<-sqrt(((mean_centerX2 - mean_centerX1)^2) +(mean_centerY2 - mean_centerY1)^2) 723 
distance #Distance between mean centers 724 
############################### 725 
#Calculate the R Statistic with Donnelly edge correction, CDF edge correction, and no edge 726 
correction. 727 
clarkevans.test(pointy, correction = "donnelly", alternative = "clustered") 728 
clarkevans.test(pointy, correction = "donnelly", alternative = "regular") 729 
clarkevans.test(pointy, correction = "cdf", alternative = "clustered") 730 
clarkevans.test(pointy, correction = "cdf", alternative = "regular") 731 
clarkevans.test(pointy, correction = "none", alternative = "clustered") 732 
clarkevans.test(pointy, correction = "none", alternative = "regular") 733 
#Calculate the R Statistic with Donnelly edge correction, CDF edge correction, and no edge 734 
correction. 735 
clarkevans.test(mystic, correction = "donnelly", alternative = "clustered") 736 
clarkevans.test(mystic, correction = "donnelly", alternative = "regular") 737 
clarkevans.test(mystic, correction = "cdf", alternative = "clustered") 738 
clarkevans.test(mystic, correction = "cdf", alternative = "regular") 739 
clarkevans.test(mystic, correction = "none", alternative = "clustered") 740 
clarkevans.test(mystic, correction = "none", alternative = "regular") 741 
#Calculate the R Statistic with Donnelly edge correction, CDF edge correction, and no edge 742 
correction. 743 
clarkevans.test(valor, correction = "donnelly", alternative = "clustered") 744 
clarkevans.test(valor, correction = "donnelly", alternative = "regular") 745 
clarkevans.test(valor, correction = "cdf", alternative = "clustered") 746 
clarkevans.test(valor, correction = "cdf", alternative = "regular") 747 
clarkevans.test(valor, correction = "none", alternative = "clustered") 748 
clarkevans.test(valor, correction = "none", alternative = "regular") 749 
 750 
library(ggplot2) 751 
library(gridExtra) 752 
library(cluster) 753 
library(class) 754 
library(RColorBrewer) 755 
 756 
#Give R location of your data   757 
setwd("W:\\Ashton\\") 758 
#Read in data 759 
data <- read.csv("redbluedata1.csv") 760 
data <- read.csv("bluewhite.csv") 761 
data<-read.csv("ordered.csv") 762 
data <- read.csv("Segregated11.csv") 763 
data <- read.csv("blackwhite.csv") 764 
#Turn color and code into categories: created Code variable for clustering 765 
data$Color <- factor(data$Color) 766 
data$Code <- factor(data$Code) 767 
 768 
#Plot original data 769 
qplot(X,Y, data=data, colour=Color)+scale_color_manual(values=c("black", "orange")) 770 
#Storing plot in g1 for later use 771 
g1 <- qplot(X,Y, data=data, colour=Color)+scale_color_manual(values=c("black", "orange")) 772 
 773 
#-------- 774 
Xpp<-ppp 775 
 776 
#clustering------------------------------------------------------------- 777 
 778 
#standardize data 779 
 780 
stand <- data.frame(scale(data.frame(data$X,data$Y,as.numeric(data$Code)))) 781 
names(stand) <- c("X", "Y", "color") 782 
#multiply dummy by 1/sqrt(2) 783 
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stand$color <- 1/sqrt(2)*stand$color 784 
 785 
#calculate distance matrix 786 
distance <- dist(stand) 787 
 788 
#Below are several ways to cluster 789 
 790 
df.hc_w <- hclust(distance, method="ward.D") 791 
#Dendrogram showing clustering results 792 
#Good clustering 793 
plot(df.hc_w, main="Ward.D method Cluster Dendrogram") 794 
#display.brewer.all() 795 
 796 
#Note: To change numer of clusters, simply change the value to a bigger or smaller 797 
#number.  798 
 799 
#tree appears to have around 10-12 obvious clusters 800 
data$Cluster <- factor(cutree(df.hc_w, 4)) 801 
#This Plot shows which cluster eachc point was placed in and the shape 802 
#of the point indicates what color it is 803 
qplot(X,Y, data=data, colour=Cluster, shape=Color)+scale_colour_brewer(palette="Set1") 804 
g2 <- qplot(X,Y, data=data, colour=Cluster, 805 
shape=Color)+scale_colour_brewer(palette="Set1") 806 
 807 
#Plot original next to cluster graph 808 
grid.arrange(g1, g2, nrow=1) 809 
df.hc_w2 <- hclust(distance, method="ward.D2") 810 
#Good clustering 811 
plot(df.hc_w2, main="Ward.D2 Cluster Dendrogram") 812 
 813 
data$cl_w2 <- factor(cutree(df.hc_w2, 7)) 814 
qplot(X,Y, data=data, colour=cl_w2, shape=Color)+scale_colour_brewer(palette="Paired") 815 
 816 
g3 <- qplot(X,Y, data=data, colour=cl_w2, 817 
shape=Color)+scale_colour_brewer(palette="Paired") 818 
grid.arrange(g1, g3, nrow=1) 819 
 820 
#Look at both methods 821 
grid.arrange(g1, g2,g3, nrow=1) 822 
 823 
df.hc_c <- hclust(distance, method="complete") 824 
#Lots of clusters 825 
plot(df.hc_c) 826 
 827 
data$hc_c <- factor(cutree(df.hc_c,9)) 828 
qplot(X,Y, data=data, colour=hc_c, shape=Color) 829 
 830 
g4 <- qplot(X,Y, data=data, colour=hc_c, shape=Color) 831 
 832 
grid.arrange(g1, g4, nrow=1 833 
