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Abstract
Interest and expertise in motion estimation have been increasing in recent years due to
its diverse applications to the fields of video and image processing. Motion estimation is
defined as the process to estimate object movement within an image sequence. The main
focus of this thesis is to study the problem of motion estimation of cloud images obtained
from a wide-angle video camera viewing nadir from a high altitude aircraft. The apparent
cloud motion between frames is directly related to cloud top altitude. Two motion
estimation algorithms are discussed, implemented, and evaluated. One is based on the
least squares criterion. The second algorithm is based on the cross-correlation function of
two shifted signals. The two algorithms are to be compared in terms of reliability and
accuracy. The algorithm that is most suitable to the problem of motion estimation of
cloud images is sought.
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Chapter 1
Introduction
1.1 Motion Estimation
Interest and expertise in the field of motion estimation have been increasing in the
recent years mainly due to its variety of applications in image and video processing.
Motion information extraction is useful for many image-processing applications such as
image coding, image restoration, and frame interpolation. These applications of motion
estimation and a myriad of different others are discussed in the literature.
A motion picture is composed of a sequence of still frames displayed in rapid
succession. The frames are highly redundant. The variations in intensity between adjacent
frames are mainly due to object motion. Motion estimation is defined as the process of
determining object movement within the image sequence. Several approaches to the
motion estimation problem have been proposed. Most of the methodologies can be
classified into three categories: transform domain methods, region matching methods, and
spatio-temporal constraint method.
There are several factors one has to take into account when evaluating specific motion
estimation algorithms. Some of the basic and general ones are accuracy and reliability.
Reliability is measured as how the algorithm performs under noise-free conditions.
Accuracy is measured as how the algorithm performs under different noise powers.
Moreover, since in many applications real-time operation is required, an algorithm must
be computationally efficient. The final criteria used to evaluate specific motion estimation
algorithms depend on the properties of the signals being used and on the intended
application.
The main focus of this thesis is to study the problem of motion estimation as applied to
cloud images obtained beneath a high altitude aircraft in flight. The ultimate goal is to
apply motion estimation algorithms to digitally sampled cloud images to obtain a velocity
estimate. This velocity approximation is used to estimate top altitudes of clouds.
1.2 Thesis Overview
1.2.1 Background
The motion estimation problem has been widely studied in the past few years.
Consequently, a myriad of motion estimation algorithms have been proposed and studied.
In chapter 2, the basic concepts of motion estimation theory are described and the
foundations of motion estimation algorithms are explained. Finally, a survey of motion
estimation algorithms proposed in the literature is done
1.2.2 Motion estimation algorithms
Two motion estimation algorithms are implemented. One is a spatio-temporal
constraint method and it is based on the least squares criterion. The second algorithm is
based on the cross-correlation function of two images. In Chapter 3, the two algorithms
are introduced.
1.2.3 Filtering of experimental data
The images of interest are digitally sampled cloud images. These images might have
some artifacts that could affect the performance of the algorithms. Therefore, the images
should be low-pass filtered prior to applying motion estimation algorithms. In Chapter 4,
sample images are presented and the filter design methodology is discussed.
1.2.4 Motion estimation experiments
In Chapter 4 several experiments to measure estimation error are discussed. These
experiments give a quantitative measure of the accuracy and reliability of the algorithms.
They also serve as the basis for the comparison between the two motion algorithms
described in Chapter 3. The parameters used as metrics for the experiments are:
* Signal-to-noise ratio
* Block size
* Pre-filtered images
Chapter 2
Background
2.1 Introduction
A motion picture is composed of a sequential set of two-dimensional projections of a
three-dimensional visual field. A two-dimensional frame is obtained by projecting a three-
dimensional illumination function onto the two-dimensional plane of a camera and
sampling in both space and time. Each projection corresponds to the visual field at a
particular instant of time. The most distinct difference between a given image projection
and its predecessor is the motion of the objects within the scene. Motion estimation is
defined as determining the movement of objects within the image sequence. In this
chapter the motion estimation problem is defined and some of the most commonly used
and most simple algorithms are overviewed.
2.2 Problem Definition
The fundamental components of the motion estimation problem are illustrated on the
following block diagram
r(x,y,t)r[x,y,t] Motion v[x,y,t]
s(x,y,t) + r Sampling I MotionSampling Estimation
n(x,y,t)
Figure 2.1: Motion estimation problem
Where n(x,y,t) is Gaussian random noise, s(x,y,t) is the original signal, and r(x,y,t) is the
degraded observation.
The principal difficulty encountered in motion estimation is that it must be deduced
from brightness information. The problem is under-constrained and a unique solution
does not exist. Motion algorithms approach this problem by imposing restrictions on
motion and scene evolution.
An object can undergo different motion types. Uniform translation is one of the most
common motion types encountered in image sequences and it is the one considered in this
thesis. Other common types of motion include zooming, rotation and deformation. To
address the issue that the motion estimation problem is under-constrained, the most
common approach is to assume that over a small region of the image the velocity field is
constant.
2.3 Region matching algorithms
Region matching motion estimation is one of the most widely used methodologies.
The approach is to divide the image into small regions and search for the displacements
that best match possible regions in an adjacent frame. Region matching algorithms
can be described as follows:
min ({C(dx, dy, xo ,,to)= F[s(x,y, tos(x -dx,yo -d,,to +S t)] (2.1)d
where C(.) is a cost function associated with a two-dimensional displacement vector (dx
,dy) and F[.] is a function which measures the similarity between two shifted frames. The
objective is to determine the displacement vector (dx,dy) that minimizes the cost function.
Different approaches to region matching motion estimation have been presented. A
commonly used methodology searches for an estimate of the displacement that minimizes
the following expression
N 2(2.2)
min s(x., y.,to) - s(x. -dx -d )(2.2)
d,,dy I
Netravali and Robbins [5] used a pel recursive algorithm based on this formulation, which
uses a steepest-descent algorithm to minimize this function. Cafforio and Rocca [1] uses a
maximum likelihood algorithm based on the Viterbi algorithm.
Region matching algorithms can be very accurate. However, they also present some
problems. The primary drawback of region matching algorithms is their computational
complexity. Their computational requirements make region-matching methods not
suitable for most real-time applications. Another problem of region matching methods is
that they are sensitive to noise.
2.4 Phase difference methods
If we consider two two-dimensional images s(x,y) and g(x,y) where
g(x,y) = s(x-dx,y-dy) (2.3)
then their respective Fourier transforms are related by a phase linear shift. That is, given
S(wx,wy), the Fourier transform of s(x,y), the Fourier transform of the shifted version is
given by
s(x-d,y -dx) , S(w,)e [-j2(..+wyd) (2.4)
Suppose we have two frames at time instants to and tl, the unwrapped phase difference
between their corresponding Fourier transforms So(wx,wy) and Sl(wx,wy) is given by
(2.5)
If the unwrapped phase difference is computed at a discrete number of frequencies, an
over-determined set of equations is generated.
W Wyl 8(wxl1,w y1
2Wx2 y dx wx2 y2(
The primary drawback of phase difference algorithms is that they only apply to images
with uniform background and undergoing uniform motion. Another problem is that it
involves the computation of the unwrapped phase of the Fourier transform.
2.5 Spatio-temporal methods
The relationship between sequence of frames and a single image can be modeled
by the expression
s(x, y, t)= so (a(x, y, t)). (2.7)
where s(x,y, t) is a two-dimensional luminance function, so(a, (x,y, t)) is a three
dimensional luminance function, and a(x,y, t) is a motion description function.
o (Wx, Wy) - , (Wx, Wy ) = y (Wx, Wy) = -2r(wxdx + wd,)
The relation between the motion description functions and the signal is stated by a
partial differential equation.
as
vx (x, y, t) + v8x (2.8)
as as(x,y,t)- + - = 0y at
where vx(x,y, t) and vy(x,y, t) are the velocity field components and are defined as
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Cay a x
y at
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(2.9)
And
(2.10)
as
ax
as
ay
(2.11)
The problem of motion estimation consists on determining either the motion description
function or velocity field from a given signal.
Spatio-temporal methods are based on the assumption of simple translation motion,
which is one of the most common types of motion found in images. Uniform translation is
modeled by:
s(x,y,t) = so (x - vx(t - to),y - v, (t - to)) (2.12)
For simple translational motion Equation (2.8) has the form
ds as as
as -+ -+-= 0 (2.13)
& Ony at
The major problem with spatio-temporal algorithms is that the problem is ill-conditioned
if the image block being analyzed corresponds to an edge of the image. Also, computing
the spatio and temporal gradients of the image is difficult when there is aliasing or noise.
Several motion estimation algorithms have been proposed based on the spatio-temporal
equation. The least squares motion estimation algorithm developed by Martinez [2] and
implemented in this thesis presents a solution for the major problems.
Chapter 3
Motion Estimation Algorithms
These thesis focuses on two motion estimation algorithms. One of the algorithms is
based on the least squares criterion and it is an example of a spatio-temporal method. The
second algorithm is based on the cross-correlation function of two shifted images.
Chapter 3 discusses the mathematical foundations of these methodologies. The motion
estimation algorithms are to be applied on a block-by-block basis. That is, the images are
divided into small regions or blocks; typically of size 8 x 8 pixels. The algorithms are then
applied to each block and a velocity estimate is computed for each block. It is assumed
that each block is undergoing uniform translation. The input signals for the algorithms are
then blocks of two image frames.
3.1 Least squares motion estimation
Least squares motion estimation is based on Equation (2.13). The components of the
least squares motion estimation algorithm are illustrated in the following block diagram
r(x,y,t) r[x,y,t] v[x,y,t]
s(xyt)Sample Motion
+Estimation
n(x,y,t)
Figure 3.1: Least Squares motion estimation
3.1.1 Velocity Estimation
A given image will not satisfy the constraint given by Equation (2.13) exactly. The
right hand side will not be zero at some points of the image. The least squares estimator
minimizes this squared error. There are two different formulations of the minimized error:
discrete minimization formulation and continuous minimization formulation. Since it is
found that there are no major differences between these two methodologies [2], the
discrete minimization is used in all the experiments. The discrete formulation minimizes
the squared error at a set of N discrete points, where a typical value of N is 128 for 8x8
pixel blocks. The velocity estimates are then given by
as
rin v v
v,,, vy aP,
2as as
+ - A tP
The best estimate for the velocity components v are then determined by
W = yT
(3.1)
(3.2)
Where W and y are given by
1 2
1
1N P, _ kg
21 s
N JyJ
as as
as Ias
at a t P
(3.3)
(3.4)
3.1.2 Rank of matrix W
The matrix W may have rank 0,1, or 2. If it has rank 2, it is non-singular and the best
estimates for the velocity fields are given by Equation 3.2 But if the rank of W is 0 or 1
then the matrix is singular and a solution does not exist. The matrix W has rank 0 when
the image block's brightness is nearly constant. A block with constant intensity does not
give any information to the motion estimation algorithms. Therefore, it shouldn't be taken
into account when estimating motion. Rank 2 matrix W corresponds to an image block
where most samples lie along an edge. As it is well known, edges are a very common
feature in images. For an algorithm to be reliable it has to accurately estimate velocity
even in the presence of edges. This problem is addressed by Martinez and a solution was
proposed. The approach is to apply a singular value decomposition (SVD) to W. Since the
matrix W is positive semi-definite[2], the SVD representation is equivalent to the
eigenvector/eigenvalue decomposition. Therefore, W can be expressed as
T T- (3.5)
Where nmax and mn are the minimum and maximum eigenvalues of W and max and min
are the corresponding orthonormal eigenvectors. If W is singular, 0m = . Thus, the
matrix W is given by
W = T (3.6)
The velocity vector can then be expressed as
v = ,n= + a,= (3.7)
Therefore the velocity vector is computed as follows
An= )On= if A. > mnfST- i = (3.8)
W-1y otherwise
The threshold value for max >> " is implemented as max > 25i. [2]
3.1.3 Signal Estimation
In order to compute velocity estimates when W is non-singular, it is necessary to
compute the entries of W and y. These matrices depend on the spatial and temporal
gradients of the image. The commonly used approach is to compute them use pixel
differences for spatial derivatives and frame differences for temporal derivatives.
However, this methodology does not produce accurate estimates in the presence of
aliasing and noise. Since aliasing and noise are typical in motion picture sequences, an
alternative approach is necessary.
The approach proposed by Martinez [2] is to use a parametric signal model of the form
N
21
The available samples of the signal are used to estimate the model parameters {S, } entries
of W and y are computed from the signal
N
f(,t)= S, ,(F,t) (3.10)
This process can be viewed as a signal estimation problem. The observations are the
degraded signal r(x,t) and the estimated output is a continuous signal representation.
The signal Y(Y,t) depends linearly on the coefficients {S,}. Therefore, the
coefficients that minimize the mean squared error between the observed signal This
relationship is given by
min{ AstS-ir2 (3.11)
This involves solving a set of linear equations. The coefficients {S,} are then given by
s = (A, , A, )- ' AF = Q., (3.12)
Where A,t is given by
Aft = . .(3.13)
The basis functions selected to implement the algorithm are the ones proposed by
Martinez [2] . For N = 9, the basis functions are
4 (Y,t)= t
0(x,t)= xy
0, ,t)= x 030Y~, t)=
061 ( ) 2
, (Y,t)= t
(3.14)
Now that the coefficients {Sr} are
are computed as follows
estimated, the entries for the matrix W and the vector y
,, = (GXS) GXS
W12 W2(GXS GS
W22 (GSY GS
71, = -(GS GS
72 -(GYSYGS
(3.15)
Where
x, &x
Gx = . (3.16)
XPN &PN
Gy = . (3.17)
__p aPol
A Py PN
Ot at
G, = . (3.18)
t tPN
3.2 Cross-correlation motion estimation
Consider two-dimensional sequences, s(x,y) and g(x,y) . The cross-correlation function
is defined as
R,(n,n 2 )= Els(kk 2)g'(k, -n,k 2 -n)J (3.19)
For ergodic processes [5]
N N
R, (n
,
n2) = lim sknk
k =-N k2=-N
(3.20)
If g(x,y) is given by
g(x,y) = s(x - dx, y - d,)
The cross-correlation function is defined as
k N
R, (n , n ) = lim s(kk -n -dxk
N- k =-N k2=-N
(3.21)
(3.22)
-n 2 -dy)
Clearly, the maximum value of the cross-correlation function is when
n, =d x, n2 = d,
Therefore, if we calculate the cross-correlation function of two shifted images, the location
of the maximum value yields the displacement estimate that best aligns the images.
Chapter 4
Experimental Results
4.1 Filtering of Images
The main purpose of this thesis is to implement a reliable and accurate motion
estimation algorithm to estimate motion of cloud images. The velocity estimates are to be
used to get an estimate of the cloud top altitudes. The motion estimation algorithms will
be applied to cloud images taken from above by a camera on an airplane. The sample
image used for simulations is a cloud image taken from the Department of Atmospheric
Sciences of the University of Illinois at Urbana-Champaign. The image is an example of
Cumulonimbus cloud. A small region of the image is extracted and used as our
experimental data. The size of the resulting image is 125x125.
The image used is
Figure 4.1: Sample cloud image
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The pictures clearly show the image has some artifacts that might not be present in the
real images. Since one of the algorithms implemented is based on the correlation
function, these details might affect the performance of the algorithm. Therefore, to
perform the experiments as close as possible to the actual simulation, the degradation must
be removed. Let first look how the image looks in the frequency domain
Figure 4.2: Magnitude of the Fourier transform of the cloud image
The figures show that the energy of the signal is concentrated on the low frequency part of
the spectrum. There are some high-pass components that need to be removed. To remove
the degradation the images are filtered using a circular symmetric filter.
The filter is designed using the frequency transformation method. This filter design
method transforms a one-dimensional filter to a two-dimensional filter using a frequency
transformation function. The transformation function is the McClellan transformation [4],
and it is given by
T(w,,w 2)= - _ + COS + OS COSW 2 + cosw1 cosw 2  (4.1)
This transformation function has the property that it yields a two-dimensional filter with a
frequency response that is approximately circularly symmetric. An example of the
resulting two-dimensional filter using a one-dimensional low-pass filter with a cutoff
frequency of 7/2 is shown in the following figure.
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Figure 4.3: Two-dimensional low pass filter. (a) filter coefficients, (b) frequency response
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Figure 4.4: One-dimensional filter used in the frequency
transformation method: (a)filter coefficients, (b) frequency response
Some preliminary experiments are done using different cutoff frequencies.
The following figures show the filtered images for cutoff frequencies of 7/2, n/3, x/4
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Figure 4.5: Filtered Images; (a) original image, (b)(cXd) image
filtered with cutoff frequency (b) z/4, (c) x/3, (d) w/2
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The cutoff frequency to be used is n/2, since it removes the degradation and does not blur
the image significantly.
4.2 Motion Estimation Experiments
4.2.1 Introduction
In this chapter some experimental results are discussed. These results give a basis for
the comparison of the two motion estimation algorithms studied. The first experiments
give a measurement of the RMS motion estimation error as a function of signal-to-noise
ratio. Experiments are also done to measure how the algorithms perform with different
block size. Histograms are presented, which illustrate the probability density function of
the estimation error. Also, histograms serve to illustrate how the estimates are distributed
over the blocks.
After the cloud images are filtered, they are now adequate to be used in the motion
estimation simulations. We want to obtain a quantitative measure of the estimation error
of both algorithms to be able to compare them in terms of accuracy and reliability. We
also want to determine the best parameters for the actual simulations. The parameters to
study are the block size, and the cutoff frequency filter to use when low-pass filtering the
images.
4.2.2 Noise free motion estimation
The first set of experiments shows how the algorithms perform under ideal conditions:
zero noise and zero velocity everywhere. The experiment was performed using 8x 8
blocks. A velocity estimate is computed for each block. The following figure presents a
block error histogram for the least squares algorithm
35,
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Figure 4.6: Least squares block error histogram: Zero noise, zero displacement, x
direction
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Figure 4.7: Least squares block error histograms. Zero noise, zero displacement,
y direction
From the histograms in Figures 4.6 and 4.7 it is noted that the estimation error for the least
squares algorithm can be represented by a Gaussian distribution. Also, this histogram can
be interpreted as a bound for the accuracy of the least squares algorithm. The cross-
correlation algorithms yielded zero velocity everywhere.
4.2.3 Motion estimation error
The input signals to both algorithms are two image frames. For this set of experiments,
the original image is used as both frames. Therefore, the velocity is zero everywhere.
The experiment is done in the following way: random Gaussian noise with the same
variance is added to each image frame. The motion estimation algorithms are then applied
to the images using 8x8 blocks. The experiment is repeated using different noise
variances. The noise variances are selected so that we get the desired range of signal-to-
noise levels.
For our problem signal-to-noise ratio is defined as follows
SNR = 10log 0 S
n
(4.2)
where o2, is the variance of the random Gaussian noise being added to the image and a2s
is the variance of the original uncorrupted signal.
The range of signal-to-noise ratio is selected to be between -10db to +10db. This range
makes sure that the algorithms perform accurately under severe noise conditions.
For each signal-to-noise ratio, 100 estimates are obtained. The RMS estimation error at
each signal-to-noise ration is computed as follows:
100
RMS Errorx = V1O(V - x)2
RMSError, = , (v,- )2
(4.3)
(4.4)
37
The results for this set of experiments are illustrated in the following figures.
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Figure 4.8: Block average RMS Error (x direction)
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Figure 4.9 Block average RMS Error (y direction)
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The graphs in Figure 4.8 and 4.9 represent the block average motion estimation error.
From Figures 4.8 and 4.9 it is observed that the cross-correlation function algorithm is less
sensitive to noise than the least squares algorithms. The estimation error for the cross-
correlation function is always smaller than for the least squares over the whole SNR
values. Also, the cross-correlation function error tends to remain nearly constant as for
low SNR values.
Figure 4.8 and 4.9 correspond to the average block error in the image. Some insight
into the properties and performance of the motion estimation algorithms can also be
gained looking at the block error histograms shown in Figures 4.10 - 4.13. These
histograms show the performance of the algorithms for each block. The signal-to-noise
ratio in this experiment is 10db. These histograms can also help to identify regions of the
image where the algorithms do not work correctly and therefore should not be applied.
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Figure 4.10 Least squares block Error histogram (x direction)
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Figure 4.11: Least squares block error histogram (y direction)
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Figure 4.12: Cross-correlation block error histogram ( x direction)
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Figure 4.13:Cross-correlation block error histogram ( y direction)
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There are some observations that should be noted from the block error histograms
* The block estimation errors for the least squares and the cross-correlation methods are
clustered around the true displacement. However, the least squares estimation error
present a larger variance over the image blocks. This insight is also demonstrated in
Figures 4.8 and 4.9, where the block average error is significantly lower for the cross-
correlation algorithm.
* The histograms show some blocks where the motion estimate is not accurate. This is
true for both methods. One possible reason for these large errors is that the targeted
blocks have nearly constant brightness. Therefore, it is difficult for motion estimation
algorithm to measure movement. For the least squares, it might also be due to signal
modeling error. One approach to identify large error blocks is to calculate the mean
and standard deviation of the blocks' error. If the estimation error of a particular block
is more than one standard deviation away from the mean, then the motion estimation
algorithms should not be applied to this block.
4.2.4 Block size selection
The signal-to-noise ratio algorithms are performed using block sizes of 8x8, 12x12, and
16x16.
The following figures illustrate the results and how the performance of the motion
estimation algorithms changes with block size selection.
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Figure 4.14: Least squares block average RMS Error-Different Block Sizes ( x direction)
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Figure 4.15: Least squares block average RMS Error-Different block sizes (y direction)
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Figure 4.16 Cross-correlation block average RMS Error- Different block sizes ( x direction)
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Figure 4.17 Cross -correlation block average RMS Error-Different block sizes ( y direction)
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From the figures it can be noted that:
* When the signal-to-noise levels are high, there is not a significant difference in
the motion estimation error for the three different block sizes.
* When the signal-to-noise ratio is low, there is an improvement in the estimation
error as the block size increases. Block size of 16x 16 gives the best results for
the least squares. For the correlation algorithm, there is no significant
improvement in the estimation error.
4.2.5 Pre-filtered images
Since the images have noise, filtering the images might plausibly improve the quality
of the motion estimates. The images are filtered prior to applying the algorithm using a
low-pass filter designed as described in section 4.1 The cutoff frequencies used are 7/2,
t7/3,and 7t/4. The results are shown in the following figures:
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Figure 4.18 Least Square block average RMS Error-Pre-filtered images( x direction)
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Figure 4.19 Least Square block average RMS Error -Pre-filtered images( y direction)
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Figure 4.20: Cross -correlation block average RMS Error -Pre-filtered images( x direction)
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Figure 4.21 Cross-correlation block average RMS Error -Pre-filtered images( y direction)
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Several observations can be done from these figures:
* The estimation errors for both the least squares and the correlation algorithm are
similar for all cutoff frequencies used in the experiment. Therefore, the cutoff
frequency is not a critical parameter in the motion estimation problem
* There is no significant improvement in the estimation errors as a result of low-
pass filtering. This behavior is observed in both algorithms.
4.2.6 Summary of results
Based on the results of the motion estimation experiments several observation could be
made:
* For the type of images studied and the constraints imposed on the experiments, the
cross-correlation algorithm yields more accurate motion estimates than least
squares method.
* Low-pass filtering does not yield any significant improvement in the estimation
error of either algorithm.
* There is a slight improvement in the estimation error of both algorithms as the
block size increases.
Chapter 5
Summary and suggestions for future work
5.1 Summary
This thesis is concerned with the problem of motion estimation of cloud images. The
purpose and motivation of this work is to find motion estimation algorithms that
accurately and efficiently estimate motion of cloud images. The two algorithms discussed
and implemented are a least squares estimation method and a cross-correlation estimation
algorithm. Several experiments were performed to measure the performance of the
algorithms. The main observations were:
* The cross-correlation algorithm yields more accurate motion estimates than the
least squares algorithm.
* Low-pass filtering does not have a significant impact on the performance of the
algorithms.
* Using large block size slightly improves the estimation errors of both algorithms.
* Given a cloud image, there might be some regions for which the estimation
algorithms do not accurately estimate motion. These regions must be identified and
no estimate should be computed at that block. Rather, the velocity estimate should
be obtained by interpolation from blocks in the neighborhood of the region of
interest.
5.2 Suggestions for future work
The motivation of this work is to use motion estimation algorithms to obtain a
velocity estimate of cloud images. This velocity estimate is to be used to estimate the top
altitude of the clouds. The initial phase of the estimation problem is discussed in this
thesis. The problem of motion estimation of cloud images has to be further explored.
The performance of the algorithms must be proved using real data.
Regarding the motion estimation algorithms, one might want to perform further
experiments. The simulations performed for this work imposed the constraints of zero
displacement estimation and random gaussian noise. Some additional experiments of
interest are motion estimation under the presence of different types of noise and on images
undergoing actual motion, for which the view angles of cloud structures will be slightly
different between frames.
Appendix A
Matlab Code used to implement the
motion estimation algorithms
%* Programmer Name: Gricelis Zayas-Cedeno
%* Function Name: motEst.m
%* Description: This function implements the least squares
%* motion estimation algorithm.
%***********************************************************
function [v,j,r]= motEst(Iml,Im2)
%Iml,Im2-image frames
%change the two images into a vector sequence
r=mat2vec (Iml, Im2);
[n ,m]=size(r) ;
[nl,ml]=size(Iml);
% Signal Estimation Stage
A=zeros (1,9);
for t=1:1:2
for x=l:1:nl
for y=l:1:ml
% Create the basis vectors matrix
A=[ A; 1 x y t x*x y*y x*y x*t y*t];
end
end
end
[n,m]=size(A);
A=A(2:n, :);
%Find G
Gx=zeros (1,9);
Gy=zeros (1,9);
Gt=zeros (1,9);
for t=1:1:2
for y=1:1:nl
for x=1:1:ml
%Create the derivatives matrices
Gx=[Gx;0 1 0 0 2*x 0 y t 0];
Gy=[Gy;0 0 1 0 0 2*y x 0 t];
Gt=[Gt; 0 0 0 1 0 0 0 x y];
end
end
end
[n,m]=size(Gx);
Gx=Gx(2:n,:);
[n,m]=size(Gy);
Gy=Gy(2:n,:);
[n,m]=size(Gt);
Gt=Gt(2:n, :);
%Determine S
Q=inv (transpose (A) *A) *transpose (A);
% Compute the signal coefficients
S=Q*r;
j=A*S;
%Determine W and delta
W11=transpose(Gx*S)*Gx*S;
W21=transpose(Gx*S)*Gy*S;
W12=W21;
W22=transpose(Gy*S)*Gy*S;
deltal=-transpose(Gx*S)*Gt*S;
delta2=-transpose(Gy*S)*Gt*S;
% Velocity estimation stage
W=[W11 W12;W21 W22];
delta=[deltal;delta2];
% Compute the eigenvalues/eigenvector to determine if the
% samples lie within an edge of the image
[V, D]=eig(W);
% Get the maximum and minimum eigenvalues/eigenvectors
[dmax , Imax] =max (max (W));
vmax=V (:, Imax) ;
[dmin, Imin]=min(min(W)) ;
vmin=V (:, Imin) ;
alphamax=transpose(vmax)*delta/dmax;
alphamin=transpose(vmin)*delta/dmin;
%Compute the velocity estimates
if dmax>=25*dmin % if within an edge
v=alphamax*vmax;
else
% non-singular case
v=inv(W)*delta;
end
%* Programmer Name: Gricelis Zayas-Cedeno
%* Function Name: blockEst.m
%* Description: This function implements block-by-block
% motion estimation. It divides the image into blocks
% and applies a motion estimation algorithm to each block
function v = it(rl,r2,blockSize)
% Divide the image in blocks
[rows,cols]= size(rl);
s=min (rows, cols) ;
rlDis=zeros(rows,cols);
i=l;
for j=l:1:fix(s./blockSize)
for k=l:l:fix(s./blockSize)
rlBlock=rl(blockSize*j-(blockSize
1):blockSize*j,blockSize*k-(blockSize-1):blockSize*k);
r2Block=r2(blockSize*j-(blockSize-
1):blockSize*j,blockSize*k-(blockSize-1):blockSize*k);
v(:, i)=motEst (rlBlock, r2Block)
i=i+l;
end
end
%* Programmer Name: Gricelis Zayas-Cedeno
%* Function Name: filterIm2.m
%* Description: This function applies a circularly
% symmetric low-pass filter to an input image
function im2=filterIm2(iml);
imF=fft2 (iml) ;
imF2=20*loglO (abs(fft2(iml)));
imF2=imF2/max (max (imF2 ) ) ;
[n,m]=size(iml) ;
x=[-pi:2"pi/124:pi];
y=x;
%Design filter
b=firl(26,1/4);
h=ftrans2 (b);
H=fft2 (h,n,m);
imff=abs (H) .*imF;
im2=filter2 (h, iml);
%* Programmer Name: Gricelis Zayas-Cedeno
%* Function Name: mat2vec.m
%* Description: This function takes an image and transforms
% it to a vector
function r=mat2Vec(Iml, Im2)
[ml,nl]=size(Iml);
r=zeros (ml, 1) ;
for i=l:l:nl
r= [r; Iml (i, :) '];
end
for i=1:l:nl
r= [r; Im2 (i, :) '];
end
[n,m]=size(r);
r=r (ml+1: n, : ) ;
%* Programmer Name: Gricelis Zayas-Cedeno
%* Function Name: corrEst.m
%* Description: This function implements the cross-
%* correlation motion estimation algorithm
function v= corrEst(xl,x2,imagesize2)
% Interpolate input signal
xll=interp2(xl,2,'linear');
x22=interp2(x2,2,'linear');
XC1= xcorr2(xll, x22);
v=zeros (2, 1);
XC= (XC1);
[maximum, I] = max(max(abs(XC)));
imagesize=size(XC);
imagesize2=size(xll);
for I=l:imagesize(1)
for J=l:imagesize(2)
if XC(I,J) == maximum
imagesize2;
v(1)=ceil(imagesize(1)/2)-I;
v(2)=ceil(imagesize(2)/2)-J;
end
end
end
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