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nique uses a uniform, incremental change in feedback variables to infer top-of-atmosphere
(TOA) radiative ux changes.
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rst chapters explore the suitability of the linear radiative kernel technique for
large forcing scenarios. We show that kernels based on the present-day climate misesti-
mate TOA ux changes for large perturbations, translating into biased feedback estimates.
We address this issue by calculating additional kernels based on a large forcing climate
state with eight times present day CO2 concentrations. Dierences between these and
the present-day kernels result from added absorption of radiation by CO2 and water va-
por, and increased longwave emission due to higher temperatures. Combining present-dayand 8xCO2 kernels leads to signicant improvement in the approximation of TOA ux
changes and accuracy of feedback estimates. While climate sensitivity remains constant
with increasing CO2 forcing when the inaccurate present-day kernels are used, sensitivity
increases signicantly when new kernels are used.
Comparison of feedbacks in climate models with observations is one way towards un-
derstanding the disagreement among models. However, climate change feedbacks operate
on time scales that are too long to be evaluated from the observational record. Rather,
short-term proxies for greenhouse-gas-driven warming are often used to compute feed-
backs from observations. The third chapter of this dissertation examines links between
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scales for changes in surface temperature and climate variables, but not for TOA ux
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parison with the more accurate, but more computationally expensive, partial radiative
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1. GENERAL INTRODUCTION
1.1. Motivation
Although it may seem that anthropogenic climate change is a fairly recent concern
(Gajda, 2007), the idea that human activity can modify climate has been around for over
a century. In his 1896 research paper, Svante Arrhenius writes: \[T]he most important of
all the processes by means of which carbonic acid has been removed from the atmosphere
at all times, namely the chemical weathering of siliceous minerals, is of the same order of
magnitude as a process of contrary eect, which is caused by the industrial development
of our time, and which must be conceived of as being of a temporary nature."1
Arrhenius (1896) was the rst to calculate the temperature increase due to a doubling
of carbon dioxide concentrations in the atmosphere and, although more lucky than right,
came up with a result of 6 K, which remains a likely number. This value is referred to
today as climate sensitivity, \the global annual mean surface air temperature change ex-
perienced by the climate system after it has attained a new equilibrium in response to a
doubling of atmospheric CO2 concentration"2.
1Arrhenius, S. (April 1896) On the inuence of carbonic acid in the air upon the temperature of the
ground. The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science 5th Series,
Vol. 41, no. 251.
2Randall, D.A. and co-authors, 2007: Climate Models and Their Evaluation. In: Climate Change 2007:
The Physical Science Basis. Contribution of Working Group I to the Fourth Assessment Report of the2
Since Arrhenius, many more estimates of climate sensitivity have been made and although
our understanding of the climate processes governing this quantity has improved greatly,
an uncertainty surrounding the exact number remains. In 1979, the Charney report was
published, presenting a likely range of 1.5 - 4.5 K with the most probable value of 3 K
(Charney, 1979). The tools used in this report were primarily early versions of general
circulation models, as well as one-dimensional radiative-convective models, which gave
similar results. Four Intergovernmental Panel on Climate Change (IPCC) assessment re-
ports followed (Houghton et al., 1990, 1995, 2001; Solomon et al., 2007), which, as part
of synthesizing our knowledge on a broad range of topics related to climate change, also
present up to date estimates of climate sensitivity. The range agreed with the Char-
ney report for the rst three IPCC reports, with a slightly lower best estimate of 2.5 K
(Houghton et al., 1990, 1995, 2001) and was updated to 2 - 4.5 K with a best estimate of
3 K in the Fourth Assessment Report (AR4) (Solomon et al., 2007).
As Gregory et al. (2002) point out, these estimates are based on model simulations of
future climate and were obtained informally without correspondence to any particular
probability limits. GCMs, however, are not the only avenue to understanding climate
sensitivity. Other estimates can be, and have been, obtained using a variety of data
sources, including the instrumental record of the recent past and present and proxy data
for the more distant past (e.g. Koehler et al., 2011; Schmittner et al., 2011). Some of
these estimates and the uncertainty range associated with them are summarized in Figure
1.1 (modied from Knutti and Hegerl, 2008). The gray shaded areas represent the likely
range of climate sensitivity from AR4 (Solomon et al., 2007) and the black vertical line
represents its best estimate. The vertical red line corresponds to the climate response to
a doubling of CO2 in the absence of feedbacks in the climate system. This value, 1.2 K,
Intergovernmental Panel on Climate Change [Solomon, S., D. Qin, M. Manning, Z. Chen, M. Marquis,
K.B. Averyt, M. Tignor and H.L. Miller (eds.)] Cambridge University Press, Cambridge, United Kingdom
and New York, NY, USA, p. 629.3
is well constrained from energy balance considerations using the Stefan-Boltzmann law of
blackbody emission.
However, it only tells half the story of climate sensitivity, as is emphasized in Figure 1.1.
Adding feedbacks results in signicantly stronger warming than 1.2 K for all the dierent
estimates, providing an argument against the possibility of an overall negative feedback
that would dampen the CO2 induced temperature increase. The remainder of the warm-
ing that is likely to occur is related to feedback mechanisms resulting from changes in
temperature, water vapor, surface albedo and clouds.
1.2. Background
We are currently increasing the concentrations of greenhouse gases in the atmo-
sphere through our industrial emissions. These greenhouse gases, already present in the
atmosphere at concentrations that are vital to maintaining Earth's surface temperature
at livable levels, when increased further raise temperature through their ability to absorb
and thereby \trap" longwave radiation within the atmosphere. Longwave radiation is
emitted by the surface and atmosphere at their respective temperatures as a mechanism
of maintaining equilibrium with the incoming shortwave radiation from the sun. The sur-
face temperature necessary to maintain this equilibrium (absorbed shortwave radiation
= outgoing longwave radiation, OLR) is determined by the concentration of absorbing
molecules and clouds in the atmosphere as well as surface properties. In response to the
initial temperature increase a series of feedback mechanisms cause further changes in the
balance of shortwave and longwave radiative uxes, which in turn modies surface tem-
perature. Thus the nal surface temperature that results from an external perturbation
depends on both the perturbation itself, referred to as the forcing, and feedbacks within
the system.4
1.2.1 Radiative Feedbacks
The processes that feed back on to the initial temperature change include responses
to surface temperature changes of water vapor, atmospheric temperature, surface albedo
and clouds (NRC, 2003; Bony et al., 2006).
The water vapor feedback is the largest positive feedback in the climate system. The
Clausius Clapeyron relationship describes the exponential increase with temperature of
vapor pressure in equilibrium with a water surface (i.e. the warmer the air, the more water
vapor is needed to reach saturation). Water vapor is also the most important greenhouse
gas in the atmosphere. It absorbs longwave radiation emitted from the surface and emits
longwave radiation at its temperature. Some of this radiation returns to the surface, am-
plifying the initial warming.
Another positive, albeit smaller, feedback is related to changes in the extent of sea-ice and
snow cover in response to warming at high latitudes. Sea ice and snow have very high
reectivity, or albedo, while the albedo of the underlying surfaces, the ocean in particular,
is much lower. The result is a steep change in surface albedo, and an increased absorp-
tion of solar radiation. This added energy in the system amplies the initial temperature
change. This feedback is substantially smaller than the water vapor feedback when global
averages are considered, since the surface area it acts upon is much smaller.
A negative, stabilizing response comes from changes in surface and atmospheric temper-
atures. As stated by the Stefan-Boltzmann law of blackbody emission, the Earth surface
and atmosphere radiate longwave energy according to their respective temperatures. With
warming, the amount of longwave radiation that is emitted from the surface and atmo-
sphere, and that eventually leaves the top of the atmosphere and is lost to space, increases,
stabilizing atmospheric and surface temperatures. There are dierent ways to think of the
feedbacks associated with atmospheric and surface temperature. While we can evaluate
the eects of surface temperature and atmospheric temperature changes on TOA uxes5
directly, it is also common to rearrange these into the Planck response and lapse rate
feedback.
The Planck response is obtained by applying the change in surface temperature to all lev-
els in the atmosphere and considering its eect on OLR. The lapse rate feedback results
from decreases in moist adiabatic lapse rate with warming, which is the rate at which a
saturated air parcel cools with altitude when raised adiabatically (Wetherald and Manabe,
1986). Since the air in much of the tropics is near saturation, the moist adiabatic lapse
rate prevails in the tropics. The decrease in moist adiabatic lapse rate translates to a
larger temperature change in the upper troposphere than at the surface and to a stronger
increase in OLR than would occur if the lapse rate remained unchanged, producing a
negative feedback.
Clouds exert more complex eects on climate, which can produce both positive and nega-
tive feedback, depending on the type of cloud under consideration and how clouds change
with global warming.
Two processes with opposing eects compete with each other: the high reectivity of
bright cloud tops is a cooling eect, while the domination of OLR from cloud tops due
to masking of radiative uxes from below the cloud results in warming. If a cloud is
low, and thus the temperature dierence between cloud top and surface relatively small,
the albedo eect will dominate. For high clouds, however, which have a large dierence
between cloud top and surface temperature, the longwave ux eect will be larger. If
clouds change in such a way, then, that the albedo eect is strengthened, a negative cloud
feedback results. If the temperature eect is amplied by changes in clouds, the dominant
cloud feedback is positive. Our understanding of how clouds will change in a warming
world is still incomplete, complicated by diculties associated with both modeling and
observing clouds accurately at large scales. Thus, while most state of the art climate
models predict a positive overall cloud feedback, large uncertainties remain. Indeed, the6
cloud feedback has been identied repeatedly as the main contributor to the uncertainty
associated with climate sensitivity estimates.
Feedbacks are classied by the climate processes they feed back on. While the feedbacks
listed above are radiative feedbacks, other types of feedbacks result from changes in the
carbon cycle (Cox et al., 2000; Friedlingstein et al., 2006), ocean circulation and ocean heat
uptake, terrestrial vegetation and the hydrological cycle as well as atmospheric chemistry
(NRC, 2003). This dissertation will limit itself to the exploration of radiative feedbacks,
which modify the radiative ux balance at the top of the atmosphere.
1.2.2 The Radiative Kernel Technique
Mathematically, a feedback  can be thought of as the product of two derivatives:
 =
@R
@X
dX
dTs
(1.1)
The rst term is the response of TOA radiative ux R to a change in feedback variable X
(i.e. water vapor, temperature, surface albedo, or clouds). The second term is the change
in the feedback variable driven by the change in global average surface temperature. The
radiative kernel technique is a computationally ecient method to estimate  (Soden
et al., 2008; Shell et al., 2008). The assumption is made that R depends linearly on
changes in X, so that the rst term of Equation (1.1), referred to as the radiative kernel,
is constant. It can then be calculated based on any prescribed change in X and applied
to a multitude of feedback calculations without the need to repeat its calculation. The
feedback is obtained by multiplying the radiative kernel by the second term, the climate
response, which is the dierence in feedback variable between two climate states normalized
by the global average surface temperature change between these climate states. Kernels
are calculated using an oine radiative transfer model by perturbing feedback variable
elds for each month and at each grid point by a uniform, incremental amount. 1 K is used7
for surface and atmospheric temperature and 0.01 for surface albedo. For water vapor it
is common to use the change in the natural logarithm of specic humidity that results
from a 1 K temperature increase at constant relative humidity (Raval and Ramanathan,
1989; Soden et al., 2008). Although recent studies present calculations of cloud kernels
(Zelinka et al., 2012; Sanderson and Shell, 2012), the evaluation of cloud feedback using
kernels is complicated by nonlinearities introduced primarily by cloud overlap, and will
be omitted here. This dissertation investigates the limits of applicability of this technique
in two situations that remain relatively unexplored as of yet: large CO2 forcing scenarios
and sources of short term climate variability increasingly used as proxies to understand
long-term climate change.
1.3. Statement of the Problem
To understand the uncertainty in model and other estimates of climate sensitivity
(see Figure 1.1), it is instructive to examine the behavior of climate processes, or individual
climate feedbacks that together make up the climate's response to an external forcing.
There are several ways to compute these feedbacks from data, including the output of
climate models and observations. Studies of climate sensitivity and feedbacks involving
the analysis of large amounts of data are limited by the fact that accurate methods to
compute individual feedbacks are \very computationally expensive, that is to say slow"3.
More ecient methods generally have their own shortcomings, pointing to a trade-o
between eciency and accuracy. Such methods rely on assumptions that constrain the
range of their applicability. This is the case with the radiative kernel technique, which is
based on linearity, limiting its applicability to small perturbations.
To date, the method has mostly been applied to model experiments exploring perturbation
3Archer, D. and R. Pierrehumbert (eds.), 2011: The Warming Papers: The Scientic Foundation for
the Climate Change Forecast, Wiley-Blackwell, 432 pages8
on the order of +/- 2 K or CO2 doubling. More recent applications have included short-
term variability in the observational record (e.g. Dessler and Wong, 2009; Dessler, 2010;
Colman and Hanson, 2012) although the limits of its applicability have not been explicitly
tested.
I address this problem in this dissertation by specically testing the applicability of the
radiative kernel technique to two scenarios associated with potentially large TOA radiative
ux perturbations:
a) large CO2 forcing of up to eight times present-day concentrations and
b) seasonal cycle climate variability.
1.4. Organization of this Dissertation
This dissertation follows the manuscript format, and is a collection of three separate
research articles published or to be published in the peer-reviewed literature. Chapter one
oers an overarching introduction to the common theme of the three papers, chapters two
through four are the unmodied manuscripts themselves. Overall conclusions and their
signicance in the context of the common theme of the dissertation are briey summarized
in Chapter 5. Figures and tables can be found at the end of each chapter, while references
for all chapters are summarized in the bibliography at the end of the document.9
No feedback climate 
response: 1.2 K
FIGURE 1.1: Estimates of climate sensitivity from dierent sources and the associated
uncertainty. The red vertical line represents the well constrained surface temperature
response to a doubling of CO2 concentrations in the absence of feedbacks (Colman, 2003).
Modied from Knutti and Hegerl (2008).10
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2. CLIMATE FEEDBACKS IN CCSM3 UNDER CHANGING CO2
FORCING. PART I: ADAPTING THE LINEAR RADIATIVE
KERNEL TECHNIQUE TO FEEDBACK CALCULATIONS FOR
A BROAD RANGE OF FORCINGS.
2.1. Introduction
Greenhouse gas emissions today already exceed those predicted by all but the
highest-emission scenarios (Raupach et al., 2007). Walker and Kasting (1992) show that,
without reductions in CO2 emissions, atmospheric CO2 could reach concentrations as
high as 2200 ppmv, or eight times pre-industrial values, by the 24th century. With CO2
being the strongest positive radiative forcing of climate change (Forster et al., 2007), the
response of climate to such a large forcing deserves thorough investigation. The response
of climate, most commonly dened as the global average surface air temperature change,
to an external forcing (such as CO2 doubling) is referred to as climate sensitivity (Ran-
dall et al., 2007; Roe and Baker, 2007) and depends on radiative feedbacks in the climate
system.
Several previous studies have investigated the behavior of climate sensitivity in global
climate models (GCMs) for a wide range of forcing magnitudes. Colman and McAvaney
(2009) use the partial radiative perturbation (PRP) method (Wetherald and Manabe,
1988) to obtain individual radiative feedbacks from the Bureau of Meteorological Re-
search Center (BMRC) general circulation model simulations forced with CO2 concen-
trations varying between 1=16 and 32 times present day values. They nd a decreasing
climate sensitivity with increased CO2, mostly due to a weakening albedo feedback. The
PRP method is powerful and accurate. However, it requires repeated runs of an oine
radiative transfer model, making it computationally expensive.
Colman et al. (1997) propose a modied PRP approach to investigate the non-linear be-
havior of climate feedbacks resulting from globally uniform SST perturbations ranging12
between 2 K in the BMRC model. The consideration of higher order terms allows them
to evaluate non-linearities for individual feedbacks and estimate errors that would result
from using linear theory. They nd that the largest non-linearities are associated with
changes in lapse rate, water vapor and high clouds. Boer et al. (2005) investigate the
climate response to large variations in solar constant in the National Center for Atmo-
spheric Research (NCAR) Climate System Model (CSM) using the cloud radiative forcing
approach (Cess and Potter, 1987). They are able to distinguish between the clear and
cloudy sky as well as longwave (LW) and shortwave (SW) contributions to the feedback
parameter. This approach does not, however, allow for the quantication of individual
feedbacks. In contrast to Colman and McAvaney (2009) they detect an increase in climate
sensitivity with increasing forcing and a runaway warming for increases in solar constant
of 25% and above, which they attribute to changes in the shortwave cloud feedback.
All studies discussed above focus their analysis on only one GCM. While they contribute
to our understanding of the behavior of those particular models, due to the well known
spread in climate sensitivities and feedbacks among GCMs this does not necessarily trans-
late into increased understanding of the sensitivity of the actual climate system under
strong climate forcing. Model intercomparison studies, which could help advance such
understanding, are complicated by the fact that the current methods for the evaluation
of individual non-linear feedbacks are generally computationally very expensive.
Here, we explore the utility of the computationally more ecient radiative kernel tech-
nique (Soden et al., 2008; Shell et al., 2008) for this problem. This technique does make
use of the assumption that feedbacks behave linearly with respect to the climate state.
The linearity assumption has been shown to be valid for perturbations on the order of
magnitude of 2xCO2 by Shell et al. (2008), who calculated a kernel using the Commu-
nity Atmosphere Model version 3 (CAM3). Further applications of the kernel technique
include the work of Dessler et al. (2008), who computed the water vapor feedback from13
observations of present day climate uctuations, and Sanderson et al. (2009), who ana-
lyzed a large ensemble of transient model simulations with perturbed physical parameters
relating to atmosphere, ocean and the sulfur cycle. The CO2 forcing used by all these
studies is limited to observed and Special Report on Emission Scenarios (SRES) A1B
scenario-based CO2 concentrations, not exceeding CO2 doubling.
The kernel technique has not been tested on larger forcings thus far. It is however gener-
ally accepted that non-linearities become relevant with increasing forcing (Colman et al.,
1997). In this study we attempt to extend the technique to be used for a wider range of
forcings, using a set of long Community Climate System Model version 3 (CCSM3) sim-
ulations forced with instantaneous doubling, quadrupling and octupling of CO2. We rst
compare top-of-atmosphere (TOA) ux changes between experiment and control simula-
tions to those derived using radiative kernels. We nd increasing disagreement between
ux changes with rising CO2 concentration, suggesting increasing non-linearity in uxes,
which the standard linear kernel technique omits. To address this issue we compute a
new set of kernels, based on an 8xCO2 climate state. Flux changes computed using a
combination of this and the original kernel show much better agreement with model ux
changes. We discuss the dierences between these two sets of kernels as well as implica-
tions for feedbacks obtained using the dierent kernels.
The focus of this paper is the applicability of the radiative kernel technique to GCM sim-
ulations with large climate forcing. A more in-depth analysis of the behavior of individual
feedbacks with increasing CO2 forcing in CCSM3 is presented in Jonko et al. (2012b).
Note that other types of feedbacks, for example due to changes in the carbon cycle, also
aect the nal climate response (Cox et al., 2000; Friedlingstein et al., 2006). However,
the feedbacks discussed in the following are associated with physical changes in response
to specied CO2 only, since the version of the GCM we use does not include an interactive
carbon cycle.14
2.2. Model Data
We use the low-resolution version of the NCAR Community Atmosphere Model,
version 3 (CAM3), which is truncated at T31 (3:75 3:75) with 26 vertical levels in the
atmosphere (Collins et al., 2006; Yeager et al., 2006). This version of CAM is known to
have a low climate sensitivity in comparison with other GCMs (Kiehl et al., 2006). The
climate base states for kernel calculations were obtained from CAM3 simulations coupled
to a slab ocean model, while the kernels themselves were calculated with the oine ra-
diative transfer model component of CAM3 (Collins et al., 2006). The model uxes and
feedback variables used in the clear-sky test in Section 2.4. and for feedback calculations
in Section 2.6. come from simulations with the Community Climate System Model, ver-
sion 3 (CCSM3), where CAM3 is coupled to a full depth ocean with a nominal horizontal
resolution of 3 and 25 vertical levels (Danabasoglu and Gent, 2009). The control run is
forced with the observed 1990 CO2 concentration of 355 ppmv. The instantaneous forc-
ing increases to 710, 1420 and 2840 ppmv respectively in the 2xCO2, 4xCO2 and 8xCO2
simulations. Since data for all four simulations are available up to year 1450, we analyze
the 100 year period from year 1351 to year 1450. By model year 1450, the global mean
surface air temperature has increased by 2.3 K in 2xCO2, 4.8 K in 4xCO2 and by 8.0 K
in 8xCO2 compared with the control run.
2.3. Radiative Kernel Technique
An increase in surface air temperature Tas resulting from a positive forcing G leads
to increased outgoing LW radiation (F) in the atmosphere. If the net TOA radiative
ux, excluding the forcing itself, is R = Q   F, where Q is the absorbed SW radiation,15
then G =  R in equilibrium. Along with changes in F, Tas also induces changes in
other climate variables that then act to either amplify or dampen the initial temperature
change. Thus, the equilibrium sensitivity of climate to a forcing depends not only on the
forcing itself, but also on radiative feedbacks due to changes in temperature, water vapor,
albedo and clouds (Shell et al., 2008):
G =  R =  Tas (2.1)
Individual feedbacks can be obtained from a linear decomposition of the feedback param-
eter  according to Zhang et al. (1994).
 =
@R
@Ts
dTs
dTas
+
@R
@T
dT
dTas
+
@R
@ln(q)
dln(q)
dTas
+
@R
@
d
dTas
+
@R
@C
dC
dTas
+ Re (2.2)
where Tas stands for global average surface air temperature, Ts is surface temperature, T
is atmospheric temperature, ln(q) is the natural logarithm of specic humidity, represent-
ing the water vapor feedback,  is surface albedo, C stands for clouds, and Re is a residual,
which is expected to be small for small climate perturbations (Zhang et al., 1994). The
sign convention we use is such that a positive ux change corresponds to a warming. This
linear decomposition is essentially a Taylor series expansion, where all higher order terms
have been neglected. Other decompositions are equally valid. It is common, for example,
to split the atmospheric temperature feedback into a lapse rate feedback and a Planck
response (Colman and McAvaney, 2009; Soden et al., 2008).
Using the radiative kernel technique the two terms constituting each feedback in Equation
(2.2) are computed separately. The radiative kernel, @R=@Xi, where Xi = (Ts;T;ln(q);),
is the response of TOA radiative uxes to incremental changes in feedback variables, re-
ferred to as standard anomalies. dXi=dTas, is the climate response, i.e. the response
of feedback variables to changes in global average surface air temperature. The radia-16
tive kernel is calculated by perturbing an oine radiative transfer model by a standard
anomaly in feedback variable @Xi and computing the change in TOA radiation due to
that perturbation.
Here, we use the oine radiative transfer model from CAM3 (Collins et al., 2006) to com-
pute kernels. The climate base state for kernel computation is obtained from a present
day control simulation of CAM3 coupled to a slab ocean model. The fact that a slab
ocean model rather than a fully coupled model is used to derive the base state may result
in a slightly dierent kernel than would be obtained using a fully coupled model, since
the impact of ocean dynamics is excluded. However, using the fully coupled model to
compute the base state would lessen the advantage of the radiative kernel technique be-
ing a computationally ecient method. Further, previous studies have shown that the
climate sensitivities of CAM and CCSM are comparable (Danabasoglu and Gent, 2009).
For comparison with the fully coupled model, the climate sensitivity is 2.3 K (Kiehl et al.,
2006) with respect to CO2 doubling and 7.9 K with respect to CO2 octupling.
We calculate changes in TOA uxes by running the radiation model twice - with input
data from the base state and then perturbing the feedback variable under consideration
at each grid point, pressure level and time step (3 hours) - and taking the dierence be-
tween the uxes obtained from each simulation. We use standard anomalies of 0.01 for
the surface albedo and 1 K for both surface and air temperature. Rather than using a
uniform specic humidity perturbation for the water vapor kernel, we compute the change
in the natural logarithm of specic humidity corresponding to a 1 K temperature pertur-
bation at constant relative humidity. We use the natural logarithm ln(q) based on the
near proportionality of the absorption of radiation by water vapor to ln(q) (Raval and
Ramanathan, 1989). The radiative kernel is dened as the TOA ux dierence, divided
by the standard anomaly.
The climate response is the dierence in climate variables between the experiment and con-17
trol GCM simulations, normalized by the global average surface air temperature change.
We obtain TOA ux anomalies for the 3D variables temperature and water vapor by rst
combining the kernel with the climate response and then summing over the vertical levels
of the atmosphere to obtain the total eect. To calculate feedbacks, we sum only over the
layers of the tropopause. The tropopause as a function of latitude ' is approximated by
100 hPa + 200 hPa j'j=90, varying between 100 hPa at the equator and 300 hPa at the
poles.
Because of non-linearities introduced primarily by cloud overlap, we cannot evaluate the
cloud feedback directly using a cloud kernel. The kernel technique can be used to obtain
an improved estimate of cloud feedback from the change in cloud radiative forcing (Shell
et al., 2008). The details of this calculation are not the focus of the present study, but we
discuss cloud feedbacks in large forcing experiments in Jonko et al. (2012b).
2.4. Clear-sky Linearity Test
The kernel technique presumes a linear relationship between changes in feedback
variables and changes in TOA radiation. Although the applicability of the radiative
kernel technique to large forcings has not previously been tested, there is no physical
basis for assuming linearity at large forcings. To examine at what forcing magnitude the
linear relationship breaks down, we perform a clear-sky linearity test (Shell et al., 2008),
comparing TOA ux anomalies derived from model simulations with those derived from
kernels. A disagreement between the ux anomalies calculated using the two methods
indicates that the kernel does not adequately approximate clear-sky TOA ux changes
between the experiment and control model simulations. Agreement between the ux
anomalies, however, provides a necessary, but not sucient condition, since we cannot
exclude compensating errors.18
We consider the SW and LW components of the clear-sky ux anomalies separately. To
obtain these from model simulations, we dierence the TOA SW and LW clear-sky uxes
from the experiment (EXP) and control (CNTL) simulations, Q0
c(model) = Q0
c;EXP  
Q0
c;CNTL and F0
c(model) = F0
c;EXP   F0
c;CNTL. These ux changes, denoted by a prime,
dier from ux changes obtained using the kernel technique in that they already include
the forcing G.
R0 = R + G (2.3)
Equivalent ux anomaly values can be obtained by summing the individual clear-sky
anomalies produced by changes in each feedback variable obtained using kernels.
Q0
c(kernel) =
@Qc
@ln(q)
ln(q) +
@Qc
@
 + Gc;SW (2.4)
F0
c(kernel) =
@Fc
@ln(q)
ln(q) +
@Fc
@Ts
Ts +
@Fc
@T
T   Gc;LW (2.5)
The SW ux anomaly consists of contributions from surface albedo and SW water vapor
changes, while the LW ux anomaly includes contributions from LW water vapor, surface
and air temperature changes. Both SW and LW ux anomalies also include a CO2 forc-
ing term, which is strictly speaking not a feedback, but is included in the test because
it contributes to the total energy budget of the climate system (Shell et al., 2008). The
SW forcing term is negligible compared to the LW forcing term, but is included here for
completeness.
Results of the clear-sky test for the three doublings 2xCO2-CNTL, 4xCO2-2xCO2 and
8xCO2-4xCO2 are shown in Figure 2.1. Flux changes resulting from the dierent forc-
ing cases have been normalized by Tas for plotting. The top part of Figure 2.1(a-c)
shows zonally averaged SW ux changes. These are positive everywhere and dominated
by contributions from high latitudes, where albedo changes due to melting sea ice and
snow result in increased absorption of solar radiation. SW clear-sky ux changes increase19
with increasing forcing in the Northern high latitudes, while they initially remain constant
and then decrease in the Southern high latitudes. Since we use the same kernel for all
three doublings, these changes are associated with changes in feedback variables, primar-
ily albedo. While the albedo change increases with each CO2 doubling in the Arctic, it
decreases in Southern high latitudes, where the largest decrease in albedo, correlated with
the strongest melting of sea ice, occurs for the rst doubling, 2xCO2-CNTL. There is good
agreement between the GCM- and kernel-derived ux anomalies except in the northern
high latitudes, where the kernel increasingly overestimates the TOA ux change. Glob-
ally averaged, this overestimate amounts to 0.03 W m 2 K 1 for 4xCO2-2xCO2 and 0.05
W m 2 K 1 for 8xCO2-4xCO2 (Table 2.1). Shell et al. (2008) found an underestimation
of the clear-sky SW ux anomaly in their analysis of climate feedbacks in CAM. This
discrepancy is explained by the fact that the surface albedo feedback, which contributes
most to the SW ux change, is somewhat non-linear and depends on the magnitude of the
standard anomaly. Shell et al. (2008) use a standard anomaly of 0.001, one order of mag-
nitude smaller than the one used here, which results in a smaller surface albedo feedback.
Since the albedo feedback is conned to the polar regions, the bias introduced by this
non-linearity is rather small on the global average. However, its existence does call into
question the robustness of albedo feedback calculations, especially at high latitudes (Kay
et al., 2011).
The LW clear-sky ux changes ( F) are positive in the tropics and negative in mid
and high latitudes (Fig. 2.1d-f). A positive ux change corresponds to a warming eect,
or a decrease in OLR. Thus, LW feedbacks and forcings lead to warming in the tropics
and cooling in the extratropics. While for 2xCO2-CNTL the kernel-derived zonal ux
anomalies are in relatively good agreement with the model anomalies, the kernel-derived
anomalies are clearly more negative than GCM-derived values for 8xCO2-4xCO2. The
global average dierence between the normalized ux anomalies is -0.05 W m 2 K 1 for20
2xCO2-CNTL, -0.32 W m 2 K 1 for 4xCO2-2xCO2 and -0.60 W m 2 K 1 for 8xCO2-
4xCO2 (see Table 2.1). The kernel-derived ux changes are shifted toward more negative
values throughout all latitudes. To ensure the robustness of these calculations, we have
repeated them using 50 year (years 1401-1450), 100 year (years 1351-1450) and 500 year
(years 951-1450) averages and obtained consistent results.
The magnitude of the residual Re in Equation (2.2) for clear-sky conditions can be esti-
mated using the feedback parameter calculated based on kernels,
c;k =
X
i
@Rc
@Xi
dXi
dTas
; (2.6)
and a feedback parameter derived from model uxes. Combining Equations (2.1) and
(2.3), we obtain
c;m =
R0
c   Gc
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=
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 
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: (2.7)
We compute Gc using the kernel technique. We run the oine radiative transfer model
with present day and doubled CO2 concentrations, and then take the dierence in TOA
uxes between the two runs. Re in % is the normalized dierence between the feedback
parameters,
Re =
c;k   c;m
c;m
(2.8)
We nd the residual for 2xCO2-CNTL to be 9%, comparable to the value of 10% obtained
by Shell et al. (2008). Re increases to 41% for 4xCO2-2xCO2 and 49% for 8xCO2-4xCO2.
Thus, the linear kernel based on the present day climate does not adequately reproduce
ux anomalies in response to forcings of 4xCO2 and larger.21
2.5. 8xCO2 kernel
The increasing discrepancies between the model- and kernel-derived ux changes in
the clear-sky test show that, especially for LW uxes, @R=@Xi is not a constant. The kernel
depends on the radiation model used to calculate it as well as the standard anomalies
and the climate base state. Soden et al. (2008) have shown that kernels are relatively
insensitive to the choice of radiative transfer model. Hence, we focus on their sensitivity
to the climate base state used to calculate them. We use the same model and standard
anomalies as were used to compute the present day kernels to calculate a new set of kernels
using an 8xCO2 climate base state. This new base state is derived from a CAM3 slab
ocean model simulation forced with instantaneous octupling of CO2 and run for 65 years.
All other parameters being equal, dierences in kernels are inferred to be due solely to
dierences in climate base state.
Comparison of 1xCO2 and 8xCO2 climate base states
Compared with the present day base climate, the new 8xCO2 climate is character-
ized by substantially higher global average surface and atmospheric temperatures. Global
average Ts rises by 7.9 K, with the largest increases at high latitudes. Atmospheric tem-
peratures increase most in the tropical upper troposphere, while the stratosphere cools.
Specic humidity increases throughout the atmospheric column - with the strongest in-
creases near the surface, as one would expect from Clausius Clapeyron -, while the relative
humidity eld exhibits regions of both increase and decrease throughout the troposphere.
A strong decrease in sea-ice fraction in the high latitudes of both hemispheres leads to
a slight decrease in global average surface albedo. Finally, the vertically integrated total
cloud fraction increases. This increase is explained by an increase in high cloud fraction,
while mid- and low-level cloud fractions decrease on a global average.22
Comparison of 1xCO2 and 8xCO2 kernels
Figure 2.2 shows 1xCO2 kernels, while dierences between the 1xCO2 and 8xCO2
kernels are depicted in Figure 2.3. In both gures, a through f are latitude-pressure plots of
the zonal average water vapor and air temperature kernels and kernel dierences (8xCO2
- 1xCO2) in units of W m 2 per 100 hPa for clear-sky (top) and all-sky (bottom) con-
ditions. For the two-dimensional surface temperature and albedo kernels, clear-sky and
all-sky kernels and dierences in W m 2 are plotted together, see Figures 2.2 and 2.3 g-h.
In an attempt to further narrow down which changes in the base state are responsible for
the dierences in kernels, we calculate hybrid kernels from a series of mixed base states
where all variables but one come from the 1xCO2 climate. That variable is then substi-
tuted from the 8xCO2 climate. These substitutions are made at each time step (every 3
hours) and at each grid point. Zonal averages of these hybrid kernels are compared with
the 1xCO2 and 8xCO2 kernels in Figures 2.4 and 2.5. Figure 2.4 shows clear-sky LW
kernels, while Figure 2.5 shows clear-sky SW kernels, as well as the all-sky albedo kernel.
For most of the plots, we focus our attention on the clear-sky hybrid kernels, since in
the all-sky case, the calculations of hybrid kernels are complicated by clouds. Clouds do
not depend on a single model variable, and as such their eect can only be examined by
substituting several variables simultaneously. The variables we use include cloud fraction,
emissivity, in-cloud ice and liquid water paths, and eective liquid droplet and ice particle
radii. Other variables, such as T, are likely to also impact clouds in the radiation model.
However, using a large number of variables detracts from the purpose of these calcula-
tions, which is to isolate the impacts of individual variables on the kernel. Substituting
the variables listed above, we nd that the cloud hybrid kernels contribute signicantly to
the dierence between 1xCO2 and 8xCO2 kernels only for albedo, shown in Figures 2.5e
and f.
The solid lines in Figures 2.4 and 2.5 represent the 1xCO2 kernel (black) and 8xCO223
kernel (red). For the LW kernels in Figure 2.4 we consider substitutions of specic hu-
midity (green dashed line), T (gray dotted line), Ts (purple dotted line) and CO2 (light
blue dash-dotted line). For the SW kernels in Figure 2.5 we substitute the albedo (orange
dash-dotted line), specic humidity and temperature (green dashed line) and clouds (gray
dotted line). Specic humidity and temperature need to be substituted simultaneously
for the SW kernels, since both variables are used by the radiation model to determine rel-
ative humidity, which in turn is used in aerosol calculations. Changing specic humidity
alone results in a mismatch between water vapor and temperature elds, and in a bias
in aerosols, which translates into biased SW uxes. The albedo is composed of solar SW
direct and diuse and LW direct and diuse albedo terms. In conjunction with the albedo
variables, we have also substituted ice fraction and snow height over land, although those
variables have no impact on the kernel we calculate. The remaining base state variables,
namely surface pressure and land fraction also do not impact kernel calculations.
The clear-sky dierences between present day and hybrid kernels combine linearly to give
the dierence between the present day and 8xCO2 kernels (bottom panels of Figures 2.4
and 2.5). For the all-sky albedo kernel, adding the cloud hybrid kernel also results in
good agreement (Fig. 2.5f). An issue to consider when making these substitutions is
the decorrelation of elds, which results from substituting a eld from one climate into
another at short time intervals. In the PRP method this issue can be resolved by using
a 2-sided approach where the average of substitutions in both directions between the two
climates is considered. This is not feasible in the present case, since we are combining a
eld substitution with a uniform perturbation of a feedback variable. However, because
the sum of hybrid kernel dierences and the 8xCO2 kernels show good agreement, we as-
sume that the decorrelation of elds is not a signicant issue in the calculations presented
here.
The LW water vapor kernel (Fig. 2.2a-b) is positive almost everywhere, meaning that24
an increase in specic humidity leads to more absorption of upwelling LW radiation in
the atmosphere. The largest contributions come from the tropical troposphere, where
moist conditions enhance absorption through self-broadening of water vapor absorption
lines (Soden et al., 2008). The kernel increases in magnitude in an 8xCO2 climate, mean-
ing that OLR decreases more due to the same standard anomaly (Fig. 2.3a-b, black and
red lines in Fig. 2.4a-b). The largest changes occur in the upper troposphere and at high
latitudes, with another small maximum in the tropical mid-troposphere. Thus, changes
in water vapor are more ecient at trapping radiation in the troposphere in the 8xCO2
climate, which has higher concentrations of greenhouse gases. Figure 2.4a shows that
the increase in water vapor kernel can be attributed to changes in water vapor and sur-
face temperature. Substituting 8xCO2 specic humidity increases LW absorption and
strengthens the water vapor kernel. Changing the surface temperature also increases the
kernel magnitude by increasing the amount of upwelling radiation from the surface to
be absorbed by water vapor. Substituting 8xCO2 air temperature increases OLR and
thus decreases the kernel, particularly in the tropics. To a lesser extent, changing CO2
also decreases the kernel, since the increased absorption by CO2 decreases the amount
of upwelling radiation available for absorption. The kernels and patterns of change are
fairly similar for clear-sky and all-sky kernels. Under all-sky conditions cloud masking is
responsible for a decreased kernel magnitude (Fig. 2.2b) and decreased dierence between
1xCO2 and 8xCO2 kernels (Fig. 2.3b), in particular near the surface.
The SW water vapor kernel is associated with the absorption of solar radiation by water
vapor, with maximum ux changes over snow and ice covered areas under clear-sky con-
ditions (Fig. 2.2c). The high reectivity of these surfaces means that more SW radiation
is available for absorption by water vapor. Clouds increase the magnitude of the SW
water vapor kernel in low latitudes because they too increase the atmospheric radiation
pathlengths through reection. For the 8xCO2 base state, the clear-sky SW water vapor25
kernel decreases in areas where sea ice and snow melt, reducing reected SW radiation
(Fig. 2.3c). Increases in high cloud amount, as well as in tropical convective clouds, lead to
an increase of the all-sky SW water vapor kernel where these clouds are present (Fig. 2.3d).
Note that the kernel and changes in kernel are an order of magnitude smaller than for the
LW water vapor kernel. Figure 2.5a shows that zonal average dierences between 1xCO2
and 8xCO2 kernels are conned to high latitudes and explained by changing albedo in the
Northern Hemisphere and changing specic humidity in the Southern Hemisphere.
The 1xCO2 clear-sky surface (Fig. 2.2g) and air temperature (Fig. 2.2e) kernels are nega-
tive, since rising temperatures lead to more OLR. While more LW radiation is emitted by
the surface in the 8xCO2 case, less of it has an eect at the top of the atmosphere, because
more of it is absorbed by higher concentrations of greenhouse gases now present in the
atmospheric column, resulting in a decrease in Ts kernel (the negative kernel becomes less
negative, Fig. 2.3g). Figure 2.4e shows that in the tropics this decrease is largely due to
higher concentrations of water vapor. In the mid and high latitudes, the combination of
increased water vapor and CO2 concentrations leads to an overestimate of this decrease,
which is balanced by an increase in kernel due to higher surface temperatures.
The clear-sky air temperature kernel increases in magnitude in the upper troposphere and
exhibits areas of decrease close to the surface in the 8xCO2 climate (Fig. 2.3e). Increases
in temperature at all levels throughout the troposphere increase OLR, but increases at
higher levels have a stronger eect, since the upwelling radiation has to pass through less
atmosphere to reach the TOA. The net eect at the top of atmosphere is an increase
in clear-sky T kernel. In the tropics, this increase is due largely to increased amount of
OLR emitters (water vapor) (Fig. 2.4c) while in the mid and high latitudes, increasing
atmospheric temperatures and specic humidity contribute equally to increased kernel
magnitude. All-sky changes are negative in the upper troposphere, with positive values
near the surface, where increases in upwelling LW radiation are masked by changes in26
emission from cloud tops (Fig. 2.3f).
The surface albedo kernel (Fig. 2.2h) is negative, i.e. an increase in albedo leads to more
reection and thus a decrease in absorbed solar radiation. The eect at the TOA of a uni-
form albedo change is largest in the tropics, where incident solar radiation has a maximum
(Fig. 2.2h). The positive change in clear-sky kernel from present day to 8xCO2 implies a
decrease in the kernel that is well correlated with a decrease in downwelling solar radia-
tion (Fig. 2.3h). In the tropics and mid latitudes, this decrease is due solely to changes
in specic humidity (Fig. 2.5c), leading to more absorption of incoming solar radiation
in the atmosphere and decreasing the amount of solar radiation available for reection at
the surface. In high latitudes, a decrease in albedo due to melting snow and sea ice also
contributes to the decrease in kernel. When clouds are included in kernel calculations,
the dierences between 1xCO2 and 8xCO2 kernels are positive in the tropics and high
latitudes with negative areas in the midlatitudes (Fig. 2.3h). These large zonal variations
in kernel dierences indicate a strong masking of albedo and water vapor changes by cloud
changes. These cloud changes account for roughly half of the kernel change in the tropics
and mid latitudes, and for most of the change in the southern high latitudes (Fig. 2.5e).
Repeating the clear-sky linearity test for the 8xCO2-4xCO2 doubling using the 8xCO2
kernels results in substantially better agreement with global average model ux anomalies
(Table 2.1, Fig. 2.6c-d). For the 4xCO2-2xCO2 doubling, we use an average of both ker-
nels, which also improves agreement with model ux anomalies (Table 2.1, Fig. 2.6a-b).
We expect that calculating a 4xCO2 kernel would further improve this agreement. How-
ever, this would detract from the advantage of the radiative kernel technique, which lies
in its computational eciency.
Repeating the calculation of the residual Re with the new kernels, we nd that Re remains
close to 10% for all three doublings. Hence, at least under clear-sky conditions, additional
kernels computed using a dierent forcing base state can be used to overcome the linearity27
limitation of the kernel technique and apply it to large forcings.
2.6. Impacts of kernel dierences on feedbacks
To evaluate the sensitivity of feedback estimates to the dierences in kernels de-
scribed in the previous section, we compare 8xCO2-4xCO2 feedbacks computed using the
original 1xCO2 kernel and those calculated with the 8xCO2 kernel. The sensitivity of
feedbacks to forcing magnitude is examined in detail in Jonko et al. (2012b). Feedbacks
are calculated by combining the kernels with dierences in feedback variables between
experiment and control model simulations, normalized by the global average change in
surface air temperature. We use CCSM3 simulations described in Section 2.2., averaging
the last 100 years (1351 - 1450) to calculate long term average feedbacks, shown in Ta-
ble 2.2. As for the clear-sky test, we have calculated 50, 100 and 500 year averages to
verify that these feedback magnitudes are robust.
Increasing surface and atmospheric temperatures lead to an increase in OLR, which sta-
bilizes the climate system, resulting in negative surface and atmospheric temperature
feedbacks. Note that we have dened the feedbacks to include the Planck response of the
climate system to increased CO2 concentrations (Bony et al., 2006). When the 1xCO2
kernel is used with the 8xCO2-4xCO2 climate response, the all-sky Ts feedback remains
approximately constant, increasing only slightly in magnitude from -0.65 W m 2 K 1 for
2xCO2-CNTL to -0.67 W m 2 K 1 for 8xCO2-4xCO2. The new 8xCO2 kernel includes
increased greenhouse gas concentrations in the atmospheric column, which diminish the
eect of upwelling LW radiation from the surface at the TOA. Thus, the Ts response
decreases to -0.49 W m 2 K 1 for 8xCO2-4xCO2. The all-sky temperature feedback
increases in magnitude with increasing forcing. This increase is larger using the 8xCO2
kernel (from -2.77 W m 2 K 1 for 2xCO2-CNTL to -3.00 W m 2 K 1 for 8xCO2-4xCO2)28
than using the 1xCO2 kernel (from -2.77 to -2.88 W m 2 K 1) since the 1xCO2 kernel
underestimates the change in TOA ux due to a temperature anomaly.
As atmospheric temperatures rise, so does the water vapor content of the atmosphere,
strengthening the greenhouse eect and resulting in a positive water vapor feedback,
which increases with forcing. The all-sky water vapor feedback increases from 1.56 W
m 2 K 1 for 2xCO2-CNTL to 1.96 W m 2 K 1 for 8xCO2-4xCO2 using the new kernel.
The 1xCO2 kernel underestimates the LW ux dierence for 8xCO2, and thus underesti-
mates the 8xCO2-4xCO2 water vapor feedback as 1.62 W m 2 K 1.
The surface albedo feedback results primarily from perturbations in albedo in areas cov-
ered with sea ice and snow. As sea ice and snow melt, they expose underlying areas which
typically have much lower albedos, leading to more SW absorption and further tempera-
ture increase. The albedo feedback decreases with increasing CO2 forcing. This decrease
is stronger when the 8xCO2 kernel is used (from 0.30 to 0.16 W m 2 K 1) then for the
1xCO2 kernel (from 0.30 to 0.26 W m 2 K 1). This dierence between the two sets of
kernels is mainly due to the fact that less SW radiation reaches the surface because of
increased absorption of SW radiation in the atmospheric column in the 8xCO2 case.
The cloud feedback is calculated by correcting the change in cloud radiative forcing,
CRF (Cess and Potter, 1987) for non-cloud contributions. For this purpose, dier-
ences between all-sky and clear-sky feedbacks are subtracted from CRF (Jonko et al.,
2012b). The estimate of the cloud feedback obtained in this manner is small and positive,
compared to a negative CRF. It increases from 0.10 W m 2 K 1 for 2xCO2-CNTL to
0.30 W m 2 K 1 for 8xCO2-4xCO2 using the 8xCO2 kernel.
Summing surface and air temperature, water vapor, surface albedo and cloud feedbacks
gives  from Equation (2.2).  is negative, i.e. it is dominated by stabilizing contributions
from surface and air temperature changes. An estimate of climate sensitivity in units of
K per W m 2 can be obtained directly from : s =  1=. All-sky climate sensitivity29
remains constant from the rst to the third CO2 doubling when using the 1xCO2 kernel,
but increases by 38%, from 0.68 to 0.93 K per W m 2, with the 8xCO2 kernel. The largest
contribution to this increase comes from the change in water vapor feedback, followed by
eects of clouds, while the increasing atmospheric temperature feedback and the decreased
albedo feedback decrease sensitivity.
2.7. Discussion
We have used CCSM3 simulations with forcings ranging from CO2 doubling to
octupling to investigate the linearity assumption underlying the radiative kernel technique.
Deviations from linearity were identied using the clear-sky linearity test. We conrm
that for forcing magnitudes on the order of 2xCO2, there is good agreement between
modeled TOA uxes and TOA uxes derived using radiative kernels. However, increasing
discrepancies between model and kernel uxes appear at larger forcings, indicating that the
relationship between TOA uxes and feedback variables is not linear. The non-linearities
found in the kernel at large forcings limit the range of simulations to which a single kernel
can be applied. The available present day kernels remain a useful tool for analysis of
feedbacks in present day to 2xCO2 climates. However, based on the results presented
here, we recommend the computation of additional kernels in studies investigating larger
forcings.
We calculate a new set of kernels using an 8xCO2 climate base state. Combining these new
kernels with the present day kernels we obtain better agreement with model TOA uxes.
We use both sets of kernels to compute feedbacks for 8xCO2-4xCO2 and nd that the
discrepancies in ux anomalies translate into signicant dierences in feedback values and
estimates of climate sensitivity. All-sky climate sensitivity increases with increasing forcing
when the new 8xCO2 kernel is used, whereas using the old 1xCO2 incorrectly indicates30
that the sensitivity does not change. This result is in agreement with Boer et al. (2005),
who examine the eects of large solar forcing on sensitivity in the NCAR model. However,
they nd that the majority of this increase in sensitivity is due to changes in planetary
albedo and cloud feedbacks, while our analysis suggests that the largest contributions come
from the water vapor feedback, followed by the cloud feedback. An increase in climate
sensitivity is also suggested by Hansen et al. (2005), who use the GISS model E for their
analysis, while Colman and McAvaney (2009) obtain a decrease in climate sensitivity in the
BMRC model. These conicting results highlight the shortcoming of using any one model
to make inferences about the sensitivity of the climate system and the need for thorough
comparison among models. Such comparisons are hindered by limitations in methods
currently available to compute feedbacks and climate sensitivity from model simulations, in
particular for large perturbations. Accurate methods are computationally very expensive,
while fast methods, such as the radiative kernel technique or the Gregory method (Gregory
et al., 2004), often have the caveat of linearity associated with them. We have presented
one possible way in which such linear methods can potentially be extended to be useful for
applications with larger forcing magnitudes, facilitating comparisons of climate feedback
and sensitivity estimates across models and for varying forcing magnitudes.31
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FIGURE 2.1: Clear-sky test comparing clear-sky model ux anomalies, normalized by
global mean surface air temperature change, (solid line) to ux anomalies derived using
the 1xCO2 kernel (dashed line). Units are Wm2K 1. (a) - (c) zonally averaged SW ux
anomalies for (a) 2xCO2-CNTL, (b) 4xCO2-2xCO2 and (c) 8xCO2-4xCO2. (d) - (f) same
for LW ux anomalies.32
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FIGURE 2.2: Annual and zonal averages of present day kernels in units of Wm 2 per 100
mb. (a) - (f) 3D LW and SW water vapor, and air temperature kernels for clear-sky (top)
and all-sky (bottom) conditions. (g) and (h) 2D surface temperature and albedo kernels.
Clear-sky (dashed line) and all-sky (solid line) kernels are combined in one plot.33
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FIGURE 2.3: Annual and zonal averages of dierences between 1xCO2 and 8xCO2 kernels
in units of Wm 2 per 100 mb. (a) - (f) 3D LW and SW water vapor, and air temperature
kernels for clear-sky (top) and all-sky (bottom) conditions. (g) and (h) 2D surface tem-
perature and albedo kernels. Clear-sky (dashed line) and all-sky (solid line) kernels are
combined in one plot.34
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FIGURE 2.4: Top: Zonal averages of 1xCO2 and 8xCO2 LW kernels compared to hybrid
kernels computed from 1xCO2 base states with one variable at a time substituted from
8xCO2 base state in units of W m 2. Bottom: Sum of dierences between hybrid and
1xCO2 kernel compared to 8xCO2 kernel. The 3D atmospheric temperature and water
vapor kernels are summed over the height of the atmosphere.35
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FIGURE 2.5: Top: Zonal averages of 1xCO2 and 8xCO2 SW kernels compared to hybrid
kernels computed from 1xCO2 base states with one variable at a time substituted from
8xCO2 base state in units of W m 2. Bottom: Sum of dierences between hybrid and
1xCO2 kernel compared to 8xCO2 kernel. The 3D water vapor kernels are summed over
the height of the atmosphere.36
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FIGURE 2.6: Dierence between clear-sky model- and kernel-derived ux anomalies for
4xCO2-2xCO2 (a-b) using the 1xCO2 kernel (solid line) and an average of the 1xCO2 and
8xCO2 kernels (dashed line) and for 8xCO2-4xCO2 (c-d) using the 1xCO2 kernel (solid
line) and the 8xCO2 kernel (dashed line).37
TABLE 2.1: Dierences between global average model- and kernel-derived ux anomalies,
normalized by Tas, for the three CO2 doublings, 2xCO2-CNTL, 4xCO2-2xCO2 and
8xCO2-4xCO2, using the 1xCO2 and 8xCO2 kernels in units of W m 2 K 1.
a) SW 2xCO2-CNTL 4xCO2-2xCO2 8xCO2-4xCO2
1xCO2 kernel 0.01 0.03 0.05
8xCO2 kernel 0.01 0.02
b) LW 2xCO2-CNTL 4xCO2-2xCO2 8xCO2-4xCO2
1xCO2 kernel -0.05 -0.32 -0.60
8xCO2 kernel -0.11 -0.0838
TABLE 2.2: Feedbacks in W m 2 K 1 for 2xCO2-CNTL and 8xCO2-4xCO2 computed
from 100 year average model data using 1xCO2 and 8xCO2 kernels.  and c are the
total feedbacks and s is the climate sensitivity in units of K per W m 2.
a) clear-sky Ts T ln(q)  c
2xCO2-CNTL -1.35 -2.41 1.96 0.71 -1.09
8xCO2-4xCO2 (1xCO2 kernel) -1.34 -2.48 2.05 0.48 -1.31
8xCO2-4xCO2 (8xCO2 kernel) -1.00 -2.85 2.50 0.44 -0.91
b) all-sky Ts T ln(q)  C  s
2xCO2-CNTL -0.65 -2.77 1.56 0.30 0.10 -1.47 0.68
8xCO2-4xCO2 (1xCO2 kernel) -0.67 -2.88 1.62 0.26 0.20 -1.47 0.68
8xCO2-4xCO2 (8xCO2 kernel) -0.49 -3.00 1.96 0.16 0.30 -1.07 0.9339
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3. CLIMATE FEEDBACKS IN CCSM3 UNDER CHANGING CO2
FORCING. PART II: VARIATION OF CLIMATE FEEDBACKS
AND SENSITIVITY WITH FORCING.
3.1. Introduction
It has been suggested that climate sensitivity, the Earth's equilibrium surface tem-
perature response to an external perturbation, is a constant property of the climate system,
which remains unchanged under dierent forcing magnitudes and types. Indeed, several
previous model studies nd little to no dependence of climate sensitivity on forcing (Chen
and Ramaswamy, 1996; Forster et al., 2000; Boer and Yu, 2003; Hansen et al., 2005).
More recent work exploring a broader range of forcing (Boer et al., 2005; Colman and
McAvaney, 2009) suggests trends in climate sensitivity as external perturbations increase.
However, these trends are not consistent among the studies, which use dierent models,
forcing agents and methodologies.
Colman and McAvaney (2009), CM09 hereafter, use the partial radiative perturbation
(PRP) method (Wetherald and Manabe, 1988) to examine individual feedbacks in the
Australian Bureau of Meteorological Research Centre (BMRC) atmospheric general cir-
culation model (GCM) coupled to a mixed layer ocean model in response to CO2 forcing
ranging from 1/16 to 32  present day values. They nd that, while the radiative forcing
increases with baseline CO2 amount, climate sensitivity decreases and identify a reduced
albedo feedback as the main source of this decrease.
Boer et al. (2005) employ changes in solar constant as a forcing analog to CO2 changes
to investigate the response of climate sensitivity in the National Center for Atmospheric
Research (NCAR) Climate System Model (CSM) and detect an increase in climate sen-
sitivity with increasing forcing for solar constant changes up to 25%. For larger changes,
they observe a runaway eect associated with cloud changes and the shortwave (SW)41
cloud feedback in particular.
Both of these studies, like most work investigating the relationship between climate sen-
sitivity and forcing, use atmospheric general circulation models (AGCMs) coupled to a
slab ocean model (SOM). Simulations with this setup equilibrate quickly, even for very
large perturbations. However, they do not permit the role of the ocean circulation to be
taken into account explicitly. As pointed out by CM09, similar analyses with fully cou-
pled models are required to conrm that SOMs can adequately represent ocean processes
relevant to climate sensitivity.
Hansen et al. (2005) have investigated the role of the ocean component of a coupled
model by comparing climate sensitivity estimates obtained with the Goddard Institute
for Space Studies (GISS) ModelE coupled to several dierent ocean models. They obtain
comparable estimates of climate sensitivity for three ocean models of dierent complexity.
However, the dynamic model they use is somewhat simplied (Russel et al., 1995) and
results for a fully dynamic model are not presented.
Danabasoglu and Gent (2009) have compared equilibrium climate sensitivity in the fully
coupled NCAR Community Climate System Model version 3 (CCSM3) to its slab ocean
version for an instantaneous doubling of CO2 concentrations and nd that they are com-
parable within an uncertainty range dened based on interannual variability. Here we
extend their analysis by including simulations with larger forcing and by evaluating indi-
vidual feedbacks in addition to climate sensitivity. We add two simulations forced with
four and eight times present day CO2 concentrations. The range of forcing we are able to
explore is limited compared to CM09, since the fully coupled model takes a much longer
time to adjust to an imposed perturbation and therefore is much more costly to run.
We evaluate climate sensitivity and feedbacks for each of the three doublings of CO2 con-
centrations (2xCO2-1xCO2, 4xCO2-2xCO2 and 8xCO2-4xCO2) using the radiative kernel
technique extended for large, nonlinear perturbations (Jonko et al., 2012a). Additionally,42
we compare feedbacks and climate sensitivity estimates from CCSM and its atmospheric
component, the Community Atmosphere Model, coupled to a slab ocean model (CAM-
SOM), to evaluate the accuracy of the slab ocean model for feedback estimates. In the
next section, we present the data and analysis method we employ. The impact of varying
forcing on individual feedbacks and climate sensitivity is discussed in sections 3.3. and 3.4.,
respectively. Results are summarized in section 3.5..
3.2. Data and Methods
We analyze four simulations of the low resolution NCAR CCSM3, truncated at T31
with 26 vertical levels (Yeager et al., 2006), for both the full depth ocean (CCSM) and
the slab ocean (CAM-SOM) congurations. Included are a control run with 1990 CO2
concentrations of 355 ppmv and simulations in which these concentrations were doubled
to 710 ppmv, quadrupled to 1420 ppmv and octupled to 2840 ppmv, respectively.
Figures 3.1a and b show global average changes in net top-of-atmosphere (TOA) ux (ab-
sorbed solar minus outgoing longwave radiation) between the three perturbed simulations
and the control run for CCSM and CAM-SOM. While all CAM-SOM simulations were
run for 60 years, the CCSM 2xCO2 simulation was run for 3000 years - the time scale for
adjustment of the deep ocean (Danabasoglu, 2004; Stouer, 2004) - and the 4xCO2 and
8xCO2 simulations were stopped after 2000 and 1450 years, respectively. Years 1 to 1450
are shown for all three cases. In the 2xCO2 simulation, the climate system reaches equilib-
rium with respect to the applied forcing after approximately 2000 years. For comparison,
all three perturbed CAM-SOM simulations reach equilibrium after approximately 25 to
30 years. For the larger 4xCO2 and 8xCO2 perturbations, the time scale of equilibration
for CCSM is longer. Hence, the 4xCO2 and 8xCO2 simulations are not in equilibrium
at the end of the simulations. The remaining net TOA ux imbalance, computed from43
the average over the last common decade of the simulations, 1441-1450, increases from
0.14 W m 2 for 2xCO2 to 0.59 W m 2 for 8xCO2. Figures 3.1c and d show the surface
air temperature change for each doubling in CO2 concentration. We are interested in
the temperature change per doubling of CO2 rather than the change from the control
run, because changes in this value indicate deviations from linearity in the behavior of
the system for successive CO2 doublings. In both model versions the temperature change
increases in magnitude from 2.2 K for the rst doubling to 3.2 K for the third doubling,
an increase of 1 K.
In CCSM, the global mean surface air temperature increases by 2.2 K in 2xCO2, 4.7 K in
4xCO2 and by 7.9 K in 8xCO2 relative to the control run for each forced simulation by
the last common decade of the simulations. For comparison, the equilibrium temperature
increase in the 2xCO2 simulation totals 2.5 K (based on model years 2991-3000). Values
in CAM-SOM for the last decade of the simulations (model years 51-60) are almost iden-
tical at 2.2 K, 4.7 K and 7.8 K.
The nal equilibrium temperature change in response to a forcing depends not only on
the forcing F itself, but also on the magnitude of the feedback parameter .
F =  
R
Tas
Tas =  Tas (3.1)
Here, R is the net radiative ux (excluding the forcing) and  the feedback parameter
containing contributions from individual feedback processes related to the Planck response
(P) as well as changes in lapse rate (LR), water vapor concentration (q), surface albedo
() and clouds (C).
 = P + ln(q) + LR +  + C + Re (3.2)
ln(q) is the natural logarithm of specic humidity, representing the water vapor feedback
and Re is a residual, containing higher order cross-terms and assumed to be small (about44
10%; Jonko et al. 2012). Other decompositions are equally valid. For example, Zhang
et al. (1994) use surface and atmospheric temperature as feedback variables rather than
the Planck response and lapse rate. We use the radiative kernel technique (Shell et al.,
2008; Soden et al., 2008; Jonko et al., 2012a) to calculate individual feedbacks:
X =
@R
@X
dX
dTas
(3.3)
where X stands for feedback variables, except clouds. It has been shown that this linear
technique in its regular form is valid for small perturbations on the order of 2xCO2 (Jonko
et al., 2012a). Since we are dealing with much larger forcings here, we use a combination of
kernels, based on dierent climate states, which is more suitable for large, nonlinear per-
turbations (Jonko et al., 2012a): a present day (1xCO2) base kernel for 2xCO2 - 1xCO2
feedbacks, an 8xCO2 base kernel for 8xCO2-4xCO2 feedbacks and a combination of both
(1
21xCO2 kernel + 1
28xCO2 kernel) for 4xCO2-2xCO2 feedbacks.
To calculate feedbacks we combine kernels with dierences in feedback variable dX be-
tween experiment and control simulations, normalized by global average surface air tem-
perature change, dTas.
Because of nonlinearities introduced primarily by cloud overlap, the evaluation of the cloud
feedback using a cloud kernel is less straightforward. Zelinka et al. (2012) and Sanderson
and Shell (2012) have calculated cloud kernels. However, such computations require the
use of output from a cloud simulator, which is not available for the simulations used here.
Rather, we employ the concept of cloud radiative forcing (CRF), dened as the dierence
between all-sky and clear-sky uxes (R0   R0
c) (Cess and Potter, 1987). R0 diers from R
in Equation (3.3) in that it does include the forcing, F. CRF measures the eect of clouds
on the radiation budget for a given climate state. The change in CRF due to an external45
forcing is often used to approximate the cloud feedback (Soden et al., 2004).
CRF = (R0   R0
c) (3.4)
CRF is a biased estimator of cloud feedback due to its sensitivity not only to cloud
changes, but also to changes in non-cloud variables (Soden et al., 2004, 2008). Using
the kernel technique, CRF can be corrected for such biases by subtracting from it the
dierences between all-sky and clear-sky feedbacks,
CRFk = 
h
(R   Rc)P + (R   Rc)ln(q) + (R   Rc)LR + (R   Rc) + (F   Fc)CO2
i
(3.5)
Here, (F   Fc)CO2 is the dierence between the all-sky and clear-sky CO2 forcing. The
adjusted change in cloud radiative forcing, adj.CRF = CRF - CRFk is normalized
by Tas to obtain a cloud feedback. The radiative kernel technique is not as accurate as
the PRP method used by CM09. However, it would be impractical to use PRP in this
case, since it requires a set of radiative transfer calculations to be carried out for each
feedback estimate.
3.3. Results
We compare feedbacks for three successive doublings in CO2 concentration: 355 to
710 ppmv (2xCO2-1xCO2), 710 to 1420 ppmv (4xCO2-2xCO2) and 1420 to 2840 ppmv
(8xCO2-4xCO2). For CAM-SOM simulations we use 30-year averages of model variables
over the years 31 to 60, while 100 30-year means (running averages separated by 10-year
intervals) from years 431 through 1450 are used for feedback estimates from CCSM simula-
tions. For CCSM feedbacks, Figure 2 shows histograms of global, annual 30-year average46
values for the three doublings, binned using 0.01 Wm 2K 1 intervals. Also shown are
the overall 1000-year averages (squares) and standard deviations (error bars), a measure
of the uncertainty in the estimate of the mean due to interannual and other short term
variability. Overall averages are compared with CAM-SOM average feedbacks in Table 1.
We assess the statistical signicance of the dierences between the feedback distributions
using recurrence analysis (von Storch and Zwiers, 1988). Rather than testing for dier-
ences between sample means, this method evaluates the degree of separation between two
sample distributions. Two random variables are said to be (p,q)-recurrent, if q percent of
the probability density function of one variable lies outside of p percent of the distribution
of the other variable. Thus, sample means of two random variables that are (50%,84%)-
recurrent are separated by one standard deviation (von Storch and Zwiers, 1988; their
Figure 4). A non-parameteric method to test for recurrence involves counting the number
of realizations of one random variable that lie beyond a threshold, dened as a percentile of
the normal distribution tted to the other variable. The most robust such test is to reject
the null hypothesis of a realization not being attributable to one or the other distribution
if the smallest realization of one distribution is larger than the largest realization of the
other, i.e., there is no overlap between distributions. This is the case for all dierences
between water vapor and albedo feedbacks and climate sensitivity (Figure 2b, d and h),
as well as some of the dierences in Planck, SW cloud and net cloud feedbacks (Figure
2a, e and g). For these cases we reject the null hypothesis and infer that the feedback
distributions are signicantly dierent. For the remaining cases, we test for (98%,50%)-
recurrence, which represents a separation of means by two standard deviations. We t a
normal distribution to the feedback distribution with the smaller average value and nd
its 98th percentile, Xp. We then count the realizations of the other feedback distribution
that are larger than this threshold. If the count T equals the sample size n = 100, the
dierence between feedbacks is found to be (98%,50%)-recurrent at signicance level q'n47
= 0.98100 = 0.13. Xp and T are summarized in Table 2.
Because we are using a dierent kernel for each CO2 doubling, we can separate the change
in feedbacks between CO2 doublings into a radiative response (changes in kernels) and
climate response (changes in feedback variables as a function of surface air temperature
change).
While we can track the change in surface temperature and feedback variables, dX
dTas, over
the course of the coupled model runs, we only have one estimate of the kernel @R
@X in each
case. Hence, the variability in feedback values shown in the histograms reects only the
temporal evolution of feedback variable and surface temperature changes, but not changes
in radiative uxes.
To evaluate whether the changes in feedbacks between the individual doublings are due to
changes in the radiative or climate response, we compute \hybrid feedbacks", combining
the 8xCO2 kernel with the 2xCO2-1xCO2 climate response and the 1xCO2 kernel with
the 8xCO2-4xCO2 climate response, and compare these with the \full" 2xCO2-1xCO2
and 8xCO2-4xCO2 feedbacks in Table 1.
3.3.1 Planck Feedback
Increasing temperatures at the surface and throughout the atmosphere lead to an
increase in outgoing longwave (LW) radiation, which stabilizes the climate system. The
Planck feedback is dened as the response of LW TOA ux to a perturbation in surface
temperature that is applied to each vertical layer of the troposphere. It is the sum of
the atmospheric temperature kernel at every level of the troposphere and the surface
temperature kernel, both multiplied by the surface temperature change and normalized
by the global average surface air temperature change:
P =
@R
@Ts
dTs
dTas
+
@R
@T
dTs
dTas
(3.6)48
It is the strongest negative feedback, with an average value that decreases slightly from
-3.10 Wm 2K 1 to -3.03 Wm 2K 1 between the rst and third CO2 doubling in both
CCSM (Figure 2a) and CAM-SOM. The larger change occurs between the rst and second
doublings in CO2, showing no overlap between distributions, while the change between
the second and third doublings is rather small and not found to be signicant by the
recurrence test. The decrease reects changes in surface and atmospheric temperature
kernels (Jonko et al., 2012a), or the radiative response, since the climate response for the
Planck feedback is dTs
dTas  1.
3.3.2 Water Vapor Feedback
As atmospheric temperatures rise, so does the water vapor content of the atmo-
sphere, strengthening the greenhouse eect and resulting in a positive water vapor feed-
back. This feedback, @R
@ln(q)
dln(q)
dTas , is calculated using the change in the natural logarithm
of specic humidity, since absorption of radiation by water vapor scales approximately lin-
early with the natural logarithm rather than the absolute value of specic humidity (Raval
and Ramanathan, 1989). The water vapor feedback is strongest in the tropics, where the
troposphere is close to saturation, but it is positive everywhere. It increases with baseline
CO2 concentration, from 1.57 to 1.91 Wm 2K 1 in CCSM. All dierences are found to
be signicant, i.e. there is no overlap between histograms. For CAM-SOM the feedback
increases from 1.64 to 2.03 Wm 2K 1. Since the kernel and global average surface air
temperature change are the same for both CCSM and CAM-SOM, the larger feedback
in CAM-SOM is related to a stronger increase in specic humidity in the slab ocean
model. The increase in feedback with CO2 baseline amount is explained primarily by
an increase in radiative kernel @R
@ln(q) (see Table 1), since, for every CO2 doubling, higher
concentrations not only of water vapor but also CO2 increase the rate of absorption of LW
radiation (Jonko et al., 2012a). The climate response remains approximately constant,
increasing only slightly for successive doublings of CO2 and accounting for roughly 20%49
(CCSM) and 25% (CAM-SOM) of the water vapor feedback increase.
3.3.3 Lapse Rate Feedback
The lapse rate feedback measures the radiative eect of a steepening moist adiabatic
lapse rate with surface temperature warming that occurs over areas where the troposphere
is near saturation. This is the case in much of the tropics. Since a steeper lapse rate
translates to a stronger warming in the upper troposphere and increased upwelling LW
radiation from these levels, the lapse rate feedback is negative. It is computed by taking
the dierence between the atmospheric temperature feedback and the second term of the
Planck feedback:
LR =
@R
@T
dT
dTas
 
@R
@T
dTs
dTas
(3.7)
Since the steepening of the lapse rate is a function of the initial surface temperature as
well as the temperature change, the lapse rate feedback increases in magnitude with each
CO2 doubling along with the starting surface temperature, from -0.37 to -0.53 Wm 2K 1
in CCSM. 75% of this increase is explained by the climate response, with only a small
portion coming from radiative kernel changes. Figure 3 shows zonal averages of the lapse
rate feedback using both sets of kernels for the rst and third doublings. The lapse rate
feedback increases at all latitudes with baseline CO2 amount. In the tropics, this increase
is due primarily to changes in radiative kernel. In the extratropics, however, it stems
mostly from changes in the surface and atmospheric temperature responses.
Histograms for the lapse rate feedback exhibit the largest overlap of all feedbacks, in par-
ticular between the rst and second CO2 doubling (Figure 2c). The dierence between
these two feedbacks is not found to be recurrent, unlike the dierences between the rst
and third doublings, as well as the second and third doublings.
CAM-SOM has a stronger lapse rate feedback, which increases from -0.48 to -0.65 Wm 2K 1.
Note that the dierence between CAM-SOM and CCSM feedbacks for individual CO2 dou-50
blings is as large or larger (for 4xCO2 - 2xCO2) than the dierence between successive
doublings for CCSM.
3.3.4 Surface Albedo Feedback
The surface albedo feedback results primarily from albedo perturbations in areas
experiencing changes in the extent of sea ice and snow cover. As sea ice and snow melt,
they expose underlying areas, which typically have much lower albedos, leading to more
SW absorption and further temperature increase. The albedo feedback decreases from
0.29 to 0.16 Wm 2K 1 in CCSM and from 0.26 to 0.09 Wm 2K 1 in CAM-SOM for
the three doublings. CAM-SOM feedback values are slightly smaller than in CCSM,
because changes in snow and sea ice are smaller in CAM-SOM (compare Figures 4a and
b). On the global average, the albedo change in CAM-SOM is only 50% of that seen
in CCSM. The spatial distribution of the albedo feedback reects changes in albedo for
both models (Figure 4). However, looking at hybrid feedbacks we see that both the
climate response and change in radiative kernel contribute approximately equally to the
decrease in albedo feedback from the 2xCO2-1xCO2 to the 8xCO2-4xCO2 experiment.
The combined eect (0.13 Wm 2K 1 in CCSM) is larger than the sum of the individual
changes due to radiative kernel (0.03 Wm 2K 1) and climate response (0.04 Wm 2K 1),
conrming the importance of nonlinearities for the albedo feedback (Shell et al., 2008).
Note that there is no overlap between any of the three feedback histograms in Figure 2d,
i.e. all dierences are statistically signicant.
3.3.5 Cloud Feedback
Clouds have competing positive and negative feedback eects on climate. Increases
in cloud cover lead to more reection of incoming solar radiation, resulting in a negative
SW cloud feedback if clouds increase with temperature. At the same time, more clouds
also increase absorption of upwelling LW radiation. Assuming that clouds increase with51
temperature, this represent a positive LW cloud feedback. In CCSM, these eects combine
to a positive overall cloud feedback. As mentioned above, we compute the change in cloud
radiative forcing and correct it for non-cloud contributions as described above. While
CRF alone is small and negative, the adjusted CRF is positive and substantially
larger in magnitude, illustrating the large bias of CRF due to changes in non-cloud
feedbacks. In CCSM the cloud feedback is 0.06 Wm 2K 1 for 2xCO2-1xCO2, increasing
to 0.24 Wm 2K 1 for 8xCO2-4xCO2. In CAM-SOM cloud feedback increases from 0.05
to 0.30 Wm 2K 1.
Going from the rst to second doubling of CO2, the increase in cloud feedback is explained
by a signicant decrease in the negative SW cloud feedback. While the positive LW cloud
feedback also decreases, this change is comparatively small. From the second to the third
doubling, both the SW and LW cloud feedbacks become slightly more positive. Neither of
these changes on their own are found to be recurrent. However, the combination results
in a signicant increase in the overall cloud feedback (see Table 1 and Figure 2e, f and g).
3.4. Climate Sensitivity and Radiative Forcing
We sum the Planck, lapse rate, water vapor, surface albedo and cloud feedbacks
to obtain the feedback parameter  in Equation (3.2). This sum is negative, i.e. it is
dominated by stabilizing contributions from surface and air temperature changes. The
negative inverse of the feedback parameter is the climate sensitivity s =  1=. Average
climate sensitivity in CCSM increases with each doubling of CO2, from 0.65 KW 1m2
to 0.80 KW 1m2. The three distributions are well separated, with no overlap between
adjacent histograms (Figure 2h). These dierences represent a 23% increase in average
climate sensitivity between the rst and third CO2 doubling.
CAM-SOM climate sensitivities are comparable, but slightly smaller at 0.61 K W 1m252
for the 2xCO2-1xCO2 experiment and 0.79 K W 1m2 for the 8xCO2-4xCO2 experiment,
a 30% increase. While these increases seem to be largely due to the radiative response
(Table 1), complex interactions - in particular in the case of cloud feedback calculations
- make such a straightforward interpretation more dicult than for the case of the non-
cloud feedbacks.
The increase in climate sensitivity we see in CCSM and CAM-SOM disagrees with CM09,
who nd that climate sensitivity decreases with each subsequent CO2 doubling. In their
model (BMRC), the increase in water vapor feedback is oset close to completely by an
increase in lapse rate feedback, and the decrease in climate sensitivity is explained by a
decreasing albedo feedback. In CCSM, the sum of water vapor and lapse rate feedbacks
increases in magnitude rather than remaining constant, so that the increase in water vapor
and cloud feedbacks outweighs the comparatively small decrease in albedo feedback.
Assuming equilibrium, we can substitute  =  1=s into Equation (3.1) to obtain a rela-
tionship between climate sensitivity and radiative forcing, F:
F =
Tas
s
(3.8)
Forcing values obtained for CCSM and CAM-SOM using this equation are summarized in
Table 3. However, the simulations we analyze are not in equilibrium, which may bias these
estimates. Therefore, we also use two alternative methods to estimate radiative forcing,
which are applicable independently of whether the simulations are in equilibrium or not.
The Gregory method (Gregory et al., 2004; Andrews et al., 2012) regresses radiative ux
dierences (R'TOA) between two simulations against dierences in surface temperature
(Tas) to yield an adjusted radiative forcing Fa. A drawback of this method is that it
assumes linearity between radiative ux and temperature changes, which does not nec-
essarily hold for fully coupled GCM simulations (Andrews et al., 2012). Thus, forcing
estimates show a rather large dependence on how many years of model simulations are53
included in the regression. Following Andrews et al. (2012) we use the rst 150 years
of our CCSM simulations and nd that the adjusted forcing increases from 2.90 W m 2
for 2xCO2-1xCO2 to 4.31 W m 2 for 8xCO2-4xCO2 (Figure 5). Additionally, we com-
pute radiative forcing by taking the dierence between TOA uxes obtained from oine
radiative transfer calculations before and after CO2 concentrations are doubled. These
forcing estimates are instantaneous, Fi, and do not take into account atmospheric adjust-
ment (Hansen et al., 2005). Results from both methods are compared with the radiative
forcing estimates from Equation (3.8) in Table 3. While the absolute forcing values are
sensitive to the method used to obtain them Fa, Fi and FCCSM all increase with CO2
baseline amount. In CAM-SOM, however, we rst see an increase between the 1st and
2nd doubling and a subsequent decrease from the 2nd to the 3rd doubling. The prevalent
positive trend of forcing is in agreement with CM09. While CM09 do not present the tem-
perature change associated with each CO2 doubling, we infer from forcing and climate
sensitivity values in their Figure 1 that surface temperature change must remain approx-
imately constant, while we see an increase in surface temperature change for successive
doublings. Model dierences leading to this dierent temperature response may explain
why both studies nd increases in forcing, but opposite trends in sensitivity.
3.5. Discussion
We have used GCM simulations with forcings ranging from CO2 doubling to octu-
pling to investigate the robustness of climate sensitivity and the contributing feedbacks in
both a slab ocean and fully coupled version of the NCAR climate model. We nd that in
both model versions, climate sensitivity increases with each successive doubling in CO2
primarily due to an increase in positive water vapor and cloud feedbacks, while a decrease
in positive albedo and increase in negative lapse rate feedbacks dampen this increase in54
sensitivity. We further see dierences in the absolute magnitudes of feedbacks between
the fully coupled CCSM and CAM-SOM. In some cases, for the lapse rate and SW cloud
feedbacks in particular, feedbacks dier as much between the two model versions as they
do between successive doublings of CO2. These dierences can amount to as much as 40%
of feedback values, as is the case for the SW cloud feedback, suggesting caution in the
interpretation of studies that rely solely on slab ocean model simulations to study climate
feedbacks.
Due to the long time scales necessary for adjustment of fully coupled simulations to large
forcings and the associated computational expense, we have been able to use only one
GCM in our analysis. The behavior of feedbacks may dier substantially for other mod-
els, as suggested by the dierences between the results presented here and in CM09, for
instance. However, a very limited amount of data from fully coupled GCMs is available
and intercomparisons among several models, although desirable, are not feasible at this
time.55
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     (c) ΔTs per CO2 doubling (CCSM)      (d) ΔTs per CO2 doubling (CAM-SOM)
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FIGURE 3.1: (a), (b): Global, annual average dierence in TOA net radiative ux (ab-
sorbed shortwave radiation minus outgoing longwave radiation) between each perturbed
simulation and the unforced control run in units of W m 2, representing the ux im-
balance at the top of the atmosphere in the perturbed simulations, for CCSM (a) and
CAM-SOM (b). (c), (d): Global, annual average change in surface air temperature for
each CO2 doubling in units of K in CCSM (c) and CAM-SOM (d).56
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Net
FIGURE 3.2: Normalized histograms of feedbacks and climate sensitivity - binned using
an interval of 0.01 - for the three CO2 doublings for 30-year running averages, separated
by ten years, for model years 431-1450. Solid lines: 2xCO2-1xCO2, long dashed lines:
4xCO2-2xCO2, short dashed lines: 8xCO2-4xCO2. Boxes above the histograms represent
sample means, and error bars to either side of boxes are standard deviations.57
          Zonal, annual average LR feedback (years 0951-1450)
FIGURE 3.3: Zonal and annual average lapse rate feedback in CCSM, averaged over
model years 951 to 1450.58
(a) Albedo change in CCSM (years 951-1450)
(b) Albedo change in CAM-SOM (years 31-60)
(c) Albedo feedback in CCSM (years 951-1450)
(d) Albedo feedback in CAM-SOM (years 31-60)
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FIGURE 3.4: (a),(b): 500 year average albedo change in % between the 8xCO2 and
4xCO2 simulations in CCSM and CAM-SOM and (c),(d) corresponding albedo feedback
in W m 2 K 1.59
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FIGURE 3.5: Regression of global and annual average TOA radiative ux change R0
TOA
against surface air temperature change Tas for the rst 150 years of CCSM simulations
after an instantaneous doubling of CO2 from baseline concentrations of 355 ppmv (blue),
710 ppmv (green) and 1420 ppmv (orange). The y-intercept at Tas = 0 gives the adjusted
radiative forcing, Fa. Forcing values are summarized in Table 3.60
TABLE 3.1: Feedbacks in units of W m 2 K 1 in (a) CCSM and (b) CAM-SOM for the
2xCO2-1xCO2, 4xCO2-2xCO2 and 8xCO2-4xCO2 experiments computed from 1000-year
averages (years 451-1450) using 1xCO2, average and 8xCO2 kernels, compared to "hybrid"
feedbacks computed combining the 8xCO2 kernel with the 2xCO2-1xCO2 climate response
and the 1xCO2 kernel with the 8xCO2-4xCO2 climate response. s is the climate sensitivity
in units of K per W m 2.
a) CCSM Planck ln(q) LR  SW C LW C Net C s
2xCO2-1xCO2 (1xCO2 k) -3.10 1.57 -0.37 0.29 -0.37 0.43 0.06 0.65
4xCO2-2xCO2 (avg. k) -3.04 1.68 -0.41 0.24 -0.19 0.35 0.16 0.73
8xCO2-4xCO2 (8xCO2 k) -3.03 1.91 -0.53 0.16 -0.15 0.39 0.24 0.80
2xCO2-1xCO2 (8xCO2 k) -3.00 1.84 -0.39 0.26 -0.40 0.47 0.07 0.82
8xCO2-4xCO2 (1xCO2 k) -3.13 1.64 -0.49 0.25 -0.18 0.34 0.16 0.64
b) CAM-SOM Planck ln(q) LR  SW C LW C Net C s
2xCO2-1xCO2 (1xCO2 k) -3.10 1.64 -0.48 0.26 -0.39 0.44 0.05 0.61
4xCO2-2xCO2 (avg. k) -3.06 1.80 -0.56 0.18 -0.31 0.43 0.12 0.66
8xCO2-4xCO2 (8xCO2 k) -3.03 2.03 -0.65 0.09 -0.19 0.49 0.30 0.79
2xCO2-1xCO2 (8xCO2 k) -3.00 1.94 -0.48 0.18 -0.38 0.51 0.13 0.81
8xCO2-4xCO2 (1xCO2 k) -3.13 1.74 -0.60 0.15 -0.20 0.45 0.25 0.6361
TABLE 3.2: Results of recurrence analysis for those feedbacks that show overlap between
histograms. Xp is the 98th percentile of the feedback distribution with the smaller mean
and T is the test statistic, i.e. the count of realizations from the sample with the larger
mean that are larger than Xp. When T equals the sample size n = 100, the dierence
between feedbacks is found to be (98%,50%)-recurrent at signicance level q'n = 0.98100
= 0.13.
Feedback pair Xp T
Planck feedback (2nd to 3rd doubling) -3.027 45
Lapse rate feedback (2nd to 1st doubling) -0.349 28
Lapse rate feedback (3rd to 1st doubling) -0.477 100
Lapse rate feedback (3rd to 2nd doubling) -0.477 100
SW Cloud feedback (2nd to 3rd doubling) -0.139 42
LW Cloud feedback (2nd to 1st doubling) 0.394 94
LW Cloud feedback (3rd to 1st doubling) 0.416 67
LW Cloud feedback (2nd to 3rd doubling) 0.394 29
Net Cloud feedback (1st to 2nd doubling) 0.107 100
Net Cloud feedback (2nd to 3rd doubling) 0.200 10062
TABLE 3.3: Forcing values for the three CO2 doublings in CCSM and CAM-SOM. The
adjusted forcing Fa is computed using the Gregory method (Gregory et al., 2004). In-
stantaneous forcing Fi is calculated as the direct eect of CO2 using the oine radiative
transfer model, and FCCSM and FCAM are obtained from F = Tas=s. All forcing estimates
have units of W m-2.
Fa Fi FCCSM FCAM
2xCO2-1xCO2 2.90 2.54 3.38 3.61
4xCO2-2xCO2 3.49 3.00 3.53 3.91
8xCO2-4xCO2 4.31 3.59 3.72 3.7763
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4. COMPARING GLOBAL WARMING AND SEASONAL TIME
SCALE FEEDBACKS USING PATTERN CORRELATION.
4.1. Introduction
Global Climate Models (GCMs) exhibit a range of climate sensitivities, commonly
dened as the surface temperature response to a doubling of CO2. The likely range of
climate sensitivity is currently thought to be 2 to 4.5 K (Solomon et al., 2007), an estimate
which has remained essentially unchanged for the past 30 years (compare to 1.5 to 4.5 K
(Charney, 1979)). The persistent spread is due in large part to uncertainty in individual
radiative feedbacks resulting from changes in water vapor, temperature, surface albedo
and clouds. One way to constrain the range of model estimates is to compare feedbacks
in models with estimates derived from observations. However, global observations of all
the parameters necessary to calculate individual climate feedbacks, including temperature
and water vapor distributions in the atmosphere, surface albedo, cloud properties and
radiative uxes, are only available for the relatively short period of about a decade (e.g.
Aumann et al., 2003; Dessler, 2010). This is not sucient to derive feedbacks in response
to transient warming directly. To further complicate the situation, the Earth's climate
has experienced a warming hiatus during the period for which observations exist (Meehl
et al., 2011). Thus, much previous work has focused on estimating feedbacks and climate
sensitivity in observations from short-term variability rather than transient warming (e.g.
Hall and Qu, 2006; Dessler and Wong, 2009; Colman and Hanson, 2012).
Feedbacks occur in the climate system on many dierent time scales, and can, in princi-
ple, be calculated from any change in climate on any time scale. Short-term uctuations
that have been used to compute feedbacks to date include the seasonal cycle, interannual
variability, such as El Ni~ no-Southern Oscillation (ENSO), and decadal variability. Dessler
et al. (2008) and Dessler and Wong (2009) compute the water vapor feedback using in-65
terannual uctuations of temperature and water vapor concentrations related to ENSO
variability in Atmospheric Infrared Sounder (AIRS) observations (Dessler et al., 2008)
and the European Centre for Medium-Range Weather Forecast (ECMWF) Re-Analysis
(ERA-40) and NASA Modern Era Retrospective-Analysis for Research and Applications
(MERRA) products, as well as model data from the Atmospheric Model Intercomparison
Project (AMIP) archive (Dessler and Wong, 2009). Both studies nd it to be strongly
positive. Dessler (2010) computes the cloud feedback based on ENSO uctuations over
the past decade in Clouds and Earth's Radiant Energy System (CERES) observations and
ECMWF interim reanalysis data. His results indicate that this short-term cloud feedback
is likely positive, which is in agreement with model estimates. Colman and Hanson (2012)
compare feedbacks at three dierent short time scales, including seasonal, interannual
and decadal, with each other and with transient warming feedbacks in the Coupled Model
Intercomparison Project (CMIP) archive, while Dessler (in press) uses CERES, ERA-40
and MERRA data to estimate feedbacks from climate uctuations over the period be-
tween 2000 and 2010, which are then also compared with climate models. While both
studies nd that there is some agreement between feedbacks from short-term variability
in models and observations, both fail to nd agreement between short-term and long-term
feedbacks.
A key question in the context of these results is whether short-term feedbacks are physi-
cally related to feedbacks acting on much longer global warming time scales. As Dessler
and Wong (2009) point out, ENSO feedbacks tend to be larger than global warming
feedbacks, likely because of dierences in the extratropical temperature response to the
dierent forcings involved. Attempts to identify robust relationships between short-term
feedbacks and feedbacks resulting from long-term global warming in GCMs have not been
successful thus far (Dessler, 2010; Lin et al., 2011; Colman and Hanson, 2012; Dalton and
Shell, 2012), with the exception of Hall and Qu (2006), who found a relationship between66
the seasonal snow albedo feedback during spring time and long-term warming snow albedo
feedback.
Here we use pattern correlation to examine relationships between global warming and
seasonal time scales in the spatial distribution of changes in surface temperature, the
climate variables responsible for generating radiative feedbacks as well as the resulting
top-of-atmosphere (TOA) ux anomalies.
Like the majority of the studies mentioned above, we make use of the radiative kernel tech-
nique to compute individual radiative feedbacks (Shell et al., 2008; Soden et al., 2008).
Due to its computational eciency, the radiative kernel technique has become the rst
choice for the study of individual feedbacks, especially when large amounts of data are
compared. The technique is predicated on the assumption of relatively small perturba-
tions, which maintain linearity in the relationship between feedback variable changes and
TOA ux response. Its range of applicability is as of yet not well constrained, but has
been shown to be limited when large climate change forcings are considered. At the order
of magnitude of eight times present-day concentrations of carbon dioxide, perturbations
in TOA radiative uxes exceed linearity, and radiative kernels give biased estimates of
feedbacks for such perturbations (Jonko et al., 2012a). However, comparable studies have
not been carried out for short time scales. The TOA ux perturbations resulting from
some short-term climate variations, such as the seasonal cycle, which is driven by strong
solar forcing, can be quite large and may call into question the suitability of the radiative
kernel technique for short-term feedback calculations.
We nd that pattern correlations between CO2 doubling and the seasonal cycle are sub-
stantially larger for feedback variables than they are for TOA ux anomalies. This may
be due to the fact that the radiative kernel technique indeed misrepresents the large ux
changes associated with the seasonal cycle. To investigate this further, we compare the
dierent metrics of seasonal cycle feedbacks calculated using radiative kernels and the67
more accurate partial radiative perturbations (Wetherald and Manabe, 1988).
4.2. Model Data
We use the low-resolution version of the NCAR Community Atmosphere Model,
version 3 (CAM3), which is truncated at T31 (3:75  3:75) with 26 vertical levels in
the atmosphere (Collins et al., 2006; Yeager et al., 2006). This version of CAM is known
to have a low climate sensitivity in comparison with other GCMs (Kiehl et al., 2006).
The climate base states for kernel calculations were obtained from CAM3 simulations
coupled to a slab ocean model, while the kernels themselves were calculated with the oine
radiative transfer model component of CAM3 (Collins et al., 2006). The model uxes and
feedback variables used in the analysis come from two simulations with CAM3: a) a control
run forced with the observed 1990 CO2 concentration of 355 ppmv, and b) a perturbed
simulation where CO2 concentrations were instantly doubled from control levels (to 710
ppmv). Both simulations were run for 62 years, and the last 3 years, 60, 61 and 62 are
used in our analysis. This is a relatively short period of time, given that many more model
years of data are available. Since the PRP method is a rather computationally expensive
technique to compute ux anomalies and feedbacks, we cannot analyze all available years.
The control run is used to compute all short-term ux anomalies and feedbacks, while
both simulations are used to calculate the 2xCO2 ux anomalies and feedbacks against
which the short-term values are then compared.
4.3. Methods
An increase in global average surface air temperature Tas resulting from a positive
forcing G leads to increased outgoing longwave (LW) radiation (F) in the atmosphere. If68
the net TOA radiative ux, excluding the forcing itself, is R = Q   F, where Q is the
absorbed shortwave (SW) radiation, then G =  R in equilibrium. Along with the direct
changes in F, Tas also induces changes in other climate variables that then act to either
amplify or dampen the initial temperature change. Thus, the equilibrium sensitivity of
climate to a forcing depends not only on the forcing itself, but also on radiative feedbacks
due to changes in atmospheric temperature (Ta), water vapor (ln(q)), albedo () and
clouds (C):
G =  R =  Tas (4.1)
Individual feedbacks can be obtained from a linear decomposition of the feedback param-
eter  according to Zhang et al. (1994).
 =
@R
@Ts
dTs
dTas
+
@R
@Ta
dTa
dTas
+
@R
@ln(q)
dln(q)
dTas
+
@R
@
d
dTas
+
@R
@C
dC
dTas
+ Re (4.2)
where Tas stands for global average surface air temperature, Ts is surface temperature
and Re is a residual, which is expected to be small for small climate perturbations (Zhang
et al., 1994; Jonko et al., 2012a). We use the natural logarithm of specic humidity as our
water vapor feedback variable due to the near proportionality of the absorption of radia-
tion by water vapor to ln(q) (Raval and Ramanathan, 1989). The sign convention we use
is such that a positive ux change corresponds to a warming. This linear decomposition
is essentially a Taylor series expansion, where all higher order terms have been dropped.
Other decompositions are equally valid. It is common, for example, to split the atmo-
spheric temperature feedback into a lapse rate feedback and a Planck response (Colman
and McAvaney, 2009; Soden et al., 2008).
Rather than computing full feedbacks, we omit the normalization by dTas and focus our
attention on TOA ux anomalies @R
@XidXi in units of W m 2. dTas is the same for both the
kernel and PRP techniques, but can vary widely between time scales. For a doubling of69
atmospheric CO2 concentrations in CAM3, for example, the global average above surface
temperature increases from present day conditions by 2.5 K. For comparison, the dier-
ence between the Summer and Winter seasons is 11.5 K in the Northern Hemisphere and
4.5 K in the Southern Hemisphere. By examining Tas and R separately we can make
sure that any agreement between time scales is not accidental, resulting from a fortuitous
combination of disagreeing temperature and ux changes. In addition, patterns of Tas
and R can provide insight into the dierent processes governing feedbacks at dierent
time scales.
4.3.1 Radiative Kernel Technique
Using the radiative kernel technique, the two terms constituting each feedback in
Equation (4.2) are computed separately. The radiative kernel, @R=@Xi, where Xi =
(Ts;Ta;ln(q);), is the response of TOA radiative uxes to incremental, uniform changes
in feedback variables, referred to as standard anomalies. dXi=dTas, is the climate response,
i.e. the response of feedback variables to changes in global average surface air temperature.
The radiative kernel is calculated by perturbing an oine radiative transfer model by a
standard anomaly in feedback variable @Xi and computing the change in TOA radiation
due to that perturbation.
Kernels for each month of the year were computed using the oine radiative transfer
model from CAM3 (Collins et al., 2006) for standard anomalies of 0.01 for the surface
albedo and 1 K for both surface and air temperature. Rather than using a uniform
specic humidity perturbation for the water vapor kernel, we compute the change in the
natural logarithm of specic humidity corresponding to a 1 K temperature perturbation
at constant relative humidity. We examine surface and atmospheric temperature, water
vapor and albedo feedbacks. The global warming cloud feedback has been shown to have
large contributions from fast responses to CO2 forcing (Colman and McAvaney, 2011).
Hence cloud feedbacks in response to other forcings can be expected to dier substantially70
on dierent time scales and we do not include the cloud feedback in our analysis.
4.3.2 Partial Radiative Perturbations
Using an oine radiative transfer model, the TOA radiative perturbation resulting
from a change in feedback variable Xi between two climate states A and B can calculated
by substituting Xi from climate state B into climate state A (Wetherald and Manabe,
1988). To this end, two radiative transfer calculations are performed: one forced with
climate state A and another with all variables from climate state A, except the feedback
variable of interest, which is substituted from climate state B. Then the dierence in TOA
radiative uxes between both simulations is taken. Taking albedo as an example:
R = R(Ts;A;Ta;A;qA;B;CA)   R(Ts;A;Ta;A;qA;A;CA) (4.3)
Spatial decorrelation is an issue that needs to be taken into consideration (Colman and
McAvaney, 1997; Soden et al., 2008) Assume that climate states A and B are two inde-
pendent realizations of the same unforced control climate. Substituting variables from
A into B will still result in a non-zero ux dierence due to internal variability of the
model, rather than due to forced climate change. To avoid this issue, we apply a 2-sided
PRP (Colman and McAvaney, 1997), where radiative perturbations are computed by sub-
stituting feedback variables from climate state A into climate state B and then performing
the substitution from climate state B into climate state A. The two TOA perturbations
are then averaged to obtain a more accurate estimate.
4.3.3 Denitions of seasonal cycle
We consider two dierent ways to compute TOA ux anomalies from the seasonal
cycle:
1. The dierence between winter and summer months (June, July and August minus
December, January and February; JJA-DJF) spans the amplitude of the seasonal cycle71
(Knutti et al., 2006; Dalton and Shell, 2012). Since the radiative kernel technique works
best with small, linear changes in feedback variables and climate base state, radiative ux
perturbations associated with a Summer - Winter dierence in surface temperature and
feedback variables may be too large.
2. Following Colman and Hanson (2012), we also consider changes over two-month
steps. For the PRP calculations, we compute a perturbation for each month of the year
by substituting the feedback variable from the climate state for the month following it
into the climate state for the month preceding it; e.g. for a February ux anomaly March
feedback variables are substituted in a January base climate. Using the radiative kernel
technique, we compute monthly perturbations by multiplying the kernel for each month
by the dierence in feedback variables between the following and preceding months. In
the above example, for February ux anomalies, the February kernel is multiplied by the
March - January dierence in feedback variables.
Some studies have also used other denitions of the seasonal cycle. Hall and Qu (2006), for
example, take the dierence between the adjacent months April and May to estimate the
snow albedo feedback. It would be conceivable to use adjacent months for the remainder
of the year in order to compute the other feedbacks analogously. We use the two-month
steps in order to facilitate the comparison with Colman and Hanson (2012).
4.3.4 Pattern Correlation
We employ pattern correlation to assess the similarity of the spatial distributions of
surface temperature change and ux anomalies across time scales. Following von Storch
and Navarra (1999) we use the centered correlation statistic
r =
PN
i=1((i)   )( (i)    )
NSS 
(4.4)72
Note that r is generally referred to as R in the literature. We have changed it here to
avoid confusion with the radiative ux variable R.  and   are elds of variables to be
compared, i is the grid point index and S2
 and S2
  are the spatial variances of  and  :
S2
 =
1
N
N X
i=1
((i)   )2 (4.5)
S2
  is dened analogously. r is an indicator for the similarity between the two elds, after
the area mean has been subtracted. It takes on values between 1 (perfect correlation)
and -1 (perfect anti-correlation). A value of 0 signies no correlation. Although no strict
guidelines for the interpretation of r exist, values of 0.5 and higher are generally inter-
preted as a strong correlation.
4.4. Results
We now discuss results from comparisons of spatial patterns of surface temperature
change, feedback variable changes and TOA ux anomalies produced by these changes
between doubling of CO2 and the dierent seasonal cycle metrics. We also compare TOA
ux anomalies computed using the radiative kernel and PRP techniques for all forcings.
4.4.1 Surface Temperature and Feedback Variable Changes
Two well-known characteristics of the warming predicted to occur due to increased
greenhouse gas emissions are polar amplication and stronger warming over land than
over the oceans (Solomon et al., 2007). High latitudes are expected to warm more than
the tropics, likely due to ice albedo feedback (Holland and Bitz, 2003). The discrepancy
between warming over land and the ocean can be attributed to the much larger heat ca-73
pacity of the ocean.
The 3-year average surface temperature change between the control and 2xCO2 simula-
tions is depicted in Figure 4.1a. Values are positive throughout. Because we only consider
three years, some shorter time scale variability is also visible. However, we can still see
the maxima of warming occurring in the polar regions, with smaller maxima over the
continents of Asia and Australia. The warming has a minimum over the North Atlantic.
Hemispheric surface temperature change over the course of the seasonal cycle, in partic-
ular between Summer and Winter months, or between monthly pairs during Spring and
Fall, exhibits a strong dipole pattern with positive changes in one hemisphere and nega-
tive changes in the other. Thus we will consider similarities between the absolute values
of Ts between CO2 doubling and the seasonal cycle. While values of jTsj between
JJA and DJF are larger than those for global warming, the spatial distribution of jTsj
has some similar features (Figure 4.1b). The largest changes occur at high latitudes and
over continents under both scenarios. Pattern correlation for jTsj between JJA-DJF
and 2xCO2 is r = 0:64. For the two-month-step dierences, surface temperature changes
vary strongly among month pairs. The rate of change depends on the time of year and
is maximum during Spring and Fall and minimum during Winter and Summer, when the
temperature trend changes direction. The monthly temperature changes that correlate
best with CO2 doubling are May - March with r = 0:69 and November - September with
r = 0:66 (Table 4.1). Hence, the spacial distributions of surface temperature change in
Spring and Fall are more similar to global warming than those in Summer and Winter.
The month pair that has the highest correlation with 2xCO2 (May - March) is shown
in Figure 4.1c. The spatial pattern is very similar to JJA-DJF (with a pattern correla-
tion coecient of r = 0:94 between the two), although the magnitude of the temperature
change is somewhat smaller.
This similarity, as well as the (somewhat lesser) similarity between this pattern and the74
pattern of temperature change due to global warming, suggest that while the absolute
values of Ts dier, the processes at work on these dierent time scale might have some
commonalities.
Next, we consider changes in the feedback variables. Using absolute values to compute
global average pattern correlations is a suitable approach for surface temperature, due to
its hemispheric dipole pattern in the seasonal cycle. However, this is not the case for the
other feedback variables, atmospheric temperature, water vapor and albedo. For these
variables we compute correlation coecients on a hemispheric basis, maintaining their
distributions of positive and negative change. Values are summarized in Table 4.1 and
strong correlations, dened as jrj > 0:5, are emphasized (bold). While the water vapor
and albedo dierences have the highest correlation coecients for the same month pair for
both hemispheres (July-May for water vapor and January-November for albedo), seasonal
atmospheric temperature dierences correlate best with 2xCO2 for February-December in
the Northern Hemisphere and for May-March in the Southern Hemisphere. Correlations
with 2xCO2 are strong for all JJA-DJF variable dierences with the exception of water
vapor, as well as for most month pairs for surface and atmospheric temperature. For
water vapor, however, most month pairs do not correlate strongly with 2xCO2. Strong
correlations are found in the Southern Hemisphere only for July - May and August - June.
About half of the albedo month pairs have correlations larger than 0.5. No month pair or
season is strongly correlated with 2xCO2 for all four variables.
4.4.2 TOA Radiative Flux Changes
Let us now consider the relationship between TOA ux anomalies, @R
@XidXi, result-
ing from a doubling of CO2 concentrations and the seasonal cycle. They are computed
by multiplying the radiative kernels by the change in feedback variable analyzed in the
previous section. Table 4.2 shows correlation coecients for all four feedback variables
and the two hemispheres. These are, generally speaking, somewhat lower than the cor-75
relation coecients for feedback variable changes. While correlations between JJA-DJF
and 2xCO2 are strong for changes in surface temperature, atmospheric temperature and
albedo, only surface temperature and albedo correlations are strong for kernel derived ux
anomalies. For two-month steps, 51% of all correlation coecients are larger than 0.5 for
feedback variable changes. This number is reduced to 28% for ux anomalies. Thus, while
the spatial patterns of changes in climate variables exhibit some similarity between the
seasonal and global warming time scales, this similarity is reduced when we consider the
changes in TOA radiative uxes that result from said climate variable changes. No strong
correlations (jrj > 0:5) are found for water vapor ux anomalies and only two moderately
strong correlations are found for atmospheric temperature ux anomalies. The strongest
correlations occur for Northern Hemisphere (NH) surface temperature and SH albedo (in
Spring for NH Ts with r = 0:75 and in SH Summer for SH  with r = 0:87). These co-
incide temporally with the strongest correlations of feedback variable changes, suggesting
that there may be relationships that would allow those times of year to be used as a proxy
to estimate feedbacks, which may be related to global warming feedbacks. However, no
such relationships can be identied for water vapor and atmospheric temperature. More-
over, we are merely considering correlations of spatial patterns, and no conclusions about
causation can be drawn from the present analysis.
As with the climate variable changes, there is not one preferred time of year in the seasonal
cycle for which the TOA ux anomalies have spatial distributions that are more similar
to 2xCO2 than for other times.
The fact that stronger correlations between time scales do exist for surface temperature
and feedback variable changes raises the question whether the radiative kernel technique
is not useful for the large perturbations in TOA uxes that result from the solar forcing
over the course of the seasonal cycle.76
4.4.3 Radiative Kernel versus PRP Flux Anomalies
To determine whether the kernel technique is adequate to resolve ux perturbations
on the order of magnitude produced by the seasonal cycle, we compare TOA ux anoma-
lies derived using radiative kernels and partial radiative perturbations. We rst compare
results for CO2 doubling, which is the range of perturbations for which these methods were
developed. Table 4.3 and the top panel of Figure 4.2 summarize the dierences for Ts, Ta,
ln(q) and  ux anomalies. Global average dierences between the two estimates range
between -0.05 W m 2 and -0.83 W m 2. Dierences are largest for the three-dimensional
variables atmospheric temperature and water vapor, particularly in the high latitudes.
Atmospheric temperature anomalies dier by up to 2.00 W m 2 for zonal averages (see
Figure 4.2b). The kernel overestimates the ux anomalies at all latitudes, with the largest
dierences occurring at NH high latitudes. The water vapor anomalies also show largest
dierences at high latitudes, both North and South, where the kernel overestimates the
magnitude of the radiative perturbations by up to 1.50 W m 2 (Figure 4.2c).
Soden et al. (2008) carried out a similar comparison for kernels calculated using the Geo-
physical Fluid Dynamics Laboratory (GFDL) climate model. Considering only global
average feedback values, they nd much better agreement between methods, with dier-
ences not exceeding 3%. Part of the dierences we see may be related to the specic
climate model as well as forcing type used. Additionally, atmospheric temperature and
water vapor kernel ux anomalies are computed by perturbing each level in the atmo-
sphere and then summing the individual contributions to the TOA ux anomaly from
each layer. Not taking the interaction of layers into account explicitly introduces some
error. For CO2 doubling, pattern correlations between elds of TOA ux anomalies de-
rived using PRP and radiative kernels range from 0.93 for water vapor to 0.99 for albedo
(see Table 4.4).
For the seasonal cycle, the dierences between the two methods are somewhat larger. The77
bottom panel in Figure 4.3(e - h) shows zonal averages of ux anomaly dierences for
JJA-DJF.
Figure 4.3f in particular illustrates large dierences between hemispheres, due to the dipole
nature of the seasonal cycle. For this reason we consider hemispheric, rather than global,
averages for the seasonal cycle in Tables 4.5, 4.6 and 4.7.
The hemispheric average ux anomalies for JJA-DJF have opposite sign in the Northern
and Southern Hemispheres for all variables and dierences between methods reach up to 3
W m 2. For ux anomalies for individual month pairs (summarized in Tables 4.6 and 4.7)
dierences between kernel and PRP depend on the time of year, amounting to up to 2 W
m 2. In terms of Watts per square meter, the maximum dierences occur for the water
vapor ux anomaly in NH Spring with 1.91 W m 2 and for the atmospheric temperature
ux anomaly in SH Fall with 1.83 W m 2. We also consider fractional dierences, dened
as the dierence between kernel and PRP derived ux anomalies in percent of the PRP
ux anomalies and summarized in brackets in Tables 4.3, 4.5, 4.6 and 4.7. These tell a
somewhat dierent story. The maximum values above account for 37% and 27%, respec-
tively, while we nd fractional changes of up to 1044% (August - June for NH albedo)
and 2900% (July - May for SH albedo). This is because TOA ux anomalies themselves
are larger for the seasonal cycle than for 2xCO2. The extremely large fractional changes
above of course result from the situation where the ux anomalies themselves are very
small. For the fractional albedo changes in the thousands, the actual changes are 0.94
and 0.29 W m 2, but the ux anomalies are only 0.09 and 0.01 W m 2, respectively. Of
all variables, albedo ux anomalies have the largest fractional dierences between kernel
and PRP at all time scales (71% for JJA-DJF and 16% for 2xCO2). While dierences
between the global, hemispheric or zonal averages of TOA ux changes are larger for the
seasonal cycle than for global warming, pattern correlations between the seasonal cycle
and global warming are in the 90s with the exception of the albedo anomaly. We nd the78
lowest correlation for the JJA-DJF albedo anomaly at r = 0:48.
To summarize, the spatial patterns of ux anomalies agree well between kernels and par-
tial radiative perturbations, while some dierences between the global and zonal averages
exist. These are larger for JJA-DJF than for monthly pairs, which may be because ux
changes for month pairs that are separated by one month are smaller than those between
Summer and Winter. Hemisphere average dierences in W m 2 between kernel and PRP
results are between 2 and 3 times as large as for CO2 doubling. Fractional dierences
show a much larger spread. The largest discrepancies are identied for the SW albedo
ux anomaly in absolute values, fractional changes and pattern similarity.
Finally, we repeat the calculation of pattern correlations between time scales for TOA
ux anomalies computed using PRP. Results are presented in Table 4.8. Correlations
dier from kernel calculations (compare to Table 4.2). These dierences, however, are not
consistent, i.e. correlations are not generally higher, or lower. For JJA-DJF, for instance,
PRP ux anomalies correlate better than kernel ux anomalies with 2xCO2 for Ts, Ta
and SH ln(q), but correlations are weaker for  and NH ln(q).
We nd the largest dierences between kernel and PRP results for albedo. Note that we
are dealing with large changes in SW radiative uxes due to the varying insolation over the
course of the seasonal cycle which may be dicult for both methods to resolve. While we
use the PRP as the "ground truth" against which we test the radiative kernel technique,
it has recently been shown that the PRP method is better suited for the evaluation of LW
ux changes than for SW uxes. The so-called approximate PRP (APRP) has been shown
to work better for SW uxes (Taylor et al., 2007). While the evaluation of the APRP
is beyond the scope of the present work, it would be a useful tool for understanding the
dierences in SW ux anomalies between the kernel technique and PRP method.79
4.5. Discussion
We have compared the spatial distribution of ux anomalies computed on global
warming and seasonal time scales with each other and found large dierences. For this
purpose we have examined hemispheric pattern correlations of a) the surface tempera-
ture change, b) feedback variable changes and c) the resulting TOA ux anomalies from
CO2 (global warming) and the seasonal cycle. We found that larger similarities between
patterns on dierent time scales exist for surface temperature and the other feedback vari-
ables than for TOA ux anomalies, which have low correlation coecients throughout,
with relatively few exceptions.
Further, there does not seem to be a time of year for which all feedback variable changes
and ux anomalies exhibit stronger correlations with 2xCO2 changes than for the remain-
der of the seasonal cycle. Rather, correlation strength is variable dependent.
Thus, the seasonal cycle may not be as useful as hoped in providing a constraint on global
warming feedbacks and climate sensitivity in GCMs. These results are in agreement with
ndings by others (e.g. Dessler, 2010; Lin et al., 2011; Colman and Hanson, 2012) who
failed to identify robust relationships across time scales between the processes that govern
feedbacks at those time scales and the resulting feedback and climate sensitivity estimates.
Although similarities (or dierences) in spatial patterns of feedbacks between time scales
may hint at physical relationships, they do not constitute conclusive evidence for or against
such relationship. It has been shown in previous work that global warming feedbacks to a
larger or lesser degree, depending on the feedback, contain a direct response to the forcing
in addition to the response to large scale surface temperature changes, Tas. Hence, if
the forcing diers, we would expect some dierences in feedbacks. How to isolate the true
\feedback response" and how to investigate and compare the underlying physical mecha-
nisms that generate them remains to be addressed in future research.80
In this study, we have also investigated the applicability of the linear radiative kernel
technique to the computation of climate feedbacks from short-term climate variability re-
sulting from the seasonal cycle. The kernel technique works best for small perturbations
and its limits of applicability have not been thoroughly tested thus far. Here we attempt
such a test by comparing results with the more accurate, but also more computationally
expensive, PRP method.
We nd that dierences between results obtained with both methods are at times sub-
stantially (2 to 3 times) larger than the dierences for CO2, indicating that the kernel
technique may not be able to adequately reproduce the large ux anomalies that result
from feedback variable changes over the course of the seasonal cycle. The largest discrep-
ancies are found for the SW albedo ux anomaly. Part of these discrepancies, however,
may be explained by the fact that the PRP method is not the best suited for SW uxes.
It would be instructive to repeat this analysis for SW uxes with the APRP (Taylor et al.,
2007), which has been shown to perform better.81
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FIGURE 4.1: Spatial distribution of surface air temperature change for a) CO2 doubling,
b) JJA - DJF in the Northern Hemisphere (NH) and DJF - JJA in the Southern Hemi-
sphere (SH) and c) May - March in NH and March - May in SH, which is the month pair
that shows the highest pattern correlation in surface air temperature change with 2xCO2.
Note that scales dier for all three panels.82
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FIGURE 4.2: Zonally averaged 2xCO2 TOA ux anomalies computed using the kernel
technique (solid line in top plots) and the PRP method (dashed line in top plots) and the
dierence between the two (bottom plots; Kernel - PRP; positive dierences shaded red,
negative dierences shaded blue) for perturbations in surface temperature, atmospheric
temperature, water vapor and albedo.83
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FIGURE 4.3: Zonally averaged JJA-DJF TOA ux anomalies computed using the kernel
technique (solid line in top plots) and the PRP method (dashed line in top plots) and the
dierence between the two (bottom plots; Kernel - PRP; positive dierences shaded red,
negative dierences shaded blue) for perturbations in surface temperature, atmospheric
temperature, water vapor and albedo.84
TABLE 4.1: Centered pattern correlation coecients, r, measuring the similarity in spa-
tial distributions of the absolute values of surface air temperature change and hemispheric
changes in the feedback variables temperature, water vapor and albedo between CO2 dou-
bling and the seasonal cycle. Values lie between 1 and -1, 1 signifying perfect correlation
and -1 perfect anti-correlation. Strong correlations (jrj values larger than 0.5) are bold.
jTsj NH Ta SH Ta NH q SH q NH  SH 
JJA - DJF 0.64 -0.66 0.88 -0.18 -0.11 0.64 -0.76
Feb - Dec 0.43 -0.77 0.80 -0.05 0.18 -0.73 0.78
Mar - Jan 0.48 -0.51 0.88 0.28 0.32 -0.17 0.44
Apr - Feb 0.61 -0.47 0.89 0.21 0.25 0.37 -0.28
May - Mar 0.69 -0.53 0.90 0.13 0.04 0.53 -0.46
Jun - Apr 0.59 -0.65 0.87 -0.17 -0.31 0.52 -0.44
Jul - May 0.51 -0.60 0.77 -0.43 -0.59 0.47 -0.87
Aug - Jun 0.17 0.73 0.03 -0.38 -0.59 0.37 -0.92
Sep - Jul 0.46 0.71 -0.86 0.17 0.04 0.04 -0.69
Oct - Aug 0.60 0.72 -0.87 0.34 0.26 -0.36 -0.37
Nov - Sep 0.66 0.71 -0.85 0.28 0.12 -0.40 0.33
Dec - Oct 0.62 0.55 -0.84 0.05 0.07 -0.64 0.83
Jan - Nov 0.54 -0.54 -0.81 -0.21 0.08 -0.75 0.9385
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TABLE 4.3: Global average TOA radiative ux anomalies in units of W m 2 for a doubling
of CO2 concentration from present day values (355 ppmv to 710 ppmv) computed using
the radiative kernel technique and the PRP method. The last column shows the dierence
between the two estimates (Kernel - PRP)
Kernel PRP Dierence
Ts -1.52 -1.47 -0.05 (3%)
Ta -6.74 -5.91 -0.83 (14%)
ln(q) 3.86 3.81 0.05 (1%)
 0.58 0.50 0.08 (16%)87
TABLE 4.4: Centered pattern correlation coecient, r, measuring the similarity in spa-
tial distributions of radiative ux anomalies due to changes in surface temperature, air
temperature, water vapor and albedo calculated using the kernel technique and the PRP
method. Values lie between 1 (perfect correlation) and -1 (perfect anti-correlation).
RTs RTa Rq R
2xCO2 0.97 0.98 0.93 0.99
JJA-DJF 0.93 0.98 0.95 0.48
Feb - Dec 0.91 0.93 0.88 0.95
Mar - Jan 0.95 0.93 0.91 0.82
Apr - Feb 0.95 0.97 0.85 0.83
May - Mar 0.96 0.98 0.90 0.95
Jun - Apr 0.97 0.99 0.90 0.97
Jul - May 0.97 0.99 0.90 0.96
Aug - Jun 0.96 0.98 0.94 0.95
Sep - Jul 0.98 0.98 0.93 0.83
Oct - Aug 0.97 0.99 0.96 0.74
Nov - Sep 0.95 0.98 0.96 0.79
Dec - Oct 0.96 0.96 0.93 0.94
Jan - Nov 0.94 0.96 0.94 0.9788
TABLE 4.5: Hemispheric average seasonal (JJA - DJF) TOA radiative ux anomalies
in units of W m 2 computed using the radiative kernel technique and the PRP method.
Columns 3 and 6 show the dierences between the two estimates (Kernel - PRP)
NH Kernel NH PRP NH Di. SH Kernel SH PRP SH Di.
Ts -6.75 -8.23 1.48 (18%) 2.95 3.11 -0.16 (5%)
Ta -19.77 -22.69 2.93 (13%) 9.52 12.69 -3.17 (25%)
ln(q) 7.83 8.33 -0.50 (6%) -9.21 -6.64 -2.57 (39%)
 2.69 9.30 -6.61 (71%) -5.03 -4.58 0.45 (10%)89
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5. GENERAL CONCLUSIONS
The goal of this dissertation has been to investigate the behavior of radiative feed-
backs under changing forcing and for dierent time scales using the radiative kernel tech-
nique. While the technique is becoming more and more commonplace, its suitability for
applications to forcings larger than that resulting from doubled CO2 concentrations has
not been rigorously tested. Thus, a secondary goal of this work has been to assess this
suitability.
The rst and second manuscript presented in chapters two and three focus on large CO2
forcing scenarios. The third manuscript (chapter four) treats variability on seasonal time
scales and this technique's tness as a proxy for global warming in evaluations of feedbacks
and climate sensitivity. In the rst portion of this document, I have compared radiative
feedbacks and climate sensitivity among GCM simulations forced with CO2 concentra-
tions that range from doubling to octupling, in order to investigate the robustness of
these quantities with varying forcing magnitude. I have considered three consecutive
doublings of carbon dioxide concentrations: (i) from present-day to doubled present-day
concentrations (355 - 710 ppmv), (ii) from twice to four times present-day concentrations
(710 - 1420 ppmv) and (iii) from four to eight times present-day concentrations (1420 -
2840 ppmv). At large forcings, non-linearities in the response of TOA radiative uxes to
changes in feedback variable introduce signicant bias into feedback estimates obtained
using present-day kernels. These biases were greatly reduced by combining the present-
day kernels with kernels computed using an 8xCO2 climate base state. These improved
calculations show that climate sensitivity increases with each successive doubling of CO2,
due primarily to a strengthening of the positive water vapor and cloud feedbacks. This
increase is somewhat damped by a decrease in positive albedo feedback and increase in
negative lapse rate feedback.93
The last portion of this work investigated the potential of short-term climate variability
as a proxy for global warming in feedback and climate sensitivity calculations. I have
examined pattern correlations between changes in both surface temperature and feedback
variables as well as kernel derived TOA ux anomalies from CO2 doubling and the sea-
sonal cycle. Some strong correlations between time scales exist for the change in surface
temperature and feedback variables. However, correlations for changes in TOA uxes are
much lower. Comparison with the more accurate PRP method does not improve these re-
sults, reinforcing previous work, which failed to nd strong relationships between climate
feedbacks computed from transient warming and short-term climate variability.
To quote Arrhenius one last time, \I should certainly not have undertaken these tedious
calculations if an extraordinary interest had not been connected with them." 4 The con-
straint of the uncertainty in our estimates of climate sensitivity is a priority of climate
science. \What causes climate to change{and how much can it change?" is one of 10
Grand Research Questions for the 21st Century identied by the Committee on Grand
Research Questions in the Solid-Earth Sciences of the National Research Council. A bet-
ter understanding of climate feedbacks and sensitivity is vital to thoroughly address the
second part of this question.
While this dissertation does not provide constraints on climate sensitivity directly, it does
contribute toward the overall eort to answer the question raised above by providing bet-
ter constraints on the applicability of the radiative kernel technique used with increasing
frequency to study climate feedbacks and climate sensitivity.
4Arrhenius, S. (April 1896) On the inuence of carbonic acid in the air upon the temperature of the
ground. The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science 5th Series,
Vol. 41, no. 25194
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