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1.1

Singularities in free surface ﬂows. (a) The rupture of a liquid thread
during drop formation. (Images courtesy of B. Wagoner.) (b) The coalescence of two liquid drops in air (Source: http://nagelgroup.uchicago.edu/NagelGroup/researchdir/singularities.html). . . . . . . . . . . . . . . . . . . . . 3

1.2

Microthread cascade formation in the presence of surfactants.
(Left) Drop breakup in the presence of surfactants with the pinching zone
highlighted. (Right, a-l) Sequence of images of the pinching zone showing
the formation of a microthread cascade and sub-satellite drops. System:
SDS on water/glycerol with Oh = 0.158, where Oh = µ/(ρRσ̃P )1/2 , µ is
the viscosity, ρ the density, and σ̃P the surface tension of the water/glycerol
solution, and R is the radius of the nozzle. . . . . . . . . . . . . . . . . . .

8

1.3

Surfactant-laden ﬁlaments. (a) Filaments forming in sheet rupture
(Source: Hewitt et al. [53]). (b) Filament-like drops forming from a bank
of nozzles in an ink-jet printer head (Source: Martin et al. [54]). (c)
Elongated satellite drop forming during drop formation from a nozzle.
(Source: Shi et al. [55]). (d) Sketch showing that addition of surfactants
to a ﬁlament leads to the appearance of two new regimes. . . . . . . . . . . 10

1.4

Coalescence of drops of a power-law ﬂuid in a dynamically passive gas. (a) Sketch of the problem setup. Here, σ is the surface tension,
µ̃0 is the viscosity at zero deformation of the power-law ﬂuid, n is the
power-law exponent, and α
˜ −1 is the characteristic deformation rate. (b)
Simulation results for the dimensionless parameters Oh = 0.1, α = α/t
˜ c=
1, and a range of n values, magniﬁed near the bridge (orange box denoted
in (a)) and showing the contours for dimensionless viscosity µ = µ/˜
˜ µ0 .
3
1/2
Here, tc = (ρR̃ /σ) is the capillary time scale. . . . . . . . . . . . . . . 12

1.5

Coalescence of gas bubbles in a power-law ﬂuid. (a) Sketch of the
problem setup. (b) Result from 2D simulation for the case Oh = 0.01,
α = 1, and n = 0.7, magniﬁed near the tip of the liquid ﬁlm (orange
box denoted in (a)) and showing the contours for dimensionless viscosity
µ = µ/˜
˜ µ0 (upper half) and streamlines. The bulged rim attached to
the ﬁlm by a concave cusp and a stream of capillary waves (see inset) is
reminiscent of the purely inviscid solution of Keller [9]. . . . . . . . . . . . 14
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2.1

Pinch-oﬀ and microthread cascades. (a)-(d) Drop formation from
a tube. Image of (a) a glycerol-water (GW) drop showing the pinching
zone and a thread of minimum radius Rmin and (b) the same drop later in
time showing the about-to-form primary drop and main thread. Zoomedin views of the pinching zone depicting the main thread and either (c)
a single microthread when the surfactant-free drop of (a)-(b) is about to
pinch oﬀ or (d) a cascade of four microthreads when a surfactant-laden
GW drop is about to break. In (a)-(c), Oh = 0.2, and in (d) Oh = 0.158
and the concentration of surfactant (SDS) is 2 cmc. (e) Time evolution
of the pinching zone for a GW drop of Oh = 0.07 loaded with SDS (concentration = 1.5 cmc). (f) Breakup shapes of GW drops loaded with SDS
(concentration = 1.5 cmc) as a function of Oh. (g) Deﬁnition sketch for
simulations. (h) Jet proﬁles at pinch-oﬀ from simulations when Oh = 0.12
and k = 0.4. A surfactant-free jet: proﬁle over half a wavelength (left)
and zoomed-in view of pinching zone (middle). A surfactant-covered jet
of β = 0.4: zoomed-in view of pinching zone showing four microthreads
(right). The green scale bars in (e)-(f) represent a length of 76.5 µm. . . . 25

2.2

Stagnation zone recoil and microthread cascade formation. Simulation results shown are for Oh = 0.07 and k = π/4. For the surfactantcovered jet, Γ0 = 0.55 and β = 0.3. (a)-(c) Jet proﬁles, streamlines, and
(colored) pressure contours. Proﬁles of surfactant-covered jet when (a)
Rmin = 3.5 × 10−1 and the neck is located at z = 0, (b) Rmin = 1.2 × 10−1
and the neck has moved away from z = 0, and (c) Rmin = 4.1 × 10−2 and
the stagnation zone has approached the neck (inset: zoomed-in view of
stagnation zone and neck). (d) Variation of Rstag /Rmin with Rmin for the
surfactant-free (green) and surfactant-covered (blue) jet. Insets: Zoomedin views of the neck regions to highlight microthread formation. (e)-(f)
Variation with Rmin of (e) |Zstag − Zmin | and (f) Relocal for the surfactantfree (green) and surfactant-covered (blue) jet. (g)-(h) Variation of thread
aspect ratio  = Z ∗ /Rmin with Rmin for surfactant-free (g) and surfactantcovered (h) jet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3

Competition between pressure and Marangoni stress. (a) Jet proﬁle, surfactant concentration, and surface tension as a function of z − Zmin
when Rmin = 1.12 × 10−2 . Pressure p (dashed red curve) and Marangoni
stress Tnt (solid blue curve) as a function of z − Zmin at three instants: (b)
just before stagnation zone recoil, (c) just after recoil, and (d) during late
stages. The vertical dotted black line indicates the instantaneous location
of the neck. Here, the dimensionless groups are the same as those in ﬁgure 2.2.32
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2.4

Scaling results, experimental conﬁrmation, and rate of thinning.
(a-d) Scaling results for the surfactant-covered jet of ﬁgure 2.2: variation
with τ of (a) minimum neck radius Rmin , (b) axial length scale Z ∗ , (c)
surfactant concentration at the neck Γ∗ , and (d) Relocal and P elocal . (e-f)
Experimental conﬁrmation of scaling results: (e) Rmin versus τ obtained
from dripping experiments performed with a ﬂuid of Oh = 0.07 loaded
with SDS at 2 cmc showing transition from I to VWM scaling (inset:
same data plotted on a linear scale to highlight the large duration of the
I regime.); (f) Rmin versus τ obtained from simulations of a breaking jet
of Oh = 0.07, k = π/4, Γ0 = 0.6, and β = 0.4. (g) Rate-of-thinning
(− -dtd Rmin ) as a function of τ for the jet from ﬁgure 2.2 (blue curve) and
for the same jet without surfactants (green curve). . . . . . . . . . . . . . 33

2.5

Jets with and without Marangoni stress. Zoomed-in views of microthreads of jets that are (a) surfactant-covered, (b) surfactant-free, and
(c) surfactant-covered but with Marangoni stress turned oﬀ. As vertical
distances are to scale, the drastic diﬀerence in lengths of microthreads
is noteworthy. (d) Thinning rate versus Rmin for surfactant-covered (Full
surfactant model, blue), surfactant-free (Surfactant-free, green), and surfactantcovered but with Marangoni stress turned oﬀ (Marangoni-free, black) jets.
Here, Oh = 0.10 and k = 0.4. For the cases with surfactants, Γ0 = 0.55
and β = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.6

Direct comparisons of simulations with experimental results and
local surface tension predictions from Roché et al. [14]. (a) Figure
4b from Roché et al. [14] showing scaling of minimum neck radius (hmin ≡
Rmin ) against negative time from breakup (t ≡ −τ ) along with predictions
of the local surface tension at the neck (γ ≡ σneck ) written as text along
with radial scaling slopes V1 through V3 . (b) Simulation results for the
equivalent dimensionless case Oh = 0.667, Γ0 = 0.56, β = 0.4, P e =
1000. Excellent agreement is observed in the Rmin vs. −τ scaling results.
The σneck values directly extracted from simulations, however, signiﬁcantly
deviate from the predictions from (a), instead steadily rising to the pure
ﬂuid value as may be expected due to continuous evacuation of surfactants
from the neck. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1

Problem setup. Breakup of a surfactant-laden jet in a dynamically
passive gas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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3.2

Details of breakup of a surfactant-free jet with Oh = 0.1 and
k = 0.5. (a) Shows the shape of the interface at breakup with inset
highlighting the single microthread. (b-d) Scaling results showing the selfsimilar scaling regimes and transitions that take place during rupture. (e)
Scaling of the aspect ratio  of the pinching zone along with snapshots
of the interface shape near the neck at six instants during breakup shows
that microthread begins forming in the intermediate viscous regime (black). 51

3.3

Details of breakup of a surfactant-laden jet with Oh = 0.1, k = 0.5,
Γ0 = 0.5, β = 0.3, and P e = 1000. (a) Shows the shape of the interface
at breakup with insets highlighting the two microthreads. (b-d) Scaling
results showing the self-similar scaling regimes and transitions that take
place during rupture. (e) Scaling of the aspect ratio  of the pinching zone
along with snapshots of the interface shape near the neck at ten instants
during breakup shows that a new microthread begins forming during every
instance of the int-VwM regime (green and black). . . . . . . . . . . . . . . 55

3.4

Eﬀect of system parameters on the shape of the surfactant-laden
jet at rupture. (a) Variation with Oh for a jet with k = 0.5, Γ0 = 0.5,
β = 0.3, and P e = 1000. (b) Variation with k for a jet with Oh = 0.1,
Γ0 = 0.6, β = 0.3, and P e = 1000. (c) Variation with Γ0 for a jet with
Oh = 0.1, k = 0.4, β = 0.3, and P e = 1000. (d) Variation with β for a jet
with Oh = 0.1, k = 0.5, Γ0 = 0.5, and P e = 1000. (e) Variation with P e
for a jet with Oh = 0.1, k = 0.4, Γ0 = 0.6, and β = 0.3. . . . . . . . . . . 58

3.5

Breakup of a surfactant-free jet with Oh−1 = 0, k = 0.5, Γ0 = 0.5,
β = 0.3, and P e = 0.5. (a) Scaling behavior of Rmin , Z ∗ , and Γ∗ . (b)
Shape, pressure contours, stream traces, and proﬁles for Γ, σ, and Tnt for
the jet at Rmin = 0.232 when the jet is in the zero-Pe regime. (c) Shape,
pressure contours, stream traces, and proﬁles for Γ, σ, and Tnt for the jet
at Rmin = 2.0 × 10−4 when the jet is in the VwM regime. . . . . . . . . . . 60

3.6

Inertia and asymmetric Marangoni stress: (a-d) Initial dynamics of
breakup of a jet with Oh = 0.1, k = 0.5, Γ0 = 0.5, β = 0.3, and P e = 1000.
(e) Details of the neck – shape, streamlines, pressure contours along with
proﬁles for Γ, σ, and Tnt plotted on the free-surface. . . . . . . . . . . . . 62
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Pressure-driven excursion and recoil of the stagnation zone. (a)
Proﬁles for shape r, pressure p, and axial velocity v for the jet with Oh =
0.1, k = 0.5, Γ0 = 0.5, β = 0.3, and P e = 1000 at six instances during
breakup ranging from when Rmin = 4.1 × 10−1 to Rmin = 2.9 × 10−2 . (b)
Trajectory of Zmin and Zstag over the full breakup process for the jet from
(a). INSET: Magniﬁed view of ﬁnal positions of neck and stagnation zone
as jet approaches pinch-oﬀ. (c) Relative z position of the stagnation zone
measured from the neck |Zmin − Zstag | for the jet from (a) with (blue,
Γ0 = 0.5) and without (green, Γ0 = 0.0) surfactants, with times marked
1 –before, 2 –at the beginning of, 3 –at the end of, and 4 –after the recoil
event. (d) Relative free-surface locations of the stagnation zone measured
from the neck Rstag /Rmin for the jet from (a) with (blue, Γ0 = 0.5) and
without (green, Γ0 = 0.0) surfactants. . . . . . . . . . . . . . . . . . . . . 64
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□

Stagnation zone recoil perturbs the int-VwM solution. Details plotted for the case from ﬁgure 3.3: (a) Axial velocity v in the vicinity of the
neck, plotted at the free surface location where r = 1.1Rmin , shows a
perturbation coinciding with the stagnation zone recoil 2 - 3 . INSET:
The velocity-ﬁeld in the pinching zone—v plotted at 5 diﬀerent points
in the vicinity of the neck at free surface locations r = φRmin , where
φ = 1.0 − 1.2—suﬀers a concerted perturbation. (b) The radial scaling departs from the base prevailing int-VwM solution R1 during the stagnation
zone recoil 2 - 3 . The departure is larger than the critical disturbance
amplitude Ac predicted by linear stability analysis of the int-VwM regime
(see section 3.9 for discussion) – the dashed curve represents the scale of
the critical perturbation τ (Rmin /Z ∗ )2 = Ac /δ  Ac , where the constant
δ  1 [10]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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3.9

Details of the stagnation zone recoil process

. . . . . . . . . . . . . 70

3.10 Marangoni-capillary balance during breakup.Simulation results for
the jet from ﬁgure 3.3. (a) Evolution of |M |max and |C|max with time.
Stagnation zone recoil 2 - 3 can occur only up to the point where |M |max ∼
|C|max . (b) Evolution of |Tnt |max (dashed) and Γ∗ with time. When Γ∗
drops below ≈ 10−2 , |Tnt |max stagnates. This corresponds to 3 beyond
which |M |max  |C|max occurs. . . . . . . . . . . . . . . . . . . . . . . . . 72
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3.11 Microthread cascades do not form at small values of β. (a) Magniﬁed microthread structures for the cases of β = 0.1, 0.2, and 0.3, for a
jet with Oh = 0.10, k = 0.50, Γ0 = 0.50, and P e = 1000. (b) Rstag /Rmin
plotted against Rmin for β = 0.1 (red), 0.2 (orange), and 0.3 (magenta).
(c) |M |max (solid) and |C|max (dotted) plotted against the same Rmin scale
as (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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3.12 Eﬀect of k: Longer wavelengths produce more microthreads. (a)
Magniﬁed microthread structures for the cases of k = 0.4 and 0.8, for a
jet with Oh = 0.10, Γ0 = 0.50, β = 0.30, and P e = 1000. (b) Rstag /Rmin
plotted against Rmin for k = 0.4 (red) and k = 0.8 (blue). (c) |M |max
(solid) and |C|max (dotted) plotted against the same Rmin scale as (b). (c)
Zstag (solid) and Zmin (dotted) plotted against the same Rmin scale as (b). 76
3.13 Eﬀect of Γ0 . (a) Magniﬁed microthread structures for the cases of Γ0 =
0.1, 0.4, and 0.6, for a jet with Oh = 0.10, k = 0.40, β = 0.30, and
P e = 1000. (b) Rstag /Rmin plotted against Rmin for Γ0 = 0.1 (green),
0.4 (red), and 0.6 (blue). (c) |M |max (solid) and |C|max (dotted) plotted
against the same Rmin scale as (b). (c) Γ∗ (solid) and |Tnt |max (dotted)
plotted against the same Rmin scale as (b). . . . . . . . . . . . . . . . . . . 78
3.14 Schematic showing a section of thread containing the control volume for force balance analysis. The control volume V (t) is bounded
by the free surface S(t), the z = zL plane L(t), and the z = zR plane R(t). 84
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4.2

Endpinching and bulb formation in surfactant-free ﬁlaments. (a)
Time evolution of the ﬁlament shape for Oh = 0.001 and L0 = 15 undergoing endpinching. (b) Bulb formation process in the ﬁlament from
(a). (c) Snapshots of bulged tips for ﬁlaments Oh = 0.001, 0.0, 0.1 and 1
with L0 = 15, at t = 3.01. (d) Minimum neck radius Rmin plotted against
time from breakup tb − t for the ﬁlament from (a) agrees with the inertial
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4.7

Surfactant redistribution and Marangoni stress generation before escape from endpinching. Details: shape, stream traces, axial
velocity v contours, and proﬁles for Γ, Γ˙ and Γ˙ i shown for the ﬁlament
from ﬁgure 4.4 undergoing WS breakup, shown at three instances prior to
escape. (a) Early times t = 2.1, (b) once the blob has formed t = 3.1, and
(c) just before escape t = 4.7 (also shows the Marangoni stress Tnt proﬁle
in the second frame). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.8

Details of surfactant-driven escape from endpinching, magniﬁed
at the neck.(a) Stress contours showing the presence of large Marangoni
stress at the interface and stream traces showing the formation of the
vortex ring, both shown at 4 instance during escape. (b) Pressure proﬁles
during escape show the ‘head-loss’ that occurs due to ﬂow separation, as
predicted by Hoepﬀner and Paré [19]. . . . . . . . . . . . . . . . . . . . . 111

4.9

Marangoni stress is essential to escape.(a) Radius of the neck Rmin
plotted against time t for the ﬁlaments from ﬁgures 4.3 to 4.5 shows that
the WS and SS regimes are both consequences of surfactant-driven escape
from endpinching. (b-c) Artiﬁcially turning-oﬀ Marangoni stress leads to
endpinching. Side-by-side comparison of the breakup shape of a ﬁlament
with the full model (left half, black) and of the same with the Marangoni
stress turned oﬀ (right half, blue) for (b) the ﬁlament from ﬁgure 4.4, and
(c) for the ﬁlament from ﬁgure 4.5. . . . . . . . . . . . . . . . . . . . . . 112

4.10 Vorticity and boundary layer formation in a surfactant-free ﬁlament undergoing escape. Details shown for a ﬁlament with Oh = 0.01
and L0 = 15 at three times: early blob formation (left), just prior to escape
(middle), and after escape (right). In each frame, left half shows contours
for the norm of vorticity kwk whereas the right half shows contours for axial velocity v along with streamlines indicating direction of ﬂow. Contour
legends for each variable at the extreme right are common for all frames.

115

4.11 Vorticity in surfactant-laden ﬁlaments. Vorticity kwk contours shown
for the ﬁlament from ﬁgure 4.3 at t = 3.9 (a), for the ﬁlament from ﬁgure 4.4 at t = 4.2 (b), and for the ﬁlament from ﬁgure 4.5 at t = 4.2
(c), demonstrating that large vorticity accumulation is a prerequisite for
escape from endpinching. . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
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Sketches showing the Marangoni Eﬀects in free surface ﬂows.
(a) The ﬁrst Marangoni eﬀects – Marangoni stress and solutocapillary
eﬀect. (b) Convection and diﬀusion processes. (c) Normal dilatation and
tangential stretching processes. . . . . . . . . . . . . . . . . . . . . . . . 138
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5.2

Time-evolution of a shape-perturbed jet uniformly coated with an insoluble surfactant. Here, Oh = 0.1, k = 0.7, s = 0.05, Γ = 0, Γ0 = 0.55,
β = 0.3, and P e = 104 . The shape of the jet R(z) and the surfactant distribution Γ(z) is shown at four times during the breakup process. The shape
plots are divided such that the left half represents p contours, whereas
the right side shows streamlines. This sequence of events represents the
‘capillary’ mode of breakup. . . . . . . . . . . . . . . . . . . . . . . . . 143

5.3

Details of the jet from ﬁgure 5.2 at (a) t = 4.605 show that strong effects of dilatation and stretching compete to eﬀectively reduce surfactant
concentration in the midsection. (b) At t = 14.605, convection dominates
as the velocities are much higher. (c) Near breakup, convection leads to
almost complete absence of surfactant in the neck. Note that only half
the jet is shown here (z ≥ 0). Plotted against z are the pressure at
the free surface P , shape of the jet R, surfactant conc. Γ, net rate of
˙ and Γ˙ i comprised of the individual contributions of
change of conc. Γ,
diﬀusion (dotted), convection (solid), dilatation (dashed), and stretching
(dashdot). The frame depicting R also shows streamlines and contours of
velocity along z direction (V = ez · v). . . . . . . . . . . . . . . . . . . . 145

5.4

Time-evolution of a surfactant-perturbed jet uniformly coated with an
insoluble surfactant. Here, Oh = 0.01, k = 0.7, s = 0, Γ = 0.05,
Γ0 = 0.55, β = 0.3, and P e = 104 . The shape of the jet R(z) and the
surfactant distribution Γ(z) is shown at four times during the breakup
process. The shape plots are divided such that the left half represents
p contours, whereas the right side shows streamlines. This sequence of
events represents the ‘Marangoni’ mode of breakup. . . . . . . . . . . . 147

5.5

Details of the jet from ﬁgure 5.4. (a) At t = 0.703 it shows a boundary
layer formed at the free surface. (b) At t = 1.453, stretching mechanism attempts to restore a uniform Γ(z) but overshoots. Pressure is also reversed
here owing to equation (5.16). (c) At t = 3.453 the reverse Γ gradient slows
down and reverses ﬂow near the surface resulting in a vortex at the free
surface. Note that only half the jet is shown here (z ≥ 0). Plotted against
z are the pressure at the free surface P , shape of the jet R, surfactant
˙ and Γ̇i comprised of the individual
conc. Γ, net rate of change of conc. Γ,
contributions of diﬀusion (dotted), convection (solid), dilatation (dashed),
and stretching (dashdot). The frame depicting R is exaggerated in the
radial direction to show the boundary-layer ﬂow, depicted using streamlines.149

5.6

Time-evolution of ﬂuid ﬂow in the jet from ﬁgure 5.4 visualized using
streamlines. Results shown for the jet from ﬁgure 5.4. . . . . . . . . . . . 150
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5.7

Surfactant concentration proﬁles (Γ(z)) over time are compared between
two cases, one with Oh = 0.01 and the other with Oh = 1. Results shown
for the jet from ﬁgure 5.4. . . . . . . . . . . . . . . . . . . . . . . . . . . 151

5.8

Relative magnitudes of boundary layer ﬂows setup by Marangoni stresses
illustrated using vectors. Each vector has a length of 0.4 grid units per
magnitude (GUPM). Results shown for the jet from ﬁgure 5.4. . . . . . . 152

5.9

Time-evolution of a surfactant-perturbed jet uniformly coated with an
insoluble surfactant. Here, Oh = 0.01, k = 0.7, s = 0, Γ = 0.05,
Γ0 = 0.55, β = 0.3, and P e = 104 . The shape of the jet R(z) and the
surfactant distribution Γ(z) is shown at four times during the breakup
process. The shape plots are divided such that the left half represents
p contours, whereas the right side shows streamlines. This sequence of
events represents the ‘Soluto-capillary’ mode of breakup. . . . . . . . . . 154

5.10 Minimum neck radius Rmin plotted v. time t for capillary (solid), Marangoni
(dashdot), and solutocapillary (dashed) modes of breakup. Parameters
are: Oh = 0.01, k = 0.7, Γ0 = 0.55, β = 0.3, and P e = 104 . . . . . . . . . 155
5.11 Variation of (a) breakup time (tb ), and (b) satellite size (vsat %)with Oh,
shown for capillary breakup, Marangoni breakup and solutocapillary breakup
cases; k = 0.7, Γ0 = 0.55, β = 0.3, and P e = 104 . . . . . . . . . . . . . . 158
5.12 Streamlines showing boundary-layer formation during breakup of a surfactantperturbed jet at three values of Oh; k = 0.7, Γ = 0.05, s = 0, Γ0 = 0.55,
β = 0.3, and P e = 104 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.13 Variation of (a) breakup time (tb ), and (b) satellite size (vsat %)with β,
shown for capillary breakup, Marangoni breakup and solutocapillary breakup
cases; Oh = 0.1, k = 0.7, Γ0 = 0.55, and P e = 104 . . . . . . . . . . . . . 160
5.14 Eﬀect of Oh on the sensitivity of breakup time to alterations in β. Results
presented for surfactant-perturbed jet cases with the ﬁxed parameters k =
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ABSTRACT
Kamat, Pritish M. Ph.D., Purdue University, December 2017. A Study of Singularities in Drops and Bubbles Under the Inﬂuence of Non-Newtonian Surface and Bulk
Rheology. Major Professor: Prof. Osman A. Basaran.
Fluid-ﬂuid interfaces are incredibly complex physical structures. Imbued with
an excess energy—or in mechanical terms, a surface tension σ—these interfaces are
considerably inﬂuential at small scales of droplets and bubbles, and in these systems,
they are responsible for a plethora of beautiful and dramatically complex phenomena.
The study of these interfacial phenomena, the so-called ‘free surface ﬂows’, lends
itself to a variety of applications which are at once, as mundane as liquid dripping
from a faucet or rain splashing over the windscreen of a car, and at the same time
extremely useful in industry and scientiﬁc analysis – some examples include dropon demand manufacturing, ink-jet printing, spray coatings, electrospray generation,
and DNA microarraying. Here, we are concerned with a subset of free surface ﬂows
which involves the bifurcation of an interface to form two new interfaces (‘rupture’),
or the merging of two interfaces to form a single continuous entity (‘coalescence’).
Both archetypes involve the generation of extremely high pressures and near-inﬁnite
velocities in the ﬂuid close to the interface in ﬁnite time and are the most common
examples of hydrodynamic (ﬁnite-time) singularities.
The ﬂow dynamics near these singularities is highly non-linear and often diﬃcult
to resolve owing to the minuscule scales involved, however theoretical work in this
area over the last few decades has revealed the existence of self-similarity and universal scaling laws that govern its behavior, which have subsequently been veriﬁed by
high-speed imaging experiments and numerical simulations. These scaling laws oﬀer
immense utility, not only by clarifying the underlying physics, but also by providing
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useful information that can be translated to industrial applications such as predicting the occurrence of satellites in drop formation or estimating residence times for
designing industrial phase contactors and separators. Whereas the majority of the
work on singularities treats liquids that are pure and Newtonian, liquids in real-life
applications are rarely so, instead containing dissolved polymers, suspended particles,
and/or surfactants which impart unto them a non-Newtonian rheology. In this work,
we use high-accuracy numerical simulations of the equations of motion, in concert
with experiments and theory, to probe the eﬀects of surfactants on the rupture of
liquid threads in air, and the eﬀects of deformation rate thinning (power-law) bulk
rheology on the coalescence between two drops in a gas, or between two bubbles in a
liquid.
In the rupture of surfactant-laden liquid threads, we perform experiments revealing
the phenomenon of surfactant-driven microthread cascades—a series of progressively
thinner threads that telescope out from the rupture location—for the ﬁrst time in a
real system. We then clarify the long-standing controversy over the prominence of
Marangoni stress contributions—arising from gradients in surface tension when surfactants are non-uniformly distributed—to the well-known observation of decelerated
thinning in the presence of surfactants and also elucidate their critical role in the formation of microthread cascades. By examining cascade formation in unprecedented
detail, we show the important role played by inertia in the problem, unearth novel
intermediate self-similar scaling regimes observed heretofore only in the creeping ﬂow
limit, and subsequently validate a hypothesis made nearly a quarter-century ago regarding how cascades form in thread rupture. Additionally, we investigate the eﬀects
of surfactants in the stabilization of liquid ﬁlaments, and clarify inconsistencies in the
current understanding of surfactant eﬀects on the stability of liquid jets.
In the second part of the dissertation, we explore the eﬀect of deformation rate
thinning (power-law) rheology on coalescence phenomena. We reveal a novel scaling
regime in the coalescence of power-law liquid drops in air, where inertial, viscous,
and capillary forces are in balance. Next, the coalescence of bubbles in a power-law
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liquid is investigated in the limits of small viscosity and in the creeping ﬂow limits.
At small viscosities, using simulations we demonstrate complex scaling behaviors and
transitions, and reveal the existence of the inviscid potential ﬂow solution obtained by
Keller in 1983, at ﬁnite viscosities. In the creeping-ﬂow limit, where inertia is absent,
we use thin ﬁlm theory to obtain the scaling laws governing bubble coalescence and
verify theoretical predictions using simulations of the full 2D equations. Remarkably,
in the limit of large but ﬁnite viscosity, we ﬁnd that the creeping ﬂow solution breaks
down at early times revealing the presence of hitherto unknown scaling regimes where
inertia is dominant. These studies are then extended to the full parameter space using
the extended range aﬀorded by simulations of the thin ﬁlm equations, and reveal a
complex landscape of self-similar regimes and a multitude of scaling transitions.

1

1. INTRODUCTION
I want to know, have you ever seen
the rain / Comin’ down on a sunny
day
Creedence Clearwater Revival

Having crawled out of the oceans, cursed with a constant thirst for water and the
interminable craving for oxygen, and conﬁned to living on a planet that is mostly
liquid and enveloped by gas, human life is sustained by the existence of ﬂuids. From
the invention of aqueducts in ancient Mesopotamia to the modern-day extraction
of petroleum from the bowels of the earth, the birth and growth of civilizations has
depended on our ability to control and harness to power of ﬂuids. The cornerstones of
modern life—agriculture, advanced plumbing, sanitation infrastructure, gasoline, the
ready availability of electricity, the ease of inter-continental air travel, the availability
of plastics and polyester fabrics—are in many large and small ways, dependent on
our understanding of how ﬂuids—liquids and gases—behave. Our accomplishments
in this area are in no way recent, but are a product of a more than a millennium-long
quest driven by curiosity, invention, and the need to survive, one involving some of
the greatest minds of the ages, an assortment of achievements in the ﬁelds of physics,
mathematics, and engineering that we today collectively refer to as Fluid Mechanics.
Modern ﬂuid mechanics is a diverse ﬁeld involving a host of sub-ﬁelds with varied
applications. An important subcategory of ﬂuid mechanics involves the study of small
fragments of liquids (drops) and gases (bubbles) in another ﬂuid phase separated by a
ﬂuid-ﬂuid interface. The behavior of drops and bubbles at small scales is increasingly
governed by the excess energy—or surface tension—of the interface, and these surfacetension-driven behaviors are collectively termed as ‘free surface ﬂows’. The interface,
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or free surface, in these ﬂows imposes its own stress and motion upon the bulk ﬂuids
and leads to the occurrence of a number of peculiar and beautiful phenomena. Well
known examples are the crown formation during a splash of a drop on a solid surface,
the spontaneous fragmentation of a sheet of liquid into ﬁlaments and then drops,
tears forming on a glass of wine, and the breakup of a jet of liquid into large and
small (satellite) drops. The careful study of these phenomena and the investigation
of their underlying mechanics is important in a variety of applications and thus has
garnered a long and distinguished history.
Some of the earliest investigations on free surface ﬂows were conducted by Leonardo
da Vinci in the sixteenth century [1]; in his Codex Leicester [2] he studied the behavior of liquid jets and how they break. This and the works of others that followed
[3] over the next two centuries display the early proto-scientiﬁc development of the
ﬁeld of free surface ﬂows. The modern study of drops and bubbles begins with the
paradigmatic eighteenth century work of Euler featured in his Mechanica [4] that
led to the development of the Navier-Stokes equations, and the nineteenth century
works of Young [5] and Laplace [6] on surface tension and mean curvature of free surfaces. In the aftermath of these developments, researchers with the notable inclusion
of Lagrange, Plateau, Rayleigh, Stokes, Weber, and Taylor, laid the foundations of
the modern mathematical treatment of free surface ﬂows, where the bulk liquid (inside/outside a drop or outside a bubble) is described by the Navier-Stokes equations
and the free surface enters the description in terms of velocity (kinematic) and stress
(traction) boundary conditions [7]. Since its conception, this description has proved
immensely successful in providing explanations for, and predicting, a host of observed
phenomena including those listed above; the development of computers and numerical techniques has sped up the pace of its utility and vastly broadened its scope. A
relatively recent success of this model, which has led to the emergence of a new area
of research, has been in the description of ‘hydrodynamic singularities’ in free surface
ﬂows [8].
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a

b

Figure 1.1.: Singularities in free surface ﬂows. (a) The rupture of a liquid
thread during drop formation. (Images courtesy of B. Wagoner.) (b) The coalescence of two liquid drops in air (Source: http://nagelgroup.uchicago.edu/NagelGroup/researchdir/singularities.html).

Figure 1.1a shows a sequence of high-speed images which capture the ﬁnal stages
of a drop detaching from a nozzle. As gravity pulls the drop downward the liquid
thread connecting it to the nozzle ﬁrst thins and over a ﬁnite time, the radius of
its thinnest section drops to zero and the drop separates. In mathematical terms,
when a length scale such as the thread radius approaches a very small value, it
leads to a singularity, or a loss of regularity, of the Navier-Stokes free surface model
equations. The same is true for the reverse process of coalescence (see ﬁgure 1.1b)
which is initiated when two drops touch to form a microscopic bridge. Such singular
phenomena are characteristic of non-linear partial diﬀerential equations and appear
in several other ﬁelds including turbulence (vortex tubes), gravitation (black-holes),
cell growth (chemotaxis), and ﬁnancial markets (crashes). In the vicinity of these
singularities, typically, the equations display a wealth of dynamical features resulting
in self-similar, and oftentimes universal, behavior. The discovery of self-similarity
in free surface ﬂows was made by Keller and coworkers in the 1980s [9, 10, 11] in
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the problems of retracting sheets and threads of inviscid ﬂuids. Subsequent works
over the following three decades have revealed self-similar dynamics in several other
problems including the rupture of liquid threads [12, 13, 14, 15], the breakup of liquid
sheets [16, 17, 18], the coalescence of liquid drops [19, 20, 21, 22], and more recently,
the coalescence of gas bubbles in a liquid [23, 24]. The occurrence of self-similarity
in a system provides a direct insight into the governing forces and mechanisms and
lends itself to the formulation of scaling laws. Scaling laws capture the intermediate
asymptotic behavior of the ﬂows that is, in the case of ‘universality’, independent
of the initial and boundary conditions, or in broader terms, the context in which
the singularity takes place. From the point of view of non-linear dynamics of these
dissipative systems, universal scaling laws are the attractors or ﬁxed points deﬁned
by the balance between the dominant driving and the dominant resistive forces [25].
The extraction of scaling laws from theoretical, experimental, and numerical studies has several applications in industry. For example, in drop formation processes,
scaling laws provide an estimate of when inertial forces become important before the
singularity [26], a crucial piece of information which can allow one to predict the
occurrence of undesirable satellite droplets, simply based on the ﬂuid properties and
system geometry. Scaling laws in drop and bubble coalesce problems can be used
to estimate typical coalescence times and droplet/bubble size distributions for emulsions or gas-liquid dispersions such as mists and foams. This information can then be
used to size large-scale coalescer and demister units in the oil and gas, and chemical
processing industries.
A majority of the work on singularities and self-similar phenomena in free surface
ﬂows has been performed for cases where the liquid is pure and Newtonian. Liquids
employed in industrial applications, however, are rarely so, and often contain dissolved polymers, suspended particulates, and/or surfactants. The presence of foreign
entities in an otherwise Newtonian ﬂuid can give rise to non-linear stress responses,
increased interfacial instability, and other complex behaviors, the study of which is
collectively termed as ‘non-Newtonian’ rheology. It has been shown in some cases
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that even trace presence of non-Newtonian rheology can have a noticeable impact on
singularities, giving rise to unique new structures [27, 28] and phenomena [29, 30],
and even lead to novel scaling laws and transient regimes [31, 32]. The added nonNewtonian inﬂuence introduces additional complexity to these problems, including
bidirectional causalities, loss of ellipticity, added relaxation time-scales, and early
violation of the continuum approximation, which makes studying their eﬀects of singularities especially challenging and several problems remain unexplored in this area
of study. Motivated by gaps in current understanding in this area of research, the
analyses and discussions featured in the following chapters concerns two broad problems therein. First is the eﬀect of surfactants on interfacial rupture of a Newtonian
bulk liquid in a cylindrical thread conﬁguration, and second, the eﬀect of power-law
rheology on the coalescence of drops and bubbles.

1.1 Thesis Goals
All work in this dissertation was performed with the intention of decoding the
physics behind some known yet misunderstood, and some hitherto unexamined, natural phenomena in the area of free surface singularities taking place in non-Newtonian
ﬂuids. The two important goals are as follows.
First, to expose the fundamental physical processes leading to the occurrence of
key phenomena in thread breakup in air when surfactants are present on the thread
interface. Surfactants have been shown to decelerate thinning of liquid threads both,
in early [33] and in late times [34] during breakup, and to lead to the generation of
microthread cascades – a series of progressively thinner, microscopic threads which
telescope out of the location where the thread is about to break [28]. Despite the
large amount of literature devoted to this subject, it is still unclear how surfactants
bring these about. One major cause of confusion is that these phenomena often
involve a complex interplay between surfactants and bulk ﬂuid which, while amenable
to interpretation in static or quasi-static environments [35], is often impenetrable
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in a highly dynamical setup such as thread breakup. No eﬀorts have been made
by numerical works in deconstructing the menagerie of surfactant-ﬂuid interactions
and consequently the interpretation of experimental results is riddled with several
inaccuracies [36, 37, 38, 39]. Work performed in the ﬁrst part of this dissertation
attempts to bridge this gap by explicating the role of surfactants in the problems of
breakup of jets, drop formation, and endpinching of ﬁlaments [40, 41]. In the process,
it aims at highlighting the uses and limitations of the 1D model for surfactants used
widely in literature [34, 42, 43, 44], by comparing it against the full 2D axisymmetric
model [45].
Second, to examine the eﬀects of deformation rate thinning rheology on droplet
and bubble coalescence in the aftermath of the singularity (or simply, ‘post-coalescence’).
This has seen a ﬂurry of renewed interest in recent years [21, 22, 23, 24] with the exposition of novel self-similar scaling regimes. Much of the work so far, however,
has been restricted to pure, Newtonian ﬂuids comprising either the coalescing drops
(drop coalescence in a gas), or the medium in which two bubbles coalesce (gas bubbles
coalescing in a liquid). Motivated by applications in chemical processing, pharmaceuticals manufacturing, and oil and gas recovery where the liquids are impure containing
dissolved polymers and suspended particles, the work performed in the second part of
the dissertation extends the general understanding in these problems to a large subset
of these liquids which undergo a reduction in viscosity under imposed deformation
(deformation rate thinning or power-law ﬂuids). These studies draw inspiration from
the successful extension of thread rupture dynamics to these ﬂuids which has revealed
the existence of a plethora of new scaling regimes [31, 32, 46].

1.2 Thesis Scope
Analysis of singularities is performed on the continuum level using models based
on the Cauchy momentum equation, in the scheme of a host of preceding works [8],
and involves no treatment of discrete dynamics that occur at molecular length scales.
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In all studies, the liquid is assumed to be incompressible and to remain isothermal
during the entire duration of the process under study. The set of numerical work
presented in this paper was performed using the Galerkin/Finite Element Method
[47] in concert with adaptive time-stepping [48] and the elliptic mesh technique [49].
Numerical work concerning surfactants utilized the models from [42, 45] which
assume the bulk ﬂuid to be Newtonian and the surfactant to be insoluble in the bulk
ﬂuid. The Gibbs-Langmuir (or the Szyszkowski) equation of state was used to describe
the dependence of local surface tension on the local surfactant concentration on the
free surface; this model was shown to be reasonably accurate in describing dynamics
in the low to intermediate range of surfactant concentration [45, 50]. The parameter
values for surfactant maximum packing concentration and surface diﬀusivity were
constrained within the typical ranges for aqueous surfactant systems.
The study of deformation rate thinning ﬂuids was limited to the use of the classical
Ostwald–de Wæle (or ‘generalized Newtonian’) and the Carreau models [31, 32] where
the instantaneous viscosity of the ﬂuid is related to the instantaneous deformation
rate by a power-law relationship. These models have proven to be reliable near
singularities; numerical predictions in thread breakup using these models [31, 32]
have shown excellent agreement with experimental results [51, 52].

1.3 Thesis Outline
This dissertation may be broadly divided into two sections: rupture in the presence
of surfactants comprising chapters 5 to 4, and coalescence phenomena in power-law
ﬂuids composed of chapters 7 to 6. The following text provides a chapter-by-chapter
synopsis of the dissertation.

1.3.1 Role of Surfactants and Marangoni Stress in the Breakup of Liquid Threads
Adsorption onto and lowering of surface tension σ of interfaces by surfactants is
exploited in drop formation (e.g. inkjet printing) where a thinning liquid thread (ra-
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Figure 1.2.: Microthread cascade formation in the presence of surfactants.
(Left) Drop breakup in the presence of surfactants with the pinching zone highlighted.
(Right, a-l) Sequence of images of the pinching zone showing the formation of a
microthread cascade and sub-satellite drops. System: SDS on water/glycerol with
Oh = 0.158, where Oh = µ/(ρRσ̃P )1/2 , µ is the viscosity, ρ the density, and σ̃P the
surface tension of the water/glycerol solution, and R is the radius of the nozzle.

dius h) connects an about-to-form drop to the liquid that remains hanging from the
nozzle when the former falls from it. Surfactants can aﬀect thread pinch-oﬀ in two
ways: ﬁrst, by lowering σ, they lower capillary pressure (σ/h), and second, as surfactant concentration along the interface can be non-uniform, they cause the interface to
be subjected to a surface tension gradient or Marangoni stress. Recent studies show
that the location where the thread breaks is devoid of surfactant and others assert
that the inﬂuence of Marangoni stress on pinch-oﬀ is negligible. The work featured
in this chapter demonstrates by simulations and experiments that surfactants play a
major role in drop formation and that Marangoni stresses acting near but not at the
pinch-point give rise to reduced rates of thread thinning and formation of multiple
microthreads that distinguish pinch-oﬀ of surfactant-covered threads from surfactantfree ones. Thinning at ﬁnite Reynolds and Peclet numbers, Re and P e, is shown to
exhibit intermediate scaling regimes that have heretofore only been observed during
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pinch-oﬀ of threads undergoing creeping ﬂow (Re = 0) while convection of surfactant
is weak compared to its diﬀusion (P e < 1).

1.3.2 On the Origins of Surfactant-driven Microthread Cascades in Jet Breakup
A peculiar phenomenon arises in surfactant-laden liquid threads just prior to
pinch-oﬀ where a series of progressively thinner, microscopic threads telescope out
from the rupture location. These so-called ‘microthread cascades’ have also been
observed in a myriad of other interfacial rupture problems such as rupture of highly
viscous Newtonian ﬂuid threads in air, in the rupture of viscous threads in another
viscous ﬂuid, in electro-spinning of biological materials, and in the breakup of 2D
liquid lenses on a free-surface.
Despite their prevalence, our grasp on the mechanics of how microthread cascades
originate remains incomplete. The current understanding remains that microthread
cascades could originate from minuscule interfacial perturbations produced by a noise
source of either molecular or ambient origin. However a plausible noise source has not
yet been identiﬁed and the origins of experimentally observed microthread cascades
remain mysterious.
Here, I present novel insights on the formation of surfactant-driven microthread
cascades in rupturing axisymmetric liquid threads. Using experimentally benchmarked simulations, devoid of any artiﬁcial inputs, I am able to demonstrate that
surfactants are capable of generating spontaneous perturbations via a fully deterministic process, thus acting as a source of ‘noise’. The mechanics of the process are
elucidated and the critical roles played by inertia and Marangoni stress are identiﬁed.

1.3.3 Marangoni-driven Escape from Endpinching of Surfactant-laden Filaments
Filaments, also commonly termed as ligaments, are drops that are stretched axially such that they resemble a long cylinder with hemispherical end-caps. These
elongated drops naturally occur in spraying processes relying on sheet rupture for
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Figure 2. Atomization of Herbicide Through Flat Fan (left) and Disc-Core (right) Nozzles by
Sheet Breakup (Hewitt, 2002)

a
Figure 4. (Left) Drops emerging from a bank of ink-jet nozzles (just visible at the bottom of the pi
the drop heads are 50 µm across and the tails are less than 10 µm wide (10 times thinner than a hu
are moving at around 6 m s−1 hence the need for a very short flash to freeze the motion (20 ns). Cr
Department, Ink-jet Research Centre investigating the performance of ink-jet printers. (Right) A m
gastronomes: the bread dough is initially shaped into a long circular ribbon. Before cooking them
‘baguettes de pain’, the baker cuts the ribbon into disjointed pieces by stretching the dough at regul
cooked baguette keeps the imprint of the singular breakup process (Courtesy Boulangerie Breteuil
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Figure 1.3.: Surfactant-laden ﬁlaments. (a) Filaments forming in sheet rupture
(Source: Hewitt et al. [53]). (b) Filament-like drops forming from a bank of nozzles
in an ink-jet printer head (Source: Martin et al. [54]). (c) Elongated satellite drop
forming during drop formation from a nozzle. (Source: Shi et al. [55]). (d) Sketch
showing that addition of surfactants to a ﬁlament leads to the appearance of two new
regimes.
Rep. Prog. Phys. 71 (2008) 036601

atomization [53], in ink-jet printing [54], and as satellites in drop formation processes
[8] (see ﬁgure 1.3a-c). These ﬁlaments are driven to retract by surface tension forces
but do not always fully recoil into a single sphere. Studies have shown that ﬁlaments
of low-viscosity Newtonian ﬂuids undergo a process called [41], where the ends of
the ﬁlament form pronounced blobs which pinch-oﬀ into drops. Endpinching is an
important contributor to mist formation in spray processes [53] and the formation
of undesirable sub-satellites in drop-on-demand (DoD) applications. Here, I use numerical simulations to investigate the eﬀect of insoluble surfactants on the fate of an
otherwise endpinching ﬁlament. It is found that strong, non-diﬀusing surfactants,
when present above a certain concentration have the ability to preclude endpinching
in the ﬁlament (or lead to the so-called ‘escape’ [56]), giving rise to two new regimes
of retraction, as shown in ﬁgure 1.3d. Regime maps in the surfactant parameter
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space are constructed to ascertain the parametric extents of validity of each regime.
Further, it is demonstrated that large Marangoni stresses generated near the neck
due to steep gradients in surfactant concentration are the leading cause of escape.
Studying the generation and dissipation of vorticity in these ﬁlaments leads me to
conclude that all escape mechanisms—viscous escape in pure, Newtonian ﬁlaments,
and surfactant-driven escape—can in fact be categorized as a single archetype as both
lead to a large vorticity generation near the free surface.

1.3.4 Eﬀects of Insoluble Surfactants on the Stability of Liquid Jets
The breakup of long liquid jets, or threads, is a phenomenon much studied for its
insights into numerous commercial processes such as bottle ﬁlling, spraying of paints
and pesticides, to drop-on-demand (DoD) applications such as micro-drop arraying
and ink-jet printing. The continual thinning, and ultimate rupture, of these threads
is a spontaneous process that is initiated, and driven by a capillary instability of
a wavelength greater than the circumference of the undisturbed thread. The net
dynamics are far from simple, as this driving force is resisted by both, inertia, and
viscosity in diﬀerent measures which depend on liquid properties, as well as on the
degree of thinning already achieved.
In many real-world applications involving jet breakup of complex ﬂuids, surfaceactive compounds are present either by circumstance or by design. These so-called
surfactants are well-known to aﬀect spatio-temporal behavior of free-surface ﬂows
in a complex manner. Studies in this area performed over the last two decades
have focussed only on the early-stage thinning dynamics that are described by linear equations, and show that surfactants eﬀectively retard thinning dynamics, while
keeping other breakup characteristics, such as the fastest-growing mode, unchanged.
In this work, I perform full 3-D axisymmetric, or 2-D, simulations utilizing the
Galerkin/Finite Element Method (G/FEM), with the aim to extend these studies
to cover the full range of dynamics up to breakup. It is shown that perturbations in
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Figure 1.4.: Coalescence of drops of a power-law ﬂuid in a dynamically
passive gas. (a) Sketch of the problem setup. Here, σ is the surface tension, µ̃0 is the
viscosity at zero deformation of the power-law ﬂuid, n is the power-law exponent, and
α̃−1 is the characteristic deformation rate. (b) Simulation results for the dimensionless
parameters Oh = 0.1, α = α/t
˜ c = 1, and a range of n values, magniﬁed near the bridge
(orange box denoted in (a)) and showing the contours for dimensionless viscosity
˜ 3 /σ)1/2 is the capillary time scale.
µ = µ/˜
˜ µ0 . Here, tc = (ρR

the surfactant concentration are eﬀective in both destabilizing stable threads, as well
as stabilizing unstable threads. In doing so, I delineate the complex, fundamental
mechanisms underlying these macroscopic eﬀects with unprecedented detail, thus allowing for a clariﬁcation of long-standing inconsistencies in previous literature and a
demonstration of the limits of applicability of the popularly employed 1D slender-jet
model for surfactant-laden threads.

1.3.5 Initial Regime of Coalescence of Drops of a Power-law Fluid in Air
Sprays, mists, and clouds are typically comprised of a multitude of micron-sized
droplets, suspended in a gas, undergoing chaotic motion. Every so often, two freely
moving liquid drops come into contact. When they do, their interfaces touch and
merge at the point of geometric contact forming a microscopic bridge between the
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two drops (cf. ﬁgure 1.4a). The tightly curved, concave rim of the bridge becomes
a site of extremely low pressure (a singularity) drawing ﬂuid from the drops towards
it, and thereby causing the bridge to grow. This process of bridge growth taking
place after the singularity, termed as ‘post-coalescence’ or simply ‘coalescence’, has
been shown to be self-similar and to obey a spatio-temporal evolution described by
well-deﬁned scaling laws when the drops are made of a pure, Newtonian liquid.
The accurate understanding of the dynamics of the drop coalescence process is
important in several applications. The coalescence of microscopic water nuclei in
atmospheric clouds governs the formation of raindrops [57, 58]. The drop size distributions in spraying and atomization processes are decided by a combination of drop
breakup and coalescence processes [59] and ﬁnds application in diverse areas such as
crop spraying, ink-jet printing, spray coatings, fuel injection systems, and aerosols.
De-misting processes in the chemical industry for the separation of dispersed liquid
from a gas stream and the mitigation of hazardous chemical mists are rate-controlled
by the coalescence events taking place between free drops and those occurring between a free drop and a pool of the separated phase. In many of these applications,
the liquid making up the drops is impure and non-Newtonian, containing dissolved
polymers or a dispersed liquid phase, or particle suspensions, which oftentimes lend
it a deformation-rate thinning (or, simply ‘shear-thinning’) character. As a result,
the local viscosity drops under an imposed deformation rate; this dependence is commonly expressed as a power-law relationship and these ﬂuids are called power-law
ﬂuids.
As drop coalescence in power-law ﬂuids is pervasive in the aforementioned applications and is heretofore unexplored, I analyze this problem using numerical simulations
in this chapter. It was shown in a recent publication [21] that when the ﬂuid is Newtonian, both inertia and viscous forces are important close to the singularity and
their balance deﬁnes the self-similar dynamics that unfold. In this work, I focus on
understanding the eﬀect of power-law rheology on this behavior in the initial moments of drop coalescence. As deformation rates, early in the coalescence process, are
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Figure 1.5.: Coalescence of gas bubbles in a power-law ﬂuid. (a) Sketch of
the problem setup. (b) Result from 2D simulation for the case Oh = 0.01, α = 1,
and n = 0.7, magniﬁed near the tip of the liquid ﬁlm (orange box denoted in (a))
and showing the contours for dimensionless viscosity µ = µ/µ̃
˜ 0 (upper half) and
streamlines. The bulged rim attached to the ﬁlm by a concave cusp and a stream of
capillary waves (see inset) is reminiscent of the purely inviscid solution of Keller [9].

extremely large, the bridge connecting the drops is the site of extremely low viscosities, thus weakening the viscous forces (see ﬁgure 1.4b). Numerical simulations and
theory reveal that, despite this, the inertial-viscous balance holds but instead giving
rise to new self-similar behavior deﬁned by the power-law rheology having a distinct
near-singular character than the well-known Newtonian analog.

1.3.6 Coalescence of Bubbles in Nearly Inviscid Power-law Fluids
Gases dispersed in a liquid taking the form of a swarm of bubbles is a ubiquitous
observation in daily life, from the foam in a carbonated beverage to the bubbles in
a hot tub. In nature, the trapping of air bubbles by waves on the sea surface contributes signiﬁcantly to the oceanic uptake of carbon dioxide and oxygen. Crude oil
in its primitive form upon extraction contains a large amount of dispersed natural
gas which must be separated before the reﬁning stage. Such degassing or gas-liquid
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separation applications, commonplace in industrial practices, rely on equipment design procedures which require a grasp of the average bubble size and the bubble size
distribution. These are governed by the breaking of bubbles under shear and extension in a liquid stream and the coalescence of bubbles brought together by the ﬂow
or buoyant forces. , As a result, it is important to investigate the dynamics of how
bubbles, brought into contact, merge and coalesce into a single entity.
˜ are slowly brought together inside a
As two spherical gas bubbles of radius R
liquid of density ρ̃, viscosity µ̃ and surface tension σ̃, the liquid ﬁlm or sheet between
them drains and ultimately ruptures, forming a circular hole that connects them (cf.
ﬁgure 1.5a). The high curvature near the edge of the liquid sheet drives ﬂow radi˜ min to increase
ally outward, causing the ﬁlm to retract and the radius of the hole R
with time. Recent experimental and theoretical work in this area has uncovered selfsimilarity and universal scaling regimes when two bubbles coalesce in a Newtonian
ﬂuid. Motivated by applications such as polymer and composites processing, food
and drug manufacture, and aeration/deaeration systems where the liquids often exhibit deformation-rate thinning power-law rheology, my work here extends the recent
Newtonian studies to bubble coalescence in power-law ﬂuids. In particular, the study
featured in this chapter focuses on power-law ﬂuids that are nearly inviscid at zero
deformation-rates, i.e. the dimensionless Ohnesorge number Oh = µ̃0 /(ρ̃R̃σ̃)1/2 is
kept small (Oh  1) in this study. I use a combination of thin-ﬁlm theory and full
2D axisymmetric computations to probe the dynamics in the aftermath of the singularity. The numerical simulations reveal heretofore unexplored regimes, and deduce
the inter-regime transition points.
Remarkably, the simulations demonstrate the presence of a true inviscid regime
(shown in ﬁgure 1.5b), ﬁrst predicted by Keller in 1983 [9], which comes into play
as a purely geometrical limit of the free-surface. An analog of the inertial-viscous
solution revealed in the Newtonian studies is also observed here, albeit showing scaling
behavior dependent on the power-law index n; this is the self-similar Inertial-Viscous
Power-law (IVP) regime of bubble coalescence. In addition, my work here presents
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new insights into the much studied Newtonian limit (n = 1) beyond the initial regime
proposed by Munro et al. [23]. The chapter concludes by presenting a phase map of
the regimes and transitions, plotted in the space of the power-law index n, and the
extent of coalescence deﬁned by R̃min /R̃.

1.3.7 Coalescence of Bubbles in a Power-law Fluid in the Absence of Inertia
The preceding study demonstrated a complex set of self-similar regimes that occur
in power-law bubble coalescence in the limit of small Oh. This chapter complements
it by studying the other extreme end of the parameter space, i.e. the asymptotic limit
of inﬁnite Oh (creeping ﬂow) where inertia is absent. Study of dynamics in this limit
is important, as typical liquids in the chemical industry – polymer melts, slurries, and
crude oil – are highly viscous, and bubbles in ﬁne foams and dispersions are usually
small, both eﬀects contribute to Oh being large.
Unlike the Oh  1 limit, the creeping ﬂow dynamics are amenable to a local analytical treatment of the self-similarity. Performing a theoretical analysis equivalent to
that undertaken in a prior study for Newtonian liquids [23], I obtain the new Viscous
Power-law (VP) self-similar regime of bubble coalescence where the scales grow with
time based on the power-law index n and show that the thin ﬁlm assumption is always
valid for all n ≤ 1. The theoretical results, based on certain assumptions, are veriﬁed
by comparing against full 2D-axisymmetric simulations of the bubble-ﬂuid system
and show excellent agreement. Simulations of Carreau ﬂuids are shown to exhibit a
transition from the power-law-dependent regime to the well-known viscous Newtonian regime [23], the transition being precisely predicted using the developed theory.
Additionally, we show that in the highly viscous limit, above a critical Oh = OhV
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(deﬁned in the main text), inertia becomes important at small length scales thereby
hinting at the presence of new, hitherto unknown, scaling regimes in these cases.

1.3.8 Coalescence of Bubbles in Viscous Power-law Fluids
Having already exposed a rich landscape of scaling regimes in power-law bubble
coalescence in the limits of small viscosity (Oh  1) and the creeping ﬂow limit
(Oh → ∞) in the previous two chapters, here, I investigate the more general case
of ﬁnite, intermediate viscosity (Oh ≈ 1). This includes the range of 0.1 . Oh .
OhV (n) where the assumptions of Oh  1 and Oh  1 decisively fail.
An important roadblock in this study is the limitation of the full 2D model which
is numerically diﬃcult to converge below an Rmin of 10−5 , for n < 1 cases. As a result,
the rich dynamical regimes and transitions below this point and above the continuum
limit (Rmin ≈ 10−8 , for cm-sized bubbles) are missed by the 2D simulations. These
simulations were adequate for the Oh  1 and Oh → ∞ limits as they covered the
dynamics up to the initial scaling regimes of coalescence, but in the space of ﬁnite
Oh in some cases, these initial regimes occur at lower length scales and span several
decades. Here, I overcome this limitation by developing a numerical scheme based
on G/FEM to solve the 1D thin ﬁlm equations on a truncated domain which shows
excellent convergence for Rmin of as low as 10−8 up to values as large as 10−2 , and
shows perfect overlap with scaling results from 2D simulations. Using 2D simulations
in concert with 1D simulations delivers a combination of accuracy and extended range,
and provides the ability to probe the full array of self-similar dynamics taking place
at intermediate Oh.
Theory and simulations reveal that bubble coalescence always initiates in the
inertial-viscous regime and ends in the VP regime. At intermediate Oh, the viscous
tip leads to a modiﬁcation in the inertial-viscous solution, now showing a prominent
viscous boundary layer. I show how the evolution of the prominent length scales in this
regime leads to its breakdown and cause inertia to exit the dynamics. Additionally, I
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show the existence of an intermediate Transient Viscous (TrV) regime which is seen
after the inertial exit and before the dynamics enters the VP regime. The scales
and transitions are identiﬁed theoretically and validated numerically. In conclusion,
the full set of regimes is represented by a phase map in the entire Oh–n space thus
completing my analysis of bubble coalescence in power-law ﬂuids.
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2. ROLE OF SURFACTANTS AND MARANGONI STRESS IN THE BREAKUP
OF LIQUID THREADS
And it appears to me, the doing
what little one can to increase the
general stock of knowledge is as
respectable an object of life, as one
can in any likelihood pursue.
Charles Darwin

2.1 Introduction
In drop formation, liquid ﬂows out of a nozzle and feeds a growing pendant drop
that hangs from it (ﬁgure 2.1a). As the pendant drop continues to grow, it consists of
an about-to-form globular primary drop, a thinning liquid thread, and a hemispherical
mass of liquid attached to the nozzle (ﬁgure 2.1b). The thinning of the thread and
its eventual pinch-oﬀ, which are salient features of drop formation processes involving
dripping and jetting [1, 2], are driven by capillary pressure (≈ surface tension/thread
radius). The thread’s shape near the space-time singularity where the interface will
pinch oﬀ, and result in a primary drop to fall from the nozzle, is self-similar and its
evolution in time is governed by universal scaling laws [3, 4]. For Newtonian ﬂuids,
in the absence of external noise [5], the interface shape near the pinch point consists
of a main thread that is connected to the primary drop by means of a much thinner
but shorter microthread (ﬁgure 2.1c). Once the thread breaks and the primary drop
falls from the nozzle, the thread may also pinch oﬀ at its top and undergo multiple
breakups to give birth to several satellite droplets [6]. Controlled drop formation—
the production of identical primary drops in succession while minimizing satellites—is
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used in a myriad of applications [1, 4, 7, 8]. Because of the central role it plays in
drop formation, studying the breakup of liquid threads/jets has been a problem at
the forefront of science for nearly two centuries [2, 4].
Surfactants are commonly present in drop formation applications. Figure 2.1d
depicts results of new experiments where a surfactant, Sodium Dodecyl Sulfate (SDS),
is present at the air-liquid interface and shows that the dynamics of drop formation
is altered appreciably compared to situations when surfactants are absent: a cascade
of microthreads, each thinner than the one preceding it and which had heretofore
only been seen in simulations [9], arises between the main thread and the primary
drop. The startling diﬀerence in interface shapes of surfactant-free and surfactantladen threads is surprising given that theoretical [10, 11, 12] studies have shown
that strong ﬂows evacuating the pinching neck between the main thread and the
primary drop convect surfactant away from it and cause it to be devoid of surfactant
at pinch-oﬀ. Furthermore, it is well-known that surfactants slow the rate of thread
thinning, result in longer drop lengths at breakup, and alter sizes of primary drops
[9, 10, 12, 13, 14, 15, 16]. How do surfactants aﬀect breakup so drastically in absentia?
Surfactants can aﬀect surface tension-driven ﬂows such as thread pinch-oﬀ in two
ways. First, because they lower surface tension when they adsorb onto air-water
interfaces, surfactants reduce capillary pressure compared to situations when the interface is surfactant-free [17]. Second, as their concentration along the interface can
be non-uniform, they can cause the interface to be subjected to a surface tensiongradient-induced or Marangoni stress [18], which plays a central role in well known
phenomena such as tears of wine, Benard cells in thin ﬁlms, and stabilization of soap
bubbles [19]. Despite two decades of research on breakup of surfactant-laden threads,
there is disagreement as to which of the two mechanisms is responsible for the observed diﬀerences between pinch-oﬀ of surfactant-free and surfactant-covered threads.
Thus, while several studies attribute the observed eﬀects to the action of Marangoni
stresses [9, 10, 12, 13], more recent works [14, 15, 16] attribute them to lowering of
surface tension, and hence capillary pressure. In this paper, we use numerical simu-
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Figure 2.1.: Pinch-oﬀ and microthread cascades. (a)-(d) Drop formation from
a tube. Image of (a) a glycerol-water (GW) drop showing the pinching zone and a
thread of minimum radius Rmin and (b) the same drop later in time showing the
about-to-form primary drop and main thread. Zoomed-in views of the pinching zone
depicting the main thread and either (c) a single microthread when the surfactantfree drop of (a)-(b) is about to pinch oﬀ or (d) a cascade of four microthreads when
a surfactant-laden GW drop is about to break. In (a)-(c), Oh = 0.2, and in (d)
Oh = 0.158 and the concentration of surfactant (SDS) is 2 cmc. (e) Time evolution
of the pinching zone for a GW drop of Oh = 0.07 loaded with SDS (concentration
= 1.5 cmc). (f) Breakup shapes of GW drops loaded with SDS (concentration =
1.5 cmc) as a function of Oh. (g) Deﬁnition sketch for simulations. (h) Jet proﬁles
at pinch-oﬀ from simulations when Oh = 0.12 and k = 0.4. A surfactant-free jet:
proﬁle over half a wavelength (left) and zoomed-in view of pinching zone (middle).
A surfactant-covered jet of β = 0.4: zoomed-in view of pinching zone showing four
microthreads (right). The green scale bars in (e)-(f) represent a length of 76.5 µm.

lations supported by experiments to demonstrate how surfactants induce formation
of microthread cascades and decelerate thread thinning. Because it is challenging
to separate competing eﬀects of surface tension lowering and surface tension gradients in experiments, we perform simulations in which Marangoni stresses are turned
oﬀ—a feat that would not be possible to accomplish experimentally—to demonstrate
conclusively that Marangoni stress is the dominant mechanism by which surfactants
aﬀect pinch-oﬀ.
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2.2 Motivating Experiments
As the formation of microthread cascades had heretofore only been observed in
simulations [9], we ﬁrst carried out experiments to demonstrate their occurrence in
the laboratory. Aqueous solutions of diﬀerent concentrations of glycerol in water
were prepared. These solutions had density, viscosity, and surface tension given by
ρ, µ, and σp . In some experiments, SDS was added to these solutions at concentrations exceeding the cmc. At the concentrations used, the density and viscosity
of the solutions were unchanged by addition of surfactant. The surfactant-free and
surfactant-laden solutions were then dripped at vanishingly low ﬂow rate Q from
a cylindrical tube of radius R in air. In addition to surfactant concentration expressed as a multiple of the cmc, the dynamics of drop formation is governed by
Weber number W e ≡ ρ(Q/πR2 )2 R/σp (here W e  1), gravitational Bond number G ≡ ρgR2 /σp ≈ O(0.1) (G varied only slightly in the experiments given the
slight variation of ρ and σp with glycerol concentration), and Ohnesorge number
p
Oh ≡ µ/ ρRσp . Figure 2.1e shows a zoomed in view of the pinching zone when
a surfactant-laden drop of a glycerol-water solution of Oh = 0.07 is forming from a
nozzle. This ﬁgure depicts the evolution in time of the interface shapes as the main
thread thins, a ﬁrst microthread forms and thins, and a second microthread forms
just prior to rupture. Figure 2.1f shows the variation of microthread cascades with Oh
when surfactant-laden drops are formed from a nozzle. Plainly, microthread cascades
comprised of two to as many as seven microthreads can arise during the dripping of
surfactant-laden drops from a nozzle.

2.3 Problem Setup: Numerical Simulations
To gain insights into the formation of microthread cascades, we turn to numerical
simulations. In them, we adopt the simplest conﬁguration possible: an inﬁnite liquid
column (or jet) of unperturbed radius R surrounded by a dynamically passive gas (air)
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that when subjected to axisymmetric shape perturbations of inﬁnitesimal amplitude
δ̃ (δ̃/R  1), having axial wavelength λ̃ (or equivalently wavenumber k̃ = 2π/λ̃)
undergoes capillary or Rayleigh-Plateau instability if λ̃ > 2πR [20, 21] (Figure 2.1g).
As in the experiments, the liquid is incompressible, isothermal, and Newtonian. In
the simulations, the air-liquid interface or the jet’s free surface S(t̃), where t̃ is time,
is taken to be initially coated uniformly with a monolayer of an insoluble surfactant
at concentration Γ̃0 . Surface tension is taken to vary with surfactant concentration Γ̃
according to the Szyszkowski equation [19]:


σ̃ = σp + Γm Rg T ln 1 − Γ̃/Γm ,

(2.1)

˜ Rg is the gas constant, and T is
where Γm is the maximum packing value of Γ,
the temperature. Dynamics of surfactant-laden jets is governed by the following dimensionless groups: Ohnesorge number Oh ≡ µ/(ρRσp )1/2 , strength of surfactant
p
parameter β ≡ Γm Rg T /σp , surface Peclet number P e ≡ (1/Ds ) σp R/ρ (relative importance of convection of surfactant to its diﬀusion on S(t̃)), dimensionless wavelength
˜
˜ dimensionless amplitude of the initial perturbation
λ ≡ λ/R
or wavenumber k ≡ kR,
˜
˜ 0 /Γm . Here, we
δ ≡ δ/R,
and dimensionless initial surfactant concentration Γ0 ≡ Γ
use P e = 103 and β = 0.2 − 0.4 as P e  1 in practice and the range of β values is
typical for strong surfactants [9, 22].
Whereas the surfactant in the experiments is soluble, that in the simulations is
insoluble and hence conﬁned to the gas-liquid interface. However, the solubility of
SDS in glycerol-water mixtures does not aﬀect the surface tension or its gradient
along the interface in studying pinch-oﬀ as the surface-adsorption dynamics of SDS
is at least two orders of magnitude slower than the ﬂow dynamics[14], which takes
place over the inertial-capillary time scale tc = (ρR3 /σp )1/2 when Oh  1, the viscocapillary time scale tv = µR/σp = Ohtc when Oh  1, and the viscous time scale
tµ = µ3 /ρσp2 = Oh3 tc when Oh ∼ 1.
The dynamics of jet breakup is simulated by solving the transient free boundary
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problem consisting of the Navier-Stokes and continuity equations for ﬂuid velocity
v and pressure p̃ and the surface convection-diﬀusion equation for surfactant concentration Γ̃ in cylindrical coordinates (r̃, z̃), where r̃ and z̃ are the radial and axial
coordinates, over the domain consisting of one half of the wavelength of the imposed
perturbation [22]. In what follows, the results are presented in terms of dimensionless variables such that the dimensionless velocity, pressure, surfactant concentration,
surface tension, radial and axial coordinates, and time are given by v = ṽ/(R/tc ),
˜ c.
˜ p , r = r/R,
˜
z = z/R,
˜
and t = t/t
p = p/(σ
˜ p /R), Γ = Γ̃/Γm , σ = σ/σ
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Simulation results shown are for Oh = 0.07 and k = π/4. For the surfactant-covered
jet, Γ0 = 0.55 and β = 0.3. (a)-(c) Jet proﬁles, streamlines, and (colored) pressure
contours. Proﬁles of surfactant-covered jet when (a) Rmin = 3.5 × 10−1 and the neck
is located at z = 0, (b) Rmin = 1.2 × 10−1 and the neck has moved away from z = 0,
and (c) Rmin = 4.1 × 10−2 and the stagnation zone has approached the neck (inset:
zoomed-in view of stagnation zone and neck). (d) Variation of Rstag /Rmin with Rmin
for the surfactant-free (green) and surfactant-covered (blue) jet. Insets: Zoomed-in
views of the neck regions to highlight microthread formation. (e)-(f) Variation with
Rmin of (e) |Zstag −Zmin | and (f) Relocal for the surfactant-free (green) and surfactantcovered (blue) jet. (g)-(h) Variation of thread aspect ratio  = Z ∗ /Rmin with Rmin
for surfactant-free (g) and surfactant-covered (h) jet.
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Figure 2.2a-c shows at three instants in time proﬁles of a thinning jet, and the
instantaneous streamlines and pressure contours within it. On account of the initial
conditions, at t = 0 the jet’s neck and bulge lie at the two symmetry planes z = 0 and
z = λ/2. Thus, given the initial perturbation of the jet’s surface, capillary pressure
is a maximum at the neck and a minimum at the bulge. Figure 2.2a shows that
at early times, the neck, with radius and axial location Rmin and Zmin , remains at
z = 0, and that the radius of the neck falls as that of the bulge grows as ﬂuid is
driven from the neck to the bulge because of the capillary pressure gradient [21]. For
all times, because of the axially periodic nature of the problem, the axial velocity
equals zero at both z = 0 and z = λ/2 and both locations are therefore stagnation
zones. Henceforward, we denote by (Rstag , Zstag ) the location of the point along the
free surface where the stagnation point that is closest to the neck is located. At early
times, both the minimum radius and the aforementioned stagnation point lie at the
neck.
As ﬂuid evacuates the neck, it accelerates in the direction of motion, before decelerating again in the bulge. When Oh  1, viscous resistance is too weak to oppose
the ﬂuid’s acceleration. Therefore, in an incompressible ﬂuid, the free surface tends
to thin fastest where ﬂuid acceleration is highest, thereby causing the neck to migrate
from its initial location towards the bulge. This inertial movement of the neck is well
known in low Oh systems [23, 24, 25], and is what causes satellite droplets to form
in dripping and jetting [26]. Figure 2.2B shows the jet at the instant when the neck
has already moved away from z = 0 and is now located at z = Zmin = 1.4. Since the
capillary pressure is nearly inversely proportional to the thread radius, the pressure
maximum always lies at the neck. As a consequence of neck migration, a pressure
gradient arises between where the neck is currently located and the symmetry plane
z = 0, and which now opposes ﬂuid ﬂowing from the vicinity of the symmetry plane
toward the neck. As the neck continues to thin and the magnitude of the capillary force opposing the inertia of the ﬂuid grows, the ﬂow on the thread-side of the
neck decelerates and ultimately reverses direction, giving birth to a stagnation zone
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(ﬁgure 2.2c) at a location z = Zstag , where 0  Zstag < Zmin . The newly formed stagnation zone continues to travel toward the neck as the thinning continues. Governed
by the inertia of the ﬂuid, the dynamics that has just been described constitutes the
requisite ﬁrst step in the formation of microthread cascades.
The relative motion between the stagnation zone and the neck can be appreciated
by plotting the variation with the minimum jet radius Rmin of (a) the ratio of jet radius
at the stagnation zone and that at the neck, Rstag /Rmin , and (b) the absolute value
of the axial location of the stagnation zone relative to that of the neck, |Zstag − Zmin |,
as in ﬁgure 2.2d and e. As the stagnation zone begins its journey toward the neck,
Rstag /Rmin → 1 and |Zstag − Zmin | → 0. In the surfactant-free case, the stagnation
zone approaches the neck monotonically such that the stagnation zone moves faster in
the axial direction than the neck until pinch-oﬀ. By contrast, ﬁgure 2.2d and e show
that when surfactants are present, this motion is hindered: relative to the neck, the
stagnation zone appears to recoil backwards before resuming once again its motion
toward the neck.
During the period when the neck migrates from its initial location (z = 0), the
dynamics is governed by an inertial-capillary balance and the thread takes on a conical
proﬁle [23, 24] as it joins the bulge. In the absence of viscosity, this state of aﬀairs
would persist until pinch-oﬀ. For ﬁnite viscosity, however, the universal solution of
Eggers[3] dictates that the shape of the thread joining the bulge should be slender
and nearly cylindrical as opposed to conical. Indeed, it is known and is shown by a
shape insert to ﬁgure 2.2d that in the absence of surfactants, the thread possesses
a conical structure but terminates in a nearly cylindrical microthread in order to
satisfy Eggers’s solution. A recent study [27] indicates that this transition to Eggers’s
solution occurs as the stagnation zone approaches the neck and causes the dynamics to
transition momentarily from inertial-capillary ﬂow to viscous ﬂow, thereby heralding
the birth of a single microthread. This transition can be observed by plotting the
variation with Rmin of the local Reynolds number Relocal = Z ∗ V ∗ /Oh [27], a measure
of the relative importance of inertial to viscous forces in the vicinity of the neck,
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where Z ∗ is the axial length scale and V ∗ is the axial velocity scale (V ∗ is evaluated
on S(t) where the local thread radius equals 1.05Rmin ). In the surfactant-free case,
Relocal can be seen to drop from a value that is initially much larger than unity as
the stagnation zone migrates from z = 0 to a value that is much smaller than unity
as the stagnation zone approaches the neck (ﬁgure 2.2f). In the viscous regime, the
slenderness of the just-formed microthread grows rapidly as the jet continues to thin
(ﬁgure 2.2g). As time advances, ﬂuid velocity in the vicinity of the neck starts to
rise and Relocal (ﬁgure 2.2f) becomes order unity as the dynamics transitions to an
inertial-viscous regime and the jet tends toward pinch-oﬀ.
For surfactant-covered jets, the early time response is similar to that for surfactantfree jets. Relocal once again falls from a large to a small value as the stagnation zone
approaches the neck as a viscous-like (see below) regime is attained (ﬁgure 2.2f). The
jet proﬁle (inset to ﬁgure 2.2d) shows that a single microthread has already formed.
Shortly thereafter, however, the stagnation zone recoils, dynamics is thrown oﬀ the
viscous-like regime, and Relocal starts to increase. The stagnation zone then starts to
approach the neck once again, the ﬂow slows, and a new microthread begins to form.
The second microthread too elongates, the ﬂow speeds up, and the Relocal → O(1)
as the jet tends toward pinch-oﬀ. In the two viscous-like and the ﬁnal regimes, the
microthreads undergo rapid stretching (ﬁgure 2.2h) similar to surfactant-free jets
(ﬁgure 2.2g), a point returned to below. Computations reveal that in all cases when
surfactants are present, the number of times the stagnation zone approaches the neck
equals the number of microthreads that are formed. Clearly, the key to understanding
repeated microthread formation lies in investigating how surfactant transport along
the interface interacts with ﬂuid ﬂow within the jet to cause stagnation zone recoil.
As the thread thins, the steep pressure drop from the neck to the bulge and the
concomitant convection of surfactant from the thread to the bulge leads to depletion
of surfactant in the thread and accumulation of surfactant in the bulge and, therefore,
lower surface tension in the bulge compared to the relatively surfactant-lean thread.
Figure 2.3a shows the interface shape and surfactant concentration and surface tension
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proﬁles just before stagnation zone recoil takes place. The resulting surface tension
gradient gives rise to a large Marangoni stress, Tnt = t·rs σ, where t is the unit tangent
to the free surface (directed towards the bulge) and rs is the surface gradient operator,
just downstream of the neck, as shown in Figure 2.3b. Thus, the negative spike in Tnt
represents a Marangoni stress pointing away from the bulge toward the main thread,
directly opposing the driving pressure drop. Figure 2.3c and d show the pressure
and Marangoni stress proﬁles in the vicinity of the neck (z = Zmin ) at two later
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instances, the ﬁrst just after recoil and the latter during the late stages of thinning.
It is noteworthy that Marangoni stress always runs counter to the driving pressure
drop, and that the balance takes place away from the neck, i.e. non-locally. During
the early stages of thinning and up to the point when the stagnation zone is about to
recoil, Marangoni stress rises to a value that is comparable in magnitude to pressure.
Beyond that point in time, however, the maximum value of |Tnt | no longer increases
as it is limited by the amount of surfactant that is available. On the other hand, the
maximum value of pressure grows by several orders of magnitude during this period.
Therefore, prior to recoil, ﬂuid being evacuated from the stagnation zone suddenly
encounters Marangoni opposition before entering the bulge, the negative reaction of
which causes the source of the ﬂow—the stagnation zone—to recoil. Is it possible
to validate this hypothesis that such a non-local Marangoni stress-capillary pressure
competition is responsible for stagnation zone recoil, and therefore, occurrence of
multiple microthreads?
In order to determine the dominant balance of forces, the variation with time
of the the minimum neck radius Rmin , the axial length scale Z ∗ , the axial velocity
scale V ∗ , and the local surfactant concentration at the neck Γ∗ [28] along with the local
Reynolds number Relocal and the local Peclet number P elocal = Z ∗ V ∗ P e, a measure of
the eﬀectiveness of convection in the vicinity of the neck, are monitored. Figure 2.4ad show the evolution of these scales, obtained from the simulations of the same jet as
in ﬁgures 2.2 and 2.3, with the dimensionless time from breakup τ = (tbreak − t)/tc
on log-log plots.

Since Oh in this case is less than one (Oh = 0.07) and the early stages of thinning, when the neck migrates away from z = 0, entail a competition between ﬂuid
inertia and the opposing pressure gradient, the dynamics are expected to reﬂect the
underlying inertial-capillary balance. Studies of thinning of surfactant-free threads
under such conditions have shown that the dynamics follow the Inertial scaling law
(or I scaling) [23, 24] where Rmin ∼ τ 2/3 and Z ∗ ∼ τ 2/3 . Reassuringly, the simu-
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lation results of Figure 2.4a-b show that the computed values of both Rmin and Z ∗
vary as τ 2/3 as expected and Figure 2.4c shows that Γ∗ , and hence surface tension,
varies only slightly with τ . Moreover, Figure 2.4d shows that Relocal , P elocal > 1 at
early times, as is appropriate since inertia dominates viscous force. However, once a
stagnation zone forms at z 6= 0 and travels toward the neck, the ﬂow in the vicinity
of the neck slows and Relocal  1. For surfactant-free threads, it has been shown
[27] that this happens once and gives rise to a visco-capillary balance that follows the
Viscous scaling law (or V scaling) [29] where Rmin ∼ τ and Z ∗ ∼ τ 0.175 . When surfactants are present, the stagnation zone approaches the neck several times between
recoils, causing Relocal to become much smaller than one during each approach. For
the surfactant-laden thread considered in ﬁgures 2.2 to 2.4, this occurs twice.
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period, viscous and capillary forces scale as τ −1.175 whereas Marangoni stress scales as
τ −0.175 . In Figure 2.3, it was shown that in the late stages of breakup as Rmin → 0, the
capillary pressure at the neck grows without bound as 1/Rmin and dwarfs the opposing Marangoni stress whose magnitude saturates as surfactant has virtualy completely
convected out of the neck. Therefore, as shown in Figure 2.4, after proceeding through
the multiple VWM regimes, the dynamics transitions into Eggers’s Inertial-Viscous
(IV) scaling regime[3] where Rmin = (0.0304/Oh)τ and Z ∗ ∼ τ 1/2 , as has already
been shown by others [10, 11, 12, 22]. Thus, surfactant-laden jets, after thinning
in an early stage I scaling regime, exhibit multiple transitory VWM regimes before
settling into a ﬁnal IV regime as they tend to pinch-oﬀ. Moreover, each VWM
regime is associated with the stagnation zone approaching the neck and, therefore,
the formation of one more microthread. Microthread aspect ratios  = Z ∗ /Rmin of
ﬁgure 2.2g,h can also ﬁnally be rationalized given the scalings reported in this and
the previous paragraph for Z ∗ and Rmin .
In Figure 2.4e and f, a comparison is provided between experimental measurement and computational prediction of the variation of Rmin with τ for a system
with properties that are slightly diﬀerent than those of Figure 2.4a-d. In each case,
after the decay of initial transients, the dynamics starts in an initial I regime and
then transitions to a VWM regime. In the experiments, it is not possible to image the drops beyond this point as Rmin becomes of the order of microns. However,
the simulations are readily continued beyond this point and reveal the occurrence of
a second VWM regime which eventually gives way to a ﬁnal IV regime as Rmin → 0.
Equally noteworthy are the rates at which the necks of surfactant-free and surfactantcovered threads thin. Simulation results plotted in Figure 2.4g show that surfactantfree threads exhibit much higher thinning rates than surfactant-covered ones. During
thinning, a surfactant-free thread attains a thinning rate as high as 0.0709/Oh while
in the intermediate viscous V regime [29] before eventually converging onto the single value of 0.0304/Oh appropriate for the ﬁnal Eggers regime[3] as the thread tends
to pinch-oﬀ. By contrast, the surfactant-covered thread exhibits two periods during
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which the thread thins at a constant rate and each of which correspond to instants
in time during which the dynamics lies in the VWM regime.
To prove the hypothesis that Marangoni stress is primarily responsible for both
reduced thinning rates and occurrence of multiple microthreads, simulations are carried out in which Marangoni stress or the surface tension gradient is turned oﬀ,
rs σ = 0, while capillary pressure, which depends on surface tension, is left turned
on. Figure 2.5 shows proﬁles of microthreads at breakup and thinning rates for a
surfactant-covered thread, a surfactant-free thread, and a surfactant-covered thread
with Marangoni stress turned oﬀ. Plainly, the Marangoni-free case resembles the
surfactant-free case in all respects, including a single, short microthread and high
thinning rates. On the other hand, three microthreads and lower thinning rates
are produced in the presence of Marangoni stress, thus settling the long-standing
debate that Marangoni stress is primarily responsible for both reduced rates of thinning and formation of microthread cascades during capillary thinning and breakup of
surfactant-covered threads.

2.5 Concluding Remarks
Our approach can be applied to other surfactant-laden free surface ﬂows where
the role of Marangoni stresses have heretofore remained unclear. One example is
tip-streaming from drops subjected to extensional ﬂows[30], a process that is greatly
enhanced by surfactants [31] and is key to the dispersant action of surfactants in
emulsiﬁcation [32] and enhanced oil recovery [33]. Theoretical treatments on this
subject [34, 35] have not clariﬁed whether local surface tension lowering or Marangoni
stress primarily drives these processes. A similar debate exists in dip-coating of
surfactant solutions—the classical Landau-Levich problem—where surfactants lead
to thicker ﬁlms [36, 37] and stagnation zone motion is important [38]. Similarly, our
approach can be used to shed light on observations that have arisen in studies of
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sessile drop evaporation [39] where drops of whiskey are known preclude coﬀee-rings
and instead to yield uniform stains—a feature that is desired in the coatings industry.
While surfactants are known to alter drop evaporation stains [40] and the presence
of naturally occurring phospholipid surfactants in whiskey is being considered as the
probable cause of unusual stains, whether the observed phenomena can be attributed
primarily to the action of Marangoni stresses in the whiskey stain example and many
other free surface ﬂows remain open problems in science.
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3. ON THE ORIGINS OF SURFACTANT-DRIVEN MICROTHREAD
CASCADES IN THE PINCH-OFF OF LIQUID THREADS
The tree which moves some to tears
of joy is in the eyes of others only a
green thing which stands in the
way. . . as a man is, so he sees.
William Blake

3.1 Background

3.1.1 Interfacial Rupture
The rupture of a liquid interface is one of the most ubiquitous and the most
widely studied examples of a ﬁnite-time singularity. As a thread of a Newtonian
liquid thins and approaches rupture, the thread thickness tends to zero while the
ﬂuid velocities and pressure in the vicinity rapidly approach inﬁnity (or ‘blow up’) in
ﬁnite time. Aside from being a problem of academic interest, a detailed dynamical
understanding of thread rupture is essential to achieving precise control in commercial drop formation processes such as ink-jet printing, DNA microarrays, massively
parallel drug manufacture, micro/nano-encapsulation, and chemical analysis. The
spontaneous breakup of drops has recently been cited [1] as key evidence towards the
hypothesis that early proto-cells began as phase-separated drops acting as biochemical reaction centers. In the past few decades, the pioneering works by Keller[2, 3],
followed by those from Eggers[4, 5, 6], Steen[7], Hinch[8] and others[9, 10] have served
to uncover self-similarity and a wealth of dynamical intricacies in the rupture of New-
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tonian liquid threads. Highly accurate numerical simulations have allowed extension
of the theoretical understanding, developed in the extreme cases of inviscid or purely
Stokes ﬂows, over the full parameter space and for varying macroscopic scenarios
of dripping[11, 12, 13], liquid bridges, and jet breakup[14]. Despite having a threedecades-long history, thread breakup is a still a fertile area of study; only recently
was it discovered, using numerics and experiments, that breaking Newtonian threads
show several new intermediate dynamics with varying degrees of inﬂuence from hydrodynamic inertia and viscous forces [15]. Another active set of pursuits in this area
is the study of non-Newtonian bulk [16, 17, 18] and surface [19, 20, 21] rheology in
the context of interfacial pinch-oﬀ.

3.1.2 Microthread Cascades in Free Surface Flows
A peculiar phenomenon observed across a range of interfacial rupture problems
is the formation of iterating structures near the pinch-oﬀ location, the so-called microthread cascades. Close to pinch-oﬀ in these problems, the shape of the interface
is composed of a series of progressively thinner microscopic threads connecting the
about-to-be-bifurcated drops. These structures have been experimentally observed in
the rupture of highly viscous Newtonian ﬂuid threads in air[22, 23], in the rupture of
viscous threads in another viscous ﬂuid [24], in electrospinning of biological materials
[25], in the breakup of 2D liquid lenses on a free-surface [26], and more recently, in the
breakup of surfactant-laden threads in air [27]. Given the diversity in ﬂuid properties,
in ﬂow geometry, and in external physical inﬂuences on the ﬂuids in these problems
it is remarkable that they universally share the feature of microthread cascade formation. This raises several important questions. What are the physical mechanisms
underlying cascade formation? What is the role of external inﬂuences versus the role
of bulk ﬂuid forces in this process for each of the situations listed above? Are all
microthread cascades governed by a similar set of underlying mechanisms?

45
The ﬁrst eﬀorts to provide a theoretical explanation for cascade formation were
undertaken by Brenner and coworkers [10, 22, 28] for the case of highly-viscous Newtonian liquid threads rupturing in air. Exploring the stability of the self-similar regimes
in thread breakup, they were able to show that close to pinch-oﬀ the thread is unstable to certain ﬁnite-amplitude perturbations. Perturbations larger than a critical
amplitude, with a wavelength larger than the thread circumference, and occurring
suﬃciently close to the stagnation point were shown to be capable to destabilizing
the thread [10, 28]. Brenner et al. [28] demonstrated that artiﬁcial shape perturbations imposed on thread breakup simulations caused such destabilization events,
each leading to the formation of a new microthread. As a result, they posited that
the experimentally observed microthread cascades [22] are the result of stochastic
perturbations occurring either due to experimental noise or molecular thermal noise.
It was shown, however, using theory and molecular dynamics simulations [23, 29, 30],
that the thermal noise becomes important only at scales below the optically available range in the experiments and therefore cannot explain the observed cascades.
Also, the proposal of experimental noise producing perturbations at the length and
time scales of the singularity has not yet been substantiated, either experimentally
or numerically, and remains hypothetical.

3.1.3 Microthread Cascades in Presence of Surfactants
That surfactant-laden threads pinching in air form microthread cascades was ﬁrst
shown numerically by McGough and Basaran [20]. In their work, they simulated the
full 2D-axisymmetric Navier-Stokes equations coupled with the equations describing motion of insoluble surfactants on the free-surface. Interestingly, they observed
microthread cascades even in the absence of artiﬁcially imposed perturbations (or
‘noise’), thereby running counter to the prevailing postulate that added noise is essential to the process. Recently, high-speed imaging experiments performed with SDS
on water-glycerol revealed these surfactant-driven cascades for the ﬁrst time in a real
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system [27]. These cascades were signiﬁcantly longer than previously observed cascades at similar viscosity in the surfactant-free thread breakup case[22], and contained
up to eight microthreads. Further, numerically simulations conclusively showed that
Marangoni stress, produced by gradients in surfactant concentration (or, more directly, gradients in surface tension), is essential to cascade formation, and that only
a single microthread is produced when Marangoni stress is artiﬁcially ‘turned-oﬀ’
from the model. This result indirectly dispelled the prevalent suspicions [20, 22] that
the mere use of the full 2D-axisymmetric model (as opposed to the slender-jet approximation) could trigger cascade formation. However, the mechanism by which
Marangoni stress acts to prompt the formation of cascades is still unclear. Also unsettled is the question whether the surfactant-driven cascading of microthreads can
go on indeﬁnitely until rupture.
In this work, we aim to detail the mechanism underlying cascade formation in
the presence of insoluble surfactants by demonstrating causal relationships between
numerical observations in the liquid ﬂows and surfactant distribution and cascade
formation. In this process, we verify Brenner et al.’s perturbation postulate in a fully
deterministic system – we show that surfactants, by exerting Marangoni stress, are
capable of generating regular velocity-ﬁeld perturbations; in accordance with Brenner
et al.’s postulate, these perturbations are directly responsible for cascade formation.
However, as opposed to the perturbation postulate, surfactant-driven cascades do
not originate from the destabilization of the Eggers inertial-viscous scaling regime,
but from the destabilization of the recently discovered intermediate-Viscous-weakMarangoni int-VwM regime [27].
This paper is structured as follows. Section 3.2 presents the mathematical formulation of the problem and the numerical implementation. The exposition begins with
section 3.3 which is a discussion on the causal link between the inception of a new
microthread and the occurrence of an intermediate viscous scaling regime [15] thereby
setting a direction for the set of arguments that follow. Section 3.4 presents the eﬀect
of system parameters on the ﬁnal shape of the jet at breakup. The large inﬂuence of
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Oh leads us to conclude that inertia has a signiﬁcant role to play in cascade formation, which is the subject of discussion in section 3.5. Section 3.6 then presents the
dynamics resulting from early-stage inertial inﬂuence—speciﬁcally, stagnation zone
recoil [27]—which lead to the formation of cascades. The conditions under which
stagnation zone recoil can occur are presented in section 3.7 which further shows that
microthreads cannot form indeﬁnitely until rupture.

3.2 Problem Setup and Governing Equations
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Figure 3.1.: Problem setup. Breakup of a surfactant-laden jet in a dynamically
passive gas.

To study the formation of surfactant-induced microthread cascades, we resort
to the simple and well-studied system of an inﬁnite jet undergoing the RayleighPlateau instability. We begin with an axisymmetric cylindrical liquid column of
cross-sectional radius R̃ composed of an incompressible Newtonian liquid of constant
density ρ, viscosity µ, and a surfactant-free surface tension of σ̃p , and surrounded by
a dynamically inactive inviscid gas that exerts a constant pressure PG on the freesurface. The interface is coated with a uniform monolayer of insoluble surfactant of
surface concentration Γ̃0 which lowers the surface tension to σ̃0 < σ̃p . At time t̃ = 0,
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the cylindrical jet is subjected to a sinusoidal shape perturbation of wavelength λ̃
and a small magnitude ˜s = 0.1R̃. When the wavelength is greater than the initial
circumference λ̃ > 2πR̃, the jet is unstable and spontaneously thins at the troughs
created by the perturbation [31, 32]. The perturbed jet, as shown in ﬁgure 3.1, is the
initial condition in all the simulations featured in this work.
The problem is made non-dimensional by using the radius of the unperturbed jet
R̃ as the length scale, the inertio-capillary time scale tc = (ρR̃3 /σ̃p )1/2 as the time
scale, the surface tension of the pure liquid σ̃p as the scale for surface tension, and
the maximum packing concentration of the surfactant on the liquid Γ̃m as the scale
for surface concentration. The bulk ﬂow within the body of the jet is governed by
the dimensionless continuity and Navier-Stokes equations
r · v = 0, and

(3.1)

∂v
+ v · rv = r · T,
∂t

(3.2)



where T = −pI + Oh rv + rvT is the total stress tensor for a Newtonian ﬂuid,
I is the identity tensor, p is the dimensionless pressure calculated using PG as the
q
datum, and Oh = µ/ ρR̃σ̃p is the Ohnesorge number. Oh is a dimensionless group
that represents the balance between viscous, inertial and capillary forces; liquids with
Oh  1 are considered to be nearly inviscid, whereas those with Oh  1 are deemed
highly viscous. The bulk ﬂows interact with the free surface which has a ﬁnite velocity
and a normal stress given by the kinematic and traction boundary conditions
n · v = n · vs ,

(3.3)

n · T = 2H σn + rs σ,

(3.4)

where −2H = rs · n is the local mean curvature of the free surface with unitnormal n pointing outward. v and vs are velocities just near and at the free surface,
respectively, and rs ≡ (I − nn) · r is the surface gradient operator. The tangential
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component of n · T is non-trivial only when σ is non-uniformly distributed on the free
surface, and is commonly known as the Marangoni stress [33]
n · T · t ≡ Tnt = t · rs σ

(3.5)

where t is the unit tangent to the free surface.
By virtue of its presence on the free-surface, the surfactant alters the electrostatic
forces of attraction between surface water molecules, eﬀectively reducing the surface
tension. This eﬀect is described by the logarithmic Szyszkowski (or, the LangmuirGibbs) equation of state. In its dimensionless form, it may be represented as
σ = 1 + βln(1 − Γ),

(3.6)

˜ σp is the dimensionless surface tension, Γ = Γ̃/Γ̃m is the dimensionless
where σ = σ/˜
surface concentration, β = Γm Rg Tabs /σp is the surfactant strength parameter, Rg is
the ideal gas constant, and Tabs is the absolute temperature of the system. Myrick
and Franses [34] report long-chained alcohols to have a Γm value of about 8µmol/m2
on water. Values of the same order of magnitude have been reported for carboxylic
acid head groups by Hiemenz and Rajagopalan [35]. As a result, typical aqueous
surfactant systems at room temperature exhibit β values in the range of 0.2 to 0.4
[19].
The surfactants, initially distributed uniformly on the free surface, can be redistributed by advective inﬂuences of the bulk ﬂows, the dilatation and stretching of
the free surface, or due to diﬀusive eﬀects. These eﬀects are described by the general convection-diﬀusion equation for a surface[36]. In dimensionless form, it may be
written as
∂Γ
1 2
r Γ=0
+ rs · (Γv) −
∂t
Pe s
where,
2

Pe =

R
=
tc Ds

s

Rσp
ρDs2

(3.7)
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is the surface Peclet number, and Ds is the surface diﬀusivity of the surfactant on the
L-G interface. Ds typically ranges anywhere from 10−6 to 10−4 cm2 /s. Thus, if we
consider jets of real liquids (20mN/m ≤ σp ≤ 75mN/m, 0.6g/c.c. ≤ ρ ≤ 1.2g/c.c.)
having diameters ranging from 1µm to 1cm, P e is typically large - its value lying
anywhere between 500 and 107 .
In temporal analysis of jet breakup, we track a particular disturbance as it evolves
with time (cf. ﬁgure 3.1). Therefore we choose a co-ordinate system that moves
with the disturbance such that the disturbance of wavelength λ = 2π/k extends
from z = −π/k to z = +π/k. Additionally, as the disturbance is symmetric about
its midpoint z = 0, in our simulations we will consider only half the wavelength
(z ∈ [0, +π/k])while imposing symmetry boundary conditions at the ends:
n · v = 0,

n · T · t = 0.

(3.8)

where t is the tangent vector to the relevant symmetry plane, and n is the outward pointing unit normal. On the free-surface, at these locations, we also impose a
symmetry condition for the surfactant concentration:
t · rs Γ = 0.

(3.9)

In addition, because the system is axisymmetric, we also apply equation (3.8) at the
axis r = 0. In this paper we solve the system of equations (3.1) to (3.9) numerically
to obtain the time-evolution of pressure p, velocity v, and surfactant concentration Γ,
as an initially-perturbed jet eventually ruptures. Details of the numerical technique
and its implementation may be found in [19, 37].
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Features of breakup of a surfactant-free jet with Oh = 0.1, k = 0.5
b

e
VI

Rmin

II

ε

V

τ

IV

z

II

r

III

τ
IV

r

z

Relocal

d

τ

V

r

z

I

Rmin

z

I

Z*

c

III

z

I

I

r

VI

r

z

a

r

r

Figure 3.2.: Details of breakup of a surfactant-free jet with Oh = 0.1 and
k = 0.5. (a) Shows the shape of the interface at breakup with inset highlighting
the single microthread. (b-d) Scaling results showing the self-similar scaling regimes
and transitions that take place during rupture. (e) Scaling of the aspect ratio  of
the pinching zone along with snapshots of the interface shape near the neck at six
instants during breakup shows that microthread begins forming in the intermediate
viscous regime (black).

3.3 Microthread Growth and Intermediate Viscous Regimes: A Causal Relationship

3.3.1 Single Microthread Formation in the Absence of Surfactants
To tackle the problem of multiple microthread formation in the presence of surfactants, it is important to ﬁrst detail how a single microthread originates and grows
in the surfactant-free case. Figure 3.2 shows details of the breakup process for a
surfactant-free Newtonian thread. The ﬁnal shape at breakup (ﬁgure 3.2a) consists
of a conical ‘main thread’, a single thin cylindrical ‘microthread’, and the about-toform ‘primary drop’. The main thread and microthread are distinct in shape and
size – the latter being around an order of magnitude thinner than the former – and
are easily diﬀerentiable. This characteristic shape of the interface evolves over time
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as the thread thins, and can be directly inferred from the self-similar scaling regimes
and transitions that govern the dynamics of this problem.
The thread in ﬁgure 3.2 begins with a Rayleigh-unstable shape perturbation, symmetric about the plane z = 0. The location of the thinnest section of the thread, or
‘neck’ is at z = 0; we call the minimum thread radius Rmin . The imposed interface
shape at t = 0 produces a higher pressure at the neck than the adjoining bulge. This
pressure gradient drives the ﬂuid out of the neck and into the bulge in the +z direction such that the wave grows in amplitude. For Oh < 1 threads, the symmetric
pressure-driven ﬂow exiting the neck is relatively unhindered by viscous resistance,
and subsequently gains an inertial character such that ∂v/∂z gains a high positive
value at some point z > 0. Due to continuity (equation (3.1)), the portion of the
jet experiencing this axial acceleration compresses radially (1/r)∂(ru)/∂r < 0 faster
than the neighboring parts of the jet. This results in the ﬂattening of this portion
(forming a ‘thread’) and the subsequent formation of a new minimum at the location
of the highest axial acceleration. At this point, the high inertia of the ﬂuid traversing unidirectionally in the +z direction is directly opposed by the negative capillary
pressure gradient in the newly-formed thread. This is the self-similar Inertial (or I)
scaling regime [2, 7, 8] where Rmin ∼ τ 2/3 and Z ∗ ∼ τ 2/3 , where τ = tb − t is the
dimensionless time from breakup occurring at t = tb , and Z ∗ is the dimensionless
axial length scale as deﬁned in [27]. Figure 3.2b shows the evolution of these scales
conforming with the I scaling law. The Z ∗ scaling shows a noticeable spike during
this regime. This is simply an artifact of the inertial motion of the neck from z = 0
to its ﬁnal location.
The shape of the thread, in the vicinity of the neck (in the so-called ‘pinching
zone’), is molded by the scaling laws which deﬁne its radial (Rmin ) and the axial
(Z ∗ ). To observe how the local shape evolves, it is instructive to observe how the
local aspect ratio of the pinching zone  = Z ∗ /(2Rmin ) scales with time. In the
Inertial regime, the aspect ratio  ∼ τ 0 is independent of time and is of order one.
This scaling describes a self-similar cone of a constant height to base diameter ratio
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. As a result, the main thread in the Inertial regime terminates in a cone before
connecting to the primary drop. Figure 3.2c plots the local aspect ratio  against τ
extracted from the simulation for Oh = 0.1. Note that  is constant and O(1) during
the I regime, as predicted by the scaling law. The thread shapes I and II (blue),
shown below, are locally conical during the I regime.
Perfectly inviscid threads (Oh = 0), as studied by [2, 7, 8], display self-similar
Inertial dynamics all the way up to Rmin → 0+ , and as a result form a doublecone structure at breakup. Threads of ﬁnite viscosity ﬂuids, on the other hand,
experience a marked divergence from this behavior in the late-stages of thinning
[5, 11]. Recent work in this area by Castrejón-Pita et al. [15] has revealed that
ﬁnite-Oh threads eventually transition from the I regime to an intermediate Viscous
(int-V) scaling regime where inertia becomes unimportant and a predominantly viscocapillary balance decides the dynamics. In this regime, the local Reynolds number
Relocal , as deﬁned in [15], dips to a small value indicating the local dominance of
viscous forces over inertia, and the scales Rmin = (0.0709/Oh)τ and Z ∗ ∼ τ 0.175
evolve according to the Viscous scaling laws of Papageorgiou [9], as seen in ﬁgure 3.2b.
This implies that the local aspect ratio is no longer a constant, and grows rapidly
with time according to  ∼ τ −0.825 (cf. ﬁgure 3.2c). Consequently, as soon as the
thread undergoes the transition from the I to the int-V regime, the pinching zone
exhibits a rapid local axial stretching forming the microthread. The shapes III, IV,
and V (black) in ﬁgure 3.2c clearly show the departure from the conical shape in
I and II towards the formation of a thin cylindrical microthread during the int-V
regime. Important to note is that the microthread is almost fully developed by frame
V, just before the thread exits the int-V regime, and enters the ﬁnal dynamical stage
of rupture – the Eggers Inertial-Viscous or IV regime [4, 5].
The Eggers IV regime is a universal scaling law for interfacial rupture of ﬁniteviscosity Newtonian liquids. Here, the ﬂow dynamics are governed by a balance between inertial, viscous, and capillary forces and the scales evolve as Rmin = (0.0304/Oh)τ
and Z ∗ ∼ τ 1/2 . Also, as clearly seen in ﬁgure 3.2b, Relocal ∼ 1 in this regime which is
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direct evidence of the inertial and viscous forces scaling synchronously. The growth
of the aspect ratio, given by the scaling  ∼ τ −1/2 , in the IV regime is slower than
that in the int-V regime and no appreciable diﬀerence in the microthread shape is
observed between the frames V (black) and VI (red) in ﬁgure 3.2c.
In summary, we have shown here that the formation of a single microthread in the
breakup of a surfactant-free Newtonian thread is irreversibly tied to the already wellknown sequence of scaling laws in this problem. Most important is our conclusion
that the newly discovered int-V scaling regime, and its occurrence following the I
regime, is directly responsible for the incipience and growth of the single microthread
in this problem. This serves to update the general, existing belief [22, 28, 38] that
microthread formation occurs principally during the Eggers IV regime. Armed with
this understanding, in the following section, we analyze the modiﬁed dynamics taking
place when surfactants are added to the thread.

3.3.2 Modiﬁed Dynamics in the Presence of Surfactants
The jet in ﬁgure 3.2 is provided a uniform initial load of surfactants Γ0 = 0.5. The
surfactant has properties β = 0.3 and P e = 1000 that lie within the typical range for
aqueous surfactant systems. Figure 3.3a shows the shape at breakup for such a jet.
Magnifying the microthread-like structure in ﬁgure 3.3b, we observe that it is in fact a
cascade of two microthreads. The microthreads, both slender and nearly cylindrical,
are at least an order of magnitude apart in their thickness and are separated by a
clear break in the interfacial slope which make them easily distinguishable from each
other. Clearly, the diﬀerences in ﬁgure 3.2a and ﬁgure 3.3a-b are brought about by
the presence of surfactants.
Figure 3.3b shows the evolution of the important scales Rmin , Z ∗ , and the surfactant concentration at the neck Γ∗ for this jet. The initial stage I regime is observed
(blue) similar to the surfactant-free jet. However, this is now followed by two intermediate viscous-like regimes in stead of one. Akin to the int-V regime, these new regimes
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Figure 3.3.: Details of breakup of a surfactant-laden jet with Oh = 0.1,
k = 0.5, Γ0 = 0.5, β = 0.3, and P e = 1000. (a) Shows the shape of the interface at
breakup with insets highlighting the two microthreads. (b-d) Scaling results showing
the self-similar scaling regimes and transitions that take place during rupture. (e)
Scaling of the aspect ratio  of the pinching zone along with snapshots of the interface
shape near the neck at ten instants during breakup shows that a new microthread
begins forming during every instance of the int-VwM regime (green and black).
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also display Rmin ∼ τ and Z ∗ ∼ τ 0.175 . They deviate from the int-V regime, however,
in this thinning rate −dRmin /dt, which equals 0.0709/Oh for the int-V regime, but
is signiﬁcantly smaller (0.0355/Oh and 0.0480/Oh respectively, cf. ﬁgure 3.3c) for
the new viscous-like regimes. They are the intermediate Viscous-weak-Marangoni, or
the int-VwM, scaling regimes where viscous and capillary forces balance locally, but
the outﬂow is hindered by large Marangoni stress in the vicinity [21] giving decreased
thinning rates. As ﬁgure 3.3c shows, in int-VwM the surfactant is evacuated from the
neck and scales as Γ∗ ∼ τ . That these regimes are int-VwM was further evidenced by
the fact that they were no longer observed upon the artiﬁcial removal of Marangoni
stress in recent simulations [27], instead being supplanted by the int-V regime. The
thread then ultimately enters the Eggers IV regime (red) which remains unaﬀected
by the presence of surfactants.
Essentially, we see that surfactants exert a non-trivial inﬂuence on the intermediate dynamics of thread breakup. In section 3.3.1 we showed that a microthread forms
and grows primarily in the int-V regime. From this understanding it is a direct conclusion that the presence of two int-VwM regimes should produce two microthreads.
Figure 3.3d plots the time evolution of the local aspect ratio  of the pinching zone
along with the thread shape at ten distinct instants during the breakup process. The
thread shape is conical in I and II (blue) and  ∼ 1 as is expected from the I scaling
regime. The ﬁrst int-VwM scaling regime (black) is accompanied by rapid local axial
extension of the pinching zone, as seen in III, IV, and V (green), as is expected from
the scaling  ∼ τ −0.825 . Thus the ﬁrst microthread forms and grows during the ﬁrst
int-VwM scaling regime. Soon after this, we observe a distinct break in the  scaling where there is a sudden, negligible decrease in the aspect ratio, directly followed
by the second int-VwM regime. Frames VI, VII, and VIII (black) show a magniﬁed
portion of the ﬁrst microthread (highlighted by a dotted red box in frame V) where
the growth of the second microthread is clearly seen. The break in scaling between
the two int-VwM regimes ensures that the thread continues to thin without experiencing additional axial extension in this time, consequently resulting in the second
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microthread being several times thinner than the ﬁrst. Note that the microthread
cascade is fully formed before the thread enters the Eggers IV regime – frames IX
and X (red).
The sequence of events so highlighted are clearly followed in all cases that form
microthread cascades. As a rule, the number of microthreads in a cascade equals
the number of int-VwM regimes observed in the transition from the early I regime
to the ﬁnal IV regime. As the number of microthreads grows, the duration each
of the int-VwM regimes becomes smaller and the process detailed above is repeated
several times. In more complex cases, we also observe reverse microthreads where
the dynamics is identical, but axially reversed. Irrespective of the seemingly complex
nature of the overall dynamics in these cases, the formation of a new microthread
is always accompanied by the observation of an int-VwM scaling regime. In light of
this excellent correlation, the pertinent question becomes – ’why do multiple int-VwM
regimes exist in surfactant-laden thread breakup?’.

3.4 Eﬀect of System Parameters on Breakup Shape
The ﬁrst step towards understanding the physical origins of microthread cascade
formation is to analyze the sensitivity of the ﬁnal breakup shape to individual system parameters. Figure 3.4 shows the breakup shapes, highlighting the microthread
structure, over a range of liquid (Oh), geometric (k), and surfactant (Γ0 , β, and P e)
parameters.
Figure 3.4a shows that Oh has a drastic eﬀect on the breakup shape. The general
trend is similar to what is expected even in the surfactant-free case – at low Oh
the breakup is asymmetric whereas it is symmetric at high Oh  1. The case of
Oh = 0.05 forms a single microthread, while the subsequent cases Oh = 0.1 − 1 form
two microthreads. In all these cases, inertia is active in shifting the breakup location
away from the symmetry plane z = 0. However, as Oh is increased further this does
not occur and a thin, unbroken, symmetric thread appears, nearly identical to the
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surfactant-free case. As a result, microthread cascade formation is suppressed at high
Oh in the absence of inertia. Considering that inertia is subdominant in the int-VwM
regimes that result in microthread growth, this is not an intuitive result. The role of
inertia will be elaborated upon in section 3.5.
Next, ﬁgure 3.4b shows the variation with the wavenumber of the initial disturbance, k. Jets with a longer wavelength (smaller k) show signiﬁcantly longer cascades
with more number of microthreads. From our arguments in section 3.3.2, this implies
that smaller k leads to the occurrence of more int-VwM regimes. The dependence of
these features on macroscopic geometry strongly indicates that they are not universal.
The context in which a surfactant-laden thread ruptures has an eﬀect on the size of
the cascade and the total number of microthreads contained within it.
The non-universality of microthread cascade formation is further evidenced by its
non-trivial dependence on the initial surfactant load Γ0 on the jet, seen in ﬁgure 3.4c.
Increasing Γ0 does not seem to produce any signiﬁcant eﬀect on the breakup shape
below Γ0 = 0.4, and the jet forms a single microthread. Γ0 = 0.5 on the other hand
produces two microthreads, and further increase in loading drastically aﬀects the ﬁnal
cascade size and number of microthreads. Whereas it is plain why surfactants at low
Γ0 barely modify the surfactant-free dynamics, it is not clear why the increase in
loading has any eﬀect on cascade formation even at high Γ0 .
Figure 3.4d shows that a similar trend is observed in the surfactant strength
parameter β. Increasing β in ﬁgure 3.4 has negligible eﬀect for β < 0.3. Upon
exceeding this limit, however, higher β values result in longer cascading structures.
As a result, there seems to be a cut-oﬀ loading, and a cut-oﬀ β, both of which must be
exceeded in order to activate the physical process responsible for cascade formation.
Finally, ﬁgure 3.4e shows the variations in the breakup shape with P e. It has
been shown that Marangoni stress has a crucial role to play in cascade formation
[27]. As Marangoni stress is only active at high P e values, it is clear why multiple
microthreads only form for P e > 1. Once P e reaches 100, no further change in the
breakup shape is observed.
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In the next section, motivated by the trends seen in ﬁgure 3.4a, we begin our
discussion by studying the role of inertia in cascade formation.

3.5 Role of Inertia in Microthread Cascade Formation

3.5.1 Breakup of an Inertialess Surfactant-laden Jet
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Xu et al. [21] have extensively described the scaling regimes and the inherent
dynamics of breakup of surfactant-laden jets in the absence of inertia. Figure 3.5
shows simulation results for a breaking inertialess surfactant-covered jet (Oh−1 = 0).
The surfactant has β = 0.3 and is diﬀusive in nature with a small Peclet number
P e = 0.5. The jet begins in the so-called zero-Pe regime in which the ﬂows evacuating
the neck are not strong enough to convect the surfactant species with them. The Γ and
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σ proﬁles remain uniform and nearly constant at the initial values as the net surface
area dilatation is not severe (cf. ﬁgure 3.5b). The scaling we observe therefore, accords
to the laws of Papageorgiou [9], but for a jet with a lower surface tension of σ0 < 1:
√
Rmin = (0.0709 -σ0 )τ , Z ∗ ∼ τ 0.175 , and Γ∗ ∼ τ 0 . As the ﬂows develop, however, the
surfactant suﬀers convection out of the neck, accumulating in the neighboring bulged
sections where the liquid decelerates. This is the VwM regime; the transition to it
from the zero-Pe regime is shown in ﬁgure 3.5a.
The jet undergoing the VwM regime in the ﬁnal moments of breakup is shown in
ﬁgure 3.5c. The proﬁles retain symmetry about the plane z = 0. The evacuating ﬂows
are strong locally at the neck, and convect surfactants over a short axial distance. The
resultant Γ (σ) proﬁle has a trough (crest) near the neck, sharply rising (dropping)
at a small distance away from the it. The Marangoni stresses Tnt is therefore high at
the locations where the sharp changes occur and negligible locally at the neck. This
is conﬁrmed by self-similar analysis of the VwM regime—performed in section 3.9—
where the Marangoni stress and surface tension terms drop out of the momentum
balance equation giving rise to the same surfactant-free visco-capillary dynamics as
in Papageorgiou’s analysis [9]. The VwM regime is therefore locally identical to
the surfactant-free V regime, albeit with a lower thinning rate which is regulated
by the presence of large Marangoni stresses that act as a barrier to the out-ﬂow in
the far-ﬁeld regions, an eﬀect not captured by local self-similar analysis, but evident
from numerical simulations [21]. Most importantly, however, we see that despite
the presence of Marangoni stress in the Stokes thread, no microthread cascades are
formed (cf. ﬁgure 3.5c).
As a result, Marangoni stress is a necessary but not a suﬃcient condition for
cascade formation; inertia must be present. It is interesting to note that this is true
despite the fact that microthreads primarily form in the int-VwM regime where inertia
is subdominant. How then does inertia come into play to eﬀect cascade formation?
The following section is a discussion of the diﬀerentiating features of breakup in the
presence of inertia that are directly responsible for microthread cascades.
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3.5.2 Breakup in the Presence of Inertia
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In this section, we focus on the early-stage inertio-capillary dynamics that differentiates breakup of ﬁnite-inertia threads from the inertialess threads discussed in
section 3.5.1. Figure 3.6a-d show the time evolution of the jet from ﬁgure 3.3 with
Oh = 0.1, k = 0.5, Γ0 = 0.5, β = 0.3, and P e = 1000. Similar to the inertialess
jet from ﬁgure 3.5, this jet begins with a Rayleigh-unstable shape perturbation that
is symmetric about the plane z = 0 (cf. ﬁgure 3.6a). The capillary pressure—set
up by the shape-perturbation—is higher in the neck located at z = 0 than in the
adjacent bulge. The resultant pressure gradient drives the ﬂuid out of the neck in
the +z direction such that the perturbation grows in amplitude. As time proceeds,
the neck radius diminishes thus aggrandizing the pressure gradient and in turn the
ﬂow velocity, as seen in ﬁgure 3.6a-b. The unidirectional ﬂows are strong enough now
to convect surfactants along with them from the neck and into the adjoining bulge.
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This is seen clearly by plotting the time rate of change of surfactant concentration
-∂ Γ
∂t

which is clearly negative in the neck (evacuation) and positive in the bulge (ac-

cumulation). So far, the velocity gradients are weak and inertial eﬀects are small;
these initial dynamics are not unlike that of the Stokes jet as seen in section 3.5.1. As
velocities continue to build up, however, inertia gains importance and the dynamics
sharply deviates.
As discussed in section 3.3.1, the inertial acceleration of the ﬂuid prompts the
formation of a new neck at a location z > 0 seen in ﬁgure 3.6c-d. The still unidirectional velocity ﬁeld rises sharply at the new neck, thus localizing the surfactant
evacuation over a short axial zone. This new neck so formed is, as a result, exposed
to highly asymmetric conditions, in terms of the thread shape, the velocity ﬁeld,
and the surfactant distribution. Figure 3.6e shows details of the neck region at this
stage. The hydrodynamic pressure is maximum at the neck (or location of minimum
thickness) and decreases away from it in both directions. The early ﬂows partially
convect surfactants in the +z direction causing an predominant evacuation in the
thread (‘thread-side’) and predominant accumulation in the bulge (‘drop-side’). As a
result, the neck, almost devoid of surfactants, has a high surface tension σz=Zmin ≈ 1
which sharply drops as z > Zmin , but only negligibly as z < Zmin . This produces a
large negative peak in Marangoni stress Tnt = t · rs σ on the drop-side of the neck,
whereas the thread-side Marangoni stress is negligible. This distinctive asymmetry
is evident in ﬁgure 3.6e. Compare this against the neck of an inertialess jet in ﬁgure 3.5c where the Marangoni stress magnitude |Tnt | is symmetric across the neck at
z = 0. In the following sections, we detail how this inertia-driven asymmetry across
the neck featured in low-Oh (inertial) jets is a critical precursor to the formation of
microthread cascades. We now focus on a crucial piece of the puzzle, which is the
inertial approach of the stagnation zone towards the neck.
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3.5.3 Pressure-driven Excursion of the Stagnation Zone
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The close-up of the velocity and pressure ﬁelds near the neck shown in ﬁgure 3.6e
reveals the presence of a stagnation zone on the thread-side of the minimum, a curious
development considering the unidirectionality of the ﬂows in ﬁgure 3.6a-c. What
causes the stagnation zone to appear close to the neck?
The capillary pressure in the slender jet is, to the leading order, surface tension
divided by the local thread radius pc ≈ σ/h. As a result, the maximum pressure is
always located at the neck, the location of minimum radius h = Rmin . The inertiadriven formation of the new neck at z > 0 therefore also shifts the position of the
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pressure maximum away from the symmetry plane (cf. ﬁgure 3.6e). Consider the
jet as in ﬁgure 3.6c; the ﬂow is unidirectional in the +z direction, while the pressure
maximum lies at z = 3.1. The liquid, under its own inertia, is therefore traveling
against an adverse pressure gradient ∂pc /∂z > 0 in the thread-side of the neck. Commonly observed in boundary-layer ﬂows around solid objects, ﬂow under an adverse
pressure gradient is unstable and eventually leads to ﬂow separation [39]. A similar
phenomenon occurs in the thread; the adverse pressure gradient leads to reduction in
the thread-side velocities, eventually causing them to vanish and ultimately reverse
direction; this gradual shift is seen in ﬁgure 3.7a which shows proﬁles for the shape
r, pressure p, and axial velocity v at various times. Therefore, the extensional viscous boundary layer ‘separates’ from the symmetry plane as a new stagnation zone
is created at z = Zstag (t) > 0. Further opposition by the adverse pressure gradient
then serves to extend the front of ﬂow reversal, eﬀectively causing the new stagnation
zone to move towards the neck, located at z = Zmin (t). Figure 3.7b plots the axial
trajectories of the neck and the stagnation zone at the free-surface for the full duration of breakup. The neck is always displaced from the symmetry plane ﬁrst. The
stagnation zone then follows after the thread-side ﬂows have suﬃciently slowed down
to permit a reversal. It appears to chase the neck as it aims to reach its equilibrium
position relative to the neck, as deﬁned by the Eggers similarity solution [4].
Figure 3.7c plots the evolution of the axial distance between the neck and the stagnation zone |Zmin − Zstag | as a function of Rmin . In the surfactant-free case (Γ0 = 0,
green), it can be clearly seen that the distance between the two decreases monotonically until the ﬁnal moments of breakup when the thread transitions into the Eggers
IV regime. For the same thread covered with surfactants (Γ0 = 0.5, blue), however, the trajectory sees a marked deviation, most striking being its non-monotonic
approach to its ﬁnal value which remains the same. Breaking down the trajectory

□

□

into sections, we see that between 1 and 2 , the stagnation zone is undertaking its

□

normal motion towards the neck. At 2 , this motion is interrupted, such that the
axial distance between the neck and stagnation zone begins to increase. In a physical
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sense, the stagnation zone undergoes a backward ‘recoil’ relative to the neck during its

□

pressure-driven excursion toward it [27]. This continues until 3 where |Zmin − Zstag |

□

peaks and the normal neck-ward motion resumes. By 4 the trajectory eﬀectively
overlaps with the surfactant-free case and the dynamics is no longer aﬀected by the
presence of surfactants. This trajectory is better observed in ﬁgure 3.7d where we
plot the radial location of the stagnation zone on the free-surface, normalized with
the minimum neck radius, Rstag /Rmin – the proﬁle undergoes a noticeable bump in
the presence of surfactants coinciding with the axial recoil event. Next, we detail
how the recoil process leads to the observation of multiple int-VwM scaling regimes
in surfactant-laden threads.

3.6 Mechanism of Microthread Cascade Formation
Based on numerical and theoretical evidence, we averred in section 3.3 that microthread formation is causally linked to the appearance of an intermediate Viscous
regime. In the presence of surfactants, multiple such regimes, speciﬁcally int-VwM,
are observed, each related to the formation and growth of a new microthread within
the forming cascade. Therefore, to adopt a reductionist approach, to understand
microthread cascade formation is essentially to understand how surfactants cause
multiple int-VwM scaling regimes to occur.
The stagnation zone is a point of zero axial velocity vz=Zstag = 0 and it carries
with it a viscous boundary layer of a small but ﬁnite axial extent. Castrejon-Pita et
al. [15] demonstrated numerically that its entry into the pinching zone leads to the
sharp lowering of the local Reynolds number Relocal near the neck, and consequently,
to the onset of the int-V regime (cf. ﬁgure 3.2). During recoil, the stagnation zone
may brieﬂy exit the pinching zone and reenter, though this is not always assured.
However, our simulations show that every recoil event correlates to a break in the intVwM scaling regimes. The jet in ﬁgure 3.3 undergoes one recoil event (cf. ﬁgure 3.7c-
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d) and therefore, two int-VwM scaling regimes—one before, and one after, the recoil
event. How does the stagnation zone recoil lead to multiple int-VwM scaling regimes?
Brenner and coworkers [10, 22, 28] demonstrated that self-similar scaling regimes
typically observed in thread pinch-oﬀ are susceptible to small perturbations, provided
their amplitude exceeds a critical threshold and they are placed suﬃciently close to the
‘stagnation point’ of the similarity solution. Perturbations smaller than the critical
threshold fail to grow faster than the thinning rate of the minimum whereas those
far away from the stagnation point are convected out of the pinching zone by the
strong out-ﬂow from the singularity, where they cease to grow at the time-scales of
the singularity. By placing artiﬁcial shape perturbations in their one-dimensional
simulations–both, in real space [22] and in similarity space [28]–they observe that the
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similarity solutions undergo a destabilization. While their main work is focused on the
IV regime of Eggers, their analysis also illustrates that the V regime of Papageorgiou
can be similarly destabilized.
In section 3.9, we derive the self-similar equations governing the VwM scaling
regime in surfactant-laden threads. Starting from the one-dimensional surfactantladen model [21], we perform a force balance to obtain exponents of the characteristic
scales, and thereby deﬁne the similarity variables. We see that the similarity ODEs
governing VwM are identical to those governing the V regime. This is not wholly
unexpected, and follows from the fact that the visco-capillary balance is still dominant
in VwM with the Marangoni stress appearing as a weak far-ﬁeld eﬀect (cf. ﬁgure 3.5c)
that is unaccounted by a local similarity analysis. The VwM scaling regime is thus,
locally identical to the V regime, and by direct extension also possesses the same
stability limits as the V regime. As a result, a surfactant-laden thread in the int-VwM
regime can be destabilized by a small perturbation occurring close to the stagnation
zone. In light of this understanding, coupled with our observations from ﬁgure 3.7c-d ,
it is clear that the surfactant-induced stagnation zone recoil must provide, or coincide
with, a kind of perturbation which destabilizes the base-VwM solution.
During its normal pressure-driven excursion towards the neck, as the stagnation
zone enters the self-similar pinching zone, the velocities in the vicinity of the neck
drop rapidly. Figure 3.8a plots the velocity at a point on the free-surface close to the

□

minimum, where r = 1.1Rmin (say, v1.1 ). v1.1 drops rapidly during the period 1 to

□

2 , similar to the surfactant-free case (green), as it enters the viscous regime. The

self-similar zone now grows according to the VwM solution presented in section 3.9.

□

However, at 2 , the stagnation zone suﬀers a recoil and v1.1 suddenly shoots up, and
even shifts direction. The base-int-VwM solution is therefore disrupted at this point.
The inset in ﬁgure 3.8a shows velocities at various points in the pinching zone, each

□

showing a dramatic shift upwards at 2 . Clearly, the ﬁrst int-VwM regime suﬀers a
velocity-ﬁeld perturbation during the stagnation zone recoil. As a result, the system
is thrown out of the current int-VwM regime during a recoil event; in conﬁrmation,
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ﬁgure 3.8b shows that recoil leads to a super-critical deviation [10] from the ﬁrst

□

int-VwM solution for Rmin . After suﬃcient time has passed, however, by 3 , the
stagnation zone resumes its normal trajectory and the system enters into the next
int-VwM regime. The surfactant-laden jet here (from ﬁgure 3.3) suﬀers a single
recoil event, and therefore shows two int-VwM regimes and consequently a cascade
of two microthreads. However, our simulations show that the dynamics as described
here are universal to all cases where cascades are formed, and the phenomena of
stagnation zone recoil, the occurrence of int-VwM regimes, and formation of multiple
microthreads are causally connected. As a general rule
N (Microthreads) = N (int-VwM regimes) = N (Stagnation zone recoils) + 1. (3.10)
It is important to note here, that surfactants are capable of inducing stagnation
zone recoils without any artiﬁcial input, and via a leading-order mechanism fully
described by the set of deterministic equations (3.1) to (3.9). These recoil events,
which can be classiﬁed as velocity-ﬁeld perturbations, are therefore the ﬁrst conclusive evidence of the validity of the ‘noise’ hypothesis from [10, 22, 28]. A key point
of distinction here is that we show that microthreads form via the destabilization
of a type of intermediate viscous (the int-VwM) regime—a recently discovered phenomenon [15, 27]—and not during the IV regime of Eggers as has been assumed
previously. This result is consistent with the large length-scales of experimentally
observed microthread cascades [22, 23, 27] where molecular eﬀects such as thermal
noise are negligible [23, 28].
Kamat et al. [27] showed that surfactant-exerted Marangoni stresses are essential
to the formation of microthread cascades. In the next section, we describe in detail
how Marangoni stress interacts with the large pressure gradients near the singularity
to produce the stagnation zone recoil.
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3.7 Marangoni-Capillary Competition Causing Stagnation Zone Recoil
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Figure 3.9.: Details of the stagnation zone recoil process
Simulation results for the jet from ﬁgure 3.3. (a) Speed at which the stagnation
zone dtd Zstag (solid) and neck dtd Zmin (dashed) rise axially plotted against Rmin for the
surfactant-free case (top, green) and the case with Γ0 = 0.5 (bottom, blue). Points
marked 1 - 4 are identical to those marked in ﬁgure 3.7c. (b-e) Thread shape and
stream traces, the Marangoni stress term M ≡ 2Tnt /h (red), and capillary pressure
drop C ≡ −dpc /dz (blue) plotted against axial distance from the neck z − Zmin at
the four instants 1 -(b), 2 -(c), 3 -(d), 4 -(e). The vertical dotted line marks the
position of the stagnation zone at each instant. The horizontal dashed line represents
the reference C = M = 0.

□□

□

□

□

□

So far, we have only considered the relative positions, both axial and radial, of
the stagnation zone and the neck. However, the recoil is a complex dynamical event,
the net relative trajectory being a consequence of the individual axial motions of
each point. To observe how the motion of each is aﬀected in presence of surfactants,
stag
we plot the rate of axial rise of the stagnation zone ( dZdt
, solid) and of the neck
min
, dashed) in ﬁgure 3.9a for the surfactant-free case (top) and for the case with
( dZdt

□□

surfactants (bottom) with points marked 1 - 4 coinciding with the ones in ﬁgure 3.7c.
In the surfactant-free case, the excursion of the stagnation zone towards the neck is
monotonic, and as the new neck always forms before the new stagnation zone, in
accordance, the stagnation zone always moves faster than the neck until the ﬁnal
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stages where Eggers IV regime sets in. In the presence of surfactants, however, the
motion is not monotonic and, while the individual values of

dZstag
dt

and

dZmin
dt

are both

□□

altered, during the recoil event 2 - 3 , the relation between them ﬂips and the axial

□

rise of the stagnation zone is momentarily hindered. Once the maximum point 3 is
reached, the stagnation zone suddenly speeds up again to catch up with the normal
trajectory, thus completing the full recoil event.
As such, while this reveals the complex nature of the net recoil event, it clearly
demonstrates that surfactants have a disproportionate eﬀect on the motion of the
stagnation zone as compared to that of the neck and this leads to recoils, and ultimately to microthread cascades. As discussed in section 3.5.3, the stagnation zone
motion towards the neck is driven by the adverse capillary pressure gradient −∂pc /∂z
on the slender thread-side of the neck. Kamat et al. [27] qualitatively propose that
the Marangoni stress interacts with the pressure gradients near the neck to produce a
recoil event. In section 3.10, we derive the relationship which quantiﬁes this interaction by reducing the full 2D equations to a momentum balance across a thin slice of
the thread. For the surfactant-free case, the net axial velocity ﬁeld v(z, t) is described
by
∂pc
∂v
∂v
∂2v
+v
− 3Oh 2 = −
.
∂t
∂z
∂z
∂z

(3.11)

The capillary pressure drop on the right-hand-side predominantly drives the evolution
of the velocity ﬁeld on the left-hand-side which governs the stagnation zone motion.
Upon adding surfactants, this equation is modiﬁed as
2
∂pc
∂v
∂v
∂ 2v
+v
− 3Oh 2 = Tnt −
.
h
∂z
∂t
∂z
∂z

(3.12)

c
and Marangoni stress
Now, the velocity ﬁeld is governed by the overall sum h2 Tnt − ∂p
∂z

can only aﬀect the solution as long as it can compete with the capillary term.
The stagnation zone recoil is directly explained by comparing the relative magnitudes and the distribution of these two quantities. Figure 3.9 shows the thread,
magniﬁed at the neck, with stream traces showing the position of the stagnation zone
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□□

□

and velocity contours, along with proﬁles of M ≡

□

2
T
h nt

□

c
and C ≡ − ∂p
, at four in∂z

□

stances: at 1 during ﬁrst approach, at 2 just before recoil, at 3 just after recoil

□

where the trajectory recovers and the stagnation zone speeds up again, and at 4

where the system enters the IV regime. In all cases, M is negligible on the threadside of the neck, and shows a large negative spike on the drop-side counteracting the
large positive pressure drop on that side; the thread-side is predominantly under the
inﬂuence of the adverse pressure gradient C < 0.

□

At 1 (ﬁgure 3.9b), the stagnation zone is in the thread-side at a location where
M is negligible whereas the driving pressure gradient C is large and negative thus

□

driving the stagnation zone towards the neck. At 2 (ﬁgure 3.9c), the stagnation
zone has reached suﬃciently close to the neck such that both M and C are locally
negligible. However, the drop-side ﬂows experience a large opposing Marangoni stress
with magnitude |M | ≈ |C| which acts as a downstream barrier. The thread-side ﬂows,
on the other hand, do not experience such a Marangoni barrier and the stagnation
zone eﬀectively experiences a net force in the −z direction, away from the neck which

□□

□

causes it to slow down during 2 - 3 . At 3 (ﬁgure 3.9d), the stagnation zone—now
suﬃciently away from the neck again—ﬁnds itself again under the inﬂuence of a large
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negative C and a negligible M in the thread, and is driven back towards the neck.
During this entire time, the maximum values of |M | and |C|, which coincide and
oppose each other at the drop-side of the neck, are comparable in magnitude, i.e.

□

|M |max ∼ |C|max . By the time the system reaches 4 (ﬁgure 3.9e), however, this
condition is no longer satisﬁed and |M |max  |C|max , and as a result no more recoil
events can take place. At this point, the system is exiting the second int-VwM regime
and entering the ﬁnal IV regime.
Figure 3.10a plots the values of |M |max and |C|max against Rmin ; the balance
|M |max ≈ |C|max holds during most of the breakup duration, but in the late stages
|M |max loses its dominance on the dynamics and starts scaling as 1/Rmin ; the stagna-

□ □

tion zone recoils only during 2 to 3 when |M |max ≈ |C|max holds but is unaﬀected

□

during its ﬁnal neck-ward approach at 4 where |M |max  |C|max . Important to note

□

is that a recoil is also possible at 1 as |M |max ≈ |C|max is true. However, ﬁgure 3.7d
shows that at this point the stagnation zone is too far away from the minimum to
experience the backward reaction of the drop-side Marangoni stress and is under the
overwhelming inﬂuence of the adverse pressure gradient in the thread (cf. ﬁgure 3.9b).
As a result, for a recoil event, it is also necessary that Rstag /Rmin ≈ 1.
Figure 3.10b plots |Tnt |max and Γ∗ against Rmin ; in the early and intermediate
stages, the ﬂows in the +z direction convect surfactants to the drop-side causing
the Marangoni stress magnitude there (|Tnt |max ) to grow. In the late stages, as the
neck runs out of surfactants to convect, the drop-side Marangoni stress can no longer
grow and stagnates |Tnt |max ∼ τ 0 , causing its inﬂuence on the dynamics to diminish.
Simulations show that once this point is reached, the stagnation zone can no longer
undergo recoils and the dynamics enters the IV scaling regime.
In summary, we have demonstrated in this section that the stagnation zone recoils
occur due to the presence of a large concentrated Marangoni stress on the drop-side.
In addition, for the stagnation zone to recoil, all of the following conditions must
be met. First, the stagnation zone should be suﬃciently close to the minimum, i.e.
Rstag /Rmin ≈ 1. Second, the Marangoni stress should be growing such that |M |max ≈

74
|C|max is satisﬁed, which simulations show is typically satisﬁed until Γ∗ ≈ 0.01 is
reached. For the sake of consistency, we have so far used a single case to understand
and to demonstrate the causal progression of events that produce a microthread
cascade. Section 3.4 showed how the various system parameters Oh, β, Γ0 , and P e
aﬀect the ﬁnal cascade formed at breakup and described some notable trends. In
the next section, we use the detailed understanding developed here to elaborate on
why these trends are observed. While the eﬀect of inertia (or Oh) has already been
covered in section 3.5, we focus on the eﬀects of the remaining system parameters.

3.7.1 On Notable Trends in the Parameter Space
Figure 3.4 showed the variation of breakup shapes with system parameters Oh, k,
β, Γ0 , and P e. The discussion presented in this paper makes it plain why cascades do
not appear for high Oh jets (weak inertial eﬀects) and when the P e is small (gradients
in Γ are suppressed), however the trends shown by the remaining system parameters
need elaboration. For example, it is not directly clear why the wavenumber k has a
large eﬀect of cascade formation, or why there should be a cut-oﬀ value of β below
which a single microthread forms. Also unclear is why the simple act of loading more
surfactants leads to more microthreads; while it is intuitive why low Γ0 systems do
not show a cascade, the continued impact of increased loading even beyond Γ0 ≈ 0.5
is puzzling. In what follows we demonstrate how the understanding developed in the
previous sections can be used to elucidate the physics underlying these trends.

3.7.1.1 Cascades are Suppressed at Small β Values

A measure of surfactant strength, the value of β determines how much a certain
surfactant is required to produce a certain lowering of surface tension of an interface.
In other words, a surfactant with a higher β lowers the local surface tension more
eﬀectively than one with a smaller β value in accordance with the equation of state
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Figure 3.11.: Microthread cascades do not form at small values of β. (a)
Magniﬁed microthread structures for the cases of β = 0.1, 0.2, and 0.3, for a jet with
Oh = 0.10, k = 0.50, Γ0 = 0.50, and P e = 1000. (b) Rstag /Rmin plotted against Rmin
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(dotted) plotted against the same Rmin scale as (b).

(3.6). In ﬁgure 3.4 we observe how the breakup shape is altered as we progressively
increase the value of β of the surfactant loaded at Γ0 = 0.5. We see that only a single
microthread is formed for β ≤ 0.2, two for β = 0.3 (cf. ﬁgure 3.11a), and several for
higher values. Why is there a cut-oﬀ value of β for the formation of microthreads?
This can be simply answered by looking at the plots of |M |max , |C|max and Rstag /Rmin
during breakup, as shown in ﬁgure 3.11b-c. The Marangoni stress Tnt produced due
to a certain rs Γ is proportional to β, and consequently when β = 0.1 (red), the
Marangoni stress is small and sub-dominant |M |max  |C|max throughout breakup.
Therefore, stagnation zone does not recoil and a single microthread is formed in this
case. For β = 0.2 (orange), on the other hand, the reason is slightly diﬀerent; we
can see that |M |max ≈ |C|max up to Rmin = 0.03. However, while this balance holds,
the stagnation is suﬃciently far away from the neck Rstag /Rmin > 1 and does not
experience a recoil. Both conditions are only met when β = 0.3 (magenta), and as a
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result, we observe one recoil event. Simulations show that for even higher values of β,
|M |max ≈ |C|max holds for proportionally longer durations thus allowing for multiple
recoil events, and thus for the formation of several microthreads.

3.7.1.2 Eﬀect of Wavenumber: Why Longer Wavelengths Produce More Microthreads
With small exception, the local dynamics of pinch-oﬀ—such as the existence and
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duration of the various scaling regimes—is generally universal due to the absence of
external scales as the thread thins and breaks. As a result, the late-stage dynamics
of breakup is largely independent of the context in which breakup happens, and the
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interfacial shapes and evolution of scales during rupture of pendant drops [40], liquid
bridges [41, 42], inﬁnite jets [14], end-pinching ﬁlaments [37, 43], oscillating drops
[44, 45], etc., close to the singularity are virtually indistinguishable from each other.
In surfactant-free jet breakup, the wavelength of oscillation, therefore, has limited impact on the interfacial shape close to the neck. In contrast, ﬁgure 3.4 shows that when
surfactants are added, the wavelength has a non-trivial impact on the microthread
cascade formed at breakup; longer wavelengths produce longer cascades composed of
several microthreads than shorter wavelengths.
To understand the impact of the wavenumber k, ﬁgure 3.12 considers the starkly
diﬀerent cases of k = 0.4 (red) and 0.8 (blue). Figure 3.12a shows the magniﬁed views
of the cascades at breakup: the longer wavelength (k = 0.4) forms 4 microthreads,
whereas the shorter wavelength (k = 0.8) forms 2 microthreads. As expected, ﬁgure 3.12b shows that the stagnation zone recoils 3 times in the former case and once in
the latter case. While |M |max ≈ |C|max for approximately the same duration in both
cases (ﬁgure 3.12c), we observe that the formation of the new neck occurs signiﬁcantly
earlier in the longer wavelength jet k = 0.4 than in the shorter one (ﬁgure 3.12c). As a
result, the pressure dynamics causing formation and excursion of the new stagnation
zone towards the neck are set up earlier in the k = 0.4 jet. Therefore, the stagnation
zone reaches the neck earlier and the ﬁrst recoil event occurs at a larger Rmin than
in the k = 0.8 jet, thus aﬀording the opportunity for a larger number of recoils in the
longer jet until the late stages where |M |max  |C|max .
Note that a reverse microthread is formed for k = 0.4 (see inset in ﬁgure 3.12a).
Reverse microthreads, also observed in [20, 27, 28], are common in cases where more
than 3 microthreads occur, and are formed when the stagnation zone overshoots the
neck such that Zstag > Zmin . As a result, the axial velocity changes sign in the neck
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and the subsequent dynamics occur upside down forming a microthread that is axially
reversed.

3.7.1.3 Eﬀect of Γ0 : Larger Surfactant Loading Produces More Microthreads
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Figure 3.13.: Eﬀect of Γ0 . (a) Magniﬁed microthread structures for the cases of
Γ0 = 0.1, 0.4, and 0.6, for a jet with Oh = 0.10, k = 0.40, β = 0.30, and P e = 1000.
(b) Rstag /Rmin plotted against Rmin for Γ0 = 0.1 (green), 0.4 (red), and 0.6 (blue).
(c) |M |max (solid) and |C|max (dotted) plotted against the same Rmin scale as (b).
(c) Γ∗ (solid) and |Tnt |max (dotted) plotted against the same Rmin scale as (b).

We have seen how β and k aﬀect formation of cascades in two very diﬀerent
ways, higher values of β leading to a larger Marangoni stress while smaller values of
k leading to an earlier approach of the stagnation zone. Figure 3.4 shows that the
initial surfactant loading also has a tremendous inﬂuence on the microthread cascade
at breakup – increasing Γ0 leads to the formation of longer cascades composed of more
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microthreads. To investigate, in ﬁgure 3.13 we compare the details of breakup in three
cases Γ0 = 0.1 (green), 0.4 (red), and 0.6 (blue), with Oh = 0.1, k = 0.4, β = 0.3,
and P e = 1000 in all cases. The stagnation zone does not recoil for Γ0 = 0.1, recoils
once for Γ0 = 0.4, and thrice for Γ0 = 0.6 thus resulting in 1, 2, and 4 microthreads,
respectively. Figure 3.13c plots |C|max (dotted) and |M |max (solid) for the three cases.
From the trends, we see that jets with larger initial surfactant loading undergo more
recoil events as the |M |max ≈ |C|max condition is satisﬁed for a signiﬁcantly longer
duration. Why this occurs is directly explained by ﬁgure 3.13d which plots Γ∗ (solid)
and |Tnt |max (dotted) for the three cases. As noted in section 3.7, the growth of
|Tnt |max is driven by the convection of surfactants from the neck into the drop; at any
point during the breakup, cases with larger Γ0 possess a larger Γ∗ and therefore can
sustain the growth of |Tnt |max for a longer time. As a consequence, |Tnt |max stagnates
at later times when Γ0 is larger, and thus more microthreads are generated in these
cases.

3.8 Concluding Remarks
Using high-accuracy ﬁnite element simulations of the full 2D axisymmetric model
equations, we have provided a detailed exposition into the mechanics of microthread
cascade formation in the presence of insoluble surfactants. In thread breakup, the
inception of a microthread is causally linked with the occurrence of an intermediate viscous regime, and therefore microthread cascades in surfactant-laden thread
breakup are the result of the recently discovered multiple int-VwM regimes which
occur in the presence of surfactants [27].
Inertia is found to be essential to cascade formation, as it leads to formation
of asymmetric Marangoni stress in the drop-side vicinity of the neck. This large
Marangoni stress, in cooperation with the negative thread-side pressure gradient,
leads to periodic stagnation zone recoil events in the neighborhood of the neck. These
recoil events, which are, in essence, just velocity-ﬁeld perturbations, destabilize the
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prevailing int-VwM regime and leading to occurrence of another. In this way, the
number of microthreads formed equals the number of int-VwM regimes which, in
turn, is one more than the number of recoil events.
Stagnation zone recoils can take place only when the stagnation zone is suﬃciently
close to the neck and the maximum Marangoni force scale |M |max = |2Tnt /h|max
balances the capillary force scale |C|max = | − ∂pc /∂z|max . In the ﬁnal stages of
pinch-oﬀ, as the neck becomes devoid of surfactants, Marangoni stress plateaus and
loses dominance to the rapidly growing pressure gradient. Once this occurs, the
thread enters into the ﬁnal int-VwM regime before transitioning into the terminal
Eggers’s IV regime. This demonstrates why surfactants cannot induce the formation
of new microthreads ad inﬁnitum until rupture. Understanding the mechanics of
cascade formation allowed us to show how system parameters individually aﬀect the
cascade formation process. Its large dependence on initial conditions Γ0 and boundary
conditions k lead us to conclude that the cascade formation process is non-universal.
Through this exposition, we have validated the long-standing conjecture of Brenner et al. [22, 28] that microthread cascades are the result of ﬁnite-amplitude perturbations by identifying the ﬁrst plausible source of such perturbation. In slight
disagreement with the original conjecture however, we note that the destabilization
occurs in the intermediate viscous regime and not Eggers’s inertial-viscous regime as
per the assumption in [22, 28]. Moreover, the surfactant-driven perturbations shown
here are not a product of stochastic process or ‘noise’, but can be fully described by
deterministic equations. Our work thus lays the foundations of using numerical simulations to explore the mechanics of similar phenomena in other systems [24, 25, 26].

3.9 The Viscous-weak-Marangoni Scaling Regime: Local Self-similar Analysis
Here we show that the VwM similarity solution is locally identical to the viscous
solution of Papageorgiou [9].
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For the case of an inertialess thread (in the limit of ρ̃ → 0 or Oh−1 → 0) covered
with insoluble surfactants, we begin with the dimensionless slender-jet equation system describing the transient evolution of the slender jet radius h(z, t), axial velocity
v(z, t), and surfactant concentration Γ(z, t):
σhz + hσz + 6hhz vz + 3h2 vzz = 0,

(3.13a)

ht + vhz + hvz /2 = 0,

(3.13b)

Γt + vΓz + Γvz /2 − P e−1 [Γzz + Γz hz /h] = 0.

(3.13c)

Here, the quantities have been made dimensionless using the radius of the unperturbed jet R̃, the visco-capillary velocity scale vµ = σ̃p /µ̃, and the maximum packing
surfactant concentration Γ̃m . As this jet ruptures, the variables are expected to follow
the self-similar forms given by:
h(z 0 , τ ) = τ αh H(ξ), z 0 = ξτ αz , v(z 0 , τ ) = τ αv V (ξ), Γ(z 0 , τ ) = τ αΓ G(ξ),

(3.14)

where z 0 = z − zb is the dimensionless axial distance from the breakup location zb ,
and τ = t − tb is the dimensionless time from the breakup event occurring at t = tb .
Substitution of equation (3.14) into equations (3.13a) to (3.13c) and performing a
dynamical balance yields the values of the scaling exponents to be
αh = 1, αv = αz − 1.

(3.15)

The ODEs in similarity space describing the scaling functions H, V , and G can
therefore be written as
d
dξ
Hξ
H
Gξ
G

�

H + 3H 2 Vξ = 0,
1 − Vξ /2
,
αz ξ + V
αΓ − Vξ /2
=
,
αz ξ + V

=

(3.16a)
(3.16b)
(3.16c)
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where the subscript (·)ξ implies d/dξ(·). Utilizing the symmetry transformations
H(−ξ) = H(ξ), V (−ξ) = −V (ξ), and G(−ξ) = G(ξ), we expand the variables in
powers of ξ

H(ξ) = H0 +

∞
X

V (ξ) = V1 ξ +

H2k ξ 2k ,

k=1
∞
X

(3.17a)

V2k+1 ξ 2k+1 , and

(3.17b)

G2k ξ 2k .

(3.17c)

k=1

G(ξ) = G0 +

∞
X
k=1

From the nature of equations (3.16b) and (3.16c) it is apparent that the solution
needs regularization around some point ξ = ξ0 where the term αz ξ + V vanishes.
This can only be achieved if the following two conditions are met Vξ (ξ0 ) = V1 = 2,
and Vξ (ξ0 ) = V1 = 2αΓ . Consistency therefore requires the result
αΓ = αh = 1.

(3.18)

This result, hitherto demonstrated only numerically [21], is thus simply an outcome
of the similarity between the forms of equations (3.16b) and (3.16c). This therefore
indicates that, in the locality of the pinching neck, Marangoni stress hσz ∼ τ 2−αz
is locally negligible in comparison with the visco-capillary forces—which scale as
τ 1−αz —and remains sub-dominant all the way to pinch-oﬀ. Another notable feature
of equation set (3.16) is that all the surfactant contributions naturally drop out of
equations (3.16a) and (3.16b). As a result, they can be solved in a self-consistent
manner to obtain solutions for H, V , and αz . Proceeding with the analysis, the
time-invariant far ﬁeld conditions become
H → ξ 1/αz , V → ξ 1−1/αz , and G → ξ 1/αz

as ξ → ∞.

(3.19)
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Substituting the series forms (3.17) into the self-similar ODEs (3.16) yields the recurrence relations
(1 + 6H0 V1 )H2k + 3(2k + 1)H02 V2k+1 = χk ,

(3.20a)

4k(αz + 2)H2k + H0 (2k + 1)V2k+1 = ζk , and

(3.20b)

4k(αz + 2)G2k + G0 (2k + 1)V2k+1 = ψk .

(3.20c)

We note that equations (3.20a) and (3.20b) can be solved independently in the same
scheme as [9] and yield the same results. As a result, it can be concluded that VwM
is locally identical to the V regime in terms of the thread shape h(z, t) and axial
velocity v(z, t) near pinch-oﬀ. Performing the linear stability analysis, as carried out
in [10], on the VwM regime yields the same critical amplitude Ac = δτ (Rmin /Z ∗ )2
where the constant of proportionality δ  1.
The thinning rate lowering due to the Marangoni stress [21, 27] cannot be captured
by the local self-similar analysis as Marangoni stress acts in the far-ﬁeld. A full
theoretical description of this ‘weak’ Marangoni inﬂuence on the local visco-capillary
balance would thus require a matched asymptotics approach, better able to capture
the sharp gradients in Γ occurring far away from the singularity (cf. ﬁgure 3.5c).

3.10 Force Balance Over a Section of a Surfactant-laden Thread
The governing equations and boundary conditions make it clear that the thinning
and pinch-oﬀ dynamics of surfactant-laden liquid threads in air is governed by four
main hydrodynamic forces – viscous, inertial, capillary, and Marangoni. Capillary
force, arising from the normal stress diﬀerence at the interface, creates an unstable
pressure ﬁeld that drives the thinning process. The ﬂows so generated are hindered
by viscous resistance in the bulk and are aﬀected by the Marangoni stresses at the
free-surface. When viscous resistance is weak, the inertia of the ﬂows dominates,
whereas large viscous resistance prevents the growth of inertial character.
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Figure 3.14.: Schematic showing a section of thread containing the control
volume for force balance analysis. The control volume V (t) is bounded by the
free surface S(t), the z = zL plane L(t), and the z = zR plane R(t).

The driving capillary force is always balanced by the more preponderant of the
other three ’resistive’ forces; as a thread thins, the dominant force balance shifts
from inertio-capillary to visco-capillary-weak-Marangoni to inertial-visco-capillary for
surfactant-laden threads, as we have demonstrated in section 3.3.2. Here we perform
a momentum balance over a thin slice of the thinning thread to demonstrate how the
forces balance.
Consider a section of a slender thinning thread bounded between two imaginary
planes—one placed at z = zL and the other at z = zR such that zR > zL —as shown in
ﬁgure 3.14. We may write an integral balance for the momentum along the z direction
for this macroscopic control volume V (t) arising from ﬁrst principles
⎡

⎤
Z

⎢
ez · ⎣
V (t)

Dv
dV =
Dt

Z
⎥
r · T dV ⎦

(3.21)

V (t)

where, D/Dt is the material time derivative, and ez is the unit-vector pointing in the
z direction. The volume V (t) is bounded by three surfaces – the free-surface S(t),
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and the bounding planes L(t) and R(t). Therefore, using the divergence theorem we
may write
⎡
Z
ez ·

Dv
⎢
dV = ez · ⎣
Dt

V (t)

⎤
Z

Z
n · T dS −

S(t)

Z
ez · T dA +

L(t)

⎥
ez · T dA⎦

(3.22)

R(t)

where, n is the outward-pointing normal to the free-surface S(t), dS = h dθdz is the
free-surface area element, and dA = r dθdr is the bounding area element.
We simplify the free-surface integral (second term) by substituting the integrand
with the normal-stress boundary condition at the free-surface equation (3.4) and upon
using the surface divergence theorem [39]
⎡
Z
ez ·

Z
n · T dS = ez ·

S(t)

⎤
Z

(2H σn + rs σ) dS = ez · ⎣

Z
σt dC −

CR

S(t)

σt dC ⎦ (3.23)
CL

where, t is the unit-tangent vector pointing in the direction of increasing arc-length,
CL and CR are curves deﬁned as S(t)∩L(t) and S(t)∩R(t) respectively, and dC = h dθ
is the curve element along the free-surface. Due to the axisymmetry of the problem,
this result may be further simpliﬁed as
Z
ez ·

n · T dS = 2π (σhez · t|zR − σhez · t|zL ) .

(3.24)

S(t)

The integrals over the bounding surfaces L(t) and R(t) (last two terms in equation (3.22)) are expanded by substituting the expression for T
⎡

⎤

Z
⎢
ez · ⎣ −

Z
ez · T dA +

L(t)

R(t)

⎡

⎤
ZhR
ZhL
∂v
∂v
⎥
ez · T dA⎦ = 2π ⎣− (−p + 2Oh )r dr + (−p + 2Oh )r dr⎦ .
∂z
∂z
0

0

(3.25)
where, hL and hR are the radial locations of the free-surface at z = zL and z = zR
respectively.
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We may now use regular perturbation to obtain the leading order approximation
for the integrals in r. The thread, close to pinch-oﬀ, is slender such that its axial
extent is several times larger than its radial extent (or ∂h/∂z  1), and we can apply
the slender-jet assumptions to obtain expansions for the pressure p and the velocity
components v = uer + vez in powers of the small parameter r, the radial co-ordinate
p(r, z, t) =p0 (z, t) + p2 (z, t)r2 + · · ·

(3.26)

v(r, z, t) =v0 (z, t) + v2 (z, t)r2 + · · ·

(3.27)

and from the equation of continuity, we obtain the expression for the radial velocity
u(r, z, t) = −

r ∂v0 r3 ∂v2
−
− ···
2 ∂z
4 ∂z

(3.28)

Upon substitution, the leading order approximation for the right hand side integrals
in equation (3.25) can be expressed as
"

h2
2π − L
2

#




∂v0
h2R
∂v0
−p0 + 2Oh
+
−p0 + 2Oh
+O(h4 ) terms (3.29)
∂z z=zL
2
∂z z=zR

Substitution of the perturbed forms in the inertia integral (ﬁrst term in equation (3.22))
and truncating terms of O(h4 ) and smaller, we obtain
Z
ez ·

Dv
dV = 2π
Dt

ZzR

h2
4



∂v0
∂v0
+ v0
∂t
∂z



dz + O(h4 ) terms.

(3.30)

z=zL

V (t)

As a result, the leading order force balance for the surfactant-laden slender thread
becomes
ZzR
z=zL

h2
2



∂v0
∂v0
+ v0
∂t
∂z



h2L
dz = (σhez · t|zR − σhez · t|zL ) −
2


h2R
∂v0
+
−p0 + 2Oh
2
∂z z=zR



∂v0
−p0 + 2Oh
∂z z=zL
(3.31)
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3.10.1 Shrinking the Control Volume: Thin Slice Approximation
To understand the local balance between bulk and surface force in the neighborhood of an axial location z = zL , we shrink the axial extent of the control volume
such that |zR − zL | ≡ λ → 0. All integrand functions being necessarily continuous
in the domain, we can further approximate the integrals using the ﬁrst mean value
theorem for deﬁnite integrals. Equation (3.31) then reduces to


h2
2



∂v0
∂v0
+ v0
∂t
∂z



h2
− σhez · t|zL ) +
2


λ = (σhez · t|zR



∂p0
∂ 2 v0
−
+ 2Oh 2
λ
∂z
∂z
(3.32)

where, h·i indicates the mean value in z ∈ (zL , zL + λ), and the diﬀerentials
∂ 2 v0
∂z 2

∂p0
∂z

and

arise from the limit λ → 0. Expanding the mean values as a Taylor’s series about

the value at z = zL , the imposition of λ → 0 makes it clear that the latter may be
used in place of the mean. Rearranging terms and again setting λ → 0 in the second
term, we obtain
h2
2



∂v0
∂v0
+ v0
∂t
∂z



∂
h2
=
(σhez · t) +
∂z
2

Substituting the form of the unit tangent t =



∂p0
∂ 2 v0
−
+ 2Oh 2
∂z
∂z

e
( ∂h
∂z r

q
+ ez )/ 1 +



∂h 2
,
∂z

.

we can write

⎛
∂
h
(σhez · t) = q
∂z
1+

(3.33)

⎞
2

2

∂σ
h ∂h/∂z ∂ h/∂z ⎟
⎜ ∂h/∂z
+ σ ⎝q
− 
⎠.

2 3/2
∂h 2 ∂z
∂h 2
∂h
1 + ∂z
1 + ∂z
∂z

(3.34)

In this expression, the ﬁrst term is the Marangoni stress Tnt weighted by the thread
radius h. In the slenderness limit ∂h/∂z  1, and therefore, the second and third
terms are negligible in comparison to the ﬁrst. As a result, the leading-order force
balance for a thin section of a slender thread coated with insoluble surfactants becomes
∂v0
∂ 2 v0
2
∂p0
∂v0
+ v0
− 2Oh 2 = Tnt −
.
h
∂z
∂t
∂z
∂z

(3.35)
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The hydrodynamic pressure p0 is a net sum of the capillary pressure pc = −2H σ
and contributions arising from the viscous bulk ﬂow in the thread. This relationship
is described by the traction boundary condition equation (3.4) and at leading order
0
. Substituting this in equation (3.35) and dropping the subscript
is p0 = pc − Oh ∂v
∂z

‘00 in all terms yields the ﬁnal expression
∂v
∂v
∂2v
2
∂pc
+v
− 3Oh 2 = Tnt −
.
h
∂z
∂t
∂z
∂z

(3.36)

It is, therefore, evident that the axial velocity ﬁeld v(z, t) (left-hand-side) is decided
by the local sum (right-hand-side) of the driving pressure gradient −∂pc /∂z and the
term 2Tnt /h proportional to the Marangoni stress. In deriving the leading-order
expression equation (3.36) we have made use of h ∼ O()  1; substituting Tnt ≈ σz
and pc = −2H σ into equation (3.36) yields the surfactant-laden analog of the slenderjet equations [46]. This is a reasonable assumption for our arguments in the main
body as stagnation zone recoils are observed once the thread has thinned suﬃciently
(Rmin ≤ 0.01). However, for early times when h is not small, a similar leading-order
balance may be obtained in terms of Cosserat-like equations using Dupont’s technique
as detailed by Eggers [29].
The Marangoni stress concentrated at some point Z0 close to the minimum can be
approximated by a point force (2Tnt /h)max δ(z − Z0 ). In the int-VwM regime, inertia
is negligible, and this reduces the force balance expression to the one-dimensional
Stokes ﬂow equation with a point force acting at z = Z0 . As a result, we may
consider that the ﬂows relative to the minimum, during the stagnation zone recoil,
occur as a stokeslet-like correction to the base visco-capillary ﬂow described by the
prevailing int-VwM regime.
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4. MARANGONI-DRIVEN ESCAPE FROM ENDPINCHING OF
SURFACTANT-LADEN FILAMENTS
And now for something completely
diﬀerent.
Monty Python

4.1 Introduction
Imbued with an excess energy—or in mechanical terms, a surface tension σ̃—the
interfaces of liquids are considerably inﬂuential at small scales and are responsible for
a plethora of beautiful and dramatically complex phenomena. The fragmentation of
small liquid drops, threads, and sheets, crowning during splashing, the retraction of
liquid ﬁlms, and coalescence of drops and bubbles are only a few of the many natural
acts wherein surface tension plays a leading role. One of the curious manifestations
of surface tension, a phenomenon of recent interest, is the apparently simple case of
relaxation of an elongated drop in a passive gas.
Elongated drops, or ‘ﬁlaments’ (also ‘ligaments’), are naturally produced in a number of domestic and industrial processes. Spray nozzles typically produce a thin sheet
of liquid which generate holes via an instability; thin threads form where adjacent
growing holes meet and detach at the ends to form long ﬁlaments [1]. Drop formation
from a nozzle often generates elongated satellite drops [2, 3, 4]. Filaments are also
routinely encountered in ink-jet printing and other drop-on-demand applications. As
a result, the fate of these ﬁlaments, once formed, is an important variable governing
the eﬃcacy, reliability, and proﬁtability of a number of commercial processes such
as paint spraying in the automotive industry, crop spraying, drop-on-demand manu-
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facture of capsules and pharmaceutical formulations, micro-encapsulation processes,
and printing of cells and microelectronic circuits.
A stretched drop, in the shape of a ﬁnite cylinder of radius R with hemispherical
caps at its two ends, would be expected to contract over time—the contraction driven
by capillary pressure which is higher in the caps p̃cap = 2σ̃/R than in the cylindrical
˜
relax into a spherical drop. This makes sense from the
portion p̃cyl = σ/R—and
point of view of thermodynamics, the sphere being the conﬁguration with least surR
˜
per unit volume for the system comprising the drop and its
face energy Es = σdA
bounding interface. Surprisingly, however, this is not always assured. Surface tension, in concert with viscous and inertial forces in the bulk, can lead to spontaneous
fragmentation, at a single or multiple locations, via a variety of dynamical processes,
and a study of these varied fates of a simple stretched drop has been the focus of a
number of theoretical, experimental, and numerical works.

4.1.1 Background: Filaments of a Pure Newtonian Fluid
The study of ﬁlaments begins with the early works by G. I. Taylor [5, 6] on the
stretching of drops placed in an extensional ﬂow-ﬁeld in another liquid; the drops
were shown to undergo ‘bursting’ at large deformations and at certain ratios of the
inner and outer ﬂuid viscosities. Keller [7] was the ﬁrst to consider the retraction of
the tip of a cylindrical thread in the absence of viscosity. Conducting a simple force
balance between the surface tension driving force and the inertia of the tip he showed
that it retracts at a constant velocity which is exactly the Taylor-Culick [8, 9] velocity
ũtip = (2σ̃/ρR)1/2 , where ρ is the density of the liquid. Leal and coworkers [10, 11, 12],
using a similar apparatus to Taylor’s ‘four roller’ mill, extended his studies by comprehensively investigating the contraction and break-up of viscous liquid drops in a
less viscous external liquid. They concluded that the transient eﬀects of the system
depend on just two parameters, initial drop shape, and viscosity ratio between the
drop and the external ﬂuid. Stretched drops, allowed to relax after extension, were
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shown to undergo repeated localized pinch-oﬀ near the ends leaving behind a train
of smaller spherical droplets. Recognizing this as a phenomenon diﬀerent than the
Rayleigh-Plateau instability they called this new archetype ‘end pinching’. Similar
observations were made by Schulkes [13] who performed simulations employing the
Galerkin ﬁnite-element method (G/FEM) on the full 2D-axisymmetric equations to
study the contraction of free ﬁlaments in a passive gas. Limited by numerical difﬁculties in the late stages of pinch-oﬀ, he detailed the early sequence of dynamics
leading up to endpinching, including the formation of a localized bulb at the ends
followed by necking, conﬁrmed Keller’s result of constant-velocity retraction, and
showed that the dynamics is exclusively governed by the dimensionless Ohnesorge
number Oh = µ/(ρRσ̃)1/2 and the initial aspect ratio L0 = L̃0 /R, where 2L̃0 is
the initial length of the ﬁlament. Utilizing the improved moving mesh technique of
Christodoulou and Scriven [14], Notz and Basaran [15] performed full-length G/FEM
simulations, conﬁrming Schulkes’s results in the early stages, and describing endpinching dynamics all the way up to pinch-oﬀ. They showed the presence of a cut-oﬀ
aspect ratio L0,c below which endpinching is suppressed and demonstrated that ﬁlaments with Oh ≥ 0.1 do not endpinch at any aspect ratio; they limited their study
to L0 ≤ 30. Additionally, they showed that the slender-jet model [16] fails to capture
the recoil dynamics at intermediate Oh values due to the high generation and weak
dissipation of vorticity in those cases.
More recently, however, Castrejón-Pita et al. [17]—in an experimental study—
generated ﬁlaments of aspect ratios of as high as 60 and showed agreement with Notz
and Basaran for Oh ≤ 0.05, but revealed that ﬁlaments with Oh > 0.1 can indeed
undergo breakup at large aspect ratios. Viscous ﬁlaments of Oh = 0.18 were also
seen to break at several locations along their length instead of undergoing sequential
endpinching, thus indicating the presence of alternate mechanism driving fragmentation. Driessen et al. [18] addressed the breakup of more viscous ﬁlaments via the
mechanism of Rayleigh-Plateau instability. They showed that while viscous ﬁlaments
do not undergo endpinching, small waves on their free-surface can grow faster than

95
their contraction speed and eventually lead to rupture. This description was mirrored by one-dimensional simulations of ﬁlaments initially imposed with a sinusoidal
perturbation of a Rayleigh-unstable wavelength, and agreed with experiments from
[17]. While the primary mode of bifurcation is endpinching at low-Oh and RayleighPlateau instability at high-Oh, ﬁlaments at intermediate Oh seem to break at the
ends in a complex manner revealing oscillating spade-like shapes at breakup [15].
Hoepﬀner and Paré [19] examined this breakup behavior and showed that ﬁlaments
at intermediate Oh can escape endpinching through the generation of a vortex ring
in the bulged tips. This was shown both experimentally and through ﬁnite-volume
simulations. Their proposed explanation considers the ﬂow of liquid from the ﬁlament
to the blob through the about-to-endpinch neck as a ‘capillary venturi’ system. They
proposed the explanation that at intermediate Oh, a no-strain boundary layer on the
blob-side of the neck grows faster than the neck thins, eventually leading to ﬂow separation on the blob-side. Inadequate pressure-recovery upon ﬂow separation is unable
to counteract the squeezing ﬂow from the blob and liquid from the blob ﬂows back
into the neck causing the neck to grow and therefore ‘escape’ endpinching. Filaments
at intermediate-Oh can undergo several instances of ‘escape’ before pinching and this
leads to the curious droplet shapes seen in [15]. More recently, Anthony and Basaran
[20] conducted the most comprehensive numerical treatment on this subject, identifying several new ‘capillary wave breakup’ regimes and developing a high-resolution
phase plot in the Oh − L0 space delineating where these regimes occur.

4.1.2 Surfactants in Free Surface Flows
While a tremendous amount of dynamical information is known for ﬁlaments of
Newtonian ﬂuids, work in this area has largely neglected dynamical inﬂuence of nonNewtonian eﬀects. Filaments generated in industrial spray systems, ink-jet printing,
spray coatings, and pharmaceutical applications are rarely Newtonian in nature and
often carry surface-active compounds on their surfaces. Surfactants tend to lower
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the local surface tension of a ﬂuid interface and, in dynamical scenarios, often lead
to the generation of surface tension gradients or Marangoni stress [21]. As a result,
surfactants are known to have a dramatic inﬂuence in surface-tension-driven processes
such as thread breakup [22, 23] and drop coalescence [24] even when present in trace
amounts.
The area of surfactant-covered drops undergoing retraction and oscillation has seen
several works over the past few decades. Flumerfelt and co-workers [25, 26] investigated, both experimentally and by ﬁrst-order perturbation analysis, small-amplitude
deformations of a surfactant-covered drop in shear and extensional ﬂow ﬁelds. On
the same lines, Stone and Leal [27] used the boundary-integral method to simulate
deformation of a surfactant-covered drop in extensional ﬂow; they assumed the drop
undergoes Stokes ﬂow, and the insoluble-surfactants obey the linear equation of state.
They were the ﬁrst to implement the full convection-diﬀusion equation [28] for surfactant species on the free surface. Leal and co-workers [29] later extended this study
to simulate retraction of extended surfactant-covered drops, while implementing the
non-linear Frumkin equation of state. Milliken et al. [30] studied the same with
soluble surfactants and observed diminished surfactant eﬀects with increasing solubility; they attributed this eﬀect to a levelling of surface concentration gradients by
bulk-to-surface adsorption of surfactant species. Pawar and Stebe [31] added to this
body of work by considering non-linear interactions between surfactant molecules;
their results coincided with results from Stone and Leal’s [27] work in the limit of
dilute surfactant as expected. Stebe and co-workers [32] further explored the eﬀects of
mass-transfer, in case of soluble surfactants, and high concentrations of surfactants.
From boundary integral simulations of a surfactant-covered drop in an extensional
ﬂow ﬁeld, they observed both, stagnant tips [33], and tip-streaming [34]. Despite the
large volume of work in this area, investigations on the eﬀects of surfactants on a
ﬁlament retracting in a quiescent gas, a ubiquitous phenomenon in sprays and drop
generation processes, are sorely lacking.
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In this work, we focus on the eﬀect of insoluble surfactants on a ﬁlament of
a Newtonian liquid undergoing endpinching in a quiescent gas. We consider the
Newtonian ﬁlament with Oh = 0.001 and L0 = 15 which, as shown by Notz and
Basaran [15], undergoes endpinching, and observe the dynamical variations that take
place when insoluble surfactants are added to it. Varying the properties and initial
loading of the surfactant, we observe the presence of three main regimes of breakup
and show where these regimes are active in the phase space. Taking advantage of
simulations, we peer into the ﬂows leading to the novel regimes and detail how they
are brought about by surfactants. We observe that surfactants can abet the ‘escape’
from endpinching through a mechanism diﬀerent than the boundary-layer proposal of
Hoepﬀner and Paré [19], and show conclusively that this process is primarily driven
by Marangoni stresses near the about-to-endpinch neck.
This work is organized as follows. Section 4.2 outlines the problem setup, governing equations, and the numerical scheme. Section 4.3 presents the dynamics of endpinching and escape in the absence of surfactants. Selecting a case which undergoes
endpinching, we add surfactants to it and present simulation results in section 4.4,
where we report the introduction of two new surfactant-induced regimes. We ﬁnd
that the ﬁlament in both new regimes ‘escapes’ endpinching owing to the presence
of surfactants. In section 4.4.1 we detail the mechanics of the escape process and
show that it is driven primarily by Marangoni stresses. We then reconcile our ﬁndings with similar observations and conjectures involved in the viscous escape from
endpinching in surfactant-free ﬁlaments, by observing that both archetypes are, in
fact, consequences of large vorticity generation near the free surface, in section 4.5.

4.2 Problem Setup and Governing Equations
We consider the ideal ﬁlament, as shown in ﬁgure 4.1, which is an axisymmetric
cylinder having radius R and ﬁnite length 2L̃0 with hemispherical caps at its two
ends. The ﬁlament is made of an isothermal, incompressible Newtonian liquid (or,
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Figure 4.1.: Schematic and mesh details: Surfactant-laden ﬁlament retracting in a quiescent gas.

solvent) with density ρ, viscosity µ, and is surrounded by a dynamically passive gas of
negligible viscosity such that the surface tension of the pure L-G interface is σ̃p . The
ﬂuid within the ﬁlament is initially at rest—the ﬂuid velocity ṽ = 0 at time t̃ = 0—
and the free surface of the ﬁlament is covered with insoluble, non-volatile surfactant
at an initial surface concentration Γ̃0 and the resultant surface tension is uniformly
σ̃0 ≤ σ̃p . We employ a cylindrical co-ordinate system (r̃, θ, z̃) where r̃ and z̃ are the
radial and axial co-ordinates measured from the center of mass of the ﬁlament, and θ
is the azimuthal co-ordinate. Due to the axisymmetry of the problem, the dynamics
is independent of θ and the problem can be eﬀectively reduced to a two-dimensional
problem in r̃ and z̃.
The problem is cast in dimensionless form by normalizing length with R, time with
the capillary time scale tc = (ρR3 /σ̃p )1/2 , stress with µ/tc , the surface concentration
with its value at maximum packing Γ̃m , and surface tension with σ̃p . Hereafter, only
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quantities that are dimensional will be represented with a tilde (˜) whereas their
dimensionless counterparts will be shown without a tilde.
The bulk ﬂow of the viscous liquid within the contracting ﬁlament is described by
the dimensionless continuity and Navier-Stokes equations
r·v =0
∂v
+ v · rv = r · T
∂t

--

(4.1)
(4.2)



where T = −pI + Oh rv + rvT is the total stress tensor for a Newtonian ﬂuid,
I is the identity tensor, and p is the pressure. At any time during the contraction
process, the free surface is covered with a distribution of surfactants and is governed
by the kinematic and traction boundary conditions
n · (v − vs ) = 0

(4.3)

n · T = 2H σn + rs σ

(4.4)

where n is the outward pointing unit normal, vs is the instantaneous local velocity of
the free surface, 2H = −rs · n is twice the local mean curvature of the free surface,
and rs = r − nn · r is the surface gradient operator. The tangential component of
n · T is non-trivial only when σ is non-uniformly distributed on the free surface, and
is commonly known as the Marangoni stress [21]
n · T · t ≡ Tnt = t · rs σ

(4.5)

where t is the unit tangent to the free surface.
The surface tension of the σ of the free surface is related to the local surface
concentration Γ by the Szyszkowski equation of state [22, 35]
σ = 1 + βln(1 − Γ)

(4.6)
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where β = Γ̃m Rgas Tabs /σ̃p is the dimensionless strength parameter of the surfactant. Here Rgas = 8.314J/mol − K is the universal gas constant and Tabs is the
absolute temperature of the isothermal system. Additionally, the bulk ﬂows can convect and redistribute the surfactant species on the free surface. This is governed by
the surface convection-diﬀusion equation [28]. Separating the fundamental transport
mechanisms—convection Γ̇con , normal dilatation Γ̇dil , tangential stretching Γ̇str , and
diﬀusion Γ̇dif —the equation may be written as
∂Γ
+ v · rs Γ + Γvn (rs · n) +
| {z }
|
{z
}
∂t
Convection

Normal dilatation

Γ(rs · vt t)
| {z }

Tangential stretching

−

1 2
rs Γ = 0
|P e{z }

(4.7)

Diﬀusion

where vn = n · v is the component of velocity normal to the free surface, vt =
t · n is the component of velocity tangential to the free surface, P e = R2 /(tc Ds ) =
Ds−1 (Rσ̃p /ρ)1/2 is the surface Péclet number measuring the dominance of convective
eﬀects over diﬀusion, and Ds is the surface diﬀusivity of the surfactant on the liquid.
The system is symmetric about the axis r = 0 and about the plane z = 0; along
these boundaries, we impose the symmetry boundary conditions
n · T · t = 0 , and n · v = 0,

(4.8)

where n is the out-ward pointing normal, and t is the tangent, to the surface of
symmetry. The surfactant concentration is symmetric at the intersection curve of the
axis and the free surface ∂Ωr=0 ∩ ∂ΩF S and that of the symmetry plane and the free
surface ∂Ωz=0 ∩ ∂ΩF S , and here we impose the condition t · rs Γ = 0.
The model equations (4.1) to (4.8) are solved on a 2D moving mesh, described by
the Elliptic Mesh equations [14], in the r − z space (see ﬁgure 4.1 for details) using
an ALE Method of Lines (MoL) algorithm which employs the Galerkin/Finite Element Method (G/FEM) for spatial discretization [36] and an adaptive ﬁnite diﬀerence
predictor-corrector scheme for time stepping [37]. The set of implicit algebraic equations that result from the discretization technique were solved using Newton-Raphson
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employing the Frontal algorithm [38] to invert the sparse Jacobian matrix. The code
was benchmarked against the simulations of Notz and Basaran [15] and those of Liao
at al. [22]. Additionally, the code conserved volume and surfactant moles with a
relative error of less than 0.1%. Details of the numerical technique and elliptic mesh
implementation can be found in [15, 22].

4.3 Endpinching of Surfactant-free Filaments
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Figure 4.2.: Endpinching and bulb formation in surfactant-free ﬁlaments.
(a) Time evolution of the ﬁlament shape for Oh = 0.001 and L0 = 15 undergoing
endpinching. (b) Bulb formation process in the ﬁlament from (a). (c) Snapshots of
bulged tips for ﬁlaments Oh = 0.001, 0.0, 0.1 and 1 with L0 = 15, at t = 3.01. (d)
Minimum neck radius Rmin plotted against time from breakup tb − t for the ﬁlament
from (a) agrees with the inertial scaling theory (black line).

Figure 4.2a shows the time evolution of a ﬁlament with L0 = 15 and Oh = 0.001.
The tips of the ﬁlament bulge as they accumulate ﬂuid during retraction. As time
proceeds the bulges develop into nearly-spherical bulbs connected to the cylindrical
mid-section by a neck, and ultimately separate as droplets. This is the archetypal
endpinching process of rupture of low-viscosity ﬁlaments. The formation of bulbs at

102
the tips is a key initial step in all endpinching ﬁlaments. Figure 4.2b shows details
of how a bulb forms for the ﬁlament with Oh = 0.001. The initial shape of the
ﬁlament imbues a dimensionless capillary pressure of 2 to the hemispherical tip, and
of 1 to the cylindrical portion of the ﬁlament. This pressure diﬀerence squeezes the
liquid in the tip, forcing it to ﬂow into the cylinder. At low Oh, the compressional
stress produced by the ﬂow does not eﬀectively diﬀuse into the cylindrical portion and
the ﬂuid there remains static. Therefore, the ﬂuid from the tip encounters viscous
resistance from the static ﬂuid in the cylinder and its motion is instantly arrested
forming a stagnation zone close to the tip; as the tip recedes, ﬂuid continues to
accumulate at this stagnation zone causing the free-surface to bulge near the tip.
The zone where the bulge connects the ﬁlm develops a low-capillary pressure due to
the negative in-plane curvature hzz < 0 and this drives a weak reverse ﬂow from the
thread into the bulge. Over time this excites capillary waves in the cylindrical thread
that get progressively weaker away from the tip.
Figure 4.2c shows the tip of ﬁlaments with Oh ranging from 0.001 to 1 and L0 = 15,
at the same time t = 3.01. All form bulbs except the most viscous ﬁlament with
Oh = 1.0 which, over time, will completely recoil to a single sphere. Both Oh = 0.01
and Oh = 0.1 cases form pronounced bulbs by the same process as the Oh = 0.001
ﬁlament, and are nearly identical in size. Similar bulge formation occurs in retracting
liquid ﬁlms and has been extensively studied in literature [39, 40]. We ﬁnd that bulge
formation in retracting threads follows similar dynamics as that in ﬁlms. Filaments
with Oh < 1 typically form a bulge over a length scale of the thread radius 1, and over
1/2

the capillary time-scale tc = (ρR3 /σ̃p )

, which is followed by a sequence of capillary

waves along the cylindrical portion. On the other hand, ﬁlaments with Oh > 1 form
an elongated bulge of axial extent proportional to Oh when L0 > Oh but do not form
capillary waves, whereas no bulge is observed for ﬁlaments with Oh > 1 but L0 < Oh.
Formation of a distinct bulb with capillary waves being a prerequisite for endpinching,
endpinching is only observed in ﬁlaments with Oh < 1. Several works [15, 20] have
shown that this limit lies around Oh ≈ 0.1 and thus not all ﬁlaments which form
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bulbs at their tips undergo endpinching. Therefore, bulb formation at the ﬁlament
tips is an inertially-limited process local to the tip region—typical for ﬁlaments with
Oh < 1—and is a necessary condition for endpinching but not a suﬃcient one.
Once the bulb is formed and capillary waves are set up—for the ﬁlament with
Oh = 0.001—the dynamics that follow causing the ﬁlament to thin and break at the
neck resemble the intermediate and late stages of inertio-capillary rupture [41, 42].
The pressure in the neck is small owing to the large negative in-plane curvature and
this is juxtaposed between higher pressure regions – the bulb and the bulged section
of the thread. The upward ﬂow in the neck, excited by the positive thread-side
pressure drop, governs the thinning of the thread. As the ﬂuid axially accelerates at
the neck, ∂v/∂z > 0, which from conservation of mass (4.1), causes suction radially
inwards u ≈ dRmin /dt < 0; for a slender thread, the radial velocity to the leading
order may be expressed as u ≈ −(r/2)∂v/∂z [16]. The thinning process is selfaggrandizing – as the neck thins, the pressure gradient enhances, thus resulting in
stronger upward ﬂow in the neck, which further accelerates the thinning of the neck.
Figure 4.2d shows the radial scaling (Rmin plotted against time from rupture tb −t) for
the ﬁlament undergoing endpinching. It is seen to display excellent agreement with
the well-known inertio-capillary breakup exponent of 2/3 [41, 42], thus conﬁrming
the dominant force balance involved in this process. In summary, endpinching is
a hybrid process composed of the initial formation of the bulb, neck, and capillary
waves, followed by the growth of inertio-capillary breakup dynamics in the neck.
In the next section, we add surfactants to the ﬁlament with Oh = 0.001 and
L0 = 15 and elucidate the dynamical modiﬁcations that take place due to surfactant
eﬀects.

4.4 Surfactant Eﬀects on an Endpinching Filament
Here, we present results from simulations for the ﬁlament Oh = 0.001 and L0 = 15
(hereafter ﬁxed for all results, unless mentioned otherwise) which begins from the
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Figure 4.3.: Time evolution for the ﬁlament with Oh = 0.001, L0 = 15, Γ = 0.1,
β = 0.3, and P e = 0.01 undergoing endpinching.

ideal shape and a quiescent velocity ﬁeld, uniformly covered with a monolayer of
a surfactant Γ(s, t = 0) = Γ0 with parameters β and P e; in the absence of surfactants, this ﬁlament would undergo endpinching. In ﬁgure 4.3 we add surfactant
at loading Γ0 = 0.1 and with properties β = 0.3 and P e = 0.01. This ﬁlament
endpinches and the breakup shape is nearly identical to that of the surfactant-free
ﬁlament. Here, as P e is small, surfactant diﬀusion is dominant which keeps the Γ
proﬁle perfectly uniform throughout. The presence of surfactant thus serves to uniformly lower the dimensionless surface tension of the ﬁlament below unity. As the
retraction/endpinching process is driven by surface tension, the net process is slower
in this case and the breakup time is slightly higher than that of the surfactant-free
ﬁlament from ﬁgure 4.2a. Next, we increase P e by four orders of magnitude to see
whether convection of surfactants has an eﬀect on ﬁlament retraction.
Figure 4.4 shows the time evolution of the shape and surfactant concentration
for a ﬁlament with Γ = 0.1, β = 0.05, and P e = 10. The breakup shape looks
drastically diﬀerent; while the ﬁlament seems to have endpinched, it is markedly
shorter at breakup and the resulting three drops are nearly similar in size. For clarity,
we call the ﬁrst new regime the ‘weak-surfactant’ (WS) regime. As the pressure in
the tip drives the retraction, the ﬁlament ends swell to form a bulge, similar to the
surfactant-free case, also later forming spherical blobs connected to the cylindrical
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Figure 4.4.: Time evolution for the ﬁlament with Oh = 0.001, L0 = 15, Γ = 0.1,
β = 0.05, and P e = 10 undergoing breakup in the Weak-Surfactant (WS)
regime.

portion by a neck. The surfactant concentration remains largely unchanged within
the blob and the cylindrical thread (less so) until this point, but the strong upward
ﬂows in the neck tend to convect surfactants, from the thread-side portion on the
neck, into the blob, producing a large gradient at the neck. The dynamics up to
this point are identical to those in an endpinching ﬁlament, though the similarities
end here. Beyond this point, we see that the neck stops thinning and reopens, and
large capillary waves are formed in the cylindrical section. The ﬂows induced by
the capillary waves cause the surfactant concentration to become highly non-uniform
in the cylinder. As the ﬁlament contracts further, the second (as we move from
the tip towards the center) local minimum in the shape begins contracting sharply.
As it contracts, the inertio-capillary breakup mechanism kicks-in and the ﬁlament
undergoes pinch-oﬀ there, forming large drops are the two ends connected to the
center satellite by short tail-like structures.
Time evolution for the surfactant-laden ﬁlament with Γ0 = 0.1, β = 0.2, and
P e = 1000 is shown in ﬁgure 4.5. Here, the ﬁlament is even shorter at breakup, and
the breakup shape is composed of two large drops separated by a minuscule connecting
bridge. It begins in a fashion similar to the case from ﬁgure 4.4; the ﬁlament forms a
blob and neck followed by capillary waves in the cylinder, the neck thinning initially
but eventually reopening. Once it escapes the ﬁrst endpinching event, the shape is
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Figure 4.5.: Time evolution for the ﬁlament with Oh = 0.001, L0 = 15, Γ = 0.1,
β = 0.2, and P e = 1000 undergoing breakup in the Strong-Surfactant (SS)
regime.

described by large capillary waves that also result in a highly non-uniform Γ proﬁle
along the free surface. The dynamics which follows is chaotic and is governed by
the growth of the capillary waves and their interference at the symmetry plane. The
growing wave troughs form several necks which attempt to undergo pinch-oﬀ, but
the ﬁlament escapes several of these attempts until the ﬁnal capillary wave gains
precedence, just before the recoil is complete, and succeeds in bifurcating the drop
in the immediate vicinity of, though not at, the symmetry plane. The ﬁnal shape at
breakup therefore comprises of two large oscillatory drops connected by a microscopic
satellite thread. We call this the ‘strong surfactant’ or SS breakup regime.
So far, we have only observed the combined eﬀect of varying β and P e on the
breakup shape. Simulations reveal that Γ0 also has a large inﬂuence on the ﬁlament
retraction dynamics. Weak β ≈ 0.01, diﬀusive P e < 1, or lean initial loading Γ0 <
0.02, do not have much eﬀect on an endpinching ﬁlament. However, interestingly, as
β, P e, and Γ0 are increased, the ﬁlaments at breakup display shapes similar to the
WS and SS regimes, with no deviations into any other distinct breakup or retraction
regimes [20]. Figure 4.6 shows the prevalence of the three regimes—endpinching,
WS, and SS—in the full parameter space: 0 ≤ β ≤ 0.3, 0.01 ≤ P e ≤ 1000, and
0 ≤ Γ0 ≤ 0.1. The surfactant parameters β and P e are kept in the realistic ranges for
aqueous surfactant systems over the nm to mm length scales, whereas Γ0 is conﬁned
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to intermediate values to accommodate the large local increments in Γ which occur
during the course of retraction (cf. ﬁgures 4.4 and 4.5) within the working limits
(0 ≤ Γ < 1) of the Szyszkowski equation (4.6). From the phase plots, it is apparent
that beyond certain critical values of β, P e, and Γ0 , endpinching can no longer occur,
leading to the emergence of the WS regime and a stark diﬀerence in the size of the
daughter droplets. For particularly high values of the parameters, within realistic
ranges, the ﬁlaments can escape further capillary wave breakup attempts and break
via the SS regime. Judging from the parametric trends and the time-evolution of
ﬁlaments in the WS and SS regimes, a common dynamical feature is the surfactantinduced ‘escape’ from the ﬁrst endpinching event.
It is well-known that surfactant-free ﬁlaments of intermediate Oh ≈ 0.01 can
escape endpinching by a viscous mechanism [19]. This mechanism, however, is inactive in low Oh ﬁlaments and a surfactant-free ﬁlament with Oh = 0.001 of any
length L ≥ 6 [20] must undergo endpinching. It could be argued that endpinching
is arrested in the presence of surfactants because surface tension lowering raises the
eﬀective Oh about the pure-ﬂuid value of 0.001. As the surface tension in the blob
remains nearly uniform and equal to the initial value before the escape event, we
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may write Ohef f = µ/(ρRσ̃0 )1/2 = Oh/ -σ0 . However, for Oh = 0.001, β = 0.2, and
Γ0 = 0.1, we obtain a low Ohef f = 1.03 × 10−3 , a fact that conﬁrms that surface
tension lowering alone is not responsible for escape. Additionally, it does not explain
why the escape process is suppressed at small P e; this is an indicator that Marangoni
stress arising Tnt from surface tension gradients (large, only in convective systems
P e  1) may have an important role to play. In the following section, we describe
the mechanics of the surfactant-driven escape process and provide insights into the
fundamental forces at play.

4.4.1 Marangoni-driven Escape from Endpinching
In section 4.3 we discussed how endpinching is a cumulative outcome of the localized dynamics of initial blob and neck formation, followed by inertio-capillary
acceleration of ﬂuid, from the thread into the blob, at the neck which drives the
breakup process; when a ﬁlament escapes endpinching, one of these processes must
be dynamically arrested. We show here that in surfactant-laden ﬁlaments which break
in the WS or SS regimes, the blob and neck formation proceeds as normal whereas
the latter, inertio-capillary breakup, process is heavily inﬂuenced by the presence of
surfactants. To understand how, it is important to ﬁrst observe how the bulk ﬂows
aﬀect surfactant distribution on the free surface.
The top frame in ﬁgure 4.7a shows the ﬁlament from ﬁgure 4.4 which undergoes
WS breakup, magniﬁed near the tip, at early times t = 2.1 when the retraction process
has begun and bulge formation at the tips is initiated. The horizontal axis is the axial
distance from the tip ztip − z. Under the capillary pressure gradient, the ﬂuid ﬂows
from the tip, at the Taylor-Culick [8, 9] (or capillary) velocity scale v = −1 (contours),
towards the ﬁlament center. Hindered by the viscous resistance downstream, the ﬂow
then sharply turns radially outward, accumulating at the free surface a small distance
ztip − z = 2.3 ∼ O(1) from the tip. The second-from-top frame in ﬁgure 4.7a plots the
Γ proﬁle on the free surface (solid), whereas the third frame plots the instantaneous
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Figure 4.7.: Surfactant redistribution and Marangoni stress generation before escape from endpinching. Details: shape, stream traces, axial velocity v
contours, and proﬁles for Γ, Γ˙ and Γ˙ i shown for the ﬁlament from ﬁgure 4.4 undergoing WS breakup, shown at three instances prior to escape. (a) Early times t = 2.1,
(b) once the blob has formed t = 3.1, and (c) just before escape t = 4.7 (also shows
the Marangoni stress Tnt proﬁle in the second frame).

˙ The bottom frame shows the detailed breakdown
rate of change of concentration Γ.
of the processes that contribute to the net rate of change of Γ, namely convection
Γ̇conv (solid), normal dilatation of the free surface Γ̇dil (dashed), tangential stretching
of the free surface Γ˙ str (dash-dot), and diﬀusion Γ˙ dif f (dotted). The surfactant is
evacuated near the tip Γ̇ < 0 due to convection—dilatation and stretching cause by
the bulging of the tip cancel each other and diﬀusion is negligible—and accumulates
near the stagnation zone at the free surface near the nascent neck Γ̇ > 0 which occurs
mainly due to the tangential constriction Γ̇str > 0 of the free surface. The variations
in Γ at this stage are small ∼ O(0.01) as the ﬂows are weak and surface deformation
is small.
Figure 4.7b shows details for the same ﬁlament at a later time t = 3.1. Here,
the bulge has assumed an almost spherical ‘blob-like’ shape, a distinct minimum
has formed connecting the blob to the cylinder, and the inertio-capillary ﬂow has
been setup in the neck. The endpinching process has thus been initiated. The axial
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velocities are larger in the neck, the ﬂow initiating from the thread-side stagnation
zone and terminating into the blob-side stagnation zone. The Γ proﬁle peaks at the
blob-side stagnation zone due to prior accumulation, and drops immediately at the
neck. As the velocities are still O(1) in the neck, convection is relatively small, and
˙ The slow growth of
tangential stretching is the dominant mechanism aﬀecting Γ.
the blob lends it a small, negative Γ˙ owing to normal dilatation. The large peak
in Γ̇ occurs near the blob-side stagnation zone due to strong tangential constriction
Γ̇str > 0 there, whereas the negative drop in the neck is mainly due to the tangential
stretching Γ˙ str > 0 caused by the ﬂow. These eﬀects have therefore contributed to
the creation of a large surface gradient in Γ on the immediate blob-side of the neck,
a condition which only exacerbates over time as seen in ﬁgure 4.7c which shows the
same ﬁlament at t = 4.7. Diﬀusion is active in damping these eﬀects as P e is in the
intermediate range in this case, but is overshadowed by the strong eﬀects of tangential
stretching.
At t = 4.7, the velocities are signiﬁcantly larger and as expected, stretching eﬀects
are stronger in redistributing surfactants on the free surface and the concentration
gradient on the surface is large, Γ dropping precipitously from the blob-side stagnation
zone towards the neck. Here, we also plot the Marangoni stress (red) given by
rs Γ
Tnt = −β - - - 1−Γ

(4.9)

along with the Γ proﬁle (black), which shows a large negative spike in this portion.
Further, Γ˙ is large near the blob-side stagnation zone owing predominantly to tangential stretching, and this only serves to enhance the negative Tnt in the region.
This growing Marangoni stress runs counter to the inertio-capillary ﬂows in the
neck. As a result, the free surface acts similar to the moving plate in an axisymmetric
driven cavity; it is a source of shear stress opposed to the direction of ﬂow. Figure 4.8a
(top-frame) shows a magniﬁed view of the neck at this time. The contours show
the viscous stress τ = Ohγ̇ , where γ̇ is twice the second invariant of the rate-of-
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Figure 4.8.: Details of surfactant-driven escape from endpinching, magniﬁed
at the neck.(a) Stress contours showing the presence of large Marangoni stress at
the interface and stream traces showing the formation of the vortex ring, both shown
at 4 instance during escape. (b) Pressure proﬁles during escape show the ‘head-loss’
that occurs due to ﬂow separation, as predicted by Hoepﬀner and Paré [19].

deformation tensor D = rv + rvT . It can be clearly seen that the large spike in
Marangoni stress Tnt lends a high value of τ concentrated at the free surface near the
neck. This stress causes the ﬂuid on the blob-side of the neck to reverse in a thin
boundary layer close to the free surface, as depicted by the streamlines. Over time,
as the Marangoni stress grows in magnitude and strengthens this reversal, causing
the ﬂow to separate from the free surface and produce a vortex ring as can be seen
at t = 4.8 in ﬁgure 4.8a. The ﬂow separation causes the blob-side pressure to drop
(see ﬁgure 4.8b), or results in ‘head-loss’ as hypothesized by Hoepﬀner and Paré [19],
and eventually, the ﬂuid from the tip enters the boundary layer and ﬂows to the neck,
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ﬁlling it with ﬂuid, as can be seen for t = 4.9, which negates the thinning eﬀect of the
bulk ﬂow. As a result, the ﬁlament successfully escapes endpinching, and the neck
begins to reopen by t = 5.0.
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Figure 4.9.: Marangoni stress is essential to escape.(a) Radius of the neck Rmin
plotted against time t for the ﬁlaments from ﬁgures 4.3 to 4.5 shows that the WS and
SS regimes are both consequences of surfactant-driven escape from endpinching. (b-c)
Artiﬁcially turning-oﬀ Marangoni stress leads to endpinching. Side-by-side comparison of the breakup shape of a ﬁlament with the full model (left half, black) and of
the same with the Marangoni stress turned oﬀ (right half, blue) for (b) the ﬁlament
from ﬁgure 4.4, and (c) for the ﬁlament from ﬁgure 4.5.

The escape event can be seen more clearly in the plot of Rmin against t in ﬁgure 4.9a where trends are shown for the ﬁlaments from ﬁgures 4.3 to 4.5 undergoing
endpinching (red), WS breakup (green), and SS breakup (blue), respectively. The
case just studied (WS, green) shows a clear escape, at t ≈ 5, followed by a growth
in Rmin . Once escaped, Rmin undergoes a series of undulations due to capillary wave
oscillations, the sharp edges occurring as diﬀerent wave minima gain precedence during the oscillations. Following this period, a capillary wave becomes unstable at t ≈ 9
growing all the way to pinch-oﬀ, the growth again decided by inertio-capillary dynamics where Rmin asymptotically decreases as (tb −t)2/3 . At this juncture, the Marangoni
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stress is not strong enough to prevent pinch-oﬀ as the gradients in Γ produced by
capillary wave oscillations are not as large as during the early times of endpinching.
That is, however, not an issue in the ﬁlament undergoing SS breakup (blue). In
this ﬁlament, β and/or P e are higher, the former producing a larger Marangoni stress
for the same rs Γ (4.9), while the latter resulting in larger rs Γ on the free surface for
the same bulk ﬂow. As a results, this ﬁlament escapes the ﬁrst endpinching event at
earlier times t ≈ 4 (Rmin ≈ 0.6) than the ﬁlament undergoing WS breakup, and the
Marangoni stress produced by capillary wave oscillations are large enough to cause
escape form the second pinch-oﬀ event at t ≈ 9. While diﬀerent processes contribute
to the formation of rs Γ during the second escape, the local features of the ﬂow and
stress during the escape are identical to those seen in ﬁgure 4.8b. Eventually, however,
the ﬁlament suﬀers a similar fate, as a capillary wave close to the symmetry plane
becomes unstable and results in pinch-oﬀ. As a result, we see that the SS breakup
regime is not physically distinct from the WS breakup regime, but is only a stronger
manifestation of the latter.
Shown in ﬁgure 4.9b and c is a more conclusive evidence that the escape process
is driven by Marangoni stress is provided by performing simulations for the same
ﬁlaments ﬁgures 4.4 and 4.5 respectively, except with the Marangoni stress artiﬁcially
turned oﬀ. This is achieved in the G/FEM formulation by switching-oﬀ the term
t·rs σ in equation (4.4). As a result, the surfactants are still distributed non-uniformly
according to equation (4.7) and lead to diﬀerential lowering in surface tension, but do
not produce a tangential stress on the interface. In accordance with our expectations,
ﬁlaments with the Marangoni stress turned oﬀ cannot escape endpinching. This is
evidenced in ﬁgures 4.9b and c where the breakup shapes for the full model (black) are
compared with those where Marangoni stress is turned oﬀ (blue) for both WS and SS
breakup regimes. In summary, we have demonstrated here in detail how surfactants,
by generating Marangoni stress on the free surface, can retard and arrest endpinching
of ﬁlaments even when the Oh is small.
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4.5 Escape from Endpinching: Vorticity Generation at the Free Surface
Escape from endpinching is well-known to occur also in surfactant-free ﬁlaments
of intermediate Oh, as ﬁrst shown by Notz and Basaran [15]. Simulations reveal
that these ﬁlaments can undergo several—up to as many as 10—escape events during
retraction, and that this process is independent of L0 as long as it lies above the critical
value required to pinch-oﬀ L0,c [20]. Interestingly, we observe several similarities
between the surfactant-driven process studied in the previous section and the escape
process in surfactant-free ﬁlaments [19]. A common feature of the dynamics is the
reversal of ﬂow within a boundary layer which forms at the free surface. The boundary
layer formation in the surfactant-free ﬁlaments is driven by a viscous mechanism and
therefore only occurs at higher values of Oh, whereas in the presence of surfactants
it is driven by Marangoni stress and can therefore also occur at low Oh. In both
cases, however, this reversal drives ﬂow separation to take place which results in the
formation of a vortex ring in the blob, clearly seen in ﬁgure 4.8b as well as in the
experiments of Hoepﬀner and Paré [19].
The similarities in the two cases raise some important questions. Firstly, why
does a viscous boundary layer originate at the free surface at intermediate Oh in
surfactant-free ﬁlaments? Secondly, how is it possible that two very distinct physical
phenomena—Marangoni stresses on the free surface, and viscous eﬀects in the bulk
ﬂows—can cause the occurrence of the same set of complex phenomena resulting in
escape? In eﬀect we may ask, can all escape events in ﬁlaments be characterized
as a single physical process? To answer these questions, we argue that it is useful
to consider that the formation of a boundary layer within a potential ﬂow ﬁeld is
synonymous with the generation of vorticity w = r × v in that region [43, 44].
Therefore, it is possible to appreciate the physical origins of boundary layer formation
(and hence escape from endpinching), and to understand its dependence on system
parameters, by studying the rate of change of vorticity in a ﬁlament.
The entrance of vorticity as boundary layers in free surface ﬂows is an extensively
studied phenomenon in literature [45, 46, 47]. The microscopic vorticity transport
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Figure 4.10.: Vorticity and boundary layer formation in a surfactant-free
ﬁlament undergoing escape. Details shown for a ﬁlament with Oh = 0.01 and
L0 = 15 at three times: early blob formation (left), just prior to escape (middle), and
after escape (right). In each frame, left half shows contours for the norm of vorticity
kwk whereas the right half shows contours for axial velocity v along with streamlines
indicating direction of ﬂow. Contour legends for each variable at the extreme right
are common for all frames.

equation is obtained by taking the curl of the momentum equation (4.2), thereby
eliminating the pressure gradient term, and can be written as
Dw
= w · rv + Ohr2 w.
Dt

(4.10)

In our problem of an 2D axisymmetric ﬁlament, the second term, representing vorticity generation by the stretching of vortex lines, w · rv = 0 since the only non-zero
component of w lies in the azimuthal direction. The rate of generation of vorticity in
a macroscopic volume V (t) enveloped by the free surface S(t) can be obtained by integrating equation (4.10) over V (t) and applying the appropriate kinematic (4.3) and
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traction (4.4) boundary conditions at the free surface. In an axisymmetric surfactantfree ﬁlament, therefore, the macroscopic vorticity conservation equation is
D
Dt

Z
wdV = 2Oh
V (t)



Z
eθ n · r


∂vn
+ 2H vs dS,
∂s

(4.11)

S(t)

where n is the outward pointing unit normal, and t is the unit tangent vector, to the
free surface, eθ is the unit vector pointing in the azimuthal direction, vn = n · v is
normal velocity of the free surface, and vs = t · v is the tangential velocity of the ﬂuid
along the free surface. Thus, vorticity diﬀuses into the bulk from the free surface, and
the ﬂux is is especially large in regions of high curvature undergoing a normal motion
or in regions with a non-zero tangential velocity. This is clearly evident in ﬁgure 4.10
which shows vorticity contours and streamlines for the ﬁlament with Oh = 0.01 and
L0 = 15 during the escape process. At early times (left frame) the ﬂow around the
highly-curved neck lead to the generation of small vorticity in its vicinity. As time
proceeds, the curvature at the neck increases, and by t = 5.0 (middle frame) large
vorticity can be observed on the blob-side of the neck where the curvature, normal
thinning, and tangential motion are large. This vorticity generation coincides with
the formation of the noticeable velocity boundary layer (blue v contour) attached to
the free surface where ﬂow separation has started to occur; this region is characterized
with a sizeable ﬂow tangential to the free surface. The escape process has thus begun
– the back-ﬂow within the boundary layer reﬁlls the neck with ﬂuid from the tip
causing it to reopen [19]. After the ﬁlament escapes endpinching, at t = 6.2 (right
frame), the viscous diﬀusion of the vorticity into the bulk leads to the growth of the
boundary layer and the separation of the vortex ring.
The time-scale for vorticity generation can be obtained by balancing the ﬁrst and
the last terms from equation (4.11), and is found to be the inertial-viscous time scale
tw = tc /Oh = ρR2 /µ. At low Oh, tw is signiﬁcantly greater than tc , the time scale
over which inertio-capillary pinch-oﬀ takes place. Thus signiﬁcant vorticity generation
cannot take place before pinch-oﬀ is complete in low Oh ﬁlaments which explains why
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these ﬁlaments cannot escape endpinching. Additionally, Notz and Basaran [15] show
that vorticity is small in ﬁlaments of large Oh. As they point out, this occurs because,
in a similar mechanism by which viscous forces dissipate kinetic energy of a ﬂuid ﬂow
into heat, vorticity is dissipated in the bulk by a viscous mechanism. This balance
between generation and dissipation is most evident in the conservation equation for
the enstrophy w = 1/2w · w in the ﬂuid, given by
Dw
= w · D · w + Ohr2 w − OhΦw
Dt

(4.12)

where D = 12 (rv + rvT ) is the rate of deformation tensor and Φw = rw : rwT ≥ 0
is the function describing the viscous dissipation of vorticity. Equation (4.12) reveals
that at low Oh vorticity generation is small, whereas it is large at high Oh but vorticity is lost via viscous dissipation; only at intermediate Oh is suﬃcient vorticity
generated, with viscous dissipation being suﬃciently small, that adequate vorticity
accumulates in the ﬂuid to have an eﬀect on the dynamics. In further support of
our argument that vorticity generation directly causes ﬁlaments to escape from endpinching, simulations of ﬁlament recoil employing the 1D slender-jet model fail to
capture the escape phenomenon at Oh = 0.01—while perfectly reﬂecting endpinching dynamics at Oh = 0.001, and retraction dynamics at Oh = 0.1—because vorticity
is neglected in its formulation as a higher order entity [15].
The vorticity argument also elucidates why certain low Oh surfactant-laden ﬁlaments are capable of escaping endpinching, and lays bare the fact that this is predominantly driven by Marangoni stress. In the presence of surfactants, the traction
boundary condition at the free surface (4.4) has an added term proportional to rs σ.
Under this modiﬁcation, the macroscopic vorticity conservation equation becomes
D
Dt

Z
wdV = 2Oh
V (t)



Z
S(t)

eθ n · r


Z
∂vn
eθ n · r(−Tnt )dS
+ 2H vs dS +
∂s
S(t)

(4.13)
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Figure 4.11.: Vorticity in surfactant-laden ﬁlaments. Vorticity kwk contours
shown for the ﬁlament from ﬁgure 4.3 at t = 3.9 (a), for the ﬁlament from ﬁgure 4.4
at t = 4.2 (b), and for the ﬁlament from ﬁgure 4.5 at t = 4.2 (c), demonstrating that
large vorticity accumulation is a prerequisite for escape from endpinching.

Noticeably, a new contribution to the vorticity generation (third term) arising from
the Marangoni stress at the free surface Tnt = t · rs σ appears. Important to note is
that this Marangoni-driven ﬂux of vorticity from the free surface is independent of
Oh and is therefore active even in inviscid ﬁlaments. Moreover, it is large when Tnt
is large and negative on the free surface, a condition that is always true on the blobside vicinity of the neck in ﬁlaments undergoing WS or SS breakup (cf. ﬁgure 4.7c).
Large vorticity is generated in only these ﬁlaments that escape endpinching as seen
in ﬁgure 4.11. For Oh  1, the vorticity generation is wholly reliant on the third
term, and a balance between them shows that surfactants can generate vorticity on the
capillary time scale, thus tw = tc . As a result, the velocity reversal and boundary layer
formation can occur on the time-scale of pinch-oﬀ and thus surfactants can induce
escape in ﬁlaments of low and intermediate Oh ﬁlaments. At high Oh vorticity is
still transferred to the bulk in large amounts, but this eﬀect is negated by the large
viscous dissipation in the bulk, as already demonstrated in equation (4.12).

119
In summary, we have demonstrated that the escape process is physically identical
between surfactant-free and surfactant-laden ﬁlaments, and is caused by large vorticity generation near the neck in both cases. We may go further and thus assert
that all ﬁlaments with a large accumulation of vorticity, occurring on the time-scale
of pinch-oﬀ, are likely to escape endpinching. Spray formulations in industry are
largely non-Newtonian in nature, containing suspended particles or dissolved polymers and/or surface active compounds, and the droplet size distribution is governed
to a large extent by the ﬁlament retraction and breakup process. Vorticity generation
and dissipation in all these cases can, as a result of this understanding, be important
guides to predicting the prevalence and signiﬁcance of endpinching in a distribution
of ﬁlaments formed in a spray.

4.6 Concluding Remarks
By using 2D axisymmetric simulations, we studied the eﬀect of adding surfactants to a nearly inviscid Newtonian ﬁlament undergoing endpinching in the absence
of surfactants. We observed that adding surfactants resulted in the occurrence of
two new regimes of breakup, one a delayed endpinching type of breakup, and the
other resulting from growing capillary waves. Regime maps in the surfactant parameter β − P e − Γ0 space were obtained and the parametric dependence was investigated. Both regimes occur as the surfactant-laden ﬁlament escapes endpinching on
the ﬁrst attempt. We demonstrated that the escape event is driven by a large adverse Marangoni stress near the neck joining the blob to the cylinder, which causes
ﬂuid in the blob to reverse and re-ﬁll the neck, causing it to reopen. The dominant
role of Marangoni stress in the escape event was conﬁrmed by selectively turning
Marangoni stress in the simulations; the Marangoni-free ﬁlaments were not able to
escape endpinching.
Surfactant-free ﬁlaments escape endpinching via a viscous mechanism where a
boundary layer growing near the free surface leads to jet detachment and the cre-
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ation of a vortex ring [19]. The viscous boundary layer growth is synonymous with
the generation of vorticity near the free surface which takes place over the time-scale
tw = ρR2 /µ. Vorticity generation is large only at intermediate Oh as generation is
large whereas dissipation is low, as revealed by the enstrophy equation [15], thus explaining why the viscous escape mechanism is active only in surfactant-free ﬁlaments
with intermediate Oh. To understand how surfactants inﬂuence the velocity ﬁeld to
cause escape at low Oh, we derived the integral vorticity equation in the presence of
surfactants. The equation demonstrates that additional vorticity is generated at the
free surface via a Marangoni stress mechanism independent of Oh. As dissipation is
still small at low Oh, this provides a theoretical explanation for why surfactants are
able to induce escape, and thereby arrest endpinching, in low Oh ﬁlaments. This is
conﬁrmed by observing the velocity, pressure, and vorticity ﬁelds in the ﬁlaments just
about to undergo escape. Comparing surfactant-laden and surfactant-free ﬁlaments
undergoing escape, we observe several similarities, showing how the same process
occurs in the two cases under two very distinct driving mechanisms.
In order to conduct a detailed study of surfactant eﬀects on endpinching we focused
our attention on to the ﬁxed case Oh = 0.001 and L0 = 15 and studied variations in
the surfactant parameter space. From studies of surfactant-free Newtonian ﬁlaments,
it is clear that the liquid parameters have a large inﬂuence on dynamics, and induce
breakup in a number of regimes distinct from endpinching which involve capillary
waves and/or complex oscillations, surfactant eﬀects on which has not yet been explored. Also well-known from this work is that capillary wave dynamics are highly
dependent on Oh and L0 , and a small change in aspect ratio in the ﬁlament undergoing SS breakup may even result in a complete recoil. As a result, it would be worthy to
perform simulations, as shown in this paper, over the full parametric spectrum. Here,
we perform simulations for an insoluble surfactant, whereas a majority of surfactants
are soluble in aqueous solutions. Simulations which account for surfactant diﬀusion
in the bulk and the formation of micelles can be used to develop predictive guidelines
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for ﬁlament breakup for real systems. We hope that the understanding developed in
this paper will serve to aid future studies in these areas of ﬁlament recoil.
A related area of study is that of surfactant eﬀects on the non-linear dynamics
of drop [48, 49, 50, 51] and bubble [52, 53, 54] oscillations. Current understanding
of this process is limited to Newtonian ﬂuids, and experimental investigations into
surfactant eﬀects are severely lacking in their appreciation of Marangoni stress eﬀects
[55].
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5. EFFECTS OF INSOLUBLE SURFACTANTS ON THE STABILITY OF
LIQUID JETS
Truth emerges more readily from
error than from confusion.
Francis Bacon

5.1 Introduction
The humble kitchen sink faucet is a surprisingly useful laboratory tool to study
some of the most beautiful and complex phenomena in ﬂuid mechanics. Turn a faucet
on to full, and one sees a tapering stream of ﬂuid falling under gravity, a well-known
consequence of Bernoulli’s equation and incompressiblity. The stream impacts the
base of the sink and forms a liquid sheet. This sheet is unstable beyond a certain
radius and disintegrates into ﬁlaments [1], and then drops, at its rim. Now turn
the faucet clockwise to reduce the ﬂow until only a slender, around a millimeter
thick, thread of liquid remains. Upon close inspection, this thread or ‘jet’ of liquid is
smooth and laminar as it emanates form the faucet, but after falling a certain vertical
distance, its surface becomes wavy and jagged, eventually breaking the continuous
jet into a sequence of small drops. Why does the jet break into drops? Which forces
govern this phenomenon?
This phenomenon was ﬁrst studied by Savart nearly two centuries ago [2], and later
shown by Plateau [3] to be a consequence of surface tension and small disturbances
arising from the faucet and the surroundings which produce microscopic waves on
the surface of the jet. Treating this as a hydrodynamic instability, Rayleigh [4, 5]
later showed that disturbances with a wavelength greater than the circumference of
the jet are ampliﬁed by surface tension and, before the jet falls to the ground, grow
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large enough to fragment the jet into drops. Rayleigh’s analysis, the so-called linear
stability analysis, has since been extended to a variety of systems [6, 7, 8]. Ashgriz
and Mashayek [9] present a detailed account of this body of literature on jet systems.
The breakup of jets into a sequence of drops is exploited in industry in a variety
of applications including powder processing, fuel injection [10], inkjet printing [11],
and coating of optical ﬁbers [12]. In most applications, the jet undergoing breakup
harbors surfactants on its free surface. Due to their property of lowering surface
tension, surfactants have a large eﬀect on surface tension phenomena such as jet
breakup even when present in trace amounts. Despite there being a large body of
work on the stability of jets of pure Newtonian liquids, literature on the inﬂuence of
surfactants on the same is relatively sparse and conﬁned to linear analysis.
The ﬁrst notable application of linear stability analysis to surfactant-coated liquid cylinders was performed by Anshus [13] in 1973. Under the assumption that the
insoluble surfactants are non-diﬀusing, he found that they slow down the breakup
process, but less so in more inviscid systems. Whitaker [14] performed a similar
study in his attempt to verify the Drop Weight method of calculating surface tension.
He applied linear stability to a liquid jet in air, containing soluble surfactants while
assuming completely diﬀusive transport in the bulk and on the surface. In the presence of surfactants, Whitaker reported reduced growth rates, but unaﬀected critical
wavenumber (kc R < 1) and fastest growing modes.
Moving away from jet systems, Flumerfelt and co-workers [15, 16] investigated,
both experimentally and by ﬁrst-order perturbation analysis, small-amplitude deformations of a surfactant-covered drop in shear and extensional ﬂow ﬁelds. On the same
lines, Stone and Leal [17] used the boundary-integral method to simulate deformation
of a surfactant-covered drop in extensional ﬂow; they assumed the drop undergoes
Stokes ﬂow, and the insoluble-surfactants obey the linear equation of state. They were
the ﬁrst to implement the full convection-diﬀusion equation [18] for surfactant species
on the free surface. Leal and co-workers [19] later extended this study to simulate
retraction of extended surfactant-covered drops, while implementing the non-linear
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Frumkin equation of state. Milliken et al. [20] studied the same with soluble surfactants and observed diminished surfactant eﬀects with increasing solubility; they
attributed this eﬀect to a levelling of surface concentration gradients by bulk-tosurface adsorption of surfactant species. Pawar and Stebe [21] added to this body
of work by considering non-linear interactions between surfactant molecules; their
results coincided with results from Stone and Leal’s [17] work in the limit of dilute
surfactant as expected. Stebe and co-workers [22] further explored the eﬀects of masstransfer, in case of soluble surfactants, and high concentrations of surfactants. From
boundary integral simulations of a surfactant-covered drop in an extensional ﬂow
ﬁeld, they observed both, stagnant tips [23], and tip-streaming [24]. The stretching
of a surfactant-covered drop in extensional ﬂow has thus, proved to be a useful system to further our understanding of surfactant eﬀects. Meanwhile, interest in liquid
cylinders coated with surfactants was rekindled by experimental studies on dripping,
in the presence of a soluble surfactant, by Zhang and Basaran [25]. Hansen et al. [26]
conducted a linear stability analysis of the eﬀects of a soluble surfactant on a ﬂuid
thread placed in another viscous liquid. Ambravaneswaran and Basaran [27] used the
Galerkin/Finite Element Method (G/FEM) to simulate a stretching liquid bridge under the slender-jet (1D) approximation. Kwak and Pozrikidis [28] studied the eﬀects
of insoluble surfactants on both, liquid threads and annular layers, by linear stability
analysis and they also performed a simulation of a Stokes liquid thread embedded in
a second viscous ﬂuid using a boundary integral scheme. Pozrikidis and coworkers
[29, 30] also studied a surfactant-laden thread in extensional ﬂow via linear stability
analysis and numerical simulation using the boundary integral method and long-wave
approximation models.
The most recent applications of linear stability to the problem of liquid threads
covered with insoluble surfactants, however, are those by Timmermans and Lister
[31], and by Craster et al. [32]. Timmermans and Lister [31] (hereafter, called TL)
performed a linear analysis on the full 2D model with the assumption that the surfactant is non-diﬀusing P e−1 = 0. Moreover, they used the linear equation of state to
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describe the relationship between surface tension and surfactant concentration. They
carried out an exhaustive analysis of the growth rates by considering the behavior
of the dispersion relation under a variety of asymptotic limits. On the other hand,
Craster et al. [32] (hereafter, called CMP) employed a one-dimensional approximation in their linear analysis. They used the logarithmic Szyszkowski equation of state
for the surfactants and their model allowed for both convection and diﬀusion on the
surface. Despite the similar nature of the analyses by TL and CMP, there is a glaring
diﬀerence in the results form the two works—CMP show the existence of a ‘cutoﬀ’
mode in the non-diﬀusing limit, a result that does not appear in the analysis of TL—
and also, the growth rates predicted by CMP diﬀer slightly than TL’s predictions in
the asymptotic limits commonly studied. A direct comparison between the results of
the two is diﬃcult due to the diﬀerent non-dimensionalization schemes employed and
the diﬀerent choices of asymptotic limits, however, it is important to understand the
diﬀerences between the two. A key ramiﬁcation of identifying diﬀerences is capturing
how the 1D model of CMP diﬀers from the 2D model of TL. As a signiﬁcant portion
of analyses in the broad area of surfactant-laden free surface ﬂows employ 1D approximations, it is important to elucidate the validity of the 1D model of jet breakup and
identify the leading order diﬀerences with the full 2D model.
One of the major hurdles towards performing such an identiﬁcation is that, as a
majority of work in this area is based on linear analysis, a full mechanistic picture
of jet instability is lacking. Therefore, in order to appreciate the range of dynamics
that are active during the jet instability in the presence of surfactants, one must take
recourse to numerical simulations of the full 2D model. In this work, we perform
such simulations of surfactant-laden jets on the verge of instability. We observe the
eﬀects of perturbations applied, in the interface shape, as well as in the surfactant
concentration, individually, on the ﬂow dynamics and ﬁnal breakup features. From
this study, we isolate the fundamental mechanisms that determine the growth rate of
the applied perturbation. We then perform the full linear analyses of the 2D and 1D
models using a consistent non-dimensionalization scheme, obtain dispersion relations,
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and perform a rigorous comparison of the two in the full set of asymptotic limits. We
ﬁnd that the results can be directly interpreted based on the understanding developed
from our 2D simulations. We recognize that the cutoﬀ mode shown by the 1D model
is inadequacy of the slender-jet approximation which discounts vorticity as a higher
order eﬀect.
This chapter is structured as follows. Section 5.2 presents the problem setup,
the 2D model equations, the 1D slender-jet equations, and the numerical technique
employed for 2D simulations. Section 5.3 then deconstructs the range of surfactant
eﬀects which occur in free surface ﬂows as prescribed by the 2D model equations.
Results from the 2D simulations is then presented in section 5.4 where we ﬁrst consider
the evolution of a shape-perturbed jet with a uniform surfactant loading, followed by
a perfectly cylindrical jet subjected to a perturbation in the surfactant concentration
proﬁle, or a ‘surfactant-perturbed’ jet, and analyze the eﬀect of parameters on the
breakup of the two jets. We summarize the fundamental mechanisms that play an
active role in jet instability and regulate the growth rate of an imposed disturbance.
We carry out the linear analysis in section 5.6, provide a mechanistic explanation of
the behavior in the asymptotic limits, and identify and explain the key diﬀerences in
the 1D and 2D predictions and the origin of the cutoﬀ mode in the 1D model.

5.2 Problem Setup and Governing Equations
Here we consider an inﬁnite jet undergoing the Rayleigh-Plateau instability. We
begin with an axisymmetric cylindrical liquid column of cross-sectional radius R̃ composed of an incompressible Newtonian liquid of constant density ρ, viscosity µ, and a
surfactant-free surface tension of σ̃p , and surrounded by a dynamically inactive inviscid gas that exerts a constant pressure PG on the free-surface. The interface is coated
with a uniform monolayer of insoluble surfactant of surface concentration Γ̃0 which
lowers the surface tension to σ̃0 < σ̃p . At time t̃ = 0, the cylindrical jet is subjected
to a sinusoidal shape perturbation of wavelength λ̃ and a small magnitude ˜s = 0.1R̃.
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When the wavelength is greater than the initial circumference λ̃ > 2πR̃, the jet is
unstable and spontaneously thins at the troughs created by the perturbation [5, 33].
The perturbed jet, as shown in ﬁgure 3.1, is the initial condition in all the simulations
featured in this work.
The problem is made non-dimensional by using the radius of the unperturbed jet
R̃ as the length scale, the inertio-capillary time scale tc = (ρR̃3 /σ̃p )1/2 as the time
scale, the surface tension of the pure liquid σ̃p as the scale for surface tension, and
the maximum packing concentration of the surfactant on the liquid Γ̃m as the scale
for surface concentration. The bulk ﬂow within the body of the jet is governed by
the dimensionless continuity and Navier-Stokes equations
r · v = 0, and

(5.1)

∂v
+ v · rv = r · T,
∂t

(5.2)



where T = −pI + Oh rv + rvT is the total stress tensor for a Newtonian ﬂuid,
I is the identity tensor, p is the dimensionless pressure calculated using PG as the
q
datum, and Oh = µ/ ρR̃σ̃p is the Ohnesorge number. Oh is a dimensionless group
that represents the balance between viscous, inertial and capillary forces; liquids with
Oh  1 are considered to be nearly inviscid, whereas those with Oh  1 are deemed
highly viscous. The bulk ﬂows interact with the free surface which has a ﬁnite velocity
and a normal stress given by the kinematic and traction boundary conditions
n · v = n · vs ,

(5.3)

n · T = 2H σn + rs σ,

(5.4)

where −2H = rs · n is the local mean curvature of the free surface with unitnormal n pointing outward. v and vs are velocities just near and at the free surface,
respectively, and rs ≡ (I − nn) · r is the surface gradient operator. The tangential
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component of n · T is non-trivial only when σ is non-uniformly distributed on the free
surface, and is commonly known as the Marangoni stress [34]
n · T · t ≡ Tnt = t · rs σ

(5.5)

where t is the unit tangent to the free surface.
By virtue of its presence on the free-surface, the surfactant alters the electrostatic
forces of attraction between surface water molecules, eﬀectively reducing the surface
tension. This eﬀect is described by the logarithmic Szyszkowski (or, the LangmuirGibbs) equation of state. In its dimensionless form, it may be represented as
σ = 1 + βln(1 − Γ),

(5.6)

˜ σp is the dimensionless surface tension, Γ = Γ̃/Γ̃m is the dimensionless
where σ = σ/˜
surface concentration, β = Γm Rg Tabs /σp is the surfactant strength parameter, Rg is
the ideal gas constant, and Tabs is the absolute temperature of the system. Myrick
and Franses [35] report long-chained alcohols to have a Γm value of about 8µmol/m2
on water. Values of the same order of magnitude have been reported for carboxylic
acid head groups by Hiemenz and Rajagopalan [36]. As a result, typical aqueous
surfactant systems at room temperature exhibit β values in the range of 0.2 to 0.4
[37].
The surfactants, initially distributed uniformly on the free surface, can be redistributed by advective inﬂuences of the bulk ﬂows, the dilatation and stretching of
the free surface, or due to diﬀusive eﬀects. These eﬀects are described by the general convection-diﬀusion equation for a surface[18]. In dimensionless form, it may be
written as
∂Γ
1 2
r Γ=0
+ rs · (Γv) −
∂t
Pe s
where,
2

Pe =

R
=
tc Ds

s

Rσp
ρDs2

(5.7)
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is the surface Peclet number, and Ds is the surface diﬀusivity of the surfactant on the
L-G interface. Ds typically ranges anywhere from 10−6 to 10−4 cm2 /s. Thus, if we
consider jets of real liquids (20mN/m ≤ σp ≤ 75mN/m, 0.6g/c.c. ≤ ρ ≤ 1.2g/c.c.)
having diameters ranging from 1µm to 1cm, P e is typically large - its value lying
anywhere between 500 and 107 .
In temporal analysis of jet breakup, we track a particular disturbance as it evolves
with time (cf. ﬁgure 3.1). Therefore we choose a co-ordinate system that moves
with the disturbance such that the disturbance of wavelength λ = 2π/k extends
from z = −π/k to z = +π/k. Additionally, as the disturbance is symmetric about
its midpoint z = 0, in our simulations we will consider only half the wavelength
(z ∈ [0, +π/k])while imposing symmetry boundary conditions at the ends:
n · v = 0,

n · T · t = 0.

(5.8)

where t is the tangent vector to the relevant symmetry plane, and n is the outward pointing unit normal. On the free-surface, at these locations, we also impose a
symmetry condition for the surfactant concentration:
t · rs Γ = 0.

(5.9)

In addition, because the system is axisymmetric, we also apply equation (5.8) at the
axis r = 0. In this paper we solve the system of equations (5.1) to (5.9) numerically
to obtain the time-evolution of pressure p, velocity v, and surfactant concentration Γ,
as an initially-perturbed jet eventually ruptures. Details of the numerical technique
and its implementation may be found in [1, 37].

5.2.1 1D Slender-jet Approximation
We utilize the 1D model developed by Ambravaneswaran and Basaran [27] in their
study of surfactant-laden liquid bridges. To obtain their equations, they applied the
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1D slender-jet approximation [38] to equations (5.1) to (5.4). Under the slender-jet
assumption, any variations in the radial direction are neglected. To this eﬀect axial
velocity v(r, z, t), and pressure p(r, z, t) are expanded in even powers of the radial
coordinate r and impose r  1 to obtain the leading order equations. Representing
the free surface in cylindrical coordintes as r = h(z, t), the full set of 1D equations is
given as follows:


2 ∂σ
∂v
∂v ∂(−2H σ)
1 ∂
2 ∂v
+
,
h
= −v
−
+ 3Oh 2
∂z
h ∂z
∂t
∂z
∂z
h ∂z
∂h
∂h 1 ∂v
= −v
− h ,
∂t
∂z
 2 2 ∂z

∂Γ 1 ∂v
∂Γ
1 ∂ Γ 1 ∂h ∂Γ
=
+
−v
− Γ .
2
∂t
P e ∂z
h ∂z ∂z
∂z
2 ∂z

(5.10a)
(5.10b)
(5.10c)

Here, v(z, t) and p(z, t) are the leading order terms in the expansions for axial velocity
and pressure, respectively. An important feature of this approximation is that the full
non-linear expression for curvature is retained [38, 39]. Under the 1D representation
of the free surface, the local mean curvature may be expressed as:
− 2H =

1
hzz
−
,
2
1/2
[1 + h2z ]3/2
h[1 + hz ]

where the subscript ‘z’ represents the partial derivative

∂
.
∂z

(5.11)
The modiﬁed symmetry

conditions on the top (z = +π/k) and bottom (z = 0) boundaries of the jet are:
v = 0,

hz = 0,

Γz = 0

(5.12)

5.2.2 Initial Perturbations
In our study of surfactant-laden jets, we make use of temporal analysis to highlight
the important causal phenomena involved in jet breakup. Therefore, we begin our
simulations with a sinusoidally perturbed jet and track its temporal evolution. Here,
we focus on two main types of perturbations - shape of the free surface, and surfactant
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distribution. The former is so provided such that the volume of the perturbed jet
is the same as that of the undisturbed cylinder, whereas the latter conserves the
number of moles of surfactant species from when the jet was uniformly covered with
a concentration Γ0 , regardless of its shape-perturbation. The shape-perturbation has
amplitude s and wavelength 2π/k, and may be written as:
r
r = h(z, t = 0) =

1−

2s
− s cos(kz).
2

(5.13)

To conserve symmetry, the surfactant-perturbation may only be provided either inphase (φ = 0), or out-of-phase (φ = π) with the proﬁle described by equation (5.13).
It has an amplitude Γ and wavelength 2π/k and is written as:
Γ(z, t = 0) = A(s , Γ , Γ0 ) − Γ cos(kz + φ).

(5.14)

Here, A is given as
A(s , Γ , Γ0 ) =

16Γ0 − s Γ (8 + 2s k 2 )cosφ
4(1 − 2s /2)1/2 (4 + 2s k 2 )

. Unless otherwise mentioned, in this work the typical value of s , and Γ used is
0.05. For linear analysis, this value needs to be extremely small, and we use a value
of 0.0001.

5.2.3 Numerical Implementation
The governing equations are solved numerically by a method of lines using the
Galerkin/ﬁnite element method (G/FEM) [40] for spatial discretization, and an adaptive predictor-corrector ﬁnite diﬀerence method for time integration [41]. The details
of the 2D implementation are well described by Liao, Franses, and Basaran [37],
whereas the 1D implementation may be found in the work by Ambravaneswaran and
Basaran [27].
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5.3 Surfactants in Free Surface Flows: A Bidirectional Causality
In their review of the Marangoni eﬀects, Scriven and Sternling [34] allude to a
dichotomous categorization of the range of eﬀects that take place when surfactants
are placed on a free surface. The ﬁrst eﬀect relates to the eﬀect of ‘surface movements’
famously observed in phenomena such as spreading of an alcohol drop on water,
tears of wine, evaporating drops, and Bénard cells. The second eﬀect relates to the
‘resistance of a ﬂuid interface to deformation’, or the so-called Gibbs elasticity, which
stabilizes free surfaces and resists their motion. While surfactants are proactive in
the former, generating surface tension gradients which move a ﬂuid, they are reactive
to the motion of the ﬂuid in the latter. In the latter, the ‘dilatation’ of the interface
goads the formation of surface tension gradients that, in turn, resist the motion of the
interface. As a result, the second eﬀect is, in fact, a hybrid process that recruits the
ﬁrst eﬀect. This classiﬁcation of the eﬀects is based on a large history of observational
evidence, and while it provides a clear picture to the experimentalist in processes
where the ﬂuid motion is small, we ﬁnd that it is inadequate for interpreting the
mechanics behind highly dynamical processes such as thread breakup. As a result,
while the literature on surfactant eﬀects in dynamical free surface ﬂows is rich in
observational evidence, it is impoverished in terms of mechanistic interpretation. The
problem with such an approach lies not only with the chronic misinterpretation of
governing forces in a particular phenomenon, but also with the inability to translate
the physics from one phenomenon to the other. For example, the large work on
surfactant-laden jet breakup provides no direct insight to the researcher investigating
drop evaporation, coating ﬂows, sheet rupture, drop coalescence, or bubble breakup
and coalescence in the presence of surfactants which are active areas of research. Due
to this inadequacy of our current understanding of surfactant eﬀects, we present a
revisionist breakdown of the same, which is based solely on the prescriptions of the
model equations (5.1)-(5.4).
When surfactants are present on the free surface, it is clear, that all phenomena
that are driven by surface tension can be dissected in terms of two main eﬀects: the
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action of surfactants on ﬂuid motion, and the action of ﬂuid motion on surfactants.
The two eﬀects cannot be separated observationally as they occur in concert and
lead to complex outcomes. We note that together, these two eﬀects comprise of six
fundamental processes which can act distinctly from each other in any given scenario
1. Generation of a Marangoni stress due to surface tension gradients.
2. Local lowering of surface tension, or the solutocapillary eﬀect.
3. Diﬀusion of surfactant species driven by concentration gradients.
4. Dilution of local concentration by normal dilatation of a free surface.
5. Dilution of local concentration by tangential stretching of a free surface.
6. Convection of surfactant species on a free surface by fast-moving ﬂuid.
The ﬁrst two comprise the action of surfactants on ﬂuid motion or the ‘First Marangoni
Eﬀect’ (Mg1 ), whereas the others make up the action of ﬂuid motion on surfactants
or the ‘Second Marangoni Eﬀect’ (Mg2 ). In the text that follows, we elaborate on
the workings of each process.
The action of surfactants on liquid velocities is accounted for by the model through
the traction boundary condition (5.4). Breaking equation (5.4) into its normal and
tangential components at the free surface, we obtain
n · T · n ≡ −pn + Oh(n · D · n) = 2H σ, and

(5.15a)

n · T · t ≡ Oh(n · D · t) = t · rs σ,

(5.15b)

where D = (rv + rvT ) is the rate-of-strain tensor. Free surface ﬂows are often
driven by the capillary pressure pcap which is given by
pcap = pn − Oh(n · D · n) = −2H (1 + βln(1 − Γ)).

(5.16)
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Figure 5.1.: Sketches showing the Marangoni Eﬀects in free surface ﬂows.
(a) The ﬁrst Marangoni eﬀects – Marangoni stress and solutocapillary eﬀect. (b)
Convection and diﬀusion processes. (c) Normal dilatation and tangential stretching
processes.
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Therefore, in the solutocapillary eﬀect the presence of surfactants Γ > 0 weakens the
driving capillary force of the system resulting in smaller bulk velocities. This eﬀect
is typically strong when there is a large local accumulation of surfactant species in
one area of a surface. Recent work by Tseng and Prosperetti [42] has shown that
solutocapillary eﬀect enhances the interfacial instability near points of zero vorticity,
which is responsible for an array of observed eﬀects including tip streaming in coﬂowing streams [24] and skirt formation in rising droplets [43].
Local surface tension is related to the local surfactant concentration by (5.6) and
therefore a non-uniform distribution of surfactants results in zones of low and high
surface tension on the free surface. These gradients result in a stress imbalance on
the free surface and the liquid close to it experiences a pull directed from a zone
of low surface tension towards that having a higher surface tension, as sketched in
ﬁgure 5.1a. This tangential stress at the free surface Tnt = n · T · t is related to the
local surfactant concentration by
Tnt = t · rs σ = −β

t · rs Γ
.
1−Γ

(5.17)

Marangoni stress is only active when concentration gradients arise on the surface,
and is the primary driving force for the ‘surface movements’ described by Scriven and
Sternling [34]. Note that when concentration gradients are present, both Marangoni
stress and the soluto capillary eﬀect are active (see ﬁgure 5.1a), the former producing
a motion on the free surface, while the latter has the ability to produce a bulk pressure
gradient in drops and threads and thereby drive bulk motion.
The convection-diﬀusion equation (5.7) encapsulates the eﬀect of the remaining
four processes on the surfactant concentration proﬁles. Rate of change of local concentration ∂Γ/∂t due to the diﬀusion of surfactant species from a region of high local
Γ to an adjacent region of lower Γ is described by the third term in (5.7)
Γ̇dif = P e−1 r2s Γ,

(5.18)
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where the overdot represents the partial time derivative ∂/∂t. The second term in
equation (5.7) is then decomposed into two by product rule. One of the terms is
v · rs Γ, the negative of which represents convective transport
Γ̇con = −v · rs Γ.

(5.19)

Fluid near the surface moving with a high velocity in the direction of a surface concentration gradient (tangential to the free surface) advects surfactant molecules thereby
aﬀecting the Γ proﬁle. Figure 5.1b is a sketch showing conditions where convection
and diﬀusion are active participants in redistributing surfactants.
The other term obtained from using product rule is Γ(rs · v) and unlike the
previous two terms it is not amenable to obvious interpretation. In their explanations
of stretching liquid bridges, Liao et al. [37] refer to this term as ‘dilatation’. While
that is partly true, a clearer picture can be obtained by taking the approach of Stone
[18] where this term is resolved further by decomposing velocity v on the free surface
into its normal vn = n · v, and tangential vt = t · v components. Upon substitution
we are left with
Γ(rs · v) = Γvn (rs · n) + Γ(rs · vt t).

(5.20)

Both terms express the eﬀect of change in local surface area on the local surfactant
concentration Γ. The ﬁrst term represents change due to the ‘normal dilatation’ of
the free surface, i.e. as a cylindrical jet locally increases (decreases) in thickness, the
local area of the free surface increases (decreases) causing the surfactant species to
become locally diluted (concentrated).
Γ̇dil = −Γvn (rs · n)

(5.21)

This dilatational eﬀect is best visualized using the example of a cylinder with a
uniform surfactant concentration Γ0 , as shown in ﬁgure 5.1c. If the radius of the
cylinder were to grow (length L remaining constant) at the rate dr/dt, the surface
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area will increase at the rate 2πL(dr/dt). Conserving the total surfactant species,
the concentration would decrease at a rate dΓ/dt = −Γ(dr/dt)r−1 , which is exactly
predicted by equation (5.21); here, vn = dr/dt from equation (5.3) and rs · n = r−1
is the mean curvature of a perfect cylinder of radius r (5.11). In real cylindrical jets,
the local area may decrease in one area (where the jet thins), and to compensate
for the volume, it may increase somewhere else (where the jet thickens). The second
term from equation (5.20) indicates that surfactant concentrates in areas where the
surface velocity ﬁeld ‘converges’ (rs · vt t < 0) and dilutes where the surface velocity
ﬁeld ‘diverges’ (rs · vt t > 0). Thus it expresses the change in Γ caused by ‘stretching’
of the surface along the tangent plane:
Γ̇str = −Γ(rs · vt t).

(5.22)

This eﬀect may be readily visualized by considering the example of the same cylinder
as above (ﬁgure 5.1c), except as it expands length-wise (dL/dt) keeping radius the
same. In real axisymmetric jet systems, the free surface in the r − z plane is a curve
with the arc-length parameter s. Here, equation (5.22) may be interpreted as follows:
surfactant tends to build up (go down) where tangential velocity tends to slow down
(speed up) along the arc-length, or converge (diverge) from both sides, i.e. when
rs · vt t ∼ ∂vt /∂s < 0 (∂vt /∂s > 0). Based on this breakdown, the local rate of
surfactant concentration may be expressed as a superposition of the above processes
X
∂Γ
≡ Γ̇ = Γ̇dif + Γ̇con + Γ̇dil + Γ̇str =
Γ̇i .
∂t
i

--

(5.23)

Also, hereafter, we will use a shorthand and refer to ‘normal dilatation’ as simply
‘dilatation’ and ‘tangential stretching’ as simply ‘stretching’, despite the fact that
both processes involve a dilatation of the free surface.
In the next section, as we attempt to understand surfactant eﬀects in jet instability,
we consider simulations of a surfactant-laden jet that is subjected to a microscopic
perturbation in its shape or in the initial surfactant proﬁle. We study the evolution of
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the jet and use simulation to understand the action of each of the processes described
here. We ﬁnd that the classiﬁcation of processes and eﬀects shown here signiﬁcantly
aids our discussion in the next section.

5.4 Results and Discussion
In linear analysis, the dispersion relation is often obtained by imposing an inﬁnitesimal perturbation in all variables [6, 31]. For surfactant-laden jets, therefore,
a perturbation is applied in both, the shape h and the surfactant concentration Γ
proﬁles. To comprehend the results of linear analysis, therefore, we must study these
perturbations, and eﬀects thereof, in isolation. In the text that follows, we consider
ﬁrst, a jet that is subjected to a shape perturbation only and study its evolution.
This is then followed by a study of the evolution of a perfectly cylindrical jet that
begins with a non-uniform surfactant concentration.

5.4.1 Study of a Shape-perturbed Jet
Figure 5.2 shows the time evolution of a jet with Oh = 0.1 harboring surfactants
at a uniform concentration Γ0 = 0.55 having properties β = 0.3 and P e = 104 ,
which is subjected to an unstable shape perturbation of amplitude s = 0.05 and
wavenumber k = 0.7 at t = 0. The shape of the jet with pressure contours (left half)
and streamlines (right half), and the Γ proﬁle on the surface is shown at 4 instances
as the perturbation grows and the jet breaks.
At time t = 4.605, it is seen that the shape perturbation has induced a pressure
that is higher in the thin section (neck) of the jet than in the thicker sections (bulges)
such that the pressure maximum lies at z = 0. As a result, ﬂuid is forced from the
neck to the adjacent bulges causing the jet to thin further in its midsection z = 0.
This ﬂow causes the surfactant concentration proﬁle to go from ﬂat Γ = Γ0 at t = 0 to
sinusoidal with the same wavenumber k = 0.7 at t = 4.605, in phase with the initially

143

t = 0.000

t = 4.605

4

t = 14.605

4

t = 15.722

4
4

0.75

0.75

0.8

0

0.7

4

2

2
0.8

Z

--

0

2

2

0

0

0

0

5.00

2.50

-4

-4

-2

0.7

-2

0

R

2

0

0.5

r

1

1.5

4

0.75

-4
-2

-2

0

R

2

0.54

r

0.56

-4

0.70

-2

0.90

-2

-2

0

R

2

0

0.5

r

-2

0

2

-0.5

R

0

r

0.5

1

Figure 5.2.: Time-evolution of a shape-perturbed jet uniformly coated with an insoluble surfactant. Here, Oh = 0.1, k = 0.7, s = 0.05, Γ = 0, Γ0 = 0.55, β = 0.3, and
P e = 104 . The shape of the jet R(z) and the surfactant distribution Γ(z) is shown at
four times during the breakup process. The shape plots are divided such that the left
half represents p contours, whereas the right side shows streamlines. This sequence
of events represents the ‘capillary’ mode of breakup.

applied shape perturbation. Which processes are responsible for redistributing the
surfactants in this way at early times?
To answer this question, we plot the total rate of change in concentration Γ̇ along
with the diﬀerent contributions of individual mechanisms Γ̇i in ﬁgure 5.3a. Here we see
that at early times, as velocities are small, convection (solid line) is small. Also, as P e
is large, diﬀusion (dotted) is negligible. The important eﬀects are those of dilatation
(dashed), and stretching (dashdot) both of which are strong at the two stagnation
zones located at the symmetry planes z = 0 and z = π/k, and in opposition to each
other. The stagnation zone at z = 0 is a site of divergent axial ﬂow rs · vt t > 0 as
ﬂuid evacuates that region, and therefore Γ˙ str < 0 there. On the other hand, due
to thinning at that point, the kinematic boundary condition indicates that vn < 0
there, and thus Γ˙ dil > 0. The conditions at the stagnation zone at z = π/k are
the exact opposite as ﬂuid accumulates there. It is worth noting, from ﬁgure 5.3a,
that the eﬀects of stretching dominate those of dilatation, thus leading to an overall
evacuation Γ̇ < 0 of surfactant at z = 0 and accumulation Γ̇ > 0 at z = π/k.
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We note that it is possible to show that stretching always dominates dilatation in
the early stages for a shape-perturbed jet. For this, we use the slender-jet model from
section 5.2.1, the initial perturbation (5.13), and the assumption of small amplitude
s  1. Using the expressions from equations (5.21) and (5.22), we obtain the leading
order expression
Γ̇dil + Γ̇str ≈ Γ0 ur

at z = 0.

(5.24)

As ur (z = 0) ≈ −1/2vz (z = 0) < 0 is always true for a slender jet thinning at
z = 0, the negative Γ˙ str always exceeds the restorative positive Γ˙ dil at the z = 0
stagnation zone, resulting in local overall evacuation. An important consequence of
this result is that the Γ proﬁle always develops in-phase with the initially imposed
shape perturbation, and the Marangoni stress generated by this proﬁle is always
in opposition with the driving pressure gradient. For the jet in ﬁgure 5.3a, the
pressure gradient acts in the +z direction, whereas the Marangoni stress acts in the
−z direction tangentially along the free surface.
At later times (t = 14.605), ﬁgure 5.2 shows the formation of a thread-like neck
joining two large drops (bulged regions) accompanied with a similar ﬂattening of the
Γ proﬁle. This is better explained by ﬁgure 5.3b. Due to inertia, ﬂuid accelerates as
it leaves the neck and then suddenly decelerates as it reaches the slow moving ﬂuid in
the bulge. To satisfy continuity (5.1), the jet thins fastest in the zone with the highest
acceleration, leading to the formation of a nearly-cylindrical thread (this eventually
leads to satellite drop formation). At the location of fastest thinning, as expected,
ﬁgure 5.3b shows a large positive dilatative eﬀect on Γ. In the region where ﬂuid
accelerates, there is a depleting eﬀect from stretching as opposed to in the bulge,
˙
where it later decelerates resulting in increment of Γ. The largest inﬂuence on Γ,
however, comes from convection which is strongly localized in the region of the highest
velocity. It dominates both stretching and dilatation to produce a Γ˙ proﬁle that is
sharply negative at the point of highest velocity. Therefore the initially established
(ﬁgure 5.3a) sinusoidal Γ proﬁle achieves the ﬂattened nature seen at t = 14.605. As
we go further (ﬁgure 5.3c) velocities tend to rise in magnitude resulting in a strong
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Figure 5.3.: Details of the jet from ﬁgure 5.2 at (a) t = 4.605 show that strong eﬀects
of dilatation and stretching compete to eﬀectively reduce surfactant concentration in
the midsection. (b) At t = 14.605, convection dominates as the velocities are much
higher. (c) Near breakup, convection leads to almost complete absence of surfactant in
the neck. Note that only half the jet is shown here (z ≥ 0). Plotted against z are the
pressure at the free surface P , shape of the jet R, surfactant conc. Γ, net rate of change
˙ and Γ˙ i comprised of the individual contributions of diﬀusion (dotted),
of conc. Γ,
convection (solid), dilatation (dashed), and stretching (dashdot). The frame depicting
R also shows streamlines and contours of velocity along z direction (V = ez · v).
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convection that sweeps surfactant species away from the thinning neck and into the
bulging parent drop. The back-ward ﬂow inside the thread is weaker by an order of
magnitude (|vback /vf wd | ∼ O(0.1)) and thus after rupture, we form satellite drops that
are leaner in surfactants than the larger parent drops. Additionally, from ﬁgure 5.2 it
is readily seen that the satellites form with surfactant-free tips, and a Γ proﬁle with
a slight maximum at the mid-point owing to the weak back-convection.
An important outcome of convection is the complete absence of surfactants from
the neck at breakup (see ﬁgure 5.2). As a result, radial scaling at the incipience of
breakup and self-similar shapes remain unaﬀected at a high-enough P e [31, 32].
Comparison with surfactant-free jet breakup It is of value to compare the
capillary breakup of the jet in ﬁgure 5.2 with that of a surfactant-free jet that is
shape-perturbed. We run a simulation of a jet with the same pure-liquid (Oh = 0.1),
and given the same shape-perturbation (s = 0.05, k = 0.7), but without surfactants
(Γ0 = 0).

5.4.2 Study of a Surfactant-perturbed Jet
To illustrate the eﬀects described by equations (5.16) and (5.17), we need to study
them in isolation. We therefore turn to the case of a quiescent, perfectly cylindrical,
liquid jet imposed with a sinusoidal perturbation in Γ on its free surface. Figure 5.4
shows the important events in the breakup of such a jet having Oh = 0.01 with a
sinusoidal initial Γ proﬁle. The surfactant perturbation has amplitude Γ = 0.05,
phase φ = 0, and wavenumber k = 0.7. The jet has the same number of moles
of surfactant species as a perfectly cylindrical jet covered with a uniform coating of
Γ0 = 0.55. The surfactant has β = 0.3, and the system possesses a high Peclet number
P e = 104 . This system is unstable as the perturbation wavenumber lies within the
instability limit k < 1.
Linear stabiity predicts the same growth rate for this system as that of a shapeperturbed jet with the same overall properties and uniform Γ = Γ0 . However, ﬁg-
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Figure 5.4.: Time-evolution of a surfactant-perturbed jet uniformly coated with an
insoluble surfactant. Here, Oh = 0.01, k = 0.7, s = 0, Γ = 0.05, Γ0 = 0.55, β = 0.3,
and P e = 104 . The shape of the jet R(z) and the surfactant distribution Γ(z) is
shown at four times during the breakup process. The shape plots are divided such
that the left half represents p contours, whereas the right side shows streamlines. This
sequence of events represents the ‘Marangoni’ mode of breakup.
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ure 5.4 shows a drastic disagreement with the breakup mechanism seen in ﬁgure 5.2,
qualitatively speaking. In terms of the pressure and surfactant proﬁles of the jet at
t = 0.953, it is strikingly similar to the jet from ﬁgure 5.2 at t = 4.605, but the
sequence of events that follow are of an entirely diﬀerent nature. For one, the pressure proﬁle reverses at t = 12.453 with a low-pressure in the bulging midsection with
adjacent thinner regions having higher pressures.The reason this is so, is that the jet
in ﬁgure 5.4, in the initial moments of destabilization, is driven by a Marangoni stress
and not capillary pressure.
At early times a boundary-layer forms In ﬁgure 5.4 we begin, at t = 0, with
a quiescent (v(r, z) = 0), and perfectly cylindrical jet. A sinusoidal Γ proﬁle with a
maximum at the top (z = +π/k), and minimum at the bottom (z = 0) is imposed
on this jet. The gradient resulting from such a non-uniform distribution in surface
concentration induces a tangential stress at the free surface which is described, in
our model, by equation (5.17). The dynamics that follow are akin to the classical
lid-driven cavity problem - the stress at the free surface causes liquid motion dictated
by rs σ, i.e., the force-imbalance forces the ﬂuid to move from regions of low σ (high
Γ) to regions of high σ (low Γ). As the induced velocities are too low to eﬀect change
in the entire bulk (for this Oh), the ﬂow near the surface drags a few layers of liquid in
its vicinity, eﬀectively forming a boundary-layer (boundary layer). Due to the weak
shear caused by this boundary-layer and the weak, opposing pressure gradient in the
bulk, the inner ﬂuid forms a larger vortex (clockwise) next to the boundary-layer.
As time passes, the boundary layer grows and momentarily stabilizes to a thickness
δ ≈ 0.1 at around t = 1.703; this value agrees with the works of Lamb [44] and Moore
[45] who arrive at δ ∼ Oh1/2 (more on this in section 5.4.5.1). This evolution may be
seen with more clarity in ﬁgure 5.6.
It is important to note that the Marangoni eﬀects described above act to drive a
boundary layer despite a pressure gradient that runs in opposition to this ﬂow (see
ﬁgure 5.5a). This weak pressure gradient is setup due to the solutocapillary eﬀect
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Figure 5.5.: Details of the jet from ﬁgure 5.4. (a) At t = 0.703 it shows a boundary
layer formed at the free surface. (b) At t = 1.453, stretching mechanism attempts
to restore a uniform Γ(z) but overshoots. Pressure is also reversed here owing to
equation (5.16). (c) At t = 3.453 the reverse Γ gradient slows down and reverses ﬂow
near the surface resulting in a vortex at the free surface. Note that only half the jet is
shown here (z ≥ 0). Plotted against z are the pressure at the free surface P , shape of
˙ and Γ̇i comprised of the
the jet R, surfactant conc. Γ, net rate of change of conc. Γ,
individual contributions of diﬀusion (dotted), convection (solid), dilatation (dashed),
and stretching (dashdot). The frame depicting R is exaggerated in the radial direction
to show the boundary-layer ﬂow, depicted using streamlines.
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(5.16), and owing to the non-uniform surfactant distribution at t = 0. Marangoni
stress can overpower this pressure gradient as it is too weak to setup strong bulk
velocities to ﬁght back - thus, through the boundary layer formed at early times, we
observe the causal mechanics of surfactants aﬀecting ﬂuid motion without interference from the inverse causal mechanisms of surfactant redistribution. At later times,
however, when capillarity takes over this resolution is lost as multiple mechanisms
act in tandem to eﬀect breakup seen in ﬁgure 5.4.
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Figure 5.6.: Time-evolution of ﬂuid ﬂow in the jet from ﬁgure 5.4 visualized using
streamlines. Results shown for the jet from ﬁgure 5.4.

Overshoot and reverse Marangoni stress As the early Marangoni stresses start
ﬂuid motion near the free surface, it is inevitable that it should aﬀect the distribution of surfactants that drove this eﬀect in the ﬁrst place Figure 5.5a shows that
the boundary layer ﬂows set up by the Marangoni stress produce an eﬀect on Γ(z),
predominantly by the stretching mechanism Γ̇str (see equation (5.22)). Stretching is
more active than convection at early times as velocity gradients are high on the free
surface despite the velocities being small themselves. From ﬁgure 5.5a it is clear that
the surface velocities drive surfactants in a direction that serves to restore a more
uniform Γ proﬁle thus, raising expectations of a ﬂatter, more uniform proﬁle, as a
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result (Γ = Γ0 ). However, ﬁgure 5.5b depicts a complete ﬂip (qualitatively) of the Γ
proﬁle indicating that the initial proﬁle is over-compensated by the stretching ﬂows.
Additionally, such an overshoot in Γ is seen for Oh = 0.01 (ﬁgure 5.5b) but is not
present at higher Oh values (see ﬁgure 5.7). This is a sign that overshooting is a
result of the inertia of the boundary layer ﬂow that, at low Oh values, is eﬀectively
dissipated by the weak viscous forces that act in opposition to the ﬂow.

Oh = 0.01

Oh = 1.00

4
3.5
3
2.5

Z
2
1.5
t = 0.20

t = 36.59

t = 0.22

1
t = 17.11
t = 2.20

0.5

t = 12.65
t = 4.20

0
0.5

0.52

0.54

r

t = 7.49

0.56

0.58

0.6 0.5

0.52

0.54

r

0.56

0.58

0.6

Figure 5.7.: Surfactant concentration proﬁles (Γ(z)) over time are compared between
two cases, one with Oh = 0.01 and the other with Oh = 1. Results shown for the jet
from ﬁgure 5.4.

Overshooting reverses the concentration gradient and the Marangoni stress ﬂips
direction according to equation (5.17). However, it is important to note that the overshoot does not recover the exact out-of-phase Γ proﬁle, but is severely damped. The
damping of the overshoot is important as the overshoot is prevented from stabilizing
the jet. The leading cause of the damping, as seen in ﬁgure 5.5b is normal dilatation (Γ̇dil ); the eﬀect of stretching is opposed by this weak dilatative eﬀect caused
by changes in curvature. An important outcome of this is a delayed restoration of
the uniform Γ proﬁle. Thus the rs σ sustains the boundary layer ﬂow for a time
long enough for the curvatures to reverse the pressure proﬁle and instability to set

152

t = 0.953

t = 1.703

t = 2.453

l

I

I

I
2.24

I
I

l

I

I

l

I
I

I

I

l

I
I

I

I

Z 2.22

I
I

I

l

l

I

I

'
I

I

I

I
I

I

I

2.2

l

I
I

I

I
0.96

0.98

R

1

0.96

0.98

R

1

0.96

I
0.98

t
t
t
t
t
t
t
t
1

R
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(GUPM). Results shown for the jet from ﬁgure 5.4.

in. This understanding will be of great consequence in section 5.6 when we develop
a mechanistic understanding of linear stability.
In the case of the jet in ﬁgure 5.4, the maximum amplitude of Γ reached in the
overshoot is nearly 1/5 times that of the initially imposed perturbation. As a result,
the reverse Marangoni stress setup by the overshoot is much weaker than the initial
stress that drives the boundary layer. Consequently, the reverse stress is not very
eﬀective at reversing the boundary layer completely, but it acts to retard it, and
subsequently generate only a weak reverse current. The relative strengths of the
initial and the reverse ﬂows are illustrated in ﬁgure 5.8. This small reversal results in
a vortex at the free surface, visible in ﬁgure 5.6. This is a characteristic feature in free
surface ﬂows where a Marangoni stress is weaker than the existing bulk ﬂow in the
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opposte direction but not too weak as to have no impact at all, such as the scenario
near breakup where velocities are unstoppable. The best case to observe this eﬀect in
action is the escape from end-pinching in a free liquid ﬁlament coated with insoluble
surfactant [46] where the velocities in the neck are moderate. From our discussion
in this section its is clear that when Marangoni stress is stronger than bulk ﬂow, it
produces a boundary layer at the free surface.
Late-stage behavior The weak back-ﬂow generated by the reversed Marangoni
stress at the free surface now works in the opposite direction to smoothen the overshot Γ proﬁle. This is visible in ﬁgure 5.5c as the stretching mechanism (still dominant) changes sign. Therefore, for a low viscosity case (Oh = 0.01), the surfactant
concentration proﬁle undergoes a damped oscillation and this is readily observed in
ﬁgure 5.7. As gradients in Γ are again suppressed, the Marangoni stress drops in
strength at around t = 4.20. Meanwhile, the initial boundary layer ﬂow has produced
an inﬁnitesimal bulge near the bottom (z = 0) resulting in a lower pressure than the
adjacent thinner regions - a classic capillary instability. The vortices formed by the
Marangoni stress reversal eventually die down by around t = 5.703 (see ﬁgure 5.6) resulting in a capillarity dominated system. The events that follow strikingly resemble
those of a shape-perturbed jet studied in section 5.4.1.
The 180◦ phase-shift in the dynamics is purely brought about by the Marangoni
stresses imposed in the early stages which goes to show that surfactants can lead to
drastic change in free surface ﬂow behavior. Moreover, this study illustrates the rich
dynamical picture that is usually hidden from view in linear analysis.

5.4.3 In the Absence of Marangoni Stresses - Solutocapillary Breakup Mode
To ascertain our arguments in section 5.4.2 we will now consider the same jet
from ﬁgure 5.4, except that we will artiﬁcially disable the Marangoni stress coupling
between surfactants anf the ﬂuid. This is easily accomplished in our simulations by
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modifying the normal-stress boundary condition (5.4) to exclude the contribution
arising from surface tension gradients:
n · T = 2H σn,

(5.25)

thereby leaving allowance only for the solutocapillary eﬀect described by equations (5.15a)
and (5.16). Simulating the same jet from ﬁgure 5.4 with this modiﬁcation, we see
a dynamical picture resembling capillary breakup more than Marangoni breakup despite beginning with the same initial conditions as the latter. This discrepancy is
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Figure 5.9.: Time-evolution of a surfactant-perturbed jet uniformly coated with an
insoluble surfactant. Here, Oh = 0.01, k = 0.7, s = 0, Γ = 0.05, Γ0 = 0.55, β = 0.3,
and P e = 104 . The shape of the jet R(z) and the surfactant distribution Γ(z) is
shown at four times during the breakup process. The shape plots are divided such
that the left half represents p contours, whereas the right side shows streamlines. This
sequence of events represents the ‘Soluto-capillary’ mode of breakup.

readily addressed by ﬁgure 5.5a, which shows the solutocapillary eﬀect in action.
The sinusoidal concentration imposes a pressure gradient on the initially quiescent,
and perfectly cylindrical jet which is described by equation (5.16). In the case considered here, this pressure gradient does not have to address an opposing boundary
layer ﬂow of any kind due to an absence of Marangoni stress. As a result, the jet in
ﬁgure 5.9 is destabilized purely by a pressure instability which grows monotonically in
the early and intermediate stages of breakup. In the late stages, the jet goes through
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the same sequence of events as those described for the capillary mode of breakup.
However, there is one key point of distinction - a shape-perturbed jet having the
same properties as the jet in ﬁgure 5.9 breaks at a much later time tb = 12.237. The
leading cause of this tardiness is the presence of Marangoni stress.

5.4.4 Eﬀect of Destabilization Mechanism on Final Breakup Features

5.4.4.1 Inﬂuence on the Breakup Time
A highly cited observation in surfactant-laden ﬂows is that dynamics run slower than
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Figure 5.10.: Minimum neck radius Rmin plotted v. time t for capillary (solid),
Marangoni (dashdot), and solutocapillary (dashed) modes of breakup. Parameters
are: Oh = 0.01, k = 0.7, Γ0 = 0.55, β = 0.3, and P e = 104 .

in the surfactant-free case. In jet breakup, this means both, a reduction in the linear
growth rate (predicted by linear analysis - see section 5.6) and an overall increase in
breakup time. Two mechanisms most popularly credited with this observation are (1)
the reduction of overall surface tension viz. the solutocapillary eﬀect and (2) opposing
Marangoni stresses. Clearly, the former is warranted, because a lower surface tension means a smaller driving force for he capillarity-driven breakup and thus, smaller
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growth rates. From ﬁgures 5.3 and 5.5 it is clear that as destabilization is achieved
the ﬂuid velocities set up by the pressure gradient (or initial concentration gradient)
serve to modify Γ(z) via dilatation, stretching and convection such that the resultant
Marangoni stress invariably opposes further thinning. Although both processes act simultaneously to increase breakup time, they vary greatly in eﬀectiveness. This is seen
quite clearly in ﬁgure 5.10a where the minimum neck radius Rmin is plotted against
time t for three cases undergoing capillary breakup induced by a shape perturbation
(s = 0.05); the ﬁrst case (solid) is a clean jet (Γ0 = 0) whereas the other two cases
start with a uniform concentration proﬁle Γ0 = 0.55. The third case (dashdot) is run
with Marangoni stresses turned-oﬀ thus making allowance only for the solutocapillary
eﬀect. The solutocapillary eﬀect clearly has minimal eﬀect on the breakup time. In
the case where Marangoni stresses are active (dashed), as soon as the ﬂow induces a
Γ gradient via Mg2 eﬀects, the resultant Mg1 stress acts to retard breakup. Evident
from the slopes of the Rmin v. t curves, it is more eﬀective in the intermediate stages
than in the early (small gradients) and late stages (capillarity-dominated dynamics).
Another depiction of this eﬀect can be seen in ﬁgure 5.10b where the minimum
neck radius Rmin is plotted against time t for capillary breakup (s = 0.05, Γ = 0),
Marangoni breakup (s = 0, Γ = 0.05), and solutocapillary breakup (s = 0, Γ =
0.05, without Mg1 stress).
In the absence of Marangoni stress, the solutocapillary mode shows an accelerated approach to breakup. Due to the presence of retarding Marangoni stresses, the
capillary mode is a little slower and breaks later, despite beginning from a lower
neck radius. The Marangoni mode on the other hand, is much slower in the initial
stages due to the eﬀects highlighted in section 5.4.2 such as boundary layer formation,
overshoot, etc.
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5.4.5 Eﬀect of System Parameters
We will now see the eﬀects of key parameters on surfactant-laden jet breakup.
The parameter that completely describes properties of the liquid is Oh, whereas β
and P e describe properties of the surfactant on the free surface of that liquid. The
surfactant loading is Γ0 . The initial perturbation has wavenumber k and amplitudes
s , and Γ . We will study the eﬀect of these parameters on the three cases we considered in sections 5.4.1 to 5.4.3; one is a shape-perturbed jet (s = 0.05, Γ = 0),
the second is a surfactant-perturbed jet (s = 0, Γ = 0.05), and the third is also
surfactant-perturbed but with turned-oﬀ Mg1 eﬀects (s = 0.05, Γ = 0, No MG). To
compare, we will list trends in breakup timetb and the precentage of the drop volume
that ends up forming the satellite (vsat %). We see that these trends, coupled with
the understanding gleaned from previous sections, provides a tremendous amount of
insight into eﬀects of surfactants on jet breakup.

5.4.5.1 Eﬀect of Oh
The eﬀects of Oh or the liquid viscosity are well-known in jet systems. In clean,
Newtonian jets linear work performed by Rayleigh [5], and Chandrasekhar [8] as
well as non-linear work performed by Ashgriz and Mashayek [9] lay claim to the
fact that higher viscosity (higherOh) leads to smaller growth rates and thus longer
breakup times. We see similar results in the case of surfactant-laden jets: breakup
times increase with increase in Oh (ﬁgure 5.11a) in the case of capillary and SC
breakup modes. A similar trend is observed for Marangoni breakup for Oh > 1,
but breakup times actually slightly decrease for smaller Oh values. Our discussion
in section 5.4.2 makes it clear why this happens. The surfactant-perturbed jet is
destablized by Marangoni stresses on the surface that form due to the imposed Γ
perturbation. This stress moves ﬂuid on the surface toward regions of higher surface
tension. Layers of ﬂuid near the free surface begin to move as this viscous stress
diﬀuses into the bulk and slowly a viscous boundary layer is formed. The formation
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Figure 5.11.: Variation of (a) breakup time (tb ), and (b) satellite size (vsat %)with Oh,
shown for capillary breakup, Marangoni breakup and solutocapillary breakup cases;
k = 0.7, Γ0 = 0.55, β = 0.3, and P e = 104 .
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of this boundary layer by stress diﬀusion is crucial to destabilizing the jet and its
formation is the rate-determining step in Marangoni breakup. Viscous diﬀusion of
stress is more eﬀective at higher viscosities (Oh) resulting in the faster formation of
the boundary layer as seen in ﬁgure 5.12. Additionally, the boundary layer thickness
is of the order of δ ∼ Oh1/2 [44, 45]; ﬁgure 5.12a shows a boundary layer of thickness
δ ≈ 0.011/2 = 0.1, ﬁgure 5.12b shows a boundary layer of thickness δ ≈ 0.11/2 = 0.31,
and ﬁgure 5.12c shows a boundary layer of thickness δ ≈ 0.51/2 = 0.71. Therefore, it
is seen that initially an increasing Oh aid the formation of a boundary layer thereby
speeding up the destabilization process. This speeding eﬀect overcompensates the
t = 0.653

t = 1.323

t = 0.669

t = 1.169

t = 0.406

t = 1.296

4

4

4

4

4

4

3.5

3.5

3.5

3.5

3.5

3.5

3

3

3

3

3

3

2.5

2.5

2.5

2.5

2.5

2.5

Z

Z

Z

2

2

2

2

2

2

1.5

1.5

1.5

1.5

1.5

1.5

1

1

1

1

1

1

0.5

0.5

0.5

0.5

0.5

0.5

0
0

0.2

0.4

0.6

0.8

1

0
0

0.2

0.4

R

(a) Oh = 0.01

0.6

R

0.8

1

0
0

0.2

0.4

0.6

0.8

1

0
0

0.2

0.4

R

(b) Oh = 0.1

0.6

R

0.8

1

0
0

0.2

0.4

0.6

0.8

1

0
0

0.2

0.4

R

0.6

0.8

1

R

(c) Oh = 0.5

Figure 5.12.: Streamlines showing boundary-layer formation during breakup of a
surfactant-perturbed jet at three values of Oh; k = 0.7, Γ = 0.05, s = 0, Γ0 = 0.55,
β = 0.3, and P e = 104 .

increasing viscous force that retards the breakup process in later stages until Oh = 1
leading to an overall decrease in breakup time tb . Beyond this value, an increase
in Oh cannot further foster destabilization, as δ has already reached its maximum
at Oh = 1. Therefore, the retarding viscous forces result in an overall increase in
breakup times. Note that Marangoni breakup always shows higher breakup times
than capillary breakup due to the added time spent in forming the boundary layer
- this diﬀerence is largest at Oh = 0.01 and decreases till Oh = thereon remaining
almost the same.
Figure 5.11b shows the variations in the volume percent inside the satellite versus
Oh. Satellite volumes decrease with increasing Oh for all cases. This is to be ex-
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pected, as inertial eﬀects, that diminish with inreasing Oh, are responsible for satellite
formation. At high values of Oh, velocities take time to reach values high enough
where the interface needs to kink at some z > 0, thus enclosing a smaller satellite.
On comparison with satellites formed in the surfactant-free case it is lear that surfactants don’t aﬀect satellite sizes much. The larget eﬀect is observed for Oh = 0.1
where surfactants are seen to decrease satellite formation.

5.4.5.2 Eﬀect of β

Figure 5.13a shows some interesting results. For one, all three modes of breakup
show diﬀerent trends as we increase β.
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Figure 5.13.: Variation of (a) breakup time (tb ), and (b) satellite size (vsat %)with β,
shown for capillary breakup, Marangoni breakup and solutocapillary breakup cases;
Oh = 0.1, k = 0.7, Γ0 = 0.55, and P e = 104 .

First, increasing β slows down capillary breakup of a shape-perturbed jet. As a
shape-perturbed jet is destabilized, the resultant ﬂows tend to result in a concentration gradient rs Γ such that the thinning region gets leaner in surfactants and thus

161
gains a higher surface tension (5.6). As discussed in section 5.4.1, this is brought
about by stretching (Γ̇str ) in the early stages, and later by convection (Γ̇con ) as velocities build up. Therefore, capillary breakup always proceeds against a retarding
Marangoni stress on the free surface, which gains in strength as β increases (5.17).
As a consequence, breakup time tb goes up at a higher β.
Second, breakup time for surfactant-perturbed jets, undergoing Marangoni breakup,
initially decreases, goes through a minimum, and then increases as the value of β is
raised. The trend we observe is due to a classic trade-oﬀ between early-stage destabilization, and late-stage retardation, both proportional to β. Initially, the imposed
rs Γ forces ﬂuid to move in a boundary layer by imposing a Marangoni stress of
magnitude βrs Γ(1 − Γ)−1 (5.17). At higher values of β this stress is higher and
therefore the boundary layer is formed faster. However, as is the case for capillary
breakup, even here when capillarity takes over, the dynamics are retarded by opposing
Marangoni stresses, also proportional to β. At low values of beta, initially dynamics
are sped-up more than the retardation produced in the late-stages and overall tb goes
down. Beyond a β of around 1.5, this balance shifts to increase the breakup time.
To reinforce our argument, we call upon our discussion from section 5.4.5.1 where
we stated that Marangoni stresses are more eﬀective at setting up the boundary layer
at higher values of Oh. If boundary layer formation is, in fact, the leading cause of
tb decreasing initially with β, the drop in tb should accentuate with increasing Oh as
this gain in speed will be higher. This is exactly what we see in ﬁgure 5.14 where
we plot breakup times versus β at diﬀerent Oh values; Oh = 1 shows a large drop
in tb initially, followed by a higher gain, as Marangoni stresses are most eﬀectively
transmitted to the bulk ﬂuid through viscous diﬀusion. In ﬁgure 5.15 we take two
cases for Oh = 1 that have similar breakup times and plot Rmin v. t; β = 0.05 and
β = 0.26 both undergo breakup at around t = 62.2. The plots intersect each other to
reach the same end to show a diﬀerence in thinning behavior despite having the same
breakup time. The inset shows the magnitude of the rate of thinning −dRmin /dt
for the two cases. It clearly shows that the β = 0.26 case initially thins faster than
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Γ0 = 0.55, and P e = 104 .

163

0.8

p = 0.05
p = 0.26

0.6
Amin

0.4

ll = o.os
ll = 0.26

0

-10

0

10

20

30

40

50

60

t

Figure 5.15.: Two surfactant-perturbed jets with diﬀerent β values but with the same
tb have dissimilar breakup trajectories. Results presented for the ﬁxed parameters
Oh = 1, k = 0.7, Γ0 = 0.55, and P e = 104 with a variation in β. INSET: Comparison
of the thinning rates −dRdtmin between the two cases shows the point where thinning
in the case with higher β = 0.26 value slows down due to larger Marangoni stresses
and beyond which this case thins slower than the case with the smaller β = 0.05.

the case at β = 0.05 due to faster boundary layer formation but later, succumbs to
higher retarding forces and the balance reverses at around t ≈ 42, thus cementing
our argument.
Lastly, we consider the monotonic decrease in breakup time in a solutocapillary
breakup of a surfactant-perturbed jet with Marangoni stresses absent. As Marangoni
stresses are absent here, there is neither boundary layer formation, nor any late-stage
retardation. The jet is destabilized purely out of the pressure gradient generated
by the imposed surfatant-perturbation. This pressure gradient increases with β by
the relation seen in equation (5.16). The speeding eﬀect seen with increasing β is
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thus purely brought about by a larger initial pressure gradient that produces higher
velocities, leading to higher growth rates, and ultimately, smaller breakup times.

5.4.5.3 Eﬀect of P e

Figure 5.16 shows that the value of P e has drastic eﬀects on the breakup characteristics of surfactant-laden jets. To understand these trends we must ﬁrst grasp the
nature of diﬀusion (Γ̇dif ). Unlike the other three surfactant transport processes, Γ̇dil ,
Γ˙ str , and Γ˙ con , diﬀusion performs only one function viz. to level-oﬀ concentration
gradients on the surface. In essence, diﬀusion always acts to oppose the combined
˙ Diﬀusion is inversely
eﬀects of the other processes to produce an overall restorative Γ.
related to P e as see in equation (5.18) and so does not come into play at the high
P e = 104 case we have seen so far. To illustrate its eﬀect, we show details of a
shape-perturbed jet with P e = 10−2 undergoing capillary breakup in ﬁgure 5.17.
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Figure 5.16.: Variation of (a) breakup time (tb ), and (b) satellite size (vsat %)with P e,
shown for capillary breakup, Marangoni breakup and solutocapillary breakup cases;
Oh = 0.1, k = 0.7, Γ0 = 0.55, and β = 0.3.
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Figure 5.17 shows the breakup details of a jet with the same parameters as the jet
featured in ﬁgure 5.3, except with a much small P e of 10−2 . It shows that at low P e
numbers diﬀusion serves to almost completely suppress concentration gradient, even
in late stages, giving a uniform Γ = Γ0 . As a result, Marangoni stresses that retard
breakup are inactive during breakup at low P , consequently reducing breakup times
tb . As P e increases, diﬀusion is suppressed and gradients arise slowly as P e = 1, thus
raising the breakup time, as seen in ﬁgure 5.16a. P e increasing from 1 to 10 shows a
gain in tb meaning diﬀusion is further suppressed till P e = 10. After that however,
there is no discernible diﬀerence with increase in P e as tb reaches a plateau value.
As opposed to capillary breakup, tb reduces with increasing P e for jets undergoing Marangoni breakup. Unlike shape-perturbed jets, the surfactant-perturbed jet
in Marangoni breakup is destabilized primarily by a boundary layer formed due to
an imposed Marangoni stress. At low P e, the boundary layer still forms due to the
gradient at t = 0.Later, however, the imposed gradient is instantaneously levelled by
diﬀusion, thereby forming a weak boundary layer (small velocities). As the destabilization is weak initial growth rates are low at low P e and the jet spends a longer
time in the early stages. The time spent in destabilization is enormous and the lack of
retardation in the late-stages (similar to that in capillary break) does little to reduce
the tb at low P e. As the Peclet number increases though, destabilization is drastically
improved slashing breakup times by 40% as P e assumes a value of 10. Thereafter, tb
stays almost the same.
The reduction of tb in the case of solutocapillary breakup, as seen in ﬁgure 5.16a,
follows the same logic. Here, the imposed Γ gradient which is responsible for producing a pressure instability, is dissolved due to diﬀusion. At loe P e, the jet spends a
longer time in the early-stage destabilization as the growth rates are small. Overall
tb values are therefore large, and they reduce as P e goes up.
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Figure 5.17.: The details of the same jet studied in ﬁgure 5.2, but with P e = 10−2 .
Compare against the Γ and Γ̇i proﬁles in ﬁgure 5.3 plotted for the case with P e = 104 .
Diﬀusion leads to a levelling-oﬀ of the Γ proﬁle, thereby suppressing any Marangoni
eﬀects. Here, Oh = 0.1, k = 0.7, Γ0 = 0.55, β = 0.3, s = 0.05, and Γ = 0. Note
that only half the jet is shown here (z ≥ 0). Plotted against z are the pressure at
the free surface P , shape of the jet R, surfactant conc. Γ, net rate of change of conc.
˙ and Γ̇i comprised of the individual contributions of diﬀusion (dotted), convection
Γ,
(solid), dilatation (dashed), and stretching (dashdot). The frame depicting R also
shows streamlines and contours of velocity along z direction (V = ez · v).
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5.5 Summary of Numerical Findings
Our discussions in this section serve to expose the fundamental causal mechanisms
in-charge of breakup in surfactant-laden jet systems. We summarize our ﬁndings
based on simulations run over the entire parameter-space. We note down the following
causal eﬀects:
• The ‘first’ Marangoni effect - Marangoni stress, and the solutocapillary
eﬀect
1. Pressure gradient generated by the solutocapillary eﬀect always runs in
opposition with the Marangoni stress at the free surface.
2. Marangoni stress aﬀects bulk ﬂow via the process of viscous diﬀusion.
When running against a weak bulk-ﬂow, Marangoni stress may reverse the
ﬂow in a boundary layer at the surface; the boundary layer has a stable thickness δ ∼ O(Oh1/2 ). When the opposing bulk ﬂow is strong,
Marangoni stresses slow-down ﬂuid near the free surface leading to a
sizeable radial gradient in the velocity. In the case of small viscosity,
Marangoni stress can weakly reverse velocity near free surface resulting in
vortex formation, as seen in ﬁgure 5.6.
3. boundary layer ﬂow caused by Marangoni stress always serves to weaken
it by mitigating rs Γ via the stretching mechanism (Γ̇str ).
• The ‘second’ Marangoni effect - Convection, dilatation, and stretching
mechanisms
1. Dilatation always serves to increase surfactant concentration at the thinning region (normal areal contraction), and reduce it in the thickening
region (normal areal expansion). Stretching does the exact opposite. In
the initial moments of capillary instability, stretching dominates dilatation
resulting in an overall decrease in Γ in the thinning portion.
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2. Convection is weak in the initial moments of destabilization as velocities
are small, thus making stretching, the overall causal mechanism to aﬀect
Γ.
3. In later moments, as velocities increase convection becomes the dominant transport mechanism. It always acts to reduce concentration in the
thinning portion, redistributing in the parent drop and the satellite (only
formed at low Oh). As a rule, ﬂow towards the parent drop is much higher
than the back-ﬂow into the satellite - satellites are signiﬁcantly leaner in
surfactant than the primary drops.

5.6 Linear Stability: On the Diﬀerences Between the 1D and 2D Models
Linear stability analysis is an eﬀective tool to understand unstable systems such
as liquid jets. Forays in this area by Rayleigh [5, 33] and Chandrasekhar [8] are
testament to this fact. Over the years, a number of works have focused on linear
stability of a surfactant-laden jet system [13, 14, 26, 28, 31, 32], each having made
certain assumptions about the nature of the surfactant, and that of the liquid.
In this section, we aim at putting the results of linear stability into context for
both, the full 2D model, as well as the 1D slender-jet approximation. We do this
by performing a linear analysis using both models and using the mechanistic understanding built from section 5.4 to interpret the results. Additionally, this work also
serves to revise the key results of TL and CMP under a consistent set of assumptions,
and a common scheme of non-dimensionalization, such that they become amenable to
rigorous comparison with each other and the non-linear results from previous sections.

5.6.1 Dispersion Equations
The base solution is that of a quiescent, perfect cylinder uniformly coated with a
surfactant concentration of Γ0 . We go on to provide a gentle sinusoidal perturbation
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to the system that has a wavenumber k and is assumed to grow exponentially with
time at the rate of ω. The normal-mode perturbation has the form:
b (r)eωt+ikz ,
x(r, z, t) = x0 + X

(5.26)

where x is any variable from the complete set {u, v, p, h, Γ} - u being the radial velocity
er · v, v being velocity in the positive z direction ez · v, and r = h(z, t = 0) is the
imposed shape proﬁle. x0 is the base-state about which x is perturbed. In linear
b  1.
analysis the amplitude of perturbation is inﬁnitesimal, i.e. X

5.6.1.1 2D Model
Substituting equation (5.26) into, and subsequently linearizing the system of equations (5.1) and (5.4), we obtain the following dispersion equation:
2

2



T0 ωk 2
φ



ω F (k) + 2ωk Oh [2F (k) − 1] +
[F (k) (F (m) − 2) + 1]


 4

k (1 − k 2 ) σ0 T0
T0
4
2
+ 2k Oh 2 −
[F (k) − F (m)] +
[F (k) − F (m)]
ω
φOh
φ
�

− k 2 1 − k 2 σ0 = 0.
(5.27)
Here, F (x) = xI0 (x)/I1 (x) and the lumped quantities are given as follows:
βΓ0
,
1 − Γ0
k2
φ=ω+
,
P
e
r
ω
.
m = k2 +
Oh
T0 =

(5.28a)
(5.28b)
(5.28c)
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Equation (5.27) is thus a more general form of the dispersion equation obtained by
TL; it includes the eﬀects of ﬁnite diﬀusion (P e−1 > 0), and a non-linear equation of
state (5.6).

5.6.1.2 1D Approximation
Performing a similar analysis as above but instead, using the slender-jet model
equations (5.10) gives us the following dispersion equation:
ω + 3Ohk 2 +

1 k 2 T0 1 k 2 (k 2 − 1) σ0
+
= 0.
2 φ
2
ω

(5.29)

Using equations (5.27) and (5.29), we will compare their limiting forms with each
other so as to understand the key physics of the linear region in greater detail.

5.6.2 Limit of Small Diﬀusion (P e → ∞)
As mentioned in section 5.2, real surfactants show P e ∼ O(104 ) on water. Therefore, it is worthwhile to study the limit of inﬁnite P e, i.e. the limit of no diﬀusion.
On applying limit P e → ∞ to equation (5.27) we obtain:
2
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T0 k 2
φ



ω F (k) + 2ωk Oh [2F (k) − 1] +
[F (k) (F (m) − 2) + 1]


 4

k (1 − k 2 ) σ0 T0
T0
4
2
+ 2k Oh 2 −
[F (k) − F (m)] +
[F (k) − F (m)]
ωOh
ω2
�

− k 2 1 − k 2 σ0 = 0.
(5.30)
This equation is not unlike the characteristic equation by TL; the only diﬀerence is
the terms arising from the choice of diﬀerent scales (section 5.2). In this limit, the
1D dispersion equation 5.29 yields us the form:
4

k +k

2




6Ohω T0
2ω 2
+
−1 +
= 0.
σ0
σ0
σ0

(5.31)
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To study and compare the two equations we plot them for two values of β in ﬁg0.1 2 - - - - - - - - - - - - - - - - - - - - ~
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Figure 5.18.: Growth rate ω as a function of wavenumber k plotted for the case
of P e → ∞ using both, 2D (solid) and 1D (dashdot) expressions (equations (5.30)
and (5.31)). Trends for two values of β are shown: β = 0.1 (black), and β = 0.5
(blue). Here, Oh = 1, and Γ0 = 0.5.

ure 5.18. To state the obvious, increasing the value of β decreases growth-rates
signiﬁcantly, and also shifts the fastest-growing mode km . Interestingly, in this limit
the predictions made by the 2D and 1D expressions seem to match only at long
wavelengths (small k) and signiﬁcantly diverge as wavelengths get shorter. The 1D
expression also predicts an upper cutoﬀ value for k to be
r
kc =

1−

T0
σ0

(σ0 > T0 ),

(5.32)

but it doesn’t appear in the 2D results. Although these results have been shown by
TL, and CMP, a deeper explanation is lacking.
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From section 5.4 it is clear that in surfactant-laden jets the only available methods
to de-stabilize a jet are by imposing a pressure gradient via a shape-perturbation
(see section 5.4.1), and by imposing Marangoni stresses via a Γ perturbation (see
section 5.4.2). Also clear is that fact that when both perturbations are applied inphase, the driving force produced by each perturbation runs in opposition with that
of the other - this is exactly what we have done to obtain equations (5.27) and (5.29),
only that the imposed perturbations are inﬁnitesimal.
In pressure-driven steady ﬂow inside a cylindrical pipe the bulk pressure-drop ( ΔLP )
is opposed by a retarding stress at the wall (τ ). As a result, the pressure-drop, and
the stress scale as

ΔP
L

∼

τ
,
R

R being the radius of the pipe. Extending this analogy

to our case of ﬂow in an inﬁnitesimally-perturbed jet, where the

ΔP
L

generated by the

shape-perturbation is opposed by the Marangoni stress Tnt , thus giving the balance
ΔP
L

∼

Tnt
.
R

Estimating the pressure gradient in the limit of small perturbations, we

obtain
b 0 (1 − k 2 )
ΔP
Δ(2H σ)
Hσ
≈ lim
=
,
b →0
Δz
π/k
L
X

(5.33)

b  1 is the amplitude of the shape-perturbation r = h(z, t = 0). The
where H
Marangoni stress (5.17) contribution at the surface may be similarly estimated as
β∂Γ/∂s
T0 b
Tnt
≈ lim
=
H.
b →0 h(z, t = 0)(1 − Γ0 )
π/k
R
X

(5.34)

b ≈ H
b Γ0 which arises out of solving the linearized set of
Here we make use of Γ
b is the amplitude of surfactant-perturbation. The cut-oﬀ (5.32)
equations, where Γ
predicted by the 1D relation is the point where the Marangoni stress overcomes the
opposing pressure gradient, thereby stabilizing the jet. Thus, beyond kc , the balance
becomes:
σ0 (1 − k 2 )
T0
T0
>
⇒ k2 > 1 − ,
π/k
π/k
σ0

(5.35)

giving us the correct value of the cut-oﬀ from equation (5.32) predicted by the 1D
relation (5.31).
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This balance from equation (5.35) is valid for both, 1D and 2D, as the estimates
from equations (5.33) and (5.34) are the same in both cases. Despite this, the 2D
relation does not suﬀer a cut-oﬀ kc < 1. The reason the 2D jet is always unstable
for 0 < k < 1 is that Marangoni stresses can destabilize the jet after overcoming
the initial pressure gradient, showing dynamics akin to those studied in section 5.4.2.
On the other hand, in the 1D model Marangoni stress can only restore the jet to its
stable base-state. This discrepancy highlights a key point of diﬀerence between the
full 2D model and its 1D slender-jet approximation - the 1D model does not account
for normal dilatation (Γ̇dil ). Under the slender-jet approximation, Γ̇dil ∼ O(r) and is
therefore not present in equation (5.10c). In the 2D jet, dilatation slows down the
restoration of Γ = Γ0 brought about by stretching mechanism (Γ̇str ) resulting in a
sustained boundary layer which over-compensates the initial shape-perturbation; this
is seen clearly in ﬁgure 5.5b. When this happens, the 2D jet breaks by the Marangoni
mode, thus showing a non-zero growth rate. To cement its importance in the 2D
linear regime, the eﬀect of dilatation is conserved after linearization as
b (r = 1) eikz+ωt ,
Γ˙ dil = −Γ0 U
b (r) is the amplitude of perturbation in the radial velocity u(r, z). As 1D
where U
does not include this dilatational slowing, the stretching mechanism acts undamped
to exactly compensate the destabilizing pressure gradient in the region k > kc , thus
giving zero growth-rates. In the case of ﬁnite P e, diﬀusion (Γ̇dif ) acts to damp
stretching and thus leads to Marangoni breakup, thereby precluding the cut-oﬀ kc < 1.

5.6.3 Limit of Very Long Wavelength (k → 0)
To obtain the limiting form of the 2D dispersion equation (5.27) for |k|  1, we
follow the analysis of TL; under the assumption (which TL verify a posteriori) that
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Figure 5.19.: Linear behavior shown by both, 1D and 2D, dispersion relations in the
limit |k|  1 compared with their respective asymptotic expressions. Here, Oh = 1.0,
Γ0 = 0.5, and P e = 104 . Top: When β = 0.5, 1D and 2D relations reﬂect behavior
described by equation (5.37) (Q > 0). Bottom left: When β = 0.7 (Q < 0), the 1D
relation reﬂects behavior described by equation (5.39), whereas Bottom right: the
2D relation reﬂects behavior described by equation (5.38). Here, the full dispersion
relation is shown by square symbols, whereas the asymptote is plotted as a continuous
curve.

ω/Oh  1 in this limit, we expand the Bessel functions F (k) and F (m) in powers of
k and m respectively. After neglecting higher order terms in k, we obtain:


2ω 2
k 2 (1 − k 2 )σ0 T0 ω 2
T0 ω
k 2 σ0
ω
ω2
2
2
− σ0 + k σ0 −
+
+ 6 ωOh +
1+
+k +
+
≈ 0.
4φOh
4
φ
24Oh2
2Oh 24Oh2
k2
(5.36)
2

Balancing the dominant positive (σ0 ) and negative terms ( 2kω2 ) we arrive at ω ∼ k.
Substituting this result in equation (5.36), we solve it to the leading order to yield:
r
ω=

Q
k
2

(Q > 0),

(5.37)
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where we deﬁne Q = σ0 − T0 . To obtain the limiting form for when Q < 0, we set
T0  1. Performing a similar analysis, we ﬁrst obtain ω ∼ k 2 which we then use to
obtain the following leading order expression:
σ0
ω=−
Q




T0
−1
+ Pe
k2
4 Oh

(Q < 0).

(5.38)

It is apparent that as Q changes sign the dominant mechanism of destabilization
changes, giving a completely diﬀerent behavior at long wavelengths. Note that ω is
orders of magnitude smaller when Q < 0 than when Q > 0. Now, to obtain the longwave predictions of the 1D relation (5.29) we apply the limit |k| → 0 and perform
similar operations as above. This yields us equation (5.37) when Q > 0, but when
Q < 0 we get a diﬀerent form:
ω=−

σ0 2
k
Q Pe

(Q < 0).

(5.39)

A similar form, albeit with diﬀerent dimensionless groups, is derived by CMP. Considering that the slender-jet equations are derived from the 2D model by a long-wave
approximation [38], such a deviation is unexpected. To explain these forms and the
deviation between 1D and 2D for Q < 0, we need to understand that Q = σ0 −T0 represents the preponderance of the pressure gradient (5.33) over the opposing Marangoni
stress (5.34). This is true, especially in the limit |k|  1, as (1 − k 2 ) ≈ 1.
In the case of Q > 0 the dynamics are clearly driven by the pressure gradient.
Marangoni forces are weak, as T0 < σ0 , but still weakly retard the dynamics. As a
result, the growth-rate is independent of P e, but decreases with an increase in T0 .
On the other hand, the dynamics are rate-limited by Marangoni forces when Q < 0
thus giving drastically diﬀerent growth behavior. Comparing the forms given by 1D
(5.39) and 2D (5.38) relations, we see that the term − QσP0 e k 2 is common in both. This
term is inversely related to P e, implying that as the diﬀusive nature of surfactants
decreases (P e increases) growth-rates decrease; this term represents the strength of
the Γ gradients producing Marangoni stress. The other term is unique to the 2D
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0
relation and is written as − 4 σQ0 TOh
k 2 ; it represents the ability of the Marangoni stress

to produce a boundary layer against the current set by the pressure gradient. This
term is absent in 1D as the slender-jet model does not account for vorticity (O(r)), or
boundary layer formation, as radial gradients are neglected. As there is large viscous
opposition at long wavelengths, the growth-rates are inversely proportional to Oh.

5.6.4 Inviscid Limit (Oh → 0)
In the inviscid limit, the 2D equation (5.27) gives the relation:
ω2 =

k 2 (1 − k 2 )σ0
.
F (k)

(5.40)

The expression corroborates our argument about Marangoni stress so far. On perturbation, the resultant gradient in Γ produces a stress at the interface (5.17). This
stress diﬀuses by the viscous mechanism into the bulk where it aﬀects ﬂow (eg. boundary layer formation, vortex shedding, etc.). In an inviscid jet, this Marangoni stress
can no longer diﬀuse into the bulk. Thus, in the inviscid limit dynamics are not
aﬀected by Marangoni stress. Equation (5.40) proves this point; in the inviscid limit,
the growth dynamics are governed only by capillarity, and the solutocapillary eﬀect
which manifests itself as σ0 . There is no contribution of either P e, or T0 .
On the other hand, the 1D equation (5.29) in the inviscid limit yields us the form:
ω+

1 k 2 T0 1 k 2 (k 2 − 1)σ0
+
= 0.
2 φ
2
ω

(5.41)

Here, the eﬀect of P e is embedded in φ thereby allowing it to aﬀect the growth-rate.
By neglecting O(r) terms in deriving the slender-jet equations, radial diﬀusion of
stress is approximated to be instantaneous. This allows Marangoni stress to freely
aﬀect bulk ﬂow conditions. Therefore, in the limit P e → ∞, equation (5.41) also
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shows a cut-oﬀ given by equation (5.32). It goes to show that the 1D model is
completely non-physical in the limit of small viscosity.

5.6.5 Stokes Limit (Oh → ∞)
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Figure 5.20.: The growth-rate ωv plotted as a function of wavenumber k in the Stokes
limit for diﬀerent P ev . 2D results are shown on the left, and the 1D results on the
right. Here, Oh = 1, β = 0.5 (Q > 0), and Γ0 = 0.5.

In deriving our dispersion relations (5.27, 5.29) we have used the inertio-capillary
time and velocity scales for non-dimensionalization. Although appropriate for ﬁnite
Oh values, these scales are too small to be used for analysis at the Stokes limit. In this
case, we need to switch to the viscous time and velocity scales to resolve dynamics
appropriately. The rescaled quantities are given by:
ωv = ω × Oh
Pe
Rσp
=
Oh
µDs
k2
φv = ω v +
P ev

P ev =

(5.42a)
(5.42b)
(5.42c)
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In the limit of large Oh, the 2D equation (5.27) gives us:


2ωv F (k)2 − k 2 − 1 − (1 − k 2 )σ0 +
−



T0 ωv
φv



(k 2 + 1)


(1 − k 2 )σ0 T0  2
k + 2F (k) − F (k)2 = 0
2φv

(5.43)

On the other hand, the 1D equation (5.29) gives us:
6+

T0 (k 2 − 1)σ0
+
=0
ωv
φv

(5.44)

Figure 5.20 shows the trends with P ev predicted by both equations.

2D

k
Figure 5.21.: The growth-rate ωv plotted as a function of wavenumber k in the Stokes
limit for diﬀerent P ev using the 2D relation. Here, Oh = 1, β = 0.7 (Q < 0), and
Γ0 = 0.5.
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Figure 5.20 shows interesting trends in the growth dynamics with P e in the Stokes
limit when Q > 0. Both, the 1D and 2D equations predict the same non-zero growthrate at k = 0:
ωk=0 = Q/6 (Q > 0).

(5.45)

This result is also obtained by CMP using 1D equations. As k increases the curve
undergoes a maxima before returning to 0 at cut-oﬀ. At k → 0, the length of the jet
approaches ∞. When inertia is present, neither the pressure gradient nor Marangoni
stresses can move ﬂuid over these lengths in ﬁnite time thus giving a zero growthrate. In the Stokes limit, however, stress diﬀuses at inﬁnite speed allowing for such
ﬂuid movement, and consequently, destabilization. Note that the contribution of P e
arises from φ given by equation (5.28b); when k → 0, the contribution of P e−1 is
wiped out, making the system essentially non-diﬀusing. This is physically sound,
as surfactants cannot diﬀuse over inﬁnite lengths in ﬁnite time. Thus, the growthrate at k = 0 is set, purely, by the competition between capillarity and Marangoni
stress, manifested by Q, and has no bearing on P e. As k increases, surfactants
can increasingly begin diﬀusing over the ﬁnite length, and capillarity controls the
dynamics, predicting the most unstable mode km > 0. At these higher k values, 1D
does a reasonable job at low P e numbers. At high P e however, 1D underpredicts the
growth-rates and subsequently predicts a low cut-oﬀ (5.32). This over-stabilization
by Marangoni stresses in 1D is explained in section 5.6.2.
Figure 5.21 shows a zero growth-rate at k = 0, as well as a slight shift in km .
At k = 0, as T0 > σ0 , the dynamics are controlled by Marangoni stress instead
of capillarity and boundary layer ﬂow is set up. However, as the system acts as
non-diﬀusing at this limit (irrespective of P e), the stretching mechanism which aims
at levelling the Γ proﬁle is undamped by diﬀusion. Additionally, even in the 2D
relation, dilatation is extremely small at low k; in the derivation of equation (5.27),
Γ̇dil ∼ O(k). This undamped stretching then acts as a perfectly restoring mechanism,
giving a zero growth-rate at k = 0. The long-wavelength dynamics will approach
equation (5.39) because in the Stokes limit, Oh → ∞.
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5.7 Concluding Remarks
Here we have provided a detailed numerical account of the role of surfactants
in the destabilization of liquid jets. In section 5.3, we performed a detailed breakdown of the 4 principal mechanisms—convection, diﬀusion, normal dilatation, and
tangential stretching—through which bulk ﬂow alters surfactant distribution and the
2 mechanisms—Marangoni stress and the solutocapillary eﬀect—through which surfactants alter ﬂow in the bulk. These cause-eﬀect relationships illustrated in these
sections are not unknown to researchers in this ﬁeld. However, they suﬀer from poor
interpretations in dynamical scenarios where the eﬀects typically act simultaneously
in a kind of superposition which makes the deconstruction of the physics diﬃcult.
The jet, being a relatively clean system, allows us to study the impact each mechanism has on breakup by isolating it from the others, as we performed in sections 5.4.1
to 5.4.3. Further, linear stability analysis performed in the literature using both 1D
[32] and 2D [31] models was recapitulated using a consistent non-dimensionalization
scheme, the same equation of state, and for ﬁnite P e values. A rigorous comparison
between the two models was performed in the asymptotic limits of the system parameters and speciﬁc deﬁciencies in the 1D model were identiﬁed. This study allows
us to conclude that the slender-jet model for surfactant-laden threads is incapable of
correctly modeling the dynamics unless the surfactant concentration, strength, and
Peclet number are very small. As this is rarely the case for real surfactant systems,
modeling surfactant-laden thread accurately necessitates the use of the full 2D model
equations. However, improved 1D models, such as the one presented by Timmermans and Lister [31] which incorporates the higher-order radial gradients, could show
promising results and a comparison of the same with the full 2D model would be a
worthy pursuit for future investigations on this subject.
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6. INITIAL REGIME OF COALESCENCE OF DROPS OF A POWER-LAW
FLUID IN AIR
The hollow horn plays wasted
words / Proves to warn that he not
busy being born / Is busy dying.
Bob Dylan

6.1 Brief Introduction
Mists, sprays, and clouds, quotidian entities in industry, nature, and daily life,
are composed of a multitude of small liquid drops suspended, and undergoing fervent
chaotic motion, in an inviscid gas. Here, drops originate and perish continuously.
When two drops approach each other, a stochastic occurrence, a air ﬁlm between
them drains rapidly allowing their interfaces to touch. At the point of geometric
contact, their interfaces connect, via a molecular process, to form a microscopic liquid
bridge. The large negative curvature at the bridge imbues it with a signiﬁcantly lower
capillary pressure than that in the two drops. The pressure gradient drives the liquid
from the drops into the bridge, causing the bridge to grow with time. After suﬃcient
time has passed, the bridge grows to the size of the droplets and the two drops are
said to have ‘coalesced’. This process of drop coalescence is well known to drive the
growth of raindrops in clouds [1, 2, 3] and is artiﬁcially accelerated—by enhancing
the probability of drop-drop collisions—in the chemical industry and oil and gas
processing in the mitigation and separation of steam and chemical mists from gas
streams [4, 5, 6].
The dynamics that unfold once the connecting bridge is formed (or, ‘post-coalescence’
dynamics) are driven by the aforementioned capillary pressure drop and resisted by
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the inertial and/or viscous forces in the bulk liquid. The contact process itself is
a hydrodynamic singularity as the bridge curvature and pressure at contact are inﬁnitely large in a continuum context. The near-singular time evolution, occurring
after contact, of the important scales in the bridge have been shown to be self-similar
and governed by well deﬁned scaling laws. Scaling work in Newtonian coalescence
began with Hopper’s attempts to understand sintering between two solid cylinders,
modeled using the creeping ﬂow equations [7, 8, 9, 10, 11]. Hopper’s analytical work
was extended for two spherical drops in the Stokes regime, coalescing in vacuum,
by Eggers et al. [12]. It was discovered that the minimum radius of the bridge (h)
grows with time (t) following the relation: h ∼ t lnt. This is the Stokes (S ) scaling
in coalescence. A few years later, Duchemin et al. [13] showed that inviscid drops
coalesce according to the Inviscid (I ) scaling: h ∼ t1/2 . Based on this understanding,
it was surmised for over almost a decade that coalescence of Newtonian ﬂuids of ﬁnite
viscosity (µ̃) proceeds initially by the S regime, and if the viscosity is below a certain
threshold, a transition into the I regime becomes warranted as ﬁnite-size eﬀects come
into play. A case was made against this hypothesis in 2012 by Paulsen et al. [14] who
showed, via experiments using electrical conductivity measurements [15, 16, 17, 18]
and highly accurate ﬁnite element simulations [19, 20, 21], that at the incipience of
coalescence capillary forces are balanced equally by inertial and viscous forces. This
results in a new regime they called Inertially-Limited-Viscous (ILV ) where h ∼ t. In
addition, they reported that scaling behavior transitions from ILV to either the I,
or the S regime based on the ﬂuid viscosity. Further, the transition points between
regimes obtained theoretically were veriﬁed through both, simulation and experiment.
Whereas most studies on drop coalescence have focused on clean, Newtonian ﬂuids,
liquids employed in real life applications are rarely so, often containing dissolved
polymers and salts, and/or suspended particles. These so-called structured ﬂuids
often exhibit a non-linear response to stress thus deviating from the linear response
of Newtonian ﬂuids. In the most common case, an applied strain-rate in these ﬂuids
leads to the disruption of the internal microstructure and causes the local viscosity
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to drop. These deformation rate thinning, or simply, ‘shear-thinning’, ﬂuids are
abundant in nature and encountered frequently in a variety of domestic [22, 23] and
industrial practices [24]. Here, we study the problem of coalescence of two drops,
composed of such a ﬂuid, in a dynamically passive gas. In the simplest case, the
viscosity of a shear-thinning ﬂuid varies with the applied deformation rate according
to a simple power-law expression
�
 n−1
µ̃ = µ̃0 α̃2 γ̃˙ 2 2 , n ≤ 1.

(6.1)

Here, µ̃0 is the zero-deformation-rate viscosity, γ̃˙ is the second invariant of the rate˜ + r̃ṽT , and α
of-strain tensor Γ̃ = rṽ
˜ −1 is the characteristic rate of deformation of
the liquid. Relatively recent works on the breakup of these power-law ﬂuids, both
numerical [21, 25] and experimental [22, 23] have successfully exposed a rich array of
scaling regimes.

6.2 Governing Problem
We solve the 2D-axisymmetric problem of two equal-sized drops (of radius R̃) that
have touched and formed a microscopic bridge between them, as shown in ﬁgure 6.1.
˜ µ̃0 , α
The computational problem is cast into dimensionless form by choosing R,
˜ −1 ,
q
and ρ̃R̃3 /σ̃ as the characteristic scales for length, viscosity, rate-of-strain, and time
respectively. Hereafter, all symbols without a tilde represent dimensionless quantities.
As a consequence, the computational problem is governed by only two parameters,
q
the power-law index n, and the Ohnesorge number Oh = µ̃0 / ρ̃R̃σ̃. In this work,
we focus on the case of ‘slightly viscous’ power-law ﬂuids where Oh < 1, and all
simulation results presented are for Oh = 0.1 unless mentioned otherwise.
Our simulations begin with a quiescent state at t = 0, where the bridge radius is
h = 10−3 , and the bridge width is w  h. We solve the full Navier-Stokes equations
over the 2D computational domain (shaded in ﬁgure 6.1), subject to the Kinematic
Boundary Condition and the Normal-Stress Boundary Condition on the free surface,
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Figure 6.1.: Sketch of the problem setup: Two drops of a power-law ﬂuid coalescing
in a dynamically inactive gas. Shaded region indicates computational domain. Inset:
The bridge between the two drops. The bridge radius h, and width w are shown.

and appropriate symmetry conditions on the axis, and on the plane of symmetry.
The viscosity is modeled using the dimensionless form of (6.1): µ ∼ |γ̇ 2 |

(n−1)
2

. The

equation system is solved using a combination of G/FEM, and a predictor-corrector
equipped with adaptive time-stepping; the details of this technique can be seen in
[21].

6.3 Results and Discussion
In our simulations, the neck radius h(t) is our radial measure. As in [21], the
bridge width w(t) is measured as z1.05h − zh ; the local viscosity scale µ(t) is its value
at the neck µh . Hereafter, the term ‘bridge’ will be used to refer to the entire self-
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similar volume, whereas the term ‘neck’ will be used to indicate the point of minimum
radius (r = h(t)) on the bridge.

6.3.1 Radial Scaling
Coalescence invariably begins with neck radius scaling as:

h=


C1
- - - tn .
Ohn

(6.2)

Here, C1 is a prefactor bearing no particular relationship with n; its value was found
to lie in the range 1.4 − 2.0 for the cases 0.7 ≤ n ≤ 1 and Oh = 0.1. The ﬂows accompanying this regime bear a distinct resemblance to the vortical pattern observed by
Paulsen et al. in the ILV regime of Newtonian coalescence (see ﬁg.3 of [14]). To state
the obvious, this regime approaches the Newtonian ILV as n → 1. We will, therefore, call this new regime the ’Inertially-Limited-Viscous-Power-law’ (ILV P ) regime.
Thus, ILV P is the regime governing initial dynamics of power-law coalescence in the
case of Oh < 1.
Following the radial scaling further, we observe that the dynamics transition into
the I scaling where h ∼ t1/2 [13]. One may be quick to notice the sudden loss of
dependence on n. This fact serves to prove that inertial forces dominate over the
n-dependent viscous forces in this regime. The scaling transition is accompanied by a
shift in the ﬂow pattern as shown by [14]. The vortices that keep dynamics localized
in ILV P give way to ﬂows from relatively distant regions of the drop as viscous
resistance loses dominance in I. The transition from ILV P to I will be discussed
later. Until then we will attempt to paint a complete picture of ILV P .
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Figure 6.2.: Scaling of minimum neck radius h versus time t: Initially, coalescence
proceeds through ILV P regime (h ∼ tn ). At later times, we observe a transition into
the Inertial I regime (h ∼ t1/2 ). Results shown for Oh = 0.1 with n = 1.0 (red), 0.9
(orange), 0.8 (green), and 0.7 (blue).

6.3.2 Bridge Width Scaling
Our simulations show that in coalescing power-law ﬂuids, the bridge width scales
as:
w ∼ h1+n

(6.3)

during the entire coalescence process (ﬁgure 6.3). Several works on Newtonian coalescence [12, 13, 14] report that the bridge width scales as w ∼ h2 . Therefore, in
power-law coalescence, we see that as n is reduced from 1 the bridge becomes wider.
Our simulations also show that capillary waves become more prominent in the drop
region adjacent to the neck. Qualitatively, the shape of the self-similar neck region
approaches the solution for inviscid Newtonian coalescence provided by Duchemin et
al. [13] where the capillary waves grow so fast, as to reconnect at regular intervals.
It may be postulated that the local n-dependent viscous forces limit the capillary
wave growth in power-law coalescence, and that we may observe such reconnections
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for suﬃciently low values of n and Oh. Although it is interesting to study such a
transition, we do not attempt to pursue it in this work.

slope = 1+n

0.75
n = 1.0

0.05

0.1

0.15 0.2

h
Figure 6.3.: Scaling of bridge width w versus minimum neck radius h. Results shown
for Oh = 0.1 with n = 1.0 (red), 0.9 (orange), 0.85 (green), and 0.75 (blue).

6.3.3 Viscosity Scaling
In ILV P (as in ILV ) the capillary pressure gradient that drives coalescence is
balanced by both inertia, and viscous stress, such that neither dominates the other.
This ansatz derives from analogy with drop breakup, where this becomes true as
pinchoﬀ is approached [26]. In such conditions, it is possible to obtain more insight
by conducting a simple stress-balance. In our case, a balance between capillary and
viscous stress yields the all-important scaling for viscosity at the neck µ(t).
CAPILLARY STRESS - The non-slender nature of the bridge (w  h) results in a
highly negative in-plane curvature at the neck (Hneck ∼ hzz ) (Note, each subscript z
stands for

∂
).
∂z

Consequently, the pressure in the neck is orders of magnitude lower

than in the main drops resulting in a ﬂow towards the neck. The stress generated at

191
the neck by capillary suction is calculated using the Young-Laplace relation τ̃cap ∼
σh
˜ zz /R̃. However, for an eﬀective balance of scales it is important that we consider
the average ΔP over the bridge. In a recent work Paulsen and Nagel [27] give the
expression for the average stress to be:
τ̃cap ∼

σ̃
˜
wR

(6.4)

VISCOUS STRESS - Viscous stress, by deﬁnition, is τ̃visc = µ̃γ̃˙ . From equation (6.1),
one may write:
τ̃visc = µ̃0 α
˜ −1 γ̇ n

(6.5)

From our numerical results, we calculate the rate-of-strain γ̇ and its individual components ur , uz , vr , and vz at the neck. From order of magnitude comparisons, we
observe that
γ̇ ∼ ur ∼ vz .

(6.6)

The latter relationship is true from the equation of continuity. As a result, the viscous
stress may be written as:
τ̃visc ∼

µ̃0
× vzn .
α̃

(6.7)

STRESS BALANCE - Balancing capillary (6.4), and viscous (6.7) stresses, and using
the scaling laws for h (6.2) and for w (6.3), we arrive at a scaling for vz :
vz ∼

σ̃α̃
Oh1+n t−(1+n) .
˜
µ̃0 R

(6.8)

Therefore, ignoring the pre-factors, the viscosity at the neck µ scales as:
2

µ ∼ |vz |(n−1) ∼ t(1−n ) .

(6.9)

Figure 6.4 shows that our simulation results give excellent overlap with this result.
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Figure 6.4.: Scaling of viscosity at the neck µ versus time t. Results shown for
Oh = 0.1 with n = 0.9 (orange), 0.85 (red), 0.8 (green), and 0.7 (blue).

6.3.4 Radial Velocity Scaling
From the scaling for h ∼ tn , discussed earlier, it is possible to obtain a time-scaling
for velocity at the neck by a simple time derivative. Owing to the fact that the neck
lies at the symmetry plane throughout coalescence, the velocity scale corresponds to
the radial velocity and not the axial velocity at the neck, which is zero. Thus, the
time scaling for velocity may be arrived at using the Kinematic Boundary Condition
at the neck:
v ≡ ∂h/∂t ∼ Oh−n ∂tn /∂t ∼ tn−1 .

(6.10)

It is interesting to note that v blows up near the singularity t → 0+ when n < 1,
but in the Newtonian limit v remains ﬁnite at the singularity. This is clearly seen
in ﬁgure 6.5 which plots the velocity scale from simulations for n = 1.0, 0.9, and
0.8. As a result, the initial regime of coalescence in power-law ﬂuids, still deﬁned by
an inertial-viscous balance, possesses a starkly distinct asymptotic behavior than its
Newtonian counterpart.
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Figure 6.5.: Scaling of the velocity scale v versus time t. Results shown for Oh = 0.1
with n = 1.0 (red), 0.9 (orange), and 0.8 (blue).

6.3.5 Summary
In summary, the ILV P regime maybe charaterized by the following scaling be2

haviors at the neck: h ∼ tn , w ∼ hn+1 ∼ tn(n+1) , µ ∼ t1−n , vz ∼ t−(n+1) , and ﬁnally
v ∼ tn−1 . These scalings indicate the nature of these quantities at the incipience of
coalescence (t → 0+ ). For example, at this limit we observe, from equation (6.8),
that γ̇ (∼ vz ) blows up, and from equation (6.9) we ﬁnd that µ vanishes. It may be
worth noting that in real power-law ﬂuids the power-law nature arises out of ordering
of polymeric chains [22] or crystalline domains [23], and this asymptotic behavior, as
discussed behavior, will break down when the domain length-scale is reached.

6.4 Scaling Transition
As coalescence proceeds through ILV P , there comes a point where the viscous
forces are dominated by inertia and the dynamics transition into the I regime [13].
In the matter of length scales, this transition occurs when the dominant length scale

194
at the neck w crosses the viscous length scale lµ = µ̃20 /˜Rσ̃
ρ ˜ ≡ Oh2 . This is true only
for our case of Oh < 1. Thus, at transition, both length scales must be equal:
w ∼ lµ ∼ Oh2 .

(6.11)

Now, using equation (6.3), we get,
2

h ∼ Oh n+1 .

(6.12)

It is apparent that, in the Newtonian limit, equation (6.12) recovers h ∼ Oh, as seen
by Paulsen et al. [14]. Note that in obtaining equation (6.12), we have used time
scalings, and hence neglected accompanying pre-factors that may have some slight
dependencies on n, Oh, or both. Therefore, our obtained transition points are only
indicative of the fact that ILV P is short-lived, as n and/or Oh are decreased, and
do not quantitatively predict the exact point of transition.

6.5 Concluding Remarks
In conclusion, we have revealed that for Oh < 1, coalescence of power-law ﬂuids
proceeds initially through the ILV P regime. We have obtained several important
scaling results for this new regime. Additionally, we observe that coalescence begins
in ILV P and later transitions into the I regime. Based on the scalings obtained for
ILV P , we have estimated the qualitative points of transition to I, for diﬀerent values
of n and Oh. All our scalings and the transition-point predictions agree well with the
Newtonian counterparts observed by Paulsen et al. [14] in the limit of n → 1. The
work shown here is part of an ongoing eﬀort to wholly understand the coalescence
of power-law ﬂuids. Although, we have painted a simplistic picture for Oh < 1, we
expect greater dynamical variations at higher viscosities leading to a complex scaling
picture. This topic will be pursued in the near future.
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As in the work of Paulsen et al. [14], our simulations begin with a bridge that
is wider than that purely deﬁned by geometry. Recent computational work on the
Newtonian problem [28] has revealed the ILV regime to be sensitive to the bridge
width. Simulations starting with the geometrically accurate bridge width of w = h2
led to the observation of the S regime at all viscosities, in accordance with the original
hypothesis. A similar conclusion has been reached from a purely theoretical route as
well [29]. As experiments decisively show the linear ILV regime [14], it may therefore
be hypothesized that the incipient bridges formed due to the van der Waals attractive
forces between the interfaces of the two drops in real systems are generally wider than
what the geometry dictates. More directed studies of the bridge formation process
employing molecular dynamics simulations or more resolved experimental techniques
may be required to test this hypothesis. Nevertheless, this revelation behooves further
studies on this subject to explore the dependence of the ILV P regime on the bridge
width, and more interestingly, to uncover the eﬀect of power-law rheology on the
inertialess S regime of drop coalescence.
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7. COALESCENCE OF BUBBLES IN NEARLY INVISCID POWER-LAW
FLUIDS
It’s part of the nature of man to
start with romance and build to a
reality.
Ray Bradbury

7.1 Introduction

7.1.1 Bubble Coalescence
Gas-liquid dispersions typically take either the form of free rising bubbles or that
of trapped bubbles ensconced in a foam. In both phases, the bubble size distribution
is an important physical characteristic providing useful chemical and rheological information, and this is controlled by a competition of interfacial rupture and coalescence
between the dispersed bubbles. Consequently, dynamical studies of both processes
hold tremendous value for understanding natural processes such as carbon uptake by
our oceans due to bubble entrainment [1], as well as for improving upon existing technologies in chemical and bio-chemical processing that depend on gas-liquid contact
[2] or separation [3]. In this work, we are concerned wth providing a description of
the coalescence between two bubbles inside a liquid phase.
When two spherical bubbles touch the thin liquid ﬁlm of density ρ̃, viscosity µ̃,
and surface tension σ̃ between them ruptures and forms a circular hole which now
connects the two bubbles. The high capillary pressure at the tightly curved rim of
this hole drives liquid outwards thus making the hole radius (R̃min ) expand with time.
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This process continues until the radius of the hole becomes comparable to the bubble
radius (R̃), at which point the bubbles are considered to have fully coalesced. As
a consequence, the process of bubble coalescence belongs to the broad category of
problems concerned with the axisymmetric retraction of liquid sheets.
Early work on this subject has dealt with retraction of soap ﬁlms (inviscid) of
uniform thickness. These sheets were found to retract at a constant velocity while
forming a bulge at the rim of the growing hole [4, 5, 6, 7, 8]. Keller [9] extended this
work by studying inviscid ﬁlms of non-uniform thickness, and in particular, considered
the liquid ﬁlm between two bubbles. Considering the coalescence between perfectly
spherical bubbles of equal radii R̃, the ﬁlm between them has thickness w̃(r̃) ≈ r̃2 /R̃,
where r̃ is the radial co-ordinate. By assuming that all the retracted mass accumulates
in the growing bulged rim, Keller [9] was able to show, via a simple inertio-capillary
force balance over the rim, that
 1/2
˜ min
R
t˜
1/4
,
∼ (32/3)
tc
R̃

(7.1)

where t̃ is the time elapsed since the point of rupture, and tc = (ρ̃R̃3 /σ̃)1/2 is the
inertio-capillary time scale. Keller was the ﬁrst to show the presence of a universal
scaling regime in bubble coalescence.
Recent high-speed visualization studies conducted by Paulsen et al. [10] over a
wide range of liquid viscosity (0.49 mPa s < µ̃ < 29,000 mPa s) attest to the fact that
˜ c )1/2 in all cases. For nearly inviscid Paulsen et al. [10]
R̃min /R̃ indeed scales as (t/t
reported the pre-factor to be 1.4 which is close to Keller’s value of (32/3)1/4 ≈ 1.8072
(7.1). On the other hand, for bubble coalescence in highly viscous ﬂuids, they showed
˜ ρ ˜ σ)1/2 which
a pre-factor 1.17/Oh1/2 dependent on the Ohnesorge number Oh = µ/(˜R˜
is a dimensionless measure of the liquid viscosity. Paulsen et al. [10], therefore, were
the ﬁrst to uncover the presence of two distinct limiting regimes in bubble coalescence.
Following the experiments of Paulsen et al. [10], this problem was analysed using
the reduced order thin ﬁlm approximation by Munro et al. [11]. They assumed
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that the ﬁlm terminates at the singularity forming a ‘rounded tip’ in which inertia
remains small. By approximating the rounded tip using a force balance expression
and deﬁning the similarity variable, they were able to reduce the problem to a system
of two simulataneous ODEs describing the self-similar shape and radial velocity of the
liquid in the ﬁlm. Their theoretical estimate for the pre-factor in the inviscid limit
(Oh  1) is the same as that obtained by Keller [9], whereas that in the viscous limit
(Oh  1) was estimated to be 0.8908/Oh1/2 . While supporting the evidence of two
limiting regimes as shown by [10], these values compared remarkably well with 2D
axisymmetric simulations employing the Galerkin/Finite Element Method [see 12].

7.1.2 Power-law Fluids
Liquids encountered in real life applications are seldom pure, Newtonian ﬂuids. In
most cases they contain dissolved salts and organic material that aﬀect their rheological properties. Larson [13] notes that even small amount of dissolved polymeric species
causes a solvent to lose its Newtonian nature, and instead undergo viscosity reduction
under a ﬁnite deformation-rate. This behavior is also shown by Newtonian liquids
containing suspended solid particles of both Brownian [14, 15] and non-Brownian [16]
sizes. As a result, this deformation-rate thinning (or simply, shear-thinning) rheology
is fairly common in nature [17], as well as in chemical processing, food processing [18],
and pharmaceutical drug manufacture [19] where long-chained organic compounds are
frequently present.
Although appreciable work has been done in dewetting of shear-thinning polymer
ﬁlms of small, but uniform, thickness [20, 21], the study of bubble coalescence so
far, has been conﬁned to Newtonian liquids. Apart from being interesting from a
scientiﬁc point of view, the study of bubble coalescence in shear-thinning media is
also of commercial signiﬁcance. An interesting example is that of thermal ink-jet (TIJ)
nozzles, where a (shear-thinning) ink contacting a heating element is super-heated to
produce a bubble which pressurizes the ink inside the nozzle thereby ejecting a drop
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of predictable size. During a heating pulse, small bubble nuclei are formed on the
surface, which later coalesce to form a macroscopic bubble [22]. The eﬃciency of the
drop ejection process is therefore highly contingent upon the coalescence dynamics of
the smaller bubbles inside the ink, and more accurate studies of this phenomena are
essential in predicting performance of these devices. Additional commercial examples
include separation of natural gas from heavy crude oil [23], use of a gas as tamponade
in vitrectomy procedures [24], manufacture of milk-based beverages [25], and aeration
in oxidative waste-water treatment [26].
The non-Newtonian viscosity of a shear-thinning ﬂuid is dependent on the local
deformation-rate, and can be expressed as a constitutive relationship µ̃(γ̃˙ ). A common
model used to describe real ﬂuids is the Carreau model [27]

(n−1)/2
µ̃ = µ̃0 (1 − β) 1 + (α̃γ̃˙ )2
+ µ̃0 β,

(7.2)

where µ̃ is the apparent local viscosity, γ̃˙ is the local deformation-rate, µ̃0 is the
viscosity at zero deformation-rate, α̃ is the characteristic relaxation time, µ̃0 β is the
viscosity in the limit of inﬁnite deformation-rate (where 0 ≤ β ≤ 1), and 0 < n ≤ 1 is
the power-law index. In the, so called, power-law limit (β → 0, α̃γ̃˙  1), the Carreau
model (7.2) tends to the Ostwald de Wæle relationship
µ̃ = µ̃0 α
˜γ̇˜

n−1

.

(7.3)

In the limit n = 1, (7.2) and (7.3) describe a pure Newtonian liquid of viscosity
µ0 . Therefore, ﬂuids described by these models are also called generalized Newtonian
ﬂuids. (7.3) is greatly eﬀective in describing behavior in real shear-thinning ﬂuids
close to singularities where deformation-rates are high. Its success may be clearly
seen in the ﬁeld of liquid thread pinch-oﬀ, where (7.3) has been used in both theoretical [28, 29] and numerical analyses [27, 30], the results of which have been veriﬁed
experimentally [31, 32]. Consequently, we analyze bubble coalescence in power-law
ﬂuids using the model described by (7.3). In addition, in this paper, we shall limit
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our study to power-law ﬂuids that are nearly inviscid at zero deformation-rate, i.e.
those with small values of µ̃0 .

7.1.3 Overview
In this work we strongly draw upon the works in the Newtonian limit mentioned
previously [9, 10, 11, 12]. Of particular relevance to our work here are their results
˜ min scales according to (7.1), and the ﬂows remain
in the limit Oh  1, where R
concentrated within a small compressional boundary layer near the tip, the radial
extent of which is deﬁned by a length scale L̃ ∝ Oh R̃min . Additionally, Munro et
al.’s assumption that the ﬁlm remains locally thin loses validity at R̃min ∼ Oh2 R̃
leaving the dynamics past this point heretofore unexplored. In this work, we use full
2D axisymmetric simulations in the scheme of Anthony et al. [12] which allow us to
observe the full spectrum of dynamics.
We discuss the problem setup, governing equations, and non-dimensionalization in
section 7.2. In section 7.4 we extend the thin ﬁlm model used by Munro et al. [11] for
power-law ﬂuids, and we use this to estimate the strengths of the important forces in
play. A discussion on our numerical simulations is presented in section 7.3, followed
by results and discussion on the radial scaling in section 7.5, tip force-balance in
section 7.6, and the self-similar thin ﬁlm in section 7.7. section 7.8 then describes the
geometrical limit where the ﬁlm solution breaks down to transition into the inviscid
ﬂow regime inherent in Keller’s assumption.

7.2 Mathematical Formulation

7.2.1 Problem Setup
Consider the coalescence between two equal sized spherical gas bubbles, of radius
R̃, taking place inside an isothermal and incompressible power-law liquid with density
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ρ̃, surface tension σ̃, zero-deformation viscosity µ̃0 , characteristic relaxation time α̃,
and power-law index n < 1. Due to its negligible viscosity, the gas inside the bubbles
is assumed to be quiescent and exerts zero tangential stress on the bounding liquid
surfaces. As realized in the experiments of Paulsen et al. [10] the two bubbles are
brought together suﬃciently slowly so that they remain perfectly spherical. Under
the assumption of perpetual axisymmetry, as the bubbles are brought closer to each
other, the thin sheet of liquid between them drains radially outward from the axis
of symmetry, and eventually ruptures at the point of geometrical contact. The time
when the ﬁlm ruptures is our temporal reference point t̃ = 0 – all subsequent events,
studied in this paper, will unfold at times t̃ > 0. Due to the inherent symmetries
in the problem, we choose a cylindrical reference frame (r̃, θ, z̃), where er is a unit
vector pointing radially outward from the axis, and ez is a unit vector pointing in the
+z̃ direction. The symmetry plane intersects the axis perpendicularly at the point of
rupture z̃ = 0.
By identifying the important scales in the problem, we seek to render it in a
˜ as the length scale, the
dimensionless form. We choose the radius of each bubble R
inertio-capillary time tc = (ρ̃R̃3 /σ̃)1/2 as the time scale, and µ̃0 as the viscosity scale.
The co-ordinates and variables in the problem are made dimensionless by expressing
them as real multiples of their respective scales. Hereon, all quantities represented
with a tilde (example, x̃) are dimensional, and those without (example, x) are their
dimensionless counterparts.
As the interfaces of the two bubbles touch, the thin ﬂuid sheet between ruptures
forming a hole having has a radius Rmin which increases with time t, as the sheet
‘recedes’. The high in-plane curvature at the rim of the hole, or the ‘tip’ (Rmin ≤
r ≤ RE , see ﬁgure 7.1), produces a large pressure which pushes the liquid radially
outward, thus driving the coalescence process. The ﬂows generated in this manner,
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Figure 7.1.: Schematic showing the dimensionless 2D axisymmetric problem of bubbles coalescing in an infinite pool of a power-law liquid. Inset: Magnified detail of
the liquid film between the coalescing bubbles. (Shaded inset: the computational
domain in our 2D axisymmetric numerical simulations.) The interface representation
z = h(r) requires the interface to be single-valued, and is only used for analysis using
the thin film approximation as detailed in section 7.4.

encounter viscous resistance and decay as they move radially outward, the velocity
eventually dying out completely – this is the far-field condition
v(r, z, t) → 0,

h(r, t > 0) ≈ h(r, t = 0) valid when

r  Rmin .

(7.4)

From the theoretical work by Munro et al. [11] and the numerical simulations of
Anthony et al. [12], we note that the full problem may be reduced to simply that
of the receding axisymmetric liquid sheet between the bubbles following the point of
axisymmetric rupture at t = 0. The far-field condition (7.4) is directly imposed in
the truncated simulations at a radius Rtrunc  Rmin reasonably far away from the
singularity.
A schematic showing the dimensionless problem, and its reduction to the receding
sheet is presented in figure 7.1. Anthony et al. [12] perform numerical simulations over
the entire problem domain, and find the results to be identical to the results obtained
via a truncated film domain as described here. Due to the validation presented
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by Anthony et al. [12], and due to the drastic computational savings aﬀorded by
truncation we obtain all the results in this work by numerical simulations over a
truncated domain; more details on this are presented in section 7.3.

7.2.2 Governing Equations
The liquid in the ﬁlm is isothermal and incompressible, and its motion is governed
by a combination of the equation of continuity and the Cauchy momentum equation,
written as
r · v =0 in

V,

∂v
+ v · rv =r · T in
∂t

--

(7.5a)
V,

(7.5b)

where v = uer + vez is the velocity vector of the ﬂuid in the (r, z) plane, and T is
the Cauchy stress tensor given by
T = −pI + Ohµ [rv + rv| ] ,

(7.6)

where p is the local pressure in the liquid, Oh = µ̃0 /(ρ̃R̃σ̃)1/2 is the Ohnesorge number,
and µ is the local value of the viscosity function. Oh is a an important dimensionless
number in free-surface ﬂows as it expresses the preponderance of the viscous forces
over the inertio-capillary forces in the domain. The dimensionless deformation-rate
dependent viscosity function µ for a power-law ﬂuid is
µ = |αγ̇ |n−1

in

V,

(7.7)

where α is the dimensionless characteristic relaxation time, γ̇ is twice the second
invariant of the rate-of-deformation tensor Γ, and n ≤ 1 is the power-law index. The
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magnitude of the deformation-rate, as deﬁned here, is γ̇ = [2(Γ : Γ)]1/2 – in cylindrical
co-ordinates this may be simpliﬁed to
"

 u 2
∂u 2
γ̇ = 2
+2
+
∂r
r



∂u ∂v
+
∂z
∂r

2

∂v 2
+2
∂z

#1/2
.

(7.8)

The free-surface (SF S ) separating the liquid from the gas is free from tangential
stresses as surface tension remains uniform. The normal-stress vector on the freesurface is
n · T = 2Hn on

SF S ,

(7.9)

where n is the normal vector pointing outward from the liquid phase, and 2H = −rs ·
n is twice the local mean curvature of the free-surface SF S . Here rs = r − n(n · r)
is the surface divergence operator. The motion of the free-surface is described by the
kinematic boundary condition
n · (v − vs ) = 0 on

SF S ,

(7.10)

where vs is the velocity of the free-surface in the (r, z) plane.
As the system is symmetric about the z = 0 plane (SSY M ), the ﬂow-ﬁeld should
obey
n · v = 0 on

SSY M ,

(7.11a)

n · T · t = 0 on

SSY M ,

(7.11b)

where n = −ez is the outward-pointing normal vector, and t = er is the tangent
vector to SSY M .
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Far away from the singularity (r  Rmin ), we expect to observe the far-ﬁeld
ﬂow conditions (7.4). These conditions are applied at r = Rtrunc where the ﬁlm is
truncated.

7.2.3 Dimensionless Parameters
The non-dimensionalization of the problem as described in section 7.2.1 leaves us
with three important dimensionless parameters which governing the problem – the
Ohnesorge number Oh, the power-law index n ≤ 1, and the characteristic relaxation
time α.
In this work, we are concerned with the power-law ﬂuids that are nearly inviscid
at zero-deformation, i.e. those with small values of µ̃0 ; therefore we will conﬁne
ourselves to small Ohnesorge numbers (Oh  1). This condition is met by choosing
Oh = 0.01, which allows us to observe the full dynamical range of eﬀects in the nearly
inviscid zone while also being good in terms of numerical convergence for small values
of n. The pre-factors obtained by [12] via simulations at Oh = 0.01 deviated from
the theoretical limit for Oh  1 by only 2.5% which further validates this choice.
As a result, the majority of our results are obtained by keeping Oh = 0.01 unless
mentioned otherwise. Additionally, we keep α = 1 in all our simulations in order to
observe trends and variations in the (n, Rmin ) space more clearly.

7.3 2D Axisymmetric (or 3D) Numerical Simulations
We implement the transient 2D non-linear model discussed in section 7.2.2 by
using an ALE method-of-lines algorithm which uses the Galerkin/Finite Element
Method (G/FEM) for spatial discretization, and a predictor-corrector technique with
adaptive time-stepping for temporal discretization. The elliptic mesh technique developed by Christodoulou and Scriven [33] is used to tessellate the moving 2D domain.
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See Notz and Basaran [34] for details of the numerical implementation and mesh
generation techniques.

7.3.1 Initial Condition

Rmin

R0 = 10 -4

R0 = 10 -5
10-5 -

t
Figure 7.2.: Results showing Rmin versus t for Oh = 0.01 and n = 0.85, obtained from
two simulations with distinct initial conditions – R0 = 10−5 (green) and 10−4 (red).
After initial numerical transience, both cases are seen to follow universal scaling.
Z0 = R02 was kept consistent across both simulations; Z0 variations are discussed in
depth by Anthony et al. [12].

The ideal starting point of bubble coalescence is at the exact point of rupture of
the liquid sheet (t = 0, Rmin = 0), but this state is not realizable in a numerical
scenario without an a priori knowledge of the full nature of the singularity. In turn,
as it is impossible possess a real factual understanding of the point of singularity in
a continuum context, we must begin our simulations at Rmin values that are as small
as possible, but not exactly zero – say if R0 ≡ Rmin (t = 0), then 0 < R0  1. In the
same vein, we begin with a 2D shape proﬁle of a perfect circle for the bubble freesurface h(r, 0) with a circular cap, to close the curve, at RE = R0 + Z0 , where Z0 =
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R02 = h(RE , 0). In our simulations, we begin with a quiescent velocity condition v = 0
over the entire domain. As the simulations begin, the initial conditions transition into
physical dynamics which on account of being universal, bear no dependence on the
prescribed initial condition. This independence is clearly seen in ﬁgure 7.2 where
results from simulations with distinct values of R0 , but the same parameters Oh, α, n
tend towards a universal proﬁle given enough time. See Anthony et al. [12] for a
more detailed discussion on this subject.

7.3.2 Truncation Point
The reduction of the full problem to that of the ﬁlm necessitates an imposition of a
far-ﬁeld condition at a radial distance Rtrunc suﬃciently far away from the singularity.
Munro et al. [11] and Anthony et al. [12] show that the ﬂows generated by the tip
typically decay by an order of magnitude over a radial length Δr ∝ OhRmin when
Oh  1, and over Δr ∝ Rmin when Oh  1. Consequently, stopping our simulations
when Rmin reaches a value of 0.1Rtrunc makes our results independent of the initial
value of Rtrunc , as the far-ﬁeld condition is always satisﬁed at r = Rtrunc . In this
work, all our results have been obtained using Rtrunc = 1000R0 , unless mentioned
otherwise.

7.3.3 Scales Tracking
To analyse the dynamics of the receding ﬁlm we track the dominant scales that
have an impact on the overall force balance in the tip and ﬁlm regions. To do so
we ﬁrst need to demarcate the point where the tip and ﬁlm match (r = RE ). The
rounded tip is marked with a rapid increase in h over a short radial distance and as
a result, hr ≡ ∂h/∂r is high in the tip till we reach the thin ﬁlm where it becomes
negligible. Additionally, using hr as a condition allows us to pinpoint the location of
the tip maximum when it bulges, as is shown to occur for Oh  1 by Munro et al.
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Figure 7.3.: Comparison (a) between hE (thick green line) and Δrtip = RE − Rmin
(thin black line), and (b) between Rmin (thick green line) and RE (thin black line),
for Oh = 0.01 and n = 0.85. This illustrates the circular nature of the tip as its radial
and axial extents remain approximately equal Δrtip ≈ hE during coalescence. Also,
as hE  Rmin (see section 7.6) Rmin and RE = Rmin + Δrtip show the same scaling.

[11] and Anthony et al. [12]. In our 2D simulations we use the value of the arc-length
derivative on the free-surface
∂z/∂s =

hr
,
(1 + h2r )1/2

(7.12)

where s is the arc-length measured from the tip (Rmin , 0). At each time-step, we
go along the free-surface starting from the tip towards the ﬁlm, and mark the radial
position where ∂z/∂s drops from unity to a small value (5 × 10−2 ) as the matching
point RE . The height of the ﬁlm at this location is marked as hE . The length of the
tip is denoted by Δrtip = RE −Rmin . As capillary forces tend to keep the tip (r < RE )
circular, Δrtip ≈ hE . This is clearly seen to be true in ﬁgure 7.3a where hE and Δrtip
proﬁles are plotted against t for Oh = 0.01 and n = 0.85. Figure 7.3b shows that
due to this eﬀect, combined with the fact that hE  Rmin (discussed in section 7.6),
the scaling for Rmin and RE versus t are indistinguishable. It is important to note
this fact as it validates the 1-D analysis of Munro et al. [11] which is based on the
circular tip assumption, i.e. they assume Rmin ≈ RE , while reporting the scaling for
RE .
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In the rounded tip, we measure the important forces Itip , Vtip , and Ctip from their
ﬁrst-principle surface and volume integral deﬁnitions. These measurements directly
communicate the dominant force-balance in the tip (see section 7.6). To analyse all the
relevant scales involved, we track u, and ur in the tip at the location r = (Rmin +RE )/2
on the symmetry plane (z = 0). We denote these values as utip , and ur,tip respectively.
In the thin ﬁlm we track the maximum absolute values of u and ur , and the
minimum value of µ along with their locations on the symmetry plane SSY M . To
capture the scaling for h in the ﬁlm, it is measured at the location r = RE + Δrtip ;
this ensures that we measure the scale outside the tip, but within the compressional
boundary layer in the ﬁlm. To estimate the scales of the velocity gradients, it is
important to track the two important length scales Lu – radial distance over which
u drops by an order of magnitude from its maximum value at the tip, and Lur –
radial distance from the tip over which ur attains its maximum value. Therefore, we
estimate the radial velocity gradients as
ur ∼ u/Lu ,
urr ∼ ur /Lur .

and

(7.13a)
(7.13b)

These scale deﬁnitions have been used to obtain all the results presented in the
following sections.

7.4 Dominant-Force-Balance Analysis Using the Thin Film Approximation
The theoretical work of Munro et al. [11] utilizes the thin ﬁlm approximation,
thus reducing the problem to a single dimension r and neglecting any ﬂow and pressure variations in the z direction. Due to the initial ‘slenderness’ of the ﬁlm at the
incipience of coalescence t → 0+ , their results agree well with experimental observation. However, based on their analysis, when Oh  1, the ﬁlm loses slenderness
when Rmin ∼ Oh2 , beyond which their results and a priori assumptions fail to provide a physical interpretation. Therefore, to capture all regimes and their transition
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points it becomes necessary to obtain dynamical information from full 2D numerical
simulations described in section 7.3.
Despite this limitation the reduced order (1-D) thin ﬁlm approach is a valuable
tool for a posteriori analysis of our simulation results while the slenderness assumption
is still valid. This section aims to develop the thin ﬁlm approach of Munro et al. [11]
for the more general case of power-law ﬂuids.
When truncated to the receding ﬁlm, bubble coalescence essentially belongs to the
general class of sheet retraction problems that have received wide attention since the
pioneering works of Taylor [7], Culick [8], and Keller [9, 35]. In these works, and in
the works that followed (see [36]), a common theme that arises is that at the point of
+
), the slender ﬁlm always terminates in a non-slender, ‘rounded
retraction (r → Rmin

tip’ that deserves special attention. In bubble coalescence, the rounded tip is the
tightly curved rim of the expanding axisymmetric hole centered at (0, 0) which drives
the coalescence process. The tip begins at r = Rmin and curves to match the slender
ﬁlm at the point r = RE where half the ﬁlm thickness is hE , as shown in ﬁgure 7.1.
In the text that follows we will discuss ﬁrst, the thin ﬁlm (r ≥ RE ), followed by the
rounded tip (Rmin ≤ r ≤ RE ) in the scheme of Munro et al. [11] but with fewer
assumptions in order to cover a greater dynamical range.

7.4.1 Film: Thin ﬁlm Approximation
In order to use the thin ﬁlm approximation, we treat its free-surface height using
the single-valued function z = h(r, t), as shown in ﬁgure 7.1. As the dimensions of
the ﬁlm in r are much larger that those in z, and considering the symmetry across
z = 0, we expand the radial velocity u, and pressure p in even powers of z
u(r, z, t) =u0 (r, t) + u2 (r, t)z 2 + O(z 4 ),

(7.14a)

p(r, z, t) =p0 (r, t) + p2 (r, t)z 2 + O(z 4 ).

(7.14b)
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We substitute these forms into the equation system (7.5a - 7.10) and retain only the
O(1) terms, giving a set of evolution equations for u0 (r, t) and h( r, t). The kinematic
boundary condition, combined with the equation of continuity yields a local mass
conservation equation describing the evolution of h. Dropping the subscript ‘0’ in
the leading order terms, the one dimensional mass conservation constraint may be
written as
∂h 1 ∂
+
(urh) = 0,
∂t
r ∂r

(7.15)

where u(r, t) ≡ u0 (r, t). The momentum equation describing the evolution of u(r, t) ≡
u0 (r, t) is
∂
h(ut + uur ) = h (2H) + 4Oh
∂r






∂
(ru)r
1 u(µh)r
µh
−
,
∂r
r
2 r

(7.16)

where p(r, t) ≡ p0 (r, t), and 2H = (rhr )r /r to the leading order. Here, and in the
text that follows, the subscripts ‘r’ and ‘t’ denote partial derivatives

∂
∂r

and

∂
∂t

re-

spectively, and these notations will be used interchangeably based on representational
convenience. In the one dimensional scheme the viscosity function µ reduces to
s
µ = 2α

n−1

∂u 2  u 2 u ∂u
+
+
∂r
r
r ∂r

.

(7.17)

The thin ﬁlm model is applicable only to the slender sheet lying in the region
r ≥ RE . In this region, equation 7.16 makes it possible to estimate the scales of the
important forces - Inertia (I), Viscous resistance (V ), and Capillarity (C). They may
be written as:
I ∼ huur ,
V ∼ Oh [µh(ur + u/r)]r ∼ Oh αn−1 hunr−1 urr ,
C ∼ hhrrr .

(7.18a)
and

(7.18b)
(7.18c)
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Additionally, for the mass conservation constraint (7.15) to be satisﬁed at the edge
of the sheet, the velocity scale must be
u=

dRE
∼ RE /t at
dt

r = RE .

(7.19)

To satisfy the matching criterion with the rounded tip at RE the thin ﬁlm shape
function h must equal the maximum height of the tip
h = hE

at

r = RE .

(7.20)

7.4.2 Tip: Force Balance
Munro et al. [11] assumed that the ﬁlm solution terminates at r = RE in a
circular cap of (in-plane) radius hE . The large in-plane curvature 1/hE in the tip is
responsible for generating a high pressure in the region, thereby driving the entire
ﬂow ﬁeld within the thin ﬁlm adjacent to it. The ﬂows so generated produce inertial
and viscous contributions which aﬀect the overall shape and other self-similar features
in the entire domain. Although one can obtain accurate matched tip proﬁles using
rigorous asymptotic analysis as done by Eggers [37] for a retracting thread, and by
Howell et al. [36] for a spinning sheet, Munro et al. [11] approximated the leading
R
order eﬀects using the generalized force balance Fnet,tip = ST ip n · T dS. The leading
order force balance over a section of the rim



Du πh2E
∂u u
- - - - - = 1 + hE 2H + 2Oh µ 2
+
Dt 4
∂r
r r=RE

(7.21)

capsulizes the interplay between the driving capillary force (second term) and the
two retarding forces – inertia (ﬁrst term), and viscous resistance at r = RE (second
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term). Equation 7.21 allows for an estimation of scales of the principal forces in the
tip region
Itip ∼ h2E uur ,

(7.22a)

Vtip ∼ Oh αn−1 hE unr ,

and

(7.22b)

Ctip ∼ 1.

(7.22c)

Note that in the estimation of Vtip , we neglect the small capillary contribution to the
net visco-capillary resistance (2Hr=RE  1).

7.5 Radial Scaling
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Figure 7.4.: Simulation results showing scaling of Rmin versus t at Oh = 0.01, and
diﬀerent values of n (= 1, 0.9, 0.8). Thick coloured lines indicate direct simulation
results while the thin black lines follow 1.807 t1/2 . The scaling exponent 1/2 and prefactor 1.807 stay unchanged from the Newtonian prediction after the introduction of
power-law rheology. R0 = 1.0 × 10−5 in all simulations.

When bubbles coalesce in Newtonian ﬂuids, the minimum ﬁlm radius Rmin scales
universally as t1/2 as shown experimentally by Paulsen et al. [10], theoretically by
Keller [9] and Munro et al. [11], and by numerical simulations by Anthony et al.
[12]. For the inviscid case, Keller [9] performed a simple force-balance at the tip
arriving at a pre-factor of (32/3)1/4 ≈ 1.807. This pre-factor was later shown to
remain unchanged for cases with small viscosity (Oh  1) by Munro et al. [11]. Our
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simulations performed at Oh = 0.01 and diﬀerent n ≤ 1 values (see ﬁgure 7.4) show
that the scaling exponent as well as the pre-factor stay unaltered.

7.6 Rounded Tip
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Figure 7.5.: Simulation results showing scaling of utip and ur,tip versus Rmin at Oh =
−1
0.01, and n = 0.9 (green). Results obey the scaling predictions utip ∼ Rmin
and
−2
ur,tip ∼ Rmin (black lines).
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Figure 7.6.: First-principle calculations of the dominant tip forces – Itip (blue), Vtip
(red), and Ctip (black) – for Oh = 0.01 and n = 1.0 (left) and n = 0.8 (right), plotted
against Rmin .
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a transition from the viscous exponent 2 to the inertial exponent 3/2. Results from
three diﬀerent simulations starting from R0 = 10−6 , 10−5 , and 10−4 , respectively have
been superimposed to cover a wide range of Rmin .

Simulations show that the radial velocity in the tip utip scales according to mass
−1
−2
, and ur,tip scales as utip /Rmin ∼ Rmin
.
conservation constraint (7.19) as Rmin /t ∼ Rmin

This is shown for n = 0.8 and 0.9 and Oh = 0.01 in ﬁgure 7.5. Based on these scales,
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we now seek to arrive at a universal scaling law for hE by balancing the dominant
forces in the tip (7.22).

7.6.1 Two Asymptotic Tip Conditions
The capillary force in the tip Ctip which is responsible for driving the coalescence
process is balanced primarily, either by the viscous resistance Vtip at r = RE , or by
the inertia of the tip Itip , or by a combination of both (see equation 7.21). The latter
balance (Ctip ∼ Vtip ∼ Itip ) leads to an inconsistency, and therefore the tip must either
be predominantly viscous (Ctip ∼ Vtip ), or predominantly inertial (Ctip ∼ Itip ).
2n
. In
Balancing scales from (7.22c) and (7.22b) we arrive at the scaling hE ∼ Rmin

their work on the Newtonian case, Munro et al. [11] assumed this condition to be
2
(for n = 1). From the ﬁrst-principles
always true, thereby arriving at hE ∼ Rmin

force balance for n = 1 (see ﬁgure 7.6) we ﬁnd that it is indeed true at small values
of Rmin (see ﬁgure 7.7).
In the inertial tip condition, balancing scales from (7.22c) and (7.22a) we arrive at
3/2

the scaling hE ∼ Rmin . We observe this condition to be always true in our simulations
for n < 1 – ﬁgure 7.6 clearly shows this balance for n = 0.8. Consequently, the hE
scaling shows the inertial exponent of 3/2 for n < 1, whereas the Newtonian limit
(n = 1) shows the viscous exponent of 2.
Combining the scaling for hE with the tip-ﬁlm matching condition (7.20) and
using the self-similarity ansatz in the ﬁlm, we have thus uncovered the universal,
self-similar scaling for half the ﬁlm thickness h. In our simulations, we measure h at
r = RE + Δrtip , where Ltip = RE − Rmin to ensure the measurement always remains
outside of, and adjacent to, the tip. Figure 7.8 is a plot of h versus Rmin for the
Newtonian case (n = 1) with Oh = 0.01. It clearly shows h undergoing a scaling
3/2

2
to the inertial scaling of Rmin at a critical
transition from the viscous scaling of Rmin
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value of Rmin ≈ 4 × 10−4 . We will now discuss the cause of transition and attempt
to theoretically predict the transition point.

7.6.2 Transition Point
4n−3
. Therefore, as Rmin → 0, we see
In the viscous regime, inertia scales as Rmin

than inertia always remains negligible for for 3/4 < n ≤ 1. Therefore, the viscous
condition is true towards the singularity.
As we proceed away from the singularity however, we see that the inertial contribution becomes signiﬁcant (Itip ≈ Ctip ) when Rmin reaches the critical value
tip
Rmin

3(n−1)/2 4 Oh αn−1
√
≈ 1.807
1.807π


2/4n−3
.

(7.23)

We noted above that for a universal scaling law for hE (and therefore, for h) to exist,
either Vtip , or Itip must be dominated by the other two forces in balance, respectively.
Therefore, once the tip transitions into the inertial regime, Vtip must decrease.
(3−4n)/2

In the inertial regime, viscous forces scale as Rmin

indicating that they indeed

fall out of favor as coalescence proceeds for 3/4 < n ≤ 1. In ﬁgure 7.6, observe for n =
0.8 that Vtip undergoes a decrease with an increase in Rmin . If we begin our transition
point analysis from the inertial regime and wind our clock backwards towards the
singularity, we see that the asymptotic point where Vtip ≈ Ctip occurs is the exact
point described by equation (7.23). Therefore it can be said with certainty that (7.23)
is the point where the tip transitions from possessing a primarily viscous character
(as assumed by Munro et al. [11]) to possessing a primarily inertial character. For
n = 1, equation (7.23) predicts the point of transition to be Rmin ≈ 5.09 Oh2 . For
Oh = 0.01, ﬁgure 7.8 shows the transition point for h at Rmin ≈ 4 × 10−4 which
tip
drops
is well in congruence with the prediction. As we reduce n, the value of Rmin

precipitously below numerically accessible values; for example, for Oh = 0.01 and
n = 0.8, the tip transition should take place at Rmin ≈ 10−18 which in a real system
would lie well below the continuum limit. Additionally, equation 7.23 suggests that, as
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we move towards n = 3/4, the transition point will asymptotically drop to Rmin → 0,
3/2

as here h scales as Rmin regardless of the force balance in the tip. Such a criticality has
also been observed for power-law ﬂuids with Oh  1 in the context of singularities
such as thread breakup [27, 30] and ﬁlm rupture [38], as the ﬂow behavior transitions
from that of a slightly viscous state to one representing a purely inviscid state.
Interestingly, as we reduce n further, below 3/4, we see that the tip demonstrates
a complete reversal in character, it is asymptotically inertial as t → 0+ , but now
tip
(7.23). As n is lowered, the contransitions to being viscous once Rmin crosses Rmin

stitutive model (7.7) dictates that viscosity reduction is larger for the same increment
4n−3
→ 0 at the singularity, when n < 3/4, the
in γ̇ , and whereas for n > 3/4, Itip ∼ Rmin

same scaling predicts Itip → ∞ as Rmin → 0+ . While a transition form an inertial tip
to a viscous tip is possible in theory, for it to occur during coalescence, the condition
tip
< 1 must be satisﬁed. Equation (7.23) makes it plain, however, that for
0 < Rmin
tip
> 1 always, and therefore the tip will always be inertial
Oh < 1 and n < 3/4, Rmin
3/2

in these cases, thus implying h ∼ Rmin , and will never show a viscous character.

7.7 Self-similar Solution in the Film
The high capillary pressure in the tip drives ﬂow outward into the relatively quiescent ﬁlm adjacent to the tip. At low Oh values the compressional stress produced
at the tip does not eﬀectively diﬀuse into the ﬁlm and remains strong within a small
boundary layer. The extent of this boundary layer is characterized by a dominant
length scale L which possesses a functional dependence on both, the intrinsic viscous
character (Oh ) of the system, as well as the extent of retraction from the point of
singularity (Rmin ) - Munro et al. [11] show that in the Newtonian limit L ∼ Oh Rmin .
To analyse the generalized case of n ≤ 1, we identify two relevant length scales in
our system that characterize the ﬂow behavior - Lu and Lur (deﬁned in section 7.3.3).
Simulations performed for Oh = 0.01 and n values of 0.8 and 0.9 show that these
length scales are indeed equal for Oh  1. Figure 7.9a plots Lur against Lu for
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Figure 7.9.: (a) Simulation results of Lur plotted against Lu for Oh = 0.8 (orange)
and 0.9 (blue) showing Lur ≈ Lu (black line). (b) Simulation results of Lu plotted
against Rmin for Oh = 0.01 and n = 0.8 (orange), 0.9 (blue), and 1.0 (green) showing
(2/n−1)
the scaling L ∼ Rmin . (c) Simulation results of |ur |max plotted against Rmin for
−2/n
Oh = 0.8 (orange) and 0.9 (blue) showing ur ∼ u/L ∼ Rmin which is a conﬁrmation
of the choice of Lu ≈ Lur as the dominant length-scale L.

these cases and both plots align with Lu (black line), verifying that the two length
scales always remain approximately equal throughout the duration of coalescence.
Therefore, the dominant length scale in this problem is
L ≡ Lu ≈ Lur .

(7.24)

Based on this information, we assume scales for velocity gradients ur ∼ u/L and
−1
urr ∼ ur /L ∼ u/L2 , where u ∼ umax ∼ Rmin
follows mass conservation (7.19). This

allows for a similarity solution where inertia (I) and viscous forces (V ) balance in the
ﬁlm. Balancing the scales of the two forces (7.18a) yields the scaling relationship
2/n−1

L ∝ α(n−1)/n Oh1/n Rmin

2/n−1

∼ Rmin

(7.25)
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Figure 7.10.: Normalized shape (a) and radial velocity (b) plotted against the radial
co-ordinate referenced from Rmin and which is rescaled using the dominant length
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scale Rmin .

which is in excellent agreement with our simulations, as shown for Oh = 0.01 and
n = 0.8, 0.9, and 1.0 in ﬁgure 7.9b. Figure 7.9c provides an a posteriori conﬁrmation
−2/n

of our assumption that ur ∼ u/L ∼ Rmin . Additionally, in the Newtonian limit
(n = 1) the scaling (7.25) reduces to the length scale relation derived by Munro et
al. [11] L ∝ Oh Rmin .
Figure 7.10 plots the normalized z co-ordinate and the normalized radial velocity
2/n−1

u against the radial distance from the tip, normalized using the length scale Rmin ,
at regular multiples of Rmin away from the singularity, for the case with Oh = 0.01,
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and n = 0.9. Both, the shape and velocity proﬁles, converge to a single similarity
solution as we approach the singularity Rmin → 0. The boundary layer ﬂow leads to
a bulge near the tip as the ﬂuid accumulates in this region. Figure 7.11 shows the
2D ﬂow streamlines and velocity contours for Oh = 0.01 and n = 0.9. Note the high
velocities in the tip as compared to those in the ﬁlm, and the unidirectional nature
of the streamlines. Also note that L, marked based on the radial velocity contours –
red (u = umax ) to blue (u = 0.1 umax ) – is markedly longer than twice the tip height
(2 hE ).
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Figure 7.11.: Snapshot of the region near the tip for the case with Oh = 0.01 and
n = 0.9, where the abscissa represents the radial distance from the tip r − Rmin .
Pressure contours are superposed along with the ﬂow streams (black arrows). Inset:
Magniﬁed image of the ﬂows in the self-similar zone where the ﬂows are unidirectional.
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7.8 Breakdown of Unidirectionality

7.8.1 Relation Between L and 2 hE
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Figure 7.12.: Simulations showing the transition from the self-similar regime to
Keller’s regime for Oh = 0.01 and n = 0.85. (a) L (hollow squares) initially scales as
(2/n−1)
3/2
Rmin
(red dashed line) but transitions to 2 hE ∼ Rmin (solid blue line) after the
point where L = 2 hE . Flows near the tip (b) before, and (c) after the transition to
Keller’s regime, plotted on normalized co-ordinates.

Figure 7.11 shows in clear terms that the self-similar ﬂows in the ﬁlm are characterized by a unidirectional ﬂow and a length scale which is larger than twice the
tip height (L > 2 hE ). This ﬂow regime within the ﬁlm holds true independently of
2/n−1

the tip condition mentioned in section 7.6. Therefore, the scaling L ∼ Rmin

may
3/2

2n
coexist, either with the viscous tip hE ∼ Rmin
, or with the inertial tip hE ∼ Rmin ,

depending on whether the transition point (7.23) has been crossed or not.
Figure 7.12a shows L (hollow squares) and 2 hE (solid blue line) plotted versus
Rmin for the case of Oh = 0.01 and n = 0.85. At small times, we see that L follows the
2/n−1

self-similar scaling Rmin

(dashed red line). As L ‘hits’ the solid line marking 2 hE ,
2/n−1

we see it clearly deviating from the dashed line marking Rmin

and instead following

solid line marking 2 hE . Therefore, we can say that the point where L = 2 hE marks a

225

1.SE-05

z

u

stagnation zone
prevents outflow from tip

1500
1350
1200
1050
900
750
600
450
300
150

1 E-05

hE

SE-06

-----r

0 0

1 E-05

2E-05

3E-05

4E-05

r - Rmin
L = 2hE

Figure 7.13.: Snapshot of the region near the tip for the case with Oh = 0.01 and
n = 0.8, where the abscissa represents radial distance from the tip r − Rmin . Pressure
contours are superposed along with the ﬂow streams (black arrows). Inset: Magniﬁed
image of the ﬂows near the tip-ﬁlm cusp showing a stagnation zone, followed by weak
recirculations in the ﬁlm.

departure from the self-similar description given in section 7.7 to a new regime where
3/2

L = 2 hE ∼ Rmin .
From the proﬁles shown in ﬁgure 7.11 it is clear that the tip and the part of the
ﬁlm within a radial distance L from it bulges from continual ﬂuid accumulation; ﬂuid
is preferentially attracted to this area due to the negative in-plane curvatures on the
tail-end of the tip (hereafter referred to as the ‘tail’) as it connects to the thin ﬁlm
downstream. The low-pressure contour is clearly visible on the tail in ﬁgure 7.12b
which is a snapshot before the L = 2 hE condition is met. As the tail matches the
highest point on the tip hE with the far-ﬁeld ﬁlm height ∝ r2 over the radial distance
L − Δrtip , the negative in-plane curvature in this area becomes more severe as hE
continues to grow while L continues to shrink.
When the point L = 2 hE is reached, the bulge (tip + tail) becomes a perfect circle,
hereafter called a ‘blob’. Consequently the sharp cusp connecting the blob to the thin
ﬁlm gains a large negative in-plane curvature. The low Laplace pressure generated
due to this is strong enough to completely arrest the ﬂow of liquid exiting the bulge,
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and leads to a stagnation zone as shown in ﬁgure 7.12c where the L has already hit the
critical scale of 2 hE . The stagnation zone ﬂows ensure that the L = 2 hE condition
is never over-shot and thus preventing overturning of the free-surface, or rupture of
the ﬁlm at this point.

7.8.2 Keller’s Limit
The formation of the stagnation zone is not unprecedented but is reminiscent of
the classical inviscid assumption made by Keller [9]. Keller assumed that at any time
t0 , all the ﬂuid contained within 0 < r < Rmin (t0 ) at singularity (t = 0) accumulates in
a growing toroidal ring of radius Rmin (t0 ). For this to occur, the ﬂuid exiting the blob
must be arrested – this physical eﬀect may only be produced by a stagnation zone
created by the formation of the low-pressure cusp where the blob joins the thin ﬁlm.
Based on this assumption, Keller conducted a simple force balance by equating the
driving capillary force on the blob with its inertia (similar to the inertial tip condition
discussed in section 7.6) to yield the radial scaling
Rmin = (32/3) t1/2 ,

(7.26)

where 32/3 ≈ 1.807, the same exponent obtained for the nearly inviscid case (Oh  1)
of power-law ﬂuids (this work) and Newtonian ﬂuids [11, 12].
Although this was not done by Keller, it is possible to obtain the scaling for hE
by equating the mass gathered by the blob with the volume of a toroidal ring with a
circular cross-section of radius hE (assuming a perfectly circular blob, in 2D)
Rmin
Z (t)

2π r [2 h0 (r)] dr = 2π Rmin (t)[π h2E (t)],

0

(7.27)
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where h0 (r) ≈ r2 is the proﬁle for half the ﬁlm height at t = 0. This yields us the
expression for hE (t)
hE =

1
3/2
√ Rmin
.
2 π

(7.28)

This leads us to an expected conclusion – once the transition to Keller’s regime has
been made the tip, either from the viscous tip condition or the inertial tip condition,
the tip gains, or retains the inertial character, respectively.
We call the condition L = 2 hE , ‘Keller’s limit’, as it is directly linked with the
breakdown of unidirectional ﬂows occurring after the formation of a perfectly circular
blob which connects to the outer ﬁlm forming a low-pressure cusp which attracts a
stagnation zone (ﬁgure 7.12c). To be able to predict this limit, we let ψ(n) be the
pre-factor associated with the scaling for L (7.25). Thereafter, we equate L with
twice the hE obtained from equation 7.28 to obtain the critical value of Rmin
�
√ 2n/(5n−4) 2(n−1)/(5n−4) 2/(5n−4)
KI
Rmin
≈ ψ(n) π
α
Oh

(7.29)

where the transition to Keller’s regime will take place with an inertial tip. The values
KI
, obtained directly from numerical simulations at Oh = 0.01, are
for ψ(n) and Rmin
KI
listed for n = 0.85 is in excellent agreement
listed in table 7.1. The value of Rmin

with our simulation results shown in ﬁgure 7.12a.
KV
which is the limit where a system will undergo
Table 7.1 also lists the limit Rmin
2
the same transition, but with a viscous tip (hE ∼ Rmin
). Balancing L with the hE

scaling for a viscous tip yields
2 −1)/n

KV
Rmin
≈

ψ(n) 1.8072n α(n
2 3(1−n)/2

!n/(2n2 +n−2)
2 +n−2)

Oh(n+1)/(2n

.

(7.30)

tip
KV
and Rmin
Noting the relative values for Rmin
listed in table 7.1 (for Oh = 0.01), it is

clear that the tip transitions from viscous to inertial before Keller’s limit is reached
tip
KV
for all the listed n values except 0.8. Extrapolating Rmin
, for n = 0.85
and Rmin

and 0.9, to diﬀerent Oh values over all Rmin , we see that the balance shifts only at
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extremely low values of Rmin (∼ O(10−22 )) and Oh (∼ O(10−5 )), which is also the
case for Oh = 0.01 and n = 0.8 based on the values listed in table 7.1. As a result,
such direct transitions from viscous tip to Keller’s regime are both, rare over the
parameter space, and diﬃcult to observe numerically.
In the Newtonian limit (n = 1) we see that ψ(n) has a small dependence on Oh;
its value rises from 10.45 (see table 7.1) for Oh = 0.01 to about 13.45 when Oh is
reduced to 0.003. Considering this range of ψ, the critical transition points are
tip
≈ 5.09 Oh2 ,
Rmin

(7.31a)

KV
≈ (19.51 ± 2.45) Oh2 ,
Rmin

and

(7.31b)

KI
Rmin
≈ 300(1.52 ± 0.38) Oh2 .

(7.31c)

The relative magnitude of the exponents indicate that at all 0 < Oh  1 values the
Newtonian limit will display only two transitions – the tip transition from viscous to
inertial (7.31aa) followed by the breakdown of unidirectionality as the transition into
Keller’s limit takes place (7.31cc).
Table 7.1.: Pre-factor and transition points for Oh = 0.01 obtained from 2D simulations for diﬀerent n values.
n
0.80
0.85
0.90
1.00

ψ(n)
174.20
46.20
22.23
10.45

tip
Rmin
1.07 × 10−18
1.60 × 10−9
1.82 × 10−6
5.09 × 10−4

KI
Rmin
0
1.02 × 10−3
5.54 × 10−3
3.43 × 10−2

KV
Rmin
1.08 × 10−22
3.48 × 10−8
1.83 × 10−5
1.71 × 10−3

7.8.3 Lowering n
When we lower n from the Newtonian limit of 1.0 to 0.8, our simulations clearly
2/n−1

show L scaling as Rmin

(7.25) in all cases (see ﬁgure 7.9). At the limit n = 0.8

the exponent 2/n − 1 = 3/2 matches the inertial-tip scaling exponent for hE (7.28).
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Figure 7.14.: Simulation results for the scaling of L plotted against Rmin for the cases
with Oh = 0.01, and n = 0.7 (orange), 0.75 (purple), and 0.8 (red). The scalings are
3/2
juxtaposed with the solid black line representing the Keller scaling of Rmin .

Additionally, from the ψ(0.8) value listed in table 7.1, one can show that the pre-factor
√
for L (ψ(0.8) Oh1/0.8 = 0.55) is approximately twice that of hE (1/(2 π) = 0.28),
therefore indicating that the case n = 0.8 always lies in Keller’s regime L = 2 hE .
Figure 7.14 shows the L scaling obtained from simulations for the cases with
n = 0.7, 0.75 and 0.8 when Oh = 0.01. Juxtaposed is the solid black line marking
2 hE as derived from Keller’s assumption (7.28). Figure 7.14 makes it clear that cases
3/2

n ≤ 0.8 lie in Keller’s regime where L ∼ Rmin , thus making n = 0.8 a critical value
demarcating the existence of a self-similar ﬁlm solution (as detailed in section 7.7)
only for values of n above it.
Although ﬁgure 7.14 shows the exponent to be Keller’s value of 3/2 (L ∼ hE ), it
is of value to point out that for the cases n = 0.7 and 0.75 L > 2 hE . The reason for
this inequality is made clear in ﬁgure 7.15 which shows the shape near the tip along
with the streamlines and µ contours, for the case of n = 0.7 with Oh = 0.01. Here
we see that the blob is no longer a perfect circle, but is instead radially elongated,
showing signs of capillary waves. Observing the viscosity contours, we may conclude
that due to a drastically reduced viscous character the blob is unable to sustain its
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inertia whilst maintaining a circular cross-section. The stagnation ﬂows at the blobﬁlm cusp indicate that despite the inequality between L and 2 hE , this case indeed
satisﬁes Keller’s assumption.

6E-07

z

4E-07

z

μ

5E-08

0.0001369

2E-07

0.00013 ~ /

r

2~~----~--~
-::_-::_-::_-::_-::_-::_-::_-::_-::_-:-::_-::_-::_-::_-::_-::_-::_-::_-::_:_-::_-::_-::_-::_-:_-:_-::_-:_-::_-::_-:_-:_-:_-:_-:_-:_-:_-:.-:_-:_-:_- ' -

-

- - -

~

/

/

-2E-07

0.0001355

0.000136

0.0001365

0.000137

0.0014
0.0012
0.001
0.0009
0.0008
0.0007
0.0006
0.0005
0.0004
0.0003

0.0001375

r
Figure 7.15.: Snapshot of the region near the tip for the case with Oh = 0.01 and
n = 0.7, taken at Rmin ≈ 1.35 × 10−4 . Viscosity contours are shown in the upper
half, while the lower half indicates ﬂow streams. Inset: Magniﬁed image of the ﬂows
near the tip-ﬁlm cusp show stagnation ﬂows, as well as the occurrence of multiple
capillary waves in the ﬁlm.

7.9 Concluding Remarks
In summary, with the aid of full 2D numerical simulations coupled with the thin
ﬁlm theory of Munro et al. [11], we have deduced the full set of regimes as well as their
transition limits for the case of power-law ﬂuids (n ≤ 1) for the nearly inviscid case of
Oh  1. Analyzing the tip condition and the conditions in the thin ﬁlm separately
made it possible to predict the scaling (and geometrical) transitions occurring in each
domain with and without the inﬂuence of conditions in the other domain. Figure
7.16 is the phase-plot showing the diﬀerent regimes and the transition points between
them for the case of Oh  1.
Our 2D simulations showed unequivocally that the scaling Rmin = 1.807 t1/2 remains the same irrespective of the choice of n ≤ 1 or Oh  1. This is unsurprising,
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as this scaling was shown to be true for both inviscid [9] and nearly inviscid [11, 12]
cases in the Newtonian limit (n = 1). As the systematic reduction of n results in the
lowering of viscosity in the receding ﬁlm, thus simply resulting in the increment of
inviscid character.
The tip condition was shown to be of great importance in determining the scaling
for half the ﬁlm thickness h. Munro et al. [11] carried out their scaling analysis
with the a priori assumption of a viscous tip, thereby neglecting the tip inertia.
We observed that the viscous tip condition is not sustained indeﬁnitely throughout
tip
coalescence, but transitions to an inertial condition at Rmin ≈ Rmin
. Numerical

simulations performed for n > 3/4 showed excellent agreement with this prediction.
Additionally, we showed that the tip demonstrates a reversal in character for n < 3/4,
where it is inertial at the singularity and must theoretically transition to being viscous
tip
tip
(7.23). Since, in this limit Rmin
> 1, the transition cannot occur
when Rmin ≈ Rmin

during the course of coalescence, the viscous tip condition is never met when Oh < 1
and n < 3/4.
The dominant length-scale in the thin ﬁlm, identiﬁed from simulations, was used
to estimate radial velocity gradients in the region. This allowed for an inertio-viscous
2/n−1

balance (as in the Newtonian case) which in turn, yielded the scaling L ∼ Rmin .
This scaling, as well as the dominance, was conﬁrmed by our simulations a posteriori
for 0.8 ≤ n ≤ 1 at Oh = 0.01. Simulations further showed a transition from this
scaling to L ≈ 2 hE past the point where the condition L = 2 hE is met. Observing
the 2D ﬂows around the transition point led us to conclude that this is a geometrical
limit caused by the presence of a low-pressure cusp between the tip and the circular
blob. The low-pressure in the cusp attracts a stagnation zone thereby preventing ﬂuid
exit from the growing blob (satisfying Keller’s assumption) as well as disrupting the
purely unidirectional nature of the self-similar ﬂows. We called this ‘Keller’s limit’
and theoretically predicted its point of occurrence based on the inertial tip condition
KI
KV
) as well as the viscous tip condition (Rmin
), the former being signiﬁcantly more
(Rmin

common across the parameter space as well as lying within numerically observable
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tip
limits, the latter being active (occurring before Rmin
) below Oh of O(10−5 ) and Rmin

of O(10−22 ) for n = 0.9 (as an example). We also showed that the direct viscous tip
to Keller’s regime transition (as hinted by Munro et al. [11]) cannot theoretically
occur in the Newtonian limit (n = 1) as the tip transitions to being inertial before
tip
KV
such a transition can take place (Rmin
 Rmin
).

Finally, we lowered n below 0.8 to observe that Keller’s assumption remains satisﬁed throughout the observed coalescence process. This entails that the scaling forms
3/2

Rmin = 1.807 t1/2 , hE ∼ Rmin , and L ∼ hE are satisﬁed for all time for n < 0.8.
Although not discussed in the text, the extension of this argument to Rmin → 0+
runs counter to the fact that the tip condition for 0.75 < n ≤ 0.8 must begin as
KV
, it is clear that this
viscous from the point of singularity. From the form of Rmin

transition can occur only for n & 0.78. As a result, we theoretically predict Keller’s
tip
KV
, Rmin
) for 0.78 < n ≤ 0.8 and at
assumption to be satisﬁed at Rmin = min(Rmin
tip
Rmin = Rmin
for 0.75 < n ≤ 0.78. These transitions are not numerically accessible,

but occur as a natural extension of the theoretical framework supported strongly by
numerical simulations.
In this work we have focused on deciphering the dynamics at the Oh  1 limit.
Munro et al. [11] and Anthony et al. [12] have both reported consistent results in the
Oh  1 limit for the Newtonian case n = 1. They report an altered radial scaling
Rmin = 0.8908 (t/Oh)1/2

(7.32)

in this limit. For this purpose Munro et al. [11], in their theoretical study, assume
the tip to be viscous, and the adjoining ﬁlm to hold the same inertio-viscous balance
tip
(7.23) the former assumption is easily
as the Oh  1 case. Noting the form for Rmin
tip
veriﬁed, as Rmin
∝ Oh2  1 in this limit, although the same cannot be said for n < 1.

Additionally, Munro et al. [11] obtain a longer length scale L ∝ Rmin for Oh  1
indicating a larger spread of the compressional stress. As we reduce n however, we
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expect the limit of Oh  1 to show increasing inertial character which could lend
even more complexity to the dynamics than in the Oh  1 limit, as studied here.
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Figure 7.16.: Phase diagram showing the diﬀerent regimes of bubble coalescence in
power-law ﬂuids when Oh  1. The regimes are marked with distinct colors and a
split notation indicating the tip condition and the ﬁlm condition separately. For the
tip, Tip: V denotes the viscous tip and Tip: I refers to the inertial tip condition.
For the ﬁlm, Film: IVP is the inertial-viscous power-law solution characterized by
unidirectional ﬂow within the ﬁlm, described in section 7.7, whereas Film: K refers
to the Keller regime described in section 7.8.
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8. COALESCENCE OF BUBBLES IN A POWER-LAW FLUID IN THE
ABSENCE OF INERTIA
The Artist is no other than he who
unlearns what he has learned, in
order to know himself.
E. E. Cummings

8.1 Introduction
Coalescence of gas bubbles in a liquid is a problem of suﬃcient ubiquity in nature
and industry. Study of this problem holds tremendous value for understanding natural
processes such as carbon uptake by our oceans due to bubble entrainment [1], as well
as for improving upon existing technologies in chemical and bio-chemical processing
that depend on gas-liquid contact [2] or separation [3]. In this work, we are concerned
wth providing a description of the coalescence between two bubbles inside a liquid
phase.
The contact of two spherical gas bubbles of radius R in a ﬂuid causes the thin
ﬂuid sheet between them to rupture at a point forming a hole with a sharply curved
rim. Surface tension in the rim drives ﬂuid outward causing the hole to grow with
time and the bubbles to coalesce. The axisymmetric retraction of this punctured thin
ﬂuid sheet has garnered increased interest in recent years following the experiments
of Paulsen et al. [4] which revealed the existence of self-similar scaling regimes. Their
experiments, performed for Newtonian liquids over a range of viscosities, demon˜ min of the hole
strated the existence of two scaling regimes wherein the radius R
connecting the bubbles grows with the time after contact t raised to the power 1/2.
˜ c )1/2 , and for liquids of high viscosity
For liquids of low viscosity R̃min /R ≈ 1.71(t/t
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˜ v )1/2 , where tc = (ρR3 /σ)1/2 is the inertio-capillary time scale, and
R̃min /R ≈ 0.87(t/t
˜
is the visco-capillary time scale. Following this work, Munro et al. [5]
tv = µR/σ
utilized thin ﬁlm theory to capture and analyze these regimes theoretically. They
obtained the t1/2 regimes, albeit with slightly diﬀerent pre-factors: 1.807 for low viscosity liquids, and 0.0809 for high viscosity liquids. Full 2D-axisymmetric simulations
performed by Anthony et al. [6] demonstrated excellent agreement with the results
˜ min /R values, and experimental observations at larger
thin ﬁlm theory for small R
values of R̃min /R.
Liquids in real life applications are rarely pure however and frequently contain
dissolved polymers or suspended particulates. In a majority of cases, the ﬂuid has
a non-linear response to imposed strain rate, that is, its local viscosity increases
or diminishes when a ﬁnite deformation rate is applied. In this work, we focus on
liquids which exhibit a lowering of viscosity due to deformation, a relationship which
oftentimes can be expressed as a power-law relation. In study of these ﬂuids, wide
use has been made of the Carreau model [7]
h

�

µ̃ = µ̃0 (1 − β) 1 + α̃γ̃˙

2 i n−1
2

+ µ̃0 β

(8.1)

where µ̃0 is the viscosity of the liquid at zero deformation rate, α̃−1 is the characteristic
deformation rate, γ̃˙ is twice the second invariant of the rate-of-deformation tensor
Γ̃ = r̃ṽ + r̃ṽT , and β is the ratio of the inﬁnite deformation viscosity µ̃∞ to the
zero deformation viscosity µ̃0 . In the limit of high deformation rate α̃γ̃˙  1 and
negligible inﬁnite deformation viscosity β → 0, the Carreau model reduces to the
classical power-law model [8], or the so-called Ostwald de-Wæle relation
µ̃ = µ̃0

h�

α̃γ̃˙

2 i n−2 1

.

(8.2)

In chapter 7 we studied bubble coalescence in nearly inviscid power-law ﬂuids, or
˜ 1/2 .
˜0 /(ρRσ)
those with a µ̃0 yielding a small value of the Ohnesorge number Oh = µ
Here, we deal with power-law ﬂuids in the opposite spectrum, the creeping ﬂow limit
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Oh → ∞. We observe that in this limit the physics of bubble coalescence is selfsimilar and, as opposed to the Oh  1 limit, it is amenable to a local similarity
analysis such as the one carried out in [5].
This chapter is organized as follows. Section 8.2 presents the problem setup and
governing equations. The same section then details the thin ﬁlm model for powerlaw bubble coalescence and the local similarity analysis of the same. We obtain
a new self-similar regime where the scales grow with time based on the power-law
index n and present the theoretical predictions in section 8.3. We perform full 2Daxisymmetric simulations of the bubble-ﬂuid system and show excellent agreement
with theory. Simulations of Carreau ﬂuids are shown to exhibit a transition from the
power-law-dependent regime to the viscous Newtonian regime of Munro et al. (2015)
[5]. Finally, in section 8.3.3 we discuss the modiﬁed dynamics in the ﬁnite Oh  1
limit, or when inertia is weakly present. We show that in the highly viscous limit,
inertia becomes important at small length scales thereby hinting at the presence of
new, hitherto unknown, scaling regimes in these cases.

8.2 Problem Setup and Governing Equations
˜ spherical gas bubbles having
We consider the case of two, equal sized (radius R)
come into contact in an incompressible, isothermal power-law ﬂuid at time t̃ = 0.
The contact process is slow enough not to produce noticeable deviations from the
spherical shape of the bubbles [4]. During the initial slow approach, the bubbles are
separated by a thin sheet of ﬂuid which punctures at contact producing a microscopic
hole connecting the two bubbles (cf. ﬁgure 8.1a). The large in-plane curvature at the
rim of the hole produces a large capillary pressure (inﬁnite at the singularity) locally
which drives ﬂuid outwards, in the +r direction. As a result of this, the hole expands
axisymmetrically, its radius at any time being R̃min (t̃); the expansion process postcontact drives bubble coalescence and the bubbles are said to have fully coalesced
when R̃min /R̃ ∼ O(1).
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Figure 8.1.: Schematic and 2D mesh details.(a) Schematic and mesh at t = 0.
(b) Magniﬁed view of the thin ﬁlm of power-law liquid separating the bubbles at
t = 0. (c) Magniﬁed view of the rim of the axisymmetric hole in the thin ﬁlm (or the
‘tip’ region) at t = 0.

The problem is cast into dimensionless form using the characteristic scales: the
˜ the visco-capillary time-scale tv = µ̃0 R/σ,
˜
length scale lc = R,
and the zero-deformation
viscosity µ̃0 . The pressure of the gas p̃G inside the bubbles is chosen as reference. As
a note, hereafter, symbols appearing without a tilde (˜) are the dimensionless counterparts of the symbols shown with a tilde. The ﬂow in the liquid is governed by the
equation of continuity and the Cauchy momentum equation
r·v =0
Oh−2

Dv
= r · T + fb
Dt

(8.3)
(8.4)

˜ 1/2 is the Ohnesorge number, D/Dt = ∂/∂t + v · r is the
where Oh = µ0 /(ρRσ)
convected time derivative operator, T = −pI + µΓ is the deviatoric stress tensor, and
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fb = 0 is the body force per unit volume. The dimensionless viscosity of the ﬂuid is
given by the dimensionless power-law model
n−1

µ = α2 γ̇ 2 2 .

(8.5)

The bubble-liquid interface ∂ΩF S is described by the free-surface (kinematic and
traction) boundary conditions
n · (v − vs ) = 0,

(8.6)

n · T = 2H n,

(8.7)

where n is the unit normal vector pointing outward from the ﬂuid (cf. ﬁgure 8.1a),
vs is the velocity of the free-surface, and 2H = −rs · n is twice the local mean
curvature of the free-surface. The system is perfectly axisymmetric during the full
duration of the coalescence process and is symmetric across the mid-plane z = 0, and
we may apply the symmetry boundary conditions
n · v = 0 and n · T · t = 0,

(8.8)

where n = −ez on the symmetry plane z = 0 and n = −er on the axis of symmetry
r = 0, and t is the unit tangent, vector to the relevant line or surface of symmetry.

8.2.1 Thin Film Approximation
Munro et al. [5], however, demonstrated that the radially outward ﬂow in the thin
liquid sheet at small Rmin decays over a radial length scale L ∼ Rmin from the curved
rim of the hole (or ﬁlm ‘tip’) and therefore can be eﬀectively described using the
one dimensional thin ﬁlm approximation [9]. The thin ﬁlm approximation, similar in
scheme to the slender-jet approximation in liquid ﬁlaments [10], expands the radial
velocity u and pressure p in powers of the small axial co-ordinate z. The free-surface
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is represented as z = h(r, t), and substitution in the equation set (8.3–8.8), we obtain
evolution equations for u and h



 


∂
(ru)r
∂u
∂u
∂ (rhr )r
1 (µh)r
+4
+u
µh
− u
, (8.9)
Oh h
=h
∂r
r
∂t
∂r
r
2
r
∂r
∂h 1 ∂
+
(urh) = 0,
(8.10)
∂t
r ∂r
−2



where the subscript ()r refers to the partial diﬀerential operator

∂
().
∂r

The dimen-

sionless viscosity function µ(r, t) in the thin ﬁlm is given by

1/2
u2 uur
2
µ = 2α ur + 2 +
r
r

n−1

.

(8.11)

From ﬁgure 8.1c it is clear that the thin ﬁlm approximation is valid over the range
where the in-plane curvature of the free-surface is small, i.e. for r ≥ RE where the
curvature is O(hrr )  1; this does not apply in the tip where the curvature is large,
O(1/hE )  1. Munro et al. [5] expressed the tip as a force boundary condition to
the thin ﬁlm equations (8.9) to (8.11) imposed at r = RE . The generalized boundary
conditions at r = RE therefore become
Oh

2
−2 Du πhE

h

u i
= 1 + hE 2H + 2µ 2ur +
, and
Dt 4
r r=RE
dRE
u(RE , t) =
,
dt

(8.12)
(8.13)

the latter condition arising from the kinematic boundary condition (8.10).
We assume that the bubbles are brought into contact slowly such that the process
is quasi-static. As a result, at contact, the bubbles are perfectly spherical and the
ﬂuid is quiescent. The initial conditions for t → 0+ , and for r  1 become
u(r, t) → 0, and h(r, t) →

r2
.
2

(8.14)
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8.2.2 In the Stokes Limit: Self-similar Analysis
Here, we explore the dynamics in the limit of zero inertia or the Stokes/creeping
ﬂow limit where Oh−1 = 0. Dimensionally, this is equivalent to a a power-law ﬂuid
with zero density ρ̃ = 0 or very large zero-deformation viscosity µ̃0 → ∞. As a result,
the inertial terms in equations (8.4), (8.9) and (8.12) vanish.
In this limit, the tip is perfectly viscous, the ﬂuid within the tip—pulled radially outward by surface tension—encountering purely visco-capillary resistance at
r = RE , according to equation (8.12). At small times, the capillary term 2Hr=RE ≈
[(rhr )r /r]r=RE ∼ 1 is signiﬁcantly smaller than the viscous resistance Vtip ≡ 2µ (2ur + u/r) ∼
t−n , and can be neglected. Here, u ∼ r/t and ur ∼ t−1 are arrived at from equation (8.13). As a result, considering the scales of the terms in the visco-capillary
balance in equation (8.12), we obtain the scaling hE ∼ h ∼ tn . Coupling this with
our knowledge of the geometry from equation (8.14), h ∼ r2 , we arrive at the radial
scaling r ∼ tn/2 . The velocity scale is then provided by the tip condition (8.13) which
gives u ∼ tn/2−1 . We may therefore deﬁne the similarity variables as
r = tn/2 ξ, h = tn H(ξ), and u = tn/2−1 U (ξ),

(8.15)

where H and U are functions of the similarity variable ξ = r/tn/2 . Note that we
recover the scaling relations of Munro et al. [5] in the Newtonian limit. Substituting
the forms (8.15) in the thin ﬁlm model (8.9 - 8.13) yields the self-similar ODEs



U
Mξ Hξ
1U
Uξ
− 2 =−
+
Uξ +
Uξξ +
M
H
2ξ
ξ
ξ
Hξ
n + U/ξ + Uξ
=
,
H
(n/2)ξ − U
where the subscript ()ξ represents the derivative

d
(),
dξ

(8.16)
(8.17)

and M (ξ) is the viscosity func-

tion in similarity space deﬁned as

1/2
U 2 U Uξ
2
M = 2α Uξ + 2 +
ξ
ξ

n−1

.

(8.18)
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In similarity space, the tip lies at ξE = RE /tn/2 . Performing the same substitution in
equations (8.12) to (8.13), the boundary conditions at the tip become

1 + 2HE ME

U
2Uξ +
ξ


= 0, and

(8.19)

n
ξE ,
2

(8.20)

UE =

where HE = H(ξE ), UE = U (ξE ), and ME = M (ξE ). Equation (8.20) leads to a
singularity in equation (8.17) at ξ = ξE . In order to regularize this singularity, the
numerator must vanish at ξ = ξE , thus implying
Uξ (ξ = ξE ) = −3n/2.

(8.21)

Plugging-in values of U and Uξ from equations (8.20) to (8.21) into the tip balance
(8.19), we obtain
1−n
7αn
HE =
and
5n
1
ME = �√
1−n .
7αn
�√

(8.22)
(8.23)

Far away from the singularity (ξ → ∞, or r → ∞), the h and u proﬁles evolve slowly,
over signiﬁcantly longer time-scales, and can thus be described by equation (8.14) to
leading order. Thus, in similarity space, the far-ﬁeld boundary conditions become

H → ξ 2 /2

and

ξ

2−n
n

U (ξ) → 0,

as ξ → ∞.

(8.24a,b)

Expressing U (ξ), in the limit of large ξ, as a power series in the small variable ξ −1 , the
latter condition becomes equivalent to the leading order expression U (ξ) ≈ U∞ ξ −2/n .
The system of ODEs (8.16) to (8.18), second order in U and ﬁrst order in H, subject
to the boundary conditions (8.19) to (8.24b), is perfectly determined and is solved
from ξ = ξE to an arbitrarily large ξ = ξ∞ using the Galerkin/ﬁnite element method
(G/FEM) [11]. We solve equation (8.16) subject to the tip force balance (8.19)
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imposed as a Neumann boundary condition at ξ = ξE , and the far-ﬁeld condition
(8.24b) imposed at ξ = ξ∞ ; equation (8.17) is solved subject to (8.24a) at ξ = ξ∞ .
We solve for the tip position ξE simultaneously using the constraint (8.20). Using
G/FEM, the system of ODEs is ﬁrst converted to a system of implicit simultaneous
algebraic equations, the resultant sparse Jacobian matrix resembling an arrow-like
conﬁguration, which is then solved iteratively using the Newton-Raphson technique
with adequate damping. Each computation begins with the guess ξE = 1 and the
appropriate initial proﬁles. ξ∞ was progressively increased to a value of 10, 000 where
further increase has no more inﬂuence on the solution. Additionally, the solution
is made independent of U∞ by utilizing the invariance of the equations under the
transformation η → λξ, V (η) → λU (ξ), and G(η) → λ2 H(ξ), as done in [5] for the
Newtonian case.

8.2.3 Full 2D-Axisymmetric Simulations
In addition to solving the self-similar ODEs (8.16)-(8.24), we perform numerical
simulations of the full 2D-axisymmetric model equations (8.3) to (8.8) to validate our
results. To obtain the evolution of the pressure p and the velocity ﬁeld v = (u, v)
in the Stokes limit, we impose Oh−1 = 0 and vary α and n. For most results,
α = 1 unless mentioned otherwise. The equations and boundary conditions are solved
using an arbitrary Langrangian-Eulerian (ALE) method of lines (MoL) algorithm
which employs G/FEM [11] for spatial discretization and a ﬁnite-diﬀerence predictorcorrector scheme [12] for time integration. The motion of the free-surface is captured
by using the moving mesh technique described by the elliptic mesh equations of
Christodoulou and Scriven [13]. The simulations begin with a quiescent velocity ﬁeld
v = 0 and a small time-step with the mesh conﬁguration shown in ﬁgure 8.1a-c. More
details on this technique, its implementation, and veriﬁcation and validation tests are
presented in [6, 8, 14]. For all computations in this work, R0 = 10−3 and Z0 = R02 /2.
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8.3 Results and Discussion
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The problem is uniquely described by two dimensionless numbers, the power-law
index n and the characteristic deformation-rate α−1 . In this work we will constrain
our eﬀorts to studying the eﬀect of n and keep α ﬁxed at 1 unless mentioned otherwise.
Figure 8.2a shows the variation in values of ξE for a range of n ≤ 1. The relationship
is non-linear and asymptotically, we observe that ξE ≈ 0.8908n0.24 as n → 1− and
ξE ≈ 0.85n0.043 as n → 0+ . Additionally, ﬁgures 8.2b,c,d perfectly reﬂect the trends
explicit in equations (8.20), (8.22) and (8.23) thereby validating the accuracy of the
numerical implementation. In the Newtonian limit, we recover the established results
of ξE = 0.8908 and HE = 1/5 [5].
The proﬁles of H(ξ) and U (ξ) are plotted in ﬁgure 8.2e-f for a range of n ≤ 1 and
α = 1. It is interesting to note that the shape of the ﬁlm for lower n values shows
the presence of a clearly bulged rim near the tip ξ = ξE , whereas higher n cases show
a monotonically increasing H akin to that in the Newtonian Stokes limit. For the
Newtonian case such bulged rims are observed at small Oh values, occurring over a
short length scale of L ∝ OhRmin , and arise due to the presence of inertia in the ﬁlm.
Inertia being absent in our case, we may conclude that the bulges observed here are
a result of purely power-law behavior. Figure 8.3a-b shows proﬁles for the viscosity
function M over n ranging from 0.1 to 1. The cases n = 0.1 − 0.6 which show an
inﬂection in M also show a bulged rim.
In what cases of n will a bulge be observed? This question can be simply answered
by studying the sign of the shape derivative Hξ at the tip. In the cases where the
bulge is observed, the H proﬁle suﬀers an inﬂection close to the tip such that Hξ is
negative at ξ → ξE whereas it is positive for cases where no bulge is observed. We
ﬁnd that is it easy to obtain a leading-order prediction for the sign of Hξ near the
tip using regular perturbation. In the vicinity of the tip, we deﬁne the small variable
η = ξ − ξE  1, and express the proﬁles H and U in increasing powers of η
H(ξ) = H0 + ηH1 + η 2 H2 + · · ·

(8.25a)

U (ξ) = U0 + ηU1 + η 2 U2 + · · ·

(8.25b)
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where, Hk and Uk (∀ k ∈ Z, k ≥ 0) are constants. Matching at η = 0, clearly H0 =
HE , U0 = UE , and Uξ (η = 0) = U1 , in conjunction with (8.21), gives U1 = −3n/2.
Substituting the expressions into the kinematic boundary condition (8.17) yields the
leading-order expression
Hξ
U2
1
=
−
+ O(η) terms.
H
n
ξE

(8.26)

Now all that is required is an estimate for U2 to be able to predict for what values of
n and α Hξ becomes negative. This is obtained by plugging in the expressions (8.25)
into the momentum similarity equation (8.16). Solving the O(1) problem, we obtain
n
U2 =
ξE



10n + 11
50n − 29


,

(8.27)
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which upon substitution in equation (8.26) yields the result that the bulged rim forms
(or, Hξ < 0) only when n < 29/50 = 0.58 and that this limit is independent of α.
A problem with the leading order prediction is that it loses regularity at n = 0.58
and higher order eﬀects may become important beyond this point. Figure 8.3c plots
the numerically obtained values of Hξ /H at ξ = ξE (green) which reveal that bulged
rims are observed for n . 0.68. It also plots the linear prediction (8.26) which shows
excellent agreement for small n values.

8.3.1 Comparison with 2D Simulations
The theoretical results presented in section 8.3 rely on the validity of the thin ﬁlm
equations in the retracting liquid sheet during the course of coalescence, as well as on
the assumption of the viscous tip, and that h ∼ r2 during the full coalescence process.
As a result, it is important to validate the theory against the full 2D-axisymmetric
simulations, as presented in section 8.2.3, carried out without any special assumptions.
Previously, such validation tests have been successfully performed in the past for
both, drop coalescence [15] and bubble coalescence [5, 6] in Newtonian ﬂuids and
have been shown to provide a rigorous ratiﬁcation of the theoretical assumptions
and simpliﬁcations. Here, we perform simulations for α = 1 and n values ranging
from 0.6 to 0.9. Simulation results, along with the respective overlap with theoretical
predictions are presented in ﬁgure 8.4.
Figure 8.4a plots Rmin against t obtained from 2D simulations, for the four different cases n = 0.6 (magenta), 0.7 (green), 0.8 (blue), and 0.9 (orange), and which
exhibit a perfect overlap with the theoretical predictions (dashed lines) Rmin = ξE tn/2 ,
where ξE = 0.8112 (n = 0.6), 0.8291 (0.7), 0.8486 (0.8), and 0.8693 (0.9). In the simulations, the tip height htip is calculated as the z location of that point on the tip
where ∂h/∂r ≥ 0.05 (see ﬁgure 8.1c). Figure 8.4b shows excellent agreement between
scaling for htip obtained numerically with the theory obtained by balancing viscous
and capillary forces in the tip, for the same n values.
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As the ﬂuid is pushed radially outward by the enormous capillary pressure in
the tightly-curved tip it encounters resistance from viscous and hoop stresses in the
ﬁlm and its velocity drops over a radial length L; in the simulations L is deﬁned
as the radial length over which u drops to 10% of its value at the tip utip [6]. In
agreement with the self-similarity assumption, ﬁgure 8.2c shows that for all cases,
L ∼ Rmin ∼ tn/2 . Due to the validity of this relation alone, our assumptions that
ur ∼ u/r and urr ∼ u/r2 are vindicated and the self-similar analysis holds true in
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the creeping ﬂow limit. This does not hold true in the Oh  1 limit, however, where
2/n−1

L ∼ Rmin , making a self-similar analysis of the same nature impossible to conduct.
A more rigorous comparison between computations and theory is presented in
ﬁgure 8.5a-b where the normalized shape and radial velocity proﬁles for n = 0.7 are
plotted against the normalized radial co-ordinate. Theory and numerics are seen to
perfectly overlap thus providing yet another evidence for the accuracy of the theoretical assumptions. Further, ﬁgure 8.5c shows the normalized shapes for a range of Rmin
spanning two decades. The proﬁles almost perfectly eclipse each other at small Rmin
thus strongly ratifying the self-similar assumption, but begin to diverge far away from
the tip when Rmin ≈ 0.1 as the thin ﬁlm assumption loses validity in those regions.
Figure 8.5d shows the viscosity contours near the tip. The viscosity is relatively
high in the tip, but falls rapidly in the ﬁlm thereafter, only slowly gaining in magnitude
again in the ﬁlm far away from the tip. Streamlines and velocity contours are shown
for the same case in ﬁgure 8.5e. Flow is unidirectional and in the radially-outward
direction, and the contours indicate that u/utip drops to 0.1 over a length of unity.
This further cements the results from ﬁgure 8.4c by showing that L ∝ Rmin with an
order one constant of proportionality.
At early times during coalescence, the rim of the hole recedes at a large speed
utip ∼ tn/2−1 . Due to the small scales of the rim, however, the volume of ﬂuid
displaced to the exterior ﬂuid is minuscule and the bubbles on the macroscopic scale
of 1 seem to be perfectly stationary during the majority of coalescence. Figure 8.5f
shows the shape for the upper (z > 0) bubble at diﬀerent times during coalescence.
At Rmin = 0.256, the macro-scale features of the bubble seem to be identical to the
initial condition. As Rmin increases to around 0.6, however, the receding rim is large
enough to generate suﬃcient velocities in the external ﬂuid, and the bubble shape is
displaced and moves inwards from the top. The pressure contours and streamlines
are shown when Rmin = 1 in ﬁgure 8.5g; the ﬂuid displaced by the rim recirculates to
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the low-pressure top of the bubble causing it to move downwards. The recirculation
also generates a noticeable vortex near the curved free surface of the bubble [16].

8.3.2 Carreau Fluids: Transition from Power-law to Newtonian Behavior
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In all preceding discussions, we have only considered ﬂuids adhering to the ideal
power-law deformation-thinning model (8.5). Real non-Newtonian ﬂuids, however,
exhibit more complex behavior arising out of presence of solutes, polymers, or particulates that exert non-linear microscopic eﬀects during deformation (shear and/or
extension). Carreau ﬂuids, instead described by (8.1), exhibit power-law rheology
only for very high deformation rates and transition into Newtonian behavior when
the deformation rate is relaxed. Here, we describe how bubble coalescence proceeds
in this class of ﬂuids.
In a Carreau ﬂuid, the dimensionless viscosity is given by

 n−1
µ = (1 − β) 1 + α2 γ̇ 2 2 + β,

(8.28)

and a ﬂuid described by this model—as the deformation-rate is increased—will behave
ﬁrst as a Newtonian ﬂuid with viscosity µ̃0 as (αγ̇)2 ≤ 1, then transition to a power-

254
law behavior when (αγ̇)2  1, and ultimately transition again into a Newtonian ﬂuid
but now with a signiﬁcantly lower viscosity βµ̃0 when (αγ̇)2 → ∞. To capture how
such a rheology will aﬀect bubble coalescence dynamics, we perform 2D simulations
using the Carreau model (8.28) in place of equation (8.5). Figure 8.6 shows results for
such a simulation performed for the parameters n = 0.7, α = 5.6 × 10−5 , and β = 0.
At the singularity t → 0+ , when bubble coalescence commences, the deformation rate
is inﬁnite, and as time proceeds, the velocities become progressively smaller and the
deformation rate consequently diminishes. As a result, we expect the liquid in the
ﬁlm to behave as a power-law ﬂuid in the beginning, and at later times, transition
into Newtonian behavior. As the dynamics is well described by the thin ﬁlm model,
it is possible to exactly predict the point of this transition. The deformation rate in
the thin ﬁlm, described in terms of similarity variables is
−1

γ̇(r, t) = 2t



Uξ2

U 2 U Uξ
+ 2 +
ξ
ξ

1/2
.

(8.29)

The maximum value of γ̇ lies at the tip ξ = ξE , and from equations (8.20) and (8.21), it
√
can be estimated to be γ̇max = 7nt−1 . Clearly, γ̇ → ∞ as t → 0 as expected and the
dynamics is dependent on the power-law index n. Then, supposing that the transition
2
≈ 1, we arrive at ttrans ≈ (7α2 n2 )
to Newtonian rheology occurs when α2 γ˙ max

1/2

.

Before this point is reached, the dynamics is perfectly described by the similarity
n/2

solution derived in section 8.2.2 and Rmin,trans = ξE ttrans , therefore giving the result
�
n/4
Rmin,trans ≈ ξE 7α2 n2
.

(8.30)

For the case presented in ﬁgure 8.6 we obtain ξE = 0.1909 and Rmin,trans ≈ 7.7×10−3 .
As expected, in ﬁgure 8.6a, we see that the dynamics begins in the power-law scaling
regime with Rmin = 0.1909 t0.35 (black line), and in excellent agreement with theory,
at around Rmin ≈ 5 × 10−3 the scaling visibly shifts to the n = 1 solution Rmin =
0.8908 t1/2 (blue line). Figure 8.6b plots the viscosity at the tip r = Rmin over
time which directly illustrates this transition in rheology. In addition, the normalized
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shape proﬁles before (Rmin = 1.35 × 10−3 , green) and after (Rmin = 3.70 × 10−2 , light
blue) the transition shown in ﬁgure 8.6 perfectly align with the theoretical proﬁles
obtained by solving the similarity equations for n = 0.7 (black line) and n = 1 (blue
line), respectively, with α = 5.6 × 10−5 in both cases.

8.3.3 Breakdown of the Creeping Flow Regime in the Presence of Small Inertia
So far we have considered bubble coalescence dynamics in the Stokes limit when
Oh−1 = 0 and inertia is absent. This is only an idealized condition, utilized to approximate the conditions in real cases where the net Ohnesorge number is high or
Oh−1 is small but non-zero. This is typically the case when the ﬂuid is either very
viscous (large µ̃0 ) or slightly dense (small ρ̃), or when the bubbles coalescing are very
small (small R̃). Inertia is present in these cases, however, it is not entirely intuitive
whether it would be large enough to aﬀect the coalescence dynamics in any way. For
instance, in the breakup of a thread of a very viscous Newtonian liquid, inertia is
present, but only becomes dominant when the dimensionless thread radius falls below Oh−3.07··· [17, 18]. As a result, inertia will only aﬀect the dynamics if this value
lies suﬃciently above the molecular length scale, where the continuum approximation loses validity, and suﬃciently below the the initial dimensionless thread radius
O(1). A similar analysis needs to be undertaken for bubble coalescence to ascertain
whether, for large Oh, inertia manifests itself during the course of coalescence to
disrupt the inertia-less similarity solution, or remains subdominant and dynamically
unimportant. To answer this question, we estimate the scales of the main forces in
this problem—inertial, capillary, and viscous—using the thin ﬁlm model equations,
in both the ﬁlm and the tip. It is important to note that because the forces scale
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diﬀerently in the two regions, we may expect the solution to break within each region
at diﬀerent times during coalescence.

8.3.3.1 Breakdown of the Film Solution
To understand the inﬂuence of inertia on the dynamics in the ﬁlm region (cf. ﬁgure 8.1c), it is useful to consider equation (8.9) which presents the leading-order force
balance. The three main forces in the ﬁlm evolve with time according to the scales:

∂u
∂u
Inertial ≡ Oh h
+u
∝ Oh−2 t3n/2−2 ,
∂t
∂r


∂ (rhr )r
Capillary ≡ h
∝ tn/2 , and
∂r
r
 


∂
(ru)r
1 (µh)r
Viscous ≡ 4
µh
− u
∝ t−n/2 .
∂r
r
2
r
−2



(8.31)
(8.32)
(8.33)

As the capillary forces are generally small in the nearly-ﬂat ﬁlm we may neglect their
inﬂuence, and limit our consideration to the other two. Knowing the inertial and
viscous contributions, we may deﬁne a ‘ﬁlm Reynolds number’, which quantiﬁes the
dominance of inertia over the viscous forces in the ﬁlm, as
ReF ilm =

Inertial force
∝ Oh−2 t2(n−1) .
Viscous force

(8.34)

This scaling of ReF ilm illustrates several key dynamical features. Firstly, in the Newtonian limit, as ReF ilm ∝ Oh−2 t0 ∼ 1, the similarity solution derived in the absence of
inertia also allows for an inertial-viscous balance where inertia, negligible close to the
tip, is active beyond a large radial distance when r ∝ OhRmin , entering the dynamics as a higher-order correction to the Stokes solution [5]. It is also clear, therefore,
why the scaling Rmin ∼ t1/2 is independent of the presence of inertia, the diﬀerence
arising only from a variation in the pre-factor. Secondly, it is apparent that once we
depart the comforts of the Newtonian limit, the similarity solution is no longer able
to accommodate the presence of inertia and must undergo some transformation into a
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diﬀerent self-similar regime once inertia becomes important. Inertia is absent so long
as ReF ilm is small, but for all n < 1, equation (8.34) shows that its value increases, in
theory, as we turn back time and instead, proceed towards the singularity. Therefore,
if we say that inertia becomes signiﬁcant when ReF ilm ∼ O(1), then the radius below
which inertia becomes signiﬁcant is
n

Rc,F ilm ∝ ξE Oh 2(n−1) .

(8.35)

Figure 8.7 shows the Rmin scaling for the case Oh = 10, n = 0.85 obtained by solving

theory (Oh-1 = 0)

simulation
(n = 0.85, Oh = 10)
10-12

10-10

10-s

1o-6

t
Figure 8.7.: Radial scaling for Oh = 10 and n = 0.85 shows deviation from
creeping ﬂow theory at small Rmin as inertia enters the problem.

the 1D thin ﬁlm model equations (see chapter 9 for details). Here, ξE = 0.8589 and
the breakdown, according to equation (8.35), is expected to occur at Rmin ≈ 10−3 .
The simulation shows excellent agreement with the slope of n/2 prescribed by the
similarity solution at large Rmin but deviates from the scaling around the predicted
transition point. This only serves to demonstrates that in the case of ﬁnite but large
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Oh, inertia is always active in the ﬁlm at the incipience of coalescence Rmin → 0+ but
loses its dominance once the point Rmin ≈ Rc,F ilm is reached, whereafter the dynamics
is described by the inertia-less similarity solution derived in section 8.2.2. As a result,
this hints at the existence of an additional inertia-dominated scaling regime active
when Rmin < Rc,F ilm which simulations reveal has an n-dependent radial scaling
exponent (Rmin ∼ tβ(n) ) such that n/2 < β(n) < 1/2.

8.3.3.2 Breakdown of the Tip Solution
As in the ﬁlm, the entrance of inertia in the problem below or above a critical Rmin
may also occur in the tip region. It is clear from the tip force balance (8.12) that
when Oh−1 = 0, inertia is absent and the driving capillary forces Ctip are balanced
by the viscous forces Vtip such that Ctip ∼ Vtip ∼ 1. In the limit of Oh−1  1,
however, inertia is non-zero, and while the dynamics within the tip is still deﬁned by
a visco-capillary balance, it scales with time according to
Itip ≡ Oh−2

5n−4
Du πh2E
∝ Oh−2 t 2 .
Dt 4

(8.36)

Interestingly, unlike as in the ﬁlm, the inertia in the tip does not necessarily diminish
with time, but exhibits a switch in character about n = 0.8. For the cases with
n < 0.8, inertia decreases with time thereby hinting at an inertial tip regime Itip ∼ Ctip
below a critical Rmin . On the other hand, in cases with n > 0.8 inertia increases with
time and therefore the tip begins in the creeping ﬂow regime and transitions into the
inertial regime above a critical Rmin . Figure 8.8 plots the tip forces evaluated—from
their ﬁrst-principle integral deﬁnitions—during 2D simulations of two cases Oh = 100,
n = 0.6, and Oh = 100, n = 0.85, which clearly show the inertial scaling from (8.36),
the switch in character being starkly apparent. On both sides of n = 0.8, the shift in
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balance from inertial to viscous (n < 0.8) or from viscous to inertial (n > 0.8) occurs
when Itip ∼ O(1) which, from the scaling in equation (8.36), is reached when
2n

Rc,T ip ∝ ξE Oh 5n−4 .

(8.37)

As a result, we can expect cases with n < 0.8 to begin with an inertial tip. The
transition from inertial to viscous will occur as Rmin crosses Rc,T ip . On the other
hand, cases with n > 0.8 will begin as viscous and transition to being inertial once
Rmin satisﬁes the same criterion.
It can be shown, however, that owing to the form of the critical points Rc,T ip
and Rc,F ilm , the inertia-less solution cannot sustain an inertial tip for any value of
0 < n ≤ 1 or Oh > 1. For the inertial tip condition to exist, the tip transition from
viscous must occur after the ﬁlm solution enters the self-similar inertia-less power-law
regime, and before coalescence is complete. For example, in cases with n < 0.8, for
the inertial tip condition to be observed, Rc,T ip > Rc,F ilm . Using the forms from
equations (8.35) and (8.37), we see that this condition can only be met when n < 0,
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which is a contradiction to our assumption that 0 < n ≤ 1. In a similar fashion,
in cases with n > 0.8, the inertial tip is observable only if it emerges before the
coalescence process is complete, i.e., if Rc,T ip < 1. Although, for Oh > 1 and n > 0.8,
2n

it is clearly seen that Oh 5n−4 , and as ξE is of the order of 0.1, Rc,T ip exceeds the limit
of where the thin ﬁlm assumption loses validity (Rmin ≈ 0.1) and the scaling diverges
(cf. ﬁgures 8.4 and 8.5). Therefore, 2D simulations of Oh > 1 cases always show
hE ∼ tn in accordance with the viscous tip condition.

8.4 Concluding Remarks
For the problem of bubbles coalescing in an inertia-less power-law ﬂuid, we performed a local similarity analysis of the thin retracting ﬁlm separating the bubbles
using the 1D model, and obtained self-similar scaling exponents and proﬁles for the
shape, radial velocity, and viscosity functions. Keeping α = 1 ﬁxed, we studied the
trends in the scaling behavior with n . We showed that the rim of the hole separating
the bubbles can bulge for n < 0.68. Whereas bulged rims in the Newtonian limit
are a result of inertia [5, 6], here we showed that the same may occur in the absence
of inertia when n < 1 resulting, instead, from the power-law rheology alone. The
creeping-ﬂow, or Viscous scaling regime predicted by the 1D analysis was veriﬁed
using full 2D axisymmetric simulations for a range of n values. Rigorous comparison of the proﬁles was presented and direct evidence of self-similarity was obtained
from the simulations. The macro-scale motion of the bubbles, occurring only when
Rmin & 0.1, was depicted using shape proﬁles. Additionally, we showed a simulation
of a Carreau ﬂuid exhibiting a transition from the power-law creeping ﬂow regime to
the well-known viscous Newtonian scaling regime [5, 6], and demonstrated how the
theory developed in this paper may be used to accurately predict such a transition.
Finally, we showed that at large Ohnesorge numbers, or in the presence of small inertia, the ﬁlm solution described by the creeping ﬂow regime breaks down and is no
n

longer valid below Rmin ∝ ξE Oh 2(n−1) (8.35). This point was predicted using theory
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and validated by simulation. We showed that the tip may transition from viscous to
inertial but that the transition points lie outside of the validity of the creeping ﬂow
regime, concluding that the tip in the creeping ﬂow regime, for any Oh > 1, will
always be viscous.
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ﬂow regime at ﬁnite Oh  1 for a range of n values. Considering cm-sized
bubbles, the continuum approximation is violated below Rmin = RCA = 10−8 , or
when the hole in the liquid sheet is of the order of 1Å.

Further, assuming that the continuum approximation is compromised below Rmin =
2(n−1)/n

RCA  1, all cases with Oh < OhV ∼ RCA

will display such a transition,

whereas cases with Oh > OhV will only show the creeping ﬂow regime. For cmsized bubbles, we may safely assume the continuum approximation to be violated
below Rmin = 10−8 . The viscous solution will breakdown in these systems only for
Oh < 1016(1−n)/n . Figure 8.9 plots the validity of the creeping ﬂow regime based on
equation (8.35) for a range of n values. This clearly shows the existence of OhV for
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the cases n = 0.8 − 0.9 in the range of Oh shown. Therefore, an important conclusion
of this paper is that for the case of ﬁnite Oh > 1 and n < 1 the creeping ﬂow regime is
not valid at small Rmin and inertia is inﬂuential at small scales. This behavior is unlike that seen in the Newtonian limit, and a worthwhile next step is the investigation
of the unknown inertial regime(s) in this problem.
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9. COALESCENCE OF BUBBLES IN VISCOUS POWER-LAW FLUIDS
Come to the rescue / Of my dead
painting now, and of my honor /
I’m not in a good place, and I’m no
painter.
Michelangelo

9.1 Introduction
Coalescence of gas bubbles in a liquid is a problem of suﬃcient ubiquity in both,
nature and industry. The idealized problem of coalescence of two spherical bubbles
of the same radius R brought into slow axisymmetric contact has garnered increased
interest in recent years following the experiments of Paulsen et al. [1]. The experiments, performed for Newtonian liquids over a range of viscosities, demonstrated
˜ min of the hole connectthe existence of two scaling regimes wherein the radius R
ing the bubbles grows with the time after contact t raised to the power 1/2. For
˜ c )1/2 , and for liquids of high viscosity
liquids of low viscosity R̃min /R ≈ 1.71(t/t
˜ min /R ≈ 0.87(t/t
˜ v )1/2 , where tc = (ρR3 /σ)1/2 is the inertio-capillary time scale,
R
and tv = µR/σ
˜
is the visco-capillary time scale. Following this work, Munro et al.
[2] utilized thin-ﬁlm theory to capture and analyze these regimes theoretically. They
obtained the t1/2 regimes, albeit with slightly diﬀerent pre-factors: 1.807 for low viscosity liquids, and 0.0809 for high viscosity liquids. Full 2D-axisymmetric simulations
performed by Anthony et al. [3] demonstrated excellent agreement with the results
˜ min /R values, and experimental observations at larger
thin-ﬁlm theory for small R
values of R̃min /R.
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Most liquids in real applications where bubble coalescence occurs are not Newtonian, typically containing dissolved polymers, electrolytes, surfactants, or suspended
solid particulates. Whereas a Newtonian liquid has a constant bulk viscosity µ̃, a large
portion of these real liquids display a bulk viscosity that depends on the imposed rate
of deformation. A commonly occurring rheology is that of the deformation-ratethinning variety where the local viscosity undergoes a reduction when the ﬂuid is
subjected to a high rate of deformation. A ideal liquid of this nature is typically
modeled using the Carreau equation
h
� 2 i n−1
2
µ̃ = µ̃0 (1 − β) 1 + α̃γ̃˙
+ µ̃0 β,

(9.1)

where µ̃0 is the viscosity of the liquid at zero deformation rate, α̃−1 is the characteristic
deformation rate, γ̃˙ is half the second invariant of the rate-of-deformation tensor
Γ̃ = r̃ṽ + r̃ṽT , and β is the ratio of the inﬁnite deformation viscosity µ̃∞ to the
zero deformation viscosity µ̃0 . In the limit of high deformation rate α̃γ̃˙  1 and
negligible inﬁnite deformation viscosity β → 0, the Carreau model reduces to the
classical power-law model
µ̃ = µ̃0

h�

α̃γ̃˙

2 i n−2 1

.

(9.2)

In chapters 7 and 8 we highlighted new self-similar scaling regimes and transitions in the limits of small zero-deformation viscosity, and in the creeping ﬂow limit,
respectively. Here, we explore the full range of viscosities and identify several new
regimes in the yet unexplored region of intermediate Oh.

9.2 Problem Setup and Governing Equations
˜ spherical gas bubbles having
We consider the case of two, equal sized (radius R)
come into contact in an incompressible, isothermal power-law ﬂuid at time t̃ = 0.
The contact process is slow enough not to produce noticeable deviations from the
spherical shape of the bubbles [1]. During the initial slow approach, the bubbles are
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Figure 9.1.: Schematic and 2D mesh details.(a) Schematic of the problem showing
two bubbles having just touched and formed a bridge at t = 0. (b) Magniﬁed view
of the thin ﬁlm of power-law liquid separating the bubbles at t = 0 showing the
truncated domain mesh (r ≤ RT ) used for 2D simulations. (c) Magniﬁed view of the
rim of the axisymmetric hole in the thin-ﬁlm (or the ‘tip’ region) at t = 0.

separated by a thin sheet of ﬂuid which punctures at contact producing a microscopic
hole connecting the two bubbles (cf. ﬁgure 9.1a). The large in-plane curvature at the
rim of the hole produces a large capillary pressure (inﬁnite at the singularity) locally
which drives ﬂuid outwards, in the +r direction. As a result of this, the hole expands
axisymmetrically, its radius at any time being R̃min (t̃); the expansion process postcontact drives bubble coalescence and the bubbles are said to have fully coalesced
when R̃min /R̃ ∼ O(1).
The problem is cast into dimensionless form using the characteristic scales: the
length scale lc = R̃, the inertio-capillary time-scale tc = (ρR̃3 /σ)1/2 , and the zerodeformation viscosity µ̃0 . The pressure of the gas p̃G inside the bubbles is chosen
as reference. As a note, hereafter, symbols appearing without a tilde ( ˜ ) are the
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dimensionless counterparts of the symbols shown with a tilde. The ﬂow in the liquid
is governed by the equation of continuity and the Cauchy momentum equation
r·v =0
∂v
+ v · rv =r · T + fb
∂t

(9.3)
(9.4)

where D/Dt = ∂/∂t+v·r is the convected time derivative operator, T = −pI+µOhΓ
˜ 1/2 is the Ohnesorge number, and fb = 0
is the Cauchy stress tensor, Oh = µ
˜0 /(ρRσ)
is the body force per unit volume. The dimensionless viscosity of the ﬂuid is given
by the dimensionless power-law model

 n−1
µ = α2 γ̇ 2 2 .

(9.5)

The bubble-liquid interface ∂ΩF S is described by the free-surface (kinematic and
traction) boundary conditions
n · (v − vs ) = 0,

(9.6)

n · T = 2H n,

(9.7)

where n is the unit normal vector pointing outward from the ﬂuid (cf. ﬁgure 9.1a),
vs is the velocity of the free-surface, and 2H = −rs · n is twice the local mean
curvature of the free-surface. The system is perfectly axisymmetric during the full
duration of the coalescence process and is symmetric across the mid-plane z = 0, and
we may apply the symmetry boundary conditions
n · v = 0 and n · T · t = 0,

(9.8)
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where n = −ez on the symmetry plane z = 0 and n = −er on the axis of symmetry
r = 0, and t is the unit tangent, vector to the relevant line or surface of symmetry.

9.2.1 Full 2D-Axisymmetric Simulations
We perform numerical simulations of the full 2D-axisymmetric model equations (9.3)
to (9.8) over the truncated domain shown in ﬁgure 9.1b. The truncated domain technique for bubble coalescence is described in detail in chapter 7 and [3]. For the ﬁxed
initial condition shown in ﬁgure 9.1, the evolution of the pressure p and the velocity
ﬁeld v = (u, v) depend on Oh, α and n of the system. Here, we ﬁx α = 1 and study
the dynamics in the Oh-n parameter space. The equations and boundary conditions
are solved using an Arbitrary Langrangian-Eulerian (ALE) method of lines (MoL) algorithm which employs the Galerkin Finite Element Method (G/FEM) [4] for spatial
discretization and a ﬁnite-diﬀerence adaptive predictor-corrector scheme [5] for time
integration. The motion of the free-surface is captured by using the moving mesh
technique described by the elliptic mesh equations of Christodoulou and Scriven [6].
The simulations begin with a quiescent velocity ﬁeld v = 0 and a small time-step
with the mesh conﬁguration shown in ﬁgure 9.1a-c. More details on this technique,
its implementation, and veriﬁcation and validation tests are presented in chapter 7
and in [3, 7, 8].

9.2.2 Thin Film Approximation
For the case of bubles coalescing in a Newtonian ﬂuid, Munro et al. [2] demonstrated that the radially outward ﬂow in the thin liquid sheet at small Rmin decays
over a radial length scale L ∼ Rmin from the curved rim of the hole (or ﬁlm ‘tip’)
and therefore can be eﬀectively described using the one dimensional thin-ﬁlm approximation [9]. The thin-ﬁlm approximation, similar in scheme to the slender-jet
approximation in liquid ﬁlaments [10], expands the radial velocity u and pressure p in
powers of the small axial co-ordinate z. The free-surface is represented as z = h(r, t),
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and substitution in the equation set (9.3–9.8), we obtain evolution equations for u
and h
∂
h(ut + uur ) = h (2H) + 4Oh
∂r
∂h 1 ∂
+
(urh) = 0,
∂t
r ∂r






∂
(ru)r
1 u(µh)r
µh
−
,
∂r
r
2 r

(9.9)
(9.10)

where the subscript ()r refers to the partial diﬀerential operator

∂
().
∂r

The dimen-

sionless viscosity function µ(r, t) in the thin ﬁlm is given by

1/2
u2 uur
2
µ = 2α ur + 2 +
r
r

n−1

.

(9.11)

From ﬁgure 9.1c it is clear that the thin ﬁlm approximation is valid over the range
where the in-plane curvature of the free-surface is small, i.e. for r ≥ RE where the
curvature is O(hrr )  1; this does not apply in the tip where the curvature is large,
O(1/hE )  1. Munro et al. [2] expressed the tip as a force boundary condition to
the thin-ﬁlm equations (9.9) to (9.11) imposed at r = RE . The generalized boundary
conditions at r = RE therefore become



Du πh2E
∂u u
+
, and
= 1 + hE 2H + 2Oh µ 2
Dt 4
∂r
r r=RE
dRE
u(RE , t) =
,
dt

(9.12)
(9.13)

the latter condition arising from the kinematic boundary condition (9.10).
We assume that the bubbles are brought into contact slowly such that the process
is quasi-static. As a result, at contact, the bubbles are perfectly spherical and the
ﬂuid is quiescent. The initial conditions for t → 0+ , and for r  1 become
u(r, t) → 0, and h(r, t) →

r2
.
2

(9.14)
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9.2.3 1D Thin Film Simulations
The full 2D-axisymmetric simulations are time intensive, computationally expensive, and diﬃcult to converge for R0 values smaller than 10−5 in most cases of n and
Oh. From previous studies on bubble coalescence in power-law ﬂuids (see chapters 7
and 8), it is clear that the entire dynamics is conﬁned to the tip and a small portion
of the thin ﬁlm, but the ﬂuid in the far-ﬁeld remains more or less quiescent throughout. This is the major reason for the success of a computation-saving strategy, the
truncated domain, in 2D simulations presented here and in other prior works [3].
Here, to further speed-up numerical simulations of bubble coalescence, we instead
solve the 1D thin ﬁlm model from section 9.2.2 over the same, truncated domain as
the 2D simulations R0 ≤ r ≤ RT , and show excellent agreement with results from the
2D-axisymmetric simulations but with order of magnitude smaller processing times.
As in the 2D simulations, we utilize G/FEM for spatial discretization and a ﬁnitediﬀerence adaptive predictor-corrector method for time stepping. We solve the system
of equations (9.9) to (9.14), for the axial velocity u(r, t) and ﬁlm height h(r, t) proﬁles,
over a one dimensional mesh with N E quadratic elements and N N = 2N E + 1
node points. The problem is reformulated such that the highest spatial derivative
appearing in the strong form of the equations is second order. This is accomplished
by introducing a new variable Ω [11] which is obtained by solving the equation
Ω − hr = 0.

(9.15)
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The unknowns h(r, t), u(r, t), and Ω(r, t) are represented by interpolating functions
belonging to a set of C 0 basis functions φi (r), such that they may be expanded in a
series form
h(r, t) =

u(r, t) =

NN
X
i=1
N
N
X

hi (t)φi (r),

(9.16)

ui (t)φi (r), and

(9.17)

Ωi (t)φi (r),

(9.18)

i=1

Ω(r, t) =

NN
X
i=1

wherein hi (t), ui (t), and Ωi (t) are the unknown coeﬃcients at the ith node, to be
determined. The Galerkin weak form of the equations (9.9), (9.10) and (9.15) is
obtained by weighting each equation by the basis functions φi (r) and integrating
the resulting expressions over the full domain. At the tip r = RE , the ﬁlm height
hE = h(r = RE (t), t) is related to the retraction velocity uE = u(r = RE (t), t); the
relation is governed by the tip force balance (9.12). Upon integrating the momentum
equation by parts, it is observed that (9.12) can be naturally imposed at the tip node
i = 1 in the G/FEM formulation as a Robin boundary condition. The weak form
is then transformed to a ﬁxed isoparametric coordinate system 0 < η < 1 by the
N
N
P
isoparametric mapping r =
ri φi (η) where ri denotes the location of the ith node
i=1

[4]. Additionally, in this problem, the position of the tip RE is unknown a priori,
and must be solved for during every iteration. This is achieved by solving the volume
conservation equation
ZRT
2πrhdr − V (t = 0).

RV C =

(9.19)

RE

During the course of a simulation, as the ﬁlm retracts and RE (t) grows with time,
the domain length and nodal positions ri change with time. Our simulations allow
for this by setting a graded initial mesh at t = 0 and allowing the nodes to move
proportionally to the motion of the tip based on their relative locations at t = 0 [11].
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To account for the motion of the mesh points, moving at a velocity um , the time
derivatives are corrected according to
d
∂
∂
=
+ um .
dt
∂t
∂r

(9.20)

Hereafter, we represent the total time derivative d/dt( ) by an overdot (˙), and the
partial time derivative ∂/∂t( ) by the subscript ( )t . The 1D simulations are benchmarked with the reliable 2D model and show near-perfect agreement over the full
range of Oh and n in the Rmin range below 0.01 whereafter the thin-ﬁlm assumption
loses validity.

9.3 Results and Discussion

9.3.1 Recapitulation of Studies Carried Out in the Asymptotic Limits of Oh  1 and Oh  1
In chapter 7 we analyzed the bubble coalescence dynamics which occur when
Oh  1. Here, the ﬂuid may be considered nearly inviscid and inertia has a large
inﬂuence on the scaling behavior and the shape of the interface. We showed that
regardless of the value of n, the radius of the inter-bubble circular gap Rmin scales
according to the inviscid scaling law of Keller [12] where Rmin = 1.807t1/2 . The
dynamics may be considered separately within the tip and within the ﬁlm as their
character is governed by diﬀerent equations, (9.12) and (9.9), respectively. Cases with
n < 3/4 begin with an inertial tip where h ∼ t3/4 , whereas those with n > 3/4 being
with a viscous tip which leads to h ∼ tn . In the latter case, the viscous tip may transition to an inertial tip, the transition occurring at the point where Rmin ∼ Oh2/(4n−3) .
The velocity ﬁeld within the ﬁlm is self-similar, governed by an inertial-viscous bal2/n−1

ance which takes place within a small radial length scale LIV ∝ Oh1/n Rmin

in the

region of the ﬁlm directly adjoining the tip. This is characterized by a unidirectional,
outwardly radial ﬂow, from the tip into the far ﬁeld. This unidirectionality breaks
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down when LIV ≈ 2hE , where hE is the maximum height of the tip. At this stage, a
low-pressure cusp forms where the tip joins the ﬁlm which attracts a stagnation zone
such that all ﬂuid swept during retraction is accumulated in the tip and capillary
waves appear on the ﬁlm; the system thus enters what we call the Keller regime of
bubble coalescence [12]. This transition occurs from an inertial tip case with n > 5/4
when Rmin ∼ Oh2/(5n−4) . Coalescence in cases with n ≤ 5/4 in the limit of Oh  1
begins and ends in the Keller regime.
As the Oh  1 solutions are characterized by large bulged tips (or rims) attached
to signiﬁcantly thinner ﬁlms and a radial length scale not proportional to Rmin they
resist subjection to a local scaling analysis of the thin ﬁlm model equations as performed by Munro et al. [2], and would require a sophisticated theoretical analysis
such as the asymptotic matching carried out by Eggers for retracting threads [13].
This is, however, not a limitation for bubble coalescence in the creeping ﬂow limit
Oh → ∞ and a local scaling analysis, presented in chapter 8, is suﬃcient to predict
the full range of dynamics. In this limit, the tip is viscous which gives h ∼ tn . The
ﬁlm solution is inertia-less, the dominant length scale is LV ∝ Rmin , and the radial
scaling in this limit is Rmin = ξE (t/Oh)n/2 . The scaling and self-similar proﬁles obtained theoretically are perfectly reﬂected by simulations of the full 2D axisymmetric
model until the point when Rmin ≈ 0.1, whereafter the slenderness criterion in the
ﬁlm is violated. In the presence of slight inertia, i.e. when Oh  1, however, bubble
coalescence does not begin in the viscous regime, instead displaying an n-dependent
radial scaling exponent larger than n/2, and only transitions to the viscous solution
n --

once Rmin ∼ Oh 2(n−1) is crossed. Assuming that the continuum approximation is
2(n−1)/n

compromised below Rmin = RCA  1, all cases with Oh < OhV ∼ RCA

will

display such a transition, whereas cases with Oh > OhV will only show the viscous
regime. This last result provides us a starting point as we investigate the behavior
in the intermediate range of Oh which stretches from approximately 0.1 to OhV . For
simplicity, we refer to this range as Oh ≈ 1 as the assumptions inherent in the Oh  1
and Oh → ∞ limits fail to apply here, and based on aforementioned studies, we ex-
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Force balance
Tip: Visco-capillary
Tip: Inertio-capillary
Film: I ∼ V
Film: Inviscid
Film: Creeping ﬂow

Symbol

Regime name

VT
IT
IV P
K
VP

Viscous tip
Inertial tip
Inertial-Viscous-Power-law solution
Keller’s solution
Viscous Power-law solution

Table 9.1.: List of symbols representing scaling regimes in bubble coalescence based
on the dominant force balance in the tip and ﬁlm.

pect inertia to be important at the incipience of coalescence and to lose dominance
as time progresses.

9.3.1.1 Nomenclature of Regimes in Bubble Coalescence

As observed, power-law bubble coalescence shows a complex array of scaling
regimes and transitions, with each regime involving separate dominant force balances
in the tip and the ﬁlm regions, a combination of which sets the scaling exponents and
pre-factors. It is thus important to classify them with an appropriate nomenclature
which sets each apart and appropriately describes the underlying physics. Here, we
resort to using a fractional naming system with the tip force balance represented by
the numerator and the ﬁlm solution represented by the denominator. The symbols
used to denote the individual force balances are listed in table 9.1. Thus, as an example, the regime seen in Oh  1 limit with an inertial tip and inertial-viscous ﬁlm
is represented as
IT ← Inertial tip
IV P ← Inertial-Viscous-Power-law solution in the ﬁlm

(9.21)

Using this naming scheme, the full set of regimes and their transitions are represented
as a phase map over the full Oh − n space in ﬁgure 9.2. The regimes are shown using
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Figure 9.2.: Phase diagram of regimes and transition in power-law bubble
coalescence highlighting results in the limits of Oh  1 and Oh → ∞. Scaling
regimes are represented by colors and transitions between them are denoted by dotted
lines.

distinct colors and the observed transitions between are represented using dotted
lines. For brevity, the limit Oh  1 is represented as ‘Oh < 1’ in the header and
shows the scaling regimes and transitions numerically exposed in chapter 7. As Oh is
increased to around 0.1, the regimes and transitions still appear, albeit with slightly
modiﬁed pre-factors, not unlike the behavior seen in the Newtonian limit in the space
of Oh ≈ 1 [3]. Thus, while the Oh  1 description still applies it loses its strictness as
we slowly transition into the Oh ≈ 1 limit; more clariﬁcation of the scaling behavior in
this limit is provided in the sections that follow. Figure 9.2 thus eﬀectively represents
the state of our current understanding; the region shown in white is the subject of
our study in this paper.
For cm-sized bubbles, the continuum assumption is most likely violated when
˚ This sets our lower
Rmin = 10−8 or in dimensional terms, we reach the scale of 1A.
bound for Rmin whereas the upper bound is set by when the viscous regime appears,
as it is always the ﬁnal regime of coalescence, or when the slenderness assumption
is no longer valid in the ﬁlm which occurs when Rmin is greater than approximately

277
10−2 . Figure 9.3a shows the radial scaling for the case Oh = 10 and n = 0.85 for this
full range of Rmin . As per expectations, the ﬁnal regime of bubble coalescence is the
viscous regime where scaling shows the slope of n/2 = 0.425 (black line), and this
breaks down at lower Rmin values. Most interestingly, closest to the singularity the
radius displays a 1/2 scaling with the inviscid pre-factor 1.807 in accordance with our
study of Oh  1 systems. This is the initial regime of bubble coalescence in a viscous
(Oh ≈ 1) power-law ﬂuid and inertia has a noticeable inﬂuence on the dynamics.
Between the initial and the ﬁnal regime lies a zone of several decades in time where
Rmin scales as tβ where n/2 < β < 1/2.
a 10- . - - - - - - - - - - - - ---:;,7ii
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Figure 9.3.: Evolution of scales for the case Oh = 10 and n = 0.85. Radial (a)
and axial (b) scaling indicate that the dynamics begin in an inertial regime (black
line) an terminate in the viscous regime (blue line).

In the text that follows we undertake a detailed numerical study of each of these
regimes and of the transition between them. We begin with the initial regime in
section 9.3.2, followed by a discussion on the ﬁnal regime at ﬁnite Oh in section 9.3.3.
We then demonstrate on how the system exits the initial regime in section 9.3.2.3 and
enters the intermediate regime with unknown radial scaling exponent β(n), which
is described in section 9.3.4. The discussion concludes with an elaboration on the
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transitions between the diﬀerent regimes and the development of a comprehensive
regime map in the full parameter space presented in section 9.3.5.

9.3.2 The Initial Regime Of Bubble Coalescence
b
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c
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Figure 9.4.: Radial scaling in the initial regime of bubble coalescence. (a-c)
Simulation results for Oh = 10 and n = 0.6 (a), n = 0.65 (b), and n = 0.7 (c) plotted
against Keller’s inviscid theory Rmin = 1.807t1/2 (black lines).

At the incipience of bubble coalescence, moments after the liquid sheet separating
the two bubbles has ruptured, liquid is forced radially outwards from the rim at almost
inﬁnite speed utip (t → 0+ ) → ∞ giving rise to near inﬁnite deformation rates in the
ﬂuid in its vicinity. The viscosity of the ﬂuid in the locality thus drops signiﬁcantly
below µ̃0 in accordance with equation (9.2) when the ﬂuid is a power-law ﬂuid n < 1.
The weakening of viscous forces in this manner allows inertia to be important in
the early moments of bubble coalescence and therefore the initial dynamics for when
Oh ≈ 1 closely resemble those seen in Oh  1 systems (see chapter 7). The radial
scaling is unmistakably identical to the inviscid relation derived by Keller [12]
Rmin = 1.807 t1/2 .

(9.22)

Figure 9.4 shows the Rmin scaling obtained from simulations of the cases Oh = 10
and n = 0.6 (a), n = 0.65 (b), and n = 0.7 (c), residing in this regime; the scaling

279
is noticeably insensitive to variations in n or Oh . At this point it would be logical
to assume that this regime is identical to the inertial-viscous (IV) regime seen in
Oh  1 systems, although as noted in chapters 7 and 8 the radial scaling is not
a unique identiﬁer of the conditions in the ﬁlm or the tip and a full identiﬁcation
requires an understanding of the scaling behavior of the tip/ﬁlm height h and the
dominant length scale in the ﬁlm L. The former is governed by the force balance in
the tip (9.12) whereas the latter is decided by the dominant force balance in the ﬁlm
(9.9).

9.3.2.1 Tip Force Balances And Axial Scaling
Capillary forces drive the radially outward ﬂow in the tip, and this motion is resisted
by either viscous or inertial forces as the ﬂuid enters the ﬁlm. Therefore, the tip may
be described by either a dominant visco-capillary balance, or a dominant inertiocapillary balance. The forces in the tip may be estimated from the force balance
equation (9.12). Considering that Rmin ∼ t1/2 in this regime, and assuming the
scaling h ∼ tδ the tip forces scale as
Itip ∼ h2 uur ∼ t2δ−3/2 ,

(9.23a)

Vtip ∼ Ohhunr ∼ Ohtδ−n , and

(9.23b)

Ctip ∼ 1.

(9.23c)

For a predominantly viscous tip, the dominant force balance Vtip ∼ Ctip ∼ 1 yields
the value δ = n. On the other hand, for an inertial tip, where Itip ∼ Ctip ∼ 1, we get
δ = 3/4.
Coalescence in cases with n > 3/4 begins with a viscous tip and undergo a transition to an inertial tip once the critical point Rmin = RT ip is crossed, whereas the reverse is true for cases with n < 3/4 – they begin with an inertial tip and transition into
a viscous tip when Rmin = RT ip is crossed. The ﬂip in transitions may be evidenced
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4n−3
by observing the scaling of Itip under the viscous tip condition Itip ∼ t2n−3/2 ∼ Rmin
.

In the case of n < 3/4 with a viscous tip, Itip increases as we move towards the
singularity thereby hinting at the presence of an inertial tip at lower Rmin values. On
the other hand, for n > 3/4 with a viscous tip, Itip increases as we move away from
the singularity thus indicating that the viscous to inertial transition is imminent as
coalescence proceeds. This ﬂip in behavior was shown by plotting the tip force scales
directly from 2D simulations for cases n = 0.6 and n = 0.85, both with Oh = 100, in
chapter 8. We note that the same argument may be developed by instead considering
the scaling of Vtip under the inertial tip condition.

R min = 3.4 ×10 -4

hE

slope = 0.6
slope = 3/4

inertial tip

viscous tip

t
Figure 9.5.: Scaling for tip height hE showing inertial tip to viscous tip
transition. Simulation results for Oh = 10 and n = 0.6 plotted against theoretical
prediction from inertial tip (slope = 3/4, blue) and viscous tip (slope = n, black). The
cross-over from inertial tip to viscous tip occurs at t = 1.9 × 10−8 which is equivalent
to Rmin = 3.4 × 10−4 (cf. ﬁgure 9.4a).
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The transition point RT ip is obtained either by conducting the balance Itip ≈ 1 for
a viscous tip or by conducting Vtip ≈ 1 for an inertial tip. Both balances, performed
with a rigorous evaluation of the forces from (9.12), yield the common relation
3(n−1)/2 4Ohαn−1
√
≈ 1.807
1.807π


RT ip

2/(4n−3)
.

(9.24)

Considering that the full range of coalescence dynamics occurs within 0 ← Rmin < 1,
equation (9.24) can be directly used to show that for Oh < 1, cases with n < 3/4 will
always display an inertial tip, and cases with n > 3/4 will show a viscous to inertial
transition before coalescence is complete Rmin < 1. By a similar argument, it can
be shown that for Oh > 1, cases with n < 3/4 will display an inertial to viscous tip
transition, whereas the tip will always be viscous for cases with n > 3/4. Figure 9.5
shows the scaling for the tip height hE ∼ h plotted against Rmin obtained from 2D
simulations of the case n = 0.6 and Oh = 10. The trend begins with hE ∼ t3/4
(inertial tip) and transitions to hE ∼ tn (viscous tip), the transition taking place
at Rmin = 3.4 × 10−4 in excellent agreement with equation (9.24) which predicts
RT ip = 3.01 × 10−4 . A similar numerical validation of equation (9.24) for a viscous to
inertial tip transition taking place in a case with Oh < 1 and n > 3/4 was presented
in chapter 7.

9.3.2.2 Dynamics In The Film

As the ﬂuid exits the tip and encounters the relatively slow-moving ﬂuid in the
ﬁlm its motion is hindered by viscous forces and loses its momentum. This can be
clearly seen in ﬁgure 9.6a showing the typical proﬁles for the shape h, radial velocity
u, the radial velocity gradient ur , and the local Reynolds number Relocal in the ﬁlm
close to the tip obtained from a 2D simulation of n = 0.65 and Oh = 10. The proﬁle
for u is nearly ﬂat over a radial distance from the tip after which it precipitously
drops to a small, nearly-zero value; as expected, ur is small over the same radial
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Figure 9.6.: Film dynamics and important length scales. (a) Typical normalized
proﬁles for the shape h(r) (top), radial velocity u(r) (second from top), radial velocity
gradient ur (r) (third from top), and local Reynolds number Relocal (bottom) extracted
from simulation of case Oh = 10, n = 0.6, and plotted against the radial distance
from the tip r − Rmin normalized using LF = utip /|ur |max . The two important length
scales Lu and Lur are marked. (b) Lu obtained from simulations at Oh = 0.01 with
n = 0.8, 0.9, and 1 scale according to (9.26). INSET: Lu obtained from simulation of
case Oh = 10 and n = 0.7 visibly deviates from the same.

extent and undergoes a peak when u drops. As noted in chapter 7 we can deﬁne two
important length scales. First is the length scale over which the radial velocity drops
from its maximum value at the tip utip =

dRmin
dt

to a tenth of that value in the ﬁlm

Lu = ru=0.1utip − Rmin . Second is the radial length from the tip over which ur reaches
its peak value Lur = r|ur |max − Rmin . We can extract the values of Lu and Lur from
simulations, and by observing how they scale with time we can estimate the dominant
force balance in the ﬁlm.
In chapter 7, for Oh  1 we showed that the dominant length scale L ∼ Lu ∼ Lur
which allowed us to estimate the scales ur ∼ u/L, urr ∼ u/L2 , and hrrr ∼ h/L3 .
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The scale of forces, inertial, viscous, and capillary, in the ﬁlm can then be directly
evaluated from the thin ﬁlm equation (9.9) as
IF ilm ∼ huur ∼ hu2 L−1 ,

(9.25a)

VF ilm ∼ Ohαn−1 hun−1
urr ∼ Ohαn−1 hun L−(n+1) , and
r

(9.25b)

CF ilm ∼ hhrrr ∼ h2 L−3 ,

(9.25c)

respectively. The kinematic boundary condition (9.10) gives us the scale for u ∼
Rmin /t ∼ t−1/2 . Balancing inertia and viscous forces in the ﬁlm IF ilm ∼ VF ilm therefore yields the scaling relation
L ≡ LIV ∼ α(n−1)/n Oh1/n t1/n−1/2 .

(9.26)

Scaling for Lu and Lur obtained from simulations for Oh  1 and a range of n
values was shown to be in excellent agreement with equation (9.26) and the ﬁlm
proﬁles were shown to be self-similar upon normalization of radial distance from the
tip with L from equation (9.26), thereby conﬁrming both, the choice of length scale,
and the dominant inertial-viscous force balance. Figure 9.6b shows Lu scaling from
simulations for Oh = 0.01 and n = 0.8, 0.9, and 1 which are in excellent agreement
with equation (9.26). On the other hand, Lu for the case of n = 0.7 and Oh = 10
(see INSET), clearly deviates from the expected scaling. Therefore, the ﬁlm solution
in the case of Oh ≈ 1 noticeably diﬀers from that in the Oh  1 limit.
An important point of distinction between the Oh  1 studies showing Lu ∼
t1/n−1/2 and the Oh ≈ 1 studies showing otherwise, is that the tip in the former
cases is inertial whereas it is viscous in the latter cases. When the tip is inertial,
ReT ip = IT ip /VT ip is large and the ﬂow entering the ﬁlm already has suﬃcient inertia
to balance the resistive viscous stresses in that zone. Thus the I ∼ V balance occurs
directly adjoining the tip over the length scale of Lu ∼ LIV , which explains trends
from ﬁgure 9.6b.
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Figure 9.7.: Length scales in the initial regime of bubble coalescence. Simulation results for Oh = 10 with n = 0.6, 0.65, and 0.7: (a) Evolution of Lu with time
obeys the scaling for LBL . (b) Evolution of LF with time obeys the scaling for LIV .

On the other hand, when the tip is viscous, ReT ip → 0 and inertia is negligible.
Therefore, creeping ﬂow conditions exist in the tip and the adjoining region of the
ﬁlm. However, in a manner similar to the entry of inertia at large distances from
a small moving particle [14], inertia becomes important once the ﬂuid has traversed
a certain radial extent from the tip. From ﬁgure 9.6a it is clear that there exists
a boundary layer of extent Lu adjoining the tip where u/utip ∼ 1 is constant and
ur /ur,max  1 except in the far fringe of length L < Lu wherein u drops drastically
and ur peaks to its minimum value. To obtain the extent of this boundary layer, we
deﬁne a Reynolds number in that region based on the dominant scales in the tip utip ,
µtip and the radial distance from it Δr = r − Rmin
ReBL =

utip Δr
.
µtip Oh

(9.27)
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Assuming inertia becomes important at a distance LBL from the tip, ReBL ∼ 1 when
Δr ∼ LBL . Utilizing the tip scales utip ∼ Rmin /t ∼ t−1/2 and µtip ∼ t1−n , the scaling
for LBL becomes
LBL ∼ Ohαn−1 t3/2−n .

(9.28)

This is the radial extent of the viscous boundary layer extending from the tip into
the ﬁlm, i.e. equation (9.28) describes the scaling for Lu . Figure 9.7a shows the Lu
extracted from simulations with Oh = 10 and n = 0.6 (left), n = 0.65 (middle),
and n = 0.7 (right), all of which perfectly accord with equation (9.28); therefore
Lu ∼ LBL .
The fringe of the boundary layer where u drops drastically and |ur | peaks to its
maximum value (urr → 0 near the peak). Here, viscous forces (∝ urr ) drop to a small
value and inertia (∝ ur ) is locally large enough to balance the viscous forces. This
is clearly seen in the bottom frame of ﬁgure 9.6a which plots the local ﬁlm Reynolds
number Relocal = IF ilm /VF ilm proﬁle which rises sharply above one in this region, the
extent of which is described by the length scale LF ≡ utip /|ur |max . As this is the
length scale over which IF ilm ∼ VF ilm , it must scale according to equation (9.26).
Figure 9.7b plots LF obtained from simulations with Oh = 10 and n = 0.6 (left),
n = 0.65 (middle), and n = 0.7 (right), all of which are in excellent agreement with
the theoretical prediction.

9.3.2.3 Inertial Exit and Breakdown of the Film Solution

When Oh ≈ 1, the ﬁlm solution is therefore decided by two length scales, the
extent of the viscous boundary layer Lu ∼ LBL , and the section of the boundary
layer where inertia balances viscous forces LF ∼ LIV . For the solution to remain
valid the inertial-viscous fringe must be contained within the boundary layer, that
is, the condition LF < Lu must be satisﬁed. From equations (9.26) and (9.28) we
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Figure 9.8.: Breakdown of the ﬁlm solution. Simulation results for the case
Oh = 10 and n = 0.6: (a) Evolution of Lu and LF indicating the breakdown of the
viscous boundary layer when Lu ≈ LF . (b) Evolution of Lur shows a large sudden
drop in simulations when the ur peak enters the tip, indicating the inertial exit from
the ﬁlm solution. (c) Evolution of Rmin displays a sharp deviation once the inertial
exit as taken place to a regime deﬁned by the scaling exponent n/(1 + n).

can show that this condition, for any n < 1, is always true close to the singularity
Rmin → 0+ , but gets violated at a later time when the point
1

Rmin ∼ Oh 2(n−1)

(9.29)
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is reached. When this happens, the solution from ﬁgure 9.6a breaks down as the
viscous boundary layer is no longer able to sustain the inertial-viscous balance. Figure 9.8a shows the length scales evolving over time for the case n = 0.6 and Oh = 10.
The scaling predictions are well-obeyed until the inertial-viscous zone grows to ﬁll up
the entire boundary layer where LF ≈ Lu and meets the viscous tip harboring creeping ﬂow conditions. Once this point is reached, the scalings diverge and LF ∼ Lu
for a small time after which a large deviation is observed. Figure 9.8b also plots Lur
(dashed) for this case, which at this point, undergoes a drastic drop. How does the
ﬁlm solution break down?
Figure 9.9 shows the normalized proﬁles h/hE , u/utip , ur /|ur |max , and Relocal
plotted against (r − Rmin )/Rmin at four diﬀerent times during this period, marked
[A], [B], [C], and [D] on ﬁgure 9.8a. During the transitory period, the ﬂat part of u
disappears and its drop begins at the tip. A similar fate is shared by the ur proﬁle,
which seems to ‘enter’ the tip region. This occurs until the peak of ur —where inertia
dominates—enters the tip. As the force scales in the tip are diﬀerent from that in
the ﬁlm, the ur peak is no longer a site of inertial dominance once it enters the tip,
and inertia bows out of the problem. The departure of inertia in the ﬁlm is clearly
seen from observing the nature of the Relocal proﬁle over this time. The Relocal spike
in the ﬁlm where inertia is dominant disappears when the system transition out of
the regime in [D].
From the form of equation (9.29) it is clear that this type of breakdown of the
inertial-viscous solution is only possible for systems with Oh > 1; when Oh < 1 (9.29)
predicts the transition point to lie above Rmin = 1 after coalescence is complete. This
is conﬁrmed by simulations performed for Oh = 0.1 to 1 (not shown) which show
that the

VT
IV P

solution may transition to

IT
IV P

but never undergoes an inertial exit

before coalescence is complete. As a result, the Oh < 1 limit is similar in character
to the limit of Oh  1 and shows homologous regimes and transitions. Additionally,
here we have seen how the IV P solution is modiﬁed in the Oh ≈ 1 limit due to
viscous conditions near the tip. As a result, we may consider that the regime denoted
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2
The ﬁlm height h scaling is independent of Oh and evolves as Rmin
.

by

VT
IV P

strictly indicates the presence of the viscous boundary layer of radial extent

Lu ∼ LBL . However, the reverse does not strictly apply to

IT
IV P

which does not

show the boundary layer for Oh  1, thus comporting to the self-similar dynamics
described in chapter 7, but does so at higher values in the Oh ≈ 1 space. This
typically occurs because in these cases, the tip inertia is smaller than the viscous
forces, but is still O(1) and despite the inertial nature of the tip, the conditions in the
ﬁlm directly adjoining the tip are decidedly viscous due to the large Oh. While this
regime is represented as

IT
IV P

over the full parameter space to allow for classiﬁcation,

it is important to disambiguate the diﬀerences in its character between the Oh  1
and Oh ≈ 1 limits.

9.3.3 The Final Regime of Bubble Coalescence
Figure 9.3 showed that the dynamics in an Oh ≈ 1 system ultimately transitions
into a viscous regime akin to the creeping ﬂow solution

VT
.
VP

In the limit of Oh → ∞,

as derived in chapter 8, this regime shows the radial scaling
�

˜ v n/2
Rmin = ξE t/t

(9.30)
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where ξE is the value of the similarity variable ξ at the point where the tip joins the
ﬁlm r = RE , and tv is the viscous time scale. At ﬁnite Oh, owing to the use of the
capillary time scale, this scaling is modiﬁed as
Rmin = ξE Oh(n−1)/2 tn/2

(9.31)

where the factor of Oh appears due to the diﬀerence in the dimensionless form of the
tip force balance in this scheme. This is easily derived by repeating the similarity
analysis from chapter 8 instead using the capillary time scale to non-dimensionalize
time, and carrying out a simple variable transformation. Figure 9.10a shows the radial
scaling in this regime for n = 0.7 and a wide range of Oh. In all cases, as shown in
2
. The perfect agreement between theory and
ﬁgure 9.10b, the tip height hE ∼ Rmin

simulations in these ﬁgures thus veriﬁes that the ﬁnal regime of coalescence is indeed
VT
.
VP

It is readily apparent from ﬁgure 9.3, however, that despite

VT
VP

being the ﬁnal

regime of coalescence, it does not directly follow the inertial exit event. For several
decades in time after the inertial exit, the radial scaling deviates from both, t1/2 of
the ﬁrst regime, and tn/2 of the ﬁnal regime.

9.3.4 The Transient Viscous Regime Of Bubble Coalescence
Once inertia loses dominance in the ﬁlm when the point (9.29) is reached, the
dynamics is prevented from directly entering the

VT
VP

regime. In the

VT
IV P

regime

2n
directly preceding it, the ﬁlm height scales as h ∼ Rmin
. As a result, at the transition

point (9.29), the height of the ﬁlm
hI−exit ∼ Ohn/(n−1)

(9.32)
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Figure 9.11.: Evolution of scales for the case Oh = 10 and n = 0.85 showing
the Transient Viscous regime. Radial (a) and axial (b) scaling indicate that the
dynamics begin in the IV P regime (black line), transition into the T rV regime (black
dashed line), and terminate in the V P regime (blue line).

is signiﬁcantly larger than that described by the

VT
VP

2
regime where h ∼ Rmin
∼

Oh1/(n−1) , for n < 1. Due to the altered geometry, the system enters an alternate
viscous regime where the scales evolve as
Rmin = φr (Oh, n)(t/Oh)n/(1+n) ,
1+n
h ∼ tn ∼ Rmin
, and

(9.33)
(9.34)

LF ∼ Rmin .

(9.35)

We call the associated ﬁlm solution the Transient Viscous (TrV) regime, and ﬁgure 9.11 showcases

VT
T rV

between the initial and ﬁnal regimes for the same case as

ﬁgure 9.3. The crossover from the

VT
IV P

regime to the

VT
T rV

regime occurs at the point

(9.29). Matching the Rmin values obtained form the two regimes at the transition
point, we can obtain an expression for the pre-factor φr (Oh, n), which becomes
2n−1

φr ∝ 1.807Oh 2(n+1) .

(9.36)
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Figure 9.12.: Radial scaling in the Transient Viscous (TrV) regime. Simulation results for a range of Oh and n show a robust agreement with theory (9.33,9.36)
for k = 0.5 (black lines).

Letting k be the constant of proportionality, we ﬁnd by comparing equation (9.36)
with simulations that universally, k ≈ 0.5. Figure 9.12 shows this radial scaling to be
obeyed by simulations over a wide range of n and Oh values when lying in the

VT
T rV

regime thereby showing the robustness of our results.

9.3.5 Transition Points Between Regimes
The successful identiﬁcation of the regime exponents and the radial scaling prefactors in each in previous sections allows us to derive the exact transition points
between each successive pair. Assuming the crossover from the

VT
IV B

regime into

VT
T rV
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takes place at Rmin = R1→2 and equivalently, t = t1→2 , we can use equations (9.22),
(9.33) and (9.36) to obtain
t1→2 = k

2(1+n)
1−n

1

Oh (n−1) , and
1+n

R1→2 = 1.807k 1−n Oh

1
2(n−1)

(9.37a)

.

(9.37b)

Using these relations in concert with k = 0.5, for the case of n = 0.6 and Oh = 10,
we obtain t1→2 = 1.24 × 10−5 . The transition from

VT
IV B

regime into

VT
T rV

for this case

is shown in ﬁgure 9.8c which agrees well with this prediction.
Similarly, letting Rmin = R2→3 and t = t2→3 be the crossover point between the
VT
T rV

regime and

VT
,
VP

we use equations (9.31), (9.33) and (9.36) to procure
2(1+n)
 n(1−n)
1
ξE
=
Oh (n−1) , and
1.807k
1+n

 1−n
1
ξE
= ξE
Oh 2(n−1) .
1.807k



t2→3
R2→3

(9.38a)
(9.38b)

For the case of n = 0.85 and Oh = 10, ξE = 0.8589 and these relations yield t2→3 =
4.95 × 10−8 which is in excellent agreement with the crossover seen in ﬁgure 9.11.
It can further be observed that for the T rV regime to exist, we must have R2→3 >
R1→2 . Simplifying the expression yields the inequality

k<

ξE
1.807

1
 1+n

.

(9.39)

Simulations performed over a large range of Oh and for n in the range 0.6–0.9 unequivocally yield k ≈ 0.5. We observe that as we reduce n, this inequality fails at
a point between n = 0.2 and 0.3, thus indicating either the disappearance of the
VT
T rV

regime or a lowering in the value of k in the limit of small n. While this range

is numerically unaccessible due to convergence diﬃculties near n = 0, it might be
reasonable to expect the system to transition directly from

VT
IV P

to

VT
VP

at some point

R1→3 and t1→3 where the trajectories described by equations (9.22) and (9.31) match.
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The understanding developed here allows us to complete the regime map from
ﬁgure 9.2 by adding the regimes and transitions in the Oh ≈ 1 range. The ﬁnished
phase diagram is presented in ﬁgure 9.13. Here, the nomenclature scheme introduced
in section 9.3.1.1 is used along with colored regions to denote the diﬀerent scaling
regimes and the transitions between them are represented by dotted lines.
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Figure 9.13.: Phase diagram showing the diverse scaling regimes in bubble
coalescence over the full parameter space. Scaling regimes are represented by
colors and transitions between them are denoted by dotted lines. Solid black lines
indicate that a transition between the adjacent regimes does not occur.

9.4 Concluding Remarks
Here, we have used numerical simulations of the full 2D axisymmetric model
in concert with simulations of the 1D thin ﬁlm model to expose the rich scaling
behavior displayed by two bubbles coalescing in a power-law ﬂuid. The important
scaling regimes have been identiﬁed and all possible transitions have been explored
and shown numerically. By using the 1D simulations benchmarked with the highly
reliable 2D model, we were able to traverse the full range of length scales up to the
molecular scale where the continuum description is violated. Experiments similar
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to those performed by Nagel and coworkers [1] can be used to verify our numerical
results in real systems in a manner similar to Cohen, Taborek and coworkers [15, 16]
who experimentally veriﬁed the scaling regimes in pinch-oﬀ of power-law ﬂuids.
Our analysis shows how the complexities introduced by a non-Newtonian rheology
may be studied in bubble coalescence and paves the way for future eﬀorts investigating
the eﬀects of visco-elasticity, surfactants, or suspended particles on this problem. A
better grasp of the dynamics in these problems will prove beneﬁcial in the design of
real-world industrial processes dealing with foams and gas-liquid dispersions where
the liquid is non-Newtonian.
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