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Abstract. We discuss the correct expression for the classical electrostatic energy used while
analysing scanning probe microscopy (SPM) experiments if either a conducting tip or a substrate
or both are used in the experiment. For this purpose a general system consisting of an arbitrary
arrangement of ﬁnite metallic conductors at ﬁxed potentials (maintained by external sources) and
a distribution of point charges in free space are considered using classical electrostatics. We stress
the crucial importance of incorporating into the energy the contribution coming from the external
sources(the‘battery’). UsingtheGreenfunctionoftheLaplaceequation,weshowinaverygeneral
case that the potential energy of point charges which are far away from metals is equally shared
by their direct interaction and the polarization interaction due to charge induced in metals by the
remote charges (the image interaction). When the charges are located close to the metals, there is
an additional negative term in the energy entirely due to image interaction. The exact Hamiltonian
of a quantum system interacting classically with polarized metal conductors is derived and its
application in the Hartree–Fock and the density functional theories is brieﬂy discussed. As an
illustration of the theory, we consider an interaction of several point charges with a metal plane
and a spherical tip, based on the set-up of a real SPM experiment. We show the signiﬁcance of the
image interaction for the force imposed on the tip.
1. Introduction
Recent progress in the experimental development [1–8] of scanning probe microscopy (SPM)
in analysing surfaces of insulating crystals has made it possible to get a deeper insight into
the structure of surfaces of real materials and surface processes. However, the interpretation
of experimental images is not straightforward, and can be done only in combination with
the theory. Usually, the theoretical interpretation of AFM images is based on simple models
[9–12] in which the force imposed on the tip originates from the macroscopic long-range
van der Waals [13] interaction and a microscopic interaction described using pair potentials
between atoms simulating the tip apex and atoms of the sample. In this model only the
direct electrostatic interaction between atoms of the tip apex and the sample is accounted for.
However, recent applications of scanning tunnelling microscopy (STM) to insulating ﬁlms
grown on metal substrates [14,15] and combined applications of STM and non-contact atomic
forcemicroscopy(AFM)[4,16,17]requireamoreadequatetheoreticalmodelinwhichaccount
is also taken of the polarization of the metal electrodes (i.e. of the tip and the substrate) by the
charged atoms of the sample.
Notethat, inatypicalAFMexperiment, thepotentialonmetalelectrodesismaintainedby
externalsources(i.e.bythe‘battery’). Fromthepointofviewofclassicalelectrostatics[18–21]
the polarization of the metals by external charges is caused by the additional potential on the
metals due to the charges. This extra potential is compensated by a charge ﬂow from one
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electrode to another to keep the potential on the metals ﬁxed. This work is done by the battery.
As a result, there will be some distribution of the net charge on the surfaces of metals induced
by the point charges in the free space between them. The net charge on each metal electrode
would interact with the total charge on other metals and with the point charges. Hereafter, this
interaction is called the image interaction.
For the interpretation of the non-contact AFM experiments [2–4,8] one should have an
expression for the force imposed on the tip at any time during its oscillations [9–11]. Usually
the electrostatic contribution to this force does not include the effect of the sample, i.e. the
image interaction, and therefore is a function only of the geometry of the metal–vacuum–
metal junction formed by the conducting tip and the substrate and the applied voltage (i.e. a
capacitor) [22–28]. In order to calculate the contribution of the image interaction to the force,
one has to have the correct formula for the total electrostatic energy of such a system which
would include the effect of the image charge, i.e. the effect of the charged particles of the
sample on the force imposed on the tip.
It appears, however, that the corresponding general consideration of the electrostatic
energy of an arbitrary system of charges and metal conductors is not readily available in
the literature. In this paper we offer such a consideration. We discuss possible expressions for
this energy and argue that the correct result can be obtained only if the effect of the battery
is accounted for in the energy expression. This result is well known [18–21] in the case of a
capacitor, i.e. without the effect of the image interaction included. We extend this treatment to
this case, especially relevant to the SPM, by incorporating the effect of the sample on the force
(i.e. the image interaction) using classical electrostatics (for quantum mechanical treatment
of the image interaction see e.g. references [29–44]). This point is considered in detail in
section 2. Note that the expression obtained there is more general than the one needed for
SPM as the number of metals and their connection via the battery (batteries) do not need to be
speciﬁed explicitly.
In section 3 we recast the energy in terms of the Green function of the Laplace equation
which allows one to arrive at its representation in a very general case and consider its main
propertieswithoutactuallysolvingtheelectrostaticproblem. Wealsodiscusstheexactformof
the quantum Hamiltonian operator for a system considered fully quantum mechanically which
interacts classically with a set of metal conductors taking into account the image interaction.
In particular, we show that the correct consideration within the density functional theory
(DFT) [45,46] is hampered by the additional electron–electron interaction via the induced
polarization on the metals which should modify the exchange–correlation functional. Note
that the general analysis of section 3 goes beyond the topic of the SPM because it sheds new
light into the underlying physics of the ‘charge in the external ﬁeld’ model. In particular,
we show that the potential energy q.0/.r/ of the charge q in the external potential .0/.r/
(produced by some metallic electrodes) is contributed to equally by the direct interaction with
the metals and the image interaction. As far as we are aware, this unexpected result has been
overlookeduptonowinSPM.Inaddition, wedemonstratethatthesimpleexpressionq.0/.r/
for the energy is not correct if the charges are located close to the metals as, in fact, happens
in AFM experiments when the tip comes very close to the sample or/and when the sample is
grown on the metal substrate, since at small distances there is a negative correction term Uim
in the energy. By analysing the asymptotics of the image energy for point charges far away
from the metals we ﬁnd that the correction Uim decays as R−2 with the distance R from the
metals. (Weareawarethatthereisanoscillatorytermifthecharges(i.e.electrons)areallowed
to respond to the external potential and there is a Fermi cut-off (a quantum metal); normally,
however, these terms fall off more rapidly than the terms we are discussing [47].)
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a metal sphere, and the sample is simulated by one or two point charges injected into the
junction. It is known [48] that in this case the complete electrostatic problem can be solved
exactly, includingtheeffectoftheimagepotential. Weimprovethenumericalefﬁciencyofthe
solution by keeping a ﬁnite number of initial image charges and then summing up analytically
the rest of the series. Then, using the correct energy expression derived in sections 2 and 3,
we consider the energy of a point charge in the junction as well as a force imposed on the
tip with charged and neutral collection of charges between the electrodes, taking fully into
account the image interaction. We consider here only a very simple case where the charges
are positioned exactly below the sphere along the normal to the plane which passes through
the sphere centre. We note, however, that the method outlined in this work can be used in the
very general case of arbitrary number of point charges positioned anywhere in space provided
that the tip is modelled by a sphere.
2. Electrostatic energy of a system of metals and charges: role of the battery
Consider a set of ﬁnite metallic conductors of arbitrary shape and an arbitrary distribution of
point charges fqig at the points frig anywhere in the free space outside the conductors. We
assume that the conductors which will hereafter be designated by indices m;m0 are kept at
some ﬁxed potentials m. These potentials are provided by the batteries.
It is known from the standard textbooks (see e.g. references [18–21]) how to calculate the
energy accumulated in the electrostatic ﬁeld E created by point charges and metals. Using the







(the integral is taken over the volume V outside the metals since inside them the ﬁeld E D 0)






















is the charge on the metal m, where the integral is performed over the surface Sm of the metal.
Note that the surface integral over a remote surface at inﬁnity (which is surrounding all the
metals and the point charges) vanishes due to rapid decrease of the potential to zero there [20].
Therefore,thisderivationisnotvalidforinﬁnitemetalsforwhichthisassumptionisnotcorrect
(e.g. a charged inﬁnite metal conductor). We also note in passing that according to classical
theory, the charge is distributed at the surface, i.e. it does not penetrate into the bulk of the
metal; quantumtheory[33–35]givesacertaindistributionofthesurfacechargeinthedirection
to the bulk.
The result of equation (1) has a very simple physical meaning: every charge q at the point
rq (either a point charge outside the metals or the distributed charge on a metal surface) gets
energy 1
2q.rq/where the factor 1
2 is needed to avoid double counting. Note that the potential
.r/is produced both by the metals (i.e. by the distributed charges on their surfaces) and by
the point charges. Note also that both the potential .ri/ on point charges and the charges
Qm on the metals are unknown and should be calculated by solving the Poisson equation. The
effect of the metals comes into play via the boundary conditions and the charges Qm.798 L N Kantorovich et al
In order to calculate the electrostatic force imposed on any of the conductors, we
use the method essentially similar to the one of reference [20] (see section 5) where an
arbitrary distribution of metals is considered without point charges. The force is obtained by
differentiating the energy with respect to the corresponding position of the metal of interest.
It is shown in reference [20] that the same expression for the force is obtained in the cases
of ﬁxed potentials or ﬁxed charges on the metals (see also reference [49]). This, however, is
not the case if the point charges are present. Indeed, let us move some metal by the vector
r. The work A D− F ris done by the external force against the force F imposed on the
conductor. When the conductor is moved to the new position, the potential .r/in the system
will change by .r/. The potential on any metal m will no longer be equal to the ﬁxed value
m, so there should be some charge ﬂow between the connected conductors to maintain the
potential on them. Therefore, some work Awill be spent in changing the potential energy of












and some work Ab is done in transferring charge between the conductors. The latter work
Ab is done by the batteries (as the charge ﬂows via the battery from one conductor to another)
and so should be taken with the minus sign: A D− Ab +U. Alternatively, one could think
of the batteries being incorporated into the system; in that case it would mean that the work




mmQm (cf. equation (2.5) in reference [20]). Indeed, since
P
m Qm D 0,
this is the work needed to distribute the zero charge initially stored at inﬁnity (where the
potential is zero) between different metals by transferring the amounts Qm to each metal m.
Using the above-given expressions, we obtain









with the effective energy (or the total potential energy of the whole system which includes the












Analogously to (2) an expression is obtained for the force imposed on any point charge: one
has to use the same effective energy and differentiate it with respect to the position of the
point charge in question. Note also that the calculation of the force is not straightforward:
the energy Ueff depends on the positions of the metals and the point charges indirectly via an
unknown potential distribution, .r/, and the surface charges, Qm. We stress that our analysis
has been very general: we have not made any speciﬁc assumptions concerning the distribution
and number of point charges or the number and shape of the metal conductors.
The expression for the effective energy obtained above is similar to that for the potential
energy of the ﬁeld, equation (1). The important difference, however, is in the sign before the
sum over the metals which is opposite in the case of the effective energy. This sign, however,
makes all the difference. It will be shown in the next section that equation (1) does not give the
correct expression for the potential energy of a probe point charge far away from the metals
whereas the effective energy, equation (3), does. We will also be able to gain more insight into
the physics underlying this simple energy expression by splitting it up into contributions.Interpretation of scanning probe microscopy experiments 799
3. General consideration of a system of metal conductors and point charges
3.1. A probe charge near a metallic sphere
Before considering a very general case of arbitrary metals and any number of point charges, it
is instructive to study ﬁrst a simple case for which the exact solution exists [19–21].
Let a metal sphere of a radius Rs be kept at a constant potential 1 and let a point change q
bepositionedoutsideitatadistancez>R sfromthespherecentre. Asiswellknown[19–21],
the effect of the sphere can be simulated by a point charge Q
.0/
1 D Rs1 at its centre and the
image charge q0 D− qRs=z at z0 D R2
s=z < Rs inside the sphere on the line connecting the
centre and the charge q. The induced charge on the metal sphere is known [21] to be q0 and









Since the total charge on the sphere is Q1 D Q
.0/
1 +q0, we get the following expression for the
effective energy, equation (3):
Ueff D C + q.0/.z/ + Uim: (4)





1R sis a constant. In the second term,
.0/.z/ D Q
.0/
1 =z D 1Rs=z is the potential due to the bare sphere itself at the position of the
probe charge q. The energy q.0/.z/ corresponds to the potential energy of a probe charge q
in the external potential of the sphere if the image interaction was switched off. It decays as







decays as z−2 and comes exclusively from the image charge. Note that the force, f D
−@Ueff =@z, imposed on the charge q, can be easily seen to coincide with the well known
expression (see e.g. equation (2.11) in reference [21]).
One can also observe that if we ignore the ﬁrst (constant) term in equation (4), then
asymptotically, i.e. far away from the metal sphere, the energy Ueff  q.0/.z/, i.e. it cor-
respondstothepotentialenergyoftheprobechargeintheexternalelectrostaticpotentialofthe
metal sphere without taking into account the image effects (i.e. the polarization of the sphere
by the probe charge q). An interesting point, however, is that the half of this energy comes
from the image charge q0. Indeed, the image charge is a part of the total charge Q1 on the
metal, so the part −1
21q0 of the second term in equation (3) appears to be equal exactly to
1
2q.0/.z/. The second part of the energy q.0/.z/ at large distances comes from the ﬁrst term
in equation (3) as the direct interaction between the sphere and the charge. This observation
clearly demonstrates that the energy q.0/.z/ is composed of two equal contributions, one of
which does in fact originate from the image charge. Another important observation can be
madethattheresultsjustdiscussedcanbeobtainedonlyfromtheeffectiveenergy,equation(3),
notfromtheenergyoftheelectrostaticﬁeldgiveninequation(1). Therefore,partoftheenergy
comes from the work done by the battery which transfers the charge q0 from inﬁnity to the
sphere. Note that the charge q0  z−1 and is zero at inﬁnite separation. As the probe charge
movestowardsthesphere,thechargeq0 isgraduallyincreased. Notealsothatatsmalldistances
the last term in equation (4) also becomes important.
We note in passing that the case of a charge near a metal plane (i.e. a metal terminated by
aninﬁniteplane)canbeconsideredinthelimitofasphereofradiusRs  d,whered D z−Rs
is the distance from the charge to the sphere [21]. The simplest case is when the potential800 L N Kantorovich et al
on the plane is zero. Expanding the energy of equation (4) in terms of small d, one gets that
Ueff D− q 2=.4d/in the limit of Rs !1which is a well known result [20].
3.2. General expression of the energy via the electrostatic Green function
It has been shown in the preceding section that the electrostatic energy is represented as the
potential energy of the charge in the ﬁeld due to the bare sphere and a negative correction term
which accounts for its polarization. We have found that this result actually holds for arbitrary
distances between the sphere and the charge. It appears that it is possible to prove that for an
arbitrarysetofmetalconductorsinteractingwithanarbitraryarrangementofpointchargesthe
electrostatic energy of equation (3) can always be represented by two terms: (i) the energy of
the charges in the potential of the bare metal conductors and (ii) the negative image interaction
energy, Uim, which decays as the inverse square of the distance between the charges and the
metals.
















where G.r;r0/ is the Green function and the second term in the above equation represents a
sum of integrals taken over the surface Sm of every metal in the system, with the integrand,
@G.r;r0/=@n0, being the normal derivative of the Green function at the surface taken with
respect to its second argument and the direction of the normal n0 directed outside the metal.
Note that, for the Dirichlet boundary conditions, G.r;r0/ D 0 whenever r0 2 Sm, and,
therefore, it is shown [21] that the Green function is symmetric: G.r;r0/ D G.r0;r/.
We stress that the Green function depends only on the geometry of the metal conductors
but not on the actual potentials m on them. It also does not depend on the actual values
and positions of the point charges qi, because the potentials and charges are linearly related.
Therefore,alltheinformationabouttheshapeandlocationofthemetalconductorsirrespective
of their potentials and the polarization induced by the point charges (image interaction) is
already contained in the Green function, which makes it an invaluable tool for the present
derivation. Note that in practice the Green function can be calculated analytically only for a
limited number of cases (one of which is considered in section 4). We will show, however,
that our theoretical analysis is valid for any Green function, so general conclusions reached in
this section will be proven to be correct for arbitrary arrangements of metal conductors and
charges, i.e. in the very general case.
Theexpressiongivenaboverepresentsthetotalelectrostaticpotentialatanypointroutside
themetals(theself-actionofapointchargeshouldberemovedwhencalculatingthepotentialat
that point). In order to employ this general result in equation (3), we have to split this potential
into contributions. First of all, it is easy to recognize the potential .0/.r/ in the second term











The Green function in equation (5) can be split into two terms in order to separate the effect




+ 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if r D ri. It is easy to see that ind.r;r0/ is the induced potential at the point r due to a unit
point charge at r0. We also note that the function ind.r;r0/ is symmetric because the Green
function is symmetric:
ind.r;r0/ D ind.r0;r/ (10)
It will become clear in section 3.4 that this property appears to be quite useful in formulating
an effective Schr¨ odinger equation for a quantum system interacting with the classical metal
conductors. Noteinpassingthattheproperty(10)isanexampleofvariousreciprocitytheorems
known in various areas of physics; see e.g. references [18,21].
Once we know the potential everywhere outside the metals and at their surface, equ-
ation (9), expressed via the Green function, we can calculate the charge induced on the metals














Note that the charge Q.0/
m on the bare metals is calculated using the potential .0/.r/ and













d s 0@ 2 G.r;r0/
@n@n0 : (12)
Using the expression for the induced charge, Qm, given above, the symmetry of the












This is exactly what we have found for the point charge and the sphere in section 3.1. This
result holds in the very general case of arbitrary arrangement of the metals and point charges:
the change of the self-energy of the metal conductors due to the induced charge is equal to
minus half the energy of the point charges in the ﬁeld of the bare metals. We have already
seen one example of this identity in section 3.1 when a simple case of a point charge near a
conducting sphere kept at a ﬁxed potential was considered. A rather different argument will
also be given in the next section where we will demonstrate the validity of equation (13) again
by considering an arbitrary system of charges and metals at large separations. Thus, the total










q i . 0 /. r i/+U im (14)
where the ﬁrst term depends exclusively on the mutual geometrical arrangement of all metal
conductors and the applied bias and therefore is only important for the calculation of the force802 L N Kantorovich et al
imposed on the metals (e.g. the force on the tip in AFM). Then, Uq is the self-energy of the












is directly connected to the Green function via equation (7).
This is the central result of this section. We see that the energy of interaction between the
point charges and the metals (i.e. excluding the self-energy Uq of the point charges and the
ﬁrst term which is constant for the given geometry of the metals) contains two terms. The ﬁrst
term,
P
i qi.0/.ri/, coincides with the potential energy of the point charges in the external
ﬁeld.0/.r/ofthebaremetals. Wewillseeinthenextsectionthatatlargedistance R between
the charges and the metals it is inversely proportional to R. The second term, Uim, given by
equation (15), gives a correction to the energy due to image interaction. It will be clear from
the consideration of the next section that it decays faster (as R−2).
We expect that the image energy, Uim, should be negative, as the total electrostatic energy
should be lowered due to polarization of the metals. Indeed, let us assume that the metals are
keptatzeropotential,m D 0. (Thisassumptionwillnotaffecttheimageenergy,equation(15),
which depends only on the point charges and the geometry of the metals.) It follows from







is a minimum at the exact electrostatic potential 1.r/, V being the volume outside the metals.
Let us now consider the potential q.r/ corresponding to the same system without metals.
Clearly UV[1] <U V [  q ]. Deﬁning Uall[q] in the same way as UV[] but with the
integration carried out over the whole space including the volume occupied by the metals,
we have UV[q] <U all[q], since the integrand is a positive function. Then, in the case
of zero potentials on the metals, UV[1]  Ueff [1] D Uq + Uim, since the ﬁrst and the
third terms in equation (14) disappear due to our choice of the boundary conditions. On the
other hand, Uall[q] D Uq,s ow eg e tU V[  1]<U V[  q ]<U all[q]o rU q+U im <U q ,
and so Uim < 0. Note that one can derive a number of inequalities for the function
ind.r;r0/using the fact that the image energy, equation (15), is negative (e.g. ind.r;r/<0,
ind.r;r0/<1





dominates at large distances between the metals and the charges corresponds to the ‘charge in
the external ﬁeld’ model. Secondly, this energy is in fact composed of two equal contributions





contains the induced charges on metals Qm / R−1 which is the same behaviour at large R
as for the potential .0/.r/ of the bare metals. It is surprising, yet true, that equation (13)
actually holds for an arbitrary arrangement of the metals and the charges; this follows from
the powerful technique based on the electrostatic Green’s function. Thirdly, if we considered
the energy of the ﬁeld, equation (1), instead of the effective energy, equation (3), then we




m Qmm and 1
2
P
i qi.0/.ri/ terms in the energy would cancel each other. Finally, we
notethattheconsiderationgivenabovegeneralizestheonegiveninsection3.1forachargeand
a sphere, where it is possible to calculate both the induced charge and the potential explicitly.
The derivation of this section does not in fact require that the exact solution is available and isInterpretation of scanning probe microscopy experiments 803
valid in the case of any arrangement of arbitrary metals and point charges. The only condition
which is necessary is that all metals should be ﬁnite. This is always met in practice.
3.3. Asymptotics of the electrostatic energy
Consider now an arbitrary set of metal conductors and point charges, the latter being far away
from all the metals. This corresponds to the asymptotics of the effective energy, equation (3)
or (14). Our consideration will be independent of the one of the previous section. Before the







They form a symmetric square matrix C D kCmm0k which we shall call the capacitance matrix









where Rm is the position of the metal (for points r which are far away from the metals, the
choice of the vector Rm inside the metal m is not important).
Nowweinjectintothesystemasetofpointcharges qi atpositions ri somewherefaraway
from the metals. Additional charges Qm will be induced on the metals which will cause the







where C−1 D C is the matrix inverse to the capacitance matrix. Note that the potential
experienced by the metals from the point charges at large distances can be considered as
uniform at their surfaces, so equation (18) holds. Since the potential on every metal should not






mi D 0 (19)
whereRmi isthedistancebetweenthecharge qi andthemetalm. Usingthelasttwoequations,




















due to polarization of the metals, i.e. due to induced charges on them; and, ﬁnally, (iii) the
potential due to other point charges. Bearing in mind that the total charge on the metals is
Qm D Q.0/






















qi .ri/+Uq (22)804 L N Kantorovich et al
where Uq is the Coulomb interaction energy between charges which is not of interest to us
here. Four terms emerge. The ﬁrst term in equation (22) is a constant for the given geometry
























term in equation (22), as expected (cf. equation (13)). Finally, the fourth term corresponding






















where we have used equations (21) and (20). Thus, at large distances between the charges
and the metals, the effective energy is given by the same equation (14) with the potential
energy,
P
i qi.0/.ri/, being inversely proportional to the distance R between the charges and
the metals, and the image interaction energy, Uim / R−2, decaying faster. Note also that the
energyUimisnegativeasitshouldbe(cf.theprevioussection). Thisfollowsfromthestructure
in the square brackets in equation (24) and the properties of the capacitance matrix [20].
3.4. Exact Hamiltonian for a quantum system interacting classically with metal conductors
Let us consider a quantum system of N electrons (a cluster) which is positioned near a set
of metal conductors kept at ﬁxed potentials m. For example, this could be a thin insulating
crystal ﬁlm on a metal substrate under a conducting tip of a STM or AFM. It follows from
the previous section that the electronic Hamiltonian of such a system in which electrons are
interacting classically with the metals (as above) is given as


















of the atom A of the cluster positioned at the point RA and b H
.N/
0 is the quantum Hamiltonian
of an isolated cluster. The second term in equation (25) represents a one-particle interaction of
the electrons with the external potential of bare electrodes, .0/.r/, and also their interaction
withtheimagepotentialduetothecoresofthecluster. Thislattercontributionappearswithout
the factor 1
2 due to symmetry of the function ind.ri;RA/ D ind.RA;ri/. The third term
in equation (25) is associated with the interaction between electrons via the polarization of
the metals and is a two-particle operator. Note also that there is a diagonal term i D j in the
double sum in equation (25) which represents the self-interaction of the electrons via induced
polarization.
UsingtheHamiltonianoperatorabove,itiseasytoderiveaneffectiveSchr¨ odingerequation
for the cluster. Since we are not going to use this result in this paper, we limit ourselves to
the discussion of the total energy of the cluster interacting with the metals. We will also make
some general statements, leaving other details to a separate publication. If 9.x1;:::;x N/is
the electronic wavefunction of the cluster, then the total energy can be written down using
reduced density matrices 1.xIx0/ and 2.xyIx0y0/ of the ﬁrst and second orders, respectivelyInterpretation of scanning probe microscopy experiments 805


































where b VA.x/ is the pseudopotential of the core A, while the second term in equation (26) is





Note that it appears to be the electrostatic Green function of equation (7) and, therefore, is
symmetric. Finally, the last term in equation (26) describes the core–core interaction, both the
direct one, VAB (note that VAA D 0), and the indirect one, via induced polarization.
Since the structure of the energy in equation (26) is the same as without metals, it is
straightforward to derive e.g. the Hartree–Fock equations [50] for the cluster. An interesting
resultcomingoutofthisisthattheeffectofthemetalsappearsintheequationsviaanadditional
potential.0/.r/+ind.r/whichisthetotalnetelectrostaticpotentialexperiencedbyanelectron
because of the metals. This result is the direct consequence of the symmetry of the induced
interaction, ind.r;r0/ D ind.r0;r/, or that of the Green function. The situation is very
similar to the one in the theory of point defects in crystals [51,52] where the quantum cluster
interacts with the polarization reaction ﬁeld of the inﬁnite environment region surrounding it.
The reaction ﬁeld is given by the electrostatic potential of the polarized environment region
which is to be calculated self-consistently with the electronic structure of the quantum cluster.
Similarly, inthepresentcaseofaclusterinteractingwiththeinducedpolarizationofthemetals
surrounding it, this polarization is accounted for in the cluster equations in the form of the
electrostaticpotentialwhichistobecalculatedself-consistentlywiththeclusterwavefunction.
The direct generalization for the density functional theory (DFT) [45,46], however, is not






to the density functional (with .r/being the total charge density in the cluster), although one
may be tempted to do so, since there will be some additional exchange–correlation term due to
thereformulatedtwo-particleinteractionoperator1=jr − r0j!G.x;x0/. Therefore,thereisa
certaindifﬁcultyinDFTintreatingtheclusterasaquantumsysteminteractingwiththeclassical
metalsifthe polarization of metals is to be also included. It is possible, however, to include the
metalsinthequantumconsiderationasisdonee.g.inreferences[29,33,34,36–39]whereanon-
localdensityfunctionalhasbeenusedwhichisasymptoticallyequaltotheimagepotential(for
quasiparticle treatments and their comparison with the DFT, see e.g. references [30–32,40]).
This implies, in particular, that it is inconsistent to add the image potential to the Kohn–Sham
potential [45,46] while calculating e.g. the effective potential in the STM junction, since this
approach does not take into account the self-consistent image potential due to other electrons.806 L N Kantorovich et al
4. Point charges on a metal substrate under a conducting tip
As a simple illustration of the above-derived expression (3) or (14) for the electrostatic energy,
we now consider a system consisting of a single point charge q positioned between a metal
sphere and a metal plane surface with an applied potential difference V (see ﬁgure 1). The
two electrodes model a metal tip with a spherical apex and a metal substrate as in a real SPM
experiment, while the point charge simulates the sample. The metal tip (the upper electrode)
is modelled by a sphere of a ﬁnite (several hundreds of Å) radius Rs. The lower electrode is
also spherical and is considered in the limit of a radius which is much bigger than Rs so that
it can be treated as terminated by a planar surface. The total electrostatic energy of such a











where indices 1;2 refer to the lower and upper electrodes, respectively. One point is now
in order. It is easy to see that the energy is deﬁned up to an irrelevant constant which is
determined by the choice of the potential at one of the metals. Indeed, let us, for example,
move the upper electrode up by 1z. There will be a charge transfer 1Q between the two
electrodes, Q1 ! Q1 + 1Q and Q2 ! Q2 − 1Q, so the change of the last two terms in
the energy in equation (29) will be given as −1
2 1Q.1 − 2/ D− 1
21QV. In turn, it can
be again rewritten simply as −1
2QV by adding another constant, where Q is the total charge
on the upper electrode. The ﬁrst term in the energy, 1
2q.rq/, in equation (29) is also deﬁned
up to a constant depending on the reference point for the potential. Therefore, without loss of
generality, we choose the potential  in the system in such a way that at the lower electrode it













Figure 1. A point charge q between a metal sphere and a metal plane subjected to a bias V.
Inordertocalculatetheenergyasafunctionofthechargeandthetippositionswithrespect
to the metal plane, one has to solve the corresponding electrostatic problem. This can be done,
forexample,bythemethodofmultipleimages. Oursolution,whichisbrieﬂydescribedbelow,
is similar to the one suggested in reference [48]. The main difference is that we have improved
the numerical efﬁciency of the series by considering explicitly only a small number of initial
terms and then summing up the rest of the series to inﬁnity analytically. This idea is similar to
theoneusedinreference[53]fortheplane–planejunction. Postponingthedetaileddiscussion
to the forthcoming publication [54], we will consider here only a very simple case in whichInterpretation of scanning probe microscopy experiments 807
the point charge is positioned along the normal passing through the centre of the upper sphere
as shown in ﬁgure 1. We then use the method of images to calculate the potential  at the point
charge q. This potential consists of two contributions: the potential .0/ coming from the bare
electrodes and the potential ind due to image charges induced by the point charge inside the
metals.
The solution for .0/ can be obtained [55] by starting from a point charge q1 D VR s at
the sphere centre. This charge provides the potential V everywhere on the sphere surface.
To produce the zero potential everywhere on the plane, we introduce multiple images of the
charge q1 in the sphere and in the plane. It is easy to recognize from direct calculation that
such a process generates the following sequence of point charges fqkg with k D 1;2;:::inside
the sphere and above the plane (and the corresponding images fq0
k D− q kgbelow the plane):
qk+1 D qk=Dk, where dimensionless Dk+1 D 2−1=Dk with D1 D 2 and  D d=Rs,d being
the distance between the sphere centre and the plane (ﬁgure 1). The point charges fqkg are all
inside the sphere along the normal line passing through the sphere centre. Their z-coordinates
are as follows: z1 D d and zk+1 D Rs.−1=Dk/. Therefore, the potential .0/.r/ everywhere
between the two metals is given by the point charges fqkg and fq0
kg positioned at fzkg and
fz0
k D− z kg , respectively. The calculation of the potential .0/.r/ is facilitated by the fact that
the sequence of numbers Dk converges very quickly to a limiting value D1 D  +
p
2 − 1
which follows from the original recurrent relation above, D1 D 2 − 1=D1. Therefore,
the point charges fqkg converge at the point z1 D Rs
p
2 − 1 with qk ! 0 very quickly as
k !1 ,s o8 k>k 0( k 0is of the order of ten) one can position all charges fqkg at z1 and
all charges fq0
kg at −z1 and also set Dk D D1. Then, the rest of the series for .0/.r/ with
k > k0 can be calculated analytically as two geometrical progressions. This results in just two
charges:








q k 0D 1
D 1−1
(30)
and −q1 to be positioned at z1 and −z1, respectively, instead of the inﬁnite series of terms
with k > k0.
The charges fqkg and fq0
kg provide the potential V at the sphere and zero at the plane.
When the point charge q is injected between the two electrodes at the distance zq above the
plane as shown in ﬁgure 1, it produces an additional potential at both the metals. To preserve
the boundary conditions, we will build up another sequence of image charges in such a way
that the net potential produced by them and by q would be exactly zero at the two metals
(the boundary condition for the Green function; see section 3.2). These new image charges
together with the charges due to bare electrodes produce the potential .r/which is the exact
solution of the Poisson equation with the corresponding boundary conditions. To fulﬁl this
programme, we ﬁrst create an image charge −q in the plane. Now the potential at the plane is
zero. To make sure that the potential at the sphere is also zero, we create two image charges








due to −q; both charges are positioned inside the sphere along the line connecting the charge
q and the sphere centre at




and z1 D d −
R2
s
d + zq808 L N Kantorovich et al
respectively. The new image charges 1 and 1 are reﬂected in the plane; their plane images
0 D−  1and 0 D−  1produce new image charges 2 and 2 with respect to the sphere, and









centre, their corresponding z-coordinates being









Note that there are also images of these charges f0
k D−  k gand f0
k D−  k gin the plane.
As in the case of the bare electrodes, both sequences of charges fkg and fkg converge very
quicklytothesamepointz1 andtheirplaneimagesat−z1. Tofacilitatethecalculationofthe
potential, one can sum the explicit contributions from the ﬁrst k0 − 1 image charges and then
sum the geometric progressions of the rest of the series assuming that 8k > k0 the charges k
and k are all positioned at z1. As in the case of the bare electrodes, this results in the charges
1 D k0
d + z1
d + z1 − Rs
and 1 D k0
d + z1
d + z1 − Rs
both positioned at z1 (and their plane images 0
1 D−  1and 0
1 D−  1positioned below
the plane at −z1). Therefore, the induced potential ind.r/  ind.r;rq/ (rq D .0;0;z q/
is the vector of the charge q) can be calculated as the potential of 4k0 + 1 charges fkg, fkg,
f0
kg,f0
kg(k D 1;:::;k 0−1), 1, 1, 0
1 , 0
1 and also −q at−zq. Once we know ind.r;rq/
and .0/.r/, we can easily calculate the total energy; see equations (14), (15). Note that this
solution is exact and is represented in terms of very quickly converging series of point image
charges.
Our results for the induced potential, ind.r/, are similar to those presented in reference
[48]. The contour plot of ind.r/ in the case of a single unit charge at zq D 3 Å in the plane
perpendicular to the metal plane and passing through the sphere centre is shown in ﬁgure 2.
It is seen that the potential has a clear saddle character: in the direction perpendicular to the
metal plane it has a maximum around z D 7:75 Å and then goes down towards both electrodes
demonstrating considerable asymmetry. In the direction parallel to the metal plane, however,
the potential smoothly increases to zero in both directions away from the junction. Note that
the induced potential for a negative charge q is exactly opposite to the one caused by the
positive charge considered above. Note also that the potential ind.r/ does not equal zero at
theelectrodesbutisexactlyoppositetothepotentialthereofthechargeitself, q.r/. Thus, we
conclude that a positive (negative) point charge q causes polarization of the metal electrodes
which results in lowering (raising) of the electrostatic potential locally near the electrodes.
ThetotalelectrostaticenergyofthejunctionatthebiasV D 1Vasafunctionofthecharge
position zq is shown in ﬁgure 3 by the solid line. For comparison, we have also calculated two
other quantities: the energies Upot D q.rq/ D q..0/.rq/+ind.rq// and U
.0/
pot D q.0/.rq/
which can be naively considered as another possible expression for the potential energy of the




induced by q are not taken into account and only the potential of bare electrodes is used. The
exact potential is negative, has a maximum plateau in the middle of the junction and goes to
minus inﬁnity when approaching either of the electrodes. This singular behaviour near the
electrodes is the result of the classical consideration of the metals which is valid only some
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Figure 2. A contour plot of the induced potential (in au) for a positive unit charge in the plane
perpendicular to the metal plane. All distances are in Å. Here the sphere radius is Rs D 200 Å
and the sphere is positioned at d D 210 Å above the metal plane, so the gap which opens up along
the junction is 10 Å. The metal plane corresponds to z D 0 on the plot, while the metal sphere
corresponds to z D 10 Å.
electrodes on both sides is usually carried out while calculating e.g. the tunnelling current (see
e.g.references[56,57]). ForratherbigRs andzerovoltagetheproﬁleoftheenergyasafunction
of zq will be approximately symmetric. The effect of the bias is insigniﬁcant and results only
in a small lifting of the potential on the right-hand side (at the sphere). Note that this type of
behaviour of the potential energy of a unit point charge in the planar–planar junction has been
already discussed in the literature [56,58]. One can also see that the approximate energy Upot
leads to the correct general behaviour of the energy although it is too high in the middle of the
junction. However, U
.o/
pot appears to be absolutely wrong, stressing the importance of taking
into account the effect of the image charge induced on the metals.
To study the effect of the image forces on the tip, we considered four systems:
(i) bare metal electrodes (i.e. no charges added);
(ii) one positive unit charge at zq D 2:0Å ;
(iii) two opposite unit charges at zq D 1:9 Å and zq D 2:1 Å thereby forming a dipole directed
along the z-axis; and
(iv) two positive unit charges at the same positions as in the previous case.810 L N Kantorovich et al
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Figure 3. The electrostatic energy (in eV) of a unit point charge as a function of its separation
zq from the metal plane: the exact energy according to either equation (14) or (29) (solid line),
the potential energy Upot calculated using the exact electrostatic potential at rq (dashed line) and
the potential energy U
.0/
pot of the charge calculated using only the potential of the bare electrodes
(dot–dashed line). For the parameters of the calculation, see ﬁgure 2.
In all cases we used the sphere of Rs D 200 Å and the voltage of V D 1 V. In the cases
of two charges the energy is calculated along the same lines as for a single charge owing to
the fact that the induced potential is additive with the number of charges. That is, each point
charge will create its own set of image charges inside the sphere and under the plane. The total
energy will then be given by equations (14), (15) in which we sum over point charges.
The total energies of either of the systems for various positions zbot D d − Rs of the
bottom of the sphere with respect to the metal plane are shown in ﬁgure 4. We see that in the
case of only one charge the energy is more negative than in the case of the capacitor (i.e. when
no charges are added) especially at small distances between the charge and the sphere. The
effect becomes even more signiﬁcant if the second charge of the same sign is added (dot–
dashed line). When the two charges are of opposite sign, however, the polarization is highly
suppressed (dashed line) and is noticeable only at small distances between the sphere and the
dipole.
Wehavealsocalculatedtheforceimposedonthetipforthefoursystemsconsideredabove
by differentiating their electrostatic energies with respect to the tip position. The results are
shown in ﬁgure 5. The effect of the polarization of the metal electrodes is clearly visible.
For the dipole system (neutral collection of charges in the junction) the force is noticeably
different from that calculated without taking into account polarization effects (bare electrodes,
solid line) only at very small distances from the charges (less than one Å) when the classical
consideration of the metal polarization is no longer valid [29–35,38–40,42]. For the charged
sample the force is also signiﬁcant at intermediate distances from the upper electrode (the
force is around 0:3e VÅ − 1even when the bottom of the sphere zbot D 10 Å) and non-linearly
increases with the charge of the sample.Interpretation of scanning probe microscopy experiments 811
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(dotted line), two opposite unit charges (a dipole; dashed line) and with two positive unit charges
(dot–dashed line) as a function of the tip position zbot.
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Figure 5. The electrostatic contribution to the force (in eV Å−1) imposed on the tip. The notation
is the same as for ﬁgure 4.812 L N Kantorovich et al
5. Conclusions
In this paper we considered the classical electrostatic energy of a system of metal conductors
held at constant potentials and point charges outside the conductors. This problem appears
e.g. in AFM experiments when a sample is grown on a metal substrate or when a conducting
tip is used. We ﬁnd that in order to calculate the energy correctly, one has to take into account
the effect of the battery which maintains the potentials on the metal electrode(s). The resulting
energycontainsboththeenergyofinteractionofthepointchargeswiththeﬁeldandtheenergy
of the metal conductors. The metals are polarized by the point charges and therefore have a
net distributed surface charge (the image charge) caused by the point charges.
To analyse further the electrostatic energy, we used the Green function of the Laplace
equation which allows an elegant and exact (although formal) solution of the electrostatic
problem to be written down in the general case. This made it possible to rewrite the energy via
the Green function and study its general properties. We ﬁnd that the contribution of the metals
to the energy consists of two terms. The ﬁrst term which drops as R−1, with the distance R of
thepointchargesfromthemetals, correspondstothe‘chargeintheexternalﬁeld’model, i.e.it
gives the potential energy of the point charges in the potential of the bare metals without the
effect of the image charge. The second term represents a correction to the energy which is to
do entirely with the polarization of the metals by the point charges (the image interaction). It
is always negative (as indeed it should be for the polarization energy) and dies away as R−2 (if
there is a Fermi surface, there will also be a faster-falling-off oscillatory term [47]). However,
our general analysis revealed that only half of the potential energy of point charges actually
comesfromtheirdirectinteractionwiththebaremetals,theotherhalfcomingfromtheinduced
charge on the metals. Therefore, the image interaction appears to be involved in the potential
energy of the charge distribution placed in the electrostatic potential of metal electrodes even
at large distances between them. At small and intermediate distances the correction term is
signiﬁcant and results in additional lowering of the energy.
Finally, we derived the exact Hamiltonian operator for a quantum system interacting with
classical metal conductors. We ﬁnd that this interaction modiﬁes both the one-particle and
the two-particle (electron–electron) interactions in the system by introducing an additional
interaction via induced polarization. The derived Hamiltonian allows a simple generalization
of the Hartree–Fock (and beyond) method to be applied to the quantum system. However,
the application of the method within the DFT is hampered by the necessity to develop a new
exchange–correlation functional corresponding to the modiﬁed two-electron operator.
As a simple application of the theory, we have considered a conducting tip and a metal
plane under an applied bias in order to model the conditions of a real AFM experiment, and
then injected into the junction one or two point charges. We used a simple model where the tip
ismodelledbyaspherewithabigradiussothattheelectrostaticproblemcanbesolvedexactly
for any number of point charges in the junction and, therefore, the effect of the image charge
(i.e.thepolarizationofthemetalelectrodesbythechargedensityinthejunction)canbestudied
explicitly. Weﬁndthattheinducedpotentialdigsattractivewellsneartheelectrodesandcauses
the charge to be unstable there. We also calculated the contribution to the force imposed on
thetipitselfcomingfromtheinducedpolarizationandfounditsigniﬁcantforchargedsystems
in the junction. Therefore, we have demonstrated the importance of taking into account the
polarization of the metal electrodes while simulating AFM experiments. In particular, this
implies that in order to interpret the images obtained in AFM experiments (e.g. in non-contact
mode; see references [2,4,6,7,11]), one has to consider the effect of image forces both on the
structure of the sample under study and on the force imposed on the tip. Work on modelling
non-contact AFM experiments is now in progress and will be published elsewhere [54].Interpretation of scanning probe microscopy experiments 813
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