Deep Neural Models are vulnerable to adversarial perturbations in classification. Many attack methods generate adversarial examples with large pixel modification and low cosine similarity with original images. In this paper, we propose an adversarial method generating perturbations based on root mean square gradient which formulates adversarial perturbation size in root mean square level and update gradient in direction, due to updating gradients with adaptive and root mean square stride, our method map origin, and corresponding adversarial image directly which shows good transferability in adversarial examples generation. We evaluate several traditional perturbations creating ways in image classification with our methods. Experimental results show that our approach works well and outperform recent techniques in the change of misclassifying image classification with slight pixel modification, and excellent efficiency in fooling deep network models.
Introduction
Deep Neural Networks(DNNs) (Szegedy et al. 2017; Simonyan and Zisserman 2014; Krizhevsky, Sutskever, and Hinton 2012; He et al. 2016 ) have led to a dramatic improvement in recent years. It has achieved state-of-the-art performance on classification tasks (Krizhevsky, Sutskever, and Hinton 2012; Simonyan and Zisserman 2014) . With researches going specific domain, it find that deep neural model is vulnerable to slight perturbation attacks Nguyen, Yosinski, and Clune 2015; Poursaeed et al. 2018) . Many methods generate attack perturbations which try to seek a decision boundary between different classes (Tabacof and Valle 2016; Kurakin, Goodfellow, and Bengio 2016; Carlini and Wagner 2017) , fooling deep neural models with adversarial examples is to find suitable perturbation that can be leading DNNs to misclassify it boundary(Nguyen, Yosinski, and Clune 2015) definition learned. There are many ways to craft adversarial perturbations, such as single-step gradient updating attack and iterative-steps gradient updating attack methods (Kurakin, Goodfellow, and Bengio 2016) and the whitebox or black-box attack (Moosavi-Dezfooli et al. 2017; Nguyen, Yosinski, and Clune 2015;  Figure 1: We show clean images and corresponding adversarial images crafted on a deep neural network: Inception-v3 by our proposed algorithm. The left column is clean images, and the middle column are generated perturbations and the right column images are corresponding adversarial examples within 10 times iterations on deep neural models deployed. -Dezfooli, Fawzi, and Frossard 2016; Liu et al. 2016; Carlini and Wagner 2017) . Attacks also can be classified into targeted or non-targeted attack methods, targeted attack aims to find perturbation which can treat models with define label, and non-targeted attack (Carlini and Wagner 2017; Poursaeed et al. 2018; Tabacof and Valle 2016) tries to find perturbation that fool model with the wrong tag whatever it is.
Moosavi
In this paper we proposed root mean square gradientbased adversarial examples generated algorithm which can craft adversarial cases that fool deep neural networks with Algorithm 1 Root Mean Square Gradient for Adversarial Examples Generation Input: A clean image x i with true label y i from dataset X; a classifier f ; perturbation size ε;
end for 10:
slight perturbation and misclassify with almost high confidence. We summarize contributions in this paper follows:
We propose an algorithm for generating adversarial examples with root mean square of gradient refinement when computing adversarial perturbations which generate perturbation tensors in slight and small size level that fool deep neural networks deployed with high probability and have higher similarity with corresponding clean images in cosine similarity, compared with other attack methods, our approach can get cosine-similarity closed to 0.989, which means our adversarial attack examples are very similar to origin images, and it is not accessible to defense this type of attacks.
Related Work
In adversarial perturbation generating process, adversarial attack methods try to find a perturbation matrix v ∈ R d by adding the matrix to origin image, this generated image can fool the deep neural models to make mistake classification of x from correct label f (x) to other labels f (x + v), we define these images as adversarial examples. In , it first gave an introduction about generating adversarial examples of attacking state-of-the-art deep neural models. In , it shown attack method based on gradient-Fast Gradient Sign Method(FGSM) and updates gradient in the direction of pixels only once time, and seek perturbation tensors v. The iterative-step FGSM is easily derived (Kurakin, Goodfellow, and Bengio 2016 Improving the robustness of deep neural models is a comprehensive task, (Tramr et al. 2018) reveal ensemble model mechanism to adversarial defense attack which trains data with adversarial examples produced by pre-trained models and hold-out models that having good defense result against black-box and single-step attack. ) present distillation defense method which use distillation method reduce the effectiveness of adversarial samples on DNNs and lower adversarial attack success rates. (Xu, Evans, and Qi 2017) illustrate Feature Squeezing method which reduces the search space available to an adversarial example by coalescing samples that correspond to different feature vectors in the original space into a single sample.
Methodology
In this section, we introduce algorithm which generate perturbation based on gradient at root mean square(RMS)(Geoffrey, Nitish, and Kevin ), which helps to generate adversarial perturbation with less gradient vibration and good class transferability. In particular, we satisfy our generated perturbation tensors in L ∞ and L 2 norm constraint in our proposed method in this section. We focus on how to reduce pixel modification on adversarial examples and improve attack success rates on examples, root mean square of gradient gives resolutions. RMS uses the same concept of the exponentially weighted average of the gradients like gradient descent of momentum, it uses history pieces of information of gradients to decide updating direction and magnitude, which helps escape local minima, the difference is the update of parameters, when updating DNNs weights and bias parameters for each epoch, RMS update its weights and bias at the averages of the square level. We show our proposed method with L ∞ norm constraints in non-targeted attack strategy in Algorithm 1, targeted attack strategy is easy derived. In this part, we illustrate our proposed method which generates 
Experimental Results
We conduct our experiments on ImageNet datasets (Deng et al. 2009 ) to validate the effectiveness of our proposed method in this section with attack setting in the following part, experiments settings are kept the same setup both in L 2 and L ∞ norm constraints. We show attack success rates, cosine similarity and perturbation strength with our proposed method on preprocessed ILSVRC2012(Val) datasets.
As can be seen from the Fig.3 , the attack effect of FGSM in both deep neural networks is less than 90%. Our proposed method achieved high ASR which is close to 100%.
RMS method have high cosine similarity because the RMS-based gradient approach reduced when approaching the decision boundary during the perturbation calcu- lation.This visually intuitive performance is that under the same constraints, the adversarial examples produced by our method are less perturbative than the adversarial images generated by I-FGSM, and the adversarial images are more clear and more difficult to recognize as processed images. Our proposed method can achieve high attack success under the white box attack strategy, and it is better than the I-FGSM method under the black box attack condition, which means that the proposed method can express better network transferability, especially network models are similar in structure, the transferability is better. E.g. VGG16 and VGG19. Under the constraints of L 2 , we found that ASR has improved compared with the ASR in L ∞ norm, and the perturbation generated by the networks has a better transfer ef- Table 3 : AMP values with different norm constraints on Inception-v3
L∞=10
Ours 0.012 L2=1500 Ours 0.027 fect, the attack effect on other networks has also improved which shows on the ASR with perturbation generated by a model attack other DNNs. We use the average of the Absolute Mean Perturbation values:(AMP) = 1 D * x∈µ v x as a measure of the magnitude of the disturbance, which is a representation of the magnitude of the value of the disturbance added to the pixels of the clean image.
Conclusion
In this paper, we describe an adversarial examples generation attack method which is based on the root mean square gradient to generate perturbation gaping the boundary distance between different classes representation in latent space, we take L 2 , L ∞ two norm constraints into consideration with the no-targeted and targeted attack strategy. Our proposed methods treat the deep neural networks with high probability and generated perturbations show good transferability on different deep neural models which has a good effect in the black-box attack setup. The generated adversarial examples have high cosine similarity value with the corresponding clean images, which means that perturbation our proposed methods generated is in a small range, this can be directly reflected on the AMP. Next, we will focus our attention on image-independent adversarial attack.
