It is known that the Schur complements of H-matrices and doubly diagonally dominant matrices are closure. In this paper, we obtain that the same are true of their diagonal-Schur complements. Further, we study their distribution of eigenvalues.
Introduction
Given a matrix family, it is interesting to know whether some important properties or structures of the class of matrices are inherited by their submatrices or by the matrices associated with the original matrices. It is known that the principal submatrices and the Schur complements of positive semidefinite matrices are positive semidefinite matrices; the same is true of M-matrices, H-matrices, diagonally dominant matrices, doubly diagonally dominant matrices, and of inverse M-matrices (see [1] [2] [3] [4] [5] [6] ). J. Liu, Y. Huang [5] consider the diagonal-Schur complements of strictly diagonally dominant matrices (SD n ), strictly γ-diagonally dominant matrices (SD γ n ), strictly product γ-diagonally dominant matrices (SP D γ n ). They showed that the diagonal-Schur complements of SD n (or SD γ n , SP D γ n ) inherit the structure property of the original matrices, and gave their distribution of eigenvalues. In this paper, we shall consider the diagonal-Schur complements of H-matrices and doubly diagonally dominant matrices.
Let C m×n (R m×n ) denote the set of m × n complex (real) matrices. For A = (a ij ) and B = (b ij ) ∈ R m×n , we say A ≥ B if a ij ≥ b ij for all i, j. A real n × n matrix A is called an M-matrix if A = sI − B, where B ≥ 0 and s > ρ(B) the spectral radius of B. Let M n denote the set of n × n Mmatrices, and Z n denote the set of n × n non-positive off-diagonal elements matrices. The comparison matrix of A, denoted by
Let N = {1, 2, . . . , n}, if α ⊆ N, |α| denote the cardinality of α. For nonempty index sets α, β ⊂ N, we denote by A(α, β) that submatrix of A ∈ C n×n lying in the rows indicated by α and the columns indicated by β. The submatrix A(α, α) is abbreviated to A(α). Let α ⊂ N and α = N − α, both arranged in increasing order. Then
is called the Schur complement with respect to A(α), and
is called the diagonal-Schur complement with respect to A(α), where A(α) is nonsingular and I denote the identity matrix ( [5] )
If all inequalities in (1) are strict, we say that A is a strictly diagonally dominant matrix (A ∈ SD n ). It is well known that strictly diagonally dominant matrices are nonsingular and the same is true of the principal submatrices of strictly diagonally dominant matrices.
Definition 1 ([3]). A ∈ C n×n is called a doubly diagonally dominant matrix (denoted by
If the inequalities in (2) are strict for all distinct i, j ∈ N, we call A a strictly doubly diagonally dominant matrix (A ∈ SDD n ). Obviously, if A ∈ SDD n , there exists at most one index i 0 such that
In what follows, we shall show that the diagonal-Schur complements of Hmatrices are also H-matrices, and their distribution of eigenvalues in section 2. In section 3 we will prove the diagonal-Schur complements of strictly doubly diagonally dominant matrices are also strictly doubly diagonally dominant matrices. Further, we give their distribution of eigenvalues.
Diagonal-Schur complements of H-matrices and distribution of eigenvalues
Let A = (a ij ) ∈ R n×n be partitioned as
where A 11 is the leading k × k principal submatrix of A, for some k ∈ N.
Lemma 1 ([4]). If
A ∈ M n , α ⊂ N, then A/α ∈ M n−k . Lemma 2 ([10]). Let A ∈ C n×n , B ∈ M n , μ(A) ≥ B. Then A ∈ H n and B −1 ≥ |A −1 | ≥ 0.
Lemma 3 ([4]). If
eigenvalues with positive real part and m eigenvalues with negative real part. Proof. Without loss of generality, we can suppose that A has form (3) and
By Lemma 1 and Lemma 2, we have
. . .
Thus,
and the second inequality follows from the inequality (4). By Lemma 3, we have μ(A/
(ii) Notice that both A/A 11 and A/ • A 11 have same diagonal entries. By the proof of Theorem 1 in [5] , we have sign Re
Applying Lemma 4, we obtain (ii). 2 
Lemma 8 ([5]). Let
(ii) If φ = J ⊂ {k + 1, . . . , n}, for all distinct i, j ∈ {k + 1, . . . , n}. Then
Proof. (i) Since A ∈ SDD n and J = φ, then there exists only one index i 0 such that |a i 0 i 0 | ≤ R i 0 (A). Without loss of generality, we assume i 0 = 1. By Lemma 9, for all j ∈ {k + 1, . . . , n},
where
. Now we prove that B ∈ SDD k+1 . Consider the following three cases: Case 1 : For all distinct i, l ∈ {1, . . . , k}, since A ∈ SDD n , then the former k rows of B satisfy (2) and the inequality is strict.
Case 2 :
Above all, we have B ∈ SDD k+1 . Applying Lemma 6, B ∈ H k+1 . Notice that B = μ(B), so B ∈ M k+1 . Thus det B > 0. Obviously, μ(A) ∈ M n , then detμ(A 11 ) > 0. Thus we obtain (5).
(ii) φ = J ⊂ {k + 1, . . . , n}, without loss of generality, we assume i 0 = k + 1 ∈ J. Consider the following two cases:
Case 1 : For all j ∈ {k + 2, . . . , n}, by Case 2 in (i), we have
Case 2 : For all j ∈ {k + 2, . . . , n} and
and " * ", " * * " are nonnegative real numbers.
Notice that both ( * ) and ( * * ) are nonnegative real numbers, we obtain (6) . Above all, we completed the proof of (ii). 2 Applying Lemma 10, we obtain the following Theorem 2.
Proof. Without loss of generality, we can assume that A has form (3) and α = {1, 2, . . . , k}.
(
. . , k} and j ∈ {k + 1, . . . , n},
The second inequality follows from [μ (
11 |, and the last inequality follows from (i) of Lemma 10. Thus, A/ • A 11 ∈ SD n−k . This completes the proof of (i).
11 |, and the last inequality follows from (ii) of Lemma 10. Thus, A/ • A 11 ∈ SDD n−k . This completes the proof of (ii). 2
And applying Theorem 2, A/
In a manner similar to the proof of Corollary 5 in [5] , one can obtain our results. 2 Proof. We obtain our results from Theorem 3. 2 Now we turn our attention to diagonal-Schur complements of DD n . |a jl | > 0, 11 , and by taking the limitation in the inequality (9) and (10) as ε → 0, we obtain our results. 2
