Numerical application of the classical S~matrix approach in its most rigorous version (L e., using numerically computed classical ectories) to systems with several internal degrees of freedom, however, encounters technical difficulties which has precluded its being employed routinely. The difficulty is not with computing classical trajectories, but with (1) finding, in a systematic and efficient manner, the t:Lcular t ectories that matter semiclassically, using the determined form of the function E(n,j), Only the
conditions a.t and t 2 and a phase over the interval between t 1 and t 2 are needed to compute the contribution of a root t ectory
The result of this functions n ( For complex time the cosine function can become exponentially large, invariably did in the region of closest approach of He to H 2 , we switched to a second method which was found to stabilize the r(t) trajectory in the interaction region. In this procedure the phase of L}.t is taken to be the phase of 1/w, where w is the frequency of a local harmonic oscillator approximation to r(t). To obtain an expression for win terms of quantities which are available during the integration of a ectory, \ve first find the (complex) equilibrium position ro for the potential U(r) defined by U(r)
. 2 The sign of the square root is chosen so that Re(l/w) > 0. Choosing the phase of 6t to be that of 1/w would keep the trajectory on a closed ellipse H the motion were purely harmonic, Le., if r(t) satisfied This approximation for r(t) allows one to "look ahead" in the t plane to find the direction of t in which to proceed to move r(t) to the next Finally, we note that the continued fraction representation was always used in our calculations to find the complex time path which moved the trajectory to a turning point of vibrational motion at the final time t 2 for each trajectory. 
There is no contribution to Eq. involve four terms, and one only has to be careful to choose the proper phases of the square root pre-exponential factors. As has been la,lb discussed before, this can be done in most cases from a knowledge of the relative signs of the Jacobians. In the present case there is an additional piece of information because roots I and II coalesce to cause "rainbow" behavior as £ is varied. This fact allmvs one to check the relative phases for these two roots by comparing it to that for two coalescing roots in the simpler case of elastic scattering 3 rainbmvs. Thef:;e arguments lead to the following "primitive" formula for the classical S-matrix (including the above mentioned factor of 4 and setting fi ~ 1) 
T 2s su st1.tut1.on 2n 'q. . , toget er vnt t e assumption that D This expression provides a. smooth analytic continuation in ~¢ between the primitive semiclassical approximations in Eqs, (3, 5) and ( primitive semiclassical contribution of roots III and IV, are also shown, This approximate "uniformization" does indeed improve the semiclassical result for j 2 "" 8, but still does not brl.ng l.t into good agreement with the correct value. What seems to be needed is a "uniformization" also of the contribution from roots III and IV, but we have been unable to devise such a global "uniform" expression which deals with all four complex roots. That the problem at j 2 ::::8 is due to the "primitive" treatment of roots III and IV is also suggested by the fact that if the contribution from these roots is totally discarded, the cross section for j circle in Figure 4 ).
is too small (the Several of the computational difficulties associated with carrying out rigorous calculations based on classical S-matrix theory thus appear manageable; i,e,, Powell's algorithm seems to deal with the root search problem quite efficiently, for real or complex roots, and the procedure described in Section IIb makes it possible to integrate trajectories along complex time contours in a numerically stable manner so as to be able to treat classically forbidden processes. 
