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Äæîí ôîí Íåéìàí
Вступ
Поступове розвинення теорiй свiтосприйняття та фiзичних явищ по-
казало, що лапласiвський детермiнiзм, який застосовується до опису
реальних фiзичних систем, не дозволяє повною мiрою передбачити або
спрогнозувати результат їхньої поведiнки. Типовим прикладом тому є
механiчна задача взаємодiї трьох тiл, яка не має аналiтичного розв’язку.
У складнiшому випадку взаємодiї N  1 тiл велика кiлькiсть вiдповiд-
них рiвнянь руху кожного з них має безлiч розв’язкiв, якi можуть реалi-
зуватися майже випадковим чином. Iлюстрацiєю тому є системи iз хао-
тичною динамiкою (моделi дивних атракторiв). Тут принципову роль вi-
дiграють слабкi вiдхилення вiд заданих початкових умов, якi здатнi при-
вести до реалiзацiї iнших шляхiв еволюцiї системи i непередбаченої по-
ведiнки.
Загалом кожне явище, що спостерiгається у реальних умовах та се-
редовищах, є наслiдком дiї великої кiлькостi зв’язкiв мiж рiзними яви-
щами, процесами еволюцiї окремих елементiв великої фiзичної системи
тощо. Всю iнформацiю про такi зв’язки чи то впливи iнших процесiв на
даний знати неможливо. Тому у фiзичних теорiях вивчається певна i най-
суттєвiша кiлькiсть подiбного роду зв’язкiв, що дає можливiсть встано-
вити закономiрностi явищ, якi дослiджуються. При цьому “несуттєвою”
частиною за певних причин можна знехтувати. У такому разi динамi-
чнi рiвняння та їхнi розв’язки стають доволi детермiнованими i можуть
установити характер поведiнки таких систем. Однак подiбнi спрощенi
моделi не завжди вiдповiдають реальностi. Саме “несуттєвi”, на перший
погляд, зв’язки чи процеси взаємодiї здатнi у корнi змiнювати не лише
характер еволюцiї фiзико-хiмiчних, бiологiчних чи соцiоекономiчних си-
стем, а також привести взагалi до неочiкуваного результату, як-от: вини-
кнення перiодичних просторово-часових структур, мутацiй генiв, рево-
люцiй, вiйн чи фiнансових крахiв вiдповiдно. Вiдхилення вiд закономiр-
ностей, спричинених неврахованою кiлькiстю зв’язкiв мiж елементами
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та процесами пiдсистем, розумiються як випадковi (стохастичнi) явища.
Вiдповiднi процеси називаються стохастичними i пов’язанi з непов-
ною iнформацiєю про їхнi властивостi. Очевидно, що наявнiсть випад-
ковостi у рiвняннях еволюцiї приводить до вiдмови вiд точних роз’язкiв i
переходу до статистичної картини поведiнки систем.
Практично за три останнi десятирiччя теоретично та експеримен-
тально з’ясовано, що за певних умов випадковi процеси здатнi, скорi-
ше, не руйнувати, а стати джерелом утворення рiзновидiв та привести до
самоорганiзацiї систем рiзної природи. Важливими при цьому є систе-
ми, що зазнають впливу середовища, яке постiйно вiдхиляється вiд своїх
середнiх характеристик. Такi системи є вiдкритими та нерiвноважними i
тому здатнi до самоорганiзацiї. Особливостi їхньої поведiнки проявляю-
ться вже в тому, що вони не пристосовуються до середнiх властивостей
середовища, а активно реагують на його вплив. Завдяки цьому в систе-
мах спостерiгаються якiсно новi режими та стани: просторово-часовi
структури [1–5], iндукованi шумом стани [6], аномальна дифузiя [7–9],
стохастичний резонанс [10,11], стохастична синхронiзацiя [12], самоор-
ганiзована критичнiсть [13–15] тощо. Наведенi особливостi дозволяють
надати випадковостi конструктивного характеру i зробити висновок, що
процеси самоорганiзацiї суттєво пов’язанi iз випадковим впливом сере-
довища. Ця iдея набуває все бiльшого поширення та обговорення з 1984
року пiсля виходу книги В.Хорстхемке та Р.Лефевра «Iндукованi шумом
переходи» [6], де зiбрано основнi данi, якi доводять органiзуючу роль
шуму як випадкового впливу. Розвиток методiв статистичного аналiзу
та запровадження комп’ютерного експерименту при поясненнi теорети-
чних даних дозволяють адекватно провести аналiз випадкових чинникiв
еволюцiї складних систем.
Статистична динамiка систем, що самоорганiзуються, показує, що її
еволюцiя визначається послiдовнiстюмiкроскопiчних нестiйкостей, зв’я-
зок яких приводить до колективної довгоiснуючої моди, яка визначає
поведiнку всiєї системи. Дослiдження феноменологiчної картини проце-
су самоорганiзацiї, що подаєтьсяфазовим переходом, викликаним ви-
падковим процесом/шумом, досягається у рамках синергетичного пiд-
ходу. Його використання дозволяє подати нелiнiйнi властивостi стоха-
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стичної системи, наявнiсть позитивних та негативних зворотних зв’язкiв,
дiю скорельованих шумiв та простору неоднорiднiсть системи.
Дослiдження фазових переходiв належить до найбiльш привабливих
напрямкiв сучасної теоретичної фiзики. Першi кроки у данiй теорiї були
зробленi при дослiдженi рiвноважних систем, але останнi характеризу-
ються зростаючим iнтересом до переходiв, якi вiдбуваються у системах,
далеких вiд стану рiвноваги. Особливу роль при цьому вiдiграло засто-
сування формалiзму фазового переходу на нестiйкостi, властивi лише
вiдкритим нелiнiйним системам. Перспективним виявилося застосува-
ння теорiї фазових переходiв до нестiйкостей, не лише добре вiдомих
вже понад 100 рокiв, але й до нестiйкостей, що виникають у оптичних
приладах (лазерах), хiмiчних системах (полiмерних сполуках, реакцiя
Бєлоусова-Жаботинського), бiологiчних системах (популяцiйна дина-
мiка колонiй iз розподiлом працi мiж видами), соцiальних (формування
суспiльно-полiтичного устрою) та економiчних процесах (прогнозуван-
ня фiнансових ризикiв та крахiв).
Особливу увагу привертають ефекти самоорганiзацiї, що проходять
за сценарiєм фазового переходу у системах, пiдвладних дiї випадкових
сил. Дослiдження фазових переходiв у системах, що зазнають дiї флу-
ктуацiйного середовища, належить до найбiльш передових галузей су-
часної теоретичної фiзики. Очевидно, що це обумовлено суттєвою не-
дооцiнкою ролi випадкових чинникiв, якi безпосереднiм чином вплива-
ють на процеси самоорганiзацiї нерiвноважних систем. Добре вiдомо,
що навiть детермiнованi системи здатнi генерувати внутрiшнiй шум,
iнтенсивнiсть якого зникає при переходi до термодинамiчної границi. У
багатьох випадках вiн виконує роль дезорганiзуючого фактора, що при-
водить до блукань системи в околi мiнiмумiв вiльної енергiї. Флуктуацiї
зовнiшнього середовища, що задають зовнiшнiй шум, не залежать вiд
розмiру системи, i тому його iнтенсивнiсть значна порiвняно з iнтенсив-
нiстю внутрiшнього шуму. Проведенi за останнi роки систематичнi те-
оретичнi та експериментальнi дослiдження показали, що саме зовнiшнi
флуктуацiї стають причиною самоорганiзацiї у нерiвноважних системах.
Це приводить до утворення нових iндукованих шумом станiв або режи-
мiв поведiнки, якi не мають детермiнiстичного аналога. Таке структуру-
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вання нелiнiйних систем або переходи вiд однiєї структури до iншої вiд-
бувається за аналогiєю з рiвноважними фазовими переходами та пере-
ходами у нерiвноважних системах при сталiй дiї середовища.
Характерна особливiсть систем, якi самоорганiзуються, полягає у
тому, що сумiсна дiя нелiнiйностi, просторової неоднорiдностi та скоре-
льованих шумiв може привести до реверсивних фазових переходiв, при
яких упорядкований стан спостерiгається у замкненiй областi значень
керуючих параметрiв системи. Типовими прикладами реверсивних пе-
реходiв є утворення фероелектричної фази у сегнетовiй солi, втрата ер-
годичностi у розчинах полiмерiв та переходи мiж рiзними типами дефе-
ктних структур у процесi пластичної деформацiї кристала. Така ситуацiя
спостерiгається у системi iз декiлькома джерелами флуктуацiй (шумiв),
крос-кореляцiї яких завдають певної дiї на поведiнку системи.
Наведенi ефекти самоорганiзацiї стохастичних систем та методи їх
опису iнтенсивно обговорюються у сучаснiй науковiй лiтературi, але зде-
бiльшого опублiкованiй в iноземних виданнях. Крiм того, часто резуль-
тати переповненi доволi вагомими математичними розрахунками, що ускла-
днює сприйняття матерiалу чи методу читачем, який не спокушений те-
орiєю стохастичних процесiв. Достатньо згадати роботи вiдповiдної те-
матики Колмогорова, Стратоновича, Iто чи Уленбека. Оскiльки знання
теорiї випадкових процесiв та методiв статистичної фiзики є необхiдним
у життi сучасної людини завдяки їх проникненню практично у всi види
наукової дiяльностi та повсякденнiсть, необхiдним стало викладнення
основ цiєї теорiї та результатiв її використання, щоб не лише приверну-
ти увагу зацiкавленого читача, але й надати можливiсть освоїти пiдходи
аналiзу та дослiдження систем, якi перебувають в умовах стохастично-
стi. Основна мета цiєї книги – подання з педагогiчної точки зору набору
практичних засобiв подання та моделювання систем, еволюцiя яких ви-
значається стохастичними обмiнними потоками iз середовищем.
Посiбник умовно складається iз двох частин. Перша мiстить теоре-
тичнi пiдходи подання стохастичних систем та методи їх дослiдження, а
друга, починаючи з роздiлу 5, iлюструє ефекти самоорганiзацiї у нелiнiй-
них стохастичних системах.
У роздiлi 1 зiбрано основнi визначення, методи та способи подан-
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ня випадкових величин. Розглянуто пiдходи, що грунтуються на викори-
станнi характеристичної функцiї. Окремо подано основнi методи чисель-
ного моделювання випадкових величин iз заданими розподiлами для про-
ведення комп’ютерного експерименту.
Властивостi та методи опису i аналiзу випадкових процесiв викла-
дено у роздiлi 2. Розглянуто лiнiйнi перетворення над випадковими про-
цесами. Особливу увагу придiлено використанню методу розчеплення
кореляцiй, що є вступом до теорiї процесiв iз безмежно малим часом
кореляцiї i дiлеми Iто-Стратоновича — вибору типу числення, правил
диференцiювання/iнтегрування.
Динамiчний пiдхiд, який застосовується при математичному моде-
люваннi та аналiзi випадкових процесiв, подано у роздiлi 3. Тут розгля-
даються основи теорiї стохастичних диференцiальних рiвнянь та методи
чисельного моделювання стохастичних процесiв. Починаючи iз найпро-
стiшого прикладу броунiвського руху, викладено перехiд до нелiнiйних
стохастичних рiвнянь. Показано важливiсть правильного вибору мате-
матичних правил числення.
Роздiл 4 присвячено викладенню пiдходiв iмовiрнiсного аналiзу сто-
хастичних процесiв та систем. Тут розглядаються рiвняння еволюцiї гу-
стини ймовiрностей, його стацiонарнi та нестацiонарнi розв’язки, зiбра-
но основнi методи чисельного моделювання.
У п’ятому роздiлi висвiтлюються ефекти самоорганiзацiї у системах,
змiннi станiв яких не залежать вiд просторової координати. Розгляну-
то нерiвноважнi переходи у однопараметричних системах бiологiчного
типу. Викладено особливостi поведiнки стохастичної системи при пору-
шеннi ергодичностi. На пiдгрунтi використання принципу адiабатичного
наближення показано вплив стохастичностi у синергетичнiй системi ти-
пу Лоренца-Хакена.
Роздiл 6 стосується методiв опису поведiнки колективних мод, що
задаються статистичними середнiми випадкових процесiв i визначають
хiд еволюцiї стохастичної системи. Тут розглянуто модель самоподiбної
стохастичної системи, яка узагальнює широке коло вiдомих моделей фi-
зичних та бiологiчних систем. Показано пiдходи опису систем iз так зва-
ними бiлим та кольоровим шумами.
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У останньому роздiлi описуються iндукованi шумом нерiвнова-
жнi фазовi переходи у просторово розподiленiй системi синергети-
чного типу. Показано принцип застосування польового формалiзму, ме-
тоду усереднення для визначення часової поведiнки параметра поряд-
ку. Окремо розглянуто синергетичну модель Лоренца-Хакена iз неодно-
рiднiстю розподiлу параметра порядку при врахуваннi дiї стохастичних
джерел кожної з мод.
Цей посiбник може бути корисним студентам старших курсiв фiзи-
чного та математичного напрямкiв навчання, якi прослуховували курси
теорiї ймовiрностей, випадкових процесiв, статистичної фiзики, та аспi-
рантам i науковцям, зацiкавленим дослiдженнями систем, далеких вiд
стану рiвноваги, де шум є таким за значенням важелем еволюцiї, як i її
детермiнiстичнi складовi.
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	Ðîçäië1
Випадковi величини
Цей роздiл мiстить основнi данi та положення теорiї ймовiрностей,
викладенi у конспективнiй формi з метою нагадування про елементи те-
орiї випадковостей, якi будуть задiянi у подальшому викладеннi матерi-
алу книги. Загалом читач може пропустити цей роздiл, повертаючись до
нього у разi необхiдностi при посиланнях до основних методiв та пiдхо-
дiв подання випадкових величин.
Структура роздiлу є такою. У пiдроздiлi 1.1 викладено способи по-
данння та опису випадкових величин та їхнiх статистичних характери-
стик. Пiдроздiл 1.2 мiстить розподiли випадкових величин, якi найча-
стiше використовуються у реальних дослiдженнях. Матерiал пiдроздiлу
1.3 стосується подання випадкових векторiв. Нарештi, у пiдроздiлi 1.4
зiбрано основнi методи моделювання випадкових величин та розподiлiв.
1.1 Основнi характеристики випадкових величин [16–18]
Визначити випадкову змiнну ξ означає: по–перше, задати множину
її можливих значень (область значень або фазовий простiр); по–друге,
задати розподiл iмовiрностi на цiй множинi. Такий фазовий простiр може
бути:
• дискретним— значення дискретно заповнюють область можли-
вих значень;
• неперервним— значення неперервно заповнюють певний iнтер-
вал;
• частково дискретним та неперервним;
• багатовимiрним— у такому випадку розглядається випадковий
вектор.
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Iмовiрнiсть випадкової величини ξ, що розмiщується в iнтервалi
−∞ < ξ < x, описується монотонною функцiєю
F (x) = P(−∞ < ξ < x) = 〈Θ(x− ξ)〉ξ , F (∞) = 1, (1.1)
яка називається функцiєю розподiлу ймовiрностей, або iнтеграль-
ноюфункцiєю розподiлу. Використана ступiнчаста функцiя Хевiсайда
має вигляд
Θ(x) =
{
1 при x > 0,
0 при x < 0.
Через 〈. . .〉ξ позначено операцiю усереднення за ансамблем реалiзацiй
випадкової величини ξ. Визначення (1.1) вiдображає метод знаходження
ймовiрностi як границi вiдношення
P(−∞ < ξ < x) = lim
N→∞
n
N
,
де n — цiле число випадання подiї ξ < x у N незалежних випробува-
ннях. Iмовiрнiсть випадкової величини ξ, що розмiщується в iнтервалi
x < ξ < x+ dx, де dx— нескiнченно мала величина, можна записати у
виглядi
P(x < ξ < x+ dx) = p(x)dx,
де функцiя p(x) називається густиноюймовiрностi та описується фор-
мулою
p(x) =
d
dx
P(−∞ < ξ < x) = 〈δ(x− ξ)〉ξ , (1.2)
де δ(x) — дельта-функцiя Дiрака. Iнтегральна функцiя розподiлу ймо-
вiрностi описується через густину ймовiрностi p(x) формулою
F (x) = P(−∞ < ξ < x) =
x∫
−∞
dξp(ξ). (1.3)
Властивостi густини розподiлу є такими:
p(x) > 0,
∞∫
−∞
dx p(x) = 1. (1.4)
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Загалом у неперервнiй областi функцiя розподiлу може мiстити дельта-
функцiї
p(x) =
∑
n
pnδ(x− xn) + p˜(x). (1.5)
Тодi умова нормування набирає вигляду∑
n
pnδ(x− xn) +
∫
p˜(x)dx = 1. (1.6)
Фiзично це означає, що множина дискретних станiв xn iз iмовiрнiстю pn
накладається на неперервну область.
1.1.1 Усереднення
Помножуючи рiвняння (1.2) на довiльну функцiю f(x) та iнтегрую-
чи за x, одержуємо вираз для середнього значення довiльної функцiї вiд
випадкової величини ξ у виглядi рiвняння
〈f(ξ)〉ξ =
∞∫
−∞
dx f(x)p(x) ≡ 〈f(x)〉. (1.7)
З iншого боку, оскiльки
f(ξ) =
∞∫
−∞
dx f(x)δ(x− ξ),
то, проводячи усереднення, маємо
〈f(ξ)〉ξ ≡
〈 ∞∫
−∞
dx f(x)δ(x− ξ)
〉
=
∞∫
−∞
dx f(x)〈δ(x−ξ)〉 =
∞∫
−∞
dx f(x)p(x).
Важливою величиною,що описує всi статистичнi характеристики ви-
падкової величини ξ, є її характеристична функцiя
Φ(v) =
〈
eivξ
〉
ξ
=
∞∫
−∞
dx eivxp(x). (1.8)
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Знаючи характеристичну функцiю, можна одержати як густину ймовiр-
ностi (перетворення Фур’є)
p(x) =
1
2pi
∞∫
−∞
dvΦ(v)e−ivx,
так i моменти
Mn ≡ 〈xn〉 =
∞∫
−∞
dxxnp(x) =
(
d
idv
)n
Φ(v)
∣∣∣∣
v=0
, (1.9)
кумулянти (або семiiнварiанти)
Kn ≡ 〈〈xn〉〉 =
(
d
idv
)n
Θ(v)
∣∣∣∣
v=0
, (1.10)
де Θ(v) = lnΦ(v)— кумулянта функцiя та iншi статистичнi характе-
ристики. Моменти та кумулянти випадкової величини ξ виражаються за
допомогою рядiв Тейлора функцiйΘ(v) та Φ(v):
Φ(v) =
∞∑
n=0
in
n!
Mnv
n, Θ(v) =
∞∑
n=1
in
n!
Knv
n. (1.11)
Кумулянти є комбiнацiями моментiв:
K1 =M1,
K2 =M2 −M21 ≡ σ2,
K3 =M3 − 3M2M1 + 2M31 ,
K4 =M4 − 4M3M1 − 3M22 + 12M2M21 − 6M41 .
(1.12)
Величина σ2 називається дисперсiєю — розкидом значень випадкової
змiнної, σ —середньоквадратичним вiдхиленням. Дисперсiя хара-
ктеризує ширину розподiлу, а середньоквадратичне вiдхилення — по-
хибку обчислень за даним розподiлом. У бiльшостi випадкiв, що сто-
суються гаусiвських величин (див. пiдроздiл 1.2), кумулянти вищих по-
рядкiв тривiалiзуються (Kn = 0, n > 2), що дозволяє виразити моменти
вищих порядкiв через моменти нижчих порядкiв.
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Розкладання за кумулянтами [19]. Розглянемо алгоритм обчисле-
ння кумулянтiв вищих порядкiв 〈〈x1x2x3 . . . xn〉〉, запропонований Ван
Кампеном. Процедура є такою:
• записується послiдовнiсть iз n точок . . .;
• ця послiдовнiсть розбивається на p+ 1 пiдмножин, розставляючи
кутовi дужки:
〈. . .〉〈. . .〉 . . . 〈. . .〉;
• замiсть точок вмiщуються символи x1 . . . xn так, щоб були випи-
санi усi рiзнi вирази, наприклад:
〈x1〉〈x2x3〉 = 〈x1〉〈x3x2〉 6= 〈x3〉〈x1x2〉;
• береться сумаCp(x1, . . . , xn) всiх наведених виразiв, що вiдповiда-
ють даному p;
• кумулянт визначається за формулою
〈〈x1x2x3 . . . xn〉〉 =
n−1∑
p=0
(−1)pp!Cp(x1, x2, x3, . . . , xn). (1.13)
Ïðèêëàä 1.1 Êóìóëßíò ÷åòâåðòîãî ïîðßäêó 〈〈x1x2x3x4〉〉
1 p=0, один єдиний член 〈x1x2x3x4〉 ≡ C0(x1x2x3x4).
2 p=1: розбиття 〈.〉〈. . .〉 дає
〈x1〉〈x2x3x4〉+ 〈x2〉〈x3x4x1〉+ 〈x3〉〈x4x1x2〉+ 〈x4〉〈x1x2x3〉 ≡ D1,
розбиття 〈. .〉〈. .〉 дає внесок
〈x1x2〉〈x3x4〉+ 〈x1x3〉〈x2x4〉+ 〈x1x4〉〈x2x3〉 ≡ D2.
Таким чином, C1(x1x2x3x4) = D1 +D2.
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3 p=2: розбиття 〈.〉〈.〉〈. .〉 дає внесок
〈x1〉〈x2〉〈x3x4〉+ 〈x1〉〈x3〉〈x2x4〉+ 〈x1〉〈x4〉〈x2x3〉+
+〈x2〉〈x3〉〈x1x4〉+ 〈x2〉〈x4〉〈x1x3〉+ 〈x3〉〈x4〉〈x1x2〉 ≡ C2(x1x2x3x4).
4 p=3: розбиття 〈.〉〈.〉〈.〉〈.〉 дає
〈x1〉〈x2〉〈x3〉〈x4〉 ≡ C3(x1x2x3x4).
Таким чином,
〈〈x1x2x3x4〉〉 ≡ C0 − C1 + 2C2 − 6C3.
Наведений алгоритм дозволяє виразити кумулянти через моменти ви-
падкової величини або моменти вищих порядкiв через моменти нижчих
порядкiв за умовиKn = 0, n > 2.
Наступний алгоритм дає можливiсть виразити моменти вищих по-
рядкiв через моменти довiльної функцiї. Розглянемо статистичне сере-
днє 〈ξf(ξ)〉ξ, де f(x) — довiльна детермiнована функцiя, така, що на-
писана середня величина iснує. Для її обчислення скористаємося таким
прийомом. Замiсть f(ξ) уведемо функцiю f(x+ y), де y— довiльна де-
термiнована величина. Розвиваємо f(x+ y) у ряд Тейлора за x:
f(x+ y) =
∞∑
n=0
1
n!
f (n)(y)xn=ex
d
dy f(y),
де застосовано оператор змiщення за y. Далi можна скористатися пода-
нням
〈ξf(ξ + y)〉ξ =
〈
ξe
ξ d
dy
〉
ξ
f(y) =
=
〈
ξe
ξ d
dy
〉
ξ〈
e
ξ d
dy
〉
ξ
〈
e
ξ d
dy
〉
ξ
f(y) = Ω
(
d
idy
)
〈f(ξ + y)〉ξ , (1.14)
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де функцiя
Ω(v) =
〈
ξeiξv
〉
ξ
〈eiξv〉ξ
=
d
idv
lnΦ(v) =
d
idv
Θ(v),
а Φ(v) — характеристична функцiя випадкової величини ξ. Використо-
вуємо для функцiї Θ(v) розвинення в ряд Тейлора (1.11), а для функцiї
Ω(v) одержуємо
Ω(v) =
∞∑
n=0
in
n!
Kn+1v
n. (1.15)
Враховуючи, що змiнна y у правiй частинi (1.14) входить лише до комбi-
нацiй ξ+y, то можна замiнити диференцiювання за y на диференцiюван-
ня за ξ (при цьому операторΩ(d/idξ) слiд занести пiд знак усереднення)
та припустити, що y = 0. У результатi одержуємо рiвняння
〈ξf(ξ)〉ξ =
〈
Ω
(
d
idξ
)
f(ξ)
〉
ξ
,
яке завдяки формулi (1.15) можна записати у виглядi ряду за кумулян-
тамиKn:
〈ξf(ξ)〉ξ =
∞∑
n=0
1
n!
Kn+1
〈
dnf(ξ)
dξn
〉
ξ
. (1.16)
1.1.2 Перетворення змiнних
Нехай ми використовуємо випадкову змiнну
η = f(ξ)
замiсть випадкової змiнної ξ. Застосовуючи визначення густини iмовiр-
ностi нової змiнної як середнє вiд дельта-функцiї, можна записати
pη(y) = 〈δ(y − η)〉 = 〈δ(y − f(ξ))〉 =
=
∫
δ(y − f(x))pξ(x)dx. (1.17)
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Припустивши, що f−1n (y) є n–м коренем рiвняння f(x) − y = 0, та ви-
користовуючи властивiсть дельта-функцiї
δ(f(x)) = δ(x− x0)
[∣∣∣∣df(x)dx
∣∣∣∣]−1
x=x0
,
одержуємо
pη(y) =
∑
n
pξ(f−1n (y))
[∣∣∣∣df(x)dx
∣∣∣∣]−1
x=xn=f
−1
n (y).
(1.18)
В окремому випадку, коли лише одне значення x вiдповiдає кожно-
му значенню y, можна за допомогою iнверсiї одержати вираз x = g(y),
обертаючи умову зв’язку x та y. Тодi перетворення густини iмовiрностi
дає
p(y) = p(x)J, (1.19)
де J — визначник Якобi, J = |dx/dy|.
1.2 Деякi кориснi розподiли
Гаусiвський розподiл. У загальному виглядi цей розподiл записує-
ться у виглядi
p(x) = N exp
(
−1
2
Ax2 −Bx
)
, −∞ < x < +∞, (1.20)
де A > 0— стала, що визначає ширину розподiлу; B— визначає поло-
ження пiка;N — стала нормування:
N =
(
A
2pi
)1/2
exp(−B2/2A).
Якщо виразити параметриA,B через середнєM1 = −B/A та дисперсiю
σ2 = A−1, то маємо
p(x) = (2piσ2)−1/2 exp
(
−(x−M1)
2
2σ2
)
. (1.21)
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Цей розподiл має назву розподiлу Гауса, або нормального розподiлу.
Нехай величина ξ — гаусiвська випадкова величина з нульовим се-
реднiм та з густиною ймовiрностi
p(x) =
1√
2piσ
exp
{
− x
2
2σ2
}
.
Для неї маємо
Φ(v) = exp
{
−v
2σ2
2
}
, Θ(v) = −v
2σ2
2
,
а також
M1 = K1 = 〈x〉 = 0, M2 = K2 =
〈
x2
〉
= σ2, Kn>2 = 0.
Рекурентне рiвняння (1.16) у такому випадку набирає вигляду
Mn = (n− 1)σ2Mn−2, n = 2, ...,
звiдки випливає, що
M2n+1 = 0, M2n = (2n− 1)!!σ2n.
Для гаусiвської розподiленої величини маємо спiввiдношення
〈xf(x)〉 = σ2
〈
df(x)
dx
〉
.
Центральна гранична теорема. Нехай iснує набiр випадкових неза-
лежних змiнних {ξi}n, кожна з яких має однакову густину ймовiрностi
p(x), деM1i = 0, σ
2
i = σ
2. Їх сума ζ =
∑
i ξi має такий розподiл:
p(y) =
1√
2piσ2n
exp
(
− y
2
2nσ2
)
.
Тодi можна одержати
〈ζ2〉 = nσ2,
〈(
ξ1 + ξ2 + · · ·+ ξn
n
)2〉
=
σ2
n
.
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Тому доцiльно визначити нормовану суму
η =
∑
i ξi√
n
.
Для такої суми дисперсiєю є σ2, а розподiл такий:
p(x) =
1√
2piσ
exp
{
− x
2
2σ2
}
. (1.22)
Теорема 1.1 Якщонавiть p(x)не гаусiвськi, а будь-якi iншi роз-
подiли з нульовим середнiм та кiнцевими дисперсiями σ2, то роз-
подiл (1.22) залишається справедливим на границi n→∞.
Розподiл Пуассона. Величина ξ ≡ n— цiлочисельна випадкова ве-
личина, розподiлена за законом Пуассона:
pn =
〈n〉n
n!
e−〈n〉,
де 〈n〉— середнє значення величини n. Для неї маємо
Φ(v) = exp
{
〈n〉
(
eiv − 1
)}
, Θ(v) = 〈n〉
(
eiv−1
)
,
а тому для неї всi кумулянти однаковi, тобто
Kn = 〈n〉.
Iз формули (1.16) можна одержати вираз
〈nf(n)〉 = 〈n〉 〈f(n+ 1)〉 . (1.23)
Експоненцiальний розподiл. Одним iз граничних випадкiв пуассо-
нiвського розподiлу є екпоненцiальний розподiл iз густиною ймовiрностi
у виглядi
p(x) = (〈x〉)−1e−x/〈x〉. (1.24)
Для такого розподiлу маємо спiввiдношення мiж середнiм та дисперсiєю
σ2 = 〈x〉2. (1.25)
22 Ìîäåëþâàííß ïðîöåñiâ ñàìîîðãàíiçàöi¨ ó ñòîõàñòè÷íèõ ñèñòåìàõ
Рiвнорозподiл. Найпростiшим розподiлом є рiвнорозподiл iз густи-
ною iмовiрностi
p =
1
b− a, a ≤ x ≤ b. (1.26)
Для такого розподiлу маємо 〈x〉 = (b+ a)/2, σ2 = (b+ a)/12.
Степеневий розподiл. Цей розподiл має вигляд
p(x) = (γ − 1)xγ−10 x−γ , γ > 1, x ≥ x0 > 0. (1.27)
Середнє iснує лише за умови γ > 2:
〈x〉 = γ − 1
γ − 2x0, (1.28)
а дисперсiя кiнцева— за умови γ > 3:
σ2 =
(
γ − 1
γ − 3 −
[
γ − 1
γ − 2
]2)
x20. (1.29)
Розподiл Левi. При 1 < γ < 3 степеневий розподiл переходить у роз-
подiл Левi:
p(x) =
1√
pix3
e−1/x, x ≥ 0. (1.30)
Середнє та дисперсiя для цього розподiлу є нескiнченними.
Розподiл Максвелла та γ–розподiл. Розподiл молекул газу (розпо-
дiл Максвелла) масоюm в одновимiрному просторi за їх швидкостями v
при заданiй температурi T має вигляд
p(v) =
√
m
2piT
exp
(
−mv
2
2T
)
. (1.31)
Необхiдно знайти розподiл за енергiями
E = mv2/2 = f(v).
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Коренi цього рiвняння є такими:
v1,2 = f−11,2 (E) = ±
√
2E/m.
Якобiан переходу має вигляд∣∣∣∣dfdv
∣∣∣∣
v1,2=f
−1
1,2 (E)
= |mv1,2| =
√
2mE.
У результатi маємо
p(E) =
√
m
2piT
exp
(
−E
T
)
1√
2mE
+
√
m
2piT
exp
(
−E
T
)
1√
2mE
.
Таким чином, розподiл за енергiями (γ– розподiл) має вигляд
p(E) =
√
1
piTE
exp
(
−E
T
)
. (1.32)
1.3 Багатовимiрнi величини та розподiли
Для багатовимiрних випадкових величин ξ = {x1, ..., xn} аналогi-
чним чином можна ввести iнтегральну та диференцiальну функцiї роз-
подiлу (густину розподiлу). Для першої маємо таке узагальнення:
F (x) = 〈Θ(x− ξ)〉ξ = 〈Θ(x1 − ξ1)Θ(x2 − ξ2) · · ·Θ(xn − ξn)〉 , (1.33)
а для густини одержуємо
p(x) = 〈δ(ξ − x)〉ξ = 〈δ(ξ1 − x1)δ(ξ2 − x2) · · · δ(ξn − xn)〉 . (1.34)
Умова нормування тепер записується у виглядi n-кратного iнтеграла∫
p(x1, . . . , xn)dx1 · · ·dxn = 1. (1.35)
Зазначимо, що коли випадкова величина ξ може набувати лише дис-
кретних значень ξi (i = 1, 2, ...) iз ймовiрностями pi, то аналогом (1.34) є
формула
pk = 〈δx,ξk〉 ,
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де δi,k — символ Кронекера, δi,i = 1, δi,k 6=i = 0.
Вочевидь, що повний статистичний опис буде мiститися у характе-
ристичнiй функцiї, залежнiй вiд вектора v, яка є нiчим iншим як фур’є-
перетворенням густини ймовiрностi випадкового вектора:
Φ(v) =
〈
eivξ
〉
ξ
, v = {v1, ..., vn}. (1.36)
За стандартною процедурою здiйснюємо перехiд вiд характеристичної
функцiї до густини, тобто
p(x) =
1
(2pi)n
∫
dvΦ(v)e−ivx, x = {x1, ..., xn}, (1.37)
причому безпосередня пiдстановка буде давати (1.34).
Незважаючи на простоту векторних узагальнень, застосування фор-
малiзму усереднення приводить до появи перехресних середнiх та куму-
лянтiв. Проводячи покомпонентне диференцiювання характеристичної
функцiї, одержуємо, що моменти та кумулянти компонентiв випадкового
вектора ξ задаються виразами:
Mi1,...,in =
∂n
in∂vi1 ...∂vin
Φ(v)
∣∣∣∣
v=0
, Ki1,...,in =
∂n
in∂vi1 ...∂vin
Θ(v)
∣∣∣∣
v=0
,
де Θ(v) = lnΦ(v), а самi функцiї Θ(v) та Φ(v) виражаються через
Mi1,...,in таKi1,...,in за допомогою рядiв Тейлора:
Φ(v) =
∞∑
n=0
in
n!
Mi1,...,invi1 ...vin , Θ(v) =
∞∑
n=1
in
n!
Ki1,...,invi1 ...vin , (1.38)
деMi1,...,in таKi1,...,in — узагальнення моментiв та кумулянтiв вiдповiд-
но.
Для пояснення змiсту перехресних середнiх слiд зазначити, що про-
стiр випадкових величин (подiй) загалом може бути розбитий на декiль-
ка пiдпросторiв. Причому випадковi величини (подiї) iз одного пiдпро-
стору можуть впливати на подiї в iншому пiдпросторi. Якщо спостерiга-
ється така закономiрнiсть, то вiдповiднi величини (подiї) є статистично
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залежними. У разi коли кожний пiдпростiр iснує окремо вiд iншого, то
подiї в одному пiдпросторi не зумовлюють подiї в iншому. Тодi випадковi
величини iз рiзних пiдпросторiв є статистично незалежними. Математи-
чно цi два факти виражаються теоремою Байєса.
Для статистично незалежних випадкових величин, що розбитi на два
пiдпростори, вона дає звичайну факторизацiю густин iмовiрностей ко-
жного пiдпростору, тобто
p(x1, x2, . . . , xs, xs+1, . . . , xn) = pI(x1, x2, . . . , xs)pII(xs+1, . . . , xn).
(1.39)
Узагальненням такого виразу, коли для кожної випадкової величини вiд-
водиться свiй пiдпростiр, є формула добутку густин iмовiрностей:
p(x1, x2, . . . , xs, xs+1, . . . , xn) =
n∏
k=1
pk(xk). (1.40)
Тодi для характеристичної функцiї маємо добуток
Φ(v1, . . . , vn) =
n∏
k=1
Φ(vk), (1.41)
наслiдком якого є формула розчеплення моментiв
〈xm11 xm22 〉 = 〈xm11 〉〈xm22 〉, (1.42)
деm1 таm2 — цiлi величини. Очевидно, що перехреснi кумулянти три-
вiалiзуються: 〈〈xm1i xm2j 〉〉 = 0.
У складнiшому випадку маємо справу з умовними густинами, що за-
дають, наприклад, iмовiрнiсть реалiзацiї p(x1, . . . , xs|xs+1, . . . , xn) зна-
чень x1, . . . , xs за умови, що iншi змiннi xs+1, . . . , xn вже набули своїх
значень. У такому разi факторизацiї характеристичних функцiй та мо-
ментiв не вiдбувається, натомiсть з’являються крос-кореляцiї випадко-
вих величин:
Kij ≡ 〈〈xixj〉〉 = 〈(xi−〈xi〉)(xj−〈xj〉)〉 = 〈xixj〉−〈xi〉〈xj〉 = 〈δxiδxj〉.
(1.43)
26 Ìîäåëþâàííß ïðîöåñiâ ñàìîîðãàíiçàöi¨ ó ñòîõàñòè÷íèõ ñèñòåìàõ
Таким чином, одержуємо матрицю кореляцiй
σ2ij ≡ 〈〈xixj〉〉. (1.44)
У прикладних розрахунках часто використовується матриця коефiцiєн-
тiв кореляцiй, елементи якої подаються нормованими величинами
ρij =
〈〈xixj〉〉√
〈〈x2i 〉〉〈〈x2j 〉〉
, (1.45)
змiст яких є таким: якщо ρij > 0, то збiльшення/зменшення однiєї ве-
личини, наприклад xi, спричиняє збiльшення/зменшення iншої (xj); при
ρij < 0 збiльшення/зменшення однiєї величини, наприклад xi, спричи-
няє зменшення/збiльшення iншої (xj); при ρij = 0, де i 6= j, взаємнi
кореляцiї вiдсутнi, тобто величини є статистично незалежними.
Якщо величина є випадковим гаусiвським вектором iз компонента-
ми ξi (〈ξi〉ξ = 0, i = 1, ..., n), то характеристична функцiя описується
рiвнянням
Φ(v) = exp
{
−1
2
σ2ijvivj
}
, Θ(v) = −1
2
σ2ijvivj ,
де 〈ξiξj〉 ≡ σ2ij , а за iндексами, що повторюються, виконується додава-
ння.
1.4 Методи моделювання ймовiрностей [20,21]
Розглянемо процес генерування випадкових величин, розподiлених
згiдно з вiдомими законами.
Слiд установити спiввiдношення мiж густиною ймовiрностi p(x) та
випадковою величиною ξ, де ξ ∈ [0, 1] (pu(0 ≤ ξ ≤ 1) = 1, у протиле-
жному випадку pu(ξ) = 0).
Метод iнверсiї. За умови iснування iнтегральної функцiї розподiлуF (x)
проведемо iнверсiю iмовiрностi
F (x) = ξ , (1.46)
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так що
x = F−1(ξ). (1.47)
Оскiльки ξ розподiлена рiвномiрно на одиничному вiдрiзку, то i F (x),
пов’язана з ξ (1.47), також розподiлена рiвномiрно. Iмовiрнiсть того, що
F (x) розмiщена в iнтервалi [F (x), F (x) + dF (x)], дорiвнює dF (x), i згi-
дно з (1.46) дорiвнює dξ. Виходячи зi спiввiдношення dF (x)/dx = p(x)
та визначення p(ξ) для 0 ≤ ξ ≤ 1, випливає
dF (x) = p(x)dx = pu(ξ)dξ. (1.48)
Звiдси бачимо, що x розподiлена з густиною ймовiрностi p(x).
Необхiднi умови для методу такi:
1) iнтегральна функцiя розподiлу повинна обчислюватися аналiтично
або чисельно;
2) спiввiдношення (1.46) повинно розв’язуватися аналiтично.
Ïðèêëàä 1.2 Åêñïîíåíöiàëüíèé ðîçïîäië
Для моделювання експоненцiального розподiлу використовуємо метод iнверсiї.
Iнтегральна функцiя розподiлу F (x) =
∫ x
0
p(x′)dx′, що вiдповiдає (1.24), має
вигляд
F (x) = 1− e−x/〈x〉 = ξ, ξ ∈ [0, 1].
Тодi
x = −〈x〉 ln(1− ξ) = −〈x〉 ln(ξ).
Результат порiвняння теоретичної кривої iз експериментальною подано на рис.1.1.
Метод Бокса–Мюллера. Цей метод використовується при генеру-
ваннi гаусiвських розподiлених змiнних. Вiн грунтується на розглядi двох
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Рисунок 1.1— Порiвняння теоретичної та експериментальної кривих експо-
ненцiального розподiлу при 〈x〉 = 1 (суцiльна лiнiя— теорiя,
кола— чисельний експеримент)
незалежних змiнних u, t, якi є статистично незалежними та пiдпорядко-
вуються розподiлам:
p(t)dt = (2pi)−1/2e−t
2/2dt,
p(u)du = (2pi)−1/2e−u
2/2du.
Уводячи новi змiннi r , θ, для яких t = r cos θ, u = r sin θ, замiсть
p(t)p(u)dtdu = (2pi)−1e(t
2+u2)/2dtdu,
маємо
p(r)p(θ)drdθ = (2pi)−1re−r
2/2drdθ.
Одержана конструкцiя подається у виглядi двох окремих розподiлiв, що
моделюються методом iнверсiй:
r = [2 ln(1/ξ1)]1/2,
θ = 2piξ2.
Повертаючись назад до гаусiвських змiнних, одержуємо
η1 = [2 ln(1/ξ1)]1/2 cos(2piξ2),
η2 = [2 ln(1/ξ2)]1/2 sin(2piξ1),
(1.49)
де η1, η2 є незалежними.
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Ïðèêëàä 1.3 Ðîçïîäië Ãàóñà
Для моделювання розподiлу Гауса скористаємося методом Бокса-Мюллера,
який можна узагальнити введенням середнього стохастичної величини x та її
дисперсiї. Це досягається додаванням, наприклад, до η1 числа a, яке вiдповiдає
середньому значенню x та множенням виразу для η1 на σ — середньоквадра-
тичне вiдхилення. Отже, одержуємо узагальнення
η˜1 = a+ σ[2 ln(1/ξ1)]1/2 cos(2piξ2).
Результат порiвняння теоретичної кривої iз експериментальною подано на рис.1.2.
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Рисунок 1.2— Порiвняння теоретичної та експериментальної кривих розпо-
дiлу Гауса при a = 1, σ = 2 (суцiльна лiнiя— теорiя, кола—
чисельний експеримент)
Метод фон Неймана. Нехай змiнна x належить iнтервалу a ≤ x ≤ b,
який не обов’язково є фiнiтним. Розподiл можна записати у виглядi
p(x) = Cϕ(x)ψ(x).
Розподiлψ(x) генерується одним iз вищенаведених методiв, причому вiн
має мiстити iнтервал (a, b). Функцiя ϕ(x) є вiдношенням p(x) та ψ(x),
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нормованим так, що максимальне значення дорiвнює 1:
Cϕ(x) =
{
p(x)/ψ(x) при a ≤ x ≤ b,
0 в iншому випадку.
Алгоритм моделювання є таким:
1 Вибрати змiнну x′ iз ψ(x).
2 Обчислити ϕ(x) i порiвняти його з ξ, вибраним iз рiвнорозподiлу.
Якщо ϕ(x′) > ξ, то x′ береться як змiнна, що задовольняє розпо-
дiл p(x), iнакше— повернутись на крок 1.
Ïðèêëàä 1.4 γ  ðîçïîäië
p(x)dx =
xb−1
Γ(b)
e−xdx, x ≥ 0, b > 0.
Для розподiлу ψ(x) можна вибрати
ψ(x, β) = βe−βxdx.
Тодi
Cϕ(x) =
xb−1
βΓ(b)
e−x(1−β).
Функцiя ϕ(x) має максимум при x0 = (b− 1)/(1− β). У цiй точцi обчислюємо
величину
C =
(b− 1)b−1e(1−b)
Γ(b)β(1− β)b−1 .
Вона мiнiмiзується за умови β = 1/b. Тодi
ψ(x)dx = e−x/bdx/b, ϕ(x) =
(x
b
)b−1
e(b−1)(1−x/b), C−1 = b−bΓ(b)eb−1.
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Для бiльш детального вивчення подання та аналiзу випадкових ве-
личин читач може звернутися до книг [16–19]. Додатковi методи моде-
лювання випадкових величин можна знайти у книгах [20–22].
ПИТАННЯ ДЛЯ САМОКОНТРОЛЮ
1 Ïîíßòòß ôàçîâîãî ïðîñòîðó âèïàäêîâî¨ çìiííî¨.
2 Âëàñòèâîñòi iíòåãðàëüíî¨ òà äèôåðåíöiàëüíî¨ ôóíêöié ðîçïîäiëó
3 Çìiñò õàðêòåðèñòè÷íî¨ òà êóìóëßíòíî¨ ôóíêöié, ñïîñîáè âèêîðèñòàííß.
4 Âiäìiííiñòü ñòàòèñòè÷íî çàëåæíèõ òà íåçàëåæíèõ çìiííèõ.
5 Çìiñò êîåôiöi¹íòà êîðåëßöi¨.
Çàäà÷i äî ðîçäiëó 1
ЗАДАЧА 1.1 Знайти функцiю розподiлу величини x, якщо характеристична фун-
кцiя має вигляд Φ(v) = exp
(
iav − σ2v22
)
.
ЗАДАЧА 1.2 Довести, що для випадкової величини y =
∑N
i xi, де густина ймо-
вiрностi p(y) =
∏N
i p(xi), p(x) =
1
2 [δ(x − a0) + δ(x + a0)], характеристична
функцiя Φ(v) = [cos va0]N . Знайти 〈xi〉, 〈〈xi〉〉.
ЗАДАЧА 1.3 Для гаусiвської величини x iз 〈x〉 = 0 довести справедливiсть ви-
разу 〈xeαx〉 = α〈x2〉eα2〈x2〉/2.
ЗАДАЧА 1.4Побудувати генератор випадкових чисел, розподiлених з густиною
ймовiрностi p(x) = (γ − 1)xγ−10 x−γ , γ > 1, x ≥ x0 > 0. Порiвняти аналi-
тичний вигляд густини ймовiрностi з експериментально одержаним
ЗАДАЧА 1.5Побудувати генератор випадкових чисел, розподiлених з густиною
ймовiрностi p(x) = 1√
pix3
e−1/x, x ≥ 0. Порiвняти аналiтичний вигляд густини
ймовiрностi з експериментально одержаним
ЗАДАЧА 1.6Провести моделювання розподiлiв p(x) = C(x+ 1)3/4 та
p(x) = C| sinx|. Порiвняти аналiтичний вигляд густин iмовiрностей з експери-
ментально одержаними.
ЗАДАЧА 1.7Побудувати генератор випадкових чисел, розподiлених з густиною
ймовiрностi p(E)dE = 1√
piTE
e−E/T . Порiвняти аналiтичний вигляд густини
ймовiрностi з експериментально одержаним.
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	Ðîçäië2
Стохастичнi процеси та поля
У даному роздiлi подано основнi визначення та методи подання по-
слiдовностей випадкових величин, якi реалiзуються у часi,— випадко-
вих процесiв. Матерiал роздiлу є продовженням теорiї ймовiрностей, у
ньому зiбрано найбiльш важливi теореми, пiдходи та методи аналiзу ви-
падкових процесiв. Цей роздiл є важливим для подальшого подання ма-
терiалу, оскiльки має на метi пiдготувати читача оперувати iз стохасти-
чними процесами та полями, якi можуть бути незалежними або зале-
жними один вiд одного.
У пiдроздiлi 2.1 викладено основнi положення для визначення ви-
падкового процесу, його усереднених характеристик та кореляцiй, роз-
глянуто лiнiйнi операцiї над процесами, перетворення Фур’є. Окремо
розглянуто один iз марковських процесiв, на основi якого далi розви-
вається теорiя. Аналiз кореляцiйних властивостей випадкових процесiв
проводиться у пiдроздiлi 2.2, де розглядаються загальна процедура роз-
чеплення кореляцiй, її застосування для гаусiвських процесiв.
2.1 Загальнi положення
Якщо задано випадкову (стохастичну) змiнну ξ, то з неї можна ви-
вести нескiнченну кiлькiсть iнших стохастичних змiнних ζ за допомогою
певного вiдображення f(ξ), де сама функцiя f може залежати вiд часу t:
ζξ(t) = f(ξ, t). (2.1)
Таку функцiю називають випадковим процесом. Таким чином, стоха-
стичний процес — функцiя двох змiнних, перша з яких – час, а друга
– стохастична змiнна ξ. Якщо задано значення для ξ таке, що дорiвнює
x, то xz(t) = f(z, t) є реалiзацiєю. Стохастичний процес подається як
ансамбль реалiзацiй.
Якщо ми маємо випадкову функцiю x(t) (стохастичний процес), то
всi її статистичнi характеристики у фiксований момент часу t описуються
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одночасовою густиною ймовiрностi
p(t;x) = 〈δ (x(t)− x)〉 , (2.2)
середнє обчислюється за формулою
〈f (x(t))〉 =
∞∫
−∞
dxf(x)p(t;x).
Iнтегральна функцiя розподiлу для цього процесу, яка визначає iмо-
вiрнiсть того, що в момент часу t процес x(t) < X , обчислюється за
формулою
F(t,X) = P(x(t) < X) =
X∫
−∞
dxp(t;x),
а тому
F(t,X) = 〈Θ(X − x(t))〉 , F (t,∞) = 1, (2.3)
деΘ(x)— функцiя Хевiсайда.
Зазначимо, що усереднена сингулярна дельта-функцiя Дiрака у (2.2),
яка параметрично залежить вiд часу
ϕ(t;x) = δ (x(t)− x) , (2.4)
називається iндикаторною функцiєю.
За iндукцiєю можна одержати вираз для n– точкової густини ймо-
вiрностi
p(t1, ..., tn;x1, ..., xn) = 〈ϕ(t1, ..., tn;x1, ..., xn)〉 ,
де n– точкова iндикаторна функцiя
ϕ(t1, ..., tn;x1, ..., xn) = δ(x(t1)− x1)...δ(x(tn)− xn).
Процес x(t) називається стацiонарним у часi, якщо всi його ста-
тистичнi характеристики є iнварiантними вiдносно зсування у часi на до-
вiльну величину τ , тобто
p(t1 + τ, ..., tn + τ ;x1, ..., xn) = p(t1, ..., tn;x1, ..., xn)
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або якщо ввести моменти
〈x(t1)x(t2) . . . x(tn)〉 =
∫
x(t1)x(t2) . . . x(tn)p(t;x)dx,
то стацiонарнiсть означає
〈x(t1 + τ)x(t2 + τ) . . . x(tn + τ)〉 = 〈x(t1)x(t2) . . . x(tn)〉 .
Окремо потрiбно розглядати кумулянтну функцiю другого порядку
K(t1, t2) ≡ 〈〈x(t1)x(t2)〉〉 = 〈x(t1)x(t2)〉 − 〈x(t1)〉 〈x(t2)〉 , (2.5)
яка задає кореляцiйнi властивостi випадкового процесу (автокореля-
цiйна функцiя). Якщо середнє 〈x(t)〉 = 0, то перша складова подає
автокорелятор у виглядi
Cx(t1, t2) = 〈x(t1)x(t2)〉 . (2.6)
Тодi як одночасова густина ймовiрностi взагалi не залежить вiд часу, ав-
токорелятор залежить лише вiд часової рiзницi
Cx(t1, t2) = Cx(t1 − t2) (2.7)
i не змiнюється при вiднiманнi сталої. Кореляцiйна функцiя є симетри-
чною функцiєю, тобто Cx(τ) = Cx(−τ). Визначення (2.7) дозволяє за-
писати
Cx(τ) = 〈x(t1)x(t1 + τ)〉 = 〈x(0)x(τ)〉 .
За своїм змiстом вона еквiвалентна коефiцiєнту кореляцiї: Cx(τ) > 0
означає прямий зв’язок значень випадкового процессу у рiзних момен-
тах часу; Cx(τ) < 0 — збiльшення значення змiнної x у момент часу
t = 0 буде приводити до зменшення x у момент t = τ ; при Cx(τ) = 0
значення x(0) та x(τ) є статистично незалежними. Кореляцiйна функцiя
задає ефекти пам’ятi у стохастичному процесi — як довго процес вiд-
чуває збурення, що вiдбулися у момент t = 0. Iснує стала τc, при якiй
C(t1, t2) спадає до нуля або стає нехтовно малою для |t1 − t2| > τc.
Константа τc називається автокореляцiйним часом.
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Крiм автокореляцiйної функцiї, на практицi використовується крос-
кореляцiйна функцiя, визначена якKxy(t1, t2) = 〈〈x(t1)y(t2)〉〉. Якщо
два процеси мають нульове середнє, то маємо крос-кореляцiйну фун-
кцiюCxy(t1, t2) = 〈x(t1)y(t2)〉, яка показує статистичну залежнiсть одно-
го процесу у момент t2 вiд значення другого процесу у момент t1. При
Kxy(t1, t2) = 0 два процеси є статистично незалежними.
Крос-кореляцiйна функцiя має таку властивiсть симетрiї:
Kxy(t, t′) = Kyx(t′, t), (2.8)
яка говорить про те, що перестановка аргументiв у кореляцiйнiй функцiї
веде до тiєї ж кореляцiйної функцiї для випадкових процесiв, узятих у
зворотному порядку.
Як i для випадкових величин, для процесiв можна ввести нормовану
кореляцiйну функцiю |R(t, t′)| ≤ 1, що визначається як коефiцiєнт коре-
ляцiї значень двох випадкових процесiв, якi вiдповiдають двом навмання
вибраним значенням, наприклад, x(t) та y(t′):
R(t, t′) =
Kxy(t, t′)√
Kxx(t, t)Kyy(t′, t′)
. (2.9)
Така функцiя володiє всiма вищезазначеними властивостями кореляцiй-
них функцiй.
2.1.1 Операцiї iз випадковими процесами
Додавання. Розглянемо випадковий процес z(t), що одержується як
сума
z(t) = x(t) + y(t), (2.10)
причому для вхiдних вважається, що середнi 〈x(t)〉, 〈y(t)〉 та кореляцiйнi
функцiї Kxx(t, t′), Kyy(t, t′), Kxy(t, t′) є вiдомими. Знайдемо середнє та
автокореляцiйну функцiю процесу z(t).
Для середнього iз теореми додавання випадкових величин маємо
〈z(t)〉 = 〈x(t)〉+ 〈y(t)〉. (2.11)
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Обчислюючи флуктуацiю δz(t) = z(t)− 〈z(t)〉, приходимо до виразу
〈δz(t)δz(t′)〉 =〈δx(t)δx(t′)〉+ 〈δy(t)δy(t′)〉+
+〈δx(t)δy(t′)〉+ 〈δy(t)δx(t′)〉. (2.12)
Оскiльки за визначенням Kµν(t, t′) ≡ 〈δµ(t)δν(t′)〉, то одержуємо ре-
зультат
Kzz(t, t′) = Kxx(t, t′) +Kyy(t, t′) +Kxy(t, t′) +Kyx(t, t′). (2.13)
Скориставшись властивiстю симетрiї (2.8), маємо
Kzz(t, t′) = Kxx(t, t′) +Kyy(t, t′) +Kxy(t, t′) +Kxy(t′, t). (2.14)
Узагальнюючи наведене, можемо записати основнi формули. У разi
подання
z(t) =
N∑
µ=1
xµ(t), (2.15)
для статистичних середнiх одержуємо
〈z(t)〉 =
N∑
µ=1
〈xµ(t)〉, (2.16)
Kzz(t, t′) =
N∑
µ,ν=1
Kxµxν (t, t
′). (2.17)
Очевидно, що у разi статистичної незалежностi вхiдних випадкових про-
цесiв останнiй вираз спрощується:
Kzz(t, t′) =
N∑
µ=1
Kxµxµ(t, t
′), (2.18)
де додаються лише автокореляцiйнi функцiї.
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Диференцiювання. Нехай iснує випадковий процес x(t), такий, що
для нього iснує похiдна
y(t) =
dx(t)
dt
, (2.19)
яка теж є випадковим процесом, або випадковоюфункцiєю, можливi ре-
алiзацiї якої подають похiднi вiдповiдних реалiзацiй випадкової функцiї
x(t). Обчислимо статистичнi середнi для процесу y(t).
Скориставшись дискретним визначенням похiдної за часом, для се-
реднього маємо
〈y(t)〉 = lim
δt→0
〈
x(t+ δt)− x(t)
δt
〉
= lim
δt→0
〈x(t+ δt)〉 − 〈x(t)〉
δt
. (2.20)
Таким чином, приходимо до зв’язку
〈y(t)〉 = d〈x(t)〉
dt
, (2.21)
з якого можна бачити комутативнiсть операцiй усереднення та диферен-
цiювання.
Для автокореляцiйної функцiї слiд розглянути флуктуацiю δy(t) та
скористатись визначеннями δy(t) = dδx(t)/dt таKyy(t, t′) = 〈δy(t)δy(t′)〉,
що дає
Kyy(t, t′) =
〈
dδx(t)
dt
dδx(t′)
dt′
〉
=
∂2
∂t∂t′
〈
δx(t)δx(t′)
〉
=
∂2
∂t∂t′
Kxx(t, t′).
(2.22)
Аналогiчним чином одержуємо крос-кореляцiйну функцiю
Kxy(t, t′) =
〈
δx(t)
dδx(t′)
dt′
〉
=
∂
∂t′
〈
δx(t)δx(t′)
〉
=
∂
∂t′
Kxx(t, t′).
(2.23)
Очевидно, що iснує зв’язок
Kyy(t, t′) =
∂
∂t
Kxy(t, t′). (2.24)
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Проводячи узагальнення, отримуємо, що для процесу y(n)(t), пода-
ного у виглядi n–ї похiдної вiд вихiдного x(t), маємо:
〈y(n)(t)〉 =
dn〈x(t)〉
dtn
, (2.25)
Ky(n)y(n)(t, t
′) =
∂2n
∂tn∂t′n
Kxx(t, t′), (2.26)
Ky(n)y(m)(t, t
′) =
∂n+m
∂tn∂t′m
Kxx(t, t′). (2.27)
Ïðèêëàä 2.1 Îá÷èñëåííß ñåðåäíüîãî òà êîðåëßöiéíèõ ôóíêöié
Вважається, що для випадкового процесу x(t) задано
〈x(t)〉 = a+ bt+ ct2,
Kxx(t, t′) = σ2e−α|t−t
′|
(
cosω(t− t′) + α
ω sinω|t− t0|
)
.
Обчислимо середнє та автокореляцiйну функцiю процесу y(t) = dx(t)/dt.
Для середнього безпосереднiм диференцiюванням отримуємо
〈y(t)〉 = b+ 2ct.
Для знаходженняKyy(t, t′) отримаємо спочаткуKxy(t, t′). При t′ > t
Kxy(t, t′) =
∂
∂t′
Kxx(t, t′) = −σ2α
2 + ω2
ω
e−α(t
′−t) sinω(t′ − t).
У випадку t′ < t маємо
Kxy(t, t′) =
∂
∂t′
Kxx(t, t′) = σ2
α2 + ω2
ω
e−α(t−t
′) sinω(t− t′).
Тому загальний результат є таким:
Kxy(t, t′) = σ2
α2 + ω2
ω
e−α|t−t
′| sinω(t− t′).
Аналогiчним чином одержуємоKyy(t, t′). При t < t′
Kyy(t, t′) =
∂
∂t
Kxy(t, t′) = σ2(α2+ω2)e−α(t
′−t)
[
cosω(t− t′) + α
ω
sinω(t− t′)
]
,
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а при t > t′
Kyy(t, t′) = σ2(α2 + ω2)e−α(t−t
′)
[
cosω(t− t′)− α
ω
sinω(t− t′)
]
.
Узагальнюючи останнi двi формули, приходимо до шуканого результату
Kyy(t, t′) = σ2(α2 + ω2)e−α|t−t
′|
[
cosω(t− t′)− α
ω
sinω|t− t′|
]
.
Iнтегрування. Нехай iснує iнтеграл
y(s) =
∫ b
a
φ(s, t)x(t)dt, (2.28)
де x(t), φ(s, t)— випадкова та детермiнiстична функцiї вiдповiдно. Вва-
жається, що заданими є 〈x(t)〉 таKxx(t, t′). Скориставшись комутатив-
нiстю операцiй усереднення та диференцiювання, можемо записати
〈y(s)〉 =
〈∫ b
a
φ(s, t)x(t)dt
〉
=
∫ b
a
φ(s, t) 〈x(t)〉dt. (2.29)
Для знаходження кореляцiйної функцiї скористаємося визначеннямфлу-
ктуацiї δy(t) =
∫ b
a φ(s, t)δx(t)dt, що дає можливiсть обчислити
Kyy(s, s′) =
〈∫ b
a
dt
∫ b
a
dt′φ(s, t)δx(t)φ(s′, t′)δx(t′)
〉
=
=
∫ b
a
dt
∫ b
a
dt′φ(s, t)φ(s′, t′)
〈
δx(t)δx(t′)
〉
=
=
∫ b
a
∫ b
a
φ(s, t)φ(s′, t′)Kxx(t, t′)dtdt′,
(2.30)
Kyy(s, s) =
∫ b
a
∫ b
a
φ(s, t)φ(s, t′)Kxx(t, t′)dtdt′. (2.31)
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Для крос-корелятора отримуємо
Kxy(t, s) =
∫ b
a
φ(s, t′)Kxx(t, t′)dt′. (2.32)
Таким чином, знання середнього та кореляцiйної функцiї випадково-
го процесу дозволяє виконувати над стохастичним процесом елементар-
нi перетворення, а також лiнiйнi алгебраїчнi операцiї.
Ïðèêëàä 2.2 Ñåðåäí¹ òà êîðåëßöiéíà ôóíêöiß iíòåãðîâàíîãî ïðîöåñó
Вважається, що для випадкового процесу x(t) задано
〈x(t)〉 = a+ bt,
Kxx(t, t′) = σ2e−α|t−t
′|.
Обчислимо середнє та автокореляцiйну функцiю процесу y(s) =
∫ s
0
x(t)dt.
Для середнього одержуємо
〈y(t)〉 = as+ bs2/2.
При обчисленнi корелятора використовуємо формулу (2.30) з φ(s, t) = 1 в iн-
тервалi (0, s), яка при s < s′ дає
Kyy(s, s′) =
s∫
0
s′∫
0
Kxx(t, t′)dtdt′ = σ2
s∫
0
s′∫
0
e−α|t−t
′|dtdt′ =
= σ2
∫ s
0
dt
{∫ t
0
e−α(t−t
′) +
∫ s′
t
e−α(t−t
′)dt′
}
=
= σ2
∫ s
0
{
1− e−αt
α
− e
−α(s′−t) − 1
α
}
dt =
=
σ2
α2
{
2αs− 1 + e−αs + e−αs′ − e−α(s−s′)
}
.
Для обчислення випадку s > s′ достатньо скористатися властивiстю симетрiї
кореляцiйної функцiї, переставляючи аргументи s та s′. Тодi шукана функцiя є
такою:
Kyy(s, s′) =
σ2
α2
{
2αmin(s, s′)− 1 + e−αs + e−αs′ − e−α|s−s′|
}
.
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Рисунок 2.1— Спектральне розкладання свiтла— спектральна густина свi-
тлового джерела
2.1.2 Перетворення Фур’є стацiонарних процесiв
При експериментальних вимiрюваннях маємо справу не стiльки iз
кореляцiйною функцiєю, скiльки з її фур’є-образом. Подання детермi-
нiстичного процесу/сигналу у просторi частот дозволяє визначити резо-
нанснi частоти, що задають перiоди, та вiдповiдне упорядкування у си-
гналi. Такi резонанснi частоти вiдповiдають положенням пiкiв на рис.2.1
i задають часову структуру процесу. При розгляданнi стохастичних про-
цесiв на вiдповiднiй частотнiй залежностi пiки взагалi можуть бути вiд-
сутнiми, але можна прослiдкувати спектр частот, якi присутнi у випад-
ковому сигналi. При цьому вдається видiлiти частоту обрiзання спектра,
або встановити необхiднi частотнi асимптотики вимiрюваних величин,
вiдносячи систему або процес до певного класу унiверсальностi.
Розглянемо процедуру переходу вiд кореляцiйної функцiї до її часто-
тного образу. Нехай задано процес x(t), який загалом може бути пода-
ний у виглядi iнтеграла Фур’є:
x(t) =
1√
2pi
∞∫
−∞
A(ω)eiωt. (2.33)
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За умови реальностi x(t) для амплiтуд маємо спiввiдношення
A(−ω) = A∗(ω). Далi обчислимо iнтеграл вiд x2(t):
∞∫
−∞
x2(t)dt =
1
2pi
∞∫
−∞
dt
∞∫
−∞
dω
∞∫
−∞
dω′A(ω)eiωtA∗(ω′)e−iω
′t.
Використовуючи властивiсть дельта-функцiї
δ(ω) = (1/2pi)
∫
eiωtdt,
приходимо до результату
∞∫
−∞
x2(t)dt =
∞∫
−∞
dt
∞∫
−∞
dω
∞∫
−∞
dω′A(ω)A∗(ω′)δ(ω−ω′) =
∞∫
−∞
dω|A(ω)|2.
де враховано властивiсть дельта-функцiї
f(a) =
∫
δ(x− a)f(x)dx.
Далi обчислимо середнє за часом за умови |A(−ω)|2 ≡ |A(ω)|2:
〈x2(t)〉 = lim
T→∞
1
T
∞∫
−∞
x2(t)dt = lim
T→∞
2
T
∞∫
0
|A(ω)|2dω =
∞∫
0
〈S(ω)〉dω,
(2.34)
де введено позначення
S(ω) = lim
T→∞
2
T
|A(ω)|2. (2.35)
Розглянемо фур’є-образ корелятора C(τ) = 〈x(t)x(t+ τ)〉:
∞∫
−∞
x(t)x(t+ τ)dt =
1
2pi
∞∫
−∞
dt
∞∫
−∞
dω
∞∫
−∞
dω′A(ω)A∗(ω′)ei(ω−ω
′)t =
=
∞∫
−∞
|A(ω)|2eiωτdω.
(2.36)
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Переписуючи iнтеграл у виглядi
∞∫
−∞
|A(ω)|2eiωτdω =
∞∫
0
|A(ω)|2(eiωτ + e−iωτ )dω =
∞∫
0
|A(ω)|2 cos(ωτ)dω
та усереднюючи за часом приходимо до шуканого результату
C(τ) = lim
T→∞
1
T
∫ ∞
−∞
x(t)x(t+ τ)dt =
∞∫
0
S(ω) cos(ωτ)dω, (2.37)
де C(0) = 〈x2(t)〉 = ∫∞0 〈x2(ω)〉dω. Очевидно, маємо зворотне перетво-
рення Фур’є:
S(ω) =
1
pi
∞∫
−∞
C(τ) cos(ωτ)dτ =
2
pi
∞∫
0
C(τ) cos(ωτ)dτ. (2.38)
Одержаний результат вiдомий як теорема Вiнера-Хiнчина [18]. Функцiя
S(ω) називається спектральною густиною.
Ïðèêëàä 2.3 Åêñïîíåíöiàëüíi êîðåëßöi¨
Для експоненцiальної кореляцiйної функцiї
C(τ) = C0e−τ/τc
спектральна густина має вигляд
S(ω) = C0
2τc
1 + (ωτc)2
.
У граничних випадках ω  τ−1c енергетичний спектр майже не залежить
вiд частоти, тобто в спектрi можуть бути рiвноправно поданi всi частоти. У та-
кому разi говорять про бiлий шум нижче граничної частоти ωc = τ−1c .
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2.1.3 Умова марковостi випадкових процесiв
Розглянемоn реалiзацiй випадкових змiнних, деn−1 випадковi змiн-
нi набувають певних значень, наприклад, x2, x3, . . ., xn. Задачею є ви-
значення густини ймовiрностi для першої змiнної. Така ймовiрнiсть є
умовною p(x1|x2, . . . , xn) i виражає ймовiрнiсть реалiзацiї x1 за умови,
що набiр випадкових змiнних, крiм ξ1 = x1, визначено зi значеннями x2,
x3, . . ., xn.
Очевидно, iмовiрнiсть p(x1, . . . , xn)dx1, . . . ,dxn того, що випадковi
змiннi ξi, (i = 1, . . . , n) набувають значення в iнтервалi xi ≤ ξi ≤ xi+
+dxi, є iмовiрнiстю p(x1|x2 . . . , xn)dx1 того, що перша змiнна розмiще-
на в iнтервалi x1 ≤ ξ1 ≤ x1+dx1 i що iншi змiннi набувають значень ξi =
= xi, (i = 2, . . . , n) домножена на ймовiрнiсть p(x2, . . . , xn)dx2, . . . ,dxn
того, що останнi n− 1 змiннi лежать в iнтервалi xi ≤ ξi ≤ xi + dxi (i =
= 2, . . . , n), тобто
p(x1, . . . , xn) = p(x1|x2, . . . , xn)p(x2, . . . , xn). (2.39)
Iнтегруючи за однiєю змiнною, можна одержати
p(x2, . . . , xn) =
∫
dx1p(x1, . . . , xn),
що приводить до запису
p(x1|x2, . . . , xn) = p(x1, . . . , xn)∫ dx1p(x1, . . . , xn) .
i
Марковським називається процес, якщо його умовна ймовiр-
нiсть залежить лише вiд величини ξ(tn−1) = xn−1, визначеної у
попереднiй момент часу, тобто перехiд у стан tn iз стану в мо-
мент tn−1 не залежить вiд передiсторiї.
Математично цей факт виражається як
p(xn, tn|xn−1, tn−1; . . . ;x1, t1) = p(xn, tn|xn−1, tn−1). (2.40)
2.1 Çàãàëüíi ïîëîæåííß 45
Властивiсть марковостi дозволяє записати
p(xn, tn; . . . ;x1, t1) = p(xn, tn|xn−1, tn−1)p(xn−1, tn−1; . . . ;x1, t1),
(2.41)
з iншого боку, можна одержати вираз
p(xn, tn; . . . ;x1, t1) =
=p(xn, tn|xn−1, tn−1)p(xn−1, tn−1|xn−2, tn−2)× . . .×
× p(x2, t2|x1, t1)p(x1, t1).
(2.42)
Марковський процес — це найпростiший процес, що описує при-
чинний зв’язок мiж подiями, якi вiдбулися в рiзнi моменти часу.
2.1.4 Вiнерiвський процес
Вiнерiвський процес є марковським i визначається як придатна гра-
ниця процесу випадкових блукань. Формулювання задачi про випадковi
блукання було дано Пiрсоном у 1906 р. Вважається, що частинка, ру-
хаючись iз початкової точки, здiйснює однаковi кроки у довiльному на-
прямку за однаковi моменти часу. Iмовiрнiсть того, що об’єкт у момент
t = nτ буде перебувати в точцi x = ra, виражається в термiнах бiномi-
ального розподiлу
F (x(nt) = ra) =
(
n
n+r
2
)
2−n.
Звiдси випливає
〈x(nτ)〉 = 0,
〈x(nτ)2〉 = na2.
Для n  1 можна використати теорему Муавра–Лапласа та апрокси-
мувати бiномiальний розподiл гаусiвським:
F (x(nτ) ≤ ra) = 1
2
erf
(
r√
n
)
, erf (x) =
2√
pi
∫ x
0
e−t
2
dt.
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На неперервнiй границi маємо:
n→∞, τ → 0, nτ = t,
r →∞, a→ 0, ra→ s,
причому a2/τ = 1. На цiй границi процес випадкових блуканьW (t) на-
зивається вiнерiвським, для якого
F (W (t) ≤ s) = 1
2
erf
(
s√
t
)
.
Вiдповiдна густина ймовiрностi є звичайним гаусiаном
p(W ; t) =
1√
2pit
exp
(
−W
2
2t
)
. (2.43)
Як i будь–який гаусiвський процес, вiнерiвський процес характеризує-
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Рисунок 2.2— Випадковi блукання (а) та вiнерiвський процес (б)
ться першими моментами та кореляцiйною функцiєю:
〈W (t)〉 = 0, 〈W 2(t)〉 = t,
〈W (t)W (t′)〉 = min(t, t′). (2.44)
Вiнерiвський процес хоча i неперервний, але не має першої похiдної. Вiн
розглядається як граничний випадок процесу випадкових блукань x(t).
Тодi якщо визначити процес
w(t) =
x(t+ )− x(t)

,
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де w(t)— гаусiвський процес, оскiльки вiн являє собою лiнiйну комбi-
нацiю гаусiвських процесiв, та припустити, що  → 0, процес
W (t) = lim→0w(t) стає похiдним вiд процесу випадкових блукань, ко-
релятор – a
2
τ δ(t1 − t2). Якщо тепер перейти до континуальної границi,
то процес випадкових блукань стає вiнерiвським, а його похiдна ξ(t)—
бiлим шумом. Бiлий шум розглядається як iдеальна границя фiзично-
го стохастичного процесу при малому часi кореляцiї. Формально бiлий
шум є марковським, гаусiвським процесом iз такими властивостями:
〈ξ(t)〉 = 0,
〈ξ(t1)ξ(t2)〉 = δ(t1 − t2).
(2.45)
Цей шум розглядається як похiдна вiд вiнерiвського процесу
ξ(t) =
dW (t)
dt
. (2.46)
2.2 Розчеплення кореляцiй
2.2.1 Загальнi спiввiдношення
При статистичному аналiзi динамiчних систем необхiдно знати по-
ведiнку кореляцiй 〈x(t)R[x(τ)]〉, де R[x(τ)] — функцiонал, який може
залежати вiд процесу x(t) як явно, так i неявно.
Для обчислення такого середнього введемо допомiжний функцiонал
R [x(τ) + y(τ)] ,
де y(t)— довiльна детермiнована функцiя, та обчислимо величину
〈x(t)R[x(τ) + y(τ)]〉 .
Шукану кореляцiю одержуємо, припустивши, що y(τ) = 0.
ФункцiоналR [x(τ) + y(τ)] можна розвинути у функцiональний ряд
Тейлора за x(τ) та подати його у виглядi
R [x(τ) + y(τ)] = e
∞∫
−∞
dτx(τ) δ
δy(τ)R [y(τ)] ,
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де застосовано оператор функцiонального змiщення. Тодi маємо вираз
〈x(t)R [x(τ) + y(τ)]〉 =
〈
x(t)e
∞∫
−∞
dτx(τ) δ
δy(τ)
〉
R [y(τ)] =
= Ω
[
t;
δ
iδy(τ)
]
〈R [x(τ) + y(τ)]〉 ,
де функцiонал Ω[t; v(τ)] визначається як
Ω[t; v(τ)] =
〈
x(t) exp
{
i
∞∫
−∞
dτx(τ)v(τ)
}〉
〈
exp
{
i
∞∫
−∞
dτx(τ)v(τ)
}〉 =
=
1
Φ[v(τ)]
δ
iδv(t)
Φ[v(τ)] ≡ δ
iδv(t)
Θ[v(τ)], (2.47)
як i ранiше, Θ[v(τ)] = lnΦ[v(τ)]— функцiонал кумулянтiв, а Φ[v(τ)]—
характеристичний функцiонал випадкового процесу x(t).
Враховуючи, що варiацiйне диференцiювання за y(τ) можна замiни-
ти диференцiюванням за x(τ) та припустити пiсля цього, що y(τ) = 0,
одержуємо для шуканої кореляцiї вираз
〈x(t)R[x(τ)]〉 =
〈
Ω
[
δ
iδx(τ)
]
R[x(τ)]
〉
. (2.48)
Якщо скористатись розвиненням функцiонала Θ[v(τ)] у функцiо-
нальний ряд Тейлора, то функцiонал
Ω[t; v(τ)] =
∞∑
n=0
in
n!
∞∫
−∞
dt1...
∞∫
−∞
dtnKn+1(t, t1, ..., tn)v(t1)...v(tn)
приводить до такого виразу:
〈x(t)R[x(τ)]〉 =
∞∑
n=0
1
n!
∞∫
−∞
dt1...
∞∫
−∞
dtnKn+1(t, t1, ..., tn)
〈
δnR[x(τ)]
δx(t1)...δx(tn)
〉
.
(2.49)
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Уфiзичних проблемах, що задовольняють умову динамiчної причин-
ностi за часом t, статистичнi характеристики розв’язку у момент часу
t визначаються статистичними характеристиками випадкового процесу
x(τ) при 0 ≤ τ ≤ t, якi повнiстю описуються характеристичним фун-
кцiоналом
Φ[t; v(τ)] = exp {Θ[t; v(τ)]} =
〈
exp
i
t∫
0
dτx(τ)v(τ)

〉
.
У такому випадку всi вищеодержанi формули залишаються справедли-
вими для обчислення кореляцiй 〈x(t′)R[t;x(τ)]〉 при t′ < t, τ ≤ t:
〈
x(t′)R[t;x(τ)]〉 = 〈Ω [t′, t; δ
iδx(τ)
]
R[t;x(τ)]
〉
(0 < t′ < t), (2.50)
де
Ω[t′, t; v(τ)] =
δ
iδv(t′)]
Θ[t; v(τ)] =
=
∞∑
n=0
in
n!
t∫
0
dt1...
t∫
0
dtnKn+1(t′, t1, ..., tn)v(t1)...v(tn). (2.51)
У випадку t′ = t− 0 формула (2.50) є доцiльною:
〈x(t)R[t;x(τ)]〉 =
〈
Ω
[
t, t;
δ
iδx(τ)
]
R[t;x(τ)]
〉
. (2.52)
Зауважимо, що (2.51) не завжди дає коректний граничний перехiд при
t′ → t−0 (операцiї граничного переходу та розвинення у функцiональний
ряд можуть бути некомутативними). У такому разi
Ω[t, t; v(τ)] =
1
Φ[t; v(τ)]
d
iv(t)dt
Φ[t; v(τ)] =
d
iv(t)dt
Θ[t; v(τ)], (2.53)
а тому вирази (2.50) та (2.52) можуть бути розривними при t′ = t− 0.
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2.2.2 Гаусiвський процес
Для гаусiвського процесу x(t) вищеодержанi формули спрощуються.
Тут Ω[t; v(τ)] (2.47) стає лiнiйним функцiоналом (〈x(t)〉 = 0):
Ω[t; v(τ)] = i
∞∫
−∞
dτ1C(t, τ1)v(τ1), (2.54)
формула (2.48) набирає вигляду
〈x(t)R[x(τ) + y(τ)]〉 =
∞∫
−∞
dτ1C(t, τ1)
δ
δy(τ1)
〈R[x(τ) + y(τ)]〉 . (2.55)
Замiнивши диференцiювання за y(τ) на диференцiювання за x(τ) та при-
пустивши, що y(τ) = 0, одержуємо рiвняння
〈x(t)R[x(τ)]〉 =
∞∫
−∞
dτ1C(t, τ1)
〈
δ
δx(τ1)
R[x(τ)]
〉
, (2.56)
яке має назву формули Новiкова [23].
Багатовимiрне узагальнення (2.56) є таким:
〈xi1,...,in(r)R[x]〉 =
∫
dr′
〈
xi1,...,in(r)xj1,...,jn(r
′)
〉〈 δR[x]
δxj1,...,jn(r′)
〉
,
(2.57)
де r— неперервнi аргументи випадкового векторного поля x(r); i1, ..., in
— iндекснi аргументи. За iндексами, що повторюються, виконується до-
давання.
Якщо випадковий процес x(τ) розподiлено лише на вiдрiзку часу
[0, t], то функцiоналΘ[t, v(τ)] задається виразом
Θ[t, v(τ)] = −1
2
t∫
0
t∫
0
dτ1dτ2C(τ1, τ2)v(τ1)v(τ2), (2.58)
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а функцiонали Ω[t′, t; v(τ)], Ω[t, t; v(τ)] є лiнiйними:
Ω[t′, t; v(τ)] =
δ
iδv(t′)
Θ[t, v(τ)] = i
t∫
0
dτC(t′, τ)v(τ),
Ω[t, t; v(τ)] =
d
iv(t)dt
Θ[t, v(τ)] =
i
2
t∫
0
dτC(t, τ)v(τ), (2.59)
а тому формули (2.50), (2.52) мають такий вигляд:
〈
x(t′)R[t, x(τ)]〉 = t∫
0
dτC(t′, τ)
〈
δR[x(τ)]
δx(τ)
〉
(t′ < t), (2.60)
який збiгається з (2.56) за умови
δR[t;x(τ)]
δx(τ)
= 0 при τ < 0, τ > t. (2.61)
Для гаусiвського дельта-корельованого процесу (границi бiлого шу-
му) кореляцiйна функцiя має вигляд
C(t1, t2) = 〈x(t1)x(t2)〉 = C(t1)δ(t1 − t2), (〈x(t)〉 = 0).
У такому разi функцiонали Θ[t; v(τ)], Ω[t′, t; v(τ)] та Ω[t, t; v(τ)] ма-
ють вигляд:
Θ[t; v(τ)] = −1
2
t∫
0
dτC(τ)v2(τ),
Ω[t′, t; v(τ)] = iC(t′)v(t′), Ω[t, t; v(τ)] =
i
2
C(t)v(t),
а формула (2.60) суттєво спрощується, що дає можливiсть записати:
〈
x(t′)R[t; v(τ)]〉 = C(t′)〈 δ
δx(t′)
R[t; v(τ)]
〉
(0 < t′ < t),
〈x(t)R[t; v(τ)]〉 = 1
2
C(t)
〈
δ
δx(t)
R[t; v(τ)]
〉
. (2.62)
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Вирази (2.62) описують стрибок статистичних середнiх при t′ = t
для гаусiвського дельта-корельованого процесу. Iснування такого стриб-
ка обумовлено особливiстю дельта-корельованого процесу. У iншому
випадку нiякого стрибка не iснує (див. (2.60)).
У загальному випадку дельта-корельованого процесу x(t) розвине-
ння у функцiональний ряд логарифма характеристичного функцiонала
має вигляд
Θ[t; v(τ)] =
∞∑
n=1
in
n!
t∫
0
dτKn(τ)vn(τ), (2.63)
а всi кумулянтнi функцiї при цьому задаються виразами
Kn(t1, ..., tn) = Kn(t1)δ(t1 − t2)...δ(tn−1 − tn).
Зауважимо, що з (2.63) випливає рiвняння
Θ˙[t; v(τ)] = Θ˙[t; v(t)]
(
Θ˙[t; v(τ)] =
d
dt
Θ[t; v(τ)]
)
. (2.64)
Воно показує, що величина Θ[t; v(τ)] для дельта-корельованого про-
цесу є не функцiоналом, а просто функцiєю часу t. Тодi Ω[t′, t; v(τ)] i
Ω[t, t; v(τ)] дорiвнюють:
Ω[t′, t; v(τ)] =
∞∑
n=0
in
n!
Kn+1(t′)vn(t′)
(
t′ < t
)
,
Ω[t, t; v(τ)] =
∞∑
n=0
in
(n+ 1)!
Kn+1(t)vn(t),
а формули розчеплення кореляцiй набирають вигляду
〈
x(t′)R[t;x(τ)]〉 =

∞∑
n=0
in
n!Kn+1(t
′)
〈
δnR[t;x(τ)]
δxn(t′)
〉
при t′ < t,
∞∑
n=0
in
(n+1)!Kn+1(t)
〈
δnR[t;x(τ)]
δxn(t)
〉
при t′ = t,
〈x(t′)〉 〈R[t;x(τ)]〉 при t′ > t.
(2.65)
Цi формули описують стрибок при t′ = t статистичних середнiх у за-
гальному випадку дельта - корельованих процесiв.
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2.2.3 Перехiд до бiлого шуму
Реальнi процеси та поля мають кiнцевий час кореляцiї, тому дельта-
корельованi процеси та поля — результат асимптотичного розвинення,
пов’язаного з часовими радiусами кореляцiї.
Розглянемо перехiд до дельта-корельованого процесу на прикладi
гаусiвського стацiонарного процесу з часом кореляцiї τ0. Логарифм ха-
рактеристичного функцiонала записується у виглядi
Θ[t; v(τ)] = −
t∫
0
dτ1v(τ1)
τ1∫
0
dτ2C
(
τ1 − τ2
τ0
)
v(τ2). (2.66)
Припустимо, що τ1 − τ2 = ξτ0, тодi вираз (2.66) набирає вигляду
Θ[t; v(τ)] = −τ0
t∫
0
dτ1v(τ1)
τ1/τ0∫
0
dξC (ξ) v(τ1 − ξτ0).
Нехай τ0 → 0. Тодi головний член асимптотичного розвинення за τ0 ви-
значається формулою
Θ[t; v(τ)] = −τ0
∞∫
0
dξC (ξ)
t∫
0
dτ1v2(τ1),
яку запишемо у виглядi
Θ[t; v(τ)] = −Ceff
t∫
0
dτ1v2(τ1), (2.67)
де
Ceff =
∞∫
0
dτC
(
τ
τ0
)
=
1
2
∞∫
−∞
dτC
(
τ
τ0
)
. (2.68)
Асимптотичне розвинення (2.67) є справедливим не для будь–яких
функцiй v(t), а лише для тих, що мало змiнюються за iнтервал поряд-
ку τ0. Так, коли v(t) = vδ(t − t0), то асимптотичне розвинення (2.67) є
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несправедливим i тому (2.66) замiнюється виразом
Θ[t; v(τ)] = −1
2
C(0)v2 (t > t0),
що вiдповiдає характеристичнiй функцiї процесу x(t) для t = t0.
Розглянемо кореляцiю 〈x(t)R[t;x(τ)]〉, яка згiдно з (2.60) записує-
ться у виглядi формули
〈x(t)R[t;x(τ)]〉 =
t∫
0
dt1C
(
t− t1
τ0
)〈
δ
δx(t1)
R[t;x(τ)]
〉
.
Виконуючи замiну змiнних t− t1 → ξτ0, одержуємо вираз
〈x(t)R[t;x(τ)]〉 = τ0
t/τ0∫
0
dξC (ξ)
〈
δ
δx(t− ξτ0)R[t;x(τ)]
〉
, (2.69)
який при τ0 → 0 переходить у рiвняння, що вiдповiдає гаусiвському
дельта-корельованому процесу
〈x(t)R[t;x(τ)]〉 = Ceff
〈
δ
δx(t)
R[t;x(τ)]
〉
.
Таким чином, апроксимацiя процесу x(t) дельта-корельованим про-
цесом обумовлена малiстю змiни функцiоналiв вiд такого процесу за час
порядку його часового радiуса кореляцiї.
2.2.4 Стохастичнi поля
Аналогiчно визначається одноточкова густина ймовiрностi для ви-
падкового поля u(r, t):
p(t, r;u) = 〈ϕ(t, r;u)〉 , (2.70)
що параметрично залежна вiд просторово–часової точки (r, t), так i ба-
гатоточкова густина ймовiрностi
p(t1, ..., tn, r1, ...rn;u1, ...un) = 〈ϕ(t1, ..., tn, r1, ...rn;u1, ...un)〉 , (2.71)
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де iндикаторнi функцiї:
ϕ(t, r;u) = δ(u(r, t)− u),
ϕ(t1, ..., tn, r1, ...rn;u1, ...un) = δ (u(r1, t1)− u1) ...δ (u(rn, tn)− un) .
(2.72)
Випадкове поле u(r, t) називається просторово однорiдним, якщо
всi його статистичнi характеристики є iнварiантними вiдносно зсуву у
просторi на довiльний вектор a, тобто
p(t1, ..., tn, r1 + a, ...rn + a;u1, ...un) = p(t1, ..., tn, r1, ...rn;u1, ...un).
У такому випадку одноточкова густина ймовiрностi p(t, r;u) = p(t;u) не
залежить вiд r, а просторова кореляцiйна функцiя залежить вiд рiзницi
векторiв r1 − r2, тобто
Cu(r1, t1; r2, t2) = 〈u(r1, t1)u(r2, t2)〉 = Cu(r1 − r2; t1, t2).
У разi коли випадкове поле до того ж є iнварiантним вiдносно пово-
роту всiх векторiв ri на довiльний кут, то випадкове поле u(r, t) назива-
ється однорiдним та iзотропним випадковим полем. Тодi кореля-
цiйна функцiя залежить лише вiд вiдстанi мiж точками r1 та r2, тобто
Cu(r1, t1; r2, t2) = 〈u(r1, t1)u(r2, t2)〉 = Cu(|r1 − r2|; t1, t2).
Фур’є–перетворення кореляцiйної функцiї за просторовою змiнною
визначає просторову спектральну функцiю
Su(k, t) =
∫
drCu(r, t)eikr, (2.73)
а перетворення Фур’є вiд кореляцiйної функцiї стацiонарного у часi та
однорiдного у просторi випадкового поля u(r, t) визначає просторово-
часову спектральну функцiю поля u(r, t):
Su(k, ω) =
∫
dr
∞∫
−∞
dtCu(r, t)ei(kr+ωt). (2.74)
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Для iзотропного випадкового поля u(r, t) просторова спектральна
функцiя також iзотропна у k-просторi, тобто
Su(k, ω) = Su(k, ω). (2.75)
Характеристичний функцiонал випадкового скалярного поля u(r, t)
визначається стандартно:
Φ[v(r′, τ)] =
〈
exp
i
∫
dr
∞∫
−∞
dtv(r,t)u(r, t)

〉
= exp
{
Θ[v(r′, τ)]
}
,
де для моментних та кумулянтних функцiй n-го порядку маємо:
Mn(r1, t1, ..., rn, tn) =
1
in
δn
δv(r1, t1)...δv(rn, tn)
Φ[v(r′, τ)]
∣∣∣∣∣
v=0
,
Kn(r1, t1, ..., rn, tn) =
1
in
δn
δv(r1, t1)...δv(rn, tn)
Θ[v(r′, τ)]
∣∣∣∣∣
v=0
.
Нехай iснує векторне полеu(r, t), для якого iснують кумулянтнi фун-
кцiї. Коли
Ki1,...,imn (x1, t1; ...,xn, tn) = K
i1,...,im
n (x1, ...,xn; t1)δ(t1−t2)...δ(tn−1−tn),
(2.76)
то полеu(r, t) є дельта-корельованим випадковим полем за часом t. Тодi
функцiоналΘ[t;ψ(r′, τ)] набирає вигляду
Θ[t;ψ(r′, τ)] =
=
∞∑
n=1
in
n!
t∫
0
dτ
∫
...
∫
dr1...drnKi1,...,imn (r1, ..., rn; τ)× (2.77)
×ψi1(r1, τ)...ψim(rn, τ),
(2.78)
при цьому аналогiчне (2.64) рiвняння запишеться так:
Θ˙[t;ψ(r′, τ)] = Θ˙[t;ψ(r′, t)]. (2.79)
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Ïðèêëàä 2.4 Âèíèêíåííß âèïàäêîâîãî ïîëß
Нехай поле u(r, t) пiдпорядковується рiвнянню
∇2u+ ∂
2u
∂t2
= 0. (2.80)
Розв’язок цього рiвняння будемо шукати у виглядi суперпозицiї нормальних
мод uk(r, t):
u(r, t) =
∑
k
Akuk(r, t). (2.81)
Повна енергiя розв’язкiв є сумою енергiй нормальних мод:
E =
∑
k
kA
2
k.
Умова теплової рiвноваги при температурi T описується розподiлом Гiббса
p ∝ exp(−E/T ) = exp
(
− 1
T
∑
k
kA
2
k
)
=
∏
k
exp
(
− 1
T
kA
2
k
)
.
Це означає, що Ak є випадковою гаусiвськи розподiленою змiнною, так, що
〈Ak〉 = 0, 〈AkAk′〉 = δkk′σ2 = δkk′T/2k,
а тому u— випадкове поле чотирьох змiнних.
Обчислимо кореляцiю випадкового поля
〈u(r, t)u(r′, t′)〉 =
∑
kk′
〈AkAk′〉uk(r, t)uk′(r′, t′) =
∑
k
T
2k
uk(r, t)uk(r′, t′).
(2.82)
У нескiнченному просторi нормальнi моди створюють неперервну множину i
(2.81) перетворюється у iнтеграл. Для переходу до континууму поле розмiщу-
ють у куб V .
Обчислимо кореляцiю для реального поля. Нехай V — об’єм, що займає
поле u(r, t), V = LxLyLz , Lx = Ly = Lz = L. Дiйснi розв’язки хвильового
рiвняння мають вигляд:
u(r, t) =
∑
k
(
ake
i(kr−kt) + a∗ke
−i(kr−kt)
)
, a∗k = a−k, ak = a
′
k + ia′′k,
58 Ìîäåëþâàííß ïðîöåñiâ ñàìîîðãàíiçàöi¨ ó ñòîõàñòè÷íèõ ñèñòåìàõ
де k = {2pinx/L, 2piny/L, 2pinz/L}, k = |k|, ni ∈ (−∞,∞).
Повна енергiя визначається рiвнянням
E =
1
2
∫
V
(
(∇u)2 + (∂u/∂t)2) dr = V ∑
k
2k2(a′2k + a
′′2
k).
Таким чином, у тепловiй рiвновазi маємо:
〈a′2k〉 = 〈a′′2k〉 =
T
4V k2
, 〈aka∗k′〉 = δkk′
T
2V k2
.
Тепер обчислюємо
〈u(r1, t1)u(r2, t2)〉 =
∑
k
T
2V k2
(
eik(r1−r2)−ik(t1−t2) + e−i(k(r1−r2)−ik(t1−t2)
)
.
(2.83)
За умови великого об’єму сума переходить в iнтеграл за правилом∑
k
· · · → V
(2pi)3
∫
· · ·dk.
Припустивши, що ρ = r1 − r2, τ = t1 − t2, одержуємо
〈u(r1, t1)u(r2, t2)〉 = T2(2pi)3
∫
dk
k2
(
ei(kρ−kτ) + e−i(kρ−kτ)
)
. (2.84)
Для детальнiшого ознайомлення iз методами подання та аналiзу сто-
хастичних процесiв читач може звернутися до пiдручникiв вiдповiдного
напрямку [6, 17–19, 24], фiзичнi властивостi випадкових процесiв добре
подано у лiтературi з теоретичної фiзики, наприклад [4,25–27].
ПИТАННЯ ДЛЯ САМОКОНТРОЛЮ
1 Âëàñòèâiñòü ñòàöiîíàðíîñòi âèïàäêîâîãî ïðîöåñó.
2 Çìiñò àâòîêîðåëßöiéíî¨ òà êðîñ-êîðåëßöiéíî¨ ôóíêöié.
3 Âèçíà÷åííß ìàðêîâîñòi âèïàäêîâèõ ïðîöåñiâ.
4 Ôiçè÷íèé çìiñò ñïåêòðàëüíî¨ ãóñòèíè.
5 Ïîíßòòß îäíîðiäíîãî òà içîòðîïíîãî ñòîõàñòè÷íèõ ïîëiâ.
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Çàäà÷i äî ðîçäiëó 2
ЗАДАЧА 2.1 Визначити середнє 〈x(t)〉 та автокореляцiйну функцiю 〈x(t1)x(t2)〉
випадкового процесу x(t) = Aeiωt, для якого амплiтудаA та частота ω є випад-
ковими змiнними, що статистично незалежнi. Вiдомо, що амплiтуда має такi
характеристики: 〈A〉 = 0, 〈A2〉 = σ2; частота розподiлена за законом Кошi з
густиною p(ω) = αpi
1
α2+ω2 .
ЗАДАЧА 2.2 Знайти спектральну густину процесу з кореляцiйною функцiєю
C(τ) = Ae−ντ cos(Ωτ).
ЗАДАЧА 2.3 Довести, що для двох дiйсних процесiв x(t) i y(t) крос-кореляцiйна
функцiя яких має вигляд
Cxy(τ) = Ce−α|τ | sinω0τ,
взаємна спектральна густина Sxy(ω) = (2pi)−1
∫∞
−∞ Cxy(τ)e
iωτdτ є компле-
ксною.
ЗАДАЧА 2.4 За вiдомими функцiями 〈x(t)〉 = 0,Kxx(t, t′) = σ2e−α|t−t′| знайти
середнє та дисперсiю випадкового процесу y(t) = dx(t)/dt.
ЗАДАЧА 2.5 Для процесу y(s) =
∫ s
0
x(t)dt, де
〈x(t)〉 = a, Cxx(t, t′) = Ce−α(t−t′)2 ,
знайти 〈y(t)〉, Cyy(t, t′).
ЗАДАЧА 2.6 Знайти кореляцiйну функцiю, якщо вiдома спектральна густина у
виглядi
S(ω) =
∑
j
aj
ω2 + λ2j
.
ЗАДАЧА 2.7 Довести, що корелятор 〈F [z(τ)]R[z(τ)]〉 розчеплюється. Для цьо-
го розглянути допомiжний корелятор 〈F [z(τ) + η1(τ)]R[z(τ) + η2(τ)]〉, де η1(τ)
та η2(τ)— довiльнi детермiнованi функцiї.
ЗАДАЧА 2.8 Розчепити корелятор
〈
e
i
∞∫
−∞
dτz(τ)v(τ)
R[z(τ)]
〉
для гаусiвського
випадкового процесу z(t).
60 Ìîäåëþâàííß ïðîöåñiâ ñàìîîðãàíiçàöi¨ ó ñòîõàñòè÷íèõ ñèñòåìàõ




	Ðîçäië3
Стохастичнi рiвняння
На вiдмiну вiд попереднього роздiлу тут розглядаються випадковi
процеси, якi одержують при використаннi еволюцiйного пiдходу. Отже,
стохастичнi процеси отримуються як розв’язки вiдповiдних рiвнянь, що
мiстять випадковi функцiї. Використання динамiчних рiвнянь стохасти-
чного характеру надає бiльших переваг, оскiльки за їх допомогою вдає-
ться моделювати поведiнку широкого кола динамiчних систем, якi зна-
ходяться у зовнiшньому середовищi. Останнє у реальних умовах постiй-
но змiнюється, причому випадковим чином. Охопити всю теорiю стоха-
стичних диференцiальних рiвнянь неможливо, тому в роздiлi наводяться
у спрощеному виглядi лише основнi положення, яких, на думку автора,
буде достатньо для подальшого сприйняття матерiалу.
Починаємо вступ до теорiї стохастичних рiвнянь простим прикладом
броунiвського руху (пiдроздiл 3.1), де проводиться детальний опис ста-
тистичних характеристик вiдповiдного процесу блукань частинки. За-
гальний пiдхiд та нелiнiйнi рiвняння iз бiлим шумом викладаються у пiд-
роздiлi 3.2. Останнiй пiдроздiл мiстить алгоритми чисельного моделю-
вання стохастичних процесiв.
3.1 Броунiвський рух
У 1827 роцi ботанiк Браун описав рух спор плауна у рiдинi— зiткне-
ння макроскопiчної частинки з мiкроскопiчними— молекулами рiдини.
Броунiвський рух дозволяє за макроскопiчно спостережуваними вели-
чинами зробити висновок про процеси у мiкроскопiчних масштабах.
Розглянемо частинку маси m iз характерним розмiром R, яка руха-
ється зi швидкiстю v. Вона зазнає впливу сили тертя, для якої при вели-
ких швидкостях правильними стають напiвемпiричнi формули Стокса:
F = −mγv, γ = 6piRη/m,
де η = ρν — динамiчна в’язкiсть; ρ— густина рiдини; ν — кiнематична
в’язкiсть; γ— коефiцiєнт тертя.
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Рисунок 3.1— Типова траєкторiя броунiвської частинки
Рiвняння детермiнованого руху
v˙(t) = −γv(t)
має розв’язок
v(t) = v(t0)e−γ(t−t0).
Швидкiсть частинки спадає за експонентою, що незадовiльно характе-
ризує частинку.
3.1.1 Рiвняння Ланжевена [28]
У 1908 роцi Ланжевен узагальнив рiвняння руху за допомогою ви-
падкової сили, що моделює зiткнення частинки з молекулами
Fs(t) = mξ(t):
v˙(t) = −γv(t) + ξ(t). (3.1)
Вiдносно цiєї сили були застосованi такi положення:
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = σ2δ(t− t′).
Спектральна густина ланжевенiвського джерела ξ(t) зводиться до ста-
лої
S(ω) = 2
∞∫
−∞
e−iωtσ2δ(t)dt = 2σ2,
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яка не залежить вiд частоти. Тому δ-корельоване ланжевенiвське дже-
рело є бiлим шумом, в iншому випадку шум є кольоровим. Процес, що
має наведенi властивостi i задається рiвнянням Ланжевена (3.1), має
назву процесу Орнштайна-Уленбека.
Формальний розв’язок (3.1) можна записати у виглядi
v(t) = v0e−γt +
∫ t
0
e−γ(t−t
′)ξ(t′)dt′, v0 = v(t0). (3.2)
Використовуючи властивостi ξ(t), одержуємо кореляцiйну функцiю
〈v(t1)v(t2)〉 = v20e−γ(t1+t2) + (3.3)
+ σ2
∫ t1
0
∫ t2
0
e−γ(t1+t2−t
′
1−t′2)δ(t′1 − t′2)dt′1dt′2.
При обчисленнi iнтеграла у (3.3) проведемо спочатку iнтегрування за t′2.
Тодi iнтегрування за t′1 проводиться вiд 0 до t2. У результатi
∫ t1
0
∫ t2
0
. . .dt′1dt
′
2 = σ
2
min(t1,t2)∫
0
e−γ(t1+t2−2t
′
1)dt′1 =
=
σ2
2γ
(
e−γ|t1−t2| − e−γ(t1+t2)
)
.
Тодi кореляцiйна функцiя швидкостей має вигляд
〈v(t1)v(t2)〉 = v20e−γ(t1+t2) +
σ2
2γ
(
e−γ|t1−t2| − eγ(t1+t2)
)
. (3.4)
На границi тривалого часу t1, t2, тобто з γt1  1, γt2  1, випливає
〈v(t1)v(t2)〉 = σ
2
2γ
e−γ|t1−t2|. (3.5)
У стацiонарному станi середня енергiя частинки визначається спiввiд-
ношенням
〈E〉 = 1
2
m〈[v(t =∞)]2〉 = mσ
2
4γ
.
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Фiзичне значення σ2 (iнтенсивнiстьшуму) може бути встановлене iз спiв-
вiдношення зi статистичної фiзики [25,27] для одновимiрного руху
〈E〉 = 1
2
T,
звiдси маємо σ2 = 2γT/m, де T — температура.
Середньоквадратичне змiщення може бути обчислено виходячи з при-
пущення про малiсть похiдної у рiвняннi Ланжевена:
〈v(t1)v(t2)〉 = 1
γ2
〈ξ(t)ξ(t′)〉 = σ
2
γ2
δ(t− t′).
Застосовуючи визначення
〈(x(t)− x0)2〉 ≈
〈[∫ t
0
v(t1)dt1
]2〉
=
〈∫ t
0
v(t1)dt1
∫ t
0
v(t2)dt2
〉
=
=
∫ t
0
∫ t
0
〈v(t1)v(t2)〉dt1dt2, (3.6)
одержуємо
〈(x(t)− x0)2〉 ≈ σ
2
γ2
∫ t
0
∫ t
0
δ(t1 − t2)dt1dt2 = σ
2
γ2
t =
2T
mγ
t. (3.7)
Це спiввiдношення вiдоме як формула Айнштайна (див.рис.3.2), яка за-
дає розпливання дифузiйного пакета.
3.1.2 Густина ймовiрностi
У зв’язку з тим що ξ(t) змiнюється вiд системи до системи у ансам-
блi, тобто є стохастичним процесом, то швидкiсть броунiвської частин-
ки також є стохастичною. Обчислимо ймовiрнiсть реалiзацiї iнтервалу
швидкостей [v, v+dv] або кiлькiсть частинок, швидкостi яких розмiще-
нi у такому iнтервалi. Швидкiсть частинки є неперервною величиною,
тому задача зводиться до обчислення густини ймовiрностi p(v).
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Рисунок 3.2— Типова поведiнка процесу x(t) =
∫ t
0
v(t′)dt′ (квадрати) та ве-
личини
√〈(x(t)− x0)2〉 ∝ t1/2 (пунктирнi кривi). Вертикаль-
на вiсь— час t
Для розв’язання задачi скористаємось формалiзмом характеристи-
чної функцiї. Виходячи з формального розв’язку рiвняння Ланжевена у
границi великого часу, маємо
v(t) =
∫ ∞
0
e−γτξ(t− τ)dτ,
де ми скористалися пiдстановкою τ = t− t′. Запроваджуючи усередне-
ння, одержуємо:
〈v(t)n+1〉 = 0,
〈v(t)2n〉 =
∞∫∫∫
0
e−γ(τ1+...+τ2n)〈ξ(t− τ1) . . . ξ(t− τ2n)〉dτ1 . . .dτ2n =
=
(2n)!
2nn!
[∫ ∞
0
∫ ∞
0
e−γ(τ1+τ2)〈ξ(t− τ1)ξ(t− τ2)〉dτ1dτ2
]n
,
(3.8)
де використано властивiсть гаусiвського процесу
〈ξ(t1)ξ(t2) . . . ξ(t2n−1)〉 = 0,
〈ξ(t1)ξ(t2) . . . ξ(t2n)〉 = σ2n
∑
Pd
δ(ti1 − ti2)δ(ti3 − ti4) . . . δ(ti2n−1 − ti2n)
 ,
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де пiдсумовування проводиться за всiма (2n)!/2nn! перестановками1).
Оскiльки
∫∞
0
∫∞
0 e
−γ(τ1+τ2)〈ξ(t− τ1)ξ(t− τ2)〉dτ1dτ2 = σ2/(2γ), то
〈v(t)2n〉 = (2n)!
2nn!
(
σ2
2γ
)n
. (3.9)
Застосовуючи розвинення характеристичної функцiї у ряд Тейлора за
моментами, одержуємо
Φ(u) = 1 +
∞∑
n=1
(iu)n〈v(t)n〉/n! =
∞∑
n=0
(iu)2n〈v(t)2n〉/(2n)! =
=
∞∑
n=0
(iu)2n
2nn!
(
σ2
2γ
)n
=
∞∑
n=0
1
n!
(
−u2σ2
4γ
)n
=
= exp
(
−u2σ2
4γ
)
. (3.10)
Згiдно iз зворотним перетворенням Фур’є маємо
p(v) =
1
2pi
∫ ∞
−∞
Φ(v)e−iuvdu =
=
1
2pi
∫ ∞
−∞
exp
(
−iuv − u
2σ2
4γ
)
du =
=
√
γ
piσ2
exp
(
−γv
2
σ2
)
=
√
m
2piT
exp
(
−mv
2
2T
)
. (3.11)
Останнiй вираз вiдомий як розподiл Максвелла.
1) Наприклад, при n = 2:
〈ξ(t1)ξ(t2)ξ(t3)〉 = 0,
〈ξ(t1)ξ(t2)ξ(t3)ξ(t4)〉 = (σ2)2 [δ(t1 − t2)δ(t3 − t4)+
+δ(t1 − t3)δ(t2 − t4) + δ(t1 − t4)δ(t2 − t3)] .
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3.2 Стохастичнi диференцiальнi рiвняння
Рiвняння Ланжевена є стохастичним диференцiальним рiвнян-
ням, яке належить до сiм’ї рiвнянь типу
dx(t)
dt
= f(x, t) + g(x, t)ζ(t). (3.12)
Функцiї f(x, t), g(x, t) вважаються заданими i характеризують дрейф
(детермiновану частину еволюцiї системи) та дифузiю, коефiцiєнт якої
зводиться до квадрата функцiї g(x, t). Згiдно з цим рiвнянням вважає-
ться, що кожнiй реалiзацiї ζ(t) випадкового процесу Θ(t) ставиться у
вiдповiднiсть реалiзацiя x(t) нового випадкового процесу Ξ(t).
Рiвняння (3.12) може бути одержане з детермiнiстичного рiвняння
руху
dx(t)
dt
= γfα(x), (3.13)
де γ = const — кiнетичний коефiцiєнт. Перейдемо до безрозмiрного
часу t′ = tγ, опускаючи далi штрих. Враховуємо, що величина сили
f = fα(x) у (3.13) залежить не тiльки вiд змiнної x, що визначає сто-
хастичну систему, а також вiд керуючого параметра α, який задається
середовищем, в якому розмiщено систему (для броунiвської частинки
роль такого параметра вiдiграє iнтенсивнiсть її зiткнень iз молекулами
середовища). У лiнiйному (при α 1) наближеннi можна записати
fα(x) ≈ f0(x) + αg(x), g(x) ≡ ∂fα(x)
∂α
∣∣∣∣
α=0
. (3.14)
Для врахування зовнiшнiх флуктуацiй (стохастичного впливу середови-
ща) у розвиненнi (3.14) слiд надати стохастичного характеру не лише
внутрiшнiй силi f0(x), але й керуючому параметру α, надаючи йому за-
лежностi вiд часу:
α(t) = β + σξ(t), (3.15)
де параметр β описує середню дiю середовища, σ2 — його дисперсiю.
У випадку бiлого шуму величина останньої вибирається так, щоб стоха-
стична складова ξ(t) мала δ–корельований характер:
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t− t′). (3.16)
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Пiдставляючи (3.15) у (3.14), а результат у (3.13), знаходимо загальний
вигляд стохастичного рiвняння руху, що зазнає дiї зовнiшнього ζe та
внутрiшнього ζ шумiв:
x˙ = fβ(x) + ζe(x, t) + ζ(t), (3.17)
fβ(x) ≡ f0(x) + βg(x), (3.18)
ζe(x, t) ≡ σg(x)ξ(t). (3.19)
Внутрiшнiй шум у даному випадку є адитивним, оскiльки γ = const, тодi
як для зовнiшнього з урахуванням (3.16) маємо〈
ζe(x, t)ζe(x, t′)
〉
= σ2g2(x)δ(t− t′). (3.20)
Згiдно з визначенням (3.14) реакцiя системи на дiю середовища зале-
жить вiд її стану, що задається стохастичною змiнною x. Iнакше кажучи,
iснує зворотний зв’язок мiж станами стохастичної системи та навколи-
шнього середовища.
3.2.1 Стохастичне iнтегрування [2,6,18,19,26]
Формальний розв’язок рiвняння (3.12) має вигляд
x(t) = x(0) +
t∫
0
f(x(t′))dt′ + σ
W (t)∫
W (0)
g(x(t′))dW (t′). (3.21)
Розглянемо особливостi, пов’язанi з обчисленням значення другого iн-
теграла.
Нехай iснує деяка функцiя часу ψ(t), W (t) — вiнерiвський процес.
Визначимо такий стохастичний iнтеграл:∫ t
t0
ψ(t′)dW (t′).
Розiб’ємо часовий вiдрiзок [t0, t] на iнтервали:
t0 ≤ t1 ≤ . . . ≤ tn−1 ≤ t
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Рисунок 3.3— Розбиття часового iнтеграла для обчислення стохастичного
iнтеграла
та вибиремо промiжнi точки на кожному iнтервалi:
ti−1 ≤ τi ≤ ti.
Стохастичний iнтеграл будемо визначати як набiр частинних сум, тоб-
то ∫ t
t0
ψ(t′)dW (t′) ≈ Sn =
n∑
i=1
ψ(τi)[W (ti)−W (ti−1)].
Такий iнтеграл повинен залежати вiд конкретного вибору промiжної то-
чки τi. Якщо для будь–якого i вибрати
τi = λti + (1− λ)ti−1, 0 ≤ λ ≤ 1, (3.22)
то при ψ(τi) =W (τi)
〈Sn〉 = 〈
n∑
i=1
W (τi)[W (ti)−W (ti−1)]〉 =
=
n∑
i=1
[min(τi, ti)−min(τi, ti−1)] =
= λ
n∑
i=1
(ti − ti−1).
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Стохастичний iнтеграл Iто, введений до розгляду в 1950 роцi, за-
дає вибiр
τi = ti−1, (3.23)
що приводить до визначення
t∫
t0
ψ(t′)dW (t′) = ms−lim
n→∞
{
n∑
i=1
ψ(ti−1)[W (ti)−W (ti−1)]
}
, (3.24)
де пiд ms-lim розумiється середньоквадратична границя.
Ïðèêëàä 3.1 Îá÷èñëåííß iíòåãðàëà
∫ t
t0
W (t′)dW (t′)
Розглянемо частиннi суми
Sn =
n∑
i=1
Wi−1[Wi −Wi−1] ≡
n∑
i=1
Wi−1δWi =
=
1
2
n∑
i=1
[(Wi−1 + δWi)2 − (Wi−1)2 − (δWi)2] =
=
1
2
[W 2(t)−W 2(t0)]− 12
n∑
i=1
(δWi)2.
Визначимо середньоквадратичну границю:
〈
n∑
i=1
(δWi)2〉 =
n∑
i=1
〈(Wi −Wi−1)2〉 =
n∑
i=1
(ti − ti−1) = t− t0.
Згiдно з визначенням iнтеграла Iто через середньоквадратичну границю∫ t
t0
W (t′)dW (t′) = ms−lim
n→∞
{
n∑
i=1
Wi−1[Wi −Wi−1]
}
одержуємо ∫ t
t0
W (t′)dW (t′) =
1
2
[W 2(t)−W 2(t0)− (t− t0)].
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Зауважимо, що у випадку визначення точки вибору згiдно з (3.22) одержуємо∫ t
t0
W (t′)dW (t′) =
1
2
[W 2(t)−W 2(t0)] +
(
λ− 1
2
)
(t− t0).
Стохастичний iнтегралСтратоновича, введений до розгля-
ду в 1966 роцi, визначає вибiр промiжної точки за умови
τi =
ti−1 + ti
2
. (3.25)
У результатi визначення стохастичний iнтеграл Стратоновича набирає
вигляду∫ t
t0
W (t′)dW (t′) = ms−lim
n→∞
{
n∑
i=1
Wi +Wi−1
2
[Wi −Wi−1]
}
=
=
1
2
[W 2(t)−W 2(t0)].
(3.26)
Можна стверджувати, що iснує нескiнченна множина визначень сто-
хастичного iнтеграла, оскiльки при будь–якому значенi λ ми приходи-
мо до коректного математичного визначення iнтеграла. Однак бiльшiсть
таких iнтегралiв не має необхiдних властивостей. Вважається, що iснує
два варiанти вибору параметра λ: λ = 0 та λ = 1/2. За останнiм зберi-
гаються вiдомi правила iнтегрування, та iнтеграл розглядається як зви-
чайний iнтеграл Рiмана. Якщо зовнiшнiй шум описується як бiльш реа-
лiстичний випадковий процес, то використовують звичайнi правила iн-
тегрування, що обумовлює вибiр λ = 1/2. Стохастичне диференцiальне
рiвняння можна розглядати як сукупнiсть детермiнованих рiвнянь. Бi-
лий шум у такому разi розглядається як границя τкор. шуму → 0. Тодi
вибiр числення Стратоновича пiдкрiплюється фiзичними додатками. З
математичної точки зору бiльш зручним є вибiр λ = 0. У такому разi
задовольняються вимоги, що накладаються на вiнерiвський процес: не-
залежнiсть прирощувань. Якщо τi збiгаються iз лiвими кiнцями iнтерва-
лiв, то ψ(τi) таW (ti) −W (ti−1)— незалежнi. Таким чином, у дiйсностi
бiлий шум вiдповiдає вибору λ = 0.
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3.2.2 Властивостi iнтеграла Iто
Iснування. Iнтеграл Iто
∫ t
t0
ψ(t′)dW (t′) iснує, якщо функцiяψ(t′) є не-
перервною та невипереджаючою на iнтервалi iнтегрування.
Iнтегрування багаточленiв. Скористаємось визначенням
dWn(t) = [W (t) + dW (t)]n −Wn(t) =
n∑
r=1
(n
r
)
Wn−r(t)dW r(t).
Згiдно з припущенням dW r(t)→ 0 при r > 2 маємо
dWn(t) = nWn−1(t)dW (t) +
n(n− 1)
2
Wn−2(t)dt,
або
∫ t
t0
Wn(t′)dW (t′) =
1
n+ 1
[Wn+1(t)−Wn+1(t0)]− n2
t∫
t0
Wn−1(t)dt.
Правила диференцiювання. При записi диференцiалiв вiнерiвського
процесу необхiдно зберiгати члени до другого порядку. Тодi
dφ(W (t), t) =
∂φ
∂t
dt+
1
2
∂2φ
∂t2
dt2+
∂φ
∂W
dW +
1
2
∂2φ
∂W 2
(dW )2+ . . . . (3.27)
Згiдно з поданням
(dt)2 → 0, dtdW (t)→ 0 (dW (t))2 = dt
члени вищих порядкiв спадають до нуля, у результатi одержуємо дифе-
ренцiал Iто
dφ(W (t), t) =
(
∂φ
∂t
+
1
2
∂2φ
∂W 2
)
dt+
∂φ
∂W
dW. (3.28)
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Ïðèêëàä 3.2 Ïåðåõiä äî àäèòèâíîãî øóìó
Визначимо новий стохастичний процес iз реалiзацiєю dy(t) = dx(t)/g(x(t))
(перейдемо вiд мультиплiкативного шуму до адитивного). Правило Iто ствер-
джує, що у поданнi диференцiала dy(t) необхiдно зберiгати члени не вище дру-
гого порядку:
dy =
dy
dx
dx+
1
2
d2y
dx2
(dx)2, (3.29)
де диференцiал dx виражається з рiвняння Ланжевена з мультиплiкативним
шумом
x˙ = f(x) + g(x)ξ(t), (3.30)
яке можна записати у виглядi стохастичного диференцiального рiвняння
dx = f(x)dt+ g(x)dW (t). (3.31)
Використовуючи
dy
dx
=
1
g(x)
,
d2y
dx2
= −dg(x)/dx
g(x)2
, (dx)2 = g(x)2dt
та пiдставляючи (3.31) у (3.29), маємо
dy =
[
f(x)
g(x)
− 1
2
dg(x)
dx
]
dt+ dW. (3.32)
Йдучи за прикладом числення Стратоновича, замiсть (3.32) маємо
dy =
[
f(x)
g(x)
]
dt+ dW. (3.33)
Усереднення та кореляцiя. Для невипереджуючої функцiї маємо〈 t∫
t0
ψ(t′)dW (t′)
〉
= 0.
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Це випливає з визначення невипереджуючої функцiї у стохастичному iн-
тегралi
〈
∑
i
ψi−1δWi〉 =
∑
i
〈ψi−1〉〈Wi〉 = 0.
Якщо iснує двi невипереджуючi функцiї ψ(t) та φ(t), то
〈 t∫
t0
ψ(t′)dW (t′)
t∫
t0
φ(t′)dW (t′)
〉
=
t∫
t0
〈ψ(t′)φ(t′)〉dt′.
Доведення:
〈
∑
i
ψi−1δWi
∑
j
φj−1δWj〉 = 〈
∑
i
ψi−1φi−1(δWj)2〉+
+ 〈
∑
i>j
(ψi−1φj−1 + ψj−1φi−1)δWiδWj〉.
Незалежнiсть прирощувань вiнерiвського процесу обнуляє другий до-
данок, що приводить до шуканого результату.
Теорема 3.2 (Вонг–Закаi). Нехай W (n) — послiдовнiсть ви-
падкових процесiв, неперервних, з обмеженою дисперсiєю, таких,
що мають неперервну похiдну та збiгаються майже рiвномiрно
до вiнерiвського процесуW . Тодi при деяких слабких припущеннях
вiдносно f та g розв’язки стохастичного диференцiального рiв-
няння
dx(n) = f(x(n)) + σg(x(n))dW (n),
де всi iнтеграли розумiються як звичайнi iнтеграли Рiмана, збi-
гаютьсямайже рiвномiрно до розв’язку стохастичного диферен-
цiального рiвняння Iто:
dx =
[
f(x) +
σ2
2
dg(x)
dx
g(x)
]
dt+ σg(x)dW. (3.34)
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Це означає, що при виборi за вихiдне феноменологiчне рiвняння з
реальним шумом наведеного вище вигляду та переходу до границi бiло-
го шуму останнє можна iнтерпретувати як стохастичне диференцiальне
рiвняння Стратоновича.
У випадку, коли визначення стохастичного iнтеграла залежить вiд
вибору точки на елементарному часовому iнтервалi, що задається ста-
лою λ, стохастичне рiвняння можна записати у виглядi
dx =
[
f(x) + λσ2
dg(x)
dx
g(x)
]
dt+ σg(x)dW. (3.35)
Це дає привiд до спекуляцiй, пов’язаних iз вибором числення. Виправ-
даними є лише два вибори: Iто i Стратоновича. Перший iз них зодоволь-
няє математичне визначення марковостi, другий вiдповiдає фiзичнiй iн-
терпретацiї стохастичного процесуW (t).
Ïðèêëàä 3.3 Ðîçðàõóíêè çà Iòî òà Ñòðàòîíîâè÷åì: ìóëüòèïëiêàòèâíèé ïðîöåñ
Розглянемо стохастичний процес x(t), який задається розв’язком рiвнянняЛан-
жевена iз бiлим шумом ξ(t):
x˙ = σxξ(t), 〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t− t′), (3.36)
де точка означає похiдну за часом. Вiдповiдний процес називається мульти-
плiкативним. Для нього можна записати стохастичне диференцiальне рiвня-
ння
dx = σxdW (t), W (t) =
∫ t
0
ξ(t′)dt′, (dW (t))2 = dt. (3.37)
Обчислимо середнє та кореляцiйну функцiю для x(t).
Пiдхiд Iто. Рiвняння Ланжевена у такому виглядi не може бути проiнте-
гровано у стандартний спосiб. Тому необхiдно перейти до рiвняння iз адитив-
ним шумом, з яким простiше оперувати. Для цього визначимо новий процес
y(t) = lnx(t), диференцiал якого подається у виглядi
dy =
1
x
dx− 1
2x2
(dx)2 = σdW (t)− σ
2
2
dt. (3.38)
Елементарне iнтегрування дає
y(t) = y(t0) + σ (W (t)−W (t0))− σ
2
2
(t− t0). (3.39)
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Повертаючись до вихiдного процесу, маємо:
x(t) = x(t0) exp
(
σ(W (t)−W (t0))− σ
2
2
(t− t0)
)
. (3.40)
Проводячи усереднення, отримуємо
〈x(t)〉 = 〈x(t0)〉
〈
exp
(
σ(W (t)−W (t0))− σ
2
2
(t− t0)
)〉
. (3.41)
Оскiльки W (t) – є гаусiвським процесом, то, скориставшись виразом
〈ex〉 = e〈x2〉/2, приходимо до висновку:
〈x(t)〉 = 〈x(t0)〉 exp
(
σ2
2
(t− t0)− σ
2
2
(t− t0)
)
= 〈x(t0)〉. (3.42)
Цей вираз може бути одержаний безпосереднiм усередненням рiвняння Лан-
жевена за умови врахування некорельованостi процесiв ξ(t) та x(t), що випли-
ває iз теореми Новiкова або формалiзму Iто.
Для кореляцiйної функцiї маємо:
〈x(t)x(s)〉 =
= 〈x2(t0)〉
〈
exp
(
σ(W (t)−W (s)− 2W (t0))− σ
2
2
(t+ s− 2t0)
)〉
=
= 〈x2(t0)〉 exp
(
σ2
2
〈
(W (t)−W (s)− 2W (t0))2
〉− σ2
2
(t+ s− 2t0)
)
=
= 〈x2(t0)〉 exp
(
σ2
2
(t+ s− 2t0 + 2min(t, s))− σ
2
2
(t+ s− 2t0)
)
=
= 〈x2(t0)〉 exp
(
σ2min(t− t0, s− t0)
)
(3.43)
Пiдхiд Стратоновича. У випадку числення Стратоновича iнтегрування
можна провести вiдразу, скориставшись стохастичним диференцiальним рiв-
нянням. Тодi маємо:
x(t) = x(t0) exp (σ(W (t)−W (t0))) . (3.44)
Для середнього та кореляцiйної функцiї отримуємо:
〈x(t)〉 = 〈x(t0)〉 exp
(
σ2
2
(t− t0)
)
, (3.45)
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〈x(t)x(s)〉 = 〈x2(t0)〉 exp
(
σ2
2
[t+ s− 2t0 + 2min(t− t0, s− t0)]
)
. (3.46)
Таким чином, вiдповiдi, одержанi для двох рiзних типiв числень, вiдрiзняються.
Тому для встановлення iстини необхiдне порiвняння iз реальним експеримен-
том щодо даної задачi.
Ïðèêëàä 3.4 Îñöèëßòîð Êóáî
Розглянемо осцилятор, у якого частота є величиною флуктуацiйною, тобто
ω → ω0 +
√
2γξ˜(t). Вiдповiдне рiвняння першого порядку (рiвняння Ланжеве-
на) буде таким:
z˙(t) = i
(
ω0 +
√
2γξ˜(t)
)
z(t). (3.47)
При iнтерпретацiї цього рiвняння за Iто ми приходимо до висновку, що флукту-
ацiї не зумовлюються на середньому, тобто
〈z(t)〉 = 〈z(0)〉 exp(iω0t). (3.48)
Якщо це рiвняння iнтерпретувати у сенсi Стратоновича, то замiсть нього, ви-
користовуючи теорему Вонга-Закаi, приходимо до рiвняння
dz(t) =
(
(iω0 − γ)dt+ i
√
2γW (t)
)
z(t), (3.49)
деW (t) розумiється як чисто вiнерiвський процес, i вiдповiдно далi застосову-
ється формалiзм Iто. Безпосереднє iнтегрування дає
〈z˙〉 = (iω0 − γ)〈z〉, (3.50)
або
〈z(t)〉 = 〈z(t0)〉 exp((iω0 − γ)t). (3.51)
Кореляцiйна функцiя береться як
〈z(t)z∗(s)〉 =〈|z(0)|2〉
〈
exp(iω0(t− s) + i
√
2γ(W (t)−W (s)))
〉
=
= 〈|z(0)|2〉 exp(iω0(t− s)− γ(t+ s− 2min(t, s))) =
= 〈|z(0)|2〉 exp(iω0(t− s)− γ|t− s|).
(3.52)
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Отже, приходимо до затухання, яке iндуковане дiєю шуму. У реальному екс-
периментi спостерiгався саме такий ефект. Тому для даної задачi коректним є
формалiзм Стратоновича.
3.3 Чисельне розв’язання рiвняння Ланжевена [4,28]
Методи Мiльштайна та Ойлера. Розглянемо процедуру розв’язання
рiвняння Ланжевена
x˙(t) = f(x) + g(x)ξ(t)
за допомогою рекурсiї
x(t+ h) = x(t) +
∫ t+h
t
f(x(s))ds+
∫ t+h
t
g(x(s))ξ(s)ds.
Припустимо, що функцiї f та g є такими, що диференцiюються та для
них можна провести розвинення в ряд Тейлора поблизу x = x(t):
f(x(s)) = f(x(t)) +
df
dx
x(t)
(x(s)− x(t)) +O[(x(s)− x(t))2],
g(x(s)) = g(x(t)) +
dg
dx
x(t)
(x(s)− x(t)) +O[(x(s)− x(t))2].
Пiсля пiдстановки членiв найменшого порядку маємо
x(t+ h)− x(t) =hf(x(t)) + hO[(x(s)− x(t))] + wh(t)g(x(t))+
+ wh(t)O[(x(s)− x(t))],
де
wh(t) =
∫ t+h
t
dsξ(s) = h1/2u(t)
має порядок h1/2. Окрiм того, стохастичний iнтеграл має порядок h1/2,
для якого
x(s)− x(t) = g(x(t))
∫ s
t
dvξ(v) = O[h1/2].
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Далi скористаємося розвиненням у ряд функцiї g(x(s)) так, що додаток
вiд складової порядку h1/2 дає
[∂g(x(t))/∂x]
∫ t+h
t
ds(x(s)− x(t))ξ(s) +O[(x(s)− x(t))]2wh(t) =
= g(x(t))[∂g(x(t))/∂x]
∫ t+h
t
ds
∫ s
t
dvξ(s)ξ(v) +O[h3/2] .
Змiнюючи порядок iнтегрування у подвiйному iнтегралi∫ t+h
t
ds
∫ s
t
dvξ(s)ξ(v) =
∫ t+h
t
dv
∫ t+h
v
dsξ(s)ξ(v) =
=
∫ t+h
t
ds
∫ t+h
s
dvξ(s)ξ(v),
робимо висновок, що перший та третiй вирази є однаковими, тому одна-
ковими є половини їх сум i попереднiй вираз може бути замiнений на
1
2
∫ t+h
t
dv
∫ t+h
t
dsξ(s)ξ(v) +
1
2
∫ t+h
t
dsξ(s)
∫ t+h
t
dvξ(v) =
1
2
[wh(t)]2.
Об’єднавши всi частини, одержуємо
x(t+h) = x(t)+h1/2g(x(t))u(t)+h
[
f(x(t)) +
g(x(t))∂g(x(t))/∂x
2
u(t)2
]
.
(3.53)
Цей вираз вiдомий як методМiльштайна. Методу Ойлера вiдповiдає та-
ка конструкцiя
x(t+ h) = x(t) + h1/2g(x(t))u(t) + hf(x(t)). (3.54)
Фактично метод Мiльштайна вiдповiдає використанню правила Стра-
тоновича, у той час як метод Ойлера — iнтерпретацiї рiвняння у сенсi
Iто.
Метод Рунге–Кутта. При розв’язаннi звичайного рiвняння першого
порядку
dx
dt
= f(t, x)
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метод Ойлера
x(t+ h) = x(t) + hf(t, x(t)) +O[h2]
може бути модифiкованим:
x(t+ h) = x(t) +
h
2
[f(t, x(t)) + f(t+ h, x(t+ h))].
Метод Рунге–Кутта замiняє x(t+ h) у правiй частинi за допомогою ме-
тода Ойлера, що приводить до алгоритму точностi O[h3]:
x(t+ h) = x(t) +
h
2
[f(t, x(t)) + f(t+ h, x(t) + hf(t, x(t)))] +O[h3].
Останнє записується у виглядi
k = hf(t, x(t)),
x(t+ h) = x(t) +
h
2
[f(t, x(t)) + f(t+ h, x(t) + k)].
Аналогiчний пiдхiд може бути використаний для стохастичного дифе-
ренцiального рiвняння з мультиплiкативним шумом
x(t+ h) = x(t) +
h
2
[f(t, x(t)) + f(t+ h, x(t+ h))] +
+
h1/2u(t)
2
[g(t, x(t)) + g(t+ h, x(t+ h)].
Замiнюючи x(t+h) у правiй частинi за допомогою метода Ойлера, одер-
жуємо
k = hf(t, x(t)),
l = h1/2u(t)g(t, x(t)),
x(t+ h) = x(t) +
h
2
[f(t, x(t)) + f(t+ h, x(t) + l + k))] + (3.55)
h1/2u(t)
2
[g(t, x(t)) + g(t+ h, x(t) + l + k)].
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За порядком точностi цей метод не перевищує метод Мiльштайна, але
толерантно поводиться з детермiнованою силою та запобiгає нестiйкостi
методу Ойлера.
Основна лiтература з теорiї стохастичних диференцiальних рiвнянь
є суто математичною i доволi складною до сприйняття. У спрощеному
поданнi можна порекомендувати джерела, що стосуються фiзичних си-
стем. Найбiльшою популярнiстю користуються книги Ван Кампена [18],
Гардинера [19] та Хорстхемке [6]. Методи чисельних експериментiв у
бiльшостi випадкiв можна знайти лише в англомовних виданнях [4, 5]
та наукових статтях.
ПИТАННЯ ДЛЯ САМОКОНТРОЛЮ
1 Ïðèíöèïè ïåðåõîäó âiä äåòåðìiíiñòè÷íîãî äî ñòîõàñòè÷íîãî ðiâíßííß.
2 Ôiçè÷íèé çìiñò ôîðìóëè Àéíøòàéíà äëß áðîóíiâñüêîãî ðóõó.
3 Ñòîõàñòè÷íèé iíòåãðàë òà äèôåðåíöiàë Iòî.
4 Íàñëiäêè òåîðåìè Âîíãà-Çàêài.
5 Âiäìiííiñòü àëãîðèòìiâ ìîäåëþâàííß äëß ïiäõîäó Iòî òà Ñòðàòîíîâè÷à.
Çàäà÷i äî ðîçäiëó 3
ЗАДАЧА 3.1Одержати спектральну густину швидкостей для броунiвської ча-
стинки за допомогою перетворення Фур’є рiвняння Ланжевена.
ЗАДАЧА 3.2Одержати спектральну густинушвидкостей та координат для бро-
унiвської частинки за допомогою перетворення Фур’є рiвняння Ланжевена.
ЗАДАЧА 3.3 Знайти спiввiдношенняАйнштайна, подаючи рiвняння броунiвсько-
го руху у виглядi рiвняння другого порядкуmx¨ = −γx˙+ ξ(t).
ЗАДАЧА 3.4 Дослiдити статистичну поведiнку броунiвського вiбратора, рiвня-
ння руху якогоmx¨ = −αx− γx˙+ ξ(t), встановивши умови коливань 〈x2(t)〉 та
аперiодичної змiни.
ЗАДАЧА 3.5Провести чисельне моделювання броунiвської частинки у двови-
мiрному просторi та експериментально пiдтвердити закони часової поведiнки
середньої швидкостi та корелятора швидкостей.
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	Ðîçäië4
Рiвняння Фоккера–Планка [2,6,19,28]
Cтохастичний характер системи проявляється у тому, що, незважа-
ючи на фiксацiю початкових умов, рiвняння руху має не один розв’язок
x(t), а континуальну множину {x(t)} таких розв’язкiв, розподiлених ви-
падково. Ця обставина є тривiальним результатом наявностi випадкової
сили ζ у рiвняннi руху (3.12). Тому є актуальною задача визначення фун-
кцiї
p(x, t) =
∫
δ{x− x(t)}P{x(t)}Dx(t),
яка за поданим функцiоналом P{x(t)} розподiлу розв’язкiв стохасти-
чного рiвняння дозволяє знайти густину ймовiрностi реалiзацiї значен-
ня x у даний момент часу t. Iнтегрування тут проводиться за всiм на-
бором функцiй {x(t)}. Функцiя розподiлу p(x, t) є розв’язком рiвняння
Фоккера–Планка, одержанню якого присвячено цей роздiл.
У пiдроздiлi 4.1 кiнетичне рiвняння, яке пов’язує процеси, що прохо-
дять на мiкроскопiчному та макроскопiчному рiвнях. Безпосередньому
одержанню рiвнянняФоккера-Планка присвячено пiдроздiл 4.2, де роз-
глянуто використання мiкроскопiчного пiдходу, зв’язок рiвнянняФоккера-
Планка iз рiвняннямЛанжевена. Способи розв’язання рiвнянняФоккера-
Планка подано у пiдроздiлi 4.3. У пiдроздiлi 4.4 викладаються алгори-
тми чисельної процедури одержання розподiлiв iз такого рiвняння.
4.1 Рiвняння Чепмена–Колмогорова та кiнетичне рiвняння
Розглянемо багаточастинкову систему. Розподiл p(x3, t3;x1, t1) одер-
жується iз p(x3, t3;x2, t2;x1, t1) iнтегруванням за однiєю з координат:
p(x3, t3;x1, t1) =
∫
p(x3, t3;x2, t2;x1, t1)dx2.
Для марковського процесу цей вираз можна переписати у виглядi
p(x3, t3|x1, t1)p1(x1, t1) =
∫
p(x3, t3|x2, t2)p(x2, t2|x1, t1)p1(x1, t1)dx2,
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де використано припущення t3 ≥ t2 ≥ t1. Оскiльки функцiя p1(x1, t1) є
довiльною, то маємо
p(x3, t3|x1, t1) =
∫
p(x3, t3|x2, t2)p(x2, t2|x1, t1)dx2. (4.1)
Рiвняння Чепмена–Колмогорова (4.1) iнтерпретується так: iмовiрнiсть
переходу iз x1 у момент t1 до x3 у момент t3 зводиться до ймовiрностi
переходу зi стану x1 у момент t1 до x2 у момент t2 помножену на ймо-
вiрнiсть переходу iз x2 у момент t2 до x3 у момент t3. При цьому за про-
мiжними станами проводиться складання (iнтегрування) (див. рис.4.1a).
Пiд час розгляду переходу в певний стан у момент часу t3 = t2 + δt
у границi δt → 0 одержуємо рiвняння Чепмена–Колмогорова у дифе-
ренцiальнiй формi. Скористаємося спiввiдношенням p(x2, t1|x1, t1) =
= δ(x1−x2), яке означає, що система не може перебувати в один момент
часу в двох рiзних станах. Розвиваючи p(x1, t1|x2, t2) у ряд за степенями
δt = t2 − t1, одержуємо
p(x2, t1 + δt|x1, t1) = [1− w(x1; t1)δt]δ(x1 − x2) +
+w(x2, x1; t1)δt+O(δt)2,
де величинаw(x2, x1; t1) описує частоту переходiв (iмовiрнiсть переходу
a б
t
x(t)
t1 t2 t3
t2
t1
 x1
x2
Рисунок 4.1— Iмовiрнiсний опис: a) рiвняння Чепмена–Колмогорова (iн-
тегрування проводиться за усiма промiжними станами); б)
master equation
4.1 Ðiâíßííß ×åïìåíàÊîëìîãîðîâà òà êiíåòè÷íå ðiâíßííß 83
в одиницю часу) iз стану x1 у x2 в момент t1. Згiдно з умовою нормування∫
p(x2, t2|x1, t1)dx2 = 1.
Звiдси випливає ∫
w(x2, x1; t1)dx2 = w(x1; t1).
У границi δt→ 0 можна записати
∂
∂t2
p(x2, t2|x1, t1) =
= lim
δt→0
1
δt
[p(x2, t2 + δt|x1, t1)− p(x2, t2|x1, t1)].
Нехтуючи членами вищих порядкiв, iз рiвняння (4.1) для ймовiрностi пе-
реходу iз x1 у момент t1 у x2 у момент t3 = t2 + δt маємо
p(x2, t2 + δt|x1, t1) =
∫
dxip(xi, t2|x1, t1)p(x2, t2 + δt|xi, t2) =
=
∫
dxip(xi, t2|x1, t1){[1− w(xi; t2)δt]δ(xi − x2) + w(x2, xi; t2)δt},(4.2)
що дає
∂
∂t2
p(x2, t2|x1, t1) =
∫
dxiw(x2, xi; t2)p(xi, t2|x1, t1)−
−
∫
dxiw(xi, x2; t2)p(x2, t2|x1, t1).
(4.3)
Домножуючи обидвi частини на p1(x1, t1) та iнтегруючи за x1, одержує-
мо
∂
∂t
p(x, t) =
∫
dx′[w(x, x′; t)p(x′, t)− w(x′, x; t)p(x, t)], (4.4)
де проведено замiни: t2 → t, x2 → x, xi → x′. Рiвняння (4.4) нази-
вається основним кiнетичним рiвнянням (master equation), пер-
ший член якого описує збiльшення ймовiрностi перебування системи у
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станi x внаслiдок переходiв iз iнших станiв (x′) у даний стан x. Другий
член описує вiдповiдне зменшення ймовiрностi (див. рис.4.1). Важли-
ве значення марковського процесу полягає в тому, що вiн описується
простими рiвняннями i в той самий час дає загальну математичну мо-
дель. У припущеннi, що для малих часових iнтервалiв δt iмовiрностi пе-
реходiв пропорцiйнi δt, одержується кiнетичне рiвняння. Воно дозволяє
встановити поведiнку системи на великих iнтервалах часу, виходячи з її
поведiнки на малих часових iнтервалах. Iмовiрнiсть (частота) переходiв
w(x, x′; t) виражає марковську поведiнку системи на малому часовому
iнтервалi (вiдображає мiкроскопiчну природу).
4.2 Рiвняння Фоккера–Планка
4.2.1 Мiкроскопiчний пiдхiд
При мiкроскопiчному описi ми користуємось формалiзмом основно-
го кiнетичного рiвняння, оскiльки ймовiрностi мiкроскопiчних переходiв
належать йому. Перепишемо (4.4) у виглядi
∂
∂t
p(x, t) =
∫
dx′[w(x, x′)p(x′, t)− w(x′, x)p(x, t)]. (4.5)
Запишемо ймовiрнiсть переходу як функцiю стрибка u iз початкової то-
чки:
w(x, x′) = w(x′, u), u = x− x′.
Тодi (4.5) набирає вигляду
∂
∂t
p(x, t) =
∫
w(x− u, u)p(x− u, t)du− p(x, t)
∫
w(x,−u)du. (4.6)
Далi основне припущення полягає в тому, що iснують лише малi стриб-
ки, тобто w(x′, u) має гострий пiк за змiнною u i повiльно змiнюється iз
x, тобто для деякої величини∆ > 0
w(x′, u) ≈ 0, при |u| > ∆,
w(x′ + δx, u) ≈ w(x′, u), при |δx| < ∆ .
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Подальше припущення полягає у тому, що p(x, t) також повiльно змi-
нюється зi змiною x. Тодi можна виконати зсув iз x у x − u у першому
iнтегралi (4.6) за допомогою розвинення Тейлора:
∂
∂t
p(x, t) =
∫
w(x, u)p(x, t)du−
∫
u
∂
∂x
[w(x, u)p(x, t)] du+
+
1
2
∫
u2
∂2
∂x2
[w(x, u)p(x, t)] du− (4.7)
− p(x, t)
∫
w(x,−u)du.
Розвинення ймовiрностi переходу за другим аргументом є неприпусти-
мим, оскiльки вонашвидко змiнюється iз перетворенням u. Тому перший
та четвертий члени скорочуються. Для iнших складових можна записати
Dν(x) =
∫ ∞
−∞
uνw(x, u)du = lim
δt→0
1
δt
∫ ∞
−∞
(x′ − x)νp(x′, t+ δt|x, t)dx′.
(4.8)
У результатi одержуємо рiвняння Фоккера–Планка у виглядi
∂
∂t
p(x, t) = − ∂
∂x
D1(x)p(x, t) +
1
2
∂2
∂x2
D2(x)p(x, t), (4.9)
де першi моменти у (4.8) визначають детермiновану силу D1(x) ≡ f(x)
i коефiцiєнт дифузiїD2(x) = σ2g2(x). Включаючи у розвинення ймовiр-
ностi переходу всi члени, одержуємо ряд Крамерса–Мойала:
∂
∂t
p(x, t) =
∞∑
ν=1
(−1)ν
ν!
(
∂
∂x
)ν
Dν(x)p(x, t). (4.10)
Ïðèêëàä 4.1 Áðîóíiâñüêèé ðóõ
Члени ряду Крамерса–Мойала визначаються як перший та другий моменти:
D1 = lim
δt→0
1
δt
∫ ∞
−∞
(v − v0)p(v, t0 + δt|v0, t0)dv =
= lim
δt→0
1
δt
〈v(t)− v0〉v0 =
= lim
δt→0
1
δt
(
v0e
−γδt − v0
)
= −γv0 = −γv,
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D2 = lim
δt→0
1
δt
∫ ∞
−∞
(v − v0)2p(v, t0 + δt|v0, t0)dv =
= lim
δt→0
1
δt
〈(v(t)− v0)2〉v0 = σ2 =
2γT
m
.
У результатi рiвняння Фоккера–Планка має вигляд
∂
∂t
p(x, t)− γ ∂
∂v
vp(v, t) =
γT
m
∂2
∂v2
p(v, t), (4.11)
де права частина (iнтеграл зiткнень Фоккера–Планка) iз коефiцiєнтом дифузiї
D = γkT/m описує дифузiю у просторi швидкостей — “розпливання” розпо-
дiлу як функцiї швидкостi, а другий член у лiвiй частинi, що вiдповiдає дина-
мiчному тертю, називається дрейфом. Згiдно з останнiм розподiл iмовiрностi
затримується поблизу v = 0.
0
p(v,t)
v
Рисунок 4.2— Еволюцiя розподiлу p(v, t). Тонкi стрiлки показують дiю дрейфового
члена, товстi – дифузiйного
4.2.2 Зв’язок iз рiвнянням Ланжевена
Чисто бiлий шум. Розглянемо довiльну аналiтичну функцiю y(x), ди-
ференцiал якої можна подати у виглядi стохастичного диференцiала Iто.
Як зазначалося, необхiднiсть урахування членiв другого порядку зумов-
лена тим, що дрейфова та дифузiйна складовi мають рiзний порядок ма-
лостi.
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Пiдставляючи у
dy =
dy
dx
dx+
1
2
d2y
dx2
(dx)2
диференцiали
dx = f(x)dt+ g(x)dW (t), dx2 = σ2g(x)2dt
та усереднюючи їх, одержуємо
d 〈y(x)〉 =
〈
dy
dx
f(x)
〉
dt+ σ
〈
dy
dx
g(x)dW
〉
+
+
σ2
2
〈
d2y
dx2
g(x)2
〉
dt. (4.12)
У лiвiй частинi змiнено порядок операцiй усереднення й диференцiюва-
ння, а також враховано, що (dW )2 = dt. У численнi Iто (λ = 0) вели-
чини g(x) та dW = ξdt не корелюють, у зв’язку з чим у другому доданку
(4.12) можна видiлити множник 〈dW 〉 = 0. Тодi, переходячи до похiдної
за часом та враховуючи визначення середнього
〈y〉 =
∫
y(x)p(x, t)dx, (4.13)
маємо ∫
y(x)p˙(x, t)dx =
∫
f(x)p(x, t)
dy
dx
dx+
+
σ2
2
∫
g(x)2p(x, t)
d2y
dx2
dx. (4.14)
Проводячи у правiй частинi iнтегрування за частинами, видiляємо фун-
кцiю y(x) як множник у пiдiнтегральних виразах (4.14) (за цiєї умови
операцiя диференцiювання ∂/∂x перекидається на функцiю розподiлу
p(x, t)). Оскiльки функцiя y(x) є довiльною, то рiвняння iнтегралiв ви-
конується лише при однаковостi вiдповiдних пiдiнтегральних виразiв. У
результатi, скорочуючи на y(x), приходимо до рiвнянняФоккера–Планка
p˙ =
∂
∂x
[
−f(x)p+ σ
2
2
∂
∂x
g(x)2p
]
. (4.15)
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Воно може бути поданим у виглядi рiвняння неперервностi
p˙+
∂
∂x
J = 0 (4.16)
у просторi стохастичної змiнної x, де потiк iмовiрностi
J = Jdr + Jdif
складається iз дрейфової Jdr та дифузiйної Jdif компонент:
Jdr = fp, Jdif = −σ
2
2
∂
∂x
g2p. (4.17)
Вiдповiдно до рiвняння руху f забезпечує швидкiсть руху 〈x˙〉 = f , а
величина
D(x) =
σ2
2
g2(x) (4.18)
подається як узагальнений коефiцiєнт дифузiї.
Границя слабокорельованогошуму. Розглянемо граничний випадок
реальногошуму, кореляцiйна функцiя якого може бути зведена до дельта–
функцiї Дiрака.
Нехай стохастична система описується рiвнянням
x˙ = f(x) + g(x)ξ(t),
де
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = σC(t, t′)→ σ2δ(t− t′).
Розв’язок детермiнiстичного рiвняння руху з початковою умовою x0 =
= x(0) подається функцiєю x(t, x0). Ми можемо припустити, що x(t) є
випадковою змiнною з густиною ймовiрностi
ρd(x; t) = δ(x− x(t, x0)).
Припускаючи, що початкова умова є випадковою, робимо висновок, що
x(t) — випадковий процес. Його густина ймовiрностi подається усере-
дненням вищенаведеної функцiї розподiлу:
ρ(x; t) = 〈δ(x− x(t, x0))〉x0 .
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Функцiя розподiлу має задовольняти рiвняння неперервностi
∂ρ
∂t
+
∂
∂x
(x˙ρ) = 0.
Пiдставляючи сюди вираз для похiдної x˙ iз рiвняння Ланжевена, маємо
∂ρ
∂t
= − ∂
∂x
[(f(x) + σg(x)ξ(t))ρ].
У результатi густина ймовiрностi p(x, t) буде середньою вiд ρ(x; t) за
шумовим розподiлом, тобто
p(x, t) = 〈ρ(x; t)〉 = 〈δ(x− x(t, x0))〉x0,ξ.
Усереднюючи за шумом одержане рiвняння неперервностi, маємо
∂p
∂t
= − ∂
∂x
f(x)p− ∂
∂x
g(x)〈ξ(t))ρ(x, ξ(t))〉.
Згiдно з формулою Новiкова одержуємо
〈ξ(t)ρ(x, ξ(t))〉 =
∫ t
0
dt′〈ξ(t)ξ(t′)〉
〈
δρ
δξ(t′)
〉
.
Застосовуючи границю дельта–корельованого процесу ξ(t), маємо
〈ξ(t)ρ(x, ξ(t))〉 = σ
2
2
〈
δρ
δξ(t′)
〉
t′=t
.
Використовуючи функцiональне числення, можна записати〈
δρ
δξ(t′)
〉
t′=t
=
〈
δx(t)
δξ(t′)
∣∣∣∣
t′=t
δρ
δx(t)
〉
= − ∂
∂x
〈
δx(t)
δξ(t′)
∣∣∣∣
t′=t
ρ
〉
.
За формальним розв’язком рiвняння Ланжевена
x(t) = x0 +
∫ t
0
dt′f(x(t′)) +
∫ t
0
dt′g(x(t′))ξ(t′)
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одержуємо
δx(t)
δξ(t′)
∣∣∣∣
t′=t
= g(x(t)),
〈
δρ
δξ(t′)
〉
t′=t
= − ∂
∂x
g(x)〈ρ〉 = − ∂
∂x
g(x)p.
У результатi рiвняння Фоккера–Планка набирає вигляду
p˙ =
∂
∂x
[
−fp+ σ
2
2
g(x)
∂
∂x
g(x)p
]
. (4.19)
4.2.3 Подання багатопараметричих систем
У припущеннi iснування набору змiнних x = {x1, x2, . . . , xN} рiвня-
ння еволюцiї усього вектора x можна подати у виглядi
d
dt
x = F(x, t) +G(x)ξ(t). (4.20)
Ланжевенiвськi джерела ξ = {ξ1, ξ2, . . . , ξN} будемо розглядати як бiлi
шуми зi стандартними статистичними властивостями:
〈ξi(t)〉 = 0, 〈ξi(t)ξj(t′)〉 = δijδ(t− t′). (4.21)
Далi скористаємося формалiзмом Стратоновича. Рiвнянню (4.20) мо-
жна надати вигляду
d
dt
xi = fi({x}, t) + gij({x})ξi(t). (4.22)
Визначимо коефiцiєнти ряду Крамерса–Мойала. Для цього необхi-
дно знати вирази для коефiцiєнтiв дрейфу та дифузiї:
D(i)({x}, t) ≡ D(i)1 ({x}, t) =
= lim
δt→0
1
δt
〈xi(t+ δt)− xi(0)〉 |xk(t)=xk(0), k = 1, 2, . . . , N,
(4.23)
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D(ij)({x}, t) ≡ D(ij)2 ({x}, t) =
= lim
δt→0
1
δt
〈[xi(t+ δt)− xi(0)][xj(t+ δt)− xj(0)]〉 |xk(t)=xk(0),
k = 1, 2, . . . , N.
(4.24)
Запишемо формальний розв’язок рiвняння Ланжевена, припускаючи,
що шум є слабокорельованим (майже бiлим), у виглядi
xi(t+δt)−xi =
t+δt′∫
t
[fi({x(t′)}, t′)+gij({x(t′)}, t′)ξi(t′)]dt′, xi ≡ xi(0).
Розвиваючи детермiнiстичну силу fi та мультиплiкативну функцiю
gij в ряд
fi({x(t′)}, t′) = fi({x}, t′) +
(
∂
∂xk
fi({xi}, t′)
)
(xk(t′)− xk) + . . . ,
gij({x(t′)}) = gij({x}, t′) +
(
∂
∂xk
gij({xi}, t′)
)
(xk(t′)− xk) + . . .
i пiдставляючи їх у розв’язок рiвняння Ланжевена, маємо
xi(t+ δt)− xi =
t+δt′∫
t
fi({x(t′)}, t′)dt′+
+
t+δt′∫
t
(
∂
∂xk
fi({xi}, t′)
)
(xk(t′)− xk)dt′ + . . .+
+
t+δt′∫
t
gij({x(t′)}, t′)ξi(t′)dt′+
+
t+δt′∫
t
(
∂
∂xk
gij({xi}, t′)
)
(xk(t′)− xk)dt′ + . . .
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Проводячи усереднювання отриманого виразу i залишаючи доданки, що
не перевищують порядок dt, одержуємо
D(i)({x}, t) = fi({x}, t)+
+ lim
δt→0
1
δt
t+δt′∫
t
t′∫
t
(
∂
∂xk
gij({x}, t′)
)
gkl({x}, t′′)δjlδ(t′ − t′′)dt′dt′′.
Оскiльки пiдiнтегральна функцiя мiстить дельта–функцiюДiрака, то ро-
бимо висновок, що
D(i)({x}, t) = fi({x}, t) + 12gkj({x}, t)
∂
∂xk
gij({x}, t). (4.25)
Дифузiйний коефiцiєнт стає дифузiйною матрицею i набирає вигляду
D(ij)({x}, t) = gik({x}, t)gkj({x}, t). (4.26)
У результатi рiвнянняФоккера-Планка багатопараметричної систе-
ми записується у такий спосiб:
∂
∂t
p({x}, t) = − ∂
∂xi
D(i)({x}, t)p({x}, t)+1
2
∂2
∂xi∂xj
D(ij)({x}, t)p({x}, t),
(4.27)
де за iндексами, що повторюються, виконується пiдсумовування.
4.2.4 Границi дифузiйного процесу
Уфiзичних прикладах простiр станiв випадкового процесу не завжди
збiгається з дiйсною вiссю R. Процес може бути обмежений пiдмножи-
ною дiйсної осi, наприклад R+0 (якщо стохастична змiнна вiдiграє роль
концентрацiї). У загальному випадку вважається, що простiр станiв ди-
фузiйного процесу обмежено iнтервалом [b1, b2], де один або обидва кiнцi
можуть прямувати до нескiнченностi. Окрiм того, вважається, що фун-
кцiї f(x) та g(x), що входять до рiвняння Ланжевена, задовольняють
умову Лiпшица на будь–якому iнтервалi [b1, b2] вiдрiзка (b1, b2)— iснує
певна сталаK, така, що
|f(x)− f(y)|+ |g(x)− g(y)| ≤ K|x− y|, x, y ∈ [b1, b2].
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Ця умова виконується, якщо функцiї, що входять до нього, є неперервно
диференцiйованими. Якщо процес не досягає своїх границь, то вiн вва-
жається найкращим дифузiйним процесом i обмеження на його простiр
станiв не проводяться. Такi границi є недосяжними.
Недосяжнi границi. Природнi границi при t → ∞ досягаються лише
з нульовою ймовiрнiстю. Нехай β— точка поблизу однiєї iз границь (b1).
Нехай початковий стан такий, що x0 ∈ (b1, β).
i
Границя є природною, якщо з iмовiрнiстю 1 дифузiйний процес
досягає точки β ранiше, нiж точки b1.
Звiдси випливає, що границя b1 нiколи не буде досягнута, якщо процес
Zt, досягнувши точки β, повертається у iнтервал (b1, β), то з iмовiрнiстю
1 вiн досягне β ще раз ранiше за b1.
Класифiкацiя границь грунтується на розглядi iнтегрування деяких
функцiй. Розглянемо функцiю
φ(x) = exp
− x∫
β
2f(y)
σ2g(x)2
dy
 . (4.28)
Математично природнiсть границi b1 випливає iз нескiнченностi такого
iнтеграла
L1(b1) =
β∫
b1
φ(x)dx, (4.29)
тобто b1 — природна границя, коли L1(b1) =∞.
Нехай при t = 0 процес перебуває у станi x0 ∈ (b1, β).
i
Границя називається притягувальною, коли процес залишає
iнтервал (b1, β) за кiнцевий час, причому через праву точку, або
не залишає його, тодi x(t)→ b1 при t→∞.
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Для такої границi:
L1(b1) =
β∫
b1
φ(x)dx <∞,
L2(b1) =
β∫
b1
dx
σ2g(x)2
y∫
b1
φ(x)φ(y)−1dy =∞. (4.30)
Якщо не виконується нi L1(bi) = ∞, нi L2(bi) = ∞, то з ненульо-
вою ймовiрнiстю деякi траєкторiї досягають границi bi за кiнцевий час.
У такому разi процес вiдчуває границю i його поведiнка визначається не
лише дрейфовою та дифузiйною складовими, але й граничними умовами,
якi мають бути накладенi вiдповiдним чином.
Типи граничних умов:
• поглинання — досягнувши границi bi, дифузiйний процес зали-
шається там само;
• вiддзеркалення— досягнувши границi bi, дифузiйний процес не-
перервно або миттєво повертається у iнтервал (b1, b2) (миттєве вiд-
дзеркалення) або залишається впродовж певного часового перiо-
ду на границi (вiдображення iз запiзненням);
• вiддзеркалення з вiдскоком— досягнувши границi bi, дифузiй-
ний процес стрибком повертається у випадкову точку iнтервалу
(b1, b2).
Комбiнацiї цих умов породжують бiльш складнi граничнi умови.
i
Досяжна границя є поглинальною, якщо L1(bi) <∞та
L2(bi) <∞ при
L3(b1) =
β∫
b1
1
σ2g(x)2
φ(x)−1dx =∞. (4.31)
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Отже, якщо процес мав початковий стан x0 ∈ (b1, β), то ймовiрнiсть до-
сягнення точки β збiгається з нулем, коли x0 → b1.
i
Границя є регулярною, якщо L1(bi) <∞, L2(bi) <∞, L3(bi) <∞.
У такому разi можуть накладатися будь-якi обмеження.
4.3 Розв’язання рiвняння Фоккера–Планка
4.3.1 Стацiонарний випадок
Оскiльки флуктуацiї середовища допускають моделювання випад-
кового процесу за допомогою стацiонарного процесу, можна очiкувати,
що у загальному випадку в границi t → ∞ система переходить у ста-
цiонарний режим. Стацiонарнiсть означає, що з подальшою змiною ча-
су в системi встановлюється густина ймовiрностi p(x), форма якої да-
лi не змiнюється. Iнакше кажучи, ймовiрнiсть стає незалежною вiд ча-
су. Однак, траєкторiї не збiгаються до часонезалежної; змiнна x про-
довжує флуктувати, вона змiнюється iз плином часу на крок τ (тобто
x(t)→ x(t+ τ)). Однак, флуктуацiї є такими, що x(t) та x(t+ τ) мають
однакову густину iмовiрностi p(x).
Однопараметрична система. Далi буде розглянуто стацiонарний ви-
падок, що вiдповiдає визначенню бiлого шуму. Запишемо рiвнянняФок-
кера–Планка у виглядi
∂p(x, t)
∂t
+
∂
∂x
J(x, t) = 0,
де введено потiк густини ймовiрностi
J(x, t) = f(x)p(x, t)− σ
2
2
∂
∂x
g2(x)p(x, t).
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Одержане рiвняння неперервностi виражає факт зберiгання ймовiрно-
стi. Стацiонарне рiвняння вироджується у
∂
∂x
J(x, t) = 0.
Звiдси випливає, що стацiонарний потiк iмовiрностi сталий у просторi
станiв [b1, b2]:
J ≡ Js(x) = J(b1) = J(b2), x ∈ [b1, b2].
У результатi стацiонарна густина ймовiрностi задовольняє рiвняння
−J = −f(x)ps(x) + σ
2
2
∂
∂x
g2(x)p(x, t).
Для його розв’язання введемо допомiжну функцiю φ(x) = g2(x)ps(x).
Тодi маємо
d
dx
φ(x) =
2
σ2
f(x)
g2(x)
φ(x)− 2
σ2
J.
У результатi розв’язання цього рiвняння
ps(x) =
N
g2(x)
exp
(
2
σ2
∫ x f(u)
g2(u)
du
)
−
− 2J
σ2g2(x)
exp
(
2
σ2
∫ x f(u)
g2(u)
du
)∫ x
exp
(
− 2
σ2
∫ x′ f(u)
g2(u)
du
)
dx′.
Стала iнтегрування визначається за умови нормування густини ймовiр-
ностi, а потiк iмовiрностi визначається залежно вiд характеру границь
дифузiйного процесу. У випадку природної границi або регулярної з мит-
тєвим вiдображенням потоку ймовiрностi не iснує, тому J ≡ 0. У такому
разi
ps(x) = N exp
(
− 1
σ2
Uef (x)
)
, (4.32)
де введено позначення для ефективного потенцiалу
Uef (x) = ln g2(x)− 2
∫ x f(u)
g2(u)
du. (4.33)
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Для того щоб (4.32) була густиною ймовiрностi, її необхiдно нормувати:
N−1 =
b2∫
b1
1
g2(x)
exp
(
2
σ2
∫ x f(u)
g2(u)
du
)
<∞.
Очевидно, що у випадку дрейфової складової f(x)+σ2g(x) ∂∂xg(x)/2
стацiонарна густина ймовiрностi має вигляд
ps(x) =
N
g(x)
exp
(
2
σ2
∫ x f(u)
g2(u)
du
)
.
Таким чином, можна стверджувати, що стацiонарна густина ймовiрностi
визначається функцiєю
ps(x) =
N
g2(1−λ)(x)
exp
(
2
σ2
∫ x f(u)
g2(u)
du
)
, (4.34)
де λ = 0 вiдповiдає численню Iто, а λ = 1/2— Стратоновича.
Двопараметрична система: броунiвський рух у потенцiалi. Роз-
глянемо рух броунiвської частинки у полi потенцiалу V (x). Припуска-
ється, що зiткнення частинки з молекулами середовища не зазнає впли-
ву потенцiалу. Тодi рiвняння Ланжевена набирає вигляду
v˙ = −γv + f(x) + ξ(t),
x˙ = v,
(4.35)
де f(x) = −∂V (x)/∂x, ξ(t)— бiлий шум з iнтенсивнiстю σ2 = 2γT/m.
Тодi дрейфовi та дифузiйнi коефiцiєнти мають вигляд
Dx = v, Dxx = Dxv = Dvx = 0,
Dv = −γv + f(x), Dvv = σ2/2 = γT/m .
У результатi рiвняння еволюцiї густини ймовiрностi перетворюється у
рiвняння Крамерса:
∂
∂t
p(x, v, t) =
{
− ∂
∂x
v +
∂
∂v
[γv − f(x)] + γT
m
∂2
∂v2
}
p(x, v, t). (4.36)
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Розв’язок цього рiвняння можна подати у виглядi
p(x, v, t) = Φ(x, t) exp(−mv2/2T ).
Пiдстановка його у рiвняння (4.36) дає
Φ˙ =
{
− ∂
∂x
+
mf(x)
T
}
vΦ.
Оскiльки Φ вiд швидкостi не залежить, то у стацiонарному випадку
Φ˙ = 0 одержуємо
Φ(x) = Φ0 exp(−V (x)/T ),
що приводить до розподiлу Максвелла-Больцмана
p(x, v) = N exp(−[mv2/2 + V (x)]/T ). (4.37)
Для того щоб отримати залежнiсть тiльки вiд координати x, необхiдно
проiнтегрувати за швидкостями. У результатi маємо розподiл Больцма-
на p(x) = Nx exp(−V (x)/T ). Останнє еквiвалентне розв’язку рiвняння
Фоккера–Планка з детермiнiстичною силою еволюцiї f = −V ′ i ади-
тивним шумом iнтенсивностi 2T .
4.3.2 Нестацiонарний розподiл
Дослiдження нестацiонарного розподiлу досягається лише в авто-
модельному режимi [29–32], де залежнiсть вiд двох аргументiв x, t ви-
ражається через єдину змiнну y = x/a(t):
p(x, t) = aαϕ(y), (4.38)
функцiї a(t), ϕ(y) та показник α пiдлягають подальшому визначенню.
Iз математичної точки зору рiвняння (4.38) означає, що розподiл iмо-
вiрностi подається однорiдною функцiєю порядку α. Iз фiзичної точки
зору перехiд до нової змiнної y = x/a вiдповiдає вибору масштабу вимi-
рювання величини x, величина якого a(t) змiнюється iз часом. Власти-
вiсть однорiдностi (4.38) вiддзеркалюється самоподiбнiстю фазово-
го простору стохастичної системи, наявнiсть якого дозволяє вимiрю-
вати величину x у довiльному масштабi a(t). Як вiдомо, зазначену вла-
стивiсть мають фрактальнi об’єкти [33–35]. Таким чином, припущення
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(4.38) означає, що область визначення фазового простору стохастичної
системи є фрактальною множиною, розмiрнiсть якогоD обмежена зна-
ченнями 2 (звичайна фазова площина) та 0 (точка, що вiдповiдає поло-
женню рiвноваги).
Для визначення показника α пiдставимо залежнiсть (4.38) в умову
нормування
∫
p(x, t)dx = 1. У результатi отримуємо
(a(t))−(1+α) =
∫ ∞
−∞
ϕ(y)dy, (4.39)
лiва частина якого мiстить залежнiсть вiд часу, а права— нi. Звiдси ви-
пливає результат
α = −1, (4.40)
урахування якого приводить до звичайної умови нормування∫ ∞
−∞
ϕ(y)dy = 1. (4.41)
Вигляд функцiї ϕ(x) може бути знайдено лише за скейлiнгових вла-
стивостях сили f(x) та мультиплiкативної функцiї g(x). За аналогiєю iз
(4.38) приймемо
f(x) = aβF (y), (4.42)
g(x) = aγG(y), y = x/a, (4.43)
де залежностi F (y),G(y) та показники β, γ вважаються заданими. Пiд-
ставляючи спiввiдношення (4.38), (4.42), (4.43) у рiвняння Фоккера–
Планка, iз урахуванням рiвнянь
p˙ = (αϕ− yϕ′)aα−1a˙,
∇ ≡ ∂/∂x = a−1∂/∂y
одержуємо
(
a−β a˙
) (
αϕ− yϕ′) = − [Fϕ]′ + σ2
2
a2γ−β−1
(
G2ϕ
)′′
. (4.44)
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Тут штрих означає диференцiювання за y. Рiвняння (4.44) стає звичай-
ним диференцiальним рiвнянням
σ2
2
(
G2ϕ
)′′ − [Fϕ]′ + µ (yϕ′ − αϕ) = 0 (4.45)
за умови, що його коефiцiєнти втрачають залежнiсть вiд часу. Iз цiєю
метою слiд припустити, що a−β a˙ = const ≡ µ, 2γ − β − 1 = 0, звiдки
одержуємо спiввiдношення
a = [µ(1− β)] 11−β t 11−β , (4.46)
γ = (1 + β)/2. (4.47)
Таким чином, перетворення подiбностi дозволили знайти часову за-
лежнiсть (4.46) характерного значення a(t) стохастичної змiнної x(t), а
також зафiксувати показник (4.40) функцiї розподiлу (4.38). Залежнiсть
ϕ(y) пiдпорядковується рiвнянню (4.45). Легко бачити, що вона подає-
ться у виглядi
σ2(G2ϕ)′′ = (F˜efG2ϕ)′, (4.48)
де введено ефективну силу
F˜ef (y) = −∂U˜ef (y)
∂y
, (4.49)
величина якої визначається синергетичним потенцiалом:
U˜ef (y) = Uµ(y) + U(y), (4.50)
Uµ(y) = µ
∫
G−2(y)dy2, (4.51)
U(y) = −2
∫
F (y)
G2(y)
dy. (4.52)
Знижуючи порядок диференцiального рiвняння (4.48), iз урахуванням
граничних умов
ϕ′(y) = 0, ϕ(y) = 0 y = ±∞ (4.53)
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знаходимо загальний розв’язок рiвняння Фоккера–Планка у автомо-
дельному режимi:
ϕ(y) = Z−1 exp
(
−Uef (y)
σ2
)
. (4.54)
Тут ефективний синергетичний потенцiал Uef ≡ U˜ef + 2σ2 lnG, пере-
нормований за рахунок множникаG2 у (4.48), має вигляд
Uef (y) = Uσ(y) + Uµ(y) + U(y), (4.55)
де
Uσ(y) = 2σ2 lnG(y), (4.56)
а решта складових визначаються рiвняннями (4.51), (4.52). Стала нор-
мування Z задається умовою (4.41).
Проведений розгляд показує, що опис нестацiонарного автомодель-
ного режиму може бути проведений за аналогiєю зi стацiонарним, якщо
вiд вихiдної змiнної x та функцiй p(x, t), f(x), g(x) перейти до змiнних
y = x/a, ϕ = p/xα, F = f/aβ , G = g/aγ , величини яких визнача-
ються масштабом a = a(t), що задає характерне значення змiнної x.
Порiвняння виразiв для стацiонарного рiвноважного та нестацiонарно-
го розподiлiв показує, що перехiд до нестацiонарного режиму приводить
до появи додаткової складової (4.51), яка обумовлена змiною масштабу
a(t) згiдно з законом (4.46).
Зазначимо, що опис нестацiонарної стохастичної системи, яка пе-
ребуває у автомодельному режимi, було застосовано I.М. Лiфшицем та
В.В. Сльозовим [36] до задачi про видiлення нової фази. У наш час iдеї
скейлiнгу та подiбностi широко застосовуються при опису фракталiв,
еволюцiї просторових структур, якi виникають при фазових перетворе-
ннях, а також статистичному аналiзi складних систем [37].
4.3.3 Ергодична теорема
Припустимо, що дифузiйний процес, який задається стохастичним
диференцiальним рiвнянням, допускає стацiонарний розв’язок усереди-
нi простору станiв, тобто ps(x) > 0 при всiх x ∈ (b1, b2). Це означає, що
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простiр станiв процесу x(t) не подiляється на два або бiльше iнтервалiв,
якi не сполучаються мiж собою. Тому незалежно вiд початкових умов
процесу x(t) вiн буде нескiнченну кiлькiсть разiв повертатися до околу
будь–якої точки x ∈ (b1, b2). Для цього необхiдно, щоб усерединi про-
стору станiв флуктуацiї не пропадали, тобто при всiх x ∈ (b1, b2) вико-
нувалось g(x) > 0. У такому разi розв’язок рiвняння Фоккера–Планка
p(x, t) збiгається до стацiонарного розв’язку p(x, t)→ ps(x) при t→∞.
Можна показати, що коли iснує стацiонарна густина ймовiрностi i
дифузiйний процес у початковий момент часу починається з неї, то такий
процес є ергодичним. Для такого процесу виконується ергодичнате-
орема, яка стверджує, що коли стала нормування стацiонарного розпо-
дiлу є скiнченною величиною, то з iмовiрнiстю 1 виконується спiввiдно-
шення
f(x) ≡ lim
T→∞
1
T
∫ T
0
f(x(t))dt =
∫ b2
b1
f(x)ps(x)dx ≡ 〈f(x)〉. (4.57)
Це означає, що середнє будь–якої величини може бути обчислено зви-
чайним усередненням за часом.
Аналогiчно можна обчислити стацiонарну густину ймовiрностi. Для
цього скористаємося характеристичною функцiєю iнтервалу [x − δx,
x+ δx], тобто
Iδxx (z) =
{
1, якщо z ∈ [x− δx, x+ δx],
0, якщо z /∈ [x− δx, x+ δx].
Ергодична теорема стверджує, що
lim
T→∞
1
T
∫ T
0
Iδxx (x(t))dt =
∫ x+δx
x−δx
ps(z)dz. (4.58)
Спiввiдношення (4.58) показує, що добуток ps(x)dx дорiвнює промiжку
часу, який довiльна траєкторiя дифузiйного процесу проводить у нескiн-
ченно малому околi стану x.
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4.4 Моделювання дифузiйних процесiв [21]
4.4.1 Дифузiя частинки у гратковому газi
Нехай iснує сукупнiсть частинок iз концентрацiєю 0 < c ≤ 1, розмi-
щених на квадратнiй гратцi. Кожна частинка перемiщується у сусiднiй
(найближчий) вузол випадково, так що двi частинки не можуть помi-
щатися в одному вузлi (взаємодiя виключається). Така модель є при-
кладом граткового газу. Фiзичним прикладом є дифузiя за вакансiями,
кiлькiсть яких залежить вiд температури речовини. Основною величи-
ною для розглядання є коефiцiєнт дифузiї D мiченої (iндикаторної) ча-
стинки.
Алгоритм Монте–Карло для обчислення коефiцiєнта дифузiї:
1 Розподiлити частинки з концентрацiєю c випадково по вузлах гра-
тки. Позначити частинки та запам’ятати їхнi положення у масивi.
2 На кожному кроцi випадково вибрати частинку та один iз сусiднiх
iз нею вузлiв. Якщо сусiднiй вузол не зайнятий, то частинка пере-
ходить у нього; у протилежному разi вона зберiгає своє поточне
положення.
Час вимiрюється у довiльних одиницях. Взята одиниця вимiрювання ча-
су вiдповiдає одному кроковi методуМонте–Карло на частинку. За один
крок кожна частинка здiйснює один (у середньому) перехiд. У стацiо-
нарнiй границi (t → ∞) коефiцiєнт дифузiї визначається згiдно з фор-
мулою
D =
1
2dt
〈δx(t)2〉,
де 〈δx(t)2〉— середньоквадратичне зсунення на одну частинку за час t у
d–вимiрному просторi.
Випадковi блукання (континуальна границя). В одновимiрнiй мо-
делi випадкових блукань частинка починає рух iз точки x = 0 при t = 0.
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Часову вiсь роздiляють на iнтервали δt, за якi частинка здiйснює стри-
бок на величину δx iз iмовiрнiстю переходу w+ = w− = 1/2 в обох на-
прямках. Напрямок подальшого руху не залежить вiд попереднього, що
є вираженням умови марковостi. Симетрiя задачi виявляється у тому,
що частинка може мати координату як −x, так i +x, причому 〈xN 〉 = 0,
σ =
√
〈x2N 〉, де t = Nδt.
Iмовiрнiсть, що частинка досягне положення x за N + 1 крок, тобто
за час (N + 1)δt, залежить лише вiд iмовiрностi досягання точок
x±δx у попереднiй момент часу. Таку ймовiрнiсть p(x, t)можна виразити
iз рiвняння
p(x, t+ δt) = p(x− δx, t)w+ + p(x+ δx, t)w−. (4.59)
Для будь–якого t за припущеннямN →∞ одержуємо, що положення x
подаються просторовим континуумом. Якщо припустити, що
w− = w+ = 1/2 i вiдняти p(x, t) з обох частин (4.59), а також роздi-
лити все на δt, то одержимо
1
τ
[p(x, t+δt)−p(x, t)] = (δx
2)
2δt
[p(x+δx, t)−2p(x, t)+p(x−δx, t)](δx2)−1.
Розвиваючи p(x±δx, t) в ряд за δx, у границi δx→ 0, δt→ 0 одержуємо
∂p
∂t
= lim
δt→0
p(x, t+ δt)− p(x, t)
δt
= D
∂2p
∂x2
, D = (δx2)/2δt.
Можна показати, що розв’язок рiвняння дифузiї набирає вигляду роз-
подiлу Гауса
p(x, t) = (2piDt)−1/2 exp(−x2/4Dt).
Безпосереднє iнтегрування дає
〈x(t)〉 =
∫
xp(x, t)dx = 0,
〈x(t)2〉 =
∫
x2p(x, t)dx = 2Dt.
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Таким чином, дифузiйне рiвняння можна записати у виглядi простого
“породжуючого” рiвняння
pin =
1
2
pi+1n−1 +
1
2
pi−1n−1, (4.60)
де верхнiй iндекс є просторовим, а нижнiй— часовим.
МетодМонте–Карло. В одновимiрному випадку стрибки випадково-
го блукання можуть бути постiйними, такими, що дорiвнюють∆. Це ви-
значає коефiцiєнт дифузiїD = ∆2/2δt у рiвняннi
∂p
∂t
= D
∂2p
∂x2
.
Метод Монте–Карло полягає в тому, що M частинок iз початковими
положеннями, визначеними згiдно з p(x, 0) = p0(x), здiйснюють стриб-
ки за кожен часовий iнтервал δt вздовж просторової осi на величину
±(2Dδt)1/2, де знак на кожен крок (у кожному напрямку) вибирається
з однаковою ймовiрнiстю. Гiстограма положень частинок пiсля N та-
ких стрибкiв має апроксимуватиMp(x, t), де p(x, t)— розв’язок рiвня-
ння дифузiї, t = Nδt. Апроксимацiя пов’язана, по-перше, iз тим, що
число частинок є обмеженим, що призводить до статистичних флуктуа-
цiй, i, по-друге, — система моделюється випадковими блуканнями, якi
вiдображають диференцiальне рiвняння лише при δt→ 0.
Якщо спочатку система розподiлена згiдно з дельта–функцiєю, цен-
трованою за x0, тобто p(x0) = δ(x−x0), то дляN  1 можна одержати
розв’язок у виглядi
p(x, t;x0, 0) =
1
σ(t)
√
2pi
exp[−(x− x0)2/2σ(t)], σ(t) =
√
2Dt.
Загальний вигляд густини ймовiрностi дифузiйного процесу подано на
рис.4.3. Пiсля N крокiв за часом одержуємо 2Dt = N∆x. Найбiльш
швидке сходження з наведеним розподiлом одержується за рахунок ви-
користання гаусiвськи розподiленої величини стрибка∆, тобто
w(∆)d∆ =
1
σ
√
2pi
exp(−∆2/2σ)d∆, σ2 = 2Dδt.
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Рисунок 4.3— Вигляд функцiї розподiлу звичайного дифузiйного процесу
Отже, в моделюваннi стрибкiв величина стрибка визначається згiдно з
∆i = ηi
√
2Dδt, (4.61)
де ηi — нормально розподiлена випадкова величина.
4.4.2 Метод Ланжевена
Розглянемо метод чисельного моделювання густини ймовiрностi, ви-
значеної рiвнянням Фоккера–Планка
∂p
∂t
=
∂
∂x
(
−f(x)p+D ∂
∂x
p
)
, D = const.
У стацiонарному станi маємо
p(x) = N exp
(
D−1
∫
f(x)dx
)
. (4.62)
За методом альтернативного випадкового блукання (метод марковських
ланцюжкiв) проводиться вибiрка iз розподiлу у виглядi
p(x)dx = Ne−U(x)dx, f(x) = −DdU(x)
dx
.
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Тодi до дифузiйної складової∆i = ηi
√
2Dδt має бути додано дрейфовий
член f(x)δt. У результатi точки, що обчислюються за цим алгоритмом,
розподiляються за (4.62). Крок марковського ланцюжка є таким:
∆i = ηi
√
2Dδt−DdU(x)
dx
δt, ∆i ≡ xi+1 − xi. (4.63)
Корисними при детальнiшому розглядi теорiї даного роздiлу можуть
стати книги таких “пiонерiв” синергетики та теорiї нерiвноважних про-
цесiв, як Хакен [1, 2] Лоскутов та Михайлов [38], Нiколiс та Приго-
жин [39, 40], а також книги [6, 18, 19], не говорячи про те, що є окре-
ма монографiя Рiскена [28] присвячена розглянутим питанням. Процеси
моделювання висвiтленi у пiдручниках [5,20,21].
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3 Ôiçè÷íi íàñëiäêè åðãîäè÷íî¨ òåîðåìè.
4 Ôiçè÷íèé çìiñò ñòàöiîíàðíî¨ ãóñòèíè éìîâiðíîñòi.
5 Îñîáëèâîñòi ñèñòåì ç àâòîìîäåëüíèì ðåæèìîì ïîâåäiíêè.
Çàäà÷i äî ðîçäiëó 4
ЗАДАЧА 4.1Одержати основне кiнетичне рiвняння для дискретних процесiв.
ЗАДАЧА 4.2Одержати точний розв’язок рiвняння дифузiї ∂∂tp = D
∂2
∂x2 p та без-
посереднiм iнтегруванням пiдтвердити закон 〈(x(t)− x(0))2〉 = 2Dt.
ЗАДАЧА 4.3Одержати розв’язок рiвняння дифузiї у автомодельному режимi.
ЗАДАЧА 4.4Пiдтвердити закон 〈(x(t) − x(0))2〉 = 2Dt моделюванням дифузiї
частинки у гратковому газi.
ЗАДАЧА 4.5Методом випадкових блукань провести моделювання часової по-
ведiнки густини розподiлу у одновимiрному просторi.
ЗАДАЧА 4.6МетодамиМонте-Карло таЛанжевена провести моделювання про-
цесу дифузiї та порiвняти результат iз теорiєю.
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Iндукованi шумом переходи [6]
У даному роздiлi увагу буде зосереджено на застосуваннi викладе-
них пiдходiв для дослiдження ефектiв самоорганiзацiї нелiнiйних стоха-
стичних систем, викликаної дiєю стохастичних джерел. Пiд такими ефе-
ктами самоорганiзацiї розумiють виникнення нових стацiонарних станiв,
iндукованих флуктуацiями. Така картина реалiзується за сценарiєм фа-
зових переходiв. Оскiльки вони вiдбуваються у сильно нерiвноважних
системах завдяки стохастичним потокам, то їх вiдносять до нерiвнова-
жних переходiв. Окремо для них видiлено термiн iндукованi шумом
переходи, коли густина ймовiрностi розподiлу станiв змiнює кiлькiсть
своїх екстремумiв. Картину нерiвноважних фазових переходiв буде
розглянуто у роздiлi 7.
Структура роздiлу подається у такий спосiб. Пiдроздiл 5.1 присвя-
чено висвiтленню якiсної перебудови стацiонарної поведiнки системи,
на прикладi однопараметричних систем бiологiчного типу та узагальне-
ної системи iз самоподiбним фазовим простором. Також розглядаються
способи опису поведiнки багатопараметричних систем на прикладi си-
нергетичної моделi Лоренца-Хакена. Польовий метод дослiдження ча-
сової поведiнки та найбiльш iмовiрних траєкторiй еволюцiї стохастичних
систем подано у пiдроздiлi 5.2.
5.1 Стацiонарна картина нерiвноважних переходiв
5.1.1 Загальний пiдхiд
Загалом границю малих флуктуацiй/шумiв можна розглядати як ви-
падок рiвноважних фазових переходiв. При великих iнтенсивностях шу-
му обмiнними потоками вже не можна знехтувати. Тому система буде
нерiвноважною. Такi переходи описуються бiфуркацiйною дiаграмою.
За певних умов характеристики системи випробовують тiльки кiлькiснi
змiни. Проте пiд час переходу параметрiв системи через критичнi зна-
чення вiдбувається якiсна перебудова поведiнки системи, яка виявляє-
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ться у виглядi переходiв першого та другого роду. Флуктуацiї зовнiшнiх
зв’язкiв вимагають описувати систему випадковою величиною. Пере-
хiд вiдбувається всякий раз, коли якiсно змiнюється випадкова вели-
чина, яка є функцiєю, що вiдображує простiр елементарних подiй у про-
стiр станiв. Тому перехiд вiдбувається, коли характер функцiї, що
вiдображає простiр елементарних подiйΩ у простiр станiв [b1, b2],
якiсно змiнюється.
Враховуючи теорiю рiвноважних переходiв, якiсну перебудову си-
стеми можна виявити за екстремумами стацiонарної густини ймовiрностi
ps(x) (змiною їхньої кiлькостi). Статистичнi моменти в цьому випадку є
неiнформативними, оскiльки при усереднюваннi втрачається iнформа-
цiя. За цiєї умови макроскопiчним станам (фазам) вiдповiдають макси-
муми функцiї розподiлу (найбiльш iмовiрнi стани). Проте не завжди на-
вiть максимуми описують стацiонарний розподiл iмовiрностi. Зовнiшнiй
шум має макроскопiчну природу i не є малим порiвняно з внутрiшнiми
флуктуацiями, що приводить до розширення перехiдної зони й розшире-
ння пiкiв, але не виключає можливiсть експериментального спостере-
ження. Число i положення екстремумiв ps(x) у стохастичному випадку
являють собою особливостi стацiонарної поведiнки.
Важливiсть екстремумiв ps(x) пояснюється ергодичною теоремою.
Для ергодичного процесу величина ps(x)dx подає частку часу, протя-
гом якого система перебуває в околi точки x. Тому максимуми ps(x) —
стани, в околi яких система перебуває довго. Якщо розглядати густину
ймовiрностi у квазiгiбсiвському виглядi
ps(x) = N exp(−2Uef (x)/σ2), (5.1)
де ефективний синергетичний потенцiал
Uef (x) = −
[∫ x f(x′)
g2(x′)
dx− ν σ
2
2
ln g(x)
]
(5.2)
задається дрейфовою f(x) = −dV (x)/dx та дифузiйною g(x) компо-
нентами, то максимуми ps(x) вiдповiдають мiнiмумам ефективного по-
тенцiалу Uef (x); ν — визначає вибiр числення (ν = 2 — Iто, ν = 1 —
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Стратонович). У випадку g(x) = const маємо Uef (x) = V (x). За цi-
єї умови мiнiмуми потенцiалiв (максимуми ps(x)) вiдповiдають стiйким
станам, тодi як максимуми потенцiалiв (мiнiмуми ps(x)) характеризують
нестiйкi стани. Як i у разi рiвноважних переходiв, максимуми ps(x) вiд-
повiдають макроскопiчним “фазам”. Такi фази спостерiгаються експе-
риментально. Пiд дiєю зовнiшнього шуму система переходить з однiєї
фази в iншу швидше, нiж пiд дiєю внутрiшнiх шумiв.
Екстремуми функцiї розподiлу ps(x) завжди збiгаються iз детермi-
нованими станами лише у випадку бiлого шуму. Адитивний шум приво-
дить лише до розкидання значень по долинi потенцiалу, тобто має де-
зорганiзуючий характер. При мультиплiкативному шумi флуктуацiї
залежать вiд стану системи. Це означає, що частинка не тiльки коли-
вається в долинах потенцiалiв, але й окремi дiлянки такого ландшафту
можуть випадково пiдiйматися й опускатися i частинка переходить вiд
одного мiнiмуму до iншого. Для малого шуму останнє явище не виявля-
ється. Долини потенцiалу можуть пiдводитися, але залишатися долина-
ми, а горби опускатися, але залишатися горбами. Система за цiєї умо-
ви може перебувати у станi з вищим мiнiмумом. При великих iнтенсив-
ностях флуктуацiй i значнiй нелiнiйностi f(x) i g(x) поведiнка системи
може сильно змiнитися — мультиплiкативний шум може призвести до
утворення нових ям (виникає “фазовий” перехiд). Таким чином, муль-
типлiкативний шум приводить до утворення нових станiв. Вiн
iндукує новi нерiвноважнi переходи, не передбачуванi в рамках детермi-
нiстичного (феноменологiчного) пiдходу. Фiзично це означає, що систе-
ма не пристосовує свою поведiнку до середнiх властивостей середови-
ща, а реагує на неї певним i активним чином. Такi переходи називаються
iндукованими шумом переходами. Термiн “фаза” опущено, оскiльки
вважається, що випадкова величина x не залежить вiд просторової ко-
ординати (нуль-вимiрна система), i тому макроскопiчнi стани не ма-
ють границь, тодi як звичайна термодинамiчна фаза реалiзується у роз-
подiлених системах i обов’язково має границi. Отже, лише за аналогiєю
iз фазовими переходами для максроскопiчних станiв можна ввести спо-
рiднений термiн “фаза”.
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Малий бiлий шум. Розглянемо границю малого бiлого шуму: σ2  1.
Уведемо позначення
U(x) = −
∫ x f(u)
g2(u)
du,
тодi стацiонарний розподiл можна записати у виглядi
ps(x) = N exp
(
− 2
σ2
U(x0)
)
exp
(
2
σ2
[
−U(x) + U(x0)− νσ
2
2
ln g(x)
])
,
де x0 — положення найменшого мiнiмуму функцiї U(x). Якщо σ2 → 0
при x 6= x0, основний внесок у стацiонарну густину ймовiрностi дає окiл
головного мiнiмуму функцiї U(x). Використовуючи метод якнайшвид-
шого спуску, можна отримати
〈x〉 = x0 − σ
2
2U ′′(x0)
(
1
2
U ′′′(x0)
U ′′(x0)
− g
′(x0)
g(x0)
)
,
σ2x ≡ 〈(x− 〈x〉)2〉 =
2σ2
U ′′(x0)
.
У разi адитивного шуму мiнiмуми вихiдного потенцiалу V (x) збiгаються
iз мiнiмумами потенцiалу U(x). У цьому випадку достатньо проаналiзу-
вати детермiноване рiвняння еволюцiї для з’ясування стiйкостi стацiо-
нарного стану в усiх локально стiйких станах. За винятком найглибшо-
го мiнiмуму V (x), всi локальнi мiнiмуми характеризують метастабiльнi
стани. Якщо шум є мультиплiкативним, то мiнiмуми вихiдного потенцiа-
лу можуть не збiгатися з мiнiмумами потенцiалу U(x). Тому детермiно-
ваний опис у даному випадку не є iнформативним.
5.1.2 Модель популяцiйної динамiки
Поняття iндукованих фазових переходiв уперше було введено на осно-
вi моделi Мальтуса–Ферхюльста для опису поведiнки бiологiчної попу-
ляцiї. Феноменологiчне рiвняння еволюцiї чисельностi бiологiчної попу-
ляцiї, яка описується змiнною x ∈ [0,∞), має вигляд
x˙ = αx− x2, (5.3)
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де мальтусiвський параметр зростанняα— рiзниця мiж смертнiстю осо-
бин i їхньою народжуванiстю. Другий доданок має обмежувальний ха-
рактер та виражає обмеженiсть ресурсiв популяцiї. Розв’язок цього рiв-
няння має вигляд
x(t) =
x(0)eαt
1 + x(0)[(eαt − 1)/α] . (5.4)
При α < 0 iснує один стацiонарний розв’язок x = 0. При α = 0 вiдбу-
вається бiфуркацiя, внаслiдок чого з’являється новий стiйкий розв’язок
x = α.
Розглянемо впливфлуктуацiй середовища,що проходятьшвидко по-
рiвняно з часом релаксацiї системи τmacro = α−1, який визначає макро-
скопiчний масштаб еволюцiї. Середовище дiє через керуючий параметр.
Передбачимо, що керуючий параметр флуктує з амплiтудою σ поблизу
середнього значення
α→ α(t) = α+ σξ(t).
Тодi одержуємо рiвняння Ланжевена 1)
x˙ = αx− x2 + σxξ(t) = f(x) + g(x)ξ(t). (5.5)
Еквiвалентне (5.5) рiвняння Фоккера–Планка має вигляд
∂
∂t
p(x, t) = − ∂
∂x
(
αx− x2 + (2− ν)σ
2
2
x
)
p(x, t) +
σ2
2
∂2
∂x2
x2p(x, t).
(5.6)
1) Одержане рiвняння Ланжевена може бути сконструйовано iз рiвнянь узагальне-
них реакцiй
A+X  2X, B +X → C.
Дiйсно, позначивши концентрацiї реагентiв через ni, i = X,A,B,C, для концентрацiї
реагентаX маємо
n˙X = k1nXnA − k2n2X − k3nXnB ,
де k1, k2 —швидкостi прямої та зворотної реакцiй утворення двох молекулX та їх роз-
падання, k3 — швидкiсть реакцiї утворення молекул типу C. Якщо далi припустити, що
концентрацiї nA,B змiнюються iз часом випадково: nA,B = n0A,B + δnA,B(t), то прихо-
димо до рiвняння типу (5.5).
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Оскiльки процес обмежений позитивним простором, то 0 та+∞— вну-
трiшнi границi процесу, якщо g(0) = 0, f(∞) = −∞. Цi границi є при-
родними:
L1(0) = C
∫ β
0
x−2α/σ
2−2+ν exp(2x/σ2)dx =∞,
L1(∞) = C
∫ ∞
0
x−2α/σ
2−2+ν exp(2x/σ2)dx =∞.
(5.7)
Границя +∞ завжди є природною при всiх α, σ2. При α > σ2(ν − 1)/2
границя нуль— природна. При α < σ2(ν − 1)/2 маємо
L2(0) =∞, (5.8)
тому нуль— границя, що притягує.
Стацiонарний розв’язок рiвняння Фоккера–Планка має вигляд
ps(x) = Nx2α/σ
2−ν exp
(
−2x
σ2
)
. (5.9)
Густина ймовiрностi буде iнтегрованою за умови
2α/σ2 − ν + 1 > 0, (5.10)
тобто при α > σ2(ν − 1)/2, що i визначає природнiсть границi b1 = 0.
Нормуюча константа має вигляд
N−1 =
([
2
σ2
]2α/σ2−ν+1)−1
Γ
(
2α/σ2 − ν + 1
)
. (5.11)
Якщо нормування стає неможливим, то необхiдно врахувати, що точка
x = 0— стацiонарна, й оскiльки ця точка притягувальна, то вся систе-
ма зосереджується в нулi. Математично це виражається у виникненнi
дельта–функцiї при α < (1/2− ν)σ2, тобто
ps(x) = δ(x). (5.12)
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Рисунок 5.1— Наближений хiд густини ймовiрностi в моделi Мальтуса-
Ферхюльста
Макроскопiчнi фази визначаються параметром порядку з рiвняння екс-
тремумiв
αx0 − x20 −
νσ2
2
x0 = 0, (5.13)
розв’язками якого є
x
(1)
0 = 0, x
(2)
0 = α− νσ2/2. (5.14)
Другий корiнь iснує при α > νσ2/2 i завжди максимум. Корiнь x(1)0 —
максимум при 0 < α < νσ2/2.
Таким чином, дана модель демонструє два типи iндукованих шумом
переходiв. Перший перехiд при α(1)c = σ2(ν − 1)/2 пов’язаний iз змi-
ною границi дифузiйного процесу. З перевищенням α(1)c дельта–функцiя
починає розпливатися вправо i точка нуль стає нестiйкою, хоча є най-
iмовiрнiшим значенням. Другий перехiд реалiзується, якщоα перевищує
α
(2)
c = σ2ν/2. У цьому випадку на стацiонарнiй густинi ймовiрностi з’яв-
ляється новий максимум i виникає нова фаза, iндукована шумом. Звiдси
випливає, що, пiдтримуючи постiйним стан середовища, можна переве-
сти систему в новий стан за рахунок змiни тiльки рiвня шуму в самому
середовищi.
Згiдно з вiдомим розподiлом (в iнтерпретацiї Стратоновича) можна
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отримати
〈x〉 = α, 〈x2〉 = α2 + ασ2/2,
〈(x− 〈x〉)2〉 ≡ 〈(δx)2〉 = ασ2/2.
Останнє означає, що статистичнi моменти не змiнюють свого характеру
при переходi через критичнi значення керуючого параметра. Тому тiль-
ки екстремуми густини ймовiрностi дозволяють виявити другу точку пе-
реходу (перша обумовлена змiною характеру границi). Зазначимо, що
другий перехiд вiдбувається, коли 〈x〉 = 〈(δx)2〉.
Перший перехiд означає перехiд вiд виродженої випадкової величи-
ни до достовiрно випадкової. Його можна простежити за значенням дис-
персiї (ширини розподiлу) або за лiнiйним наближенням рiвняння ево-
люцiї (втрата стiйкостi стацiонарної точки).
Другий перехiд обумовлений внутрiшньою нелiнiйнiстю системи. Стан
системи визначається взаємодiєю всiєї нелiнiйної динамiки i зовнiшньо-
го шуму (зовнiшнiй шум уже не становить величину O(V −d)).
Наведений перехiд має сенс iндукованогошумом зсуву— зсув де-
термiнованого переходу. Iндукованi шумом переходи типу зсуву вiдбува-
ються в околi тих точок, в яких утрачають стiйкiсть системи, якi перебу-
вають пiд впливом мультиплiкативного бiлого шуму.
5.1.3 Модель генного вiдбору
Розглянемо фазовий перехiд, який стає можливим тiльки за раху-
нок впливу шуму— безпосередньо iндукований шумом перехiд. Однiєю
з найпростiших моделей цього класу є модель, запропонована Арноль-
дом, Хорстхемке, Лефевром. Ця модель описує хiмiчну реакцiю двох ре-
човин X , Y в однiй посудинi за умови збереження повної кiлькостi мо-
лекулN = X + Y = const реагуючих речовин:
A+X + Y  2Y +A∗,
B +X + Y  2X +B∗ .
(5.15)
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Кiлькiсть частинок X вiд загальної кiлькостi еволюцiонує згiдно з де-
термiнiстичним рiвнянням вигляду
x˙ = κ − x+ αx(1− x), x ∈ [0, 1],
де x— параметр стану; α — керуючий параметр, що характеризує се-
редовище. Припустимо, що κ = 1/2. Тодi стацiонарний стан детермiно-
ваної системи буде характеризуватися одним розв’язком
xs = [α− 1 +
√
α2 + 1]/2α.
Цей розв’язок є глобально стiйким, незалежно вiд параметра α.
Припустимо, що система стаєшумливою i зовнiшнi флуктуацiї швид-
кi, тодi α → α + σξ(t). Переходячи до границi дельта–корельованого
гаусiвського шуму, можемо записати рiвняння Ланжевена
x˙ =
1
2
− x+ αx(1− x) + σ
2
2
x(1− x)(1− 2x) + σx(1− x)ξ(t). (5.16)
Границi дифузiйного процесу b1 = 0 b2 = 1 є внутрiшнiми i природними.
Стацiонарна густина ймовiрностi має вигляд
ps(x) = Nx−1(1− x)−1 exp
(
2
σ2
[
− 1
2x(1− x) − ln
(
1− x
x
)])
, (5.17)
де нормуюча константа в даному випадку (α = 0) дорiвнює
N =
1
2
exp(2/σ2)K−10 (2/σ
2), (5.18)
деK0 — модифiкована функцiя Бесселя.
У данiй системi границi свiй характер не змiнюють, тому всi можливi
переходи простежуються за поведiнкою екстремумiв густини ймовiрно-
стi. Рiвняння екстремумiв має вигляд
1
2
− x0 + αx0(1− x0)− σ
2
2
x0(1− x0)(1− 2x0) = 0. (5.19)
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Рисунок 5.2— Наближений хiд густини ймовiрностi в моделi генного вiдбору
При α = 0 iз детермiнiстичного рiвняння одержуємо розв’язок xs = 1/2,
у разi швидких флуктуацiй маємо
x
(1)
0 = 1/2, x
(2,3)
0 = (1/2)[1± (1− 4/σ2)1/2]. (5.20)
У випадку α 6= 0 система перебуває пiд впливом поля, що призво-
дить до асиметрiї функцiї розподiлу, хоча якiсної змiни картини не вiдбу-
вається. Зростання iнтенсивностi шуму приводить до появи максимумiв.
Таким чином, переходи в такiй системi мають шумовий характер. При
α = 0 одержуємо м’який перехiд другого роду. При σ2 = σ2c функцiя
розподiлу має подвiйний максимум i для вiдстанi мiж фазами одержує-
мо
lim
→0[x
(2)
0 (σ
2 + )− x(3)0 (σ2 + )] ∼ (σ2 − σ2c )1/2 → 0. (5.21)
Це означає, що зовнiшнiй гаусiвський шум iндукує критичну поведiнку
системи з критичною точкою α = 0, x(1)0 = 1/2, σ
2 = 4. При довiль-
ному значеннi α один iз пiкiв функцiї розподiлу змiщується вправо або
влiво залежно вiд знака α. Пiд час переходу iнтенсивностi шуму через
критичне значення тип фазового переходу змiнюється. З’являється гi-
стерезис, i перехiд стає переходом першого роду. Екстремуми густини
ймовiрностi зазнають катастрофи типу “збiрка”.
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Таким чином, мультиплiкативний шум може виконувати органiзуючу
функцiю i стабiлiзувати новi макроскопiчнi стани. За рахунок уведен-
ня ефективного потенцiалу в розподiл (подання розподiлу у квазiгiбсiв-
ському виглядi) можна застосовувати до аналiзу переходiв теорiю ката-
строф.
Критична поведiнка. Для дослiдження критичної поведiнки вводи-
ться параметр порядку, який в iндукованих шумом переходах вiдповiдає
екстремуму функцiї розподiлу. Для даної моделi доречно ввести пара-
метр порядку у виглядi η ≡ |x0 − 1/2|. Роль температури вiдiграє iнтен-
сивнiсть шуму, а роль спряженого поля h вiдводиться параметру сере-
довища α.
Для визначення показника β скористаємося рiвнянням екстремумiв.
При σ2 → 4 одержуємо
η =
1
2
[(σ2 − 4)/σ2]1/2 ∼ (σ2 − σ2c )1/2, (5.22)
тобто β = 1/2. Для знаходження критичного показника δ розглядаємо
систему при α 1. Тодi з рiвняння екстремумiв при σ2 = σ2c = 4 маємо
η3 +
α
4
η2 − α
16
= 0. (5.23)
Звiдси з розв’язку кубiчного рiвняння для складових, якi дають найiсто-
тнiший внесок, одержуємо
η ∼ α1/3, (5.24)
тобто δ = 1/3. Для визначення показника γ обчислимо сприйнятливiсть
χ = (∂η/∂α)|α=0. Диференцiюючи кубiчне рiвняння (рiвняння екстре-
мумiв) за α, одержуємо асимптоту
χ(σ2) ∼ (σ2 − σ2c )−1. (5.25)
Виявляється, що нижче точки переходу (σ2 < σ2c ) одержуємо збiг iнде-
ксiв, тобто γ = γ′ = 1.
Таким чином, критичнi показники чисто iндукованої точки збiгаю-
ться iз своїми класичними значеннями. Тобто рiвноважнi, нерiвноважнi
та iндукованi шумом переходи тiсно пов’язанi мiж собою i розглядаю-
ться як єдине фундаментальне явище— фазовий перехiд.
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5.1.4 Переходи у системi iз шумом довiльної iнтенсивностi
За наявностi мультиплiкативного шуму, крiм виникнення нових екс-
тремумiв функцiї розподiлу, можливим стає нескiнченне зростання гу-
стини ймовiрностi в околi особливих стацiонарних точок, наприклад, у
точцi x = 0 в моделi Мальтуса-Ферхюльста. Якщо зазначена особли-
вiсть є неiнтегрованою, то втрачається умова нормування, i вся динамi-
ка системи визначається границею дифузiйного процесу, у стохастичнiй
системi випадає детермiнiстичний конденсат— кiнцева частина iз пов-
ного набору степенiв вiльностi, що зводиться до всiх можливих часових
залежностей x(t), набуває вигляду x(t) = 0. У зв’язку з цим виникає пи-
тання: яким чином будуть перерозподiлятися стани системи помiж ма-
ксимумами, що вiдповiдають детермiнiстичному режимовi та упорядко-
ваному становi?
Задача полягає у з’ясуваннi особливостей рiвноважного розподiлу
p(x) = Z−1 exp
(
−Uef (x)
T
)
(5.26)
Вихiдний синергетичний потенцiал системи будемо апроксимувати x4–
моделлю Ландау
V (x) =
A
2
x2 +
B
4
x4, (5.27)
A = α(T − Tc), (5.28)
де α, Tc, B — позитивнi сталi; T — iнтенсивнiсть шуму (температура).
Маючи на увазi дослiдження особливостей в околi точки x = 0, для
мультипликативної функцiї вiзьмемо
g(x) = 21/2xa, (5.29)
де 0 ≤ a ≤ 1 — довiльний показник. Тодi ефективний синергетичний
потенцiал у стацiонарному розподiлi набуватиме вигляду
Uef (x) = 2Ta lnx+ U(x), (5.30)
U(x) =
A
2(1− a)x
2(1−a) +
B
2(2− a)x
2(2−a). (5.31)
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Характерна особливiсть систем iз мультиплiкативним шумом полягає у
неаналiтичному виглядi залежностi (5.31) перенормованого потенцiалу
U(x), незважаючи на те, що вихiдний V (x) має найпростiший вигляд
(5.27). При a = 0 шум стає адитивним i потенцiали V (x), U(x) збiга-
ються. У разi a = 1 маємо узагальнення моделi Мальтуса–Ферхюльста
i поведiнка системи описується окремо. Нарештi, при переходi до неста-
цiонарного автомодельного режиму ефективний потенцiал (5.30) набу-
ває додатку Uµ, що має такий самий характер, як i перший член виразу
(5.31). Це означає, що дана складова може бути врахована перенорму-
ванням критичної температури Tc, яка входить до виразу (5.28).
Нерiвноважнi переходи. Даний перехiд полягає у тому, що при змен-
шеннi iнтенсивностi шуму T розподiл (5.26) набуває максимумiв у то-
чках ±x0 6= 0. Їхнє положення задається умовою ∂Uef (x)/∂x = 0, що
визначає мiнiмуми ефективного синергетичного потенцiалу. Пiдставля-
ючи вирази (5.28), (5.30), (5.31) для положення максимуму x0, вимiря-
ного в одиницях αTc/B, знаходимо рiвняння
x20 + (2a/α)Θx
−2(1−a)
0 = 1−Θ, (5.32)
де введено безрозмiрну температуру
Θ ≡ T
Tc
. (5.33)
Це рiвняння має розв’язок лише при величинах Θ, обмежених макси-
мальним значенням Θ0. Для його обчислення врахуємо, що у точцi
Θ = Θ0 залежнiсть Uef (x) має нульову похiдну не лише першого, але
й другого порядкiв. Це приводить до додаткового рiвняння
x
2(2−a)
0 = (2a/α)(1− a)Θ0. (5.34)
Вилучаючи iз рiвнянь (5.32), (5.34) величину x0, для температури пере-
ходу знаходимо вираз
(1−Θ0)2−a
Θ0
=
2a
α
(2− a)2−a
(1− a)1−a , Θ0 ≡
T0
Tc
. (5.35)
5.1 Ñòàöiîíàðíà êàðòèíà íåðiâíîâàæíèõ ïåðåõîäiâ 121
Залежнiсть граничної температури T0 вiд показника a при рiзних зна-
ченнях α подано на рис.5.3. У границi a = 0,що вiдповiдає адитивному
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Рис.1. Зависимость предельного значения                  интенсив- 
ности шума от показателя      мультипликативной функции. a
Θ0 =T /T0 cРисунок 5.3— Залежнiсть граничного значення iнтенсивностi шуму Θ0 вiд
показника мультиплiкативного шуму a
шуму, точка переходу T0 збiгається з критичним значенням Tc. Зроста-
ння показника в областi малих значень a приводить до зниження вели-
чини T0 — бiльш сильного чим менше параметр α, який визначає ру-
шiйну силу фазового переходу. Iз подальшим збiльшенням a величина
T0 проходить через мiнiмум i далi зростає до значення (5.38), що вiдпо-
вiдає a = 1. При цьому найбiльш iмовiрне значення x0(T ) зменшується
iз зростанням iнтенсивностi шуму згiдно з рис.5.4.
Характерно, що у граничних випадках a = 0, a = 1 фазовий пере-
хiд має неперервний характер, тодi як у промiжнiй областi величина x0
зазнає стрибка у точцi переходу T0.
У випадку a = 1 замiсть (5.30) одержуємо
U˜ = 2T lnx+ U(x), U = A lnx+ (B/2)x2. (5.36)
При цьому розподiл (5.26) має максимум у точцi
x0 = (1− (1 + 2/α)Θ)1/2 , Θ ≡ T/Tc, (5.37)
а iнтенсивнiсть шуму, яка вiдповiдає появi такого максимуму, набирає
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Рис.2. Зависимость наиболее вероятного значения        
стохастической переменной от интенсивности шума
x0
Θ= T /T c
Рисунок 5.4— Залежнiсть найбiльш iмовiрного значення x0 вiд iнтенсивно-
стi шумуΘ = T/Tc
вигляду
T0 = (1 + 2/α)−1Tc. (5.38)
Перехiд стохастичної системи у детермiнiстичний режим. Пода-
ний вище максимум розподiлу p(x) не є єдино можливим. Дiйсно, пiд-
ставляючи (5.30) у (5.26), бачимо, що при позитивних значеннях пара-
метра a функцiя розподiлу має особливiсть p ' Z−1x−2a при x → 0.
Це означає, що стала нормування Z має на нижнiй границi iнтегрува-
ння b → 0 вигляд Z ∼ b1−2a. Тому, якщо показник a лежить в iнтер-
валi вiд 0 до 1/2, то зазначена особливiсть розподiлу (5.26) є iнтегрова-
ною, i система поводиться у звичайний спосiб. Однак при a > 1/2 маємо
Z =∞ i розподiл p(x) на границi x = 0 стає ненормованим. Це означає
утворення конденсату, що вiдповiдає детермiнiстичнiй поведiнцi системи
при x = 0— зумовлюється границя дифузiйного процесу. Вiдповiдно до
функцiї розподiлу (5.26) маємо застосувати процедуру ренормалiзацiї.
Для цього за умови (5.30) розiб’ємо її на два множники:
p(x) = p0(x)p′(x), (5.39)
p0(x) = Z−10 x
−2a, p′(x) = (1/Z ′) exp (−U(x)/T ) , (5.40)
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де потенцiал U(x) задається виразом (5.31). У першому множнику, що
вiдповiдає за формування конденсату, стала Z0 є нескiнченною, у друго-
му Z ′ = Z˜/Z0 <∞. При a = 1 множники у (5.39) набирають вигляду
p0(x) = Z−10 x
−(2+A/T ), p′(x) = (1/Z ′) exp
[
−(B/2T )x2
]
. (5.41)
Таким чином, у системах iз мультиплiкативним шумом (5.29) точка
x = 0 стає атрактором, наявнiсть якого суттєвим чином зумовлюється
на всiй осi значень x. Моделюючи стохастичну систему дифузiйним про-
цесом частинки iз кординатою x, можна подати такий атрактор як при-
тягуючу границю. Тому далi необхiдним стає класифiкацiя границь сто-
хастичного процесу.
Iз визначення граничних функцiоналiв випливає, що детермiнiсти-
чний режим x = 0 не досягається за нескiнченний час, якщо величина
L1 = ∞ у границi b → 0. При L1 < ∞ та розбiжностi L2 детермiнi-
стична поведiнка досягається лише у границi t → ∞. Iнакше кажучи,
незважаючи на те що така поведiнка проявляється при x → 0 у вигля-
дi нескiнченного максимуму сингулярного множника p0(x), у дiйсностi
вона не досягається. Тому при нормуваннi розподiлу (5.39) слiд увести
обрiзання на нижнiй границi b→ 0, тодi для вiдповiдної сталої нормува-
ння маємо
Z0 = 2(2a− 1)−1b1−2a. (5.42)
Якщо L1, L2 < ∞, але L3 = ∞, то детермiнiстичний режим до-
сягається за кiнцевий час, оскiльки система iз нескiнченною густиною
ймовiрностi зосереджена в областi [b, β]. Це означає, що при нормуван-
нi функцiї розподiлу слiд явно враховувати наявнiсть конденсату, який
приводить до видiлення δ–подiбної особливостi:
p(x) = Cδ(x) + p0(x)p′(x). (5.43)
Тут iнтенсивнiсть C детермiнiстичного конденсату визначається зазна-
ченою умовою нормування. I нарештi, якщо всi параметри
L1, L2, L3 < ∞, то у будь-який момент часу детермiнiстичний режим
реалiзується, як i стохастичний, згiдно з розподiлом p0(x).
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Безпосереднє обчислення граничних функцiоналiв показує, що в обла-
стi x 1 функцiя розподiлу задається виразом
2Zp(x) ' x−2a exp
(
−λx2(1−a)
)
, λ = A/2T (1− a). (5.44)
Пiдставляючи його у визначення L2, маємо
L2 =
1
2T
β∫
b
x−2a+1e−λx
2(1−a)
dx. (5.45)
Пiсля переходу до змiнної y = x2(1−a) цей iнтеграл дає
L2(b, β) = (2A)−1
[
exp
(
λβ2(1−a)
)
− exp
(
λb2(1−a)
)]
. (5.46)
Звiдси випливає, що у границi b → 0 величина L2 < ∞. Аналогiчно для
L3 одержуємо
L3(b, β) = [2(2a− 1)]−1
(
β1−2a − b1−2a
)
. (5.47)
Отже, L3 <∞ при a < 1/2 i L3 =∞ при a > 1/2.
Проведений аналiз показує, що в областi 0 < a ≤ 1/2 детермiнi-
стичний режим реалiзується поряд зi стохастичним у будь-який момент
часу, а при 1/2 < a < 1 система досягає положення x = 0 за кiнцевий
час. При цьому характерний час τef еволюцiї стохастичної пiдсистеми
визначається при x 1 виразом τ−1ef = (T/2)(g2)′′, що випливає iз рiв-
няння Фоккера–Планка, у якому враховуються члени, якi проявляють
сингулярну поведiнку у границi x→ 0. У результатi одержуємо рiвняння
τef = [2a(2a− 1)]−1x2(1−a), (5.48)
iз якого маємо, що τef < 0 в областi a < 1/2 i τef > 0 при a > 1/2.
Очевидно, перше з них означає релаксацiю стохастичної системи у ста-
цiонарний стан, а друге визначає час досягнення детермiнiстичного ре-
жиму при x  1. Згiдно з (5.48) при a < 1/2 значення |τef | зростає
при збiльшеннi x, а в областi a > 1/2, навпаки, спадає. Це означає, що
5.1 Ñòàöiîíàðíà êàðòèíà íåðiâíîâàæíèõ ïåðåõîäiâ 125
при a < 1/2 релаксацiя стохастичної системи затримується iз зроста-
нням змiнної x  1, а перехiд у детермiнiстичний режим при a > 1/2,
навпаки, прискорюється.
Самоузгоджена поведiнка конденсату, що визначається сталою C,
задається умовою нормування розподiлу (5.43). Використовуючи зале-
жностi (5.40) та сталу нормування (5.42), знаходимо
C = 1− [(2a− 1)/Z ′] b2a−1 ∞∫
b
x−2a exp{−U(x)/T}dx. (5.49)
Перейдемо до змiнної y = x/b, що нормується на величину b → 0, яка
обмежує нижню границю iнтегрування. Тодi
C = 1− [(2a− 1)/Z ′] ∞∫
1
y−2a exp{−U(by)/T}dx. (5.50)
При a 6= 1 одержуємо
C = 1− 1/Z ′, (5.51)
Z ′ =
∞∫
0
exp
(
−λx2(1−a) − µx2(2−a)
)
dx, (5.52)
де вираз для сталої нормування Z ′ випливає iз (5.26), (5.30), (5.31),
µ = B/2T (2− a), 1/2 < a < 1.
Чисельне iнтегрування у (5.51) приводить до залежностейC(Θ), по-
казаних при рiзних значеннях параметрiв a, α на рис.5.5. Отже, iз зро-
станням iнтенсивностi шуму Θ = T/Tc густина детермiнiстичного кон-
денсату плавно спадає вiд значения C = 1 при Θ = 0 до C = 0 при
критичнiй величинi ΘC . При великих значеннях сталої α (рис.5.5а) спа-
дання густини конденсату C вiдбувається при тим бiльших значеннях
Θ iнтенсивностi шуму, чим вище значення показника a. При величинах
α ' 1 залежнiсть (Θ) набуває складнiшого вигляду (рис.5.5б): при ма-
лих Θ зростання показника a, як i ранiше, приводить до збiльшення гу-
стини конденсату, а при великихΘ— до зменшення.
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Рис.3. Зависимость плотности детерминистического конденсата
 от интенсивности шума      при различных значениях показателя    
 и параметра
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α
Рисунок 5.5— Залежнiсть густини детермiнiстичного конденсату вiд iнтен-
сивностi шуму при рiзних α
Hа рис.5.6 наведено залежностi критичної iнтенсивностi шуму ΘC
вiд показника a при рiзних значеннях α. Бачимо, що при малих значен-
нях α вона монотонно спадає, а при великих— зростає. Характерно, що
при α < 1 критичнe значення ΘC при зменшеннi показника a стає не-
скiнченним. Це означає, що при повiльному зростаннi мультиплiкатив-
ного шуму (5.29) iз величиною стохастичної змiнної x внаслiдок малостi
термодинамiчного стимулу до упорядкування детермiнiстичний конден-
сат реалiзується при всiх значеннях iнтенсивностi шумуΘ.
5.1.5 Багатопараметрична модель
Часто дослiдженняфазових переходiв у стохастичних системах у бiль-
шостi випадкiв обмежується системами, що описуються однiєю гiдроди-
намiчною модою. З мiкроскопiчної точки зору адитивний шум у рiвняннi
Ланжевена асоцiюється iз тепловими флуктуацiями i залежить вiд роз-
мiру системи. Iнша iнтерпретацiя стохастичного доданка виникає у ви-
падку впливу на систему флуктуючого зовнiшнього середовища. Мате-
матичну модель таких флуктуацiй звичайно отримують виходячи iз вiд-
повiдного детермiнiстичного рiвняння, припускаючи, що керуючий па-
раметр флуктує в околi середнього. У зв’язку з цим постає питання:
наскiльки реалiстичними є отриманi у такий спосiб моделi? Очевидно,
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Рис.4. Зависимость  критической интенсивности шума                
от показателя ΘC
= T /TC c
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Рисунок 5.6— Залежнiсть кри ичної iнтенсивностi шуму ΘC = TC/Tc вiд
показника a
що для вiдповiдi на це питання потрiбно розглянути самоузгоджену по-
ведiнку декiлькох гiдродинамiчних ступенiв вiльностi, кожна з яких має
стохастичний характер. Видiливши згодом одну iз них, ми автоматично
повиннi отримати вигляд шуканої мультиплiкативної функцiї. Крiм то-
го, розгляд багатопараметричних систем дозволить суттєво розшири-
ти клас моделей, необхiдних для опису ефектiв самоорганiзацiї пiд дi-
єю зовнiшнього середовища. Найпростiшою моделлю такої системи, що
описує не лише ефекти самоорганiзацiї, а й узагальнену картину фазо-
вих переходiв є трипараметрична система Лоренца-Хакена.
Вiдомо, що при термодинамiчному описi фазових переходiв iз термо-
стата видiляється мала пiдсистема, стан якої визначається параметром
порядку. Термостат впливає на стан пiдсистеми через варiацiю механi-
чних та термiчних параметрiв, якi зводяться до поля, спряженого пара-
метра порядку, та керуючого параметра i входять до еволюцiйного рiв-
няння як параметри, при цьому зворотного зв’язку мiж пiдсистемою i
термостатом не iснує. При синергетичному пiдходi вважається, що пiд-
система є вiдкритою, тобто всi степенi вiльностi — параметр порядку,
спряжене поле та керуючий параметр — є рiвноправними i еволюцiя
кожної з мод визначається впливом iнших. Наочним прикладом такої
системи є система лазера зi спонтанним випромiнюванням, де наведенi
величини зводяться до напруженостi iндукованого поля, електричної по-
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ляризацiї середовища та iнверсної заселеностi електронних рiвнiв. У да-
ному пiдроздiлi ми розглянемо синергетичну (трипараметричну) систе-
му, узагальнену за рахунок уведення шумiв кожної з мод. Ми покажемо,
що у рамках загальновiдомого принципу пiдпорядкування [2, 19, 28, 41]
внутрiшнi шуми спряженого поля та керуючого параметра стають зов-
нiшнiми вiдносно параметра порядку.
Переходячи до побудови синергетичної схемиЛоренца-Хакена, вве-
демо величини η, h, , якi згiдно з термiнологiєю називаються параме-
тром порядку, спряженим полем i керуючим параметром вiдповiдно. За-
дача зводиться до визначення часових залежностей η(t), h(t), (t). З
цiєю метою скористаємося феноменологiчним пiдходом, в рамках яко-
го рiвняння руху являють собою залежностi швидкостей η˙, h˙, ˙, змiни
величин η, h,  залежно вiд їх значень. При записi цих рiвнянь потрi-
бно врахувати перш за все те, що в автономному режимi змiна всiх мод
має дисипативний характер. Крiм того, важливе значення має принцип
Ле–Шательє: оскiльки причиною самоорганiзацiї є зростання керуючо-
го параметра , то параметр порядку η i спряжене поле h повиннi змiню-
ватися так, щоб перешкоджати зростанню . З формальної точки зору
цей факт можна вiдобразити як наявнiсть негативного зворотного зв’яз-
ку мiж величинами η i h. I нарештi, принципово важливе значення має
позитивний зворотний зв’язок мiж параметром порядку η i керуючим па-
раметром , що приводить до зростання спряженого поля h, саме наяв-
нiсть цього зв’язку є причиною самоорганiзацiї.
Система Лоренца найпростiшим чином ураховує зазначенi вище об-
ставини. З урахуванням флуктуацiйних доданкiв вона має вигляд [41]:
η˙ = − η
τη
+ γh+ σηξ, (5.53)
h˙ = − h
τh
+ ghη+ σhξ, (5.54)
˙ =
0 − 
τ
− gηh+ σξ, (5.55)
де першi доданки в правих частинах описують автономну релаксацiю ве-
личин η, h,  до стацiонарних значень η = 0, h = 0,  = 0 з перiодами
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релаксацiї τη, τh, τ; γ— кiнетичний коефiцiєнт; позитивнi константи gh,
g є мiрою зворотного зв’язку системи; ξ— δ–корельована стохастична
складова; σ2η , σ
2
h, σ
2
 — iнтенсивностi шумiв вiдповiдних величин.
При виконаннi умов τh, τ  τη принцип пiдпорядкування дозволяє
припустити в (5.54), (5.55) τhh˙ ∼ τ˙ ≈ 0, зберiгаючи, проте, стохастичнi
доданки. Тодi останнi два рiвняння дозволяють виразити спряжене поле
i керуючий параметр через параметр порядку:
h =
(
1 + η2/η2m
)−1
[Ahη(0 + στξ) + σhτhξ] , (5.56)
 = 0 −Aηh+ στξ, (5.57)
де введено позначення
Ah = ghτh, A = gτ, η−2m = AAh . (5.58)
Пiдставляючи (5.56) у (5.53), одержуємо стохастичне диференцiальне
рiвняння у формi Iто:
τηη˙ = −η + 
−1
c η(0 + στξ) + σhτηγτhξ
1 + η2/η2m
, (5.59)
де позначено
−1c = γτηghτh. (5.60)
Роздiляючи детермiнiстичну й стохастичнi складовi, надамо рiвнянню
(5.59) канонiчної форми
η˙ = −∂V (η)
∂η
+ [σg(η) + σhgh(η)] ξ + σηξ, (5.61)
де час t вимiрюється в одиницях τη; параметр порядку в масштабi ηm;
iнтенсивностi шумiв ση, σh та σ в одиницях τ−1η ; (τητhγ)−1 та c/τ вiд-
повiдно. Потенцiал V (η) має вигляд
V ≡ V (η) = 1
2
[
η2 −Θ ln(1 + η2)
]
,Θ ≡ 0
c
. (5.62)
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Розкладаючи за ступенями η2  1, спостерiгаємо, що цей вираз зво-
диться до розкладу Ландау з параметрами A = 1 − Θ, B = Θ ≈ 1.
Мультиплiкативнi функцiї g(η), gh(η) мають вигляд
g(η) = ηgh(η) = η
(
1 + η2
)−1
, (5.63)
gh(η) =
(
1 + η2
)−1
. (5.64)
Проведений розгляд показує, що в рамках адiабатичного наближен-
ня τh, τ  τη синергетична система з адитивними шумами зводиться до
однопараметричної стохастичної системи з мультиплiкативним шумом.
Синергетичний потенцiал (5.62) набирає мiнiмуму в точцi
η0 = ±(Θ− 1)1/2, Θ = 0/c. (5.65)
Наведемо основнi спiввiдношення, якi визначають екстремальнi то-
чки стацiонарного розподiлу p(η)s = Z−1 exp{−Uef (η)} синергетичної
системи (5.53)— (5.55). Ефективний потенцiал
Uef (η) = ln g2(η)− 2
∫
∂V/∂η
g2(η)
dη (5.66)
визначається синергетичним потенцiалом (5.62) i квадратом ефективної
мультиплiкативної функцiї
g2(η) = σ2η + σ
2
hg
2
h(η) + σ
2
 g
2
 (η). (5.67)
Цей вираз випливає з вiдомого твердження про адитивнiсть квадратiв
дисперсiй незалежних випадкових величин, розподiлених за нормаль-
ним законом. Комбiнуючи формули (5.62) — (5.64), (5.66), (5.67), мо-
жна знайти явний вигляд залежностi Uef (η). Рiвняння, що визначають
положення максимумiв стацiонарного розподiлу:
z3 −Θz2 − σ2 z + 2(σ2 − σ2h) = 0, z ≡ 1 + η2. (5.68)
Вони визначаються стацiонарною величиною Θ керуючого параме-
тра та спiввiдношенням iнтенсивностей σ2 , σ
2
h мультиплiкативнихшумiв.
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Опис синергетичного переходу при адитивному шумi. У найпро-
стiшому випадку ση = σh = σ = 0 рiвняння (5.53)—(5.55) зводяться
до класичної системи Лоренца, а стохастичне рiвняння (5.61) набирає
вигляду
η˙ = −η
(
1− Θ
1 + η2
)
. (5.69)
Переходячи до змiнної z = 1 + η2, маємо
dt =
−2zdz
z2 − z(Θ + 1) + Θ , (5.70)
звiдки випливає
t = − ln
[
(z2 − (Θ + 1)z +Θ)
(
z −Θ
z − 1
)(Θ+1)/(Θ−1)]
, (5.71)
де введено позначення β = (Θ − 1)2. Таким чином, при Θ < 1 система
релаксує в стан η0 = 0, а при Θ > 1 — в η0 6= 0. Згiдно з термiно-
логiєю [27] будемо називати фази η0 = 0 i η0 6= 0 — симетричною й
несиметричною. Стацiонарна функцiя розподiлу має один центральний
максимум у першому випадку i два максимуми в точках (5.65)— у дру-
гому. Характерно, що через вiдсутнiсть шуму всi цi максимуми мають
δ–подiбний характер:
p(η)s ∝ δ{dV/dη}. (5.72)
З появою адитивного шуму параметра порядку (ση 6= 0, σh = σ = 0)
стацiонарнi стани системи не змiнюються. Проте δ–подiбнi пiки функцiї
розподiлу розмиваються, що приводить до
p(η)s = Z−1 exp{−V (η)/σ2η}. (5.73)
Їх ширина визначається iнтенсивнiстю шуму параметра порядку.
Опис синергетичного переходу примультиплiкативномушумi. Iн-
тегральний внесок U(η) у виразi (5.66) для ефективного потенцiалу при
ση = 0 задається функцiєю
U(η) ≡
∫
η(1 + η2)(1−Θ+ η2)
σ2h + σ2 η2
dη. (5.74)
132 Ìîäåëþâàííß ïðîöåñiâ ñàìîîðãàíiçàöi¨ ó ñòîõàñòè÷íèõ ñèñòåìàõ
Введемо вiдношення iнтенсивностей шуму α2 ≡ σ2h/σ2 та змiнну
y ≡ α2 + η2. Тодi (5.69) набирає вигляду
σ2U(y) =
y2
4
+
(
1
2
− α2
)
y +
1
2
(1− α2)(1− α2 −Θ) ln y − α
2
2
. (5.75)
Повертаючись до початкових змiнних i враховуючи, що потенцiал ви-
значено з точнiстю до довiльної константи, яку можна перенести в нор-
мувальну сталу розподiлу, для ефективного синергетичного потенцiалу
остаточно одержуємо
Uef (η) =
1
2
[
(η4/2) + (2−Θ− α2)η2+
+ (1− α2)
(
1−Θ− α2
)
ln(α2 + η2)
]
+ (5.76)
+ σ2 ln[g
2
 (η) + α
2g2h(η)], α
2 ≡ σ
2
h
σ2
.
Урахування стохастичностi спряженого поля. У цьому випадку в
(5.76) потрiбно знайти границю при σ → 0. Проводячи розкладання за
σ з точнiстю до неiстотної сталої, одержуємо
σ2hUef (η) =
21/2
3
(gh(η))
−3 − 2Θ (gh(η))−2 + 2σ2h ln gh(η). (5.77)
Вiдповiдна функцiя розподiлу має мiнiмум у точцi η0 = 0, якщо стацiо-
нарне значення Θ керуючого параметра не перевищує критичного зна-
чення
Θhc = 1− 4σ2h, (5.78)
величина якого спадає iз зростанням iнтенсивностi шуму спряженого
поля. У цьому випадку система перебуває в симетричному станi. При
Θ > Θhc розв’язок рiвняння (5.68) задає положення η0+ = −η0− ма-
ксимумiв у несиметричнiй фазi. Залежнiсть η0+(Θ, σh) має монотонно
наростаючий вигляд при перевищеннi критичних значеньΘ, σh.
При малих значенняхΘ i σh стацiонарнi значення:
η20± ≈
{
(4σ2h)
1/3 − 1 + (Θ/3)
(
1 + 3−1/2
)
, якщо Θ→ 0
Θ− 1 + 4σ2h/Θ2, якщо σ2h → 0.
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Отриманi вирази показують наявнiсть переходу другого роду при крити-
чному значеннi Θ = Θc. Характерно, що i при Θ = 0 може вiдбуватися
синергетичний перехiд у несиметричний стан, якщо виконується умова
σh > σc = 1/4. Очевидно, такий перехiд належить до категорiї iндуко-
ваних шумом.
Урахування стохастичностi керуючого параметра. Будемо дослi-
джувати тепер стацiонарнi стани синергетичної системи за наявностi шу-
му керуючого параметра. Аналогiчно до попереднього випадку стацiо-
нарна функцiя розподiлу параметра порядку визначається ефективним
потенцiалом
Uef (η) =
η4
4
+
(
1− Θ
2
)
η2 +
(
1−Θ+ 2σ2
)
ln η − 2σ2 ln
(
1 + η2
)
.
(5.79)
Рiвняння мiнiмуму (5.79) отримуємо, припускаючи в (5.68), що σh = 0.
Проведемо аналiз розв’язкiв цього рiвняння залежно вiд значень пара-
метрiвΘ i σ. Аналiз показує, що крива
Θ = 1 + 2σ2 (5.80)
визначає iснування нульового кореня рiвняння (5.68). Крiм того, iсну-
ють ще два розв’язки. Виключаючи корiнь η2 = 0, одержуємо квадратне
рiвняння
η4 + (3−Θ)η2 − (2Θ + 2σ2 − 3) = 0, (5.81)
при цьому тривiальний розв’язок задається рiвнiстю
Θ = (3− 2σ2 )/2. (5.82)
Для iнших розв’язкiв рiвняння (5.81) маємо
η2± = 1
2
[
Θ− 3 +
√
(3−Θ)2 + 4(2Θ− 3 + 2σ2 )
]
. (5.83)
Тодi на лiнiї (5.80) є два ненульовi розв’язки
η20± =
1
2
{
Θ− 3 +
[
(Θ− 3)2 − 4(4− 3Θ)
]1/2}
, (5.84)
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якi нефiзичнi (оскiльки η комплексне), якщо Θ < 4/3, в точцi Θ = 4/3
вони спадають до нуля, а при Θ > 4/3 є дiйсними i η0+ = −η0−. Таким
чином, у точцi
Θ = 4/3, σ2 = 1/6 (5.85)
є кратний нуль рiвняння (5.68). Iз симетрiї потенцiалу (5.79) легко пе-
реконатися, що при виконаннi умови (5.80) нульовий корiнь дає мiнiмум
цього потенцiалу, якщоΘ < 4/3, у той час як приΘ > 4/3 вiн вiдповiдає
його максимуму, а при η20+ — двом мiнiмумам.
Знайдемо далi умову iснування кратних дiйсних коренiв рiвняння (5.68)
у даному випадку – шуму керуючого параметра. Для цього необхiдно
розглянути умову дорiвнювання нулю дискримiнанта рiвняння екстре-
мумiв. При цьому змiнною буде iнтенсивнiсть шуму керуючого параме-
тра. Дорiвнювання нулю дискримiнанта задається виразом, що розкла-
дається на такi рiвняння:
σ2 = 0, σ
4
 − σ2
(
27(1−Θ/3)/2−Θ2/8
)
+Θ3/2 = 0. (5.86)
Їх розв’язок визначає iснування кратних дiйсних коренiв, якi лежать на
двох кривих, позначених знаками+ та− вiдповiдно:
2σ2± =
(
27
2
(
1− Θ
3
)
− Θ
2
8
)
±
(27
2
(
1− Θ
3
)
− Θ
2
8
)2
− 2Θ3
1/2 .
(5.87)
Як випливає з (5.87), лiнiя зi знаком − при Θ = 0 починається з точки
σ2 = Θ = 0. Iнша (iз знаком +) у разi вiдсутностi впливу керуючого
параметра на систему починається у точцi σ2 = 27/2, Θ = 0. Точка
дотику лiнiї (5.87) задається умовою дляΘ:(
27
2
− 9Θ
2
− Θ
2
8
)2
− 2Θ3 = 0. (5.88)
Рiвнiсть (5.88) виконується приΘ = 2, тодi точка дотику лiнiй (5.87) має
координати
Θ = 2, σ2 = 2. (5.89)
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Ðèñ.13. Ôàçîâàÿ äèàãðàììà ñèñòåìû: 1 - ñïèíîäàëü,  2 - êðèâàÿ, 
ñóùåñòâîâàíèÿ êðàòíûõ âåùåñòâåííûõ êîðíåé, S - îáëàñòü óñòîé-
÷èâîé ñèììåòðè÷íîé ôàçû, N-îáëàñòü óñòîé÷èâîé íåñèììåòðè÷íîé 
ôàçû, SM - îáëàñòü ìåòàñòàáèëüíîé ñèììåòðè÷íîé ôàçû, Î - òðè-
êðèòè÷åñêàÿ òî÷êà.
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Рисунок 5.7— Фазова дiаграма при шумi керуючого параметра
Можна переконатися також, що крива σ− у (5.87) i лiнiя (5.80) дотика-
ються у точцi (5.85).
Проведений аналiз дозволяє побудувати фазову дiаграму даної си-
стеми в умовах шуму керуючого параметра (рис.5.7). Вона показує, що
область S нижче кривих (5.80), (5.87) вiдповiдає стабiльнiй симетричнiй
фазi (η = 0), а область N (вище (5.80)) — стабiльним несиметричним
фазам. Область SM , обмежена (5.80) i (5.87), показує наявнiсть аб-
солютно стiйкої симетричної фази i метастабiльних несиметричних. То-
чка перетину лiнiй 1 i 2 є трикритичною (5.85). Якщо систему перевести
iз стану a у стан c, то реалiзується перехiд другого роду. На траєкторiї
a → b → c система потрапляє в область стабiльної несиметричної фази
c через метастабiльний стан b. Характерно, що при цьому ефективний
потенцiал (5.79) стрибком змiнює своє значення в точцi η0 = 0 вiд −∞
в областi 3 до нуля на кривiй (5.80), а потiм— вiд нуля до+∞ в областi
2. Така поведiнка не дозволяє характеризувати даний перехiд як перехiд
першого роду, хоча метастабiльна несиметрична фаза на данiй кривiй
стрибком перетворюється на стабiльну η0+ у (5.84).
Бiфуркацiйнi дiаграми на рис.5.8 показують поведiнку стацiонарних
станiв системи залежно вiд iнтенсивностi σ при фiксованих значеннях
Θ. Спостерiгаємо, що на межi областi S при σ2 > 1/6 вiдбувається
стрибкоподiбна поява двох екстремальних точок потенцiалу (5.79), одна
з яких вiдповiдає нестабiльному стану ηu, а iнша— метастабiльному ηm.
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Рисунок 5.8— Бiфуркацiйна дiаграма при шумi керуючого параметра
Необхiдно зазначити, що ефективний синергетичний потенцiал (5.79)
має логарифмiчну особливiсть при η → 0. Простежується, що
Uef (η) → −∞ нижче вiд кривої (5.80) i Uef (η) → +∞ вище вiд неї.
Згiдно з класифiкацiєю, наведеною у [6], перший випадок показує наяв-
нiсть в системi абсолютно поглинаючої границi в точцi η = 0, а другий—
абсолютно вiдображаючої. На самiй кривiй (5.80) границя зникає вна-
слiдок занулення коефiцiєнта перед ln η у (5.79). Розглянемо поведiнку
системи поблизу сингулярної точки η = 0. Обчислимо граничнi фун-
кцiонали. Для першого маємо
L1(b, β) =
(
1−Θ
σ2
+ 1
)−1 [
β(1−Θ)/σ
2
+1 − b(1−Θ)/σ2+1
]
. (5.90)
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У границi b → 0 маємо L1 = ∞ в областi, яка обмежена iнтенсивнiстю
шуму:
σ2c = Θ− 1, (5.91)
i L1 <∞ при σ2 > σ2c . Для другого отримуємо
L2(b, β) = (1−Θ+ σ2 )−1 ln
(
β
b
)
. (5.92)
При σ2Θ > σ
2
c маємо L2 = ∞. Отже, в областi σ2 < σ2c лiва границя
недосяжна навiть за нескiнченний час, а при σ2 > σ
2
c вона досягається
лише за нескiнченний час (t→∞). Зазначимо, що така картина спосте-
рiгається тiльки за вiдсутностi шуму спряженого поля.
Сумiсний вплив шумiв спряженого поля i керуючого параметра.
Розглянемо бiльш загальний випадок, що враховує обидва мультиплi-
кативнi шуми ξh i ξΘ у рiвняннi (5.61). Стацiонарна функцiя розподi-
лу задається ефективним потенцiалом записаним у загальному виглядi
(5.76). На вiдмiну вiд (5.79) вiн має скiнченну границю при η → 0. Вво-
дячи параметр
a = 1− α, (5.93)
а також перенормованi величини
σ˜ ≡ σ
a
, Θ˜ ≡ Θ
a
, η˜2 =
1 + η2
a
− 1, (5.94)
при α < 1 можна записати вираз (5.76) у виглядi U˜ef/σ˜2, де U˜ef ви-
пливає з (5.79) iз замiною σΘ, Θ, η на величини (5.94). При цьому шум
спряженого поля зводиться до перенормування мiнiмального значення
параметра порядку величиною (a−1− 1)1/2, так що область розбiжностi
η˜ ≈ 0 стає недосяжною.
Умова екстремуму потенцiалу (5.76) розкладається на два рiвнян-
ня, одне з яких зводиться до рiвностi η = 0, а iнше задається виразом
(5.68). Аналiз останнього показує, що лiнiя iснування нульового кореня
задається виразом, вiдмiнним вiд (5.80) додатком−4σ2h у правiй частинi.
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Кратнi дiйснi коренi лежать на кривiй, яка проходить нижче, нiж попе-
редня, дотикаючись до неї у точцi
Θ =
4
3
(1− σ2h), σ2Θ =
1
6
(
1 + 8σ2h
)
, (5.95)
яка є трикритичною.
Вигляд фазової дiаграми в змiнних σΘ − Θ при фiксованих значен-
нях σh наведений на рис.5.9. Спостерiгається, що коли σ2h < 1, то вона
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Рисунок 5.9— Фазова дiаграма з урахуванням шумiв спряженого поля i ке-
руючого параметра: a, б в — σ2h = 0.5, 1.0, 2.0). Лiнiї 1, 2, 3
позначають спiнодаль, бiнодаль та лiнiю iснування кратних
коренiв
якiсно не вiдрiзняється вiд наведеної на рис.5.7. У разi σ2h = 1 трикри-
тична точка (5.95) лежить на осi σ , а при σ2h > 2 потрапляє в область
негативних Θ (на дiаграмi не зображена). Крiм того, внаслiдок скiнчен-
ностi потенцiалу (5.76) при всiх кiнцевих значеннях параметра порядку
на фазовiй дiаграмi з’являється лiнiя (крива 2 на рис.5.9а) спiвiснування
симетричної й несиметричної фаз (бiнодаль). Нижче вiд цiєї лiнiї ста-
бiльною є симетрична фаза, а несиметрична — метастабiльною. Вище
бiнодалi ситуацiя змiнюється на протилежну, i лiнiя 1 (спiнодаль) задає
межу абсолютної втрати стiйкостi симетричної фази. Вище спiнодалi си-
стема перебуває в стiйкому несиметричному станi. Таким чином, при фi-
ксованих σh (лiнiя a → c на рис.5.9а) спостерiгається фазовий перехiд
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(при змiнi Θ) другого роду, якщо σ менше за критичне (див.(5.95)). Ко-
ли σ перевищує це значення, то система зазнає переходу першого роду
(лiнiя a′ → c′, рис.5.9).
5.2 Кiнетика нерiвноважних переходiв
У даному пiдроздiлi ми використовуємо польову схему, яка дозво-
ляє знайти часовi залежностi найбiльш iмовiрних значень стохастичної
змiнної [42]. Такий формалiзм дозволяє визначити внесок траєкторiй ди-
намiчної системи, якi суттєво вiдхиляються вiд детермiнiстичних. Наяв-
нiсть таких траєкторiй приводить до якiсних змiн у поведiнцi стохасти-
чної системи.
Використовуючи схему, розвинуту у квантовiй теорiї поля [42], по-
дамо функцiонал iмовiрностi розподiлу стохастичної системи у виглядi
експоненти iз показником, який iз точнiстю до знака зводиться до стан-
дартної дiї Евклiдової теорiї поля. У результатi опис нерiвноважного пе-
реходу зводиться до використання принципу найменшої дiї, мiнiмальне
значення якої задає оптимальнi траєкторiї поведiнки системи у фазово-
му просторi [38,43–45].
5.2.1 Iнтегрування у функцiональних просторах
Сума за траєкторiями. У класичнiй механiцi умова, що дозволяє ви-
дiлити з усього набору траєкторiй визначену, зводиться до принципу най-
меншої дiї. Передбачається, що iснує величина S, яку можна обчислити
для кожної траєкторiї. Класична траєкторiя xcl(t) вiдповiдає мiнiмальнiй
(екстремальностi) S. Величина S задається виразом, вiдомим iз класи-
чної механiки:
S ≡ S[f, i] =
tf∫
ti
L(x, x˙)dt, (5.96)
де L(x, x˙)— лагранжiан системи. Для механiчної системи, де розгляда-
ється частинка з масою m, яка розмiщена в потенцiйному полi V (x, t),
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лагранжiан має вигляд
L =
mx˙2
2
− V (x, t). (5.97)
Вигляд екстремальної траєкторiї знаходиться з варiацiйного принципу,
що дозволяє перейти до рiвнянь Ойлера–Лагранжа:∑
n
(−1)1+n d
n
dtn
∂L
∂x(n)
= 0. (5.98)
При розгляданнi переходу системи з точки xi у момент ti у точку xf у
момент tf необхiдно врахувати, що система може вибрати будь-який iз
можливих шляхiв. Тому кожна можлива траєкторiя робить свiй внесок
ϕ[x(t)] у характеристики руху
K(f, i) =
∑
За всiма переходами (i→ f )
ϕ[x(t)], (5.99)
де враховуються всi траєкторiї системи. Частка ϕ[x(t)] певної траєкторiї
є пропорцiйною дiї S[(t)].
Сума за траєкторiями будується аналогiчно до рiманова iнтеграла за
рахунок розбиття пiдiнтегральної функцiї f(x) на вiдрiзки малої довжи-
ни h→ 0. Тодi iнтеграл I iснує як гранична сума
I = lim
h→0
[h
∑
i
f(xi)].
Вибиремо пiдмножину траєкторiй. Для цього час t розбивається на iн-
тервали довжиною∆t. Кожному такому моменту tn вiдповiдає точка xn.
Сполучаючи такi точки, одержуємо траєкторiю. Суму за всiма подiбни-
ми траєкторiями визначаємо обчисленням кратного iнтеграла за усiма
значеннями xn (n = 1, 2, . . . , N − 1):
N∆t = tf − ti,
∆t = tn+1 − tn,
t0 = ti, tN = tf ,
x0 = xi, xN = xf .
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Тодi одержуємо
K(f, i) ∼
∫∫
· · ·
∫
ϕ[x(t)]dx1dx2 . . .dxN−1. (5.100)
Якщо ввести позначення
Dx(t) = lim
∆t→0
∏
i
[
(∆t)1/2 dx(ti)
]
, (5.101)
тодi зазначений iнтеграл набирає вигляду
K(f, i) =
∫
ϕ[x(t)]Dx(t) (5.102)
i буде називатися iнтегралом затраєкторiями— континуальним iн-
тегралом.
Функцiональнi похiднi. Розглянемо функцiонал F [x(t)], визначений
для заданої функцiї x(t). При змiнi траєкторiї x(t) → x(t) + (t) фун-
кцiонал F [x(t)] змiниться таким чином:
F [x+ ] = F [x] +
∫
δF
δx(s)
(s)ds+ . . . (5.103)
Функцiональна похiдна в iнтегралi є функцiоналом вiд траєкторiї x(t) i
функцiєю часу s.
Припустимо, що час роздiлений моментами ti на багато вiдрiзкiв дов-
жиною ∆t. Тодi функцiю x(t) можна задати її значеннями xi = x(ti). У
результатi функцiонал перетвориться у функцiю багатьох змiнних:
F [x(t)]→ F (. . . , xi, xi+1, . . .). (5.104)
Варiацiйна похiдна тепер перетворюється у частинну похiдну, тобто
δF
δx(s)
→ 1
∆t
∂F
∂xi
. (5.105)
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Тодi змiна траєкторiї x(t) на x(t)+ (t) приводить до змiни значень xi на
xi + i. У результатi в першому наближеннi одержуємо
F (. . . , xi+i, xi+1+i+1, . . .)−F (. . . , xi, xi+1, . . .) =
∑
i
∂F
∂xi
i. (5.106)
Згiдно з визначенням диференцiала вiд довiльної функцiї
df =
∑
i
∂f
∂xi
dxi
можна зробити висновок, що перша варiацiя функцiонала набирає ви-
гляду
δF =
∫
δF
δx(s)
δx(s)ds, (5.107)
де δx(s) — варiацiя траєкторiї x(s). Виходячи з принципiв квантової
механiки, густина ймовiрностi статистичного ансамблю визначається за
допомогою дiї S[x(t)]:
p ∼ exp(−S[x(t)]). (5.108)
Розглянемо перший момент функцiонала згiдно з даним розподiлом:
〈F 〉 =
∫
F [x(t)] exp(−S[x(t)])Dx(t), (5.109)
де проводиться континуальне iнтегрування. При змiнi траєкторiї пере-
творенням x(t) → x(t) + (t) у зв’язку з визначенням d[xi + i] = dxi
одержуємоD[x(t)+ (t)] = Dx(t). Розглянемо можливi змiни в iнтегра-
лi:
〈F 〉 =
∫
F [x(t) + (t)]e−S[x(t)+(t)]Dx(t) =
=
∫
F [x(t)]e−S[x(t)]Dx(t) +
∫ [∫
δF
δx(s)
(s)ds
]
e−S[x(t)]Dx(t)−
−
∫
F [x(t)]
[∫
δS
δx(s)
(s)ds
]
e−S[x(t)]Dx(t) + . . .
(5.110)
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Виявляється, що доданок нульового порядку з точнiстю дорiвнює 〈F 〉.
Тодi сума доданкiв першого порядку при будь-якiй функцiї (t) повинна
дорiвнювати нулю. Звiдси випливає〈
δF
δx(s)
〉
=
〈
F
δS
δx(s)
〉
. (5.111)
Розбиваючи вiсь часу на iнтервали∆t, можна отримати〈
∂F
∂xk
〉
=
〈
F
∂S
∂xk
〉
. (5.112)
Вираз (5.111) оптимальнiше записати у виглядi
〈δF 〉 = 〈FδS〉, (5.113)
що дозволяє не зазначати змiннi, вiд яких залежать F i S.
Розглянемо застосування зазначених спiввiдношень на прикладi дiї
для механiчної системи
S =
∫
dt
[
mx˙2
2
− V [x(t)]
]
. (5.114)
Варiацiя дiї дорiвнює
δS = −
∫
dt[mx¨+ V ′(x)]δx(t). (5.115)
Iз спiввiдношення (5.113) випливає
〈δF 〉 = −〈F
∫
dt[mx¨+ V ′(x)]δx(t)〉. (5.116)
Нехай F ≈ 1, тодi δF = 0, i, отже, маємо
〈mx¨〉 = −〈V ′(x)〉. (5.117)
Отриманий вираз є аналогом другого закону Ньютона.
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Рисунок 5.10— Рухшвидкої частинки (перпендикулярно до пластинки речо-
вини)
Ïðèêëàä 5.1 Ïðîõîäæåííß øâèäêî¨ ÷àñòèíêè ÷åðåç ïëàñòèíó ðå÷îâèíè
При потрапляннi частинки в пластину вiдбувається взаємодiя з полями ядер,
що змiщує її вбiк випадково. Визначимо ймовiрнiсть того, що частинка вiд-
хилиться вiд первинної траєкторiї на величину ∆ i вилетить пiд кутом α. Не-
хай h — глибина проникнення в пластину, x — вiдхилення частинки вiд пер-
винної траєкторiї. Тодi dx = αdh. Передбачається, що вiдхилення частин-
ки вiдбуваються випадково, так що dα/dh ≡ α˙ = ξ(h), нехай 〈ξ(h)〉 = 0,
〈ξ(h)ξ(h′)〉 = σ2δ(h−h′). У результатi еволюцiя вiдхилення описується рiвня-
нням
x¨ = ξ(h).
Флуктуацiї кута, розподiленi за Гаусом:
Pξ[ξ(h)] = const · exp
− 1
2σ2
H∫
0
[ξ(h)]2dh
 .
Задача полягає у визначеннi розподiлу P (∆, α), що визначає iмовiрнiсть вхо-
дження з умовами x(0) = 0, x˙(0) = 0 i виходу з умовами x(H) = ∆, x˙(H) = α.
Оскiльки iнтерес становить не точна траєкторiя, а умови виходу, то розподiл
шукаємо у виглядi iнтеграла за траєкторiями
P (∆, α) =
∫
exp
− 1
2σ2
H∫
0
x¨2dh
Dx(h).
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При iнтегруваннi вибираються траєкторiї, що задовольняють заданi умови.Отри-
маний iнтеграл є гаусiвським. Вiн має екстремум для траєкторiї
....
x (h) = 0.
Розв’язок цього рiвняння з даними граничними умовами має вигляд
x(h) = (3∆− αH)
(
h
H
)2
+ (αH − 2∆)
(
h
H
)3
.
У результатi отримуємо
1
2σ2
H∫
0
x¨2dh =
6
σ2H3
(
∆− αH
2
)2
+
α2
2σ2H
.
Використовуючи властивiсть гаусiвського iнтеграла— iнтеграл за траєкторiя-
ми подається функцiєю вiд моментiв часу в кiнцевих точках,— маємо
P (∆, α) = const · exp
(
− 6
σ2H3
(
∆− αH
2
)2
− α
2
2σ2H
)
.
5.2.2 Оптимальнi траєкторiї
Дiя шуму приводить до зростання флуктуацiй у поведiнцi динамi-
чної системи, тобто до вiдхилення вiд детермiнiстичної траєкторiї xdet(t).
Траєкторiї, якi вiдхиляються вiд xdet(t), вiдiграють важливу роль. Вони
можуть досягати областей фазового простору, недосяжних для детермi-
нiстичної траєкторiї навiть у широкому дiапазонi початкових умов. По-
дiбнi областi можуть характеризувати якiсну змiну стану системи. Роз-
глянемо методи, якi дозволяють оцiнити внесок таких траєкторiй.
Основним об’єктом дослiдження є система, яка описується рiвнян-
ням Ланжевена
x˙ = f(x) + g(x)ξ(t). (5.118)
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Нехай шум є гаусiвським i бiлим. Детермiнiстичний випадок σ → 0 ха-
рактеризується однiєю траєкторiєю x = xdet(t), яка визначається при
розв’язаннi рiвняння
x˙ = f(x).
Задача полягає у розглядi випадку, коли за час T система досягає
точки Q фазового простору, яка розмiщена далеко вiд xdet(t). Iснує сi-
мейство траєкторiй, що приводять до Q, i стартують iз даної початкової
умови. Такi траєкторiї експоненцiйно поодинокi у границi слабкого шу-
му σ2 → 0. Проте можливим стає знаходження найiмовiрнiшої— опти-
мальної траєкторiї, що робить найбiльший внесок в iмовiрнiсть досягне-
ння точкиQ. Для визначення такої траєкторiї використовуємо метод iн-
тегрування у функцiональних просторах [43]. Основний iнструмент цiєї
теорiї розвинутий у роботах Грехема, Михайлова [46–48].
Для отримання iнтеграла за траєкторiями рiвняння еволюцiї подаєть-
ся у дискретному виглядi
xi − xi−1 = fi−1∆t+ gi−1wi (5.119)
за рахунок розбиття iнтервалу часу t ∈ [0, T ] на N вiдрiзкiв довжиною
∆t = T/N , тодi поточний час визначається згiдно з ti = i∆t (fi = f(xi),
gi = g(xi)). Вiнерiвський процес wi, розподiлений за Гаусом:
P ({wi}) =
(
1
2pi
)N/2
exp
(
− 1
2∆t
∑
i
w2i
)
, σ2 = 1. (5.120)
Рiвняння (5.119) визначає перетворення wi → xi. Якщо вiдомий розпо-
дiл wi, то можна знайти розподiл для xi:
P ({xi}) = P ({wi})J, (5.121)
де J — якобiан переходу вiд однiєї змiнної до iншої:
J = det
∂wi
∂xi′
. (5.122)
Оскiльки шум є чисто бiлим, то необхiдно коректно виразити wi. Для
цього використовуємо стохастичний диференцiал Iто, згiдно з яким (5.119)
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можна переписати у еквiвалентному виглядi
xi − xi−1
gi−1
=
[
fi−1
gi−1
− g
′
i−1
2
]
∆t+ wi. (5.123)
Умова зв’язку змiнних xi i wi, яка визначається (5.123), пiдставляється
у (5.121) як аргумент дельта–функцiї. Тодi згiдно з (5.123) маємо
P ({xi}) =
∫ ∏
i
dwiδ
(
wi − 1
gi−1
[
xi − xi−1 −
(
fi−1 −
gi−1g′i−1
2
)
∆t
])
×
× P ({wi})J.
Для знаходження якобiана переходу використовуємо дискретний ви-
гляд рiвняння Ланжевена, з якого одержуємо
∂wi
∂xi
=
1
gi−1
.
Окрiм того,
∂wi
∂xi−1
=
∂
∂xi−1
[
xi + xi−1
gi−1
−
[
fi−1
gi−1
− g
′
i−1
2
]
∆t
]
,
∂wi
∂xi′
= 0, при i′ 6= i, i− 1.
Тому
J ≡ det ∂wi
∂xi′
= det
∂wi
∂xi
=
∏
i
1
gi−1
. (5.124)
Враховуючи еквiвалентнiсть аргумента дельта–функцiї рiвнянню (5.123),
записаному у континуальнiй формi, маємо
P (x(t)) ∝
∫
Dw(t)δ
(
w(t)−
[
x˙(t)
g(x)
−
(
f(x)
g(x)
− g
′(x)
2
)]
∆t
)
×
× exp
(
−1
2
∫
dtw2(t)
∆t
)
,
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де взято позначення ∏
i
dwi → Dw(t).
Згiдно з властивiстю
∫
dxδ(x− y)f(y) = f(x) остаточно одержуємо
P [x(t)] ∝ exp
(
− 1
2σ2
∫
dtL(x, x˙)
)
, (5.125)
де функцiя Онзагера–Махлупа L, яка вiдiграє роль лагранжiана евклi-
дової теорiї поля, має вигляд
L(x, x˙) =
(
x˙
g(x)
−
[
f(x)
g(x)
− g
′(x)
2
])2
. (5.126)
З класичної механiки вiдомо, що лагранжiан визначено з точнiстю до
повної похiдної вiд деякої функцiї. Це дозволяє видiлити в ньому ефе-
ктивну кiнетичну та потенцiйну енергiю, записавши його у виглядi
L(x, x˙) = K(x, x˙) + U(x), (5.127)
де вiдповiдна енергiя задається функцiями:
K(x, x˙) =
(
x˙
g(x)
)2
, U(x) =
(
f(x)
g(x)
− g
′(x)
2
)2
. (5.128)
Для дослiдження динамiки системи використовується варiацiйний прин-
цип i розглядаються рiвняння Ойлера–Лагранжа.
Системи з адитивним шумом. Розглянемо випадок лiнiйної системи
з адитивним шумом
x˙ = −γx+ ξ(t).
Вважається, що випадкова сила є гаусiвською. Згiдно з поданим фор-
малiзмом для функцiї Онзагера–Махлупа маємо
L = (x˙+ γx)2. (5.129)
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Розглянемо поведiнку оптимальних траєкторiй. РiвнянняОйлера–Лагранжа
з урахуванням дисипативної функцiї
R = x˙2 (5.130)
набуває вигляду
d
dt
∂L
∂x˙
=
∂L
∂x
− ∂R
∂x˙
. (5.131)
Обчисливши вiдповiднi похiднi, маємо
x¨ = γ2x− x˙. (5.132)
Розв’язок цього рiвняння записується у виглядi
x(t) = x(0)e(−1+
√
1+4γ2)t/2 + v(0)e−(1+
√
1+4γ2)t/2. (5.133)
Стацiонарний розв’язок задається координатами (0, 0) на фазовiй пло-
щинi i являє собою особливу точку типу сiдла. Така картина характерна
для евклiдової теорiї, що описує статистичнi (стохастичнi) системи. Ана-
логiя з механiчними системами виявляється при розгляданнi системи в
iнвертованому потенцiалi.Математична природа такої поведiнки стацiо-
нарних точок полягає в тому, що статистичнi (дисипативнi) системи, на
вiдмiну вiд механiчних, в iнтегралах за шляхами розглядаються в уявно-
му часi. Тодi стацiонарнi точки будуть сiдлами, у тому числi й мiнiмуми
потенцiалу.
Розглянемо нелiнiйну систему з потенцiалом Ландау та адитивним
шумом:
x˙ = f(x) + ξ(t), f(x) = εx− x3. (5.134)
Функцiя Онзагера–Махлупа має вигляд
L = (x˙− f(x))2, (5.135)
а рiвняння Eйлера–Лагранжа записується як
x¨ = x
(
ε− x2
) (
ε− 3x2
)
− x˙. (5.136)
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Рисунок 5.11— Фазовi дiаграми системи з потенцiаломЛандау та адитивним
шумом
Стацiонарними розв’язками є
x
(0)
0 = 0, x
(1,2)
0 = ±
√
α, x
(3,4)
0 = ±
√
α/3. (5.137)
Розв’язок рiвняння оптимальної траєкторiї може бути поданий у вигля-
дi фазових дiаграм на площинi координата–швидкiсть (x, v) (рис.5.11).
Вони показують, що стацiонарним точкам (екстремумам потенцiалу) вiд-
повiдають сiдловi точки фазових дiаграм x(1,2)0 . Допомiжним кореням
стацiонарного рiвняння вiдповiдають фокуси x(3,4)0 .
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Çàäà÷i äî ðîçäiëó 5
ЗАДАЧА 5.1Провести моделювання поведiнки випадкового процесу та стацiо-
нарної густини ймовiрностi у моделi Мультуса-Ферхюльста при значеннях iн-
тенсивностi шуму, при яких змiнюється характер границi дифузiйного процесу
та утворюється iндукована шумом фаза.
ЗАДАЧА 5.2Провести моделювання поведiнки випадкового процесу та стацiо-
нарної густини ймовiрностi у генетичнiй моделi при рiзних значеннях iнтенсив-
ностi шуму, для iлюстрацiї ефекту самоорганiзацiї та виявити вплив параметра
α, який може бути як позитивним, так i негативним.
ЗАДАЧА 5.3 Чисельним моделюванням показати, що у моделi iз довiльною ам-
плiтудою шуму виникає поглинаючий стан при показнику мультиплiкативної
функцiї a > 1/2.
ЗАДАЧА 5.4Провести моделювання поведiнки випадкового процесу та стацiо-
нарної густини ймовiрностi у системi Лоренца-Хакена у рiзних областях фазо-
вих дiаграм, що вiдповiдають дiї рiзних стохастичних джерел.
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	Ðîçäië6
Еволюцiя стохастичної системи
У багатьох задачах виникає проблема з’ясування поведiнки усере-
днених величин. Змiна їх iз часом дозволяє охарактеризувати еволю-
цiю всiєї стохастичної системи. Оскiльки основними величинами, що ха-
рактеризують систему, є середнє, дисперсiя та кореляцiйна функцiя, то
для досить повного опису еволюцiї системи достатньо знати закони змi-
ни цих величин. З iншого боку, опис поведiнки системи в рамках сере-
днiх величин є iншою точкою зору на можливi iндукованi шумом пере-
ходи i доповнює картину, створену найбiльш iмовiрною поведiнкою си-
стеми. Буде показано, що при цьому залежнiсть моментiв вiд iнтенсив-
ностi шуму проявляє аномальну поведiнку, властиву фазовому перетво-
ренню [49]. Такими моментами є параметр порядку η(t) ≡ 〈x(t)〉, авто-
корелятор S(t) ≡ 〈(δx)2〉, δx(t) ≡ x(t) − 〈x(t)〉 та двочасова функцiя
Грiна G(t, t′) ≡ 〈x(t)x(t′)〉. Для спрощення ми будемо розглядати нуль-
вимiрнi системи, змiннi станiв яких не залежать вiд координати. Споча-
тку (пiдроздiл 6.1) буде дослiджено систему у випадку бiлого та кольо-
рового шумiв, а в пiдроздiлi 6.2 — нелiнiйну систему також iз бiлим та
кольоровим шумами окремо.
6.1 Еволюцiя лiнiйної системи
6.1.1 Процес Орнштайна–Уленбека
Цей процес описується рiвнянням
x˙ = −αx+ ξ(t), (6.1)
з такою шумовою кореляцiйною функцiєю:
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = σ2δ(t− t′). (6.2)
Вiдповiдне рiвняння Фоккера–Планка набирає вигляду
∂
∂t
p(x, t) = α
∂
∂x
xp(x, t) +
∫ t
t0
dτC(τ)e−ατ
∂2
∂x2
p(x, t). (6.3)
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Рiвняння для характеристичної функцiї Φ(k) =
∫
eikxp(x, t) має вигляд
∂
∂t
Φ(k, t) = αk
∂
∂k
Φ(k, t)− 1
2
σ2k2Φ(k, t). (6.4)
Для його розв’язання скористаємося методом характеристик. Якщо
u(k, t,Φ) = a, v(k, t,Φ) = b (6.5)
(a, b— довiльнi сталi) є iнтегралами допомiжних рiвнянь
dt
1
=
dk
αk
= − dΦ1
2σ
2k2Φ
, (6.6)
тодi загальний розв’язок рiвняння для характеристичної функцiї подає-
ться рiвнянням
f(u, v) = 0. (6.7)
Частиннi iнтеграли вiдшукуються за рахунок iнтегрування з dt i dk або
dk i dΦ вiдповiдно. У результатi отримуємо
u(k, t,Φ) = ke−αt, (6.8)
v(k, t,Φ) = Φeσ
2k2/4α. (6.9)
Загальний розв’язок можна записати у виглядi v = g(u), де g(u)— до-
вiльна функцiя. Таким чином, загальний розв’язок буде мати вигляд
Φ(k, t) = e−σ
2k2/4αg
(
ke−αt
)
. (6.10)
Виходячи з початкової умови
p(x, 0) = δ(x− x0), (6.11)
одержуємо
Φ(k, 0) = eix0k, (6.12)
з якого випливає
g(k) = eσ
2k2/4α+ix0k. (6.13)
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Тому
Φ(k, t) = exp
(
−σ
2k2
4α
(1− e−2αt) + ikx0e−αt
)
, (6.14)
що вiдповiдає гаусiвському розподiлу з
〈x(t)〉 = x0e−αt, 〈x2(t)〉 = σ
2
2α
[1− e−2αt]. (6.15)
Для знаходження кореляцiйної функцiї процесу x(t) скористаємося розв’яз-
ком стохастичного диференцiального рiвняння, який можна записати у
виглядi
x(t) = x0e−αt +
∫ t
0
e−α(t−t
′)ξ(t′)dt′, x0 = x(t0). (6.16)
Використовуючи властивостi ξ(t) = dW (t)/dt, одержуємо кореляцiйну
функцiю
〈x(t1)x(t2)〉 = x20e−α(t1+t2) + (6.17)
+
∫ t1
0
∫ t2
0
e−α(t1+t2−t
′
1−t′2)σ2δ(t′1 − t′2)dt′1dt′2.
У результатi iнтегрування кореляцiйна функцiя має вигляд
〈x(t1)x(t2)〉 = x20e−α(t1+t2) +
σ2
2α
(
e−α|t1−t2| − e−α(t1+t2)
)
. (6.18)
Iз умови великих значень часу t1, t2, тобто αt1  1, αt2  1 випливає
〈x(t1)x(t2)〉 = σ
2
2α
e−α|t1−t2|. (6.19)
Стацiонарний процес Орнштайна–Уленбека часто використовується як
модель реального шумового сигналу, для якого значення x(t1), x(t2) по-
мiтно корельованi при
|t1 − t2| ∼ 1/α ≡ τ.
Для довiльного процесу x(s) час кореляцiї τ може бути визначений рiв-
нiстю
τ =
∫ ∞
0
dt|x(t)x(s)|/〈(δx)2〉, (6.20)
справедливою при будь-якому виглядi кореляцiйної функцiї.
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6.1.2 Лiнiйна система iз кольоровим шумом
Розглянемо рiвняння з адитивним шумом
x˙ = −αx+ ζ(t), x(0) = 0. (6.21)
Для випадкового процесу ζ(t) зробимо припущення:
〈ζ(t)〉 = 0, 〈ζ(t)ζ(t′)〉 = C(t− t′). (6.22)
Формальний розв’язок рiвняння Ланжевена має вигляд
x(t) =
∫ t
t0
dτζ(τ)e−α(t−τ). (6.23)
Останнє означає, що x(t)— гаусiвський процес iз нульовим середнiм та
кореляцiйною функцiєю:
〈x(t)x(t′)〉 =
∫ t
t0
dτ1
∫ t
t0
dτ2C(τ1 − τ2)e−α(t+t′−τ1−τ2). (6.24)
Кореляцiя стохастичної сили та змiнної x(t) визначається формулоюНо-
викова, за якою одержуємо
〈ζ(t)x(t)〉 =
∫ t
t0
dτC(τ)e−ατ . (6.25)
Одноточкова густина ймовiрностi p(x, t) = 〈δ(x(t)−x)〉 описується рiв-
нянням
∂
∂t
p(x, t) = α
∂
∂x
xp(x, t) +
∫ t
t0
dτC(τ)e−ατ
∂2
∂x2
p(x, t). (6.26)
Розглянемо еволюцiю другого моменту стохастичної змiнної. Для цього
помножимо рiвняння Фоккера–Планка на x2. Iнтегруючи за частинами,
одержуємо
d
dt
〈x2(t)〉 = −2α〈x2(t)〉+ 2
∫ t
t0
dτC(τ)e−ατ . (6.27)
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При t → ∞ процес x(t) переходить у стацiонарний гаусiвський процес
iз властивостями:
〈x(t)〉 = 0, σ2 = 〈x2(t)〉 1
α
∫ ∞
0
dτC(τ)e−ατ , 〈ζ(t)x(t)〉 =
∫ ∞
0
dτC(τ)e−ατ .
(6.28)
Ïðèêëàä 6.1 Åêñïîíåíöiàëüíî ñïàäíà êîðåëßöiéíà ôóíêöiß C(τ) = σ2e−τ/τ0
За одержаними вище формулами маємо
〈x(t)〉 = 0, 〈x2(t)〉 = στ0
α(1 + ατ0)
, 〈ζ(t)x(t)〉 = στ0
1 + ατ0
.
У границi малого часу кореляцiї шуму τ0 → 0 одержуємо
〈x2(t)〉 = στ0
α
, 〈ζ(t)x(t)〉 = στ0.
Помножимо рiвняння Ланжевена на x(t). Тодi можемо записати
x(t)x˙(t) =
1
2
d
dt
x2(t) = −αx2(t) + ζ(t)x(t),
яке пiсля усереднення набирає вигляду
1
2
d
dt
〈x2(t)〉 = −α〈x2(t)〉+ 〈ζ(t)x(t)〉.
Його стацiонарний розв’язок
〈x2(t)〉 = 1
α
〈ζ(t)x(t)〉
вiдповiдає переходу до границь t→∞, τ → 0.
6.2 Еволюцiя нелiнiйної стохастичної системи [50,51]
Розглянемо нелiнiйну систему з мультиплiкативним шумом загаль-
ного характеру. Будемо виходити з рiвняння Ланжевена
x˙ = f(x) + g(x)ζ(t), (6.29)
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в якому детермiнiстична сила f(x) визначається за допомогою потенцi-
алу Ландау:
f(x) = −dV (x)
dx
, V (x) = −ε
2
x2 +
1
4
x4, (6.30)
де параметр ε вiдiграє роль безрозмiрної температури, вiдрахованої вiд
критичного значення: ε ≡ (Tc − T )/Tc, ε ∈ [−1, 1]. Амплiтуду мульти-
плiкативного шуму взято у степеневому виглядi:
g(x) = |x|a, (6.31)
де a— позитивний показник, величина якого змiнюється в iнтервалi вiд
0 до 1 [32].
Дослiдження стохастичних систем показує, що наближення бiлого
шуму часто є недостатнiм, оскiльки враховує повний спектр флуктуацiй,
тодi як основний внесок дають складовi, що обмеженi кiнцевим часом
кореляцiї 0 < τ < ∞. Якщо цей час набагато менший вiд характерного
часу еволюцiї самої системи τ0, то можна провести розвинення за пара-
метром (τ/τ0)1/2  1, що несуттєвим чином змiнить картину самоор-
ганiзацiї [6]. У протилежному випадку τ  τ0 може бути використаний
метод динамiчної релаксацiї, який показує, що кольоровий шум суттє-
во впливає на поведiнку стохастичної системи [52, 53]. Однак випадок
τ  τ0 реалiзується лише для вузького класу стохастичних систем. То-
му основний iнтерес становить дослiдження систем iз часом кореляцiї
τ ∼ τ0. Пiдгрунтям опису таких систем є метод унiфiкованої апроксима-
цiї кольорового шуму [54–57], у рамках якого розвивається наступний
пiдхiд.
Поведiнка кольорового шуму ζ(t) задається рiвнянням Орнштайна-
Уленбека
τ ζ˙ = −ζ + ξ(t), (6.32)
якому вiдповiдає кореляцiйна функцiя
C(t, t′) ≡ 〈ζ(t)ζ(t′)〉 = 1
2τ
exp
(
−|t− t
′|
τ
)
(6.33)
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(як i ранiше, ξ(t) подає бiлий шум з iнтенсивнiстю σ2 = 1). Наближаючи
час автокореляцiї шуму τ до нуля, переходимо до бiлого шуму, де τ = 0.
Тепер наша система (6.29), (6.32) стає двопараметричною i немар-
кiвською, оскiльки iснує певне значення часу автокореляцiї τ процесу
ζ(t). Для подальшого надамо рiвнянням (6.29), (6.32) квазiмарковсько-
го вигляду. Для цього вiзьмемо похiдну за часом у рiвняннi (6.29), пiд-
ставляючи у результат ζ˙ iз (6.32), а ζ iз (6.29). Зазначенi викладки при-
водять до немарковського стохастичного диференцiального рiвняння
τ
[
x¨− g
′(x)
g(x)
x˙2
]
+ σ(x)x˙ = f(x) + g(x)ξ(t), (6.34)
де введено позначення
σ(x) ≡ 1− τf(x)
[
ln
f(x)
g(x)
]′
. (6.35)
За методом унiфiкованої апроксимацiї кольорового шуму скористаємо-
ся адiабатичним наближенням, у рамках якого складовi, що мiстять ве-
личини x¨, x˙2, дають внесок, який перевищує складову з x˙. Нехтуван-
ня зазначеними складовими надає марковських властивостей рiвнянню
(6.34), яке тепер набирає вигляду
σ(x)x˙ = f(x) + g(x)ξ(t). (6.36)
6.2.1 Система з бiлим шумом
Припустивши τ = 0 у (6.35), приходимо до системи iз бiлим шумом.
Вiдповiдно до цього корелятор амплiтуди шуму g(x(t)) та функцiї ξ(t′)
пiдпорядковується умовi
〈g(x(t))ξ(t′)〉 = 0, t 6= t′. (6.37)
Усереднюючи рiвняння Ланжевена, для першого моменту одержуємо
η˙ = 〈f(x)〉, де 〈f(x)〉 6= f(η). Усереднення такої сили дає складову 〈x3〉,
яка зводиться до розкладання за кумулянтами η〈x2〉 ≡ η(η2 + S). У ре-
зультатi еволюцiйне рiвняння параметра порядку набирає вигляду
η˙ = η
(
ε− η2
)
− 3ηS, (6.38)
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де η, S є функцiями часу t. Вiдповiдно до (6.37) маємо
〈g(x(t))x(t′)ζ(t)〉 = 0.
Тодi рiвняння для двочасового корелятора набирає форми
∂
∂t
G(t, t′) = {ε− 3[η2(t) + S(t)]}G(t, t′). (6.39)
Отже, проблема полягає в розв’язаннi рiвняння для варiацiї
S ≡ 〈x2〉 − η2. Використовуючи спiввiдношення dx2 ≡ (x + dx)2 − x2,
де dx визначається стохастичним диференцiальним рiвнянням, для 〈x2〉
одержуємо
d
dt
〈x2〉 = 2〈xf(x)〉+ 〈g2(x)〉. (6.40)
Пiдставляючи визначення мультиплiкативної функцiї та детермiнiсти-
чної сили, одержуємо середнє 〈x2a〉 iз дробовим степенем, яке слiд роз-
класти за стандартними кумулянтами.
Обчислення дробового середнього. Доповнимо вихiдний розподiл
p(x) допомiжним pq(x), де 0 < q < 1 на основi зв’язку
xqp(x)dx ≡ ypq(y)dy. (6.41)
Тодi нормований розподiл pq(y) нової стохастичної змiнної y ≡ xq наби-
рає вигляду
pq(y) = q−1y(1−q)/qp(y1/q). (6.42)
Використовуючи позначення 〈. . .〉q для середнього за pq(y) та 〈. . .〉 за
p(x), одержуємо:
〈xq〉 = 〈y〉q, (6.43)
〈xq〉 ≡
∫
xqp(x)dx, 〈y〉q ≡ q−1
∫
yy(1−q)/qp(y1/q)dy.
Таким чином, використання розподiлу (6.42) дозволяє знайти середнє
вiд степеневої функцiї xq iз дробовим показником q < 1.
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Однорiдна функцiя розподiлу самоподiбної стохастичної системи має
асимптотику [32]:
p(x) ' Ax−2a, A ≡ 1
2
|1− 2a| b|1−2a|, (6.44)
де стала нормування A задається параметром обрiзання b→ 0:
2
1/b∫
b
p(x)dx = 1. (6.45)
Використання (6.44) для цiлого n > 0 сприяє одержанню
〈xnq〉 ≡ A
∫
xnqx−2adx = A(1− 2a+ nq)−1x1−2a+nq. (6.46)
Тодi з (6.43) випливає
〈xnq〉 = αn(q)〈xn〉pn(q), (6.47)
де показник pn(q) та множник αn(q) задаються виразами:
pn(q) =
1− 2a+ nq
1− 2a+ n , αn(q) = A
n(1−q)
(1−2a+n) p−1n (q) (1− 2a+ n)pn(q)−1.
(6.48)
Тепер знайдемо рiвняння для автокорелятора S = 〈x2〉 − η2, яке
грунтується на (6.40), (6.47), (6.48). Поведiнка системи з мультиплiка-
тивнимшумом визначається показником a. При 1/2 < a < 1, коли випа-
дає детермiнiстичний конденсат, система завжди невпорядкована, i її по-
ведiнка задається лишефункцiєюG(t, t′) та автокореляторомS(t). Пер-
ший визначається рiвнянням (6.39), а для другого з урахуванням (6.40),
(6.47), (6.48) маємо:
S˙ = 2S(ε− 3S) + α2Sp2 , (6.49)
α2 ≡ α2(a) = A2(1−a)p2p−p22 , p2 ≡ p2(a) = (3− 2a)−1,
де q = a; n = 2. В областi 0 < a < 1/2 система може бути впорядкова-
ною (характер границь дифузiйного процесу не зумовлюється) i замiсть
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(6.49) одержуємо:
S˙ = 2S
[
ε− 3(η2 + S)]+ α1ηp1 , (6.50)
α1 ≡ α1(2a) = A(1−2a)p1p−p11 , p1 ≡ p1(a) = [2(1− a)]−1,
де q = 2a, n = 1.
Невпорядкована система. Цей випадок реалiзується для показника
a > 1/2, i еволюцiя системи задається рiвняннями (6.49), (6.39), що
визначають часовi залежностi одно- та двочасового кореляторiв S(t),
G(t, t′). Форму першої з них подано на рис.6.1a, де зображено, що S(t)
монотонно зростає до стацiонарного значення S0, визначеного рiвнян-
ням
ε− 3S0 + (α2/2)Sp2−10 = 0. (6.51)
У межах S  1, коли Sp2  S  S2, рiвняння (6.49) являє собою
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Рисунок 6.1— Поведiнка автокорелятора при a > 1/2: a) часова залежнiсть
S(t) (кривi 1, 2, 3 вiдповiдають a = 0.6, ε = 0.2; a = 0.6,
ε = 0.4; a = 0.9, ε = 0.2); б) стацiонарна точка S0 залежно
вiд температури ε для декiлькох значень показника a
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степеневу форму часової залежностi:
S(t) = Bt1/(1−p2), B ≡
[
A2(1−a)
p2(1− p2)
]p2/(1−p2)
, p2 ≡ (3− 2a)−1,
(6.52)
де S(t = 0) = 0.У противному разi S0−S  S0 маємо експоненцiальну
залежнiсть S − S0 ∝ e−λt, λ ≡ 6(2− p2)S0 − 2(1− p2)ε. Згiдно з (6.51)
зростання температури ε монотонно збiльшує стацiонарну величину S0
вiд мiнiмального значення (α2/6)1/(2−p2) (див. рис.6.1б).
Часову залежнiсть корелятора G(t, 0), що визначається розв’язан-
ням рiвняння (6.39), подано на рис.6.2 при рiзних показниках a, темпе-
ратурах ε та однакових початкових умовах. Характерно, що корелятор
G(t, 0) спочатку досягає максимуму, а потiм монотонно спадає до нуля.
Зростання ε та a приводить до пiдсилення зазначеного максимуму.
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Рисунок 6.2— Часова залежнiсть грiнiвської функцiї в доменi a > 1/2 для
декiлькох значень показника a та температури ε (кривi 1, 2,
3 вiдповiдають a = 0.6, ε = 0.4; a = 0.6, ε = 0.2; a = 0.9,
ε = 0.4
Упорядкована система. Тепер розглянемо випадок a < 1/2, який
вiдповiдає формуванню конденсату. При цьому поведiнка системи за-
дається диференцiальними рiвняннями (6.38), (6.39), (6.50), для аналiзу
яких доцiльно скористатися методом фазової площини. Фазовi дiаграми
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Рисунок 6.3— Фазовi портрети при a > 1/2: a) a = 0.3, ε = 0.2; б) a = 0.3,
ε = 0.4
на рис.6.3a показують, що при малих температурах ε iснує лише одна
притягувальна точка η0 = 0, S0 = ε/3. Зростання ε приводить до бiфур-
кацiї у точцi ηc = [(2 − p1)(4 − p1)−1ε0]1/2, Sc = (2/3)(4 − p1)−1ε0, що
вiдповiдає температурi
ε0 =
4− p1
2− p1
[
3
8
(2− p1)α1
]2/(4−p1)
. (6.53)
Як свiдчить рис.6.4, значення ε0 нескiнченно зростає з наближенням по-
казника a до критичної величини a = 1/2. Координати сiдла та вузла, що
створюються внаслiдок бiфуркацiї, визначаються рiвняннями:
ε− η20 − (3/4)α1ηp1−20 = 0, S0 = (4α1)−1(ε− 3S0)(p1/2)−1, (6.54)
якi випливають з (6.38), (6.50) при η˙ = 0, S˙ = 0. Температурнi зале-
жностi стацiонарних значень η0, S0 поданi на рис.6.5, де штрихова лi-
нiя вiдповiдає сiдловiй точцi S, а суцiльна — вузловiй C. Характерно,
що зображений перехiд належить до першого роду, тодi як вихiдний x4-
потенцiал вiдповiдає неперервному перетворенню. Таким чином, при ма-
лих значеннях показника мультиплiкативного шуму (a < 1/2) флукту-
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Рисунок 6.4— Фазова дiаграма системи
ацiї трансформують рiд переходу, в той час як при a > 1/2 шум узагалi
переважає процес упорядкування (див. [49]).
Розглянемо часовi залежностi основних статистичних моментiв. Спо-
чатку проаналiзуємо невпорядкований стан, що вiдповiдає точцi C0 на
рис.6.3, у границi великих часових iнтервалiв t → ∞. Наявнiсть се-
реднiх дробового порядку в рiвняннi (6.50) не дозволяє використову-
вати звичайний метод показникiв Ляпунова, що вiдповiдає експоненцi-
альним часовим залежностям. Цього можна уникнути, використовуючи
узагальнену експоненту Цаллiса [37]:
eqt → expq(t) ≡ [1 + (1− q)t]1/1−q, (6.55)
де параметр q вiдiграє роль показника Ляпунова. Ця експонента пiдпо-
рядковується правилу диференцiювання
∂
∂t
expq(t) =
(
expq(t)
)q ≡ expqq(t). (6.56)
У границi малих та великих часових iнтервалiв маємо такi асимптотики:
lim
t→0 expq(t)→ 1 + t, limt→∞ expq(t)→ [(1− q)t]
1/1−q , (6.57)
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Рисунок 6.5— Стацiонарнi стани системи при a > 1/2: a) параметр порядку
η залежно вiд температури ε при рiзних значеннях a; б) авто-
корелятор S залежно вiд температури ε при рiзних значеннях
a
першу з яких буде застосовано для визначення множникiв Ляпунова, а
за допомогою другої встановлюється iндекс q. Характерно, що при зна-
ченнях параметра q 6= 1 експонента Цаллiса змiнюється за степеневим
законом у границi t→∞.
Будемо шукати розв’язки рiвнянь (6.38), (6.50) у виглядi
η(t) = m expµ(t), S(t) = S0 + n expν(t), (6.58)
де S0 = ε/3 вiдповiдає точцi C0, а iндекси µ, ν пiдлягають визначенню.
Оскiльки множник n визначає величину поправки в розкладi (6.58), то
вiн пiдпорядковується умовi n 1, тодi як значення єдиної складовоїm
може бути довiльним. З фiзичної точки зору це означає, що параметр по-
рядку поводиться нелiнiйно, тодi як автокорелятор— лiнiйно. Пiдстав-
ляючи (6.58) в (6.38) та враховуючи складовi не вище першого порядку
за амплiтудамиm,n 1, маємо
3n exp1−µµ (t) expν(t) = −1. (6.59)
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Тодi, використовуючи (6.57), у границi великого часового iнтервалу одер-
жуємо
n−1 = 3(1− µ), ν = 2. (6.60)
Пiдставляючи (6.58) у (6.50), дляm та µ знаходимо
exp1−νν (t)
[
2εn− α1mp1 expp1µ (t) exp−1ν (t)
]
= −n. (6.61)
Вище зазначалося, що у границi малого часового iнтервалу функцiя
exp1−νν (t) зводиться до 1 i для множника Ляпунова одержуємо
3α1mp1 = −(1 + 2ε). (6.62)
Вiдповiдно у границi великих масштабiв часу маємо expp1µ (t) exp
−1
ν (t) =
= p−11 , звiдки
µ = 1 + p1 ≡ 1 + [2(1− a)]−1. (6.63)
Таким чином, у границi t→∞ автокорелятор прямує до стiйкого значе-
ння S0 за гiперболiчним законом
S(t) = S0 + (2/3)(1− a)t−1, t→∞. (6.64)
Параметр порядку спадає степеневим способом
η(t) = η0 − [2(1− a)]2(1−a)|m|t−2(1−a), t→∞, (6.65)
де амплiтудаm подається рiвнянням (6.62).
Таким чином, при малих вiдхиленнях температури вiд критичної то-
чки (ε < ε0) спостерiгається монотонне спадання параметра порядку
η(t), тодi як автокорелятор поводиться немонотонно (див. фазовi диа-
грами на рис.6.3a). Бiльш складною є поведiнка статистичних моментiв
в областi ε > ε0, де бiфуркацiя приводить до упорядкування. Дiаграми
рис.6.3б показують, що фазова площина роздiляється на двi областi, якi
вiдповiдають малим та великим значенням параметра порядку. У першiй
поведiнка системи є аналогiчною до попереднього випадку
ε < ε0. Якщо початковi значення величин забезпечують потрапляння
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Рисунок 6.6— Часовi залежностi рiзних траєкторiй фазових дiаграм: a) ча-
совi залежностi параметра порядку зображено при a = 0.3,
ε = 0.2 та S(0) = 0 (кривi 1, 2, 3 вiдповiдають η(0) = 0.057,
η(0) = 0.066, η(0) = 1.0); б) часовi залежностi автокорелято-
ра при a = 0.3, ε = 0.4 та S(0) = 0 (кривi 1, 2, 3 вiдповiдають
η(0) = 0.057, η(0) = 0.066, η(0) = 1.0)
фазової точки до областi, що лежить праворуч вiд сепаратриси, то си-
стема еволюцiонує до притягувального вузлаC. Вiдповiдна часова зале-
жнiсть на рис.6.6 (див. криву 2) показує критичне уповiльнення поблизу
сепаратрисиC0SC на рис.6.3б, яке виявляється i в областi неупорядко-
ваного стану (крива 1).
Проведений розгляд свiдчить про те, що нелiнiйна поведiнка систе-
ми поблизу невпорядкованого стану, що вiдповiдає точцi C0, потребує
узагальнення експонентиЛяпунова вiдповiдним виразомЦаллiса (6.55).
Поблизу вузла C, який вiдповiдає упорядкованому стану, параметр по-
рядку та автокорелятор набувають скiнченних значень, що дозволяє ви-
користовувати лiнiйне наближення. У результатi в експонентi (6.55) стає
суттєвою лише друга складова, що подає ядро перетворення Меллiна.
Однак якщо експонентаЦаллiса характеризується одним значенням па-
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раметра q, то перетворення Меллiна мiстить їх спектр:
η(t) = η0 +
∫
mqt
qdq, (6.66)
S(t) = S0 +
∫
nqt
qdq. (6.67)
Пiдставляючи цi визначення в лiнеаризованi рiвняння (6.38), (6.50), для
амплiтудmq, nq  1 одержуємо:
(q/t+ 2η20)mq − 3η0nq = 0, (6.68)
[4η0(ε− η20)− α1ηp1−10 p1]mq + [q/t+ 2(ε+ η20)]nq = 0. (6.69)
Ця система має розв’язок за умови
c = (ε+ η20)
[
1±
√
1− 8η
2
0(2ε− η20)− 3α1ηp10 p1
ε+ 2η20
]
, (6.70)
де введено сталу c = −q/t. У результатi параметр порядку (6.66) та ав-
токорелятор (6.67) змiнюються поблизу упорядкованої точки C таким
чином:
η(t) = η0 +m exp (−ct ln t) , (6.71)
S(t) = S0 + n exp (−ct ln t) , (6.72)
де амплiтудиm, n вiдповiдають iндексу q = −ct.
6.2.2 Кольоровий шум
Як i ранiше, будемо описувати стохастичну систему рiвнянням Лан-
жевена (6.29), а шум подається процесом Орнштайна–Уленбека. Ви-
користання наближення унiфiкованої апроксимацiї кольорового шуму
приводить до рiвняння (6.36), усереднення якого дає
〈σ(x)x˙〉 = 〈f(x)〉. (6.73)
6.2 Åâîëþöiß íåëiíiéíî¨ ñòîõàñòè÷íî¨ ñèñòåìè 169
Пiдставляючи сюди вираз (6.35) для σ(x) та виносячи знак похiдної за
часом за усереднення, пiсля розкладання за кумулянтами одержуємо
[+ κ(η2 + S)]η˙ + κηS˙ = η(ε− η2)− 3ηS, (6.74)
де введено позначення
 = 1− ετ(1− a), κ = τ(3− a). (6.75)
Для конструювання рiвняння автокорелятора використовуємо допомi-
жний стохастичний процес dy ≡ σdx, для якого врахування складових
одного порядку за dt дає dy2 ≡ (y + dy)2 − y2 = 2dx2 + (2κ/3)dx4+
+(κ/3)2dx6. Нехтуючи внеском x6  1, одержуємо рiвняння
2η
[
+ 4κ
(
1
3
η2 + S
)]
η˙ + [+ 4κ(η2 + S)]S˙ =
2
[
ε(η2 + S)−
(
− κε
3
)
(η4 + 6η2S + 3S2)
]
+ 〈x2a〉,
(6.76)
де останнiй член задається виразом (6.47).
Невпорядкована система. Як i для бiлого шуму, невпорядкована си-
стема реалiзується в областi показникiв a > 1/2. Еволюцiя такої систе-
ми задається рiвнянням
S˙
(

2
+ 2κS
)
= S
(
ε− S
(
3− εκ

))
+ α2Sp2 , (6.77)
розв’язання якого подано на рис.6.7.
Бачимо, що автокорелятор монотонно досягає стацiонарного стану,
визначеного рiвнянням
ε−
(
3− εκ

)
S0 + α2S
p2−1
0 = 0, (6.78)
де S0 6= −/4κ. На рис.6.8 наведено залежнiсть стацiонарних станiв вiд
температури ε та часу кореляцiї τ . Бачимо, що зростання обох параме-
трiв ε, τ приводить до збiльшення стацiонарного значення S0. При ма-
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Рисунок 6.7— Часова залежнiсть автокорелятора S при ε = 0.6, τ = 0.5,
a = 0.8
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Рисунок 6.8— Стацiонарнi стани системи при a = 0.8: a) залежнiсть S0 вiд
керуючого параметра при рiзних τ ; б) залежнiсть S0 вiд часу
кореляцiї шуму при рiзних ε
лому часi t  1 реалiзується границя S  1, в якiй Sp2  S  S2, i
рiвняння (6.77) приводить до степеневої залежностi
S = Bt
1
1−p2 , B =
[
2(1− p2)α2

] 1
1−p2
, t→ 0. (6.79)
У протилежному разi S − S0  S0 маємо експоненцiальну поведiнку
S − S0 ∝ e−λt, λ = −ε+ S0(3− εκ/)− α2p2
/2 + 2κS0
, t→∞. (6.80)
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Упорядкована система. Перейдемо до випадку a < 1/2 коли система
упорядковується. Тодi її динамiка описується рiвняннями
γ(η, S)η˙ =η[− η2 − 3S][+ 4κ(η2 + S)]
−2κη
[
ε(η2 + S)−
(
1− κε
3
)
(η4 + 6η2S + 3S2)
]
− κα1ηp1+1,
(6.81)
β(η, S)S˙ =
[
ε(η2 + S)−
(
1− κε
3
)
(η4 + 6η2S + 3S2)
]
[+ κ(η2 + S)]
− η2
[
+ 4κ
(
η2
3
+ S
)]
[ε− η2 − 3S] + [+ κ(η2 + S)]α1ηp1 ,
(6.82)
що визначають параметр порядку та автокорелятор. Тут множники, якi
задають швидкiсть змiни величин, мають вигляд
γ(η, S) =[+ κ(η2 + S)][+ 4κ(η2 + S)]−
− 2η2κ
[
+ 4κ
(
η2
3
+ S
)]
,
(6.83)
β(η, S) =
[

2
+ 2κ(η2 + S)
]
[+ κ(η2 + S)] =
− κη2
[
+ 4κ
(
η2
3
+ S
)]
.
(6.84)
Одержана система диференцiальних рiвнянь розв’язується методом
фазової площини, використання якого показує, що зафарбовування шу-
му несуттєво змiнює вигляд фазового портрета, наведеного на рис.6.3.
Розглянемо спочатку стацiонарний стан, в якому η˙ = 0, S˙ = 0. Малим
значенням параметра ε вiдповiдає єдина особлива точка з координатами
η0 = 0, S0 =
1− ετ(1− a)
1− 2ετ(1− 2a/3)
ε
3
, (6.85)
що характеризують невпорядкований стан. Подiбно до випадку бiлого
шуму пiдвищення параметра ε приводить до бiфуркацiї в точцi ε = ε0.
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Рисунок 6.9— Фазова дiаграма системи
У результатi виникають сiдло та вузол з координатами, що задаються
рiвняннями:
[− η20 − 3S0][+ 4κ(η20 + S0)] =
= 2κ
[
ε(η20 + S0)−
(
1− κε
3
)
(η40 + 6η
2
0S + 3S
2
0)
]
+ κα1η
p1
0 ,
(6.86)
[
ε(η20 + S0)−
(
1− κε
3
)
(η40 + 6η
2
0S0 + 3S
2
0)
]
[+ κ(η20 + S0)] =
= η20
[
+ 4κ
(
η20
3
+ S0
)]
[ε− η20 − 3S0]− [+ κ(η20 + S0)]α1ηp10 .
(6.87)
Згiдно з фазовою дiаграмою на рис.6.9 при великих показниках a зро-
стання часу кореляцiй шуму τ монотонно звужує область упорядкуван-
ня. З iншого боку, зменшення значення a забезпечує немонотонне роз-
ширення областi упорядкування, так що при сталому часi τ зростан-
ня ε0 приводить спочатку до упорядкування, а потiм до розупорядку-
вання. Таким чином, при значеннях параметра кореляцiї τ , обмежених
зверху i знизу, упорядкований стан виникає також на скiнченому вiд-
рiзку значень температури ε. Iнакше кажучи, фазовий перехiд прояв-
ляє реверсивний характер, однак на вiдмiну вiд переходу, iндукованого
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шумом, обмежена область параметрiв системи вiдповiдає упорядкова-
ному стану. Найбiльше це позначається на температурних залежностях
стацiонарних значень параметра порядку (рис.6.10а) та автокорелятора
(рис.6.11а), тодi як на вiдповiдних залежностях вiд часу кореляцiї (див.
рис.6.10б, 6.11б) реверсивний характер переходу не проявляється.
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Рисунок 6.10— Стацiонарнi стани системи при a = 0.2; a) параметр порядку
залежно вiд температури; б) параметр порядку залежно вiд
часу кореляцiї шуму (тонкi лiнiї вiдповiдають сiдловiй ста-
цiонарнiй точцi, товстi— притягувальному вузлу)
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Рисунок 6.11— Стацiонарнi стани системи при a = 0.2; a) автокорелятор
залежно вiд температури; б) автокорелятор залежно вiд часу
кореляцiї шуму (тонкi лiнiї вiдповiдають сiдловiй стацiонар-
нiй точцi, товстi— притягувальному вузлу)
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Дослiдження еволюцiї системи поблизу стацiонарних точок досяга-
ється використанням експоненти Цаллiса та перетворень Меллiна. По-
близу стацiонарної точки, що вiдповiдає невпорядкованiй фазi, для ам-
плiтуд одержуємо
mp1 =
(+ κS0)(+ 4κS0)
κα1
, n =
1
κp1
(+ κS0)(+ 4κS0)
/2− ε+ 2κS0 , (6.88)
тодi як показники визначаються виразами (6.60) (6.63), що вiдповiда-
ють асимптотикам η(t) ∝ t−2(1−a), S(t) ∝ t−1, властивим бiлому шу-
му. Iз вiдповiдного фазового портрета випливає, що упорядкування си-
стеми потребує перевищення початковим значенням параметра порядку
критичної величини ηc, яка вiдповiдає перетинанню сепаратриси з вiссю
абсцис. Зростання часу кореляцiї приводить лише до слабкого збiль-
шення критичного значення ηc. Дослiдження еволюцiї системи поблизу
упорядкованого стану показує, що, незважаючи на значне ускладнен-
ня формалiзму, зафарбовування шуму не змiнює вигляду залежностей
(6.71), (6.72).
Таким чином, зафарбовування шуму приводить до якiсної змiни ха-
рактеру фазового переходу, який стає реверсивним.Однак оскiльки клас
унiверсальностi не змiнюється, то динамiка системи не зазнає якiсних
змiн.
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Çàäà÷i äî ðîçäiëó 6
ЗАДАЧА 6.1Провести дослiдження поведiнки параметра порядку та автокоре-
лятора у випадку мультиплiкативного процесу (розглянути окремо пiдходи Iто
та Стратоновича).
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ЗАДАЧА 6.2Провести дослiдження поведiнки параметра порядку та автокоре-
лятора у випадку осцилятора Кубо (розглянути окремо пiдходи Iто та Страто-
новича).
ЗАДАЧА 6.3Провести дослiдження поведiнки параметра порядку та автоко-
релятора у випадку бiлого шуму у моделi Мальтуса-Ферхюльста (розглянути
окремо пiдходи Iто та Стратоновича).
ЗАДАЧА 6.4Провести дослiдження поведiнки параметра порядку та автокоре-
лятора у випадку бiлого шуму у генетичнiй моделi (розглянути окремо пiдходи
Iто та Стратоновича).
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	Ðîçäië7
Самоорганiзацiя розподiлених стохастичних систем
У даному роздiлi розглядаються просторовi d–вимiрнi системи, у
яких визначну роль вiдiграють просторовi кореляцiї, що обумовленi мiж-
частинковою взаємодiєю. У таких системах розподiл за станами може
зазнавати бiльш суттєвих змiн, анiж при iндукованих шумом перехо-
дах, а саме— втрати симетрiї вiдносно змiни знака стохастичної змiнної.
Якщо спостерiгається подiбна картина, то такий перехiд означає термо-
динамiчне перетворення (фазовий перехiд), при якому параметр порядку
η, що зводиться до статистичного середнього, набуває ненульових зна-
чень. За концепцiєю фазових переходiв виникнення упорядкованої фа-
зи iз параметром порядку η 6= 0 приводить до порушення симетрiї не-
упорядкованої фази, що вiдповiдає тривiальному значенню η = 0. За
вiдсутностi мультиплiкативного шуму симетрiя стацiонарного розподiлу
за станами порушується завдяки мiжчастинковiй взаємодiї. Принципова
особливiсть сильно нерiвноважних систем iз кольоровим шумом поля-
гає у тому, що така симетрiя може бути поновлена завдяки мультиплiка-
тивному шуму та нелiнiйностi системи [51,57–60].
При викладеннi матерiалу спочатку розглянемо загальнi властивостi
та способи подання просторово розподiлених стохастичних систем (пiд-
роздiл 7.1). Методи дослiдження кiнетики iндукованого шумом фазово-
го переходу подано у пiдроздiлi з польовою теорiєю ??, де розглядається
як бiлий, так i кольоровий шум. Еволюцiйне рiвняння параметра поряд-
ку для дослiдження стiйкостi неупорядкованої фази подано у пiдроздiлi
7.2. Наближення теорiї середнього поля подано у пiдроздiлi 7.3. Пiдроз-
дiл 7.4 мiстить основнi формули для моделювання розподiленої системи
з кольоровим шумом. Фазовi переходи, iндукованi дiєю одного шуму у
синергетичнiй системi Лоренца-Хакена, обговорюються у пiдроздiлi 7.5.
Випадок впливу двох випадкових джерел на картину самоорганiзацiї, якi
можуть бути скорельованими, подано у пiдроздiлi ??.
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7.1 Загальний пiдхiд
Системи iз хiмiчною реакцiєю та дифузiєю подають клас просто-
рово розподiлених систем. Оскiльки елементи таких систем роздiленi
у просторi, то загалом опис таких систем подається детермiнiстичною
картиною, де у розгляд уводяться локальнi величини типу концентра-
цiя, температура, потенцiали електромагнiтної взаємодiї тощо. При де-
термiнiстичному опису вважається, що такi змiннi, якi вiдiграють роль
полiв, пiдпорядковуються рiвнянням iз частковими похiдними, типу рiв-
няньНавьє-Стокса у гiдродинамiцi, рiвнянь хiмiчної реакцiї iз дифузiєю,
рiвнянь Максвелла у електродинамiцi. У даному роздiлi будуть розгля-
нутi рiвняння типу хiмiчних реакцiй iз дифузiєю.
Розглянемо просторово розподiлену систему, що параметризується
концентрацiєю x(r, t) хiмiчної речовини у точцi простору r в момент часу
t. За законом Фiка дифузiйний потiк подається у виглядi
j(r, t) = −D∇x(r, t), ∇ ≡ ∂/∂r, (7.1)
D — коефiцiєнт дифузiї. За вiдсутностi хiмiчних реакцiй цей потiк вхо-
дить до рiвняння неперервностi
∂
∂t
x(r, t) +∇ · j(r, t) = 0. (7.2)
Пiдстановка закону Фiка дає рiвняння дифузiї
∂
∂t
x(r, t) = D∆x(r, t), ∆ ≡ ∂2/∂r2. (7.3)
Якщо присутнi локальнi хiмiчнi реакцiї i виробництво речовини подає-
ться функцiєю f(x(r, t)), то рiвняння неперервностi перетворюється у
рiвняння еволюцiї концентрацiї
∂
∂t
x = f(x) +D∆x. (7.4)
Таке саме рiвняння можна отримати iз термодинамiчного пiдходу, якщо
ввести у розгляд функцiонал вiльної енергiї
F =
∫ [
V (x) +
D
2
|∇x|2
]
dr, (7.5)
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де V (x)— питомий термодинамiчний потенцiал. Тодi, записуючи рiвня-
ння руху для поля x, маємо
∂
∂t
x = −γ δF
δx(r, t)
, (7.6)
де γ— кiнетичний коефiцiєнт, який загалом може залежати вiд x.
Величина F(x(r, t)) не збiльшується з часом, оскiльки
dF
dt
=
∫
δF
δx(r, t)
∂x
∂t
dr = −
∫ (
δF
δx(r, t)
)2
dr. (7.7)
Як i ранiше, стiйким станам вiдповiдають мiнiмуми F(x(r, t)). Пiд дiєю
збурень система може перейти з локального мiнiмуму у глобальний.
Однорiднi розподiли, що вiдповiдають мiнiмумам потенцiалу F , на-
зивають фазами, причому локальному мiнiмуму вiдповiдає метастабiль-
на фаза. Метастабiльна фаза є нестiйкою до збурень. На вiдмiну вiд
попереднiх роздiлiв, де поняття фази вiдповiдало макроскопiчним ста-
нам, у випадку просторово розподiлених систем фази, що утворюються,
набувають термодинамiчного змiсту (рiзнi фази тепер вiдповiдають, на-
приклад, газу, рiдинi, твердому тiлу, упорядкованому стану магнетика i
неупорядкованому його стану; рiзнi фази можуть вiдноситися до двох
або бiльшої кiлькостi речовин при розпадi однорiдного їх розчину, на-
приклад, розчин iз молекул/атомiв сорту A i B розпадається на речо-
вину iз молекул/атомiв A та речовину iз молекул/атомiв B). Переходи
мiж такими термодинамiчними фазами є iстинними фазовими перехода-
ми. Якщо у фазi виник доволi великий зародок стiйкої фази, то вiн по-
чинає зростати, даючи початок двом хвилям перемикання, якi розбiгаю-
ться. Пiсля їх розходження середовище переходить у найбiльш стiйкий
однорiдний стан. Критичний розмiр зародка визначається конкуренцi-
єю двох факторiв: 1) створення зародка є енергетично вигiдним, якщо x
у його серединi знаходиться поблизу мiнiмуму F ; 2) наявнiсть зародка
означає неоднорiднiсть системи, що обумовлює складову (∇x)2.
Якщо два мiнiмуми потенцiалу є рiвнозначними, то стає можливим
стацiонарне iснування обох фаз, що роздiляються мiжфазною межею
(тонким перехiдним шаром). Коли розмiр перехiдного шару зiставляє-
ться з розмiром системи, то область подiлу виштовхується на межу й
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система стає однорiдною. В iншому випадку система розбивається на
домени, утворюючи структури.
Флуктуацiї можуть бути введенi в розгляд у такий спосiб. Стохасти-
чне джерело векторного типу ζd(r, t) може бути додане у закон Фiка:
j(r, t) = −D∇x(r, t) + ζd(r, t). (7.8)
Можна припустити умови
〈ζd(r, t)〉 = 0, 〈ζ(i)d (r, t)ζ(j)d (r′, t′)〉 = Cd(r, t)δijδ(r−r′)δ(t−t′), (7.9)
якi свiдчать про незалежнiсть флуктуацiй у рiзних точках простору та
рiзних моментах часу, або локальнiсть флуктуацiй.
Виробництво речовини завжди породжує флуктуацiї, тому до моди-
фiкованого рiвняння неперервностi можна додати випадкову силу ζch iз
властивостями
〈ζch(x, r, t)〉 = 0,
〈ζch(x, r, t)ζch(x, r′, t′)〉 = Cch(x; r, t)δ(r− r′)C(t− t′),
(7.10)
яка може бути також пов’язана iз флуктуацiями керуючого параметра.
У результатi загальний вигляд рiвняння Ланжевена буде таким:
∂
∂t
x(r, t) = f(x(r, t), t) +D∆x(r, t) + ζ(r, t), (7.11)
де
ζ(r, t) = −∇ζd(r, t) + ζch(r, t), (7.12)
〈ζ(r, t)ζ(r′, t′)〉 =Cch(r, t)δ(r− r′)C(t− t′)+
+∇∇′ [Cd(r, t)δ(r− r′)δ(t− t′)] (7.13)
Для одержання вiдповiдного рiвняння Фоккера-Планка застосову-
ється перехiд до граткового подання. Для цього достатньо скористатися
рецептом з книги [19], де подаючи кореляцiю
〈ζ(r, t)ζ(r′, t′)〉 = G(r, r′)δ(t− t′), (7.14)
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можна одержатифункцiональне рiвнянняФоккера–Планка (густина ймо-
вiрностi тепер стає функцiоналом p = p{x}):
∂
∂t
p{x} =−
∫
dr
δ
δx(r)
(D∆x(r) + f(x(r))) p{x}+
+
1
2
∫ ∫
drdr′
(
δ2
δx(r)δx(r′)
G(r, r′)p{x}
)
.
(7.15)
При цьому знайти розв’язок такого рiвняння у загальному випадку не-
можливо. Тому для дослiдження статистичних властивостей системи ви-
користовують iншi пiдходи та наближення, що спрощують опис.
Ïðèêëàä 7.1 Ìîäåëü ôàçîâèõ ïåðåõîäiâ äðóãîãî ðîäó
Розглянемо модель Гiнзбурга–Ландау фазових переходiв другого роду, де по-
льова змiнна x(r, t) задовольняє рiвняння
∂
∂t
x(r, t) = −εx− x3 +D∆x+ ζ(r, t), ε = (T − Tc)/Tc. (7.16)
Припустимо, що флуктуацiї є гаусiвськими i бiлими як у просторi, так i в часi,
отже:
〈ζ(r, t)ζ(r′, t′)〉 = 2Tδ(r− r′)δ(t− t′). (7.17)
Вiдповiдне рiвняння Фоккера-Планка набирає вигляду
∂
∂t
p{x(r), t} =
∫
dr
(
δ
δx(r)
[
(εx(r) + x3(r)−D∆x(r)]+ T δ2
δx2(r)
)
p{x(r), t},
(7.18)
а його стацiонарний розв’язок стає таким:
p = Z−1 exp (−F{x(r)}/T ) , (7.19)
де функцiонал вiльної енергiї
F{x(r)} =
∫
dr
(
ε
2
x2(r) +
1
4
x4(r) +
D
2
(∇x(r))2
)
. (7.20)
Однак навiть у такому виглядi незручно користуватися стацiонарним розподi-
лом.
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7.2 Усередненi характеристики
7.3 Наближення середнього поля
Теорiя середнього поля являє собою наближений пiдхiд до дослi-
дження систем iз просторовою взаємодiєю i дає якiсний результат. Ужи-
ваний у теорiї рiвноважних систем, її формалiзм може бути успiшно ви-
користаний при аналiзi просторово–розподiлених систем iз шумами [5,
58, 59, 65]. Iдея теорiї полягає у такому. Дифузiя частинки розглядає-
ться як елементарнi акти взаємодiї даної частинки з iншими частинками.
Теорiя середнього поля дозволяє усереднити всi мiжчастковi взаємодiї
i замiнити сукупнiсть набору взаємодiй одним параметром, що вiдiграє
роль середнього поля впливу сусiдiв на дану частинку.
Розглянемо стохастичну польову модель
∂
∂t
x = f(x) +D∆x+ g(x)ζ(t). (7.21)
Далi континуальний простiр розбивають на однаковi домени i в дискре-
тному просторi розглядають набiр стохастичних диференцiальних рiв-
нянь для кожного вузла гратки k, що створює домен
x˙k = f(xk) +
D
2d
∑
j
D̂kjxj + g(xk)ζk(t), (7.22)
де D̂kj є аналогом оператора Лапласа в дискретному просторi:
∆→
∑
j
D̂kj =
∑
j∈nn(k)
(δnn(k) − 2dδkj), (7.23)
тут nn(k)— являє собою набiр найближчих сусiдiв вузла k. У результатi
рiвняння (7.22) набирає вигляду
∂
∂t
xk = f(xk) +
D
2d
∑
j∈nn(i)
(xj − xk) + g(xk)ζk(t), (7.24)
де стохастичнi складовi вибранi у виглядi
〈ζk(t)〉 = 0, 〈ζk(t)ζl(t′)〉 = δklδ(t− t′). (7.25)
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Тодi повна густина ймовiрностi буде залежати вже не вiд одного поля
x(r, t), а вiд набору стохастичних змiнних {x}, тобто p(x1, x2, . . . , xN , t) =
= p({x}, t). У результатi маємо рiвнянняФоккера–Планка для набору{x}:
∂p({x}, t)
∂t
=−
∑
k
∂
∂xk
f(xk) + D2d ∑
j∈nn(i)
(xj − xk)
 p({x}, t)+
+
∑
k
∂2
∂x2k
g2(xk)p({x}, t).
(7.26)
Одноточкова функцiя розподiлу визначається iнтегруванням p({x}, t) за
всiма вузлами, окрiм даного:
p(xk, t) =
∫ ∏
j 6=k
dxjp({x}, t). (7.27)
Визначимо умовне середнє
E(x, t) =
∫
dx′x′p(x′|x, t), p(x′|x, t) = p(x′, x, t)/p(x, t). (7.28)
Тодi для одноточкової функцiї розподiлу маємо
∂p(x, t)
∂t
= − ∂
∂x
[f(x)−D(x− E(x, t))] p(x, t) + ∂
2
∂x2
g2(x)p(x, t).
(7.29)
У стацiонарному режимi одержуємо розв’язок
ps(x) = N exp
 x∫ dz f(z)−D[z − E(z)]
g2(z)
+ ln g2(x)
 . (7.30)
Наближення середнього поля передбачає, що умовне середнє не зале-
жить вiд величини поля в данiй точцi, тодiE(x) = Es = 〈x〉 ≡ η. Розгля-
даючи систему в наближеннi середнього поля, дифузiйний процес по-
дають елементарними актами взаємодiї найближчих вузлiв на гратцi. У
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гармонiйному наближеннi пружна енергiя такої взаємодiї апроксимує-
ться параболою
Vint =
c
2
∑
j
(x− xj)2, (7.31)
де c вiдiграє роль жорсткостi ефективної пружини, що зв’язує вузли гра-
тки; пiдсумовування проводиться за положеннями найближчих сусiдiв.
У рамках положень теорiї середнього поля вплив найближчих вузлiв xj
на видiлений вузол замiнюється середнiм ефективним самоузгодженим
полем η ≡ 〈xj〉. У результатi сила fint = −∂Vint/∂x взаємодiї видiлено-
го вузла з найближчими сусiдами записується як
fint = −D(x− η). (7.32)
Тут за параметр взаємодiї ми використовуємо D ≡ cz, де z — кiлькiсть
найближчих сусiдiв даного вузла.
Таким чином, формалiзм теорiї середнього поля дозволяє замiнити
систему диференцiальних рiвнянь одним рiвнянням
x˙ = f(x) + fint(x; η) + g(x)ζ(t). (7.33)
Таким чином, функцiя розподiлу стає функцiєю першого моменту, для
якого маємо самоузгоджене рiвняння
η =
∞∫
−∞
xp(x; η)dx ≡ F(η). (7.34)
Вiдмiнний вiд нуля розв’язок рiвняння (7.34) характеризує упорядкова-
ний стан, що виражається в порушеннi симетрiї системи (еквiвалентно-
стi мiнiмумiв потенцiалуUef справа та злiва вiд початку координат). На-
ближення середнього поля Кюрi–Вейса дозволяє встановити лiнiю пе-
реходу мiж несиметричною й симетричною фазами, яка визначається з
розв’язку рiвняння
dF(η)
dη η = 0
= 1. (7.35)
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7.4 Способи моделювання
Моделювання розподiленої системи проводиться на гратках iз перi-
одичними граничними умовами, що дозволяє розглядати систему у тер-
модинамiчнiй границi. Розмiр гратки L достатньо брати таким, щоб вiн
не перевищував 128× 128 точок.
Для розв’язання системи стохастичних рiвнянь може бути викори-
станий метод Ойлера
xk(t+h) = xk (t)+h
f (xk)− D2d ∑
j∈n(k)
(xk − xj) + g (xk) ζk
 , (7.36)
де ζk (t)— кольоровий шум, який моделюється процесом Орнштайна–
Уленбека:
ζ (t+ h) = ζ (t) e−
h
τ +
√√√√1− e− 2hτ
2τ
U(t+ h), ζ (0) =
√
(2τ)−1U(0),
(7.37)
〈ζ (t)〉 = 0, 〈ζ (t) ζ (t′)〉 = 1
2τ
exp
(
−|t
′ − t|
τ
)
. (7.38)
Для процесу U(t) використовуємо метод Бокса–Мюллера.
Параметр порядку обчислюється за формулою
η =
〈∣∣∣∣∣ 1L2
N∑
i=1
xi
∣∣∣∣∣
〉
, (7.39)
де верхня риска означає усереднювання за часом, а кутовi дужки— усе-
реднювання за ансамблем. Час усереднювання вибирається достатньо
великим порiвняно з часом кореляцiї самого процесу.
Обчислення сприйнятливостi проводиться згiдно з алгоритмом
S =
〈(
1
L2
N∑
i=1
xi
)2
− η2
〉
. (7.40)
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Обчислення кореляцiйних функцiй за простором та часом проводи-
ться за такими формулами:
C (n) =
〈xixi+n〉 − 〈xi〉〈xi+n〉〈
x2i
〉 − 〈xi〉2 , (7.41)
C (t) =
〈x (t+ t′)x (t′)〉 − 〈x (t)〉2
〈x2 (t)〉 − 〈x (t)〉2 . (7.42)
7.5 Iндукованi шумом фазовi переходи у синергетичнiй
системi
Застосуємо вищевикладений формалiзм до системиЛоренца, що па-
раметризується полями x(r, t), h(r, t) та (r, t) з урахуванням шумiв ко-
жного з них [66]:
txx˙ = (−x+ axh) +Dx∆x+ σxζx(r, t),
thh˙ = (−h+ ahx) +Dh∆h+ σhζh(r, t),
t˙ = [(e − )− axh] +D∆+ σ(r, t),
(7.43)
де амплiтуди шумiв задаються величинами σx, σh та σ. Будемо вважати
шуми гаусiвськими:
〈ζµ(r, t)〉 = 0, 〈ζµ(r, t)ζν(r′, t′)〉 = δ(r− r′)Cµν(t− t′). (7.44)
Тут кореляцiйнi функцiї вибираються у найпростiшому виглядi
Cµν(t− t′) = v
τµν
exp
(
−|t− t
′|
τµν
)
, (7.45)
де v — характерний об’єм кореляцiї, iндекси µ, ν зводяться до набору
{x, h, }, у якому величини τµµ визначають часи автокореляцiї вiдповiд-
них шумiв, а τµν з µ 6= ν — масштаби крос-кореляцiї.
Розглянемо випадок однiєї повiльної моди x, коли у рiвняннях (7.43)
можна припуститиDh = D = 0, опускаючи iндекс у ненульового пара-
метра D ≡ Dx. Перейдемо до безрозмiрних величин, вимiрюючи час t у
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масштабi у tx, параметр порядку x— у (aha)−1/2, спряжене поле h—
у (a2xaha)
−1/2, керуючий параметр — у (axah)−1, iнтенсивностi шумiв
σ2x, σ
2
h та σ
2
 — у масштабах (aha)
−1, (a2xaha)−1 та (axah)−2 вiдповiдно.
Тодi умова адiабатичностi
tx  th, t
приводить до виразу для спряженого поля
h = e
x
1 + x2
+
σhζh(r, t) + σxζ(r, t)
1 + x2
. (7.46)
Пiдставляючи (7.46) у перше рiвняння системи (7.43), одержуємо
x˙ = f(x) +D∆x+ σµgµ(x)ζµ(r, t), (7.47)
де повторення iндексу µ означає пiдсумовування за шумами, детермiнi-
стична сила f(x) = −∂V (x)∂x визначається синергетичним потенцiалом
V (x) =
1
2
[
x2 − e ln(1 + x2)
]
, (7.48)
а мультиплiкативнi функцiї мають вигляд
gx = 1, gh = (1 + x2)−1, g = x(1 + x2)−1. (7.49)
Розвинення потенцiалу (7.48) у ряд
V (x) ' 1− e
2
x2 +
e
4
x4
приводить рiвняння Ланжевена (7.47) до форми Гiнзбурга-Ландау, до-
повненої двома шумами. Знайдена модель задовольняє положення, що
флуктуацiї керуючого параметра завжди приводять до виникнення муль-
типлiкативного шуму. Його характерна особливiвсть полягає у тому, що
флуктуацiї керуючого параметра мають сингулярний характер, оскiль-
ки при x = 0 їхня амплiтуда (7.49) стає тривiальною. За вiдсутностi
флуктуацiй спряженого поля це приводить до виникнення поглинаючо-
го стану при x = 0, оскiльки тривiальними стають як амплiтуда шуму
g(x = 0) = 0, так i детермiнiстична сила f(x = 0) = 0.
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Аналiз поведiнки системи з одним кольоровим шумом грунтується
на методi унiфiкованої апроксимацiї, що доповнена наближенням тео-
рiї середнього поля. Їхнє застосування дозволяє подати лапласiан си-
лою мiжчастинкової взаємодiї fη(x) = D(η − x), де параметр порядку
η ≡ 〈x〉 визначається умовою самоузгодження. У результатi приходимо
до стохастичного диференцiального рiвняння
γη(x)dx = [f(x) + fη(x)]dt+ g(x)dW (t), (7.50)
деW (t)— вiнерiвський процес,
γη(x) ≡ 1− τ [f(x) + fη(x)] ∂
∂x
ln
[
f(x) + fη(x)
g(x)
]
, (7.51)
τ — час автокореляцiї процесу ζ(t) (iндекс шуму опущено).
Застосовуючи диференцiал Iто, надамо рiвнянню (7.50) стандартно-
го вигляду рiвняння Ланжевена
x˙ = φη(x) + ϕη(x) + σ%η(x)ξ(t) (7.52)
з бiлим шумом ξ(t) = dW (t)/dt, який розумiється у сенсi Iто. Перенор-
мована сила задається виразом
φη(x) =
f(x) + fη(x)
γη(x)
, (7.53)
а iндукований шумом дрейф та мультиплiкативна функцiя є такими:
ϕη(x) = −σ
2
2
%2η(x)
∂
∂x
ln γη(x), %η(x) =
g(x)
γη(x)
. (7.54)
Рiвняння Ланжевена (7.52) вiдповiдає рiвнянню Фоккера-Планка
∂
∂t
pη(x, t) =
∂
∂x
{
− [φη(x) + ϕη(x)] + σ
2
2
∂
∂x
%2η(x)
}
pη(x, t). (7.55)
Стацiонарний розподiл має квазiгiбсiвську форму
pη(x) = Z−1η exp
[
−Uη(x)
σ2
]
, (7.56)
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Рисунок 7.1— Чисельний розв’язок рiвнянняЛанжевена— типовий хiд ево-
люцiї у розподiленiй системi
де Zη — стала нормування, а ефективний синергетичний потенцiал за-
дається виразом
Uη(x) = σ2 ln
[
g2(x)
γη(x)
]
− 2
∫
f(x) + fη(x)
g2(x)
γη(x)dx. (7.57)
Величина параметра порядку η визначається розв’язком рiвняння само-
узгодження.
Типова картина еволюцiї стохастичної системи подана на рис.7.1, де
iз початкової неупорядкованої конфiгурацiї система переходить до упо-
рядкованого стану, де утворюються двi фази (бiла з позитивним значе-
нням x та чорна з негативним значенням x), якi визначають параметр
порядку та хiд упорядкування.
7.5.1 Вплив кореляцiй адитивного шуму
У разi адитивного кольорового шуму g0x = 1, σh = σ = 0. Для ви-
значення областi стiйкостi неупорядкованого стану лiнiйне наближення
для фур’є-образу xk(t) =
∫
x(r, t)e−ikrdr, усередненого за реалiзацiями
шуму, дає
〈x˙k(t)〉 = (e − 1−D|k|2)〈xk(t)〉. (7.58)
Звiдси випливає, що розв’язок 〈xk〉 = 0 стає нестiйким за умови
e > 1 +D|k|2.
Вона означає, що неоднорiднiсть розподiлу параметра порядку пiдви-
щує критичне значення керуючого параметра e, сприяючи стабiлiзацiї
неупорядкованої фази.
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Рисунок 7.2— Фазова дiаграма системи з адитивним шумом при σ2x = 9.0.
Упорядкована фаза знаходиться в областi над поверхнею
Ефективний синергетичний потенцiал (7.57), що задає стацiонарний
розподiл p(x; η), подається сумою
Uη(x) = Us(x) + Ua(x) (7.59)
симетричної Us(x) та асиметричної Ua(x) складових:
Us(x) =(1 +D2)(1 + τx)x2 +
eτx
1 + x2
[
2(1 +D) + e
x2
1 + x2
]
−
− σ2x ln
[
1 + τx(1 +D) + eτx
x2 − 1
(x2 + 1)2
]
− e ln(1 + x2),
(7.60)
Ua(x) = −2Dη
[
1 + τx(1 +D) +
τxe
1 + x2
]
x. (7.61)
Розв’язки рiвняння станiв (7.35), що вiдповiдає границi упорядкува-
ння η = 0, подано на рис.7.2. Iз нього випливає, що зростання параметра
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просторової взаємодiїD приводить до розширення областi упорядкува-
ння за рахунок спадання критичного значення керуючого параметра e.
Характерно, що при великих значеннях D зростання часу автокореля-
цiї τx посилює тенденцiю до упорядкування, тодi як спаданняD, навпа-
ки, приводить до реверсивного переходу. Найбiльш яскраво це прояв-
ляється на рис.7.3, де показана залежнiсть η(e, τx). Iз рисунка бачимо,
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Рисунок 7.3— Залежнiсть параметра порядку η вiд керуючого параметра e
та часу автокореляцiї шуму τx приD = 1.0, σ2x = 9.0
що процес упорядкування потребує величин керуючого параметра e,
якi перевищують критичне значення, починаючи з якого збiльшення ча-
су автокореляцiї приводить спочатку до зростання параметра порядку, а
далi— до його спадання. При цьому збiльшення e сприяє розширенню
iнтервалу значень τx, у якому спостерiгається процес упорядкування.
Чисельне моделювання такої системи пiдтверджує iснування ревер-
сивних фазових переходiв (див. рис.7.4). Дiйсно, згiдно з висновком
про наявнiсть реверсивних перетворень залежнiсть η(τx) проявляє ку-
полоподiбну форму. При цьому сприйнятливiсть S(τx) має характер-
нi пiки, якi означають критичне зростання флуктуацiй моди x в околi
границь упорядкування [27]. Даний висновок пiдтверджується виглядом
просторових та часових кореляцiйних функцiй C(i) = 〈xj(t)xj+i(t)〉,
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Рисунок 7.4— Залежнiсть параметра порядку η та сприйнятливостi S вiд ча-
су автокореляцiї адитивного шуму τx виконувалася на дво-
вимiрнiй квадратнiй гратцi розмiром L = 64 при D = 1.0,
σ2x = 9.0, e = 4.5 (ромби); D = 1.0, σ
2
x = 9.0, e = 4.0
(квадрати) иD = 0.7, σ2x = 9.0, e = 4.0 (кола))
(a) (б)
Рисунок 7.5— Просторова (а) та часова (б) кореляцiйнi функцiї при значен-
нях D = 1.0, e = 4.5, σ2x = 9.0. Кривi 1 та 2 побудованi в
околi точок фазового переходу τx = 0.1 та τx = 0.8; кривi 3
одержанi у промiжнiй областi упорядкованої фази (τx = 0.5)
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C(t) = 〈xi(t)xi(0)〉, поданих на рис.7.5. Iз них випливає, що в околi пря-
мого та зворотного фазових переходiв просторово-часовi кореляцiї ма-
ють дальнодiючий характер, який вiддзеркалює перехiд системи у кри-
тичний режим.
Таким чином,за наявностi адитивного кольорового шуму синергети-
чна система зазнає реверсивного фазового переходу, властивого нерiв-
новажним системам.
7.5.2 Вплив кореляцiй шуму спряженого поля
Для системи iз шумом спряженого поля для фур’є-образу параметра
порядку у лiнiйному наближеннi маємо таке рiвняння:
〈x˙k(t)〉 = λk〈xk(t)〉 (7.62)
де iнкремент
λk ≡ {(1− 4σ2hτh)e − [1 + 2σ2h(1− τh)]} −D|k|2. (7.63)
Неупорядкована фаза втрачає стiйкiсть за умови
e >
[1 + 2σ2h(1− τh)] +D|k|2
1− 4σ2hτh
, (7.64)
згiдно з якою мультиплiкативний шум спряженого поля змiщує крити-
чне значення керуючого параметра в область великих значень e, стабi-
лiзуючи неупорядковану фазу. Вплив часу автокореляцiї τh стає бiльш
складним.
Ефективний синергетичний потенцiал (7.57) має такi симетричну та
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асиметричну складовi:
Us(x) =
1
3
(1 +D) [1 + 3τh(1 +D)]x6+
+
1
2
{
(1 +D) + (1 +D − e)[1 + 4τh(1 +D)] + 2τhD2η2
}
x4+
+
{
(1 +D − e)[1 + τh(D + 1− e)] + 2τhD2η2
}
x2−
− 2σ2h ln(1 + x2)−
−σ2h ln
{
[1 + 3τh(1 +D)]− τh [e + 2(1 +D)] + 4Dηx1 + x2
}
,
(7.65)
Ua(x) = −25 {[1 + 3τh(1 +D)] + 2τhD(1 +D)η}x
5−
− 2
3
Dη {2[1 + 3τh(D + 1)]− 3τhe]}x3−
− 2Dη [1 + τh(D + 1− e)]x.
(7.66)
Розглянемо фазовi дiаграми, поданi на рис.7.6. Iз рис.7.6а бачимо
що, на вiдмiну вiд адитивного шуму, флуктуацiї спряженого поля приво-
дять до реверсивного фазового переходу при малих значеннях часу ав-
токореляцiї τh та iнтенсивностi флуктуацiй σ2h. При цьому область упо-
рядкованої фази обмежена знизу та зверху як вздовж осi керуючого па-
раметра e, так i по осi параметраD (див. криву 1). Несуттєве пiдвище-
ння τh (крива 2) сприяє розширенню областi упорядкування при змiнi e
та D. Зростання iнтенсивностi шуму приводить до розширення областi
iснування упорядкованої фази (крива 3). Рис.7.6б показує, що велика
iнтенсивнiсть шуму пригнiчує упорядкування при малих e, вiддаляю-
чи на нескiнченнiсть верхню межу розупорядкування при малих τh. То-
му при короткочасовiй кореляцiї шуму зростання керуючого параметра
приводить до єдиного переходу до упорядкованого стану (крива 1). Спа-
дання iнтенсивностi шуму σ2h та зростання параметра взаємодiї D роз-
ширює область упорядкування у такий спосiб, що вздовж осi e перехiд є
реверсивним, а зростання τh приводить лише до розупорядкування (див.
кривi 2, 3).
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Рисунок 7.6— Фазовi д аграми системи з шумом спряженого поля. Кривi 1,
2, на полi (a) вiдповiдають τh = 0.01, σ2h = 1.0; τh = 0.07,
σ2h = 1.0; τh = 0.07, σ
2
h = 1.96. На полi (б) кривi 1, 2, 3
вiдповiдають σ2h = 1.96, D = 0.9; σ
2
h = 1.0, D = 0.9 ;
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Рисунок 7.7— Залежнiсть параметра порядку вiд часу автокореляцiї шуму
спряженого поля та e приD = 1.2, σ2h = 1.0
Картина реверсивного фазового переходу iлюструється на залежно-
стi параметра порядку η вiд часу автокореляцiї τh та керуючого параме-
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Рисунок 7.8— Залежнiсть параметра порядку η та сприйнятливостi S вiд ке-
руючого параметра e у випадкушуму спряженого поля, одер-
жана чисельним моделюванням на квадратнiй гратцi лiнiйним
розмiром L = 64. Прийнято σ2h = 4.0, τh = 0.2; квадрати
вiдповiдаютьD = 2.0, кола—D = 1.0, ромби—D = 0.7
тра e на рис.7.7. Iз нього випливає, що зростання часу τh сприяє моно-
тонному спаданню параметра порядку, тодi як при збiльшеннi e спосте-
рiгається реверсивний перехiд.
Проведений аналiз пiдтверджується результатами чисельного екс-
перименту на рис.7.8. Бачимо, що параметр порядку η вiдрiзняється вiд
нуля в областi керуючого параметра, обмеженого нижньою та верхньою
межами, в околi яких спостерiгається аномальне зростання сприйня-
тливостi S. При цьому просторова та часова кореляцiйнi функцiї пово-
дяться аналогiчно до випадку адитивних флуктуацiй.
7.5.3 Вплив шуму керуючого параметра
Особливiсть цього випадку полягає у тому, що амплiтуда флуктуацiй
керуючого параметра g(x) = x(1+x2)−1 набуває нульового значення у
точцi x = 0, завдяки чому виникає поглинальний стан, який порушує ер-
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годичнiсть системи. У результатi її еволюцiя визначається конкуренцiєю
процесiв втрати ергодичностi та упорядкування.
У лiнiйному режимi змiна параметра порядку задається рiвнянням
(7.62) з iнкрементом
λk = (e − 1 + σ2 )−D|k|2, (7.67)
iз якого випливає, що неупорядкована фаза втрачає стiйкiсть за умови
e > (1− σ2 ) +D|k|2. (7.68)
На вiдмiну вiд попереднього випадку така умова означає, що мультиплi-
кативний шум керуючого параметра зменшує критичне значення e.
В околi поглинального стану x = 0 стацiонарний розподiл (7.56) має
таку асимптотику:
p(x) = Ax−α, α ≡ 3 + 21 +D − e
σ2
, (7.69)
де стала нормування A 6=∞ за умови
e > 1 +D + σ2 . (7.70)
У протилежному випадку розподiл (7.56) набуває δ-подiбного доданка,
що спричиняє конденсацiю станiв стохастичної системи на поглинальнiй
границi x = 0 [32]. Така конденсацiя приводить до втрати ергодичностi
та пригнiчення дальнього порядку.
Зi змiною параметрiв e, D, σ2 , яка забезпечує умову (7.70), погли-
нальна границя x = 0 стає притягуючою.При цьому густина ймовiрностi
подається аналiтичною залежнiстю (7.56), яка не має δ-подiбної осо-
бливостi i тому стає можливим виникнення упорядкованої фази. Дiйсно,
рис.7.9 показує, що при зростаннi керуючого параметра e, коли ви-
конується умова (7.70), система переходить iз поглинального стану до
неупорядкованого. Iз подальшим збiльшенням параметра e стохасти-
чна змiнна має ненульовий момент 〈x〉 ≡ η, який означає виникнення
упорядкованого стану. Таким чином, особливiсть системи iз шумом ке-
руючого параметра полягає у наявностi двох типiв переходiв: перший
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Рисунок 7.9— Фазова дiаграма системи iз шумом керуючого параметра при
τ = 0.01. Кривi 1, 2 побудованi при σ2 = 1.0 та σ
2
 = 0.49.
Суцiльнi лiнiї вiдповiдають фазовому переходу, пунктирнi —
виникненню поглинальної границi
Рисунок 7.10— Залежнiсть параметра порядку η вiд D при e = 4.0. Кривi
1, 2, 3 побудованi при τ = 0.01, σ2 = 0.96; τ = 0.01,
σ2 = 1.0; τ = 0.15, σ
2
 = 1.0
пов’язаний зi змiною характера границi процесу; другий — iз фазовим
переходом, iндукованим шумом.
Як бачимо з рис.7.9, перехiд до упорядкованого стану проявляє ре-
версивний характер при змiнi параметра мiжчастинкової взаємодiї D.
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Це пiдтверджується рис.7.10, iз якого випливає, що параметр порядку
набуває ненульових значень лише у двократно обмеженiй областi зна-
чень D. Порiвняння кривих 1 та 2 показує, що спадання iнтенсивностi
шуму σ2 приводить до збiльшення параметра порядку η у всiй областi
значень параметра D, тодi як зростання часу автокореляцiї τ змiщає
область упорядкування у бiк малихD (пор. кривi 2 та 3).
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