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FROM CONJUGACY CLASSES IN THE
WEYL GROUP TO UNIPOTENT CLASSES
G. Lusztig
Introduction
0.1. Let G be a connected reductive algebraic group over an algebraically closed
field k of characteristic p ≥ 0. Let G be the set of conjugacy classes in G. Let
G be the set of unipotent conjugacy classes in G. Let W be the set of conjugacy
classes in the Weyl groupW of G. In [KL] a (conjecturally injective) map G −→W
was defined, assuming that k = C; the definition in [KL] was in terms of the Lie
algebra of G with scalars extended to the power series field C((ǫ)). (The idea that
a relationship between G and W might exist appeared in Carter’s paper [Ca].) In
this paper, developing an idea in [L6], we define a surjective map Φ : W −→ G.
Our definition of Φ is not in terms of the Lie algebra but in terms of the group and
it works in any characteristic (but for the purposes of this introduction we assume
that p is not a bad prime for G). More precisely, we look at the intersection of a
Bruhat double coset of G with various unipotent conjugacy classes and we select
the minimal unipotent class which gives a nonempty intersection. (We assume
that the Bruhat double coset corresponds to a Weyl group element which has
minimal length in its conjugacy class.) The fact that such a procedure might
work is suggested by the statement in Steinberg [St, 8.8] that the Bruhat double
coset corresponding to a Coxeter element of minimal length intersects exactly one
unipotent class (the regular one), by the result in Kawanaka [Ka] that the regular
unipotent class of G intersects every Bruhat double coset, and by the examples
in rank ≤ 3 given in [L6]. But the fact that the procedure actually works is
miraculous. In this paper the proof is given separately for classical groups; for
exceptional groups the desired result is reduced, using the representation theory
of reductive groups over a finite field, to a computer calculation, see 1.2. I thank
Gongqin Li for doing the programming involved in the calculation.
0.2. Here is some notation that we use in this paper. Let ZG be the centre of G.
Let B be the variety of Borel subgroups of G. Let W be a set indexing the set
of orbits of G acting on B × B by g : (B,B′) 7→ (gBg−1, gB′g−1). For w ∈ W
we write Ow for the corresponding G-orbit in B × B. Define l : W −→ N by
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l(w) = dimOw − dimB. Let S = {s ∈ W; l(s) = 1}. There is a unique group
structure on W such that s2 = 1 for all s ∈ S and such that
w ∈W, w′ ∈W, (B1, B2) ∈ Ow, (B2, B3) ∈ Ow′ , l(ww′) = l(w) + l(w′) =⇒
(B1, B3) ∈ Oww′ .
Then W, S is a finite Coxeter group with length function l (the Weyl group of G).
LetW be the set of conjugacy classes inW. For any C ∈W let dC = minw∈C l(w)
and let Cmin = {w ∈ C; l(w) = dC}. For any w ∈W let
Bw = {(g, B) ∈ G× B; (B, gBg−1) ∈ Ow}.
(This variety enters in an essential way in the definition of character sheaves on
G.) We have a partition Bw = ⊔γ∈GBγw where
Bγw = {(g, B) ∈ Bw; g ∈ γ}.
Note that G and Gad := G/ZG act on Bw and on B
γ
w (for γ ∈ G) by x : (g, B) 7→
(xgx−1, xBx−1), xZG : (g, B) 7→ (xgx−1, xBx−1). For γ ∈ G,C ∈ W we write
C ⊣ γ if Bγw 6= ∅ for some/any w ∈ Cmin. (The equivalence of some/any follows
from 1.2(a), using [GP, 8.2.6(b)].) For γ ∈ G we denote by γ¯ the closure of γ in
G.
For any J ⊂ S let WJ be the subgroup of W generated by J . We say that
C ∈W is elliptic if C ∩WJ = ∅ for any J $ S. Let
Wel = {C ∈W;C elliptic}.
If P is a parabolic subgroup of G there is a unique subset J ⊂ S (said to be the
type of P ) such that
{w ∈W; (B,B′) ∈ Ow for some B ⊂ P,B′ ⊂ P} = WJ .
For an integer σ we define κσ ∈ {0, 1} by σ = κσ mod 2. For two integers a, b
we set [a, b] = {c ∈ Z; a ≤ c ≤ b}. The cardinal of a finite set X is denoted by
|X | or by ♯(X). For g ∈ G, Z(g) denotes the centralizer of g in G. Let Ccox be
the conjugacy class in W that contains the Coxeter elements. For any parabolic
subgroup P of G let UP be the unipotent radical of P .
0.3. Let C ∈W. Consider the following property:
ΠC . There exists γ ∈ G such that C ⊣ γ and such that if γ′ ∈ G and C ⊣ γ′
then γ ⊂ γ¯′.
Note that if ΠC holds then γ is uniquely determined; we denote it by γC .
We state our main result.
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Theorem 0.4. Assume that p is not a bad prime for G. Then
(i) ΠC holds for any C ∈W;
(ii) the map W −→ G, C 7→ γC is surjective.
0.5. Recall that γ ∈ G is distinguished if for some/any g ∈ G, g is not contained
in a Levi subgroup of a proper parabolic subgroup of G. In 1.1 it is shown how
Theorem 0.4 can be deduced from the following result.
Proposition 0.6. Assume that p is not a bad prime for G. Then
(i) ΠC holds for any C ∈Wel;
(ii) the map Wel −→ G, C 7→ γC is injective and its image contains all distin-
guished unipotent classes of G.
The following result provides an alternative definition for the the map in 0.6(ii).
Theorem 0.7. Assume that p is not a bad prime for G. Let C ∈ Wel. Let
w ∈ Cmin.
(a) If γ ∈ G and Bγw 6= ∅ then dimZ(g)/ZG ≤ dC for some/all g ∈ γ.
(b) There is a unique unipotent class γ in G such that Bγw 6= ∅ and
dimZ(g)/ZG = dC for some/all g ∈ γ.
(c) The class γ in (b) depends only on C, not on w. It coincides with γC in
0.6(ii).
This follows from results in §5.
0.8. This paper is organized as follows. Section 1 contains some preparatory ma-
terial. In Section 2 we define a particular class of reduced decompositions for
certain elliptic elements of W. To such a decomposition we attach a unipotent
element in G. We study this element in several cases arising from classical groups.
This provides one of the ingredients in the proof of 0.6 for classical groups. (It
might also provide an alternative definition for our map W −→ G, see the con-
jecture in 4.7.) In Section 3 we complete the proof of 0.6 for classical groups.
In Section 4 we extend our results to arbitrary characteristic. In 4.3 we give an
explicit description of the restriction of the map Φ : W −→ G to Wel for various
almost simple G. In §5 we associate to any C ∈ Wel a collection of conjugacy
classes in G, said to be C-small classes: the conjugacy classes γ ∈ G of minimum
dimension such that C ⊣ γ; we also verify 0.7.
0.8. For earlier work on the intersection of Bruhat double cosets with conjugacy
classes in G see [EG]. (I thank Jiang-Hua Lu for this reference.)
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1. Preliminaries
1.1. We show how 0.4 can be proved assuming that 0.6 holds when G is replaced
by any Levi subgroup of a parabolic subgroup of G. Let C ∈W. If C ∈Wel then
the result follows from our assumption. We now assume that C is not elliptic.
We can find J $ S and an elliptic conjugacy class D of the Weyl group WJ such
that D = C ∩WJ . Let P be a parabolic subgroup of G of type J . Let L be
a Levi subgroup of P . Let γD be the unipotent class of L associated to D by
0.6(i) with G,W replaced by L,WJ . Let γ be the unipotent class of G containing
γD. Let g ∈ γ, w ∈ D. Note that some G-conjugate g′ of g is contained in L.
We can find Borel subgroups B,B′ of P such that (B,B′) ∈ Ow, B′ = g′Bg′−1.
Thus Bγw 6= ∅. Now let γ′ be a unipotent class of G such that Bγ
′
w′ 6= ∅ for some
w′ ∈ Cmin. We have Cmin ∩D 6= ∅ (see [GP, 3.1.14]) hence we can assume that
w′ ∈ D. We can find (B,B′) ∈ Ow′ and g′ ∈ γ′ such that B′ = g′Bg′−1. Replacing
B,B′, g′ by xBx−1, xB′x−1, xg′x−1 for some x ∈ G we see that we can assume
that B ⊂ P and then we automatically have B′ ⊂ P that is g′Bg′−1 ⊂ P . We
have also g′Bg′−1 ⊂ g′Pg′−1 hence g′Pg′−1 = P that is, g′ ∈ P . We have g′ = g′1v
where g′1 ∈ L is unipotent and v ∈ UP . We can find a one parameter subgroup
λ : k∗ −→ ZL such that λ(t)vλ(t−1) converges to 1 when t ∈ k∗ converges to 0.
Then λ(t)g′λ(t)−1 = g′1λ(t)vλ(t)
−1 converges to g′1 when t ∈ k∗ converges to 0.
Thus g′1 is contained in the closure of γ
′. Hence the L-conjugacy class of g′1 is
contained in the closure of γ′. Note also that B′ = g′1Bg
′
1
−1. Using the definition
of γD we see that γD is contained in the closure of the L-conjugacy class of g
′
1.
Hence γD is contained in the closure of γ
′ and γ is contained in the closure of γ′.
We see that γ has the property stated in ΠC . This proves 0.4(i) (assuming 0.6(i)).
The previous argument shows that γC is the unipotent class of G containing
the unipotent class γD of L. Thus C 7→ γC is determined in a simple way from
the knowledge of the maps D 7→ γD in 0.6 corresponding to various L as above.
Now let γ ∈ G. We can find a parabolic subgroup P of G with Levi subgroup L
and a distinguished unipotent class γ1 of L such that γ1 ⊂ γ. Let J be the subset
S such that P is of type J . By 0.6(ii) we can find an elliptic conjugacy class D
of WJ such that γD = γ1 (where γD is defined in terms of L,D). Let C be the
conjugacy class in W that contains D. By the arguments above we have γC = γ.
This proves 0.4(ii) (assuming 0.6).
1.2. To prove Proposition 0.6 we can assume that G is almost simple. Moreover
for each isogeny class of almost simple groups it is enough to prove 0.6 for one
group in the isogeny class and 0.6 will be automatically true for the other groups
in the isogeny class.
Note that if C = Ccox (recall that C ∈Wel) then ΠC follows from a statement
in [St, 8.8]; in this case γC is the regular unipotent class. If G is almost simple of
type An then C as above is the only element of Wel and the only distinguished
unipotent class is the regular one so that in this case 0.6 follows.
If G is almost simple of type Bn, Cn or Dn then we can assume that G is as in
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1.3. The proof of 0.6 in these cases is given in 3.7-3.9.
In the remainder of this subsection we assume that k is an algebraic closure of a
finite field Fq with q elements. We choose an Fq-split rational structure on G with
Frobenius map F : G −→ G. Now F induces a morphism B −→ B denoted again by
F . Note that the finite group GF acts transitively on the finite set BF (the upper
script denotes the set of fixed points). Hence GF acts naturally on the Q¯l-vector
space F of functions BF −→ Q¯l. (Here l is a fixed prime number such that l 6= 0
in k.) For any w ∈ W we denote by Tw : F −→ F the linear map f 7→ f ′ where
f ′(B) =
∑
B′∈BF ;(B,B′)∈Ow
f(B′). Let Hq be the subspace of End(F) spanned by
Tw(w ∈W); this is a subalgebra of End(F) and the irreducible Hq-modules (up to
isomorphism) are in natural bijection Eq ↔ E with IrrW, the set of irreducibleW-
modules over Q¯l (up to isomorphism) once
√
q has been chosen. Moreover we have
a canonical decomposition F = ⊕E∈IrrWEq ⊗ ρE (as a (Hq, GF )-module) where
ρE is an irreducible representation of G
F . Now let γ be an F -stable G-conjugacy
class in G. Then Bγw has a natural Frobenius map (g, B) 7→ (F (g), F (B)) denoted
again by F . We compute the number of fixed points of F : Bγw −→ Bγw:
|(Bγw)F | =
∑
g∈γF
♯(B ∈ BF ; (B, gBg−1) ∈ Ow}
=
∑
g∈γF
tr(gTw : F −→ F) =
∑
g∈γF
∑
E∈IrrW
tr(Tw, Eq)tr(g, ρE).(a)
For any y ∈W let Rθ(y) be the virtual representation of GF defined in [DL, 1.9]
(θ as in [DL, 1.8]). We have ρE = |W|−1
∑
y∈W(ρE : R
1(y))R1(y) + ξE where
ξE is a virtual representation of G
F orthogonal to each Rθ(y) and (ρE : R
1(y))
denotes multiplicity. Using the equality
(b)
∑
g∈γF
tr(g, ξE) = 0
(verified below) we deduce that
|(Bγw)F | =
∑
g∈γF
∑
E∈IrrW
tr(Tw, Eq)|W|−1
∑
y∈W
(ρE : R
1(y))tr(g, R1(y)).
For any E′ ∈ IrrW we set RE′ = |W|−1
∑
y′∈W tr(y
′, E′)R1(y′) so that R1(y) =∑
E′∈IrrW tr(y, E
′)RE′ . We have
|(Bγw)F |
=
∑
g∈γF
∑
E,E′,E′′∈IrrW
tr(Tw, Eq)|W|−1
∑
y∈W
tr(y, E′)tr(y, E′′)(ρE : RE′)tr(g, RE′′).
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Hence
(c)
|(Bγw)F | = |W|−1
∑
E,E′∈IrrW,y′∈W,g∈γF
tr(Tw, Eq)(ρE : RE′)tr(y
′, E′)tr(g, R1(y′)).
We now verify (b). Let A be the vector space of GF -invariant invariant functions
GF −→ Q¯l. Let A0 be the subspace of A spanned by the functions fθ(y) (the
character of Rθ(y)) for various y, θ. Let χ ∈ A be the characteristic function of
the subset γF of GF . We must show that if f ∈ A is orthogonal to A0 then it is
orthogonal to χ. It is enough to show that χ ∈ A0. If G is a classical group or if
p is not a bad prime for G, this follows from results in [L3,L4]; in the general case
it is proved by M. Geck [Ge], using results in [L3,L4,Sh].
Now assume that G is adjoint of exceptional type, that p is not a bad prime for
G, that γ ∈ G and that w ∈ Cmin where C ∈Wel. We also assume that q − 1 is
sufficiently divisible. Then (c) becomes
|(Bγw)F | = |W|−1
∑
AE,CφE,E′aE′,C′dC′,C′′Q(C
′′, γ0)D(γ0, γ
′
0)P (γ
′
0, γ)
where the sum is taken over all E,E′ in IrrW, C′, C′′ in W, γ0, γ
′
0 in G0 and the
notation is as follows.
G
0
is the set of GF -conjugacy classes of unipotent elements in GF . For γ0 ∈
G
0
, γ′ ∈ G we set Dγ0,γ′ = |γ0| if γ0 ⊂ γ′ and Dγ0,γ′ = 0 if γ0 6⊂ γ′. For
C′, C′′ ∈ W we set dC′,C′′ = |C′| if C′ = C′′ and dC′,C′′ = 0 if C′ 6= C′′. For
C′ ∈ W, E ∈ IrrW we set AE,C′ = tr(Tz, Eq), aE,C′ = tr(z, E) where z ∈ C′min.
(Note that AE,C′ is well defined by [GP, 8.2.6(b)].) For E,E
′ ∈ IrrW let φE,E′ =
(ρE : RE′). For γ0 ∈ G0 and C ∈W let QC,γ0 = tr(g, R1(y)) where g ∈ γ0, y ∈ C.
Thus |(Bγw)F | is |W|−1 times the (C, γ) entry of the matrix which is the product
of matrices
t(AE,C)(φE,E′)(aE′,C′)(dC′,C′′)(QC′′,γ0)(Dγ0,γ).
Each of these matrices is explicitly known. The matrix (AE,C′) is known from
the works of Geck and Geck-Michel (see [GP, 11.5.11]) and is available through
the CHEVIE package; the matrix (dC′,C′′) is available from the same source. The
matrix (aE,C′) is the specialization q = 1 of (AE,C′). The matrix φE,E′ has as
entries the coefficients of the ”nonabelian Fourier transform” in [L2, 4.15]. The
matrix (QC′′,γ0) is the matrix of Green functions, known from the work of Shoji
and Beynon-Spaltenstein. I thank Frank Lu¨beck for providing tables of Green
functions in GAP-format and instructions on how to use them; these tables can
now be found at [Lu¨]; the matrix (Dγ0,γ′) can be extracted from the same source.
Thus |(Bγw)F | can be obtained by calculating the product of six (large) explicitly
known matrices. The calculation was done using the CHEVIE package, see [Ch].
It turns out that |(Bγw)F | is a polynomial in q with integer coefficients. Note that
Bγw 6= ∅ if and only if |(Bγw)F | 6= 0 for sufficiently large q. Thus the condition that
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C ⊣ γ can be tested. This can be used to check that 0.6 holds in our case. (This
method is a simplification of the method in [L6, 1.5].)
From the explicit calculations above we see that the following hold when C is
elliptic:
(d) If γ = γC , w ∈ Cmin, then |(Bγw)F |/|GF | is a polynomial in q with constant
term 1. If C ⊣ γ, w ∈ Cmin but γ 6= γC , then |(Bγw)F |/|GF | is a polynomial in q
with costant term 0. If w ∈ Cmin, the sum
∑
γ∈G |(Bγw)F |/|GF | is a palindromic
polynomial in q of the form 1 + · · ·+ ql(w)−r (r is the rank of Gad); the constant
term 1 comes from γ = γC and the highest term q
l(w)−r comes from the regular
unipotent class.
We now see that 0.6 holds. The correspondence C 7→ γC for C ∈Wel is described
explicitly in 4.3.
We expect that (d) also holds for classical types.
1.3. Let V be a k-vector space of finite dimension n ≥ 3. We set κ = κn. Let
n = (n − κ)/2. Assume that V has a fixed bilinear form (, ) : V × V −→ k and a
fixed quadratic form Q : V −→ k such that (i) or (ii) below holds:
(i) Q = 0, (x, x) = 0 for all x ∈ V , V ⊥ = 0;
(ii) Q 6= 0, (x, y) = Q(x + y) − Q(x) − Q(y) for x, y ∈ V , Q : V ⊥ −→ k is
injective.
Here, for any subspace V ′ of V we set V ′⊥ = {x ∈ V ; (x, V ′) = 0}. In case (ii)
it follows that V ⊥ = 0 unless κ = 1 and p = 2 in which case dimV ⊥ = 1. An
element g ∈ GL(V ) is said to be an isometry if (gx, gy) = (x, y) for all x, y ∈ V and
Q(gx) = Q(x) for all x ∈ V . Let Is(V ) be the group of all isometries of V (a closed
subgroup ofGL(V )). A subspace V ′ of V is said to be isotropic if (, ) and Q are zero
on V ′. Let F be the set of all sequences V∗ = (0 = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vn = V )
of subspaces of V such that dimVi = i for i ∈ [0,n], Q|Vi = 0 and V ⊥i = Vn−i for
all i ∈ [0, n]. (For such V∗, Vi is an isotropic subspace for i ∈ [0, n]). Now Is(V )
acts naturally (transitively) on F .
In the remainder of this section we assume that G is the identity component of
Is(V ).
1.4. Let W be the group of permutations of [1,n] which commute with the in-
volution i 7→ n − i + 1 of [1,n]. (In particular, if κ = 1 then any permutation
in W fixes n + 1.) Let V∗, V
′
∗ be two sequences in F . As in [L5, 0.4] we define a
permutation aV∗,V ′∗ : i 7→ ai of [1,n] as follows. For i ∈ [0,n], j ∈ [1,n] we set dij =
dim(V ′i ∩ Vj)/(V ′i ∩ Vj−1) ∈ {0, 1}. For i ∈ [0,n] we set Xi = {j ∈ [1,n]; dij = 1}.
We have ∅ = X0 ⊂ X1 ⊂ X2 ⊂ . . . ⊂ Xn = [1,n] and for i ∈ [1,n] there is a unique
ai ∈ [1,n] such that Xi = Xi−1 ⊔ {ai}. Then i 7→ ai is the required permutation
of [1,n]. It belongs to W . Moreover
(a) (V∗, V
′
∗) 7→ aV∗,V ′∗ defines a bijection from the set of Is(V )-orbits on F ×F
(for the diagonal action) to W .
When κ = 0, Q 6= 0 we define W ′ as the group of even permutations in W (a
subgroup of index 2 of W ). For i ∈ [1, n − 1] define si ∈ W as a product of two
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transpositions i↔ i+1, n+1−i↔ n−i (all other entries go to themselves); define
sn ∈W to be the transposition n↔ n−n+1 (all other entries go to themselves).
Then (W, {si; i ∈ [1, n]}) is a Weyl group of type Bn. If κ = 0, Q 6= 0, we have
si ∈ W ′ for i ∈ [1, n − 1] and we set s˜i = snsisn ∈ W ′ for i ∈ [1, n− 1]; we have
s˜i = si if i < n− 1 and (W ′, {s1, s2, . . . , sn−1, s˜n−1}) is a Weyl group of type Dn.
1.5. For any V∗ ∈ F we set BV∗ = {g ∈ G; gV∗ = V∗}, a Borel subgroup of G. If
(1 − κ)Q = 0 then V∗ 7→ BV∗ is an isomorphism F ∼−→ B; for w ∈ W and V∗, V ′∗
in F such that aV∗,V ′∗ = w we have (BV∗ , BV ′∗) ∈ Of(w) for a well defined element
f(w) ∈ W and w 7→ f(w) is an isomorphism W ∼−→ W (as Coxeter groups) by
which these two groups are identified. If (1 − κ)Q 6= 0, G has two orbits on F .
Let F ′ be one of these orbits. Then V∗ 7→ BV∗ is an isomorphism F ′ ∼−→ B; for
w ∈ W ′ and V∗, V ′∗ in F such that aV∗,V ′∗ = w and V∗ ∈ F ′ we have V ′∗ ∈ F ′ and
(BV∗ , BV ′∗) ∈ Of(w) for a well defined element f(w) ∈ W. Moreover w 7→ f(w)
is an isomorphism W ′
∼−→ W (as Coxeter groups) by which these two groups are
identified.
1.6. Let Pn be the set of sequences p1 ≥ p2 ≥ · · · ≥ pσ of integers ≥ 1 such that
p1+p2+· · ·+pσ = n. Let P+n be the set of sequences p1 ≥ p2 ≥ · · · ≥ pσ in Pn such
that κσ = 0. For any r ∈ [1, σ] we set p≤r =
∑
r′∈[1,r] pr′ , p<r =
∑
r′∈[1,r−1] pr′ ,
p>r =
∑
r′∈[r+1,σ] pr′ . For p∗ ∈ Pn let wp∗ ∈W be the permutation of [1,n] given
by
1 7→ 2 7→ . . . 7→ p1 7→ n 7→ n− 1 7→ . . . 7→ n− p1 7→ 1,
p1 + 1 7→ p1 + 2 7→ . . . 7→ p1 + p2 7→ n− p1 − 1 7→ n− p1 − 2 7→ . . .
7→ n− p1 − p2 7→ p1 + 1,
. . .
p<σ + 1 7→ p<σ + 2 7→ . . . 7→ p<σ + pσ 7→ n− p<s − 1
7→ n− p<σ − 2 7→ . . . 7→ n− p<s − pσ 7→ p<σ + 1,
and, if κ = 1,
pn+1 7→ pn+1.(a)
Let Cp∗ be the conjugacy class of wp∗ in W . If (1−κ)Q = 0, then wp∗ ∈Wel and
p∗ 7→ Cp∗ is a bijection Pn ∼−→Wel. If (1−κ)Q 6= 0 and p∗ ∈ P+n then wp∗ ∈Wel;
we denote by C′p∗ the conjugacy class of wp∗ in W
′. Then p∗ 7→ C′p∗ is a bijection
P+n ∼−→Wel.
For any p1 ≥ p2 ≥ · · · ≥ pσ in Pn we define a function ψ : [1, σ] −→ {−1, 0, 1}
as follows.
(i) If t ∈ [1, σ] is odd and pt < px for any x ∈ [1, t− 1] then ψ(t) = 1;
(ii) if t ∈ [1, σ] is even and px < pt for any x ∈ [t+ 1, σ], then ψ(t) = −1;
(iii) for all other t ∈ [1, σ] we have ψ(t) = 0.
For any integer a such that 1 ≤ 2a < 2a+ 1 ≤ σ we have ψ(2a) + ψ(2a+ 1) = 0.
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(Indeed if p2a > p2a+1 then ψ(2a) + ψ(2a+ 1) = −1 + 1 = 0; if p2a = p2a+1 then
ψ(2a) + ψ(2a+ 1) = 0 + 0 = 0.) Also ψ(1) = 1. Hence
if h ∈ [1, σ] is odd, then ∑r∈[1,h] ψ(r) = 1;
if h ∈ [1, σ] is even, then ∑r∈[1,h] ψ(r) = 1 + ψ(h).
We have ψ(σ) = −1 if σ is even. Hence
(b)
∑
t∈[1,σ]
ψ(t) = κσ.
2. Excellent decompositions and unipotent elements
2.1. Let C ∈Wel and let w ∈ C. Let ρ = |S|. An excellent decomposition of w is
a sequence
s11, s
1
2, . . . , s
1
q1
, s1q1+1, s
1
q1
, . . . , s12, s
1
1, s
2
1, s
2
2 . . . , s
2
q2
, s2q2+1, s
2
q2
, . . . , s22, s
2
1, . . . ,
sρ1, s
ρ
2, . . . , s
ρ
qρ
, sρqρ+1, s
ρ
qρ
, . . . , sρ2, s
ρ
1
in S (the upper scripts are not powers) consisting of
∑
k∈[1,ρ](2qk + 1) = l(w)
terms, such that
w = (s11s
1
2 . . . s
1
q1
s1q1+1s
1
q1
. . . s12s
1
1)(s
2
1s
2
2 . . . s
2
q2
s2q2+1s
2
q2
. . . s22s
2
1) . . .
(sρ1s
ρ
2 . . . s
ρ
qρ
sρqρ+1s
ρ
qρ
. . . sρ2s
ρ
1).(a)
We sometime refer to (a) as an excellent decomposition of w. It is a reduced
expression of a special kind for w. It appears that
(b) for any C ∈ Wel, at least one element w ∈ Cmin admits an excellent
decomposition.
For example if C = Ccox then for any w ∈ Cmin any reduced expression of w
is an excellent decomposition. In particular (b) holds when G is almost sim-
ple of type An. When G is simple of type G2, the excellent decompositions
(1)(2), (121)(2), (12121)(2) account for the 3 elliptic conjugacy classes in W with
S = {1, 2}. In type F4, the excellent decompositions
(1)(2)(3)(4); (1)(232)(3)(4); (121)(323)(4)(3); (1)(2)(3234323)(4);
(4)(3)(2321232)(1); (12321)(23432)(3)(4); (2)(12321)(3234323)(4);
(2324312134232)(3)(1)(4); (432134232431234)(12321)(232)(3)
(notation of [GP, p.407]) account for the 9 elliptic conjugacy classes in W; in type
E6, the excellent decompositions
(1)(2)(3)(4)(5)(6); (1)(3)(4)(2)(454)(6); (1)(3)(4)(2345432)(6)(5);
(1)(2)(3)(432454234)(5)(6); (4354132456542314534)(2)(1)(3)(5)(6)
(notation of [GP, p.407]) account for the 5 elliptic conjugacy classes in W. Note
that some elements in Cmin might not admit an excellent decomposition (example:
the element 324312 in type F4). In 2.2, 2.3 we will verify (b) for G of type
Bn, Cn, Dn.
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2.2. Assume that notation is as in 1.3 and that (1 − κ)Q = 0. Let p∗ = (p1 ≥
p2 ≥ · · · ≥ pσ) ∈ Pn. The following is an excellent decomposition of w = w−1p∗ (see
1.6(a)) in W:
w = (sn)(sn−1) . . . (sn−pσ+1)×
(sn−pσ . . . sn−1snsn−1 . . . sn−pσ )(sn−pσ−1)(sn−pσ−2) . . . (sn−pσ−ps−1+1)×
(sn−pσ−pσ−1 . . . sn−1snsn−1 . . . sn−pσ−pσ−1)(sn−pσ−pσ−1−1)(sn−pσ−pσ−1−2)
. . . (sn−pσ−pσ−1−pσ−2)×
. . .
(sn−pσ−···−p2 . . . sn−1snsn−1 . . . sn−pσ−···−p2)(sn−pσ−···−p2−1)
(sn−pσ−···−p2−2) . . . (sn−pσ−···−p1+1).
(a)
Note that l(w) = 2
∑σ−1
v=1 vpv+1 + n. Thus w has minimal length in its conjugacy
class in W (see [GP, 3.4]). We see that 2.1(b) holds for G of type Bn or Cn.
In the case where p∗ ∈ P+n we define another excellent decomposition of w =
w−1p∗ (only the parantheses differ from the previous excellent decomposition):
w = (snsn−1 . . . sn−pσ . . . sn−1sn)(sn−1)(sn−2) . . . (sn−pσ−pσ−1+1)×
(sn−pσ−pσ−1 . . . sn−1snsn−1 . . . sn−pσ−pσ−1−pσ−2 . . . sn−1snsn−1 . . .
sn−pσ−pσ−1)(sn−pσ−pσ−1−1)(sn−pσ−pσ−1−2) . . . (sn−pσ−pσ−1−pσ−2−pσ−3+1)×
. . .
(sn−pσ−···−p3 . . . sn−1snsn−1 . . . sn−pσ−···−p2 . . . sn−1snsn−1 . . .
sn−pσ−···−p3)(sn−pσ−···−p3−1)(sn−pσ−···−p3−2) . . . (sn−pσ−···−p1+1).
(b)
2.3. Assume that notation is as in 1.3 and that (1 − κ)Q 6= 0. Let p∗ = (p1 ≥
p2 ≥ · · · ≥ pσ) ∈ P+n . The excellent decomposition 2.2(b) in W gives rise to an
excellent decomposition of w = w−1p∗ in W
′ = W:
w = (s˜n−1 . . . s˜n−pσ . . . s˜n−1)(sn−1)(sn−2) . . . (sn−pσ−pσ−1+1)×
(sn−pσ−pσ−1 . . . sn−1s˜n−1 . . . s˜n−pσ−pσ−1−pσ−2 . . . s˜n−1sn−1 . . .
sn−pσ−pσ−1)(sn−pσ−pσ−1−1)(sn−pσ−pσ−1−2) . . . (sn−pσ−pσ−1−pσ−2−pσ−3+1)×
. . .
(sn−pσ−···−p3 . . . sn−1s˜n−1 . . . s˜n−pσ−···−p2 . . . s˜n−1sn−1 . . .
sn−pσ−···−p3)(sn−pσ−···−p3−1)(sn−pσ−···−p3−2) . . . (sn−pσ−···−p1+1).
Now the length of w in W ′ is equal to the length of w in W minus σ; hence it
is 2
∑σ−1
v=1 vpv+1 + n − σ. Thus w has minimal length in its conjugacy class in
W =W ′ (see [GP, 3.4]). We see that 2.1(b) holds for G of type Dn.
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2.4. We return to the general case. We choose a Borel subgroup B of G and
a Borel subgroup B′ opposed to B. Let T = B ∩ B′, a maximal torus T of G.
Let N(T ) be the normalizer of T in G. Let U ′ = UB′ . For any s ∈ S let Ps be
the parabolic subgroup of type {s} that contains B. Note that U ′s := U ′ ∩ Ps is
isomorphic to k. Let t 7→ ys(t) be an isomorphism of algebraic groups k ∼−→ U ′s.
Let s˙ ∈ NT be an element such that (B, s˙Bs˙−1) ∈ Os.
Let C ∈ Wel and let 2.1(a) be an excellent decomposition of an element w ∈
Cmin. Let c1, c2, . . . , cρ be elements of k
∗. We set
uw = (s˙
1
1s˙
1
2 . . . s˙
1
q1
ys1q1+1
(c1)(s˙
1
q1
)−1 . . . (s˙12)
−1(s˙11)
−1)
(s˙21s˙
2
2 . . . s˙
2
q2
ys2
q2+1
(c2)(s˙
2
q2
)−1 . . . (s˙22)
−1(s˙21)
−1) . . .
(s˙ρ1s˙
ρ
2 . . . s˙
ρ
qρ
ysρqρ+1
(cρ)(s˙
ρ
qρ
)−1 . . . (s˙ρ2)
−1(s˙ρ1)
−1).(a)
We have uw ∈ U ′; thus, uw is unipotent. Since ysh
qh+1
(ch) ∈ Bs˙hqh+1B and since
2.1(a) is a reduced expression for w, we see (using properties of the Bruhat de-
composition) that
(b) (B, uwBu
−1
w ) ∈ Ow.
Much of the remainder of this section is devoted to computing uw in some cases
arising from classical groups.
2.5. Assume that notation is as in 1.3. In the remainder of this section we assume
that (κ − 1)Q = 0. We can find (and fix) a basis of V consisting of vectors
ei, e
′
i(i ∈ [1, n]) and (if κ = 1) of e0, such that (ei, e′j) = δi,j for i, j ∈ [1, n],
Q(ei) = Q(e
′
i) = 0 for i ∈ [1, n] and (if κ = 1), (ei, e0) = (e′i, e0) for i ∈ [1, n],
(e0, e0) = 2, Q(e0) = 1.
For i ∈ [1, n] let Vi be the span of e1, e2, . . . , ei and let V′i be the span of
e′1, e
′
2, . . . , e
′
i. Let B (resp. B
′) be the set of all g ∈ G such that for any i ∈ [1, n],
we have gVi = Vi (resp. gV
′
i = V
′
i). Note that B,B
′ are opposed Borel subgroups
of G.
We will sometime specify a linear map V −→ V by indicating its effect on a
part of a basis of V with the understanding that the remaining basis elements
are sent to themselves. Thus for h ∈ [1, n − 1] we define ysh(a) ∈ GL(V ) by
[eh 7→ eh + aeh+1, e′h+1 7→ e′h+1 − ae′h] (a ∈ k). In the case where κ = 0, Q = 0 we
define ysn(a) ∈ GL(V ) by [en 7→ en−ae′n], (a ∈ k). In the case where κ = 1, Q 6= 0
we define ysn(a) ∈ GL(V ) by [en 7→ en + ae0 − a2e′n, e0 7→ e0 − 2ae′n], (a ∈ k). In
both cases we have ysh(a) ∈ G. Note that for s = sh ∈ S, ysh : k −→ U ′s is as in
2.4.
Let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ Pn and let w = w−1p∗ with wp∗ as in 1.6. We
define uw as in 2.4(a) in terms of c1, c2, . . . , cρ in k
∗ and the excellent decomposition
2.2(a) of w. Let N = u−1w − 1 ∈ End(V ).
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2.6. Assume now that κ = 0, Q = 0. From the definitions, for a suitable choice of
c1, c2, . . . , cρ, u
−1
w is the product over h ∈ [1, σ] of the linear maps
[en−p>h 7→ en−p>h − e′n−p>h + e′n−p>h−1 − e′n−p>h−2 + · · ·+ (−1)phe′n−p>h−ph+1,
en−p>h−1 7→ en−p>h−1 + en−p>h , en−p>h−2 7→ en−p>h−2 + en−p>h−1,
. . . , en−p>h−ph+1 7→ en−p>h−ph+1 + en−p>h−ph+2,
e′n−p>h 7→ e′n−p>h − e′n−p>h−1 + · · ·+ (−1)ph−1e′n−p>h−ph+1,
e′n−p>h−1 7→ e′n−p>h−1 − e′n−p>h−2 + · · ·+ (−1)ph−2e′n−p>h−ph+1,
. . . , e′n−p>h−ph+2 7→ e′n−p>h−ph+2 − e′n−p>h−ph+1].
Hence u−1w is given by
ei 7→ ei + ei+1 if i ∈ [1, n], i /∈ {p1, p1 + p2, . . . , p1 + p2 + · · ·+ pσ},
ep1+p2+···+pr 7→ ep1+p2+···+pr +
∑
v∈[1,pr]
(−1)ve′p1+p2+···+pr−v+1 if r ∈ [1, σ],
e′p1+p2+···+pr−j 7→
∑
v∈[1,pr−j]
(−1)ve′p1+p2+···+pr−j−v+1 if r ∈ [1, σ], j ∈ [0, pr − 2],
e′i1+i2+···+pr−1+1 7→ e′p1+p2+···+pr−1+1 if r ∈ [1, σ].
We set
etj = ep1+···+pt−1+j , (t ∈ [1, σ], j ∈ [1, pt]),
e′t1 =
∑
v∈[1,pt]
(−1)ve′p1+p2+···+pt−v+1, (t ∈ [1, σ]),
e′tj = N
j−1e′t1, (t ∈ [1, σ], j ≥ 2).
Note that e′tj = 0 if j > pt. Clearly for any t ∈ [1, σ], the elements e′tj(j ∈ [1, pt])
span the same subspace as the elements e′p1+p2+···+pt−v+1(v ∈ [1, pt]). It follows
that etj , e
′t
j(t ∈ [1, σ], j ∈ [1, pt]) form a basis of V . In this basis the action of N is
given by
et1 7→ et2 7→ . . . 7→ etpt 7→ e′t1 7→ e′t2 7→ . . . 7→ e′tpt 7→ 0 if t ∈ [1, σ].
Thus the Jordan blocks of N : V −→ V have sizes 2p1, 2p2, . . . , 2pσ.
2.7. Assume now that κ = 1, Q 6= 0. From the definitions, for a suitable choice of
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c1, c2, . . . , cρ, u
−1
w is the product over h ∈ [1, σ] of the linear maps
[en−p>h 7→ en−p>h + e0 − e′n−p>h + e′n−p>h−1 − e′n−p>h−2 + · · ·+
(−1)phe′n−p>h−ph+1,
en−p>h−1 7→ en−p>h−1 + en−p>h , en−p>h−2 7→ en−p>h−2 + en−p>h−1,
. . . , en−p>h−ph+1 7→ en−p>h−ph+1 + en−p>h−ph+2,
e0 7→ e0 − 2e′n−p>h + 2e′n−p>h−1 − 2e′n−p>h−2 + · · ·+ (−1)ph2e′n−p>h−ph+1,
e′n−p>h 7→ e′n−p>h − e′n−p>h−1 + · · ·+ (−1)ph−1e′n−p>h−ph+1,
e′n−p>h−1 7→ e′n−p>h−1 − e′n−p>h−2 + · · ·+ (−1)ph−2e′n−p>h−ph+1,
. . . , e′n−p>h−ph+2 7→ e′n−p>h−ph+2 − e′n−p>h−ph+1].
Hence u−1w is given by
ei 7→ ei + ei+1 if i ∈ [1, n], i /∈ {p1, p1 + p2, . . . , p1 + p2 + · · ·+ pσ},
ep1+p2+···+pr 7→ ep1+p2+···+pr + e0 +
∑
v∈[1,pr]
(−1)ve′p1+p2+···+pr−v+1
+ 2
∑
v∈[1,pr−1]
(−1)ve′p1+p2+···+pr−1−v+1 + · · ·+ 2
∑
v∈[1,p1]
(−1)ve′p1−v+1 if r ∈ [1, σ],
e0 7→ e0 + 2
∑
v∈[1,pσ]
(−1)ve′p1+p2+···+pσ−v+1
+ 2
∑
v∈[1,pσ−1]
(−1)ve′p1+p2+···+pσ−1−v+1 + · · ·+ 2
∑
v∈[1,p1]
(−1)ve′p1−v+1,
e′p1+p2+···+pr−j 7→
∑
v∈[1,pr−j]
(−1)ve′p1+p2+···+pr−j−v+1 if r ∈ [1, σ], j ∈ [0, pr − 2],
e′i1+i2+···+pr−1+1 7→ e′p1+p2+···+pr−1+1 if r ∈ [1, σ].
We set
etj = ep1+···+pt−1+j , (t ∈ [1, σ], j ∈ [1, pt]),
e′t1 =
∑
v∈[1,pt]
(−1)ve′p1+p2+···+pt−v+1, (t ∈ [1, σ]),
e′tj = N
j−1e′t1, (t ∈ [1, σ], j ≥ 2).
Note that e′tj = 0 if j > pt. Clearly for any t ∈ [1, σ], the elements e′tj(j ∈ [1, pt])
span the same subspace as the elements e′p1+p2+···+pt−v+1(v ∈ [1, pt]). It follows
that etj , e
′t
j(t ∈ [1, σ], j ∈ [1, pt]) and e0 form a basis of V . In this basis the action
14 G. LUSZTIG
of N is given by
etj 7→ etj+1, (t ∈ [1, σ], j ∈ [1, pt − 1]),
etpt 7→ e0 + e′t1 + 2e′t−11 + · · ·+ 2e′11, (t ∈ [1, σ]),
e0 7→ 2e′11 + 2e′21 + · · ·+ 2e′σ1 ,
e′tj 7→ e′tj+1, (t ∈ [1, σ], j ∈ [1, pt − 1]),
e′tpt 7→ 0, (t ∈ [1, σ]).
For t ∈ [1, σ], j ≥ 1, we set f tj = e′tj + 2
∑
t′∈[t+1,s] e
′t′
j , (t ∈ [1, σ]) and ǫ =
e0 + 2
∑
t∈[1,σ] e
′t
1. Clearly,
(a) etj , f
t
j (t ∈ [1, σ], j ∈ [1, pt]) and ǫ form a basis of V .
In this basis the action of N is given by
etj 7→ etj+1, (t ∈ [1, σ], j ∈ [1, pt − 1]),
etpt 7→ ǫ− f t1, (t ∈ [1, σ]),
ǫ 7→ 2z1 + 2z2,
f tj 7→ f tj+1, (t ∈ [1, σ], j ∈ [1, pt − 1]),
f tpt 7→ 0
where for j ≥ 1 we set
zj = −
∑
t∈[1,σ]
(−1)tf tj .
(We use that −∑t∈[1,σ](−1)tf t1 =
∑
t∈[1,σ] e
′t
1.) In the case where κσ = 0 we set
Ξ = −2
∑
x∈[1,σ]
(−1)xexpx + ǫ− 2z1.
We have
Ξ = −2
∑
x∈[1,σ]
(−1)xexpx + e0 + 2
∑
t∈[1,σ]
e′t1 + 2
∑
t∈[1,σ]
(−1)tf t1
= −2
∑
x∈[1,σ]
(−1)xexpx + e0.
From the last expression for Ξ we see that Q(Ξ) = 1.
2.8. In the setup of 2.7 we assume that p = 2. Then the action of N in the basis
2.7(a) is given by
et1 7→ et2 7→ . . . 7→ etpt 7→ f t1 7→ f t2 7→ . . . 7→ f tpt 7→ 0 if t ∈ [1, σ]; ǫ 7→ 0.
Thus the Jordan blocks of N : V −→ V have sizes 2p1, 2p2, . . . , 2pσ, 1.
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2.9. In the setup of 2.7 we assume that p 6= 2. For t ∈ [1, σ], j ≥ 1, we set Etj =
N j−1et1. Let V be the subspace of V spanned by the vectors Etj(t ∈ [1, σ], j ≥ 1).
Clearly, NV ⊂ V. We show:
(i) if κσ = 1 then V = V ;
(ii) if κσ = 0 then V is equal to V ′, the codimension 1 subspace of V with basis
etj(t ∈ [1, σ], j ∈ [1, pt]), f tj (t ∈ [1, σ], j ∈ [2, pt]), ǫ − f t1(t ∈ [1, σ]) (note that this
subspace contains z1).
For t ∈ [1, σ] we have
(iii) Etj = e
t
j if j ∈ [1, pt], Etpt+1 = ǫ− f t1, Etpt+a = 2za−1 + 2za − f ta if a ≥ 2.
Define a linear map φ : V −→ k by etj 7→ 0(t ∈ [1, σ], j ∈ [1, pt]), f tj 7→ 0(t ∈
[1, σ], j ∈ [2, pt]), f t1 7→ 1(t ∈ [1, σ]), ǫ 7→ 1. Then φ(Etj) = 0 if t ∈ [1, σ], j ∈ [1, pt],
φ(Etpt+1) = 0, φ(E
t
pt+a) = 0 if t ∈ [1, σ], a ≥ 3, φ(Etpt+2) = 2φ(z1) = 2κσ if
t ∈ [1, σ]. If κσ = 0, the last expression is 0 so that V ⊂ kerφ and V 6= V .
In any case from (iii) we see that etj ∈ V for any t ∈ [1, σ], j ∈ [1, pt] and
ǫ− f t1 ∈ V for any t ∈ [1, σ]. We have −
∑
t∈[1,σ](−1)t(ǫ− f t1) = κσǫ− z1 ∈ V. For
j ≥ 2 we have (using (iii))
−
∑
t∈[1,σ]
(−1)t(2zj−1 + 2zj − f tj ) = κσ(2zj−1 + 2zj)− zj ∈ V.
Thus if κσ = 0 we have zj ∈ V for all j ≥ 1 hence f tj ∈ V for all t ∈ [1, σ], j ≥ 2;
hence V ′ ⊂ V. Since codimV V ′ = 1 and codimV V ≥ 2, it follows that V = V ′.
Now assume that κσ = 1. For j ≥ 1 we have 2zj + zj+1 ∈ V hence
zj = 2
−1(2zj + zj+1)− 2−2(2zj+1 + zj+2) + 2−3(2zj+2 + zj+3)− · · · ∈ V.
It follows that f tj ∈ V for t ∈ [1, σ], j ≥ 2. We have ǫ − z1 ∈ V hence ǫ ∈ V and
f t1 ∈ V for t ∈ [1, σ]. We see that V = V . This proves (i) and (ii).
2.10. In the setup of 2.7, we assume that p 6= 2. Recall that ψ : [1, σ] −→
{−1, 0, 1, } is defined in 1.6. For t ∈ [1, σ], j ≥ 1 we define E˜tj ∈ V by
E˜tj = E
t
j − 2
∑
x∈[1,t−1]
(−1)xExpx−pt+j − 2
∑
x∈[1,t−1]
(−1)xExpx−pt+j−1
if ψ(t) = 1 (here the last Expx−pt+j−1 is defined since px − pt + j − 1 ≥ 0 if
px > pt, j ≥ 1);
E˜tj = E
t
j −Et−1j
if t is odd and ψ(t) = 0 (in this case we necessarily have t > 1 hence Et−1j is
defined);
E˜tj = E
t
j +
∑
x∈[1,t−1]
(−1)xExpx−pt+j −
∑
v≥1
(−2)−v+1
∑
x∈[1,t−1]
(−1)xExpx−pt+v+j−1
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if t is even. We show:
(a) if t ∈ [1, σ], j ≥ 2pt + ψ(t) + 1, then E˜tj = 0.
Case 1. Assume that ψ(t) = 1. In this case we have j ≥ 2pt+2. Hence j ≥ pt +3
and for any x ∈ [1, t− 1] we have px − pt + j − 1 ≥ px + 2. Thus
E˜tj = (2zj−pt−1 + 2zj−pt − f tj−pt)− 2
∑
x∈[1,t−1]
(−1)x(2zj−pt−1 + 2zj−pt − fxj−pt)
− 2
∑
x∈[1,t−1]
(−1)x(2zj−pt−2 + 2zj−pt−1 − fxj−pt−1)
= (2zj−pt−1 + 2zj−pt − f tj−pt) + 2
∑
x∈[1,t−1]
(−1)xfxj−pt + 2
∑
x∈[1,t−1]
(−1)xfxj−pt−1
= (2zj−pt−1 + 2zj−pt − f tj−pt)− 2zj−pt − 2
∑
x∈[t,σ]
(−1)xfxj−pt
− 2zj−pt−1 − 2
∑
x∈[t,σ]
(−1)xfxj−pt−1
= −f tj−pt − 2
∑
x∈[t,σ]
(−1)xfxj−pt − 2
∑
x∈[t,σ]
(−1)xfxj−pt−1.
This is zero since j− pt ≥ pt+1 and for any x ∈ [t, σ] we have j− pt− 1 ≥ px+1.
Case 2. Assume that t is odd and ψ(t) = 0. In this case we have t > 1 and
pt = pt−1. We have j ≥ 2pt + 1. Hence j ≥ pt + 2 = pt−1 + 2. Thus
E˜tj = (2zj−pt−1 + 2zj−pt − f tj−pt)− (2zj−pt−1−1 + 2zj−pt−1 − f t−1j−pt−1)
= −f tj−pt + f t−1j−pt−1 .
This is zero since j − pt ≥ pt + 1 = pt−1 + 1.
Case 3. Assume that ψ(t) = −1 and pt > 1. In this case we have j ≥ 2pt hence
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j ≥ pt + 2 and px − pt + v + j − 1 ≥ px + 2 (if x ∈ [1, t− 1], v ≥ 1). Thus
E˜tj = (2zj−pt−1 + 2zj−pt − f tj−pt) +
∑
x∈[1,t−1]
(−1)x(2z−pt+j−1 + 2z−pt+j − fx−pt+j)
−
∑
v≥2
(−2)−v+1
∑
x∈[1,t−1]
(−1)x(2z−pt+v+j−2 + 2z−pt+v+j−1 − fx−pt+v+j−1)
= (2zj−pt−1 + 2zj−pt − f tj−pt)− (2z−pt+j−1 + 2z−pt+j)−
∑
x∈[1,t−1]
(−1)xfx−pt+j
+
∑
v≥2
(−2)−v+1(2z−pt+v+j−2 + 2z−pt+v+j−1)
+
∑
v≥2
(−2)−v+1
∑
x∈[1,t−1]
(−1)xfx−pt+v+j−1
= (2zj−pt−1 + 2zj−pt − f tj−pt)
− (2z−pt+j−1 + 2z−pt+j) +
∑
v≥2
(−2)−v+1(2z−pt+v+j−2 + 2z−pt+v+j−1)
+ z−pt+j +
∑
x∈[t,σ]
(−1)xfx−pt+j
−
∑
v≥2
(−2)−v+1z−pt+v+j−1 −
∑
v≥2
(−2)−v+1
∑
x∈[t,σ]
(−1)xfx−pt+v+j−1
= z−pt+j +
∑
v≥2
(−2)−v+1(2z−pt+v+j−2 + z−pt+v+j−1)
+
∑
x∈[t+1,σ]
(−1)xfx−pt+j −
∑
v≥2
(−2)−v+1
∑
x∈[t,σ]
(−1)xfx−pt+v+j−1
=
∑
x∈[t+1,σ]
(−1)xfx−pt+j −
∑
v≥2
(−2)−v+1
∑
x∈[t,σ]
(−1)xfx−pt+v+j−1.
This is zero: for v ≥ 2 and x in the second sum we have −pt + v + j − 1 ≥ px + 1
(since j ≥ 2pt ≥ pt + px); for x in the first sum we have −pt + j ≥ px + 1 (since
j ≥ 2pt > pt + px).
Case 4. Assume that ψ(t) = −1 and pt = 1. Since for any x ∈ [t + 1, σ] we
have px < pt hence px = 0 we see that [t+ 1, σ] = ∅ hence t = σ is even. We can
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assume that j = 2pt = 2. We have
E˜tj = E
σ
2 +
∑
x∈[1,σ−1]
(−1)xExpx+v −
∑
v≥1
(−2)−v+1
∑
x∈[1,σ−1]
(−1)xExpx+v
= ǫ− fσ1 +
∑
x∈[1,σ−1]
(−1)x(ǫ− fx1 )
−
∑
v≥2
(−2)−v+1
∑
x∈[1,σ−1]
(−1)x(2zv−1 + 2zv − fxv )
= z1 −
∑
v≥2
(−2)−v+1
∑
x∈[1,σ−1]
(−1)x(2zv−1 + 2zv − fxv )
= z1 −
∑
v≥2
(−2)−v+1(−2zv−1 − 2zv) +
∑
v≥2
(−2)−v+1zv
= z1 +
∑
v≥2
(−2)−v+1(2zv−1 + zv) = 0.
(We have used that fσ2 = 0.)
Case 5. Assume that t is even and ψ(t) = 0. In this case we can have j ≥ 2pt+1
hence j ≥ pt + 2 and px − pt + v + j − 1 ≥ px + 2 (if x ∈ [1, t− 1], v ≥ 1). By the
same computation as in Case 3 we have
E˜tj =
∑
x∈[t+1,σ]
(−1)xfx−pt+j −
∑
v≥2
(−2)−v+1
∑
x∈[t,σ]
(−1)xfx−pt+v+j−1.
This is zero: for v ≥ 2 and x in the second sum we have −pt + v + j − 1 ≥ px + 1
(since j ≥ 2pt+1 ≥ pt+px); for x in the first sum we have −pt+ j ≥ px+1 (since
j ≥ 2pt + 1 ≥ pt + px + 1).
Note that if κσ = 0 we have
(b) NΞ = −2
∑
x∈[1,σ]
(−1)x(ǫ− fx1 ) + 2z1 + 2z2 − 2z2 = 0.
We show:
(c) if κσ = 1, the elements E˜
t
j(t ∈ [1, σ], j ∈ [1, 2pt + ψ(t)]) form a basis of V ;
if κσ = 0, the elements E˜
t
j(t ∈ [1, σ], j ∈ [1, 2pt + ψ(t)]) and Ξ form a basis of V .
Since E˜tj is equal to E
t
j plus a linear combination of elements E
x
j′ with x ∈ [1, t−1]
and Etj = 0 for large j we see that the subspace of V spanned by E˜
t
j(t ∈ [1, σ], j ≥ 1)
coincides with the subspace of V spanned by Etj(t ∈ [1, σ], j ≥ 1), that is with V
(see 2.9). Using 2.9 we see that if κσ = 1, this subspace is equal to V and that
if κσ = 0, this subspace together with Ξ spans V . Using this and (b) we see that
if κσ = 1, the elements E˜
t
j(t ∈ [1, σ], j ∈ [1, 2pt + ψ(t)]) span V ; if κσ = 0, the
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elements E˜tj(t ∈ [1, σ], j ∈ [1, 2pt+ψ(t)]) and Ξ span V . It is then enough to show
that
∑
t∈[1,σ](2pt + ψ(t)) + (1− κσ) = 2n+ 1. This follows from 1.6(b).
Using (a),(b) we see that the action of N on the elements in the basis of V
described in (c) is as follows:
E˜t1 7→ E˜t2 7→ . . . 7→ E˜t2pt+ψ(t) 7→ 0(t ∈ [1, σ]) and if κσ = 0,Ξ 7→ 0.
Thus the Jordan blocks of N : V −→ V have sizes 2p1+ψ(1), 2p2+ψ(2), . . . , 2pσ+
ψ(σ) (and 1, if κσ = 0).
2.11. Assume now that κ = 1, Q 6= 0, n ≥ 5. Let U be a codimension 1 subspace
of V such that Q|U is a nondegenerate quadratic form. Then U together with the
restriction of (, ) and Q is as in 1.3 (with U instead of V ). Define F0 in terms of
U in the same way as F was defined in terms of V . We define a map ι : F0 −→ F
by (0 = U0 ⊂ U1 ⊂ . . . U2n = U) 7→ (0 = V0 ⊂ V1 ⊂ . . . V2n+1 = V ) where Vi = Ui
for i ∈ [1, n] (note that Vi are then uniquely determined for i ∈ [n + 1, 2n + 1].
This is an imbedding. If U∗ ∈ F0, U ′∗ ∈ F0 then aU∗,U ′∗ ∈ W is defined as in 1.4
(with U instead of V ). Let V∗ = ι(U∗), V
′
∗ = ι(U
′
∗). Then aV∗,V ′∗ ∈W is defined as
in 1.4. From the definitions we see that aU∗,U ′∗ = aV∗,V ′∗ .
2.12. Assume that κ = 1, Q 6= 0,n ≥ 5. Let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ P+n .
Let w ∈ W ′ and uw, N be as in 2.6. Let U be the subspace of V spanned by
ei, e
′
i(i ∈ [1, n]) if p = 2 and let U = (kΞ)⊥ if p 6= 2. Then dimU = 2n and
Q|U is a nondegenerate quadratic form with associated bilinear form (, )|U . (If
p 6= 2 we use that Q(Ξ) = 1.) Note that U is uw-stable and uw is a unipotent
isometry of U . (If p 6= 2 we use that NΞ = 0.) For i ∈ [1, n] we have ei ∈ U
hence Vi ⊂ U . Now ι : F0 −→ F is defined as in 2.11. Define U∗ = (0 = U0 ⊂
U1 ⊂ . . . ⊂ U2n = U) ∈ F0 where Ui = Vi (i ∈ [1, n]). Let U ′∗ = u−1w U∗ ∈ F0. Let
V∗ = ι(U∗) ∈ F , V ′∗ = ι(U ′∗). Then V∗ = (0 = V0 ⊂ V1 ⊂ . . . ⊂ V2n+1 = V ) where
Vi = Vi for i ∈ [1, n] and V ′∗ = u−1w (V∗). By 2.4(b) we have aV∗,V ′∗ = w−1p∗ ∈ W .
By 2.11 we have aU∗,U ′∗ = aV∗,V ′∗ . It follows that aU∗,U∗ = w
−1
p∗
∈ W . Since
wp∗ ∈ W ′ we see that uw|U automatically belongs to the identity component of
the isometry group of U . If p 6= 2 the Jordan blocks of N : U −→ U have sizes
2p1 + ψ(1), 2p2 + ψ(2), . . . , 2pσ + ψ(σ); indeed, by 2.10, these are the sizes of the
Jordan blocks of N : V/kΞ −→ V/kΞ which can be identified with N : U −→ U
since the direct sum decomposition V = U ⊕ kΞ is N -stable. If p = 2 the Jordan
blocks of N : U −→ U have sizes 2p1, 2p2, . . . , 2pσ; indeed, by 2.8, these are the
sizes of the Jordan blocks of N : V/ke0 −→ V/ke0 which can be identified with
N : U −→ U since the direct sum decomposition V = U ⊕ ke0 is N -stable.)
3. Isometry groups
Proposition 3.1. Let V be a k-vector space of finite dimension. Let g ∈ GL(V )
be a unipotent element with Jordan blocks of sizes n1 ≥ n2 ≥ · · · ≥ nu ≥ 1.
We set ni = 0 for i > u. Let m1 ≥ m2 ≥ · · · ≥ mf ≥ 1 be integers such that
20 G. LUSZTIG
m1 + m2 + · · · +mf = dimV . Assume that there exist vectors x1, x2, . . . , xf in
V such that the vectors gixr(r ∈ [1, f ], i ∈ [0, mr − 1]) form a basis of V . We set
mi = 0 for i > f . For any c ≥ 1 we have
(a) m1 +m2 + · · ·+mc ≤ n1 + n2 + · · ·+ nc.
In particular we have u ≤ f .
We set N = g−1 ∈ End(V ). For r ∈ [1, f ] and i ∈ [0, mr−1] we set vr,i = N ixr.
Note that (vr,i)r∈[1,f ],i∈[0,mr−1] is a basis of V . Note that for any k ≥ 0, the
subspace Nk(V ) contains the vectors vr,i(r ∈ [1, f ], i ∈ [0, mr − 1], i ≥ k). Hence
(b) dimNkV ≥
∑
r≥1
max(mr − k, 0).
By assumption we can find a basis (v′r,i)r∈[1,u],i∈[0,nr−1] of V such that for any
r ∈ [1, u] we have v′r,i = Nv′r,i−1 if i ∈ [1, nr − 1], Nv′r,nr−1 = 0. Then for any
k ≥ 0 the subspace NkV is spanned by {v′r,i; r ∈ [1, u], i ∈ [0, nr − 1], i ≥ k}.
Hence dimNk(V ) =
∑
r≥1max(nr − k, 0). Thus for any k ≥ 0 we have
(c)
∑
r≥1
max(nr − k, 0) ≥
∑
r≥1
max(mr − k, 0).
We show (a) by induction on c. Assume that m1 > n1. The left hand side of (c)
with k = n1 is
∑
r≥1max(nr − n1, 0) = 0; the right hand side is
m1 − n1 +
∑
r≥2max(mr − k, 0) ≥ m1 − n1 > 0;
thus we have 0 ≥ m1 − n1 > 0, a contradiction. Thus (a) holds for c = 1. Assume
now that c ≥ 2 and that (a) holds when c is replaced by c − 1. Assume that
m1 + · · ·+mc > n1 + · · ·+ nc. Then
mc − nc > (n1 + · · ·+ nc−1)− (m1 + · · ·+mc−1) ≥ 0.
Hence
max(mc − nc, 0) > (n1 + · · ·+ nc−1)− (m1 + · · ·+mc−1).
The left hand side of (c) with k = nc is∑
r≥1max(nr − nc, 0) =
∑
r∈[1,c−1](nr − nc);
the right hand side is
∑
r≥1
max(mr − nc, 0) ≥
∑
r∈[1,c−1]
max(mr − nc, 0) + (mc − nc) >
∑
r∈[1,c−1]
max(mr − nc, 0) + (n1 + · · ·+ nc−1)− (m1 + · · ·+mc−1)
≥
∑
r∈[1,c−1]
(mr − nc) + (n1 + · · ·+ nc−1)− (m1 + · · ·+mc−1)
= (n1 + · · ·+ nc−1)− (c− 1)nc.
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Thus (c) implies
∑
r∈[1,c−1](nr − nc) > (n1 + · · · + nc−1) − (c − 1)nc. This is a
contradiction. We see that m1+ · · ·+mc ≤ n1+ · · ·+nc. This yields the induction
step. This proves (a).
We have n1+n2+ · · ·+nu = dimV = m1+m2+ ...+mf ≤ n1+n2+ · · ·+nf .
Hence n1+n2+· · ·+nu ≤ n1+n2+· · ·+nf . If u > f we deduce nf+1+· · ·+nu ≤ 0
hence nf+1 = · · · = nu = 0, absurd. Thus u ≤ f . The proposition is proved.
3.2. In the remainder of this section V,n, n, (, ), Q,F , κ, Is(V ), G are as in 1.3. For
any sequence v1, v2, . . . , vs in V let S(v1, v2, . . . , vs) be the subspace of V spanned
by v1, v2, . . . , vs.
Let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ Pn. Let (V∗, V ′∗) ∈ F × F be such that
aV∗,V ′∗ = wp∗ (see 1.6). From the definitions we see that for any r ∈ [1, σ] we have
(a) dim(V ′p<r+i∩Vp<r+i) = p<r+i−r, dim(V ′p<r+i∩Vp<r+i+1) = p<r+i−r+1
if i ∈ [1, pr − 1];
(b) dim(V ′p≤r ∩ Vn−p<r−1) = p≤r − r, dim(V ′p≤r ∩ Vn−p<r ) = p≤r − r + 1.
In this setup we have the following result.
Proposition 3.3. Let g ∈ Is(V ) be such that gV∗ = V ′∗ . There exist vectors
v1, v2, . . . , vσ in V (each vi being unique up to multiplication by ±1) such that,
setting Zk = S(vk, gvk, . . . , g
pk−1vk) for k ∈ [1, σ], the following hold for any
r ∈ [1, σ]:
(i) Vp<r+i = Z1 + · · ·+ Zr−1 + S(vr, gvr, . . . , gi−1vr) for i ∈ [0, pr];
(ii) (givt, vr) = 0 for any 1 ≤ t < r, i ∈ [−pt, pt − 1];
(iii) (vr, g
ivr) = 0 for i ∈ [−pr + 1, pr − 1], Q(vr) = 0 and (vr, gprvr) = 1;
(iv) the vectors (g−pt+ivt)t∈[1,r],i∈[0,2pt−1] are linearly independent;
(v) setting Er = S(g
−pt+ivt; t ∈ [1, r], i ∈ [0, pt − 1]) we have V = Vp≤r ⊕ E⊥r .
If κ = 1 there exists a vector vσ+1 ∈ V (unique up to multiplication by ±1) such
that
(ii′) (givt, vσ+1) = 0 for any 1 ≤ t < s+ 1, i ∈ [−pt, pt − 1];
(iii′) Q(vσ+1) = 1.
Moreover,
(vi) if κ = 0, the vectors (gjvt)t∈[1,σ],j∈[−pt,pt−1] form a basis of V ; if κ = 1,
the vectors (gjvt)t∈[1,σ],j∈[−pt,pt−1] together with vσ+1 form a basis of V .
We shall prove the following statement for u ∈ [1, σ].
(a) There exist vectors v1, v2, . . . , vu in V (each vi being unique up to multipli-
cation by ±1) such that for any r ∈ [1, u], (i)-(v) hold.
We can assume that (a) holds when u is replaced by a strictly smaller number
in [1, u]. (This assumption is empty when u = 1.) In particular v1, . . . , vu−1 are
defined. By assumption we have V = Vp<u ⊕E⊥u−1 hence Vp<u+1 ∩E⊥u−1 is a line.
(We set E0 = 0 so that E
⊥
0 = V .) Let vu be a nonzero vector on this line.
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We show that (ii) holds for r ∈ [1, u]. It is enough to show this when r = u.
From the definition we have Vp<u+1 = Vp<u + kvu = Z1 + · · ·+Zu−1 +kvu. Since
p<u + 1 ≤ n/2, Vp<u+1 is isotropic. Hence for t ∈ [1, u− 1] we have (Zt, vu) = 0
that is (givt, vu) = 0 for any i ∈ [0, pt − 1]. From the definition of vu we have
(givt, vu) = 0 for any t ∈ [1, u− 1] and any i ∈ [−pt,−1]. Thus, (ii) holds when
r = u.
We show that (i) holds for r ∈ [1, u]. It is enough to show (i) when r = u
and i ∈ [0, pu]. We argue by induction on i. For i = 0 the result follows from
the induction hypothesis. For i = 1 the result follows from the definition of
vu. Assume now that i ∈ [2, pu]. Let j = i − 1. By the induction hypothesis
we have Vp<u+j = Z1 + · · · + Zu−1 + S(vu, gvu, . . . , gj−1vu), hence gVp<u+j =
gZ1 + · · ·+ gZu−1 + S(gvu, g2vu, . . . , gjvu) and the p<u + j vectors
v1, gv1, . . . , g
p1−1v1, . . . , vu−1, gvu−1, . . . , g
pu−1−1vu−1, vu, gvu, . . . , g
j−1vu
form a basis of Vp<u+j . Hence the p<u + j − u vectors
gv1, . . . , g
p1−1v1, . . . , gvu−1, . . . , g
pu−1−1vu−1, gvu, . . . , g
j−1vu
are linearly independent; they are contained in gVp<u+j ∩ Vp<u+j (of dimension
p<u + j − u) hence
S(gv1, . . . , g
p1−1v1, . . . , gvu−1, . . . , g
pu−1−1vu−1, gvu, . . . , g
j−1vu)
= gVp<u+j ∩ Vp<u+j .
Since dim(gVp<u+j ∩ Vp<u+j+1) = p<u + j − u+ 1, we see that
gVp<u+j ∩ Vp<u+j+1
= S(gv1, . . . , g
p1−1v1, . . . , gvu−1, . . . , g
pu−1−1vu−1, gvu, . . . , g
j−1vu, x)
for a unique (up to scalar) x ∈ gVp<u+j of the form x =
∑u−1
r=1 arg
prvr + aug
jvu
where ar, au ∈ k are not all 0.
Assume that ar 6= 0 for some r ∈ [1, u− 1]; let r0 be the smallest such r. Note
that Vp<u+j+1 is an isotropic subspace. Since x /∈ Vp<u+j+1 and vr0 ∈ Vp<u+j+1,
we have (x, vr0) = 0 hence
∑u−1
r=r0
ar(g
prvr, vr0) + au(g
jvu, vr0) = 0. By the
definition of vu we have (g
jvu, vr0) = (vu, g
−jvr0) = 0 since j ∈ [0, pu − 1] ⊂
[0, pr0 − 1]. If r ∈ [r0 + 1, u − 1] we have (gprvr, vr0) = (vr, g−prvr0) = 0 since
−pr ∈ [−pr0 , 0] (we use (ii)). We see that ar0(gpr0vr0 , vr0) = 0. Using that
(gpr0vr0 , vr0) 6= 0 (induction hypothesis) we deduce ar0 = 0, a contradiction.
We see that ar = 0 for any r ∈ [1, u − 1] hence au 6= 0; we can assume that
au = 1. Thus x = g
jvu and
gVp<u+j ∩ Vp<u+j+1
= S(gv1, . . . , g
p1−1v1, . . . , gvu−1, . . . , g
pu−1−1vu−1, gvu, . . . , g
j−1vu, g
jvu).
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Now gVp<u+j∩Vp<u+j+1 6⊂ Vp<u+j (otherwise we would have gVp<u+j∩Vp<u+j+1 ⊂
gVp<u+j ∩ Vp<u+j and passing to dimensions: p<u + j − u + 1 ≤ p<u + j − u, a
contradiction.) Since Vp<u+j is a hyperplane in Vp<u+j+1 not containing the sub-
space gVp<u+j ∩Vp<u+j+1 of Vp<u+j+1, we have Vp<u+j +(gVp<u+j ∩Vp<u+j+1) =
Vp<u+j+1. It follows that
Vp<u+j+1 = S(v1, . . . , g
p1−1v1, . . . , vu−1, . . . , g
pu−1−1vu−1, vu, . . . , g
j−1vu)
+ S(gv1, . . . , g
p1−1v1, . . . , gvu−1, . . . , g
pu−1−1vu−1, gvu, . . . , g
j−1vu, g
jvu)
= S(v1, . . . , g
p1−1v1, . . . , vu−1, . . . , g
pu−1−1vu−1, vu, . . . , g
j−1vu, g
jvu).
Thus (i) holds when r = u.
We show that (iii) holds for r ∈ [1, u]. It is enough to show this when r = u.
Using that vu, gvu, . . . , g
pu−1vu are contained in Vp≤u (see (i)) which is an isotropic
subspace (since p≤u ≤ n/2) we see that for i ∈ [0, pu − 1] we have (vu, givu) = 0
hence also (vu, g
−ivu) = 0; moreover Q(vu) = 0. We have dim(gVp≤u ∩ V ⊥p<u+1) =
p≤u − u and gVp≤u = S(gv1, . . . , gp1v1, . . . , gvu, . . . , gpuvu). Moreover, using the
part of (iii) that is already known, we see that
S(gv1, . . . , g
p1−1v1, . . . , gvu, . . . , g
pu−1vu)
(of dimension p≤u − u) is contained in gVp≤u ∩ V ⊥p<u+1 hence is equal to gVp≤u ∩
V ⊥p<u+1. Hence g
puvu /∈ V ⊥p<u+1 that is
gpuvu /∈ S(v, gv1, . . . , gp1−1v1, . . . , vu−1, . . . , gpu−1vu−1, vu)⊥.
Since gpuvu ∈ S(v, gv1, . . . , gp1−1v1, . . . , vu−1, . . . , gpu−1vu−1)⊥ it follows that
(gpuvu, vu) 6= 0. Replacing vu by a scalar multiple we can assume that (vu, gpuvu) =
1. Thus (iii) holds when r = u.
We show that (iv) holds for r ∈ [1, u]. It is enough to show this when r = u.
Assume that f =
∑
r∈[1,u]
∑
i∈[0,2pr−1]
cr,ig
−pr+ivr is equal to 0 where cr,i ∈ k
are not all zero. Let i0 = min{i; cr,i 6= 0 for some r ∈ [1, u]}. Let X = {r ∈
[1, u]; cr,i0 6= 0}. We have X 6= ∅ and
f =
∑
r∈X
cr,i0g
−pr+i0vr +
∑
r∈[1,u]
∑
i∈[i0+1,2pr−1]
cr,ig
−pr+ivr.
Let r0 be the largest number in X . We have
0 = (f, gi0vr0) =
∑
r∈X
cr,i0(g
−pr+i0vr, g
i0vr0)
+
∑
r∈[1,u]
∑
i∈[i0+1,2pr−1]
cr,i(g
−pr+ivr, g
i0vr0).
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If r ∈ X , r 6= r0 we have (g−pr+i0vr, gi0vr0) = 0 (using (ii) and r < r0). If
r ∈ [1, u] and i ∈ [i0 + 1, 2pr − 1] we have (g−pr+ivr, gi0vr0) = 0 (we use (ii),(iii);
note that if r < r0, we have −pr + i − i0 ∈ [−pr, pr − 1]; if r ≥ r0 we have
pr + i0 − i ∈ [−pr0 + 1, pr0 − 1]). We see that
0 = cr0,i0(g
−pr0+i0vr0 , g
i0vr0) = cr0,i0(g
−pr0vr0 , vr0).
Using (iii) we have (g−pr0vr0 , vr0) 6= 0 hence cr0,i0 = 0, a contradiction. Thus (iv)
holds when r = u.
We show that (v) holds for r ∈ [1, u]. It is enough to show this when r =
u. From (iv) with r = u we see that dim(Eu) = p≤u. By (i) with r = u we
have Eu ⊂ g−ptVp≤u . Since Vp≤u is isotropic we see that Eu is isotropic hence
dim(E⊥u ) = n − dim(Eu) = n − p≤u. Thus dim(Vp≤u) + dim(E⊥u ) = dimV . It is
enough to show that Vp≤u ∩E⊥u = 0. Assume that f =
∑
r∈[1,u],i∈[1,pr]
cr,ig
pr−ivr
belongs to E⊥u and is nonzero. Here cr,i ∈ k are not all zero. Let i0 = min{i; cr,i 6=
0 for some r ∈ [1, u]}. Let X ′ = {r ∈ [1, u]; cr,i0 6= 0}. We have X ′ 6= ∅ and
f =
∑
r∈X′
cr,i0g
pr−i0vr +
∑
r∈[1,u]
∑
i∈[i0+1,pr]
cr,ig
pr−ivr.
Let r0 be the smallest number in X
′. We have
0 = (f, g−i0vr0) =
∑
r∈X′
cr,i0(g
pr−i0vr, g
−i0vr0)
+
∑
r∈[1,u]
∑
i∈[i0+1,pr]
cr,i(g
pr−ivr, g
−i0vr0).
If r ∈ X ′, r 6= r0, we have (gpr−i0vr, g−i0vr0) = (vr, g−prvr0) = 0 (we use (ii);
note that r ≥ r0 hence pr ≤ pr0). If r ∈ [1, u] and i ∈ [i0 + 1, pr], we have
(gpr−ivr, g
−i0vr0) = 0 (we use (ii),(iii); note that if r > r0 we have −pr + i− i0 ∈
[−pr0 , 0]; if r ≤ r0 we have pr − i + i0 ∈ [0, pr − 1].) Thus (v) holds when r = u.
This completes the inductive proof of (a). Taking u = σ in (a) we obtain (i)-(v).
By (v) we have V = Vp≤σ ⊕ E⊥σ ; hence Vp≤σ+1 ∩ E⊥σ is a line. Let vσ+1 be a
nonzero vector on this line. From the definition we have
(b) Vp≤σ+1 = Vp≤σ + S(vσ+1).
Since Vp≤σ is a maximal isotropic subspace of V and (Vp≤σ , vσ+1) = 0 (by (b)) we
see that Q(vσ+1) 6= 0. Replacing vσ+1 by a scalar multiple we can assume that
(iii′) holds. Using vσ+1 ∈ Vp≤σ+1 = V ⊥pi≤σ and (i) we see that (givt, vσ+1) = 0 for
t ∈ [1, σ], i ∈ [0, pt − 1]. From vσ+1 ∈ E⊥σ we have (givt, vσ+1) = 0 for t ∈ [1, σ],
i ∈ [−pt,−1]. Thus (ii′) holds.
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If κ = 0, (vi) follows from (iv) with r = σ. In the rest of the proof we assume
that κ = 1. If p = 2 we denote by ω the unique vector in V ⊥ such that Q(ω) = 1.
Since Vp≤σ+1 = V
⊥
p≤σ
we have ω ∈ Vp≤σ+1. Clearly, ω ∈ E⊥σ . Hence ω ∈ Vp≤σ+1 ∩
E⊥σ . Thus we have vσ+1 = ω. Returning to a general p we show that (vi) holds
when κ = 1. Assume that
f =
∑
r∈[1,σ],i∈[0,2pr−1]
cr,ig
−pr+ivr + cσ+1,0vσ+1
is equal to 0 where cr,i ∈ k are not all zero. If cσ+1,0 = 0 then we have a
contradiction by (iv). So we can assume that cσ+1,0 6= 0 or even that cσ+1,0 = 1.
We have
0 = (f, vσ+1) =
∑
r∈[1,σ],i∈[0,2pr−1]
cr,i(g
−pr+ivr, vσ+1) + (vσ+1, vσ+1).
For r, i in the sum we have −pr ≤ −pr + i ≤ pr − 1 hence (g−pr+ivr, vσ+1) =
0 (see (ii′)) hence (vσ+1, vσ+1) = 0. If p 6= 2 we have Q(vσ+1) 6= 0 hence
(vσ+1, vσ+1) 6= 0, contradiction. Hence we may assume that p = 2 so that
vσ+1 = ω. The following proof is almost a repetition of that of (iv). We have∑
r∈[1,σ],i∈[0,2pr−1]
cr,ig
−pr+ivr+ω = 0. Assume that cr,i ∈ k are not all zero. Let
i0 = min{i; cr,i 6= 0 for some r ∈ [1, σ]}. Let X = {r ∈ [1, σ]; cr,i0 6= 0}. We have
X 6= ∅ and
∑
r∈X
cr,i0g
−pr+i0vr +
∑
r∈[1,σ],i∈[i0+1,2pr−1]
cr,ig
−pr+ivr + ω = 0.
Let r0 be the largest number in X . We have
0 = (0, gi0vr0) =
∑
r∈X
cr,i0(g
−pr+i0vr, g
i0vr0)
+
∑
r∈[1,σ],i∈[i0+1,2pr−1]
cr,i(g
−pr+ivr, g
i0vr0).
If r ∈ X , r 6= r0 we have (g−pr+i0vr, gi0vr0) = 0 (using (ii) and r < r0). If
r ∈ [1, σ] and i ∈ [i0 + 1, 2pr − 1] we have (g−pr+ivr, gi0vr0) = 0 (we use (ii),(iii);
note that if r < r0, we have −pr + i − i0 ∈ [−pr, pr − 1]; if r ≥ r0 we have
pr + i0 − i ∈ [−pr0 + 1, pr0 − 1]). We see that
0 = cr0,i0(g
−pr0+i0vr0 , g
i0vr0) = cr0,i0
(we have used (iii)) hence cr0,i0 = 0, a contradiction. We see that cr,i = 0 for
all r ∈ [1, σ], i ∈ [0, 2pr − 1]. Hence ω = 0 contradiction. This proves (vi). The
proposition is proved.
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3.4. We preserve the setup of 3.3. For any r ∈ [1, σ] let Xr be the subspace of
V spanned by (g−pr+ivr)i∈[0,2pr−1]. Let Xσ+1 be 0 (if κ = 0) and the subspace
spanned by vσ+1 (if κ = 1). From 3.3(vi) we see that
(a) V = ⊕r∈[1,σ+1]Xr.
For t ∈ [1, σ] let Wt = ⊕r∈[1,t]Xr, W ′t = ⊕r∈[t+1,σ+1]Xr. From (a) we see that
(b) V =Wt ⊕W ′t .
We show:
(c) V = Xr ⊕X⊥r if r ∈ [1, σ].
Let f =
∑
i∈[0,2pr−1]
cr,ig
−pr+ivr be such that (f, g
jvr) = 0 for any j ∈ [−pr, pr −
1]. Here cr,i ∈ k. We show that cr,i = 0 for all i. Assume that cr,i 6= 0 for some
i ∈ [0, 2pr − 1] and let i0 be the smallest i such that cr,i 6= 0. Assume first that
i0 ∈ [0, pr − 1]. We have
0 = (f, gi0vr) =
∑
i∈[i0,2pr−1]
cr,i(g
−pr+ivr, g
i0vr)
= cr,i0(g
−prvr, vr) +
∑
i∈[i0+1,2pr−1]
cr,i(g
−pr+i−i0vr, vr).
In the last sum we have −pr+1 ≤ −pr+ i− i0 ≤ pr− 1 hence the last sum is zero
(see 3.3(iii)). We see that cr,i0(g
−prvr, vr) = 0 hence cr,i0 = 0 (see 3.3(iii)), a con-
tradiction. Thus we have i0 ∈ [pr, 2pr − 1] so that f =
∑
i∈[pr,2pr−1]
cr,ig
−pr+ivr.
Let i1 be largest i such that cr,i 6= 0. We have i1 ∈ [pr, 2pr − 1] hence −2pr + i1 ∈
[−pr,−1]. We have
0 = (f, g−2pr+i1vr) =
∑
i∈[pr,i1]
cr,i(g
−pr+ivr, g
−2pr+i1vr)
= cr,i1(g
prvr, vr) +
∑
i∈[pr,i1−1]
cr,i(g
pr+i−i1vr, vr).
In the last sum we have −pr + 1 ≤ pr + i− i1 ≤ pr − 1 hence the last sum is zero
(see 3.3(iii)). We see that cr,i1(g
prvr, vr) = 0 hence cr,i1 = 0, a contradiction. We
see that Xr ∩X⊥r = 0. We have dimX⊥r + dimXr ≥ dimV hence V = Xr ⊕X⊥r ,
as required.
3.5. In the setup of 3.3 we assume that g is unipotent; we set N = g−1 ∈ End(V ).
We set pσ+1 = κ/2. Note that π1 ≥ π2 ≥ · · · ≥ πσ ≥ pσ+1. For any k ≥ 0 we set
Λk =
∑
r∈[1,σ+1]
max(2pr − k, 0).
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We show:
(a) For any k ∈ N we have dimNkV ≥ Λk. Moreover, dimN0V = n = Λ0.
The inequality in (a) follows from 3.1(b) using 3.3(vi). (We apply 3.1(b) with
x1, . . . , xf given by g
−p1v1, . . . , g
−pσvσ, if κ = 0, or by g
−p1v1, . . . , g
−pσvσ, vσ+1,
if κ = 1.) The equality in (a) follows from Λ0 =
∑
r∈[1,σ+1] 2pr = n.
We now assume that k > 0 and d ∈ [1, σ] is such that 2pd ≥ k ≥ 2pd+1. Then
Λk =
∑
r∈[1,d](2pr − k). We show:
(b) If dimNkV = Λk then Wd,W
′
d are g-stable, W
′
d = W
⊥
d , g : Wd −→ Wd has
exactly d Jordan blocks (each one has size ≥ k) and NkW ′d = 0.
For r ∈ [1, σ] let v′r = g−prvr; then (giv′r)i∈[0,2pr−1] is a basis of Xr hence
(N iv′r)i∈[0,2pr−1] is a basis of Xr. For r ∈ [1, d] let Yr be the subspace spanned by
N iv′r(i ∈ [k, 2pr − 1]). Note that Yr ⊂ NkXr. Hence ⊕r∈[1,d]Yr ⊂ NkWd ⊂ NkV .
We have dim⊕r∈[1,d]Yr =
∑
r∈[1,d](2pr−k) = Λk = dimNkV . Hence ⊕r∈[1,d]Yr =
NkWd = N
kV . We have ⊕r∈[1,d]Yr ⊂ Wd. Hence NkV ⊂ Wd. We show that
NWd ⊂ Wd. Clearly N maps the basis elements N iv′r (r ∈ [1, d], i ∈ [0, 2pr − 2])
into Wd. So it is enough to show that N maps N
2pr−1v′r (r ∈ [1, d]) into Wd. But
NN2pr−1v′r = N
2prv′r = N
kN2pr−kv′r ⊂ NkV ⊂ Wd. Thus NWd ⊂ Wd. Hence
gWd =Wd and gW
⊥
d =W
⊥
d . For r ∈ [d+ 1, σ] we have vr ∈ W⊥d by 3.3(ii). Since
gW⊥d = W
⊥
d we have g
jvr ∈ W⊥d for all j ∈ Z; hence Xr ⊂ W⊥d . Similarly, if
κ = 1 we have vσ+1 ∈W⊥d by 3.3(ii′); hence Xσ+1 ⊂W⊥d . We see that in any case
W ′d ⊂ W⊥d . Since Wd ⊕W ′d = V , it follows that Wd +W⊥d = V . Since V ⊥ ⊂ W ′d
we have V ⊥ ∩ Wd = 0 hence dimW⊥d = dimV − dimWd which, together with
Wd+W
⊥
d = V , impliesWd⊕W⊥d = V andW⊥d =W ′d. In particular,W ′d is g-stable.
Let δ be the number of Jordan blocks of N : Wd −→ Wd that is δ = dim(kerN :
Wd −→ Wd). We have dimWd − δ = dimNWd ≥
∑
r∈[1,d](2pr − 1) = dimWd − d.
(The inequality follows from 3.1(b) applied to N : Wd −→ Wd.) Hence δ ≤ d.
From the definition of δ we see that dim(kerNk : Wd −→ Wd) ≤ δk. Recall that
dimNkWd =
∑
r∈[1,d](2pr− k) = dimWd− kd. Hence dim(kerNk :Wd −→Wd) =
dimWd − dimNkWd = kd. Hence kd ≤ δk. Since k > 0 we deduce d ≤ δ. Hence
d = δ. Since dim(kerNk : Wd −→ Wd) = kd we see that each of the d Jordan
blocks of N : Wd −→ Wd has size ≥ k. Since NkW = NkV and V = Wd ⊕W ′d
we see that NkW ′d = 0. Hence each Jordan block of N : W
′
d −→ W ′d has size ≤ k.
This proves (b).
We show:
(c) if dimNkV = Λk for all k ≥ 0 then for any r ∈ [1, σ + 1], Xr is a g-stable
subspace of V and for any r 6= r′ in [1, σ + 1] we have (Xr, Xr′) = 0.
Applying (b) with k = 2pd for d = 1, 2, . . . , σ we see that each of the subspaces
X1 ⊂ X1 ⊕ X2 ⊂ . . . ⊂ X1 ⊕ X2 ⊕ . . . ⊕ Xσ of V is g-stable and each of the
subspaces X2 ⊕ . . .⊕Xσ+1 ⊃ . . . ⊃ Xσ ⊕Xσ+1 ⊃ Xσ+1 of V is g-stable. Taking
intersections we see that each of the subspaces X1, X2, . . . , Xσ+1 of V is g-stable.
The second assertion of (c) also follows from (b).
3.6. We preserve the setup of 3.5 and we assume that p 6= 2, Q 6= 0. For any
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k > 0 such that dimNkV = Λk we show:
(a) if d ∈ [1, σ] is such that k ∈ [2pd+1, 2pd] then d is even;
(b) k 6= 2pr for r ∈ [1, σ].
The proof is based on the following known property of a unipotent isometry T :
W −→ W of a finite dimensional k-vector space W with a nongenerate symmetric
bilinear form (assuming p 6= 2): the number of Jordan blocks of T is congruent
mod 2 to dimW .
By 3.5(b), Wd is g-stable and (, ) is nondegenerate on Wd. Hence g :Wd −→ Wd
has an even number of Jordan blocks. (Clearly, dimWd is even.) By 3.5(b),
g :Wd −→Wd has exactly d Jordan blocks. Hence d is even, proving (a).
Assume now that k = 2pr for some r ∈ [1, σ]. If r is odd we have k ∈ [2pr+1, 2pr]
hence by (a), r is even, a contradiction. If r is even we have r ≥ 2 and k ∈
[2pr, 2pr−1] hence by (a), r − 1 is even, a contradiction. This proves (b).
For any k ≥ 0 we define Λ′k ∈ N by Λ′k = Λk + 1 if k > 0, k ∈ [2pd+1, 2pd] for
some odd d ∈ [1, σ] and Λ′k = Λk otherwise. In particular, if k = 2pr for some
r ∈ [1, σ] then Λ′k = Λk+1. (If r is odd we have k ∈ [2pr+1, pr] hence Λ′k = Λk+1.
If r is even we have r ≥ 2 and k ∈ [2pr, 2pr−1] hence Λ′k = Λk + 1.) From (a) and
3.5(a) we see:
(c) dimNkV ≥ Λ′k for any k ≥ 0; moreover dimN0V = n = Λ′0.
For r ∈ [1, σ + 1] we set πr = 2pr + ψ(r) where
ψ(r) = 1 if r is odd, r ≤ σ and pr−1 > pr (convention: p0 =∞);
ψ(r) = −1 if r is even and pr > pr+1 (convention: pσ+2 = 0);
ψ(r) = 0 for all other r.
When r ∈ [1, σ] this definition of ψ(r) agrees with that in 1.6. Note that ψ(σ+1)
equals −1 if κσ = κ = 1 and equals 0 otherwise.
In the remainder of this subsection we assume that
(d) if κ = 0 then κσ = 0.
For any k ≥ 0 we set Λ′′k =
∑
r∈[1,σ+1]max(πr − k, 0). We show:
(e) Λ′′k = Λ
′
k for all k ≥ 0.
Assume first that 2pd > k > 2pd+1 for some d ∈ [1, σ]. Then the conditions
2pr ≥ k, 2pr > k, πr ≥ k, r ≤ d are equivalent hence
Λ′′k − Λk =
∑
r∈[1,σ+1];2pr≥k
(πr − k)−
∑
r∈[1,σ+1];2pr≥k
(2pr − k) =
∑
r∈[1,d]
ψ(r).
This equals 1 = Λ′k −Λk if d is odd and equals 1 + ψ(d) = 1− 1 = 0 = Λ′k −Λk if
d is even.
Next we assume that k = 2pd′ for some d
′ ∈ [1, σ]. There is a unique d ∈ [1, σ]
such that 2pd′ = 2pd > 2pd+1. The condition that πr ≥ k is equivalent to 2pr ≥ 2pd
(if ψ(r) ∈ {0, 1}) and to 2pr ≥ 2pd, pr 6= pd (if ψ(r) = −1). Moreover for r such
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that pr = pd, r 6= d we have pr = pr+1 hence ψ(r) 6= −1. Thus
Λ′′k − Λk =
∑
r∈[1,σ+1];2pr≥2pd
(πr − 2pd)−
∑
r∈[1,σ+1];ψ(r)=−1;2pr=2pd
(2pr − 1− 2pd)
−
∑
r∈[1,σ+1];2pr≥2pd
(2pr − 2pd) =
∑
r∈[1,d]
ψ(r) +
∑
r∈[1,σ+1];ψ(r)=−1;r=d
1.
By 1.6 this equals (1 +ψ(d)) + 1 = (1− 1) + 1 = 1 = Λ′k −Λk if d is even (so that
ψ(d) = −1) and equals 1 + 0 = Λ′k − Λk if d is odd (so that ψ(d) 6= −1).
Next we assume that k ≤ 2pσ+1. Then k = 0 and πr ≥ k, 2pr ≥ k for all
r ∈ [0, 1 + σ] hence
Λ′′k − Λk =
∑
r∈[1,σ+1]
(πr − 2pσ+1)−
∑
r∈[1,σ+1]
(2pr − 2pσ+1) =
∑
r∈[1,σ+1]
ψ(r).
This equals (1 + ψ(σ)) + ψ(σ + 1) = (1 − 1) + 0 = 0 = Λ′k − Λk if σ is even and
equals 1 + ψ(σ + 1) = 1− 1 = 0 = Λ′k − Λk if σ is odd. (We use 1.6.)
Finally assume that k > 2p1. We have πr ≤ k, 2pr < k for all r ∈ [0, 1 + σ]
hence Λ′′k − Λk = 0− 0 = 0 = Λ′k − Λk.
We see that for any k ≥ 0 we have Λ′′k − Λk = Λ′k − Λk and (e) follows.
3.7. We prove 0.6 in the case where G is as in 1.3 with κ = 0, Q = 0, p 6= 2.
Let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ Pn. Let B,B′ be as in 2.4; define uw in terms
of the excellent decomposition 2.2(a) of w = w−1p∗ as in 2.4. Let γp∗ be the G-
conjugacy class of uw. Let N0 = u
−1
w − 1. By 2.6, N0 has Jordan blocks of sizes
2p1, 2p2, . . . , 2pσ. Hence for any k ≥ 0 we have dimNk0 =
∑
r∈[1,σ]max(2pr−k, 0).
By 2.4(b) we have (B, uwBu
−1
w ) ∈ Ow. Since w ∈ (Cp∗)min, we have Cp∗ ⊣ γp∗ .
Now let γ′ ∈ G be such that Cp∗ ⊣ γ′. Then there exists g ∈ γ′ such that
gBg−1 = uwBu
−1
w . Define V∗, V
′
∗ ∈ F by BV∗ = B, BV ′∗ = uwBu−1w . We have
aV∗,V ′∗ = w (since (B, uwBu
−1
w ) ∈ Ow) and gV∗ = V ′∗ (since gBg−1 = uwBu−1w ).
By 3.5(a) for any k ≥ 0 we have dimNkV ≥ ∑r∈[1,σ]max(2pr − k, 0) hence
dimNkV ≥ dimNk0 V . It follows that the conjugacy class of u−1w in GL(V ) is
contained in the closure of the conjugacy class of g in GL(V ). Since p 6= 2 it
follows that the conjugacy class of u−1w in G is contained in the closure of the
conjugacy class of g in G. Since γp∗ = γ
−1
p∗
we see that γp∗ is contained in the
closure of γ′. We see that property ΠCp∗ holds with γCp∗ = γp∗ . The map p∗ 7→ γp∗
is clearly injective. If γ0 is a distinguished unipotent class in G then all its Jordan
blocks have even sizes (with multiplicity one) hence γ0 is of the form γp∗ for some
p∗ ∈ Pn. This completes the proof of 0.6 in our case.
3.8. We prove 0.6 in the case where G is as in 1.3 with κ = 1, Q 6= 0, p 6= 2.
Let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ Pn. Let B,B′ be as in 2.4; define uw in terms
of the excellent decomposition 2.2(a) of w = w−1p∗ as in 2.4. Let γp∗ be the G-
conjugacy class of uw. Let N0 = u
−1
w − 1. By 2.11, N0 has Jordan blocks of sizes
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2p1 + ψ(1), 2p2 + ψ(2), . . . , 2pσ + ψ(s) (and 1 if σ is even). Here ψ is as in 1.6.
Hence for any k ≥ 0 we have dimNk0 = Λ′′k (notation of 3.6). By 2.4(b) we have
(B, uwBu
−1
w ) ∈ Ow. Since w ∈ (Cp∗)min, we have Cp∗ ⊣ γp∗ . Now let γ′ ∈ G
be such that Cp∗ ⊣ γ′. Then there exists g ∈ γ′ such that gBg−1 = uwBu−1w .
Define V∗, V
′
∗ ∈ F by BV∗ = B, BV ′∗ = uwBu−1w . We have aV∗,V ′∗ = w (since
(B, uwBu
−1
w ) ∈ Ow) and gV∗ = V ′∗ (since gBg−1 = uwBu−1w ). By 3.6(c),(e) for
any k ≥ 0 we have dimNkV ≥ Λ′′k hence dimNkV ≥ dimNk0 V . It follows that
the conjugacy class of u−1w in GL(V ) is contained in the closure of the conjugacy
class of g in GL(V ). Since p 6= 2 it follows that the conjugacy class of u−1w in G is
contained in the closure of the conjugacy class of g in G. Since γp∗ = γ
−1
p∗
we see
that γp∗ is contained in the closure of γ
′. We see that property ΠCp∗ holds with
γCp∗ = γp∗ . This completes the proof of 0.6(i) in our case.
We prove the injectivity in 0.6(ii). Let Π be the set of all sequences π1 ≥ π2 ≥
· · · ≥ πσ′ of integers ≥ 1 such that π1 + π2 + · · · + πσ′ = n. We define a map
φ : Pn −→ Π by
(i) (p1 ≥ p2 ≥ · · · ≥ pσ) 7→ (2p1 + ψ(1) ≥ 2p2 + ψ(2) ≥ · · · ≥ 2pσ + ψ(σ)) if σ
is odd;
(ii) (p1 ≥ p2 ≥ · · · ≥ pσ) 7→ (2p1 + ψ(1) ≥ 2p2 + ψ(2) ≥ · · · ≥ 2pσ + ψ(σ) ≥ 1)
if σ is even.
It is enough to show that φ is injective. We show that 2pi+ψ(i) ≥ 2pi+1+ψ(i+1)
for i ∈ [1, σ − 1]. If pi > pi+1 then 2pi ≥ 2pi+1 + 2 and it is enough to show
that ψ(i) − ψ(i + 1) ≥ −2; this is clear since ψ(i) ≥ −1,−ψ(i + 1) ≥ −1. So
we can assume that pi = pi+1. If i is even then ψ(i + 1) = 0, ψ(i) ≥ 0 hence
2pi + ψ(i) ≥ 2pi+1 + ψ(i + 1). If i is odd then ψ(i + 1) ≤ 0, ψ(i) = 0 and again
2pi + ψ(i) ≥ 2pi+1 + ψ(i + 1). Moreover in case (ii) we have 2pσ + ψ(σ) ≥ 1
(since 2pσ ≥ 2, ψ(σ) ≥ −1). We see that φ is well defined. Assume now that
p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ P+n , p′∗ = (p′1 ≥ p′2 ≥ · · · ≥ p′σ) ∈ P+n satisfy
2pi + ψ(i) = 2p
′
i + ψ
′(i) for i ∈ [1, σ] (here ψ′ is defined in terms of p′∗ in the
same way as ψ is defined in terms of p∗). Since ψ(1) = ψ
′(1) = 1 we see that
p1 = p
′
1. Assume now that i ≥ 2 and that pj = p′j for j ∈ [1, i − 1]. From
our assumption we have ψ(i) = ψ′(i) mod 2. If i is odd then ψ(i), ψ′(i) belong
to {0, 1} hence ψ(i) = ψ′(i) and pi = p′i. If i is even then ψ(i), ψ′(i) belong to
{0,−1} hence ψ(i) = ψ′(i) and pi = p′i. Thus p∗ = p′∗. Similarly we see that if
p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ Pn − P+n , p′∗ = (p′1 ≥ p′2 ≥ · · · ≥ p′σ) ∈ Pn − P+n
satisfy 2pi + ψ(i) = 2p
′
i + ψ
′(i) for i ∈ [1, σ] then p∗ = p′∗. This proves the
injectivity statement in 0.6(ii). Now let γ0 be a distinguished unipotent class in
G. Then, if u0 ∈ γ0, the Jordan blocks of u0 − 1 have sizes 2x1 + 1 > 2x2 + 1 >
· · · > 2xf + 1 where x1 > x2 > · · · > xf are integers ≥ 0 and f is odd. Let
p∗ = (x1 ≥ x2 + 1 ≥ x3 ≥ x4 + 1 ≥ · · · ≥ xf−2 ≥ xf−1 + 1 ≥ xf ) if xf > 0 and
p∗ = (x1 ≥ x2 + 1 ≥ x3 ≥ x4 + 1 ≥ · · · ≥ xf−2 ≥ xf−1 + 1) if xf = 0. Then
γp∗ = γ0. This completes the proof of 0.6 in our case.
3.9. We prove 0.6 in the case where G is as in 1.3 with κ = 0, Q 6= 0, p 6= 2,n ≥ 8.
Let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) ∈ P+n . Let wp∗ ∈W ′ be as in 1.6. Let w = w−1p∗ . By
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the argument in 2.12 we can find U∗ ∈ F and a unipotent element u ∈ G such that
aU∗,uU∗ = w and such that, setting N0 = u
−1 − 1, the Jordan blocks of N0 have
sizes 2p1+ψ(1), 2p2+ψ(2), . . . , 2pσ+ψ(s) (ψ as in 1.6). We can also assume that
U∗ ∈ F ′. Note that for any k ≥ 0 we have dimNk0 = Λ′′k (notation of 3.6). Let γp∗
be the G-conjugacy class of u. Let B = BU∗ . We have (B, uBu
−1) ∈ Ow. Since
w ∈ (C′p∗)min, we have C′p∗ ⊣ γp∗ . Now let γ′ ∈ G be such that C′p∗ ⊣ γ′. Then
there exists g ∈ γ′ such that gBg−1 = uBu−1. We set U ′∗ = uU∗u−1. We have
aU∗,U ′∗ = w and gU∗ = U
′
∗ (since gBg
−1 = uBu−1). By 3.6(c),(e) for any k ≥ 0 we
have dimNkV ≥ Λ′′k hence dimNkV ≥ dimNk0 V . It follows that the conjugacy
class of u−1 in GL(V ) is contained in the closure of the conjugacy class of g in
GL(V ). Since p 6= 2 it follows that the conjugacy class of u in Is(V ) is contained
in the closure of the conjugacy class of g in Is(V ). Hence γp∗ is contained in the
closure of γ′ ∪ (hγ′h−1) where h ∈ Is(V ) − G. Then either γp∗ is contained in
the closure of γ′ or γp∗ is contained in the closure of hγ
′h−1. In the last case we
see that h−1γp∗h is contained in the closure of γ
′; but since 2p1 + ψ(1) is odd we
have h−1γp∗h = γp∗ hence we have again that γp∗ is contained in the closure of
γ′. We see that property ΠC′p∗ holds with γC
′
p∗
= γp∗ . This completes the proof
of 0.6(i) in our case. The proof of the injectivity in 0.6(ii) is entirely similar to the
proof in 3.8. Now let γ0 be a distinguished unipotent class in G. Then, if u0 ∈ γ0,
the Jordan blocks of u0 − 1 have sizes 2x1 + 1 > 2x2 + 1 > · · · > 2xf + 1 where
x1 > x2 > · · · > xf are integers ≥ 0 and f is even. Let p∗ = (x1 ≥ x2 + 1 ≥ x3 ≥
x4 + 1 ≥ · · · ≥ xf−1 ≥ xf + 1). Then γp∗ = γ0. This completes the proof of 0.6 in
our case.
4. Basic unipotent classes
4.1. In this section there is no restriction on p. Let G′ be a connected reductive
group over C of the same type as G (with the same root datum as G). Then
W for G and G′ may be identified. Let G′ be the set of unipotent classes of G′.
There is a well defined map π : G′ −→ G given by π(γ′) = γ where γ′, γ correspond
to the same irreducible W-module under the Springer correspondence. This map
is injective, dimension preserving. One can show that it coincides with the map
described in [Sp1, III, 5.2]. Let Φ˜′ : Wel −→ G′ be the (injective) map C 7→ γC (as
in 0.6, for G′ instead of G). Let Φ˜ = πΦ˜′ : Wel −→ G, an injective map. (When p
is not a bad prime for G then Φ˜ is given by C 7→ γC (as in 0.6); this follows from
the explicit computation of the map C 7→ γC , see below.) A unipotent class of G
is said to be basic if it is in the image of Φ˜. Let G
b
be the set of basic unipotent
classes of G. Note that π restricts to a bijection G′
b
∼−→ G
b
. Let Φ : Wel
∼−→ G
b
be the restriction of Φ˜.
4.2. We shall need the following definition. Let V, (, ), Q, n, κ,G be as in 1.3 and
let p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) be in Pn (if (1−κ)Q = 0) and in P+n (if (1−κ)Q 6= 0).
Let ψ be as in 1.6. Let γp∗ be the unipotent class in G such that for some/any
32 G. LUSZTIG
g ∈ γp∗ the Jordan blocks of g − 1 have sizes
2p1 ≥ 2p2 ≥ · · · ≥ 2pσ if κ = 0, Q = 0 or if κ = 0, Q 6= 0, p = 2,
2p1 ≥ 2p2 ≥ · · · ≥ 2pσ ≥ 1 if κ = 1, Q 6= 0, p = 2,
2p1 + ψ(1) ≥ 2p2 + ψ(2) ≥ · · · ≥ 2pσ + ψ(σ) if κ = 1, Q 6= 0, p 6= 2, σ = odd or
if κ = 0, Q 6= 0, p 6= 2,
2p1+ψ(1) ≥ 2p2+ψ(2) ≥ · · · ≥ 2pσ+ψ(σ) ≥ 1 if κ = 1, Q 6= 0, p 6= 2, σ = even,
and such that (if p = 2):
(a) for any i ∈ [1, σ] we have ((g − 1)2pi−1x, x) 6= 0 for some x ∈ ker(g − 1)2pi .
Note that in each case the unipotent conjugacy class γp∗ is well defined.
4.3. We now describe the bijection Φ : Wel
∼−→ G
b
for G almost simple of various
types.
If G is of type An then Φ(Ccox) is the regular unipotent class.
If V, (, ), Q, n, κ,G are as in 1.3 and p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) is in Pn (if
(1− κ)Q = 0) and in P+n (if (1 − κ)Q 6= 0) then Φ(Cp∗) = γp∗ (if (1 − κ)Q = 0)
and Φ(C′p∗) = γp∗ (if (1− κ)Q 6= 0).
When G is of exceptional type we use the notation of [Mi], [Sp2] for the unipo-
tent classes in G; an element C ∈Wel is specified by indicating the characteristic
polynomial of an element of C acting on the reflection representation of W, a
product of cyclotomic polynomials Φd (an exception is type F4 when there are
two choices for C with characteristic polynomial Φ22Φ6 in which case we use the
notation (Φ22Φ6)
′, (Φ22Φ6)
′′ for what in [GP, p.407] is denoted by D4, C3 + A1).
The notation d;C; γ means that C ∈Wel, γ ∈ Gb,Φ(C) = γ, d = dC (see 0.2). A
symbol dist is added when γ is distinguished for any p; a symbol distp is added
when γ is distinguished only for the specified p. The values of dC are taken from
[GP].
Type G2.
2; Φ6;G2 dist
4; Φ3;G2(a1) dist
6; Φ22; A˜1 dist3
Type F4.
4; Φ12;F4 dist
6; Φ8;F4(a1) dist
8; Φ26;F4(a2) dist
10; (Φ22Φ6)
′;B3
10; (Φ22Φ6)
′′;C3
12; Φ24;F4(a3) dist
14; Φ22Φ4;C3(a1) dist2
16; Φ23; A˜2 + A1 dist2
24; Φ42;A1 + A˜1
Type E6.
6; Φ3Φ12;E6 dist
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8; Φ9;E6(a1) dist
12; Φ3Φ
2
6;A5 +A1 dist
14; Φ22Φ3Φ6;A5
24; Φ33; 2A2 +A1
Type E7.
7; Φ2Φ18;E7 dist
9; Φ2Φ14;E7(a1) dist
11; Φ2Φ6Φ12;E7(a2) dist
13; Φ2Φ6Φ10;D6 +A1 dist
15; Φ32Φ10;D6
17; Φ2Φ4Φ8;D6(a1) +A1 dist
21; Φ2Φ
3
6;D6(a2) + A1 dist
23; Φ32Φ
2
6;D6(a2)
25; Φ2Φ
2
3Φ6; (A5 + A1)
′′
31; Φ52Φ6;D4 + A1
33; Φ32Φ
2
4;A3 +A2 +A1
63; Φ72; 4A1
Type E8.
8; Φ30;E8 dist
10; Φ24;E8(a1) dist
12; Φ20;E8(a2) dist
14; Φ6Φ18;E7 + A1 dist
16; Φ15;D8 dist
16; Φ22Φ18;E7
18; Φ22Φ14;E7(a1) + A1 dist
20; Φ212;D8(a1) dist
22; Φ24Φ12;D7
22; Φ26Φ12;E7(a2) + A1 dist
24; Φ210;A8 dist
24; Φ22Φ6Φ12;E7(a2)
26; Φ23Φ12;E6 + A1
26; Φ22Φ6Φ10;D7(a1) dist2
28; Φ3Φ9;D8(a3) dist
30; Φ28;A7 dist3
32; Φ42Φ10;D6
34; Φ22Φ4Φ8;D5 + A2 dist2
40; Φ46; 2A4 dist
42; Φ22Φ
3
6;A5A2
44; Φ42Φ
2
6;D6(a2)
44; Φ23Φ
2
6;A5 + 2A1
46; Φ22Φ
2
3Φ6; (A5 + A1)
′
46; Φ22Φ
2
4Φ6;D5(a1) +A2
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48; Φ25;A4 + A3
60; Φ44; 2A3
64; Φ62Φ6;D4 + A1
66; Φ42Φ
2
4;A3 +A2 +A1
80; Φ43; 2A2 + 2A1
120; Φ82; 4A1
4.4. We have the following result.
(a) If γ is a distinguished unipotent class of G then γ is a basic unipotent class
of G.
This follows from the known classification of distinguished unipotent classes [Mi],
[Sp1] and the results in 4.3. For example if V, (, ), Q, n, κ,G are as in 1.3 with
p = 2 and p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) is in Pn (if (1 − κ)Q = 0) and in P+n
(if (1 − κ)Q 6= 0) then γp∗ is distinguished if and only if for any j ≥ 1 we have
♯(i ∈ [1, σ]; 2pi = j) ≤ 2 (and all distinguished classes are of this form).
Next we note the following result:
(b) Let C ∈Wel and let g ∈ Φ(C). If G is semisimple, then dim(Z(g)) is equal
to dC (the minimum value of the length function on C).
When G is almost simple of type An this is obvious. When G is almost simple
of exceptional type this follows from the results in 4.3 and from [Mi,Sp2]. Now
assume that V, (, ), Q, n, κ,G are as in 1.3 and p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ) is in Pn
(if (1− κ)Q = 0) and in P+n (if (1− κ)Q 6= 0). Let d′ = dimZ(g). Using 2.2, 2.3
we see that it is enough to show that
(c) d′ = 2
∑σ−1
v=1 vpv+1 + n (if (1− κ)Q = 0) and d′ = 2
∑σ−1
v=1 vpv+1 + n− σ (if
(1− κ)Q 6= 0).
Since dim(π(γ)) = dim γ for any γ ∈ G′ (notation of 4.1) we see that it is enough
to prove (c) in the case where p = 2. Using the exceptional isogeny from type Bn
to type Cn we see that (c) in type Bn follows from (c) in type Cn. Using [Sp1,
II, 6.4, 6.5] we see that (c) in type Dn follows from (c) in type Cn. Thus we may
assume that κ = 0, Q = 0, p = 2. For j ≥ 1 let fj = ♯(i ∈ [1, σ]; 2pi ≥ j). By [Sp1,
II, 6.3, 6.5] we have
d′ =
∑
h≥1
(f22h − f2h) + n
since f2h−1 = f2h. It remains to prove the identity X = 2Y where
X =
∑
h≥1
(f22h − f2h), Y = p2 + 2p3 + · · ·+ (σ − 1)pσ.
We can find integers a1, a2, . . . , at, b1, b2, . . . , bt (all ≥ 1) such that pi = a1 + a2 +
· · ·+ at for i ∈ [1, b1], pi = a1+ a2+ · · ·+ at−1 for i ∈ [b1+1, b1+ b2], . . . , pi = a1
for i ∈ [b1 + b2 + · · ·+ bt−1 + 1, b1 + b2 + · · ·+ bt]. We have
X = a1((b1 + b2 + · · ·+ bt)2 − (b1 + b2 + · · ·+ bt))
+ a2((b1 + b2 + · · ·+ bt−1)2 − (b1 + b2 + · · ·+ bt−1)) + · · ·+ at(b21 − b1),
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Y = (a1 + a2 + · · ·+ at)(b21 − b1)/2
+ (a1 + a2 + · · ·+ at−1)((b22 − b2)/2− (b21 − b1)/2) + · · ·+
a1((b
2
t − bt)/2− (b2t−1 − bt−1)/2).
The equality X = 2Y follows. This completes the proof of (b).
4.5. We now define a map Φ : W −→ G extending the map Φ : Wel −→ Gb in 4.1.
Let C ∈ W. We can find J ⊂ S and an elliptic conjugacy class D of the Weyl
group WJ such that D = C ∩WJ . Let P be a parabolic subgroup of G of type
J . Let L be a Levi subgroup of P . Let γD = ΦL(D), a unipotent class of L (here
ΦL is the map Φ of 4.1 with G,W replaced by L,WJ ). Let γ be the unipotent
class of G containing γD. We set Φ(C) = γ. We show that γ is independent of
the choices made. Assume that we have also D′ = C ∩WJ ′ where J ′ ⊂ S and
D′ is an elliptic conjugacy class of the Weyl group WJ ′ . Let P
′ be a parabolic
subgroup of G of type J ′. Let L′ be a Levi subgroup of P . Let γD′ = ΦL′(D
′), a
unipotent class of L′. Let γ′ be the unipotent class of G containing γD′ . We must
show that γ = γ′. By [GP, 3.2.12] there exists x ∈W such that xJx−1 = J ′ and
xDx−1 = D′. We can find an element x˙ ∈ G such that x˙Lx˙−1 = L′ and such that
conjugation by x˙ induces the isomorphism WJ −→WJ ′ given by w 7→ xwx−1. By
functoriality we must have x˙ΦL(D)x˙
−1 = ΦL′(D
′). It follows that x˙γx˙−1 = γ′
hence γ = γ′. We see that C 7→ Φ(C) is a well defined map W −→ G; it clearly
extends the map Φ : Wel −→ Gb in 4.1. Also, if p is not a bad prime for G then
the map W −→ G just defined coincides with the map W −→ G given by 0.4. (This
follows from 1.1.)
Note that Φ : W −→ G can be described explicitly for any G using the descrip-
tion of the bijections Wel
∼−→ G
b
given in 4.3 (with G replaced by a Levi subgroup
of a parabolic subgroup of G).
We show that
(a) Φ : W −→ G is surjective.
Let γ ∈ G. We can find a parabolic subgroup P of G with Levi subgroup L and
a distinguished unipotent class γ1 of L such that γ1 ⊂ γ. Let J be the subset S
such that P is of type J . By 4.4(a), γ1 is a basic unipotent class of L. Hence we
can find an elliptic conjugacy class D of WJ such that ΦL(D) = γ1 (ΦL is the
map Φ of 4.1 with G,W replaced by L,WJ). Let C be the conjugacy class in W
that contains D. By the arguments above we have Φ(C) = γ. This proves (a).
4.6. In this subsection we show, assuming that all simple factors of G are of type
An, Bn, Cn or Dn, that a part of Theorem 0.4(i) holds for the map Φ : W −→ G
even in bad characteristic.
(a) Let C ∈W and let γ = Φ(C) ∈ G. Then C ⊣ γ.
As in 1.1 we can assume that C ∈ Wel. If p 6= 2 the result follows from 0.6. We
now assume that p = 2. We can also assume that G is almost simple of type 6= An.
We can now assume that V, (, ), Q, n, κ,G are as in 1.3 with p = 2 and that C = Cp∗
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(if (1− κ)Q = 0) and C = C′p∗ (if (1− κ)Q 6= 0) where p∗ = (p1 ≥ p2 ≥ · · · ≥ pσ)
is in Pn (if (1 − κ)Q = 0) and in P+n (if (1 − κ)Q 6= 0). Using the exceptional
bijection from type Bn to type Cn we see that the result for type Bn follows from
the result in type Cn. Thus we can assume in addition that κ = 0. As in the
proof in 3.7, 3.9 we see that there exists γ ∈ G such that if g ∈ γ then g − 1
has Jordan blocks of sizes 2p1 ≥ 2p2 ≥ · · · ≥ 2pσ and C ⊣ γ. It remains to
show that g satisfies the conditions 4.2(a). It is enough to show that there exists
a direct sum decomposition V = V 1 ⊕ V 2 ⊕ . . . V m such that (V i, V j) = 0 for
i 6= j, V i ⊕ (V i)⊥ = V for each i and such that for each i, V i is g-stable and
N := g− 1 : V i −→ V i has a single Jordan block. To do this we use 3.5(c) (applied
to V∗ ∈ F or V∗ ∈ F ′ such that aV∗,gV∗ = wp∗) and we take for V i the subspaces
Xr in 3.4 for r ∈ [1, σ]. This completes the proof of (a).
We expect that (a) holds without assumption on G.
4.7. Let C ∈ Wel and let w ∈ Cmin. Define uw ∈ G in terms of any excellent
decomposition of w as in 2.4. We conjecture that uw ∈ Φ(C). This is supported
by the computations in Section 2.
4.8. Assume that k = C and consider the bijection G
b
∼−→Wel inverse to Φ. We
expect that this coincides with the restriction of the map G −→W defined in [KL].
(This holds in every case in which the last map has been computed, see [Sp3],
[Sp4]; in particular it holds when G is as in 1.3.)
5. C-small classes
5.1. In this section we fix C ∈Wel.
Let R be the reflection representation of W. Then det(1 − w,R) ∈ N>0. If
p > 1 we denote by det(1− w,R)∗ the part prime to p of det(1− w,R); if p = 0
we set det(1− w,R)∗ = det(1− w,R). We have the following result.
Theorem 5.2. The isotropy groups of the Gad-action 0.2 on Bw are finite abelian
of order dividing det(1− w,R)∗.
For the proof we shall need the following result which will be proved in 5.3.
(a) If w′, w′′ ∈ Cmin then there exists an isomorphism Bw′ ∼−→ Bw′′ commuting
with the Gad-actions and commuting with the first projections Bw′ −→ G, Bw′′ −→
G.
Let d be the order of w. Using (a) and a result of Geck and Michel [GP, 4.3.5] we
see that we can assume that w is a ”good element” in the sense of [GP, 4.3.1]. Let
β+ be the braid monoid attached to the Coxeter grop W. Let w1 7→ wˆ1 be the
canonical imbedding W −→ β+, see [GP, 4.1.1]. Let (wˆ)d be the d-th power of wˆ
in β+. Let w0 be the longest element of W. Since w is good there exists z ∈ β+
such that (wˆ)d = wˆ0z in β
+. Let s1s2 . . . sk be a reduced expression of w. Let
s′1s
′
2 . . . s
′
f be a reduced expression of w0. We can find a sequence s
′′
1 , s
′′
2 , . . . , s
′′
h in
S such that z = sˆ′′1 sˆ
′′
2 . . . sˆ
′′
h. We have
(sˆ1sˆ2 . . . sˆk)(sˆ1sˆ2 . . . sˆk) . . . (sˆ1sˆ2 . . . sˆk) = sˆ
′
1sˆ
′
2 . . . sˆ
′
f sˆ
′′
1 sˆ
′′
2 . . . sˆ
′′
h.
FROM CONJUGACY CLASSES IN THE WEYL GROUP TO UNIPOTENT CLASSES37
(The left hand side contains kd factors sˆi. The right hand side contains f + h
factors.) We must have kd = f + h. Moreover from the definition of β+ there
exist s1, s2, . . . , sm (m ≥ 2) such that each sr is a sequence sr1, sr2, . . . , srkd in S, s1
is the sequence
s1, s2, . . . , sk, s1, s2, . . . , sk, . . . , s1, s2, sk,
(kd terms), sm is the sequence
s′1, s
′
2, . . . , s
′
f , s
′′
1 , s
′′
2 , s
′′
h
and for any r ∈ [1, m− 1] the sequence sr+1 is obtained from the sequence sr by
replacing a string sre+1, s
r
e+2, . . . , s
r
e+u of the form s, t, s, t, . . . (u terms, s 6= t in
S, st of order u in W) by the string t, s, t, s, . . . (u terms). Now let (g, B) ∈ Bw,
let Z = {c ∈ G; cgc−1 = g, cBc−1 = B} and let c ∈ Z. We define a sequence
B0, B1, . . . , Bkd in B by the following requirements: Bik = giBg−i for i ∈ [0, d],
(Bik+j−1, Bik+j) ∈ Osj for i ∈ [0, d− 1], j ∈ [1, k]. This sequence is uniquely de-
termined. Now conjugation by c preserves each of B, gBg−1, g2Bg−2, . . . , gdBg−d
hence (by uniqueness) it automatically preserves each Bv, v ∈ [0, kd]. We define a
sequence B1∗, B
2
∗, . . . , B
m
∗ such that each B
r
∗ is a sequence (B
r
0 , B
r
1 , . . . , B
r
kd) in B
satisfying (Brj−1, B
r
j ) ∈ Osrj for j ∈ [1, kd], as follows: B1∗ = (B0, B1, . . . , Bhd) and
for r ∈ [1, m − 1], Br+1∗ is obtained from Br∗ by replacing the string
Bre , B
r
e+1, . . . , B
r
e+u (where
(sre+1, s
r
e+2, . . . , s
r
e+u) = (s, t, s, t, . . . )
as above) by the string Br+1e , B
r+1
e+1 , . . . , B
r+1
e+u defined by
Br+1e = B
r
e , B
r+1
e+u = B
r
e+u, (B
r+1
e , B
r+1
e+1) ∈ Ot, (Br+1e+1 , Br+1e+2) ∈ Os,
(Br+1e+2 , B
r+1
e+3) ∈ Ot, . . . .
(Note that Br+1e , B
r+1
e+1 , . . . , B
r+1
e+u are uniquely determined since (B
r
e , B
r
e+u) ∈
Ostst... = Otsts... and stst . . . , tsts . . . are reduced expressions in W.) We note
that for any r ∈ [1, m] any Borel subgroup in the sequence Br∗ is stable under con-
jugation by c. (For r = 1 this has been already observed. The general case follows
by induction on r using the uniqueness in the previous sentence.) In particular
any Borel subgroup in the sequence Bm∗ is stable under conjugation by c. From
the definitions we see that (Bm0 , B
m
f ) ∈ Ow0 that is, Bm0 , Bmf are opposed Borel
subgroups. Since both are stable under conjugation by c we see that c belongs to
Bm0 ∩ Bmf , a maximal torus independent of c. We see that Z is contained in the
torus Bm0 ∩Bmf . Hence Z is a diagonalizable group.
Now if c ∈ Z then cBc−1 = B and cgBg−1c−1 = gBg−1 hence c ∈ B ∩ gBg−1.
Thus Z is a diagonalizable subgroup of the connected solvable group B ∩ gBg−1.
Hence we can find a maximal torus T of B ∩ gBg−1 such that Z ⊂ T . We can find
a, a′ in UB and y in the normalizer of T such that g = aya
′; moreover y is uniquely
determined. For c ∈ Z we have g = cgc−1 = cac−1cyc−1ca′c−1. Since c ∈ T we
see that cac−1, ca′c−1 belong to UB and cyc
−1 belongs to the normalizer of T . By
the uniqueness statement above we see that cyc−1 = y. Thus Z is contained in
T y (the fixed point set of Ad(y) : T −→ T ). Let Z¯, T¯ , y¯ be the image of Z, T, y in
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Gad. Then Z¯ is contained in T¯
y¯ (the fixed point set of Ad(y¯) : T¯ −→ T¯ ). Since the
conjugacy class of w is elliptic and (B, gBg−1) ∈ Ow (that is (B, yBy−1) ∈ Ow)
we see that T¯ y¯ is a finite abelian group of order det(1−w,R)∗. Hence Z¯ is a finite
abelian group of order dividing det(1− w,R)∗. This completes the proof
5.3. We prove 5.2(a). By [GP, 3.2.7(P2)], there exists a sequence
w′ = w1, w2, . . . , wn = w
′′
in W such that for i ∈ [1, n − 1] we have wi = bici, wi+1 = cibi where bi, ci
in W satisfy l(bi) + l(ci) = l(bici) = l(cibi). Hence we may assume that w
′ =
bc, w′′ = cb where b, c in W satisfy l(b) + l(c) = l(bc) = l(cb). If (g, B) ∈ Bbc then
there is a unique B′ ∈ B such that (B,B′) ∈ Ob, (B′, gBg−1) ∈ Oc. We have
(gBg−1, gB′g−1) ∈ Ob hence (B′, gB′g−1) ∈ Ocb so that (g, B′) ∈ Bcb. Thus we
have defined a morphism α : Bbc −→ Bcb, (g, B) 7→ (g, B′). Similarly if (g, B′) ∈
Bcb there exist a unique B
′′ ∈ B such that (B′, B′′) ∈ Oc, (B′′, gB′g−1) ∈ Ob;
we have (g, B′′) ∈ Bbc. Thus we have defined a morphism α′ : Bcb −→ Bbc,
(g, B′) 7→ (g, B′′). From the definition it is clear that α′α(g, B) = (g, gBg−1) for
all (g, B) ∈ Bbc and αα′(g, B′) = (g, gB′g−1) for all (g, B′) ∈ Bcb. It follows that
α, α′ are isomorphisms. They have the required properties.
5.4. We give an alternative proof of Theorem 5.2 in the case where V, (, ), Q, n, κ,G
are as in 1.3. By 5.2(a) we can assume that w = wp∗ where p∗ is in Pn (if
(1− κ)Q = 0) and in P+n (if (1− κ)Q 6= 0). Let V∗ ∈ F (if (1− κ)Q = 0), V∗ ∈ F ′
(if (1 − κ)Q 6= 0) and let g ∈ G be such that aV∗,V ′∗ = wp∗ where V ′∗ = gV∗. It
is enough to show that there exists a finite subgroup Γ of G such that, if x ∈ G
satisfies xgx−1 = g, xV∗ = V∗ then x ∈ Γ. Consider the basis β of V associated in
3.3(vi) to V∗, V
′
∗ , g. Since β is canonically defined (up to multiplication by ±1) by
V∗, V
′
∗, g we see that the analogous basis associated to xV∗, xV
′
∗, xgx
−1 is equal to
xβ (up to multiplication by ±1). Since (xV∗, xV ′∗, xgx−1) = (V∗, V ′∗ , g) we see that
xβ is equal to β (up to multiplication by ±1). Let Γ be the set of all elements of
G which map each element of β to ±1 times itself (a finite abelian 2-subgroup of
G). We see that x ∈ Γ, as required.
5.5. Let γ be a conjugacy class of G. Let w ∈ Cmin. Since Bγw is a union of
Gad-orbits in Bw and each of these orbits has dimension equal to dimGad (see
5.2) we see that if Bγw 6= ∅ then dimBγw ≥ dim(Gad). We say that γ is C-small if
C ⊣ γ and dimBγw = dim(Gad). (The last condition is independent of the choice
of w in Cmin.)
For any Borel subgroup B of G let ΩB be the B − B double coset of G such
that (B, xBx−1) ∈ Ow for some/any x ∈ ΩB. Assume that ΩB ∩ γ 6= ∅. We have
the following result:
(a) We have dim(ΩB ∩ γ) ≥ dim(B/ZG); moreover equality holds if and only if
γ is C-small.
Indeed, we have a fibration Bγw −→ B, (g, B′) 7→ B′ whose fibre at B′ is ΩB′ ∩γ. It
follows that dim(ΩB ∩ γ) = dimBγw − dimB. It remains to use that dim(Gad) −
dimB = dim(B/ZG
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Corollary 5.6. Let w ∈ Cmin. Let g ∈ G. The submanifolds {(B,B′) ∈ B ×
B;B′ = gBg−1} and Ow of B × B intersect transversally.
In the case where g is regular semisimple this is proved in [L1, 1.1] (without
assumption on w). As in that proof it is enough to verify the following statement:
(a) if B ∈ B and (B, gBg−1) ∈ Ow then (1− Ad(g))(g) + b = g.
Here b, g are the Lie algebras of B,G. We can assume that G = Gad and that w
is good. Let g∗ be the dual space of g. We give two proofs (the second one applies
only for p = 0).
For any subspace V of g let V⊥ be the annihilator of V in g∗. It is enough to
show that ker((1− Ad(g)) : g∗ −→ g∗) ∩ b⊥ = 0. We argue as in the proof of 5.2.
Let ξ ∈ ker((1−Ad(g)) : g∗ −→ g∗)∩ b⊥. Let d, k, f , srj , Brj (r ∈ [1, m], j ∈ [0, kd]),
m ≥ 2 be as in the proof of 5.2. Let bjr be the Lie algebra of Bjr . Let ξ ∈ a. Since
Ad(g)iξ = ξ for all i and ξ ∈ b⊥ we see that ξ ∈ (Ad(g)ib)⊥ for i ∈ [0, d] hence ξ ∈
(b1ik)
⊥ for i ∈ [0, d]. Using the definition of B1j for j ∈ [0, kd], j /∈ kN we see that
ξ ∈ (b1j)⊥ for any j ∈ [0, kd]. Using the definitions we see by induction on r that
ξ ∈ (brj)⊥ for any j ∈ [0, kd], r ∈ [1, m]. In particular we have ξ ∈ (bm0 )⊥ ∩ (bmf )⊥.
The last intersection is 0 since Bm0 , B
m
f are opposed Borel subgroups. Thus, ξ = 0,
as desired.
In the second proof (with p = 0) let n be the Lie algebra of UB . We identify
g = g∗ and n = b⊥ using the Killing form; we see that it is enough to show that
ker((1 − Ad(g)) : g −→ g) ∩ n = 0. The last intersection is the Lie algebra of
Z(g) ∩ U . By 5.2, Z(g) ∩B is a finite group. Hence Z(g) ∩ U is a finite subgroup
of U hence Z(g) ∩ U = {1} and the desired result follows.
Corollary 5.7. We preserve the setup of 5.6.
(i) The variety Bwg := {B ∈ B; (B, gBg−1) ∈ Ow} is smooth of pure dimension
l(w).
(ii) For any γ ∈ G, the variety Bγw is smooth of pure dimension dim γ + l(w).
(iii) Assume that γ ∈ G and Bγw 6= ∅. Then for g ∈ γ we have dim(Z(g)/ZG) ≤
l(w) and dim γ ≥ dim(Gad)− l(w).
(iv) With the assumptions of (iii), γ is C-small if and only if dim(Z(g)/ZG) =
l(w) that is, if and only if dim γ = dim(Gad)− l(w).
(We use the convention that the empty variety has dimension d for any d.) The
variety in (i) may be identified with the intersection in 5.6 (the submanifolds in
5.6 have pure dimension dimB, dimB + l(w) and B × B has dimension 2 dimB);
(i) follows. Now (ii) follows from (i) since Bγw is fibred over γ with fibres as in (i)
with g ∈ γ. We prove (iii). By 5.2 every Gad-orbit in Bγw has dimension equal to
dim(Gad). Hence from (ii) we see that dim γ + l(w) ≥ dim(Gad) and (iii) follows.
The proof of (iv) is similar to that of (iii).
5.8. We show:
(a) Assume that γ ∈ G is C-small. Then the Gad-action on Bγw has finitely
many orbits. Also, if g ∈ γ, the Z(g)/ZG-action on Bwg (by conjugation) has
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finitely many orbits.
We have dimBγw = dim(Gad) (see 5.7(ii)) and every Gad-orbit in B
γ
w has dimen-
sion equal to dim(Gad) (see 5.2); the first statement of (a) follows. If g ∈ γ then
dimBwg = dim(Z(g)/ZG) (by our assumption and 5.7(i)). The isotropy groups of
the Z(g)/ZG-action on Bwg are finite (by 5.2) hence every Z(g)/ZG-orbit in Bwg has
dimension dim(Z(g)/ZG); the second statement of (a) follows. This proves (a).
In the following result we assume that p is not a bad prime for G. We give
an alternative characterization of Φ(C) for C ∈ Wel which does not involve the
partial order of G.
(b) There is a unique C-small unipotent conjugacy class in G namely Φ(C).
The fact that Φ(C) is C-small follows from 4.4(b) and 5.8(iv). Assume that γ′ ∈ G
is any C-small unipotent class. By ΠC we have γ ⊂ γ¯′. Moreover we have
dim γ = dim γ′ hence γ = γ′. This proves (b). This also proves Theorem 0.7.
5.9. Assume that k, F : G −→ G,F : B −→ B, GF are as in the last paragraph of
1.2. Assume that w ∈ Cmin. Let Xw = {B ∈ B; (B, FB) ∈ Ow}, see [DL]. The
finite group GF acts on Xw by conjugation. The following result (not used in this
paper) is similar to 5.2.
(a) The isotropy groups of the GF -action on Xw are abelian of order prime to
p.
The proof is almost identical to that of 5.2. We can assume that w is good. Let
d, f, s1, s2, . . . , sk, s
1, s2, . . . , sm (m ≥ 2) be as in the proof of 5.2. Let B ∈ Xw,
let Z = {c ∈ GF ; cBc−1 = B} = GF ∩ B and let c ∈ Z. We define a sequence
B0, B1, . . . , Bhd in B by the following requirements: Bik = F i(B) for i ∈ [0, d],
(Bik+j−1, Bik+j) ∈ Osj for i ∈ [0, d − 1], j ∈ [1, k]. This sequence is uniquely
determined. Now conjugation by c preserves each of B, FB, F 2B, . . . , F dB hence
(by uniqueness) it automatically preserves each Bv, v ∈ [0, kd]. Starting with this
sequence and using s1, s2, . . . , sm we define a sequence B1∗ , B
2
∗, . . . , B
m
∗ (B
r
∗ is a
sequence (Br0 , B
r
1 , . . . , B
r
kd) in B) as in the proof of 5.2. As in 5.2, any Borel sub-
group in the sequence Br∗ is stable under conjugation by c. In particular B
m
0 , B
m
f
contain c. From the definitions we see that (Bm0 , B
m
f ) ∈ Ow0 that is, Bm0 , Bmf are
opposed Borel subgroups. We see that c belongs to Bm0 ∩ Bmf , a maximal torus
independent of c. Thus Z is contained in the torus Bm0 ∩Bmf . This completes the
proof of (a).
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