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We present a fast and accurate approach for com-
puting optimal trajectories for multi-stage launch
vehicles. The computational technique is based
on the pseudospectral (PS) knotting method imple-
mented in the software package, DIDO. The exam-
ple problem involves four phases with three pow-
ered stages and a coast phase between the second
and third stages. Issues pertaining to the choice
of dynamical models and control parameterization
for rapid trajectory optimization are discussed. Nu-
merical results for an experimental launch vehi-
cle demonstrate the accuracy and feasibility of the
method by a Runge-Kutta propagation of the state
equations using interpolated PS-controls. Typical
solutions can be obtained in a matter of minutes
using crude guesses and cold-starts. Preliminary re-
search on warm-starts indicates that it is possible to
generate solutions between one and five iterations
thus paving the way for on-board trajectory gener-
ation and predictive guidance.
Introduction
Trajectory optimization, particularly of launch ve-
hicles, has been a topic of considerable research
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and development for over 40 years.1–9 Prior to
the development of the digital computer, much of
the work was focused on obtaining analytical solu-
tions which required making numerous simplifying
assumptions.2 The advent of digital computers al-
lowed developers to harness this tool in generating
optimal trajectories for launch vehicles, coinciding
with the space age. The primary technique em-
ployed was based on the calculus of variations which
led to solving the resulting two-point boundary value
problem. However, the numerical algorithms for
solving this problem (called indirect methods) such
as shooting methods entailed providing a guess for
the costates, and this was a labor intensive proce-
dure due to the significant amount of trial-and-error
work required to generate good guesses which are
required to overcome the inherent sensitivity of the
problem.1,3 Emergence of faster computers and ad-
vanced numerical techniques for the solution of non-
linear programming problems spurred development
of direct methods. These methods circumvent the
solving of the two-point boundary problem by di-
rectly discretizing the original infinite-dimensional
problem to a nonlinear programming (NLP) prob-
lem. Thus, direct methods overcome the labor of de-
veloping the necessary conditions. However, among
these methods, if only the control variable is dis-
cretized as in direct shooting methods, the NLP can
still be sensitive to the guesses.10 On the other hand,
discretizing the differential equations and “exposing
the equations” to the NLP (as in direct collocation
methods) desensitizes the problem to initial guesses
thus opening the door for such diverse applications
as rapid mission planning. This is particularly im-
portant in reducing launch-costs because a sizable
amount of manpower and resources are devoted to
generating launch vehicle trajectories. For exam-
ple, the first stage of the Space Shuttle trajectory
(which is flown open-loop5) requires many months of
advanced planning by a large number of trajectory
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designers. Considerable resources could be freed up
if trajectories like these could be generated rapidly
and reliably. See Ref.[11] for a perspective on re-
cent advances in trajectory optimization theory and
techniques.
Over the last few years, a new approach to tra-
jectory optimization based on pseudospectral meth-
ods12–14 has been developed which places the goal
of reliable real-time computation within reach.15
These techniques provide an efficient framework
for rapid trajectory optimization for complex prob-
lems. In particular, the pseudospectral knotting
method16,17 allows different “phases” or stages of
flight to be optimally pieced together thus mak-
ing it relevant for rapid multi-stage launch-vehicle
trajectory optimization. A sparse version of this
has been implemented in DIDO,18 the MATLAB-
based pseudospectral software package which ex-
ploits SNOPT19 by way of the TOMLAB modules.20
In recent years, DIDO has been used extensively to
solve problems ranging from terrestrial robotic ma-
neuvers15 to interplanetary cyclers.21 It is struc-
tured to allow quick problem setups and can gener-
ate solutions rapidly — from fractions of seconds to
minutes depending upon the problem.15 For exam-
ple, reentry trajectories can be generated in less than
30 seconds with extremely poor initial guesses,22
thus creating the possibility of abort guidance by
nonlinear model-predictive control.
In this paper we consider the trajectory optimiza-
tion of a multi-stage launch vehicle and use DIDO
to generate the optimal controls. We begin by defin-
ing the underlying optimal control problem with ex-
amples from launch vehicle trajectory optimization.
This is followed by a brief history of pseudospectral
(PS) methods and their extension to PS knotting
methods in solving optimal control problems. Dif-
ferent modeling and problem formulation issues for
rapid launch vehicle trajectory optimization are then
discussed followed by a numerical example.
A General Optimal Control
Problem
The multi-stage launch problem is an example of a
broad class of optimal control problems with discon-
tinuous states and possible discontinuities in controls
as well. In order to facilitate a discussion of the rest
of the paper, we describe a general optimal control
problem with one possible discontinuity at a point
interior to the flight time; the extension to multiple
discontinuities is trivial. Following the terminology
and notation of Ref.[18], we let τe be a point interior
to the time of flight, [τ0, τf ]; that is, τ0 < τe < τf .
The optimal control problem is posed as follows:
Let x ∈ RNx and u ∈ RNu . Determine the state-
control function-pair, {x(·),u(·)}, and possibly the
clock times or event times, τ0, τe and τf that mini-
mize the Bolza cost functional,






x(τ0),x−(τe),x+(τe),x(τf ), τ0, τe, τf
)
(1)
subject to the dynamic constraints,
ẋ(τ) = f(x(τ),u(τ), τ) (2)
mixed state-control path constraints,
hL ≤ h(x(τ),u(τ), τ) ≤ hU (3)
and event constraints,
eL ≤ e(x(τ0),x−(τe),x+(τe),x(τf ), τ0, τe, τf








and the superscripts L and U denote lower and up-
per bounds, respectively. An equality constraint is
obtained by simply setting the upper bound equal
to the lower bound. Further, the functions,
E : R4Nx+3 → R
F : RNx+Nu+1 → R
f : RNx+Nu+1 → RNx
e : R4Nx+3 → RNe
h : RNx+Nu+1 → RNh
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are, in general, nonsmooth.16 Non-smoothness au-
tomatically implies that a significant amount of real-
world complications, such as table-look-up data and
multi-phase problems can easily be incorporated.
Note that the event time τe may be fixed or free.
Launch Applications
In the trajectory optimization of multi-stage launch
problems, a typical cost objective is the maximiza-
tion of the payload mass. Hence the cost function
can be written in the Mayer form (i.e. with F ≡ 0)
with,
E ≡ −m(τf )
where m is the mass of the vehicle. If the payload
is an interplanetary spacecraft, the desired objective
is usually to maximize the final velocity for a given
amount of fuel so that the C3 requirements on the
spacecraft are minimized; in this case, we have,
E ≡ −v(τf )
where v is the speed of the upperstage. Note that
the problem formulation also allows delta-Vs to be
incorporated as part of the cost; for example, in
the trajectory optimization of aeroassisted vehicles,
a delta-V is typically part of the cost function, in




∣∣v+i (τe)− v−i (τe)
∣∣
where n is the number of required maneuvers, if the
objective is to minimize delta-V. This approach has
been successfully investigated and analyzed for mul-
tiple impulse orbit transfer problems.23
There are cases in which the Lagrange form of the
performance index is better suited (i.e. E ≡ 0, F 6=
0). For example, once the vehicle is designed and
the amount of fuel is set, the guided trajectory to fly
may be one in which the L2-norm of the commanded





In other cases, there may be a need to minimize the
thermal load on the vehicle; this can be expressed as
F ≡ q̇(x, t)
where q̇ is the heating-rate. Further discussion on
performance indices such as the maximization of the
entry corridor and generation of robust trajectories
for auto-landing are discussed in Ref. [24].
The staging times are the event times and hence τe’s
are typically free. This is stipulated by the inequal-
ity,
τ0 ≤ τe ≤ τf
The discontinuities in the mass are accounted by the
event condition,
m+(τe)−m−(τe) + mdrop ≤ 0
where mdrop is the dropped stage mass. In minimiz-
ing fuel, this constraint is obviously active (however,
it need not be formulated as an equality). The in-
equality formulation is useful when the objective is
not to maximize payload mass but to achieve a cer-
tain boundary conditions (e.g. to strike an incoming
missile in the case of missile defense) in a fixed time.
In such scenarios, it may be necessary to drop some
wet mass as well, in which case the equation is sat-
isfied as an inequality.
Since positions are continuous, these are stipulated
as part of the event conditions as,
x+(τe)− x−(τe) = 0
A Brief Review of
Pseudospectral Methods
As noted earlier, pseudospectral (PS) methods have
been widely used over the last few years to solve a
3
































































variety of optimal control problems. A detailed de-
scription of the Legendre PS method for solving op-
timal control problems and its relationship to other
methods is provided in Ref.[14]. PS methods along
with Galerkin and tau methods are major examples
of spectral methods which have been used exten-
sively in computational fluid mechanics.25 In fact,
the driver for the development of spectral methods
were problems in fluid dynamics and not optimal
control. The first introduction of spectral methods
(Legendre-tau) for solving optimal control problems
(governed by partial differential equations) was ini-
tiated in Ref. [26] for solving problems in active
noise control. This work was followed by the ap-
plication of the Legendre-PS method in Ref. [27,28]
for solving nonlinear control problems governed by
ordinary differential equations. Since these initial
works, PS-methods have been used to solve prob-
lems arising in robotics,15 solar sailing,29 ascent,30
reentry,22,31 formation flying,32 orbit transfers13 and
much more. PS methods have also been extended to
solve problems governed by differential inclusions,12
differential-algebraic equations33 as well as differen-
tially flat systems.34
The basic idea behind pseudospectral methods is
the use of Lagrange interpolating functions for dis-
cretizing the states and control variables and the
use of optimal quadrature points such as the ex-
trema of orthogonal polynomials. Typical node se-
lections are based on Legendre-Gauss-Lobatto or
Chebyshev-Gauss-Lobatto points. The state equa-
tions, path constraints and the boundary conditions
are imposed at these nodes. This approach offers one
significant advantage over the other spectral meth-
ods in ease of handling of nonlinearities and vari-
ous boundary conditions and path constraints that
arise in complex trajectory optimization problems.
There is no need for lengthy calculations of matrices
based on weak variation of the problem that is re-
quired in Galerkin or tau methods. Any spectral
method offers spectral accuracy in approximation
of underlying functions (when they are sufficiently
smooth) as opposed to the finite-order accuracy of
finite-difference or finite-element methods. But the
same characteristics that distinguish pseudospectral
methods can lead to some potential problems. For
example, the ease and accuracy of approximating
the derivatives which results in formulation of a dif-
ferentiation matrix, can yield full matrices that be-
come ill-conditioned for high number of discretiza-
tion points. The judicious choice of interpolation
nodes in pseudospectral methods yields a predeter-
mined distribution of the nodes with more density
at the end-points. This node distribution is cru-
cial for spectral accuracy and avoids the famous
Runge phenomenon. However, in optimal control
problems, particulary those with discontinuous con-
trols, there is a need for a high resolution at inte-
rior points, such as the points of discontinuity. The
standard Legendre PS method does not quite of-
fer a real solution other that it requires that more
nodes be used everywhere. This leads to a number of
problems that are summarized in Ref. [35]. In order
to handle some of these issues, an extension of the
pseudospectral method as a pseudospectral knotting
method was first developed in Ref. [35]. The main
goal in Ref. [35] was to provide more freedom in the
choice of the placement of nodes. The time interval
was divided into smaller subintervals at the discre-
tion of the user, and pseudospectral discretization
was performed over each subintervals. Continuity of
states was assumed over the end-points of the subin-
tervals which were later called soft knots.17 Soft
knots were distinguished from hard knots17 to solve
problems that arose in the trajectory optimization
of multi-stage optimization problems where discon-
tinuities were allowed in the states as well. A de-
tailed extension of this method to complex optimal
control problems with possible changes in the cost-
functional, dynamics, and path constraints was fur-
ther carried out in Refs. [16,17]. This new method
allows different “phases” or stages of flight to be
optimally pieced together thus making it relevant
for rapid multi-stage launch-vehicle trajectory op-
timization. Recently, an adaptive version36 of this
method was introduced that preserves all the desir-
able properties of PS methods while enhancing a few
other ones, like a reduction in the number of nodes.
A Launch Problem
An experimental launch vehicle consists of three-
stage solid rockets. For various reasons, no coast
is allowed in between the first and second stages
but one is allowed in between the second and third
stages. Hence, this is a four-phase problem. The
problem is to minimize the mass of the third stage.
Hence, this problem is equivalent to the problem of
maximizing the final mass of a four-phase problem.
Thus the optimal control problem is to design a four-
phase trajectory to launch a spacecraft to a specified
orbit that minimizes the performance index,
minimize J = −mf (7)
4
































































The equations of motion are modeled in Cartesian
coordinates as,









ṁ = γi (10)
where r is the position vector, v is the inertial veloc-
ity vector, Ti is the thrust of phase i = 1, 2, 3, 4, with
T3 = 0 (coast), γi is the corresponding mass flow rate
of phase i, µ is the gravitational constant, CD is the
coefficient of drag, S is the reference surface area,
vrel is the velocity of the vehicle with respect to the
atmosphere,
vrel = v −Ω× r (11)
where Ω is the rotational velocity of the atmosphere,
and ρ(r) is the atmospheric density modeled as,






where ρ0 is the atmospheric density at sea level and
H is the scale height parameter. At each stage, the
event constraints are given by,
m+i −m−i + mdrop, i ≤ 0 (13)
The control variable, u, is the thrust direction cosine





z = 1. (14)
The choice of control parameterization is worth not-
ing in Eq.(9). At least two other mathematically
equivalent parameterizations are possible,
Option 1
u̇ =






























































where (u, v, w) are the inertial velocity components,
Ti is the magnitude of the thrust during phase i
and Ve is the exhaust velocity, and α and β are
the thrust steering angles (control variables). Al-
though both options are mathematically equivalent
they turn out to be poor choices for optimization for
various reasons: The choice of steering angles as con-
trol variables in Option 1 is the most physical since
these are the command values for the launch vehicle
attitude control system. However, the multi-valued
nature of the trigonometric functions creates conver-
gence problems in collocation10 and pseudospectral
methods. Option 2 appears innocuous but is also a
poor choice for our problem, since, during the coast
phase, the thrust is zero. In this phase, the gradient
of the two-norm constraint on the thrust, Eq.(23),
is ill-defined (numerically) since T3 ≡ 0 leading to a
catastrophic failure in the optimization.
Finally, it is worth noting that although spherical
coordinates are often used for launch and reentry
trajectory optimization,10,22,31 the Cartesian coor-
dinates offer a simpler formulation of the dynamical
equations while providing the same model fidelity
as the spherical equations. In fact, the kinematics
are linear (Cf. Eq.(8)) and there is no singularity at
launch (zero relative velocity).
The initial conditions are specified in terms of a
launch pad latitude and longitude, while the end
5
































































conditions are specified in terms of the orbital el-




2− |rf ||vf |2/µ (24)
ef = |ef | (25)






|nf ||ef | (28)
where ix and iz are the unit vectors along the Vernal
Equinox and the spin axis of the Earth, respectively,














where hf is the specific orbital angular momentum,
hf = rf × vf (31)
From these equations, it is apparent that by choosing
Cartesian and inertial variables, we have traded the
complexities that arise in the dynamical equations
from the use of spherical and rotating coordinates
to complexities in the final conditions. Part of the
reason for doing this is that the boundary conditions
are imposed at just the boundary points whereas the
dynamical constraints are imposed over every node.
Hence the discrete problem is “less complex” in the
Cartesian model.
Numerical Results
The data for the problem is given in Table 1, while
the boundary conditions are specified in Table 2. As
noted earlier, we used DIDO to generate the op-
timal trajectories and controls. The problem was





T1 9.6× 105 N
T2 2.76× 105 N
T3 0









mdrop 1 1055 kg
mdrop 2 412 kg
mdrop 3 40 kg







Table 2: Boundary Conditions
stages and 10 nodes during the coast phase. The
duration of the coast phase was set at a maximum
value of 20 seconds. The initial guess for the trajec-
tory was an infeasible solution obtained from a prior
validation run of a single-stage-to-orbit problem in
vacuum, which in turn was obtained from another
infeasible solution of a guess of constant values of
thrust.
The entire problem took about 11 minutes to solve
on a 2.2 GHz Pentium IV machine running Windows
NT. Besides using better guesses, there are a num-
ber of ways15 to reduce the run time: none of these
options were used. A preliminary study15 based on
sparsity pattern of the discretized equations indi-
cates that an order-of magnitude reduction in run
times is possible even with bad guesses and current
technology in computer hardware.
The trajectory obtained from DIDO was investi-
gated with regard to feasibility. Following Ref.[22],
6
















































































Figure 1: Mass History for the Launch Problem
we define feasibility in this context as to whether
the control history generated from DIDO, if propa-
gated via an integrator, would achieve the desired fi-
nal conditions (as well as match the states produced
from DIDO). Using piecewise cubic Hermite interpo-
lation in each of the four intervals for the controls,
the initial conditions were propagated using ode45
in MATLABTM. The L∞-error norms between the
propagated solutions and the DIDO solutions were
0.5 m in position and 0.005 m/s in velocity. Since the
difference between the propagated and DIDO results
are not visible in a plot, only the DIDO solutions are
shown in the figures to follow.
Figure 1 shows the mass history of the problem
where the stage drops are clearly visible including
the coast phase where the mass is a constant. A
corresponding plot of the thrust direction cosines is
shown in Fig. 2 The result shows that the direction
cosines, ux, uy, and uz, are smooth over the pow-
ered phases. Since the direction cosine is no longer
a control variable during the third phase, ux was ar-
bitrarily set to one while uy and uz were set to zero.
This is reflected in Fig. 2. This segment also high-
lights the fact that the optimized trajectory used
the maximum allowable coast time (of 20 seconds)
to maximize the mass to the required orbit. The
thrust steering angles, are shown in Fig. 3. These
angles were obtained from the direction cosines and
are important from the overall guidance and control
perspective in the sense that they are the command
angles for the attitude control system for the launch
vehicle.

























Figure 2: Thrust Direction Cosine History for the
Launch Problem
Conclusions
This paper demonstrates the use of the Legen-
dre pseudospectral (PS) knotting method for fast
and accurate trajectory optimization of multi-stage
launch vehicles. Issues pertaining to dynamics and
control parameterization have been explored and
utilized for rapid solutions. Despite the fact that
many of the advances in rapid trajectory optimiza-
tion have not been fully exploited here, numerical
solutions have been obtained within a matter of min-
utes. It is thus apparent that a predictive guidance
scheme using the Legendre PS method is possible
with current hardware technology by simply taking
advantage of new advances in algorithms and soft-
ware.
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