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The remarkably efficient information processing capabilities of the human brain depend on an intricate anatomical structure and dynamically coordinated interactions of specialized neuronal populations that have both been particularly well studied in the visual system. These studies suggest that a hierarchical organization shapes the interactions of specialized neuronal populations. Anatomically, laminar distributions of connections distinguish feedforward and feedback directions. Functionally, neurons in low-level visual areas are sensitive to simple features that become increasingly more complex with increasing levels of the visual hierarchy. However, the idea that simple visual features are extracted in V1 and transmitted through a feedforward pathway for transformation and selection is simplistic. Modern theories need a more flexible conception of hierarchies whereby dynamic interactions with higher-order visual areas, multi-sensory areas, and the primary sensory areas of other sensory modalities modulate information processing in early visual areas. To unravel the underlying principles shaping these interactions, we benefit from increasingly more precise anatomical and functional information about the mechanisms of feedforward and feedback communication in cortical areas.
We now have better knowledge of the anatomical routes constraining the mechanisms of feedforward and feedback cortical communication across the six cortical layers within and between the areas of the visual processing hierarchy (Markov et al., 2014) . However, we are just beginning to uncover the functional signatures of feedforward and feedback information flow.
In this issue of Neuron, Michalareas et al. (2016) address this issue by combining detailed measures of anatomical and functional connectivity to derive a hierarchical organization of visual areas within which they reveal the functional signatures of feedforward and feedback information flow (Michalareas et al., 2016) .
In this elegant, innovative study, Michalareas et al. (2016) start from a recent model of directed anatomical connectivity of macaque visual cortex based on the quantitative analysis of retrograde tracers (Markov et al., 2014) . The model quantifies hierarchical distance with a single measure (fraction of supragranular labeled neurons [SLN] ) that captures the laminar distribution of anatomical connections between areas ( Figure 1A , left panel). SLN capitalizes on the fact that feedforward projections typically start in supragranular layers and terminate in layer 4, whereas feedback projections predominantly start in infragranular layers and terminate in layers other than layer 4. High SLN values therefore indicate a feedforward connection, whereas low SLN values indicate a feedback connection.
In seven visual cortical areas, Michalareas et al. (2016) compared this directed anatomical connectivity from macaque to a measure of functional connectivity between the homolog areas in humans. Michalareas et al. (2016) estimated interareal directed connectivity from magnetoencephalography (MEG) recordings. MEG uses highly sensitive sensors operating at À269 C to non-invasively record the tiny magnetic fields associated with neural activity. State-of-the-art systems record these magnetic fields simultaneously at 200-300 locations. To induce both bottom-up and top-down neural signals, Michalareas et al. (2016) engaged participants in a visual task with strong sensory stimulation that required sustained attention, while they recorded MEG signals. Then Michalareas et al. (2016) used the recorded MEG signals to estimate, with millisecond temporal resolution, neural activity at each of the seven selected visual areas. Finally, with Granger causality (GC), the authors estimated the directed connectivity between all combinations of the seven areas. Granger causality quantifies how much the knowledge of the past of MEG signal improves predictions of the future of another MEG signal. Michalareas et al. (2016) computed GC for each frequency between 1 Hz and 140 Hz to account for the fact that brain oscillations at different frequency bands originate from different neurophysiological mechanisms and are differentially modulated by cognitive tasks and pathological states (Wang, 2010; Schnitzler and Gross, 2005) . More recently, invasively recorded data in animals (see Fontolan et al., 2014 for human data) suggested that oscillations in distinct frequency bands support feedforward and feedback signaling (Bastos et al., 2012; Fries, 2015; Wang, 2010) . Michalareas et al. (2016) contribute by comparing the Granger causality spectra of anatomically defined feedforward and feedback connections. Indeed, Michalareas et al. (2016) report a spectral asymmetry where GC at $60 Hz frequencies (the so-called gamma band) is stronger for feedforward than feedback connections ( Figure 1A , right panel shows difference of GC spectra between feedforward and feedback connections averaged across both hemispheres). In contrast, GC at low 10-20 Hz frequencies (covering the so-called alpha and beta band) was stronger for feedback than feedforward connections. These findings are commensurate with previously reported results. For example, the same lab reported a similar spectral asymmetry using electrocorticography (ECoG) in two macaque monkeys in a visuospatial attention task (Bastos et al., 2015) . Michalareas and colleagues expanded on this earlier study and tested whether anatomical asymmetry from macaques predicts human GC asymmetry between two areas. For each frequency and across all pairs of areas, they tested the relationship between normalized GC asymmetry and SLN values and found significant correlations in the alpha/beta and the gamma frequency bands. As expected, correlations were negative in alpha/beta band, indicating feedback directionality, but they were positive in gamma band, reflecting feedforward directionality.
This correspondence between human MEG connectivity and macaque anatomical connectivity should in principle allow for the reconstruction of functional visual hierarchies based on GC asymmetry between all pairs of areas. Indeed, this is what Michalareas et al. (2016) demonstrate in this study. Interestingly, the MEG-derived functional hierarchy of visual areas corresponds to the macaque anatomical hierarchy (Figures 1B and  1C) . Finally, Michalareas et al. (2016) extended their analysis from the original set of 7 selected areas to 26 visual areas. As before, they performed the analysis separately for each of the 43 participants, allowing them to quantify consistency of the estimated hierarchies across participants. Again, results were consistent across the group and in general agreement with anatomical and functional models.
Overall, this is a remarkable demonstration that previously reported spectral asymmetries for feedforward and feedback signaling are observable in non-invasively recorded data and enable the reconstruction of cortical hierarchies.
A coherent model emerges from this and previous studies. Within cortical areas, low-frequency (alpha, beta) rhythmic synchrony seems to be stronger in deeper layers compared to superficial Michalareas et al. (2016) . GC spectrum represents the difference of GC spectra for anatomically defined feedforward and feedback connections averaged across both hemispheres. Positive GC for gamma frequencies indicates dominance in feedforward direction. Negative GC for alpha/beta frequencies indicates dominance in the feedback direction. layers. The opposite is true for higherfrequency (gamma) activity. Since feedforward projections typically start in supragranular layers and feedback projections start in deep layers, it seems plausible that this leads to the observed spectral asymmetry in inter-areal directed connectivity where gamma rhythms carry feedforward signals, whereas alpha/beta rhythms would carry feedback signals (Bastos et al., 2012; Fries, 2015; Wang, 2010) . Importantly, two types of causal evidence support this model (van Kerkoerle et al., 2014): (1) microstimulation in V1 increases gamma activity in V4 but microstimulation in V4 increases alpha activity in V1; and (2) similarly, pharmacological intervention to block NMDA receptors-supposedly involved in feedback processes-reduce alpha but increase gamma activity.
If this model of frequency-specific communication channels is indeed true, it would provide a functional ''marker'' to disambiguate feedforward and feedback processes that often occur simultaneously and are notoriously difficult to separate-especially in non-invasively recorded neural data. However, the mere existence of frequency-specific communication channels does not inform the computational processes they support. Interestingly, empirical anatomical and functional data largely supports a computational model relying on prediction and prediction errors in a hierarchically organized neural architecture (Bastos et al., 2012; Friston, 2010) . In this model, higher-level areas communicate predictions to lower-level areas (feedback). In turn, lower-level areas send prediction errors to higher levels (feedforward). This model postulates temporal integration of prediction errors for the computation or update of predictions, possibly leading to slower timescales (and temporal frequencies) of predictions compared to prediction errors. This could be an explanation for the otherwise puzzling spectral asymmetry for feedforward and feedback channels. The model further posits segregated pathways for feedforward and feedback signals-a requirement that is largely met already because of their distinct anatomical routes. Still, the functional communication channels segregated in distinct frequency bands offer additional benefits. Within a cortical area, feedforward and feedback signals converge. Distinct spectral signatures for each signal allow controlled integration while preserving the distinct identity of the feedforward and feedback signals. An additional and equally important benefit is that functional communication channels and their resulting hierarchies can be dynamically reconfigured faster and more flexibly than their anatomical counterparts.
This adds further significance to the non-invasive approach introduced by Michalareas et al. (2016) . Besides providing a method to functionally map cortical hierarchies and compare them within and across species, their approach can also be used to identify how the functional hierarchies change according to task or state. The present paper potentially provides already a glimpse into such taskdependent effects. The task required speed change detection and thereby likely gave dorsal-stream areas a dominant role. Indeed, dorsal-stream areas exerted particularly strong top-down influences onto mid-level ventral-stream areas, which placed dorsal-stream areas higher and mid-level ventral-stream areas lower in the hierarchy. As pointed out by Michalareas et al. (2016) , this finding opens the way to future studies investigating whether different tasks systematically modify the functional hierarchy.
But are we ready to fully embrace and apply this approach? Can we safely assume that non-invasively derived GC asymmetry distinguishes between feedforward and feedback signals and is a sufficiently robust basis for generally estimating functional hierarchies?
A number of issues still require further investigation. From a methological standpoint, MEG source localization and Granger causality analysis both introduce analysis biases to carefully consider. The adaptive beamforming technique used here to localize MEG sources confers the advantage of a high spatial resolution, but the source estimates will typically be more accurate for brain areas with high signal-to-noise ratios. Also, source estimates can be affected by signal leakage from nearby brain areas. In turn, this leakage affects estimates of Granger causality leading to potentially reduced GC accuracy for nearby areas. Furthermore, even in the absence of leakage, Granger causality estimates are sensitive to noise and assume that brain signals are stationary.
Another issue concerns the relevant bands of oscillatory activity. Existing studies converge on the gamma band ($50-90 Hz) for feedforward effects but there is less agreement on the frequency band(s) for feedback effects, which are reported in frequencies ranging from 1 to 30 Hz that cover several classical frequency bands below gamma. Oscillations in these bands exhibit strikingly different task-and state-dependent modulations (Wang, 2010) . At this stage, it is unclear the extent to which each of these bands contribute to feedback signals. Still, across the few existing studies that explicitly relate brain rhythms to feedback, the most consistent effect seems to be $10-20 Hz, covering the alpha and beta frequency bands, which have different functional characteristics and might differently intervene in feedback. Alpha rhythms are implied in (spatial) attention (Thut et al., 2012) and could be related to suppressing irrelevant stimuli (Jensen et al., 2014) ; beta rhythms might promote processing of relevant stimuli in large-scale networks (Wang, 2010; Siegel et al., 2012; Fries, 2015) .
Another issue raised in this study is the notion of anatomical and functional hierarchies. Although generally well accepted, it is problematic. To start with, the visual system is not strictly hierarchical (e.g., MT and TEO occupy the same hierarchical level; Figure 1C ) and it is unclear how this is reflected in GC asymmetry. In addition, the existing anatomical and functional hierarchies correctly predict the feedforward or feedback nature for the majority of connections but still leave a number of connections unexplained for unknown reasons. This is further complicated in the case of functionally defined hierarchies that can change transiently.
To elucidate these issues, more research is required where neural activity is recorded simultaneously across layers at high spatial resolution and at multiple sites. But following the approach by Michalareas et al. (2016) this invasively recorded data can now be complemented with non-invasively recorded MEG data. Under suitable conditions, MEG might even have the resolution to differentiate between superficial and deep layers (Troebinger et al., 2014) . This adds to similarly exciting developments in highfield fMRI where feedforward and feedback processes can be studied across cortical layers (Muckli et al., 2015) . Together, these recent advances provide exciting new insights into the principles governing communication between cortical layers and areas.
