The use of tests of statistical significance was explored, first by reviewing some criticisms of contemporary practice in the use of statistical tests as reflected in a series of articles in the "American Psychologist" and in the appointment of a "Task Force on Statistical Inference" by the American Psychological Association (APA) to consider recommendations leading to improved practice. Related practices were reviewed in seven volumes of the "School Psychology Quarterly," an APA journal. This review found that some contemporary authors continue to use and interpret statistical significance tests inappropriately. The 35 articles reviewed reported a total of 321 statistical tests for which sufficient information was provided for effect sizes to be computed, but authors of only 19 articles did report various magnitudes of effect indices. Suggestions for improved practice are explored, beginning with the need to interpret statistical significance tests correctly, using more accurate language, and the need to report and interpret magnitude of effect indices. Editorial policies must continue to evolve to require authors to meet these expectations. (Contains 50 references.) (SLD) ******************************************************************************** * Reproductions supplied by EDRS are the best that can be made * * from the original document. * ******************************************************************************** 
The Task Force has a distinguished membership (e.g., Robert Rosenthal, Co-Chair, and Jacob Cohen, Co-Chair) , as well as a distinguished advisory panel (i.e., Lee Cronbach, Paul Meehl, Fred Mosteller, and John Tukey).1 As described in some detail by Shea (1996) , the Task Force is studying current uses of statistical significance tests within APA journals and other outlets.
The Task Force was created following the recent publication of a series of articles in the American Psychologist (Cohen, 1990 ; Kupfersmid, 1988; Rosenthal, 1991; Rosnow & Rosenthal, 1989) ; particularly influential have been recent articles by Cohen (1994) , Kirk (1996) , Schmidt (1996) , and Thompson (1996) . The entire Volume 61, Number 4 issue of the Journal of Experimental Education was devoted to these themes.2
These recent works followed a numerous previous calls for improved research practice that have been published throughout the last 35 years. Particularly noteworthy among these have been the publications by Rozeboom (1960) , Morrison and Henkel (1970), Meehl (1978) , Shaver (1985) , and especially Carver (1978) .
The present work has three purposes. Cohen (1994) and Thompson (1996) Thompson, 1994b Thompson, , 1995a Thompson, , 1996 .
Use of p as a Measure of Result Importance
One problematic aspect of statistical significance tests is that researchers almost always use null hypotheses of no difference or of zero relationship. When such hypotheses are used, and zero population effects are thereby assumed to be exactly descriptive of the population, p values are calculated on the basis of a premise that we know to be false (see Thompson, 1996) . And a false premise renders at least somewhat inaccurate any conclusions deduced from that premise.
Various prominent statisticians have long acknowledged that the null hypothesis of no difference is never true in the population (Tukey, 1991) . Consequently, there will always be some differences in population parameters, although the differences may be incredibly trivial. Some 40 years ago Savage (1957, pp. 332-333 ) noted that, "Null hypotheses of no difference are usually known to be false before the data are collected." Subsequently, Meehl (1978, p. 822) "If the null hypothesis is not rejected, it is usually because the N is too small. If enough data are gathered, the hypothesis will generally be rejected."
It is important to understand that because the null hypothesis of no difference is always false, every study will achieve statistical significance at some sample size. This realization means that statistical significance tests are neither tests of result replicability nor pure measures of result importance; the tests largely measure researcher endurance. As Thompson (1992) noted:
Statistical significance testing can involve a tautological logic in which tired researchers, Use of Better Language Thompson (1996) recommended that when the null hypothesis is rejected, "such results ought to always be described as 'statistically significant,' and should never be described only as 'significant'" (pp. 28-29).
The argument was that the common meaning of "significant" as "important" has nothing to do with the statistical use of this term, because statistical significance does not measure importance (a) in the form of replicability or (b) in the form of noteworthiness (see Carver, 1993; Shaver, 1985 In only two studies did authors conduct an actual "external" replication with an independent sample of new subjects (Jorgenson, Jorgenson, Gillis & McCall, 1993; Vickers & Minke, 1995 Norris, Burke & Speer, 1990) . This practice leads to inflation of experimentwise error rates and also may distort the reality about which the researcher is attempting to generalize (Thompson, 1992 (Thompson, , 1994c am saying that the whole business is so radically defective as to be scientifically almost pointless.
Two things are needed to overcome the inertia reflected in decades of refusals (a) to correctly interpret statistical significance tests when they are used, (b) to use better language regarding these tests, and (c) to always report and interpret magnitude of effect indices (e.g., eta2, omega2, R2), and (d) to always evaluate result replicability in some way. First, more researchers must confront a hesitancy to understand genuinely what statistical tests do and do not do.
Second, editorial policies must continue to evolve to require authors to meet the expectations presented here. Some incremental progress was made when the fourth edition of the APA style manual was revised to note that:
Neither of the two types of probability values reflects the importance or magnitude of an effect because both depend on sample size... You are encouraged to provide effect-size information. (APA, 1994, p. 18) Of course, it has been argued that the reporting and interpretation of effect sizes should have been required rather than merely encouraged (Thompson, 1996 (Thompson, 1994a, p. 844 Thompson, B. (1995a) . Exploring the replicability of a study's results:
Bootstrap statistics for the multivariate case.
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