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Abstract
Some solvability conditions of periodic solutions and subharmonic solutions are obtained for a
class of new superquadratic non-autonomous second-order Hamiltonian systems by the minimax
methods in critical point theory.
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1. Introduction and main results
Consider the second-order systems
−u¨(t) = ∇F (t, u(t)) a.e. t ∈ [0, T ], (1)
where T > 0 and F :R × RN → R is T -periodic in its first variable and satisfies the fol-
lowing assumption:
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t ∈ [0, T ], and there exist a ∈ C(R+,R+) and b ∈ L+(0, T ;R+) such that∣∣F(t, x)∣∣ a(|x|)b(t), ∣∣∇F(t, x)∣∣ a(|x|)b(t)
for all x ∈ RN and a.e. t ∈ [0, T ].
As we all know, Rabinowitz established the existence of periodic solutions for system (1)
under the following superquadratic condition in [1]: there exist µ > 2 and L > 0 such that
for all |x| L and t ∈ [0, T ]
0 < µF(t, x)
(∇F(t, x), x).
Since then, the condition has been used extensively in the literature, see [2–4] and the
references there in. Recently, G. Fei in [5] has obtained the existence of periodic solutions
for system (1) under a kind of new superquadratic condition which is different from the
superquadratic condition in [1].
In this paper, we will obtain the existence of periodic solutions for system (1) under the
superquadratic condition of G. Fei which generalizes the following Theorem 1.2 in [5]:
Theorem 1.2. Suppose F ∈ C1([0,1] × RN,R) is 1-periodic in t and satisfies
(V1) F(t, x) 0, for all (t, x) ∈ [0,1] × RN ,
(V2) F(t, x) = o(|x|2) as |x| → 0 uniformly in t ,
(V3) F(t, x)/|x|2 → +∞ as |x| → +∞ uniformly in t ,
(V4) there exist constants r > 2, α1 > 0 and L > 0 such that
F(t, x) α1|x|r, ∀|x| L, t ∈ [0,1],
(V5) there exist constants µ r − 1 and α2 > 0 such that(∇F(t, x), x)− 2F(t, x) α2|x|µ, ∀|x| L, t ∈ [0,1].
Then there exists a non-constant T -periodic solution of system (1).
Furthermore, under the new superquadratic condition, subharmonic solutions of (1) are
obtained. Let us point out that, for the superquadratic condition in [1], subharmonic solu-
tions have been studied for example in [6], and for the subquadratic condition in [7], they
have been studied in [8–12]. Our main results are the following theorems:
Theorem 1. Assume that F satisfies (A) and the following conditions:
F(t, x) 0, ∀(t, x) ∈ [0, T ] × RN, (2)
lim|x|→0
F(t, x)
|x|2 <
1
2
ω2 uniformly for a.e. t ∈ [0, T ], (3)
lim inf|x|→∞
F(t, x)
|x|2 >
1
2
ω2 uniformly for a.e. t ∈ [0, T ], (4)
where ω = 2π/T . There exist constants r > 2 and µ > r − 2 such that
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|x|→∞
F(t, x)
|x|r < ∞ uniformly for a.e. t ∈ [0, T ], (5)
lim inf|x|→∞
(∇F(t, x), x)− 2F(t, x)
|x|µ > 0 uniformly for a.e. t ∈ [0, T ]. (6)
Then there exists a non-constant T -periodic solution of system (1).
Remark 1. Theorem 1 generalizes Theorem 1.2 in [5]. Obviously, by (6), µ < r − 1 is
permitted, but is not satisfying (V5). By (V2) of Theorem 1.2 in [5], function F must be
such that lim|x|→0 F(t, x)/|x|2 = 0, but by (3), 0 < lim|x|→0 F(t, x)/|x|2 < ω2/2 is per-
mitted in our Theorem 1. And by (4), lim|x|→∞ F(t, x)/|x|2 can be a finite number which
is not satisfying (V3) of Theorem 1.2 in [5]. Moreover there are functions F satisfying our
Theorem 1 and not satisfying the corresponding results in [1–5]. For example,
F(t, x) = |x|2(ln(1 + |x|p))q + (| sinωt| + sinωt)|x|4,
where p > 1, q > 1, x ∈ RN and t ∈ [0, T ].
Theorem 2. Under the assumptions of (A), (2), (4), (5), (6) and
lim|x|→0
F(t, x)
|x|2 = 0 uniformly for a.e. t ∈ [0, T ], (3
′)
there exists a sequence (kj ) ⊂ N , kj → ∞, and corresponding distinct kjT periodic solu-
tions of systems (1).
Remark 2. There are functions satisfying assumptions of our Theorem 2 and not the ones
of [6,8–12]. We only need to let F be the same as in Remark 1.
2. Proof of theorems
It is well known that u is a T -periodic solution of system (1) if and only if u is a critical
point in H 1T of function ϕ, where
H 1T =
{
u : [0, T ] 	→ RN | u is absolutely continuous, u(0) = u(T ) and
u˙ ∈ L2(0, T ;RN)}
is a Hilbert space with the norm
‖u‖ =
( T∫
0
|u|2 dt +
T∫
0
|u˙|2 dt
)1/2
for u ∈ H 1T
and
ϕ(u) = 1
2
T∫
|u˙|2 dt −
T∫
F(t, u) dt for u ∈ H 1T .0 0
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(
ϕ′(u), v
)=
T∫
0
(u˙, v˙) dt −
T∫
0
(∇F(t, u), v)dt for u,v ∈ H 1T ,
where (·, ·) and | · | are the usual inner product and norm of RN . By Proposition 1.1 in [10],
we know there exists a constant c0 > 0 such that
‖u‖∞  max
t∈[0,T ]
∣∣u(t)∣∣ c0‖u‖ (7)
for every u ∈ H 1T . Let H˜ 1T = {u ∈ H 1T |
∫ T
0 udt = 0}. It is easy to know that H˜ 1T is a subset
of H 1T , and H
1
T = RN ⊕ H˜ 1T . It follows from Proposition 1.3 in [10] that
T∫
0
|u|2 dt  T
2
4π2
T∫
0
|u˙|2 dt for every u ∈ H˜ 1T . (8)
Hence
‖u‖2 
(
1 + T
2
4π2
) T∫
0
|u˙|2 dt. (9)
In order to prove our Theorems, we need the following result.
Lemma 1. Suppose (A), (5), and (6) hold. Then function ϕ satisfies condition (C) (see
[13]), i.e., for every sequence {un} ⊂ H 1T , {un} has a convergent subsequence if ϕ(un) is
bounded and (1 + ‖un‖)‖ϕ′(un)‖ → 0 as n → ∞.
Proof. Suppose {un} ⊂ H 1T , ϕ(un) is bounded and (1 + ‖un‖)‖ϕ′(un)‖ → 0 as n → ∞,
then there exists a constant M > 0 such that∣∣ϕ(un)∣∣M, (1 + ‖un‖)∥∥ϕ′(un)∥∥M, (10)
for every n ∈ N . On one hand, by (5), there are constants c > 0 and δ1 > 0 such that
F(t, x) c|x|r for all |x| δ1 and a.e. t ∈ [0, T ]. (11)
It follows from (A), we obtain that∣∣F(t, x)∣∣ max
s∈[0,δ1]
a(s)b(t) for all |x| δ1 and a.e. t ∈ [0, T ].
So for all x ∈ RN and a.e. t ∈ [0, T ], one has
F(t, x) max
s∈[0,δ1]
a(s)b(t)+ c|x|r . (12)
It follows from (10), (12), and Hölder inequality that
Z.-L. Tao, C.-L. Tang / J. Math. Anal. Appl. 293 (2004) 435–445 4391
2
‖un‖2 = ϕ(un) +
T∫
0
F(t, un) dt + 12
T∫
0
|un|2 dt
M + c1 + c
T∫
0
|un|r dt + 12
T∫
0
|un|2 dt
M + c1 + c
T∫
0
|un|r dt + 12T
(r−2)/r
( T∫
0
|un|r dt
)2/r
, (13)
where c1 = maxs∈[0,δ1] a(s)
∫ T
0 b(t) dt. On the other hand, by (6), there are constants
c2 > 0 and δ2 > 0 such that(∇F(t, x), x)− 2F(t, x) c2|x|µ > 0 for all |x| δ2 and a.e. t ∈ [0, T ].
By (A), one has∣∣(∇F(t, x), x)− 2F(t, x)∣∣ c3b(t) for every |x| δ2 and a.e. t ∈ [0, T ],
where c3 = (2 + δ2)max0sδ2 a(s). Hence we obtain that(∇F(t, x), x)− 2F(t, x) c2|x|µ − c2δµ2 − c3b(t)
for all |x| ∈ RN and a.e. t ∈ [0, T ]. Then we have
3M  2ϕ(un) −
(
ϕ′(un), un
)=
T∫
0
(∇F(t, un), un)− 2F(t, un) dt
 c2
T∫
0
|un|µ dt − T c2δµ2 − c3
T∫
0
b(t) dt.
So
∫ T
0 |un|µ is bounded. If µ r , by (13) and Hölder inequality
T∫
0
|un|r dt  T (µ−r)/µ
( T∫
0
|un|µ dt
)r/µ
,
we obtain ‖un‖ is bounded. If µ r , by (7) we obtain
T∫
0
|un|r dt =
T∫
0
|un|r−µ · |un|µ dt  ‖un‖r−µ∞
T∫
0
|un|µ dt
 cr−µ0 ‖un‖r−µ
T∫
|un|µ dt.0
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In a similar way to Proposition 4.3 in [10], we can prove that {un} has a convergent subse-
quence. Hence ϕ satisfies condition (C). 
Now we give the proof of the main results.
Proof of Theorem 1. As shown in [14], a deformation lemma can be proved with the
weaker condition (C) replacing the usual Palais–Smale condition, and it turns out that the
Generalized Mountain Pass Theorem 5.29 in [15] holds true under condition (C). Hence
by Theorem 5.29 in [15], we only need to prove
(l1) inf
u∈S ϕ(u) b > 0,
(l2) sup
u∈Q
ϕ(u) < d < ∞, sup
u∈∂Q
ϕ(u) 0,
where S = H˜ 1T ∩ ∂Bρ,Q = {x + te | x ∈ RN ∩ Bd2, t ∈ [0, d1]}, ρ < d1 and e ∈ H˜ 1T .
By (3), for ω2/4, there is a constant δ0 ∈ (0, δ1) such that
F(t, x) 1
4
ω2|x|2 for all |x| δ0 and a.e. t ∈ [0, T ]. (14)
It follows from (A), one has∣∣F(t, x)∣∣ max
s∈[δ0,δ1]
a(s)b(t) for all δ0  |x| δ1 and a.e. t ∈ [0, T ]. (15)
Then by (11), (14), and (15), for all x ∈ RN and a.e. t ∈ [0, T ], we obtain
F(t, x) 1
4
ω2|x|2 +
(
max
s∈[δ0,δ1]
a(s)b(t)δ−r0 + c
)
|x|r . (16)
So based on (8), (9), (16), and (7), for every u ∈ H˜ 1T , we have
ϕ(u) = 1
2
T∫
0
|u˙|2 dt −
T∫
0
F(t, u) dt
 1
2
T∫
0
|u˙|2 dt − 1
4
T∫
0
|u˙|2 dt − max
s∈[δ0,δ1]
a(s)δ−r0 ‖u‖r∞
T∫
0
b(t) dt
− c‖u‖r−2∞
T∫
0
|u|2 dt
 1
4
(
1 + T
2
4π2
)−1
‖u‖2 − (ccr−20 + c1cr0δ−r0 )‖u‖r . (17)
Hence, there exist constants b > 0 and ρ ∈ (0,1) such that
ϕ(u) b for every u ∈ H˜ 1T and ‖u‖ = ρ.
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inf
u∈S ϕ(u) b > 0,
which proves (l1).
Now we prove (l2). By (4), for
ε0 = inf
t∈[0,T ] lim inf|x|→∞
F(t, x)
|x|2 −
ω2
2
> 0,
there exists δ3 > 0 such that
F(t, x)
(
ω2
2
+ ε0
)
|x|2 for all |x| δ3/2 and a.e. t ∈ [0, T ]. (18)
Hence, for all x ∈ RN and t ∈ [0, T ], we obtain
F(t, x)
(
ω2
2
+ ε0
)
|x|2 −
(
ω2
2
+ ε0
)
δ23 . (19)
Let H¯ 1T = RN ⊕ span{e}, where e = e1 sin(ωt), e1 = (1,0, . . . ,0) ∈ RN . By calculation, it
is very easy to know that ‖e‖  1. We know dim(H¯ 1T ) < ∞, thus there exists δ > 0 such
that
T∫
0
|u|2 dt  δ‖u‖2 for every u ∈ H¯ 1T . (20)
Let Q = {x ∈ RN, |x| T −1/2r1} ⊕ {se | 0 s  r1}, where r1 = max{2, (δε0)−1/2c1/24 },
and
c4 =
(
ω2
2
+ ε0
)
T δ23. (21)
Then for every x + se ∈ Q, by (19) and (20), one has
ϕ(x + se) = 1
2
T∫
0
|se˙|2 dt −
T∫
0
F(t, x + se) dt
 1
2
ω2
T∫
0
|x + se|2 dt −
(
ω2
2
+ ε0
) T∫
0
|x + se|2 dt + c4
−ε0
T∫
0
|x + se|2 dt + c4 −ε0δ
(‖x‖2 + s2‖e‖2)+ c4. (22)
By (22), for every x + se ∈ Q, where |x| = T −1/2r1, we have
ϕ(se + x)−ε0δ‖x‖2 + c4 = −ε0δr21 + c4  0. (23)
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ϕ(x + r1e)−ε0δr21 ‖e‖2 + c4  0. (24)
If s = 0, for all x ∈ RN , by (2) we have
ϕ(x) = −
T∫
0
F(t, x) dt  0. (25)
So by (22)–(25), we obtain
sup
u∈Q
ϕ(u) c4, sup
u∈∂Q
ϕ(u) 0. (26)
Thus (l2) is proved. Hence there is a non-constant T -periodic solution of system (1). 
Proof of Theorem 2. Replace T by kT in the definitions of H 1T , H˜
1
T , ϕ, and ϕ′ in The-
orem 1, then we obtain the corresponding spaces and functions H 1kT , H˜
1
kT , ϕk , and ϕ
′
k ,
respectively. Let us point out that the norm ‖ · ‖ in the following is defined on H 1kT . Sub-
stitute T with kT in Lemma 1, we can obtain that ϕk satisfies condition (C). So by the
Generalized Mountain Pass Theorem, we need to prove ϕk satisfies (l1) and (l2) for every
k ∈ N . Following from (A), (3′), and (5), in a similar way to the proof of (16) in Theorem 1,
we have
F(t, x) ε1|x|2 +
(
max
s∈[δ0,δ1]
a(s)b(t)δ−r0 + c
)
|x|r (27)
for all x ∈ RN and a.e. t ∈ [0, kT ], where 0 < ε1 < 12 (1 + k2ω−2)−1. Thus in place of T
with kT in (17) and by (27), for every u ∈ H˜ 1kT , we have
ϕk(u) = 12
kT∫
0
|u˙|2 dt −
kT∫
0
F(t, u) dt
 1
2
(
1 + k
2T 2
4π2
)−1
‖u‖2 − ε1‖u‖2 − max
s∈[δ0,δ1]
a(s)δ−r0 ‖u‖r∞
kT∫
0
b(t) dt
− c‖u‖r−2∞
kT∫
0
|u|2 dt

(
1
2
(
1 + k
2T 2
4π2
)−1
− ε1
)
‖u‖2 − (ccr−20 + kc1cr0δ−r0 )‖u‖r .
Hence there exist constants bk > 0 and ρk ∈ (0,1) such that
ϕk(u) bk for every u ∈ H˜ 1kT and ‖u‖ = ρk.
Let Sk = H˜ 1kT ∩ ∂Bρk , then
inf
u∈Sk
ϕk(u) bk > 0,
which proves (l1).
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by (21) and (26), we obtain that
sup
u∈Q
ϕk(u)
(
ω2
2
+ ε0
)
kT δ23  3
(
ω2 + 2ε0
)
T δ23 (28)
and
sup
u∈∂Q
(u) 0. (29)
If k > 6, let {e1, e2, . . . , eN } be the standard orthogonal basis of RN and H¯ 1kT = RN ⊕
span{e}, where e ∈ H˜ 1kT and e = sin(k−1ωt)e1. So for all u ∈ H¯ 1kT , there are ai ∈ R (i = 0,
1, . . . ,N), such that u = a0e1 sin(k−1ωt) +∑Ni=1 aiei , hence u˙ = k−1ωa0e1 cos(k−1ωt).
Let Qk = {se | 0  s  r2} ⊕ {x ∈ RN | |x|  2r2}, where r2 = max{2, δ3}. It is easy to
know that
sup
se+x∈Qk
ϕk(se + x) sup
se+x∈Qk
1
2
kT∫
0
|se˙|2 dt  1
4
T ω2r22 . (30)
We know |se + x| |x| − s  2r2 − r2  r2 for all t ∈ [0, kT ] if |x| = 2r2. Thus by (18),
for every se + x ∈ ∂Qk , where |x| = 2r2, we obtain
ϕk(se + x) = 12
kT∫
0
|se˙|2 dt −
kT∫
0
F(t, se + x) dt  1
4
T ω2r22 −
ω2
2
kT∫
0
|se + x|2 dt
 1
4
T ω2r22 −
1
2
kT ω2r22 
1
4
T ω2r22 − 3T ω2r22  0. (31)
If s = r2, let E = {t | |x + r2e| r2/2}, where x ∈ RN . As a conclusion, we can say that
meas(E) kT /3. Obviously,
|x + r2e|2 =
∣∣a1 + r2 sin(k−1ωt)∣∣2 + N∑
i=2
a2i 
∣∣a1 + r2 sin(k−1ωt)∣∣2.
If a1  0, for every t ∈ [kT /12,5kT /12], we have
r2 sin
(
k−1ωt
)+ a1  r2 sin(k−1ωt) r2/2 > 0, i.e., |x + r2e| r2/2.
If a1 < 0, for every t ∈ [7kT /12,11kT /12], we obtain
−r2 sin
(
k−1ωt
)− a1 −r2 sin(k−1ωt) r2/2 > 0, i.e., |x + r2e| r2/2.
So meas(E) kT /3. By (18) and (2), for every r2e + x ∈ ∂Qk , one has
ϕk(r2e + x) = 12
kT∫
0
|r2e˙|2 dt −
kT∫
0
F(t, r2e + x) dt
 1
4
T ω2r22 −
1
2
∫
ω2|r2e + x|2 dt|r2e+x|r2/2
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4
T ω2r22 −
1
8
ω2r22 · meas(E)
1
4
T ω2r22 −
kT
24
ω2r22  0. (32)
Then by (31), (32), and ϕk  0 for every x ∈ RN , we have
sup
se+x∈∂Qk
ϕk(se + x) 0. (33)
Hence by (28)–(30) and (33), we obtain (l2) for every k ∈ N . So ϕk at least has a critical
point uk for every k ∈ N and
ϕk(uk)max
{
1
4
T ω2r22 ,3
(
ω2 + 2ε0
)
T δ23
}
.
Furthermore there is a k1 ∈ N such that uk = u1 for all k  k1. Otherwise ϕk(uk) =
kϕ(u1) → ∞ as k → ∞ which contradicts that ϕk(uk) is bounded. Repeating what we
have just shown, we know there is a k2 > k1 such that uk1k = uk1 for all k1k  k2. Other-
wise ϕk1k(uk1k) = kϕk1(uk1) → ∞ as k → ∞ which contradicts that ϕk1(uk1) is bounded.
By the same way, we can obtain a sequence {ukj } of distinct nonzero solutions of sys-
tem (1). Now the proof of Theorem 2 is over. 
Acknowledgment
The authors thank the referee for valuable suggestions.
References
[1] P.H. Rabinowitz, Periodic solutions of Hamiltonian systems, Comm. Pure Appl. Math. 31 (1978) 157–184.
[2] Y.M. Long, Multiple solutions of perturbed superquadratic second order Hamiltonian systems, Trans. Amer.
Math. Soc. 311 (1989) 749–780.
[3] S. Li, M. Willem, Applications of local linking to critical point theory, J. Math. Anal. Appl. 189 (1995)
6–32.
[4] V. Benci, Some critical point theorems and applications, Comm. Pure Appl. Math. 33 (1980) 147–172.
[5] G. Fei, On periodic solutions of superquadratic Hamiltonian systems, Electron. J. Differential Equa-
tions 2002 (2002) 1–12.
[6] P.H. Rabinowitz, On subharmonic solutions of superquadratic Hamiltonian systems, Comm. Pure Appl.
Math. 33 (1980) 609–633.
[7] V. Benci, P.H. Rabinowitz, Critical point theorems for indefinite functionals, Invent. Math. 52 (1979) 241–
273.
[8] A. Fonda, M. Ramos, Large-amplitude subharmonic oscillations for scalar second order differential equa-
tions with asymmetric nonlinearities, J. Differential Equations 109 (1994) 354–372.
[9] J.Q. Liu, Z.Q. Wang, On subharmonics with minimal periods of Hamiltonian systems, Nonlinear Anal. 20
(1993) 803–821.
[10] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, Springer-Verlag, New York, 1989.
[11] Q. Wang, Z.Q. Wang, J.Y. Shi, Subharmonic oscillations with prescribed minimal period for a class of
Hamiltonian systems, Nonlinear Anal. 28 (1997) 1273–1282.
[12] M.Y. Jiang, Subharmonic solutions of second order subquadratic Hamiltonian systems with potential chang-
ing sign, J. Math. Anal. Appl. 244 (2000) 291–303.
[13] G. Cerami, An existence criterion for the critical points on unbounded manifolds, Istit. Lombardo Accad.
Sci. Lett. Rend. A 112 (1978) 332–336 (in Italian).
Z.-L. Tao, C.-L. Tang / J. Math. Anal. Appl. 293 (2004) 435–445 445[14] P. Bartolo, V. Benci, D. Fortunato, Abstract critical point theorems and applications to some nonlinear prob-
lems with strong resonance at infinity, Nonlinear Anal. 7 (1983) 241–273.
[15] P.H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, in:
CBMS Reg. Conf. Ser. in Math., vol. 65, American Mathematical Society, Providence, RI, 1986.
