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Department of Mathematics, Faculty of Science, Kyoto University, Kyoto 606 Japan 
Mathematical framework is given to “ resolved chaos” studied numerically by 
Vandermeer in population biology, which means some kind of predictability in the 
chaotic dynamical systems. A general theory about one-dimensional unimodal maps 
is constructed. A quantity called “sojourning time,” which is the duration of staying 
in an interval by iteration of a map, is considered. Predictability is formulated as the 
size of error by fluctuation from the deterministic system. Topological entropy is 
used as the degree of chaos and a relation between topological entropy and 
sojourning time is obtained. Also, some conditions for the coexistence of chaotic 
behavior and predictability of sojourning time are given generally. In conclusion, 
many of the unimodal maps with high degree of chaos are predictable on the 
sojourning time. 0 1985 Academic Press. Inc. 
1. INTRODUCTION 
We consider a simple system of iteration of a map 
x,+1 = t(%), 0.1) 
where x, 2 0, f(x) 2 0, and f is a unimodal map. A unimodal map f is a 
map with only one local maximum, which is denoted by k = k( f ). (See Fig. 
1. The precise definition is given in Section 2.) The system (1.1) has been 
used by many authors as a model of the dynamics of a single population 
over time in population biology (May [5-71, May and Oster [8], 
Guckenheimer et al. [3], Vandermeer [lo]). They have found and studied 
what is called “chaotic” behavior in the orbits of (1.1). The notion of 
“chaos” is often believed to be much the same as “unpredictable” or 
“irregular.” This would not be a misunderstanding. Recently, however, 
Vandermeer has suggested that some chaotic dynamical systems given by 
(1.1) have a kind of predictable behavior in their orbits, and he has called 
such systems “resolved chaos.” 
Before starting our study, we summarize Vandermeer’s results in [ll]. The 
population dynamics of insects which predate seeds from the trees is 
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FIG. 1. The graph of the unimodal map given by (1.2) for a = 3, h = 5, and c = 5. k = 1 is 
the turning point. 
modeled by the equation 
x,,+~ = f(x,) = ab - exp( -bx,/m), (1.2) 
where x, is the population in the nth year and a, b, and m are positive 
biological constants. According to (1.2), an extremely large population x, 
(which is called population flush) gives a very small population x,, i (see 
Fig. 1). This feature of the model (1.2) reflects the following qualitative 
discussion: the supply of resource (i.e., total number of seeds from trees) is 
almost constant every year; therefore population flush at a year leads a 
serious struggle for existence, and consequently, the next year’s population 
is very small (i.e., rare in nature). If we continue this discussion, the rare 
population caused by population flush slowly grows each year and finally, 
after some years of rarity, population flush takes place again. Hence the 
population will repeat population flush and the following years of rarity. 
Here Vandermeer says, “the number of years of rarity can be predicted 
from the size of preceding population flush if the dynamics of the model 
(1.2) is very chaotic.” 
We will give some quantitative discussion for his idea taking into account 
the fluctuation of deterministic dynamical systems. Now we return to the 
general equation (1.1) and start our consideration. Let us suppose x 2 k(f) 
and consider how many iterations of (1.1) it will take to make f(x) exceed 
the critical value k. We denote this by n( f, x) and call it the sojourning 
time of x in [0, k). More precisely, 
n(f,x) = inf{m:f”+‘(x) 2 k}. 
190 JUN KIGAMI 
FIG. 2. An example of counting the sojourning time. The sojourning time of x0 in the figure 
is 2. 
(See Fig. 2. For example, the sojourning time x0 there is 2.) The sojourning 
time n(f, x) is the same quantity as the number of years of rarity per the 
population flush x by Vandermeer. 
If we think of the dynamical system given by (1.1) as a model of some 
biological or physical system, we should doubt whether the knowledge 
obtained from the analysis of the model is really true in nature, for the 
procedure of modelling must include a kind of approximation and idealiza- 
tion. To resolve this difficulty, we introduce fluctuation from the. model. In 
the case of our study, we define some kind of neighborhood of f denoted by 
U( f, 8) in Section 2. Here 6 represents the strength of fluctuation. The real 
systems are thought to be given by 
x,+1 = &(X,)7 0.3) 
where g, is randomly chosen from U( f, 8). We can also define the sojoum- 
ing time for the system given by (1.3) and denote it by n({ g,},Q$‘, x). In 
general the sojourning times of the model (1.1) are easily computed but 
what we actually want to know is the sojourning times of the real systems 
given by (1.3). Therefore, we would be concerned with the following 
problem: 
Problem. How accurately can we predict the sojourning times of a 
fluctuating system, given by (1.3), from that of the modelling system (l.l)? 
And is there any relation between the error of prediction and the strength of 
fluctuation? 
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Here the error of prediction is given by 
An(fA = sup{l~({gi)~x) - n({g:)dl : {gi), {g,) = u(fJ) 
and x E [k,!(k) + S]}. 
In particular we will study the relation between the degree of chaos for 
the dynamical system (1.1) and the predictability in sojourning time, and in 
conclusion, it will be shown that many of the systems given by (1.1) with 
high degree of chaos are predictable on the sojourning times. The degree of 
chaos here is the topological entropy of a map. We will show in Section 3 
that it is reasonable to think of the topological entropy as the degree of 
chaos. A relation between entropy and sojourning time is also given. For an 
explicit discussion, we give the definition of a l-parameter family of 
unimodal maps “with resolved chaos” in Section 4. Roughly speaking, a 
family is said to be “with resolved chaos” if the system is more predictable 
on sojourning times in proportion as the parameter of the family tends to 
infinity. In Section 4, we will study some sufficient conditions for the family 
with resolved chaos. The theorems given there indicate that the resolvability 
of a family depends on the increasing order of entropy of the family. We 
can apply the results obtained in Section 4 to a well-known population 
model given by May [6] which essentially coincides with (1.2). (See Section 5 
for details.) We will also discuss, in Section 6, the case where f is the 
constant 0 for sufficiently large x. From the biological point of view, we 
assume that an extremely large population will completely vanish by the 
next generation. We show that in such a case the sojourning times are 
nonpredictable; in other words, however small the fluctuation is, we cannot 
predict the sojourning time of the system from the model with any accuracy. 
In Section 7 we will try to consider a formulation of fluctuation different 
from that of the previous sections. 
2. NOTATIONS AND DEFINITIONS 
We give explicit definitions to the fundamental ideas introduced in 
Section 1. First of all, the frequently used notation “f f [a, ,I,’ (resp. 
“f J [a,b]“) means that f is strictly monotone increasing (resp. decreasing) 
on [a, b]. We always consider continuous maps from Iw += [0, + 00) into 
itself except for Section 3. 
DEFINITION 1 (unimodal maps). Let f be a continuous map, f(0) = 0, 
and satisfy either of the two following conditions: 
(A) There exists a positive constant k = k(f) such that f t [0, k] and 
f 3-[k +m). 
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FIG. 3. c/(f. 6) = (the fluctuated map from f  bounded by f- and f+ }. 
(B) There exist positive constants k = k(f) and k’ = k’(f) such that 
fT[O,k],fI[k,k’]andf=Oon[k’,+co). 
Then f is called a unimodal map and k is called a turning point of f. 
We principally study the unimodal map of type (A). 
To introduce a perturbation of the dynamical systems given by (l.l), we 
are to define U( f, 8) which is thought to be a set of maps near f. 
DEFINITION 2. Let f be a unimodal map and 6 > 0. Then, 
xm = {g: g: w+ --f R + such that for all x E [w + 
XL(x) s g(x) Lf+(4), 
where f,(x) = (1 rt_ s/f(k))f(x), respectively. Furthermore, P(f, 6) is 
defined as 
‘(f,‘) = { {gi}~Ls~‘gi E u(f,s)}e 
(See Fig. 3.) 
Let { g, X-7 E P(f,S). We take x,+r = g,(x,) for a fluctuating system 
of the deterministic system x,+ r = f(x,). The sojourning times of both 
systems are given as follows: 
DEFINITION 3 (sojourning time). Let f be a unimodal map and G = 
{Si>LT E P(f, 8). The sojourning time of x by G is 
n(G,x) = inf{m:g,og,-, -‘- g,(x) 1 k}, 
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where, if {m:g,og,,-, *.a g,,(x) 2 k} = 0, we set n(G,x) = + cc. 
Especially, if g, equals some g E U(f, 6) for all i, we write n(g, x) instead 
of n(G,x). 
The “length of rarity time per population flush x ” studied by 
Vandermeer equals n(f, x) - 1. Now the problem is whether it is possible 
to predict the sojourning times of the fluctuating systems from that of the 
nonfluctuating one. To assume this problem, we have to estimate the error 
of prediction which measures how far the sojourning times n(G, x)‘s will be 
fluctuated if G varies arbitrarily in P(f, 8). 
DEFINITION 4. The error of prediction denoted by An (f, 6) is defined by 
An(fJ) = sup{(n(G,x) - n(G’,x)] : G,G’ E P(fJ) 
and x E [k,f(k) + 61) iff(k)+Azk, 
= 0 otherwise, 
where, if both n(G, x) and n(G’, x) equal + co, we set n(G, x) - n(G’, x) 
= 0. Obviously, if f(k) + 6 2 k, then 
An(f,@ = sup{ln(f+,x) - 4.L,x)1 :x E [W(k) + 61). 
Remark. We consider the sojourning times n(G, x)‘s only for x 5 f(k) 
+ 6 in Definition 4. The reason for doing so is as follows: If we study a 
system described by (1.3) from the past to the future, it is natural that the 
starting value x = x0 appearing in n (G, x) is also given by x,, = g- i( x _ i) 
for some g-i E P(f,6), where g-,(x-,) sJ(k) + S by definition. 
DEFINITION 5 (toughness). 7’(f) = sup{ 6: An(f, 6) 5 l} is called the 
toughness of f. 
The toughness gives a bound of admissible strength of fluctuation to 
predict the sojourning times of a fluctuating system from the nonfluctuating 
ones with an error of f 1. 
3. DEGREE OF CHAOS AND SOJOURNING TIME 
This section is devoted to studying how the sojourning time defined in 
Section 2 relates to the notion of chaos. The main results are Theorem 3.1 
and Corollary 3.2, which will play an important role in Section 4. First we 
consider a unimodal map from a closed interval into itself. 
DEFINITION 6. Let I = [(u, p] be a closed interval. A map from I into 
itself is called unimodal if there exists k = k(f) such that (11 < k < p, 
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f t [(Y, k] and f J [k, fi]. The definition of sojourning time n( f, x) is the 
same as in Definition 3. Furthermore, if f(k) >= k, we define N(f) by 
N(f) = n(f>f(kN. 
Now we can give a relation between N(f) and ent(f) by the kneading 
theory of Milnor and Thurston [9]. Here ent( f ) is the topological entropy of 
f. The definition of topological entropy is given in Adler et al. [l]. See also 
[9] for another definition in the case of unimodal maps. 
THEOREM 3.1. Let f be a unimodal map from a closed interval I into itself 
with f(k) 2 k, and let wn = (l/positive minimal zero of the polynomial 
tn+l - 2t + 1). Then we have 
(0 w, < wn+l andw,f2asnf + cq 
(4 loi3 wNcf) 6 4 f 1 5 loi3 w(f)+ 1 
ifN(f) < + 00. ent( f) = log2 otherwise. (3.1) 
We will give the proof of Theorem 3.1 at the end of this section. 
It is well known that ent(f) > 0 leads the chaos studied by Li and Yorke 
[4] in the interval dynamical system given by iteration of f. In the case of 
chaos in the sense of Li and Yorke, what is called a “window phenomenon” 
is often observed; that is, there exist stable periodic points and almost every 
point of the interval is attracted to the stable periodic points. However, it 
will take an infinite amount of time to see that an orbit becomes asymptoti- 
cally periodic. In the present paper we discuss a “transient” orbit starting 
from x >= k(f) and we do not discuss whether or not the orbit will be 
attracted to some periodic point. Complexity of a “transient” orbit is 
represented by topological entropy, if we recall the definition of it in [l], and 
therefore in our study, we can regard entropy as a degree of chaos. Hence, 
by Theorem 3.1, N(f) can be thought to be a characteristic number for the 
degree of chaos of a unimodal map f. 
Now, let us return to a unimodal map from R + into itself. If f is a 
unimodal map from W + into itself with f(k) 2 k, then f]Io.,(k)l is a 
unimodal map of the closed interval [0, f(k)] into itself. Furthermore, in 
this case 
ent(fl[o,,(k)J = ent,(f )V (3.2) 
where ent J f) is the metric entropy of f defined by Bowen [2]. Equation 
(3.2) leads immediately to a corollary of Theorem 3.1: 
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COROLLARY 3.2. Let f be a unimodal map from IL! + into itself with 
f(k) 2 k. If we de$ne N(f) by N(f) = n(f, f(k)), then 
l”gwN(/)6 entd(f) s l"gwN(f)+ly 
ifN(f) < +co.ent,(f) = log2 otherwise. (3.3) 
Hence by Corollary 3.2, N(f) is also a characteristic number for the 
degree of chaos in the case of unimodal maps from R + into itself. 
The following is a sketch of the proof of Theorem 3.1: 
Step 1. Suppose N(f) = 0, then ent( f) = 0. (One can easily see that the 
kneading determinant of f is l/(1 - t) or l/(1 + t).) 
Step 2. Suppose N(f) 2 2. Then ent( f) is positive. (There exist 3-peri- 
odic points of f.) 
Step 3. Suppose ent(f) is positive. Let s = exp(ent(f )). Then there 
exists a continuous nontrivial nondecreasing function g from I to [0,2] 
such that the following diagram commutes: 
I &[o, 21 where F,(x) = XX on [O,ll, 
f I F, 
I g 4Gq = ~(2 - x) on [1,2]. 
(This is a direct consequence of Theorem 7.4 of [9].) 
Step 4. Under the situation of Step 3, N(f) = N(F,) or ent( f) = 
1% WN(f). 
Step 5. Direct calculation shows that Theorem 3.1 is true for the 
piecewise linear map F,. 
Step 6. Now we are ready to complete the proof of Theorem 3.1. 
Consider the following three cases: 
(i) If ent( f) = 0, then by Steps 1 and 2, N(f) = 0 or 1. By definition, 
w0 = wi = 1; therefore (3.1) is satisfied. 
(ii) If ent( f) > 0 and N(f) < + co, then by Steps 3 and 4, N(f) = 
N(F,) or ent( f) = log wNcr,. If N(f) = N(F,), then by Step 5, F, satisfies 
(3.1) and f, as well. 
(iii) If ent( f) z== 0 and N(f) = + co, then direct calculation shows that 
the kneading determinant of f is (1 - 2t)/(l - t). Therefore ent( f) = 2. 
This completes the proof of Theorem 3.1. D 
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4. PREDICTION OF SOJOURNING TIME AND RESOLVED CHAOS 
Now that the preparation has been done in the previous sections, the 
notion “resolved chaos” can be explained qualitatively as follows: Recalling 
Corollary 3.2, the dynamics of (1.1) by a given unimodal map f is consid- 
ered to be very chaotic if N(f) has a large value. And the system (1.3) 
fluctuating from (1.1) is highly predictable on the sojourning times if the 
strength of fluctuation 6 is smaller than the toughness of f (i.e., 6 6 r(f)). 
If N(f) and T(f) are both large at the same time, there coexist very chaotic 
behavior of the orbits of (1.1) and predictability of the sojourning times. 
One may think the chaotic behavior is resolved in such a case. 
Examining the explanation above, however, it seems difficult to define a 
given single map f to be with resolved chaos. Hence we consider l-parame- 
ter famihes of unimodal maps and give the definition of resolved chaos for 
them. 
DEFINITION 7 (resolved chaos). Let { f,,} iZO be a l-parameter family of 
unimodal maps. This family is said to be with resolved chaos if it satisfies: 
(i) h limocN(fh) = + cc and 
(ii) thzre exists 6, > 0 such that for all 6 E [O,S,) 
The proposition below follows immediately. 
PROPOSITION 4.1. Let ( fx}l$ b e a l-parameter family with resolved 
chaos. Under the notation of Dejinition 7, we have 
lim T( fx) 2 6,. 
x *+m 
We study some sufficient conditions for resolved chaos. First, we consider 
very simple and frequently used families defined by 
fhW = Xfcd? (4.1) 
where f is a unimodal map and X > 0. Hereafter, a unimodal map f is 
assumed to satisfy 
k(f) = 1, f(l) = 1, f is twice differentiable at 0, 
f’(O) # 0 and f(x) ’ 0 for all x > 0. 
(4.2) 
For the families given by (4.1), the behavior of the degree of chaos N( f,,) 
as A + + cc is obtained as follows. 
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THEOREM 4.2. Let { fA}iZO be given by (4.1) where f satisfies (4.2). Then 
we have 
log h N(fA) 
l+ gco logf(A) 5 A:!& -bgf(q/l& 
- 
5 hm NfJ 
h++m -logf(X)/logX 5 I* (4.3) 
Especially, lim ,, _ + m N(f,)= +oozfandonlyif 
and in this case we have 
N(f,) 
,“m, -logf(X)/logX = l. 
The proof of Theorem 4.2 is given in Appendix A. 
Then, we consider a slightly broader class of l-parameter family { F,, } lZO 
given by 
E;,(x) = fX,k(h) (4 = WQf (x/G)), (4.4 
where f is a unimodal map satisfying (4.2). Note that the turning point of 
F, is k(X) and N( fh,k) = N( fx) where f,, is given by (4.1). Obviously, 
Theorem 4.2 remains valid if { fx } is replaced by { Fh }. Now our considera- 
tion is devoted to the conditions on f and k(X) which ensure that { FA} is 
with resolved chaos. A condition on f equivalent to (i) of Definition 7 has 
already been given in Theorem 4.2. For (ii) of Definition 7, we get the 
following theorem: 
THEOREM 4.3. Let { FA} be given by (4.4) and 6, = l&, +,Xk(X), 
then we have lim x ~ +,An( F,, 8) 5 1 for all 6 E [0, S,), if either of the 
following conditions (4.5) or (4.6) is satisfied: 
lim k(X) > 0 and 
h-z-m 
,ty, (- ~o~~~z) = 0 (4.5) 
k(A)~OusA~ + cc and l%f W 
Ak(X)(logQ2 = O. 
(4.6) 
The proof of Theorem 4.3 is given in Appendix B. 
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Remark. Suppose that both X and k depend on a parameter t such that 
X = A(t), k = k(t), and X + + cc as t --* + cc. Then Theorem 4.3 is also 
valid if the limit for A + + 00 is replaced by the limit for t 3 + cc. 
One can see that the resolvability of chaos in the families given by (4.4) 
depends on the behavior of f(X) as X 4 + 00. For example, let 
lim, - + mk( X) > 0, then { Fh} is with resolved chaos if the rate of increase 
of -log!(X) is faster than 1ogX and slower than X(logX)2. Another 
viewpoint will be provided by the following corollary of Theorem 4.3: 
COROLLARY 4.4. Let N( FJ + + co as h 4 + 00. Then (4.5) and (4.6) 
are equivalent to (4.5)’ and (4.6)‘, respectively. 
lim k(h) > 0 
WA) o 
and ’ - = (4.5)’ 
AZrn ,A?:, hlogh 
k(A)JOasXt + 00 and . NFA) 
A!?, Ak(A)logA = 
0. (4.6)’ 
One can easily prove Corollary 4.4 from Theorems 4.2 and 4.3. 
Corollary 4.4 shows that the order of increase of N( F,) (i.e., ent( FA) by 
Theorem 3.2) to the parameter X plays an important role in determining 
whether a family {F,} is with resolved chaos or not. This seems to give a 
suggestive key to extend the above theorems to more general l-parameter 
families. 
5. AN EXAMPLE FROM POPULATION BIOLOGY 
We consider a population model given by May [6] such that 
X n+l = X,exp(r(l - X,/c)), (5.1) 
where X,, is the population of the n th year, r is the growth rate, and c is the 
carrying capacity. Fixing the carrying capacity and letting the growth rate 
tend to infinity, we obtain a l-parameter family of unimodal maps {F,} 
where F,(x) = x . exp(r(1 - x/c)). By reparametrization, { Fr} is trans- 
formed into the following family given by (4.4), 
F,(x) = WX)fb/kOh (5.2) 
where f(x) = x . exp(1 - x) and k(X) = c/(1 + log h). 
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The results in Section 4 can be examined on this family by elementary 
calculation: 
Hence by Theorem 4.2, we have 
lim N(F,) = +co; 
more explicitly, 
(ii) 6, = lim k(X) = + cc and - 
= 1. 
lim -l%f(U 0 
X++m Xk(X)(logX)* = . 
Hence by Theorem 4.3, we have ii@, +,An(F,, 6) =< 1 for all 6 > 0. 
Therefore {F,} is with resolved chaos. Furthermore, by Proposition 4.1, we 
have lim ,,+ +,T(f’d = + 00. 
Thus, as the degree of chaos increases, { FA } becomes more predictable on 
the sojourning time. 
6. THE CASE OF UNIMODAL MAPS OF TYPE (B) 
We still have little knowledge about unimodal maps of type (B), for the 
discussions in Section 4 were devoted to those of type (A). 
The biological background of unimodal maps of type (B) has been 
presented in Section 1. If we want to extend a unimodal map f on [0, l] with 
f(1) = 0 (for example, the familiar map ax(l - x)) to a unimodal map on 
R +, negative values are not considered in population models, so f(x) must 
be assumed to be 0 on [l, + cc). In this case, the sojourning time of a 
fluctuating system is not predictable by the following theorem: 
THEOREM 6.1. Let f be a unimodal map of type (B) and f( k) 2 k’. Let f 
be diflerentiable at 0. Then, An( f ,  8) = + CO for all 6 > 0. 
The proof of Theorem 6.1 is given in Appendix C. 
Remark. Vandermeer has also mentioned a similar case in [ll]. He says, 
“If f  has no inflection point in its descending limb, resolution of chaos is 
impossible.” Obviously j is a unimodal map of type (B) if it has no 
inflection point in its descending limb. 
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Remark. One would think that Theorem 6.1 is obvious since there exists 
x E [k, f(k)] such that n( f, x) = + co. But recalling Definition 4, if both 
n(G, x) and n(G’, x) equal + co, we have defined that n(G, x) - n(G’, x) 
= 0. Hence to prove Theorem 6.1, we must show that limx,,,Jn(f+, x) - 
n(f-,x)1 = +co. 
7. ANOTHER FORMULATION OF FLUCTUATION AND ERROR 
The strength of fluctuation used in the previous sections has been given 
by 8 of U( f, 8). Recalling Definition 2, the influence of fluctuation becomes 
smaller under the same strength of fluctuation 6 if the maximal value f(k) 
of f becomes larger. Consequently, the toughness is not invariant under 
linear conjugacy; that is, if f(x) and g(y) are given two unimodal maps 
which are topologically conjugate by OLX = y (i.e., af(r/o) = g(y)), then 
Z(g) = ar(f). Thus the characterization for the strength of fluctuation in 
Definition 2 may be unsuitable depending on the system considered. For 
example, another characterization below seems to be suitable if the error of 
value increases in proportion to the value. 
DEFINITION 2’. Let f be a unimodal map. We define 
JUPL) = {g: 0 - PMX) 5 g(x) 6 (1 + PM4 for all x E W,}. 
Here p is the rate of admissible error value Jg(x) - f(x)1 per non- 
fluctuated value f(x). It coincides with what we usually call relative error of 
f(x). Obviously, V(f, CL) = U( f, f(k)p), so we can define the error of 
prediction of sojourning time under the fluctuation p by 
An&f, d = An(fJ(k)d> (7.1) 
where the subscript “R” represents “rate” or “relative.” Also we define 
TR( f ) = T( f )/f( k). By (7.1) if f and g are linearly conjugate, we obtain 
An,(f, p) = An,( g, CL) and Ta(f) = Ta( g). Therefore, the reasoning be- 
comes independent of k(h) if we consider a l-parameter family { F, } given 
by (4.4), which is F,(x) = Xk(X)f(x/k(h)). A ccordingly, the resolvability 
of chaos in the l-parameter family {F,,} is determined by f alone in this 
formulation on the error. 
THEOREM 7.1. Let { FA} be given by (4.4). If 
lim -l%m = o 
A-++m (logA) ’ 
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then we have for all p E [0, 1) 
lim An,(F,,p) 5 1. 
x-+00 
(7.2) 
Especially if N( F,) * + 00 as X --, + CO, then lim, _ +,N(F,)/log h = 0 
implies (7.2). 
Proof: If we choose k(h) = l/X, then we obtain An,(F,, p) = 
An(F,, p). Now let us apply Theorem 4.2 to this family. Here 6, 
= &,+w Xk(X) = 1, and using (4.6) 
lim -l%f(V = 0 
A+ +cc (logQ2 
implies (7.2). q 
Remark. In the above theorem we consider only the cases when p > 1. 
This is reasonable because ~1 is a rate and if p > 1, then (1 - p)f(x) < 0. 
Remark. Since f(x) is assumed to be positive for all x E Iw + in (4.2), 
Theorem 7.1 is devoted to the unimodal maps of type (A). About type (B)‘s, 
Theorem 6.1 is also valid in this framework if we replace An( f, 8) by 
An,(f, I-1). 
Theorem 7.1 gives a sufficient condition of the resolved chaos in the 
framework of this section. It seems to be applicable to few families, 
however, since we must show 
whereas we have 
lim -l%fW = o 
h-+m (logQ2 ’ 
lim -l%fO) = +oo 
h-++cc log x 
if lim h _ + m N( F&) = + cc by Theorem 4.2. For instance, we cannot apply it 
to the example in Section 5. Thus, there remains some room for improve- 
ment of our theory at this point. 
The strength of fluctuation is given by the relative error of f(x), and we 
can try to consider the 
Art% ~))/Nf’d 
THEOREM 7.2. Let { FA } 
relative error of sojourning time, namely, 
logf P) 
,4r=, logf(X) < 
be given by (4.4). Zf 
+OC and lim N(F,) = + 00, (7.3) 
A++00 
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then we have for any p E [0, 1) 
= 0. (7.4 
Proof. We choose k(h) = l/X as the proof of Theorem 7.1. Then by 
(B.8) of Appendix B, we obtain for large X 
0 s bdF,~d 5 (cl+ CA -kf(A+) + 1 
o%~+)2 ’ 
(7.5) 
where X+= (1 + p),I. Note that logf(X+)/logf(2A) $ 1 for /.L E [O,l); 
hence, if (7.3) is satisfied, we have by (7.5) 
(7.6) 
for large X and d > 0. Therefore, using Theorem 4.1, (7.6) implies 
0 s lim A+dFb 4 < lim d -1ogm 
A++00 N(F,) = h++m tw)2NFA:,) 
hence we obtain (7.4). 0 
The condition (7.3) is satisfied by many of the unimodal maps of type (A) 
including the example in Section 5. Therefore, judging from the viewpoint 
of the relative error in sojourning time, as the degree of chaos increases, the 
sojourning times of many of the families given by (4.4) become more 
predictable. 
APPENDIX 
First note that k(f,) = 
N(A) = N(f,) is given by 
A: PROOF OF THEOREM 4.2 
1 and fh(l) = Af(1) = X by (4.2); therefore 
N(h) = min( m: (fh) ,+‘(l) = (f&)““(X) 2_ 1). (A4 
Let a, = infx,co,lI f(x)/x and a2 = s~p,,~,,,~f(x)/x; then by (4.2) 0 -C a, 
5 u2 < + cc and for all x E [O,l] 
u,x 5 f(x) 5 UZX. (A.21 
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Now, we define ni = n,(h) for i = 1,2 by 
(Xa;)“tf(X) = 1. 64.3) 
LEMMA. If h is sujiciently large (precisely, h > l/a, and a, > f(A)), 
then we have 
n2(X) S N(X) 6 nl(X) + 1. (A-4) 
Prooj: By (A.l), N(h) > 0 if and only if (j,,)2(1) = Xf(h) < 1. Then, if 
Xa, > Aa, > 1, Af(X) < 1 is equivalent to n, > 0 and to n2 > 0 by (A.3). 
Hence the three inequalities N(X) > 0, n, > 0, and n2 > 0 are equivalent 
one another. 
Case I (N(X) > 0). Then by (A.l) and (A.2) 
15 (fx)N(A)Xf(h) s (Xa2)N(h)Xf(X). 
Recalling (A.3), the above inequality implies n2 5 N(h). By (A.l) and 
(A.2), we also have 
(h) N(X)-lhf(X) =< (fxy@-yXf(X)) < 1. 
Recalling (A.3), the above inequality implies N(X) - 1 -z nl. Thus (A.4) is 
shown in this case. 
Case II (N(h) = 0). Obviously n2 $ 0 = N(A). Here, (A.3) implies 
(Xa,)“l+‘f(X) = a,. Therefore if X > l/a, and a, > f(A), we have n, + 1 
2 0 = N(A). Thus (A.4) follows in this case, too. 0 
By elementary calculation, (A.3) and (A.4) imply 
l- 
< NO) log a, 1% a1 
log h 
= <I----. -logf(h)/logA - log ha, log+ logf(A) ’ 
(A-5) 
Making X tend to + cc in (A.5), we obtain (4.3). Obviously, if 
lim -1og.m) = +.& 
log h t h++cc 
(4.3) implies 
N(A) 
2% -logf(A)/logh = 
1 
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and therefore lim x-.+,N(h)= +oo.Onthecontrary,iflim,,+,N(A)= 
+ 00 then (4.3) implies 
Thus Theorem 4.2 is proved. 
APPENDIX B: PROOF OF THEOREM 4.3 
LEMMA B.l. Let 6, > 6 > 0; then 
lim (A - 6/k(h)) = +m. 
h++cc 
Pro06 Choose 8’ such that 6, > 6’ > 6, then M(X) > 8’ for sufficiently 
large X since 6, = l&r, _ + ,hk( A). Therefore 
A - 6/k(X) = A(1 - G/U(X)) > x(1 - 6/P) > 0. 
Hence lim hd+maX - 6/k(X) 2 lim,,+,h(l - S/6’) = +co. 0 
LEMMA B.2. Let A += X + S/k(X), respectively. Zf 6, > 6 2 0, then 
there exists C >= 1 such that 1 6 X+/X- 6 C for suficiently large A. 
Prooj: X+/h-= 1 + 26/(Xk(X) - 8). Hence, we have X+/X-s 1 + 
2S/(6’ - 6) for sufficiently large X where 6, > S’ > 6. 0 
Now, let k ,(A) = k(X)f-‘(l/X +), respectively, where f-’ is the inverse - 
map of fl tO.tl. We define 
b+(A) = sup{ FA+(x)/x: x E (0, k-1) 
= x+sup{ f(x)/x: x E(OJ’(l/L)]} (B-1) 
b-(X) = inf{ F&-(x)/x: x E(O, k-1) 
= A-inf{ f(x)/x: x E(O,f-l(l/X-)]}. (B.2) 
Then, by (4.2), 0 < b-(A) 5 6+(h) < + ca and for all x E [0, k-1 
b-x 5 F,_(x) 5 F,+(x) s b+x. (B.3) 
Moreover, we define n+(x) and n-(x) for x >= k(X) by 
(b-)“m’“‘FA_(x) = k- (B-4) 
@+) “+‘%‘,_(x) = k,. (B-5) 
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LEMMA B.3. For suficiently large A, we have 
n(F,,6) s sup{ n-(x) - n+(x) :x E [k(A), Xk(X) + 61) + 1. 
(B.6) 
Proof If An(F,,6) 2 1, then by (B.4) and (B.5) we have n-(x) - 
n+(x) 2 0 and therefore (B.6) follows. 
If An(Fk, 6) 2 2, then by (2.1) 
An&a) = sup{ n(F,_, x)-n(F,+,x):x~[k,hk+S]}. 
Since n(FA, 8) is an integer, there exists x0 E [k, Xk + 61 such that 
An( F,,, 6) = n( F,-, x0) - n( Fx+, x0). Similar to the proof of the lemma in 
Appendix A, using (B.3), (B.4), and (B.5), we obtain 
n( F,m, x0) 5 dxo) + 2 and +‘A+> x,,) 2 n+(d + 1. 
Hence 
A+‘,,@ s n-(x0) - n+(xO) + 1 
5 sup{ n-(x> - n+(x) : x E [k, Ak + 61) + 1. 
Thus (B.6) has been proved. 0 
One can show by (B.4) and (B.S), 
n-(x) - n+(x) = -B . logf(x/k) + R, 
where 
1 1 --- 
B = log& logb. 
and 
R = logf-‘(I/L) - 1ogL logf-‘(l/A+) - logA+ - 
logb- logb, ’ 
Ob~ousb supx s [k,~,c+B~ - logf(x/k) = -logf(h+). Using (B.6) we have 
An@‘& =< -B . logf(h+) + R + 1. 03.7) 
LEMMA B.4. Zf 6, > 6 2 0, we have 
0 =< An(F,,6) I a 
-mm+) 
~+k(~)(log~+)2 
+ b -logf(X+) + 1 (B 8) 
h+(logX+)2 . . 
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Using Lemmas B.l and B.2, we can deduce (B.8) from (B.7). The details are 
omitted. Now we can complete the proof of Theorem 4.3. If (4.5) is satisfied, 
then by (B.8) we have 
An(Fx,6)&+ a/k) -bf(A+) + 1 
A+(log~+)* ' 
where 0 c k < &,,+,k(A). Then A + +oo implies X++ +co. There- 
fore by (4.5) we have 
lim -l%fO+) = o 
f-t++m x+(logx+)2 . 
Hence we obtain ii&,, +,An(F,, S) 5 1. 
If (4.6) is satisfied, then by (B.8) we have 
An(FpS)~(u + b) -l%f(A+) + 1 
~+w)(w+)* 
since k(A) < 1 for sufficiently large A. Also by (B.8), k(X) > k(X+) = 
k(X + &/k(A)). Hence 
0 5 lim 
-l%fO+) . -l%fO+) = o 
x+ *Q1 x+k(X)(logX+) 2 s 2% h+k(X+)(logX+)2 
. . 
and we obtain hm, _ + m An(F,, 6) 5 1. Thus Theorem 4.2 is proved. 
APPENDIX C: PROOF OF THEOREM 6.1 
Let inf x E (a,ilf(x)/x = a; then we distinguish two cases below: 
Case 1 (a > 1). If 6 is sufficiently small, we have f*(x) = (1 f 
S/f( k))f(x) > x, respectively, for all x E (0, 11. Therefore, n( f*, x) c + 00 
for all x E [k, k’]. 
LEMMA C.l. Let g be a continuous monotone increasing function on [0, 11 
and g(x) > x for any x E (O,l]. Let ICS define Y( g, x, y) = inf{ m : g”(x) 2 
y}forx<y~l.Thenforx<y<z,wehuue 
Y(g, x, z) I y(g9-G Y) + y(g, y, z) $ y(g, x, z) + 1. (C.1) 
The proof of Lemma C.l is straightforward and left to the reader. 
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Now we obtain 
(Lx) - 4f+J) = Y(fLf-(-4J) - y(f+d+txM) 
= Y(Lf+b)J) - Y(.f+J+bM) (C.2) 
for x E [k, k’]. Here if sup{n(f-, x) - n(f+, x) : x E [k, k’]} < + 00, then 
using (C.l), we can deduce from (C.2) 
sup{Y(f-,x,y) - Y(f+,x&x l (O>Vl> < +@J (C.3) 
for any y E (0, k). Let (Y = f’(0) = lim,,,f(x>/x; then for any s > 0, 
there exists y0 > 0 such that for all x E [O, Y,], (a - s)x S f(x) 5 (a $- E)x. 
Therefore we obtain 
for all x E [0, J+,]. If we choose E sufficiently small, then we obtain for all 
x E LO, vol, 
f-b) 5 (1 - Vf(xM a + E)X < (1 + S/f(k))(a - E)X If+(X). 
(C.5) 
Obviously (C.5) implies 
Y(f-9 x, Yo) - Y(f,? x, yo) L y(g,, x9 Yo) - Y(&A Yoh 
where gr(x) = (1 - 8/f(k))(cu + ) E x and g2(x) = (1 + s/f(k))((~ - E)X. 
The right-hand side of the above inequality tends to + cc as x + 0; 
therefore the left-hand side does as well. But this contradicts (C.3). Hence 
we obtain 
sup{ n(f-, x) - n(f+,x) : x E [k, k’]} = + 00. 
And so by (2.1) we have An(f, 6) = + cc. 
Case 2 (a s 1). Let sup{ x : x E [0, k], f+(x) 5 x } = & Obviously, 
f+(P)/P = 1 d an so f-(P)/fi < 1. Note that f(x)/x is continuous on 
[0, k] because f’(0) = lim, _ J( )/ x x exists. Therefore there exists y0 > /3 
such that f-(y,)/y, < 1. There also exists x0 E [k, k’) such that f-(x0) = 
ye. Then n(f-, x,,) = + 00, and n(f+, x0) < t cc because 
1 + W(k) 
f+(vo) = 1 _ 6/f(k) x0 ’ P. 
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Hence we have n(f-, x0) - n(f+, x0) = + co, and by (2.1), An(f,a) = 
+ cc. Thus Theorem 6.1 is proved. 
ACKNOWLEDGMENTS 
I would like to thank Professor Masaya Yamaguti for introducing me to Vandermeer [ll] 
and for encouraging me to study “resolved chaos.” I would also like to express my gratitude to 
Professors Tsutomu Ikeda and Masayoshi Hata for their helpful advice. 
REFERENCES 
1. R. L. ADLER, A. G. KONHEIM, AND M. H. MCANDREW, Topological entropy, Trans. Amer. 
Muth. Sot. 114 (1965), 309-319. 
2. R. BOWEN, Entropy for group endomorphism and homogeneous spaces, Truns. Amer. 
Muth. Sot. 153 (1971), 401-414; Erratum, 181 (1973), 509-510. 
3. J. GUCKENHEIMER, G. OSTER, AND A. IPAKTCHI, The dynamics of density dependent 
population models, J. Math. Biol. 4 (1977) 101-147. 
4. T. Y. LI AND J. A. YORKE, Period three chaos, Amer. Math. Monthly, 82 (1975) 985-992. 
5. R. M. MAY, Biological populations with nonoverlapping generations: Stable points, stable 
cycles and chaos, Science 186 (1974), 645-647. 
6. R. M. MAY, Ecosystem patterns in randomly fluctuating environments, in “Progress in 
Theoretical Biology” (R. Rosen and F. Snell, Eds.), Academic Press, New York, 1974. 
7. R. M. MAY, Simple mathematical models with very complicated dynamics, Nature 261 
(1976), 459-467. 
8. R. MAY AND G. OSTER, Bifurcation and dynamics complexity in simple ecological models, 
Amer. Natur. 110 (1976), 573-599. 
9. .I. MILNOR AND W. THURSTON, On iterated maps of the interval I, preprint, Princeton, 
1977. 
10. 3. H. VANDERMEER, A graphical model of insect seed predation, Amer. Nutur. 109 (1975), 
147-160. 
11. J. H. VANDERMEER, On the resolution of chaos in population models, Theoret. Population 
Biol. 22 (1982), 17-27. 
