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Within the context of spin-related optical phenomena, the near-field directionality is generally
understood from the quantum spin Hall effect of light, according to which the transverse spin of
surface or guided modes is locked to the propagation direction. So far, most previous works have
been focused on the spin properties of circularly polarized dipolar sources. However, in near-field
optics, higher-order multipole sources (e.g., quadrupole, octupole, and so on) might become relevant,
so a more in-depth formulation would be highly valuable. Building on the angular spectrum
representation, we provide a general, analytical, and ready-to-use treatment in order to address
the near-field directionality of any multipole field, particularizing to the electric quadrupole case.
Besides underpinning and upgrading the current framework on spin-dependent directionality, our
results may open up new perspectives for engineering light-matter coupling at the nanoscale.
Introduction.—The current trend toward the
miniaturization and integration of photonic devices
has spurred the unprecedented ability for exploiting the
spin of light in a multitude of nanophotonic applications
based on the so-called spin-orbit interaction (SOI) [1, 2].
Essentially, optical SOI comprises a broad class of effects
involving the mutual influence between the state of
polarization (spin) and the spatial propagation features
(orbit) of evanescent as well as nontrivially structured
optical fields [3], that naturally and necessarily emerges
at the subwavelength scale [4]. In classical and quantum
optics, one of the most important evidences of the
occurrence of SOI comes from the spin-controlled
unidirectional excitation of guided waves [5], which
has been successfully demonstrated both theoretically
and experimentally in a wide variety of photonic
platforms and spectral ranges, including dielectric-based
integrated optics [6–8], plasmonic systems [9], hyperbolic
metamaterials [10], photonic crystals [11, 12], microwave
waveguides [13], and optical fibers [14]. Within this
context, the relatively recent discovery of the photonic
counterpart of the quantum spin Hall effect [15] may
be regarded as a major breakthrough on the unified
understanding of the spin-momentum locking, and its
incontrovertible relationship with the transverse spin
associated to the evanescent waves supported by surface
or guided modes [16–18]. This general framework has
provided an insightful explanation for the near-field
directionality of electromagnetic (EM) guided modes by
circularly polarized electric (and/or magnetic) dipoles
[5]. Indeed, from the point of view of the local dynamical
properties, the spin-controlled unidirectional excitation
can be simply understood as the coupling between the
longitudinal spin components of the dipolar source with
that of the corresponding guided mode [19–21].
For a more accurate description of near-field coupling
a full-vector wave analysis becomes necessary [22],
thereby taking into account both the relative amplitude
and phase between the electric and magnetic field
contributions [23, 24]. This leads to an approach that
strongly resembles Fermi’s golden rule, according to
which the chiral (or directional) waveguide coupling
efficiency is proportional to |p ·E∗ + m · µH∗|2, i.e., it
relies on the similarity between the electric (and/or
magnetic) dipole moment, p (and/or m), and the electric
(and/or magnetic) field distribution, E (and/or H) of the
guided mode at the same location of the dipolar sources,
with µ being the permeability of the medium [11, 14, 19–
21]. Nonetheless, in structures exhibiting a translational
symmetry along two directions of a given plane, this
scheme for the mode-coupling can be further simplified
[23]. Indeed, in these scenarios, one can also employ
an alternative and equivalent approach based on the
asymmetric features of the near-field angular spectrum
representation together with considerations of structural
symmetry and momentum conservation [5, 9, 25, 26].
This formalism has the advantage of only accounting
for the matching condition between the wavevector of
the electric (and/or magnetic) dipole and that of the
corresponding confined mode, thus gaining some physical
intuition and simplifying the mathematics.
Regardless of the specific approach, up to our
knowledge, all previous works addressing the
unidirectional near-field scattering have only been
focused on dipolar sources. This includes the Janus
dipole [24, 27], being side-dependent topologically
protected, as well as the directional Huygens’ dipole [28].
Yet, higher-order multipole moments (e.g., quadrupole,
octupole, and so on) turn out to be relevant at the
nanoscale [22, 29], and a more in-depth treatment for
the spin-dependent directionality beyond the dipole
approximation is required. Building upon the angular
spectrum representation, in this work we provide a
complete and systematic formulation for the near-field
directionality of EM multipole fields of arbitrary order.
Special emphasis is placed on the particular case of
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2the electric quadrupole, for which we explicitly show
the potential benefits of increasing the degrees of
freedom available as well as of broadening the spatial
range where the evanescent modes have a significant
contribution [4, 30]. Importantly, the end results are
elegantly expressed in an easy-to-use form. Indeed, we
also include an online tool which directly provides the
angular spectra for arbitrary multipole sources [31]. In
this way, they can be directly applied to the analytical
design of nanoscale optical sources for engineering the
directional scattering and coupling of EM fields to both
confining structures and waveguiding systems [32–35].
Angular spectrum of electric quadrupole.—The angular
spectrum representation, often referred to as the
generalized plane wave expansion [36], is a very well
known theoretical concept that allows us to obtain
a mode representation of any EM field in terms of
elementary plane waves which can be either propagating
or evanescent [22, 37]. It has been found to be
especially well suited for describing near- and far-field
light-matter interaction of optical sources neighboring
material structures exhibiting planar geometries, such
as slabs, interfaces or layered media [22, 29, 37].
Accordingly, this approach has been extensively used
in a plethora of fundamental problems in classical
optics (see, e.g., Refs. [38–40] and references therein),
with special emphasis on the study of reflection and
transmission of EM multipole fields by interfaces [41, 42],
and more recently for the characterization of near-field
directionality of dipolar sources [5, 23, 25, 26].
Regarding our main goal toward a complete description
of the near-field directionality, the aforementioned
angular spectrum formalism is actually used to represent
the EM radiation emanating from a localized optical
source via the partial Fourier transform [43]:
Ψ˜(κx, κy; z) ≡ k
2
4pi2
∫∫ +∞
−∞
Ψ(r)e−ik(κxx+κyy)dxdy, (1)
with Ψ(r) being the complex amplitude of any scalar
or vector field satisfying the Helmholtz wave equation so
that Ψ˜(κx, κy; z) = Ψ˜0(κx, κy; 0)e
±ikκzz. For the sake
of completeness as well as for comparison purposes, we
will firstly sketch the derivation of the angular spectrum
(momentum representation) of an electric dipole [37, 44].
To this end, it should be noted that, in general, any
optical source (i.e., dipole, quadrupole, and so on) can
be characterized by either the charge-current density
distribution, or alternatively through the associated
vector potential [22]. Then, following Jackson’s textbook
on classical electrodynamics [45], for the particular case
of the electric dipole (ED), the vector potential reads as
AED =
µ
4pi
[∫ +∞
−∞
J(r′)dr′
]
eikr
r
= − iµω
4pi
p
eikr
r
, (2)
where p ≡ ∫ r′ρ(r′)dr′ is the electric dipole moment,
which is in turn tied to the electric current density J(r) =
−iωδ3(r−r′)p, and ρ(r) is the charge density. Notice that
throughout this work we will assume fields with harmonic
time dependence of the form e−iωt, where ω is the angular
frequency. Making use of Weyl’s identity [37, 46],
eikr
r
=
ik
2pi
∫∫ +∞
−∞
1
κz
eik(κxx+κyy±κzz)dκxdκy, (3)
it is straightforward to show that
AED =
µck2
8pi2n
p
∫∫ +∞
−∞
1
κz
eik(κxx+κyy±κzz)dκxdκy, (4)
where k± = k (κx, κy,±κz) is the wavevector, and
the signs + and − stand for the wave propagation
through the half-spaces z > 0 and z < 0, respectively.
Furthermore, solutions to the Helmholtz wave equation
must obey k± · k± = k2, so it follows that
κz =

√
1− κ2x − κ2y, if κ2x + κ2y ≤ 1,
i
√
κ2x + κ
2
y − 1, if κ2x + κ2y > 1,
(5)
which correspond, respectively, to the propagating and
evanescent modes in the partial Fourier (or momentum)
space (κx, κy) [22, 37]. Hence, according to the basic
properties of Fourier transform, from Eqs. (1) and (4) the
spectral amplitude of the electric dipole vector potential
is A˜ED(κx, κy; z) = A˜
ED
0 (κx, κy; 0)e
±ikκzz, where
A˜ED0 (κx, κy; 0) =
µck2
8pi2n
1
κz
p. (6)
Following a similar but slightly trickier procedure we
may obtain a closed expression for the angular spectrum
amplitude of the electric quadrupole as well. To this aim,
we start again from the vector potential of the electric
quadrupole (EQ) as given in Ref. [45]:
AEQ =
µωk
24pi
(
1
ikr
− 1
)
[Q~
~
· er] e
ikr
r
, (7)
where Q~
~
· er is the term that conveys the “quadrupolar
character” to the vector potential, with er being the
radial unit vector. The quadrupole moment Q~
~
is a
rank-two tensor, usually represented by a 3× 3 traceless,
complex, and symmetric matrix, thus reducing the
unknowns to 5. In this case the scalar contribution of Eq.
(7) is no longer a proper solution of the Helmholtz wave
equation. Moreover, since er depends on the direction
of observation, we cannot take it out of the integral
[47]. With these considerations in mind, the spectral
amplitude of the electric quadrupole vector potential
can be directly obtained by applying a partial Fourier
transform as defined in Eq. (1) to the vector potential Eq.
(7). In this way, after some straightforward but lengthy
manipulations that involves the change of variables to
cylindrical coordinates (in both real and momentum
3space), the utilization of some integral identities leading
to Bessel functions [48], and a judicious choice of
integration by parts (see Sec. III in the Supplemental
Material [47]), we finally find that, in the limit z → 0,
A˜EQ0 (κx, κy; 0) =
µck2
8pi2n
1
κz
(−i) [Q~
~
· k±]
6
. (8)
When performing the integration, it is important to
take into account the divergent behavior at the origin
due to the presence of a singularity. This also
happens for the electric dipole [37], and may lead to
misleading outcomes. Despite that, as pointed out in
the Supplemental Material [47], we can formally obtain
the angular spectrum of the electric quadrupole in each
of the half-spaces [Eq. (8)].
Equation (8), expressed analytically in a closed form,
constitutes the first main result of this work. In this
respect, it is worth pointing out that it has been
deliberately written in such a way that is easy to
compare it with the angular spectrum amplitude of
the electric dipole. Indeed, one can directly get the
spectral amplitude of the electric quadrupole [Eq. (8)]
from that of the electric dipole [Eq. (6)] simply by
substituting p → (−i) [Q~
~
· k±] /6. Furthermore, these
results are perfectly consistent with those presented in
Ref. [33] for the multipole decomposition of scattered
fields by arbitrary-shaped nanoparticles in the far-field
approximation. According to this, the light-induced
polarization vector can be Taylor expanded as follows
P(r) ≈
[
p− 1
6
Q~
~
∇+ i
ω
(∇×m) + . . .
]
δ(r). (9)
It should be noted that P is related to the electric current
density J, which is in turn tied to the vector potential
A [22, 45]. Thus, by means of the following substitution
∇ → ik±, it can be readily seen that Eq. (9) coincides
with Eqs. (6) and (8), as well as with the magnetic dipole
term (see appendix in the Supplemental Material [47]):
A˜0 = A˜
ED
0 + A˜
EQ
0 + A˜
MD
0
=
µck2
8pi2n
1
κz
[
p− i
6
(Q~ ~· k±)− 1
ω
(
k± ×m)] . (10)
Besides providing a rapid verification of the above results,
this correspondence between A˜0 and P permits us to
infer the next higher-order terms through a simple
identification of each term in the Taylor expansion of the
Dirac delta function around the origin [49].
Practical applications usually require the angular
spectrum of the EM fields themselves instead of that
of the vector potential [5, 23, 24]. In fact, this is
a major advantage of the angular spectrum approach,
because cumbersome analysis involving the computation
of gradients, divergences, curls, and Laplacian, is reduced
to simple algebra relying upon the product between
the wavevector k± and the spectral amplitudes A˜0.
Specifically, from the relationship between the magnetic
field and the vector potential, B = µH = ∇×A, together
with the curl-like Maxwell equation ∇ × H = −iωεE,
with ε being the permittivity of the medium, the complex
field amplitudes in momentum space (κx, κy) can be
nicely expressed in a compact form:
E˜(κx, κy; 0)=
ik3
8pi2ε
{
[es · peff ]es + [e±p · peff ]e±p
}
κz
, (11)
H˜(κx, κy; 0)=
ik3
8pi2ε
1
Z
{
[e±p · peff ]es − [es · peff ]e±p
}
κz
, (12)
with peff corresponding to the term in square brackets in
Eq. (10), and Z =
√
µ/ε is the medium impedance.
These expressions are readily obtained by introducing
the polarization vector basis, es = (−κy, κx, 0) /κR and
ep =
(±κxκz,±κyκz,−κ2R) /κR, where the subscripts
indicate the s (or TE) and p (or TM) polarizations,
and κR ≡ (κ2x + κ2y)1/2 [47]. Notice that in the lossless
propagating case (i.e., when k± is real), they correspond
to the usual unit vectors in spherical coordinates eϕ and
eθ, respectively.
Near-field directionality beyond the dipole.—In
translationally symmetric nanostructures, such as
dielectric slab waveguides or metal-dielectric interfaces
supporting surface plasmons, the near-field directional
coupling of guided modes can be simply understood
either from the matching condition of the local
EM fields (underpinning the aforementioned Fermi’s
golden rule) [11, 14, 19–21] or, alternatively, from the
angular spectrum representation accounting for the
phase-matching condition [23, 24]. Whereas the former
approach requires prior knowledge of the EM field
structure of the guided modes, the angular spectrum
formalism only relies on the source by itself, together
with structural symmetry aspects, thereby linked to
momentum conservation [5, 9, 25, 26]. Hence, it can also
be applied to nonplanar structures as long as they are
translationally invariant along a given direction [23].
The results given in Eqs. (11) and (12) correspond
to the angular spectrum of the source, which are
equal to the angular spectrum of the total field in an
unbounded homogeneous medium. In the presence of
nearby structures with translational invariance in the
x and y directions, the reflected and transmitted fields
can be easily included. Indeed, their angular spectra is
simply given by the angular spectrum of the source with
a multiplicative transfer function [37], as shown in Fig.
1. In the case of a single interface, the transfer function
simply involves reflection and transmission Fresnel’s
coefficients [22]. Therefore, the near-field directional
coupling of the source depends solely on the asymmetry
in the evanescent components of the angular spectrum
of the optical sources. This fact has been shown for
circularly polarized electric and magnetic dipoles [23], as
well as for Huygens’ and Janus sources [24, 27]. The
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FIG. 1. Schematic description for visualizing the near-field
directionality of arbitrary multipole sources. Starting from
the space-dependent complex representation for the EM
fields, over a given plane, e.g., z = z0, the angular spectrum
is directly obtained via the partial Fourier transform [Eq.
(1)]. Within this representation, the analytic extension to the
whole space with a dielectric slab is simply performed by using
a transfer function, depending on the Fresnel’s coefficients.
same idea can of course be exploited for the electric
quadrupole case [see Fig. 2(b)]. Indeed, as follows from
Eqs. (10)-(12), the electric quadrupole with non-zero
elements Q11 = −Q33 = −1 and Q13 = −Q31 = i shows
a strongly asymmetrical p-polarized angular spectrum,
with high amplitude in the near-field region κx < −1, and
negligible amplitude for κx > 1, as shown in Fig. 1, thus
behaving very similarly to a circularly polarized electric
dipole source. As a consequence, both sources show
a clear unidirectionality when placed near a waveguide
or slab [see Figs. 2(a-b)]. Importantly, a quadrupole
source has more degrees of freedom than a dipole, due
to its tensorial nature, thereby allowing a more versatile
engineering of its near-field for potential applications.
Angular spectrum of higher-order multipole fields.—In
an experimentally realistic situation, optical sources are
actually emitters (quantum dots or atoms) or scatterers
(single or assemblies of nanoparticles). In both cases,
the multipole expansion of EM fields, expressed in terms
of the vector spherical harmonics [45], afford a suitable
tool, because they enable a complete description of fields
emanating from or coupling to localized optical systems
[22]. This is crucial in nanophotonics, typically dealing
with strongly confined optical fields that may lead to
steep field gradients. Hence, it should be highly valuable
for the near-field directional scattering when accounting
for higher-order spectroscopic resonances [34, 35].
In this case, instead of considering the standard vector
potentials, in order to treat the electric and magnetic
multipole fields on an equal footing, we will use a
formulation based on the Hertz potentials [50, 51]. Under
this representation, the magnetic and electric fields are,
respectively, related to the electric- and magnetic-like
Hertz potentials [52], in the following manner:
H
(e)
l,m = −iω[∇×Π(e)l,m], E(m)l,m = iµ0ω[∇×Π(m)l,m ]. (13)
After some manipulations taking into account the
definitions of the EM multipole fields and the fulfillment
of Helmholtz wave equation [45], one can find a closed
expression for the Hertz vector potential of any electric
and magnetic multipolar source of (l,m) order (see Sec.
V in the Supplemental Material [47] for details). Finally,
from the partial Fourier transform, it can be proven that
the spectral amplitude of the Hertz potentials associated
to the electric-like sources on the plane z = 0 reads as
Π˜
(e)
l,m =
−k
4piω
(−i)mCl,m√
l(l + 1)
[
Π˜
(e),x
l,m , Π˜
(e),y
l,m , Π˜
(e),z
l,m
]
, (14)
with
Π˜
(e),x
l,m = i
[
(m− l)K˜l,ml,m+1eiφ + (m+ l)K˜l,ml,m−1e−iφ
]
eimφ,
Π˜
(e),y
l,m =
[
(m− l)K˜l,ml,m+1eiφ − (m+ l)K˜l,ml,m−1e−iφ
]
eimφ,
Π˜
(e),z
l,m = 2(l +m)K˜l−1,ml,m eimφ.
Same results also hold for magnetic-like sources, just
by noting that Π˜
(m)
l,m = −c
√
µr/εrΠ˜
(e)
l,m [53]. These
expressions depend on the function Kl′,m′l,m in the limit
z → 0 [54]:
K˜l′,m′l,m (k, κR) ≡ limz→0P
m′
l′ (z)Il,m(k, κR; z), (15)
where Pm
′
l′ are the associated Legendre polynomials of
degree l′ and order m′, and
Il,m(k, κR; 0) =
√
piκmR
k2
[
Γ
[
1+l+m
2
]
Γ
[
l−m
2
] + i (−1)l Γ [ 2−l+m2 ]
Γ
[
1−l−m
2
]]
2F1
[
1
2 (2− l +m) , 12 (1 + l +m) , 1 +m,κ2R
]
Γ [1 +m]
, (16)
with 2F1(a, b, c; z) being the Gaussian hypergeometric
function [55]. Equation (16) is the second main result of
this work; it can be regarded as a generalization of Weyl’s
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FIG. 2. Electromagnetic field calculation of electric multipolar sources in free space (left) and near a dielectric slab waveguide
(right), showing directional excitation of TM guided modes. The analytical angular spectra of multipolar sources was combined
with a transfer matrix method to obtain the angular spectra at various z planes, and fields are calculated using numerical
inverse fast Fourier transform on each plane. (a) Circularly polarized electric dipole p = (1, 0, i) corresponding to electric
multipole (l,m)y = (1, 1) where the subscript y denotes the angular momentum axis oriented towards y. (b) “Circularly”
polarized electric quadrupole with non-zero elements Q11 = −1,Q13 = i,Q31 = i and Q33 = 1, corresponding to electric
multipole (l,m)y = (2, 2). (c) “Circularly” polarized electric octupole corresponding to electric multipole (l,m)y = (3, 3).
identity, in the sense that it enables the calculation of the
angular spectrum representation of any EM multipole
field. It should be noted that a similar result was
previously obtained [56, 57], but using a very different
notation [58]. Importantly, as shown in Sec. VI of the
Supplemental Material [47], apart from the prefactors,
these analytical and closed forms are in perfect agreement
with the particular cases of the electric dipole (l = 1) [Eq.
(6)] and quadrupole (l = 2) [Eq. (8)], thereby confirming
their validity, at least up to the electric quadrupole case.
The circularly polarized dipole and quadrupole shown
in Figs 2(a-b) may be expressed in multipole form
as (l,m)y = (1, 1) and (2, 2) respectively. The y
subindex corresponds to the angular momentum axis
of the source, therefore they correspond to dipolar and
quadrupolar sources with the highest angular momentum
along y, i.e., parallel to the interface. This sets up a
circular phase gradient which sweeps the surface of the
waveguide along −x, causing unidirectional excitation.
In Fig 2(c) we confirm the trend by considering the
(l,m)y = (3, 3) octupole source. A clear advantage of
higher order sources is their longer range for near-field
directional coupling, as multipoles of increasing order
result in a similar amplitude of guided mode excitation at
increasing distances from the waveguiding structure (for
the same far-field radiated amplitude) as shown in Fig
2. This is reflected in the analytical angular spectra as
multiplicative “κR” terms, which enhance the amplitude
of the higher frequencies, thus broadening the spectrum.
Notice that our analytical Eqs. (14)-(16) assume (l,m)z
sources, whose angular momentum is around the z axis
and do not show near-field directionality in the XY
plane, but the same expression can be used to compute
the angular spectra of the (l,m)y sources used in Fig 2
by properly rotating the κx, κy and κz axes. Our online
spectrum calculator allows this selection [31].
Summary and outlook.—Taking advantage of the
angular spectrum representation we have presented
a general, systematic, and ready-to-use formulation
for the near-field directionality beyond the dipole
approximation. Additionally, for the readers’
convenience, we include an online tool to retrieve
the angular spectra of arbitrary multipoles [31].
Specifically, we have derived an analytical and closed
expression for the angular spectrum of EM multipole
fields of arbitrary order. We have seen that successively
higher order multipole fields provide an increasing
range of near-field directionality as well as an increasing
number of degrees of freedom. This could be useful,
for instance, to promote the spin-controlled (coherent)
multidirectional excitation of guided waves. Hence,
besides underpinning and upgrading the already known
framework on near-field directionality [5–14, 59, 60], the
full consideration of higher-order multipole moments
may unveil new spin-dependent features, specially in the
context of nonlinear nanophotonics [61].
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In this supplemental material we provide a step-by-step derivation of the angular spectrum
representation of any electromagnetic multipole field. For completeness, and for convenience throughout
this work, we first briefly review the angular spectrum of the electric dipole, which relies on Weyl’s
identity. In a similar but slightly trickier way, we are also able to get the angular spectrum of the electric
quadrupole. Due to the similarity between these two particular results, we look into the possibility of
addressing a general approach valid to any multipolar order. In this way, we find an analytical and
closed expression that generalizes Weyl’s identity thus enabling the angular spectrum representation of
any multipole field.
I. ANGULAR SPECTRUM REPRESENTATION, WEYL’S IDENTITY AND HERTZ POTENTIALS
The angular spectrum representation is a classical technique that allows us to express any electromagnetic (EM)
field in homogeneous media as a superposition of elementary plane waves which can be propagating (homogeneous)
or evanescent (inhomogeneous) [1, 2]. Within the dipole approximation [3] this formalism essentially relies on Weyl’s
identity [4]:
eikr
r
=
ik
2pi
∫∫ +∞
−∞
1
κz
eik(κxx+κyy±κzz)dκxdκy, (S1)
where the wavevector is defined as k± = k (κx, κy,±κz), and the signs + and − stand for the wave propagation
through the half-spaces z > 0 and z < 0, respectively. Moreover, assuming that k± · k± = k2, it follows that
κz =

√
1− κ2x − κ2y, if κ2x + κ2y ≤ 1;
i
√
κ2x + κ
2
y − 1, if κ2x + κ2y > 1.
(S2)
This fundamental result allows us to represent any diverging spherical wave as a superposition of plane waves in the
partial Fourier (or momentum) space (κx, κy) [5]. As it will be shown below, beyond this simple case concerning
scalar waves, the importance of the Weyl’s identity becomes much more evident when studying the propagation of
properly defined EM vector waves.
Let us consider a time-harmonic optical field, Ψ(r, t) = Ψ0(r)e
−iωt, propagating in a linear, homogeneous, isotropic,
and source-free medium. The time-independent complex amplitude Ψ0 must satisfy the Helmholtz wave equation:(∇2 + k2)Ψ0(r) = 0, (S3)
where Ψ0 can be either the electric or the magnetic field, k ≡ nk0 is the wave number of the medium, k0 ≡ ω/c
is the wave number in vacuum, and n ≡ √εrµr is the refractive index, being εr and µr the corresponding relative
permittivity and permeability of the medium. If we assume that there exists a translational symmetry along two
directions of a plane, we can define a direction r⊥ which is perpendicular to this plane of symmetry, and then Ψ0 can
be represented by means of the inverse spatial Fourier transform on the partial space spanned by r‖ as
Ψ0(r) =
∫∫ +∞
−∞
Ψ˜0(k‖; r⊥)eik‖·r‖dk‖, (S4)
where we have expressed both position and wave vectors in terms of their projections parallel and perpendicular to
the plane of translational symmetry. Substituting Eq. (S4) into (S3) it is straightforward to demonstrate that∫∫ +∞
−∞
[
∇2⊥Ψ˜0(k‖; r⊥) +
(
k2 − k‖ · k‖
)
Ψ˜0(k‖; r⊥)
]
eik‖·r‖dk‖ = 0. (S5)
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For simplicity, and without loss of generality, we particularize to the case in which k‖ = k (κx, κy, 0), and
k±⊥ = k (0, 0,±κz), and so, it is easy to realize that the expression in the square brackets of Eq. (S5) actually is
a Helmholtz-like equation reduced to the one-dimensional case:
∂2Ψ˜0(κx, κy; z)
∂z2
+ k2κ2zΨ˜0(κx, κy; z) = 0. (S6)
Hence, the angular spectrum amplitude Ψ˜0 can be simply expressed as
Ψ˜0(κx, κy; z) = Ψ˜0(κx, κy; 0)e
±ikκzz. (S7)
Finally, in order to get the angular spectrum representation we only have to insert this result in Eq. (S4):
Ψ0(r) =
∫∫ +∞
−∞
Ψ˜0(κx, κy; 0)e
ik(κxx+κyy±κzz)dκxdκy, (S8)
where, once again, the signs + and − refer to a wave propagating in each of the half-spaces z > 0 and z < 0,
respectively. Thus, provided that there exists a well defined translation symmetry, e.g., along the plane (x, y), one can
always describe the whole EM field just from looking at the field over one of these planes, let us say the plane z = 0.
As previously anticipated, this characterization is very useful because allows us to obtain a mode representation of
the optical field in terms of propagating and evanescent plane waves [1]. Specifically, these characteristic solutions
can be easily distinguished in the transverse momentum space (κx, κy) taking into account their relative position with
respect to the unit circumference κ2x + κ
2
y = 1 [2]. In this manner, from Eqs. (S2) and (S7) we see that κ
2
x + κ
2
y < 1
leads to oscillating functions in z, thereby representing propagating plane waves. Otherwise, κ2x +κ
2
y > 1 gives rise to
exponentially decaying solutions, which are in turn identified with evanescent waves.
Under the premises so far established, the above scheme is completely general, and can be applied to any scalar
or vector field as long as it satisfies the Helmholtz wave equation. This enables a systematic analysis of the angular
spectrum of any localized optical source (i.e., the electric dipole, quadrupole, and in general any higher-order multipole
moment) by means of their corresponding vector potentials. More precisely, we can make use of the so-called electric
and magnetic Hertz potentials [6, 7], which might be introduced in terms of the standard scalar and vector potentials,
Φ(r, t) and A(r, t) respectively, as follows [8]
A(r, t) = µ∂tΠ(e)(r, t) + µ0[∇×Π(m)(r, t)], Φ(r, t) = −1
ε
∇ ·Π(e)(r, t), (S9)
where ε ≡ ε0εr and µ ≡ µ0µr, with ε0 and µ0 being the permittivity and permeability of free space, respectively. It is
interesting to point out that the superscript refers to the nature of the source that originates the EM radiation, that
may be either electric or magnetic [9]. Furthermore, it should be noted that these definitions arise directly from the
relationships between the time-dependent EM fields and the gauge standard potentials, E(r, t) ≡ −∇Φ(r, t)−∂tA(r, t)
and B(r, t) ≡ ∇×A(r, t), together with the Lorenz condition, ∇ ·A(r, t) + ε0µ0∂tΦ(r, t) = 0 (a complete derivation
can be found in Ref. [8]). All in all, for our purposes the key point to bear in mind is that both the electric and
magnetic Hertz potentials, Π(e)(r, t) and Π(m)(r, t), by construction, satisfy the vector Helmholtz wave equation,
and are susceptible of an expansion into their angular spectrum.
The latter relations between the time-dependent EM fields and the potentials can be applied to both electric and
magnetic-like multipole sources. For the sake of clarity and simplicity, and without any loss of generality, hereinafter
it will be assumed fields with harmonic time dependence of the form e−iωt. Then, from the definitions given in Eq.
(S9), the complex field amplitudes read as
E(r) = E(e)(r) + E(m)(r) =
1
ε
{
k2Π(e)(r) +∇[∇ ·Π(e)(r)]
}
+ iµ0ω[∇×Π(m)(r)], (S10)
H(r) = H(e)(r) + H(m)(r) = −iω[∇×Π(e)(r)] + 1
µr
{
k2Π(m)(r) +∇[∇ ·Π(m)(r)]
}
. (S11)
It is worth remarking that there exist some other definitions for the Hertz potentials that may yield simpler expressions
for the EM fields. In particular, in Ref. [10] it can be found that the electric and magnetic Hertz potentials are
presented separately, thus leading to EM fields associated to electric- and magnetic-like sources that are related to
each other just through the duality principle and the symmetry of Maxwell’s equations. Despite that, in order to build
on a sound and self-consistent framework, we will mainly focus on the approach provided in Ref. [8], and so we will
regard the potentials as given in Eq. (S9). In this respect, it is important to recall that owing to the gauge freedom,
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we can always find out a gauge function χ(r, t) enabling the transformation of any scalar and vector potential so as
to meet the Lorenz condition, and thereby giving rise to Hertz-like vector potentials. This fact will be profitably
exploited later in dealing with the angular spectrum representation of the EM multipole fields.
Taking into account the appropriateness of the Hertz potentials for characterizing any multipole field, the main
advantage of the angular spectrum formalism becomes evident when representing the EM fields, because the previous
expressions involving spatial derivatives are greatly simplified in the partial Fourier space:
E˜(e)(κx, κy; z) =
1
ε
{
k2Π˜(e)(κx, κy; z)− k±[k± · Π˜(e)(κx, κy; z)]
}
, (S12)
H˜(e)(κx, κy; z) =
ck
n
[
k± × Π˜(e)(κx, κy; z)
]
, (S13)
E˜(m)(κx, κy; z) = −Z0k
n
[
k± × Π˜(m)(κx, κy; z)
]
, (S14)
H˜(m)(κx, κy; z) =
1
µr
{
k2Π˜(m)(κx, κy; z)− k±[k± · Π˜(m)(κx, κy; z)]
}
, (S15)
where Z0 ≡
√
µ0/ε0 is the impedance of free space. These expressions are readily obtained by the substitution
∇ → ik±. Hence, cumbersome analysis involving the computation of gradients, divergences, curls, and Laplacian,
is reduced to simple algebraic operations relying upon the product between the wavevector k± and the spectral
amplitudes Π˜(e/m).
II. ANGULAR SPECTRUM REPRESENTATION OF THE ELECTRIC DIPOLE
Below, for the sake of completeness and for convenience in the subsequent analysis, we will briefly sketch the
derivation of the angular spectrum representation of an electric dipole. To do so, let us start by considering the
corresponding complex-like vector potential associated to an oscillating electric dipole as given in Ref. [8]:
AED(r) =
µ
4pi
[∫ +∞
−∞
J(r′)dr′
]
eikr
r
. (S16)
After integration by parts and using the continuity equation for the electric charge, i.e., ∇·J +∂tρ = 0, we can recast
the latter expression in a more familiar form,
AED(r) = − iµω
4pi
p
eikr
r
, (S17)
where p =
∫ +∞
−∞ r
′ρ(r′)dr′ is the electric dipole moment. This means that the electric current density can be actually
expressed as J(r) = −iωδ3(r − r′)p, and so the dipolar source is simply characterized by a constant vector p. As
pointed out above, to proceed with the angular spectrum representation, it is crucial to be certain that the vector
potential given by Eq. (S17) really satisfies the Helmholtz equation:(∇2 + k2)AED(r) = 0. (S18)
In this regard, it should be noted that, besides a constant prefactor, the vector potential only consists of a diverging
spherical wave (i.e., eikr/r) which is in fact the scalar Green’s function of the Helmholtz operator [1], thereby satisfying
in its own the Helmholtz equation everywhere except at the origin. Despite that singularity, we might formally get
the angular spectrum of eikr/r in each of the half-spaces z > 0 and z < 0 [1]. Hence, appealing to Weyl’s identity
given in Eq. (S1), it is straightforward to show that
AED(r) = − iµω
4pi
p
[
ik
2pi
∫∫ +∞
−∞
1
κz
eik(κxx+κyy±κzz)dκxdκy
]
. (S19)
By comparing the above expression with the general results given in Eqs. (S7) and (S8), it is easy to see that the
angular spectrum amplitude of the electric dipole is given by:
A˜ED(κx, κy; z) = A˜
ED(κx, κy; 0)e
±ikκzz, (S20)
where
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A˜ED(κx, κy; 0) =
µck2
8pi2n
1
κz
p. (S21)
A more detailed description of the above derivation, in particular the explicit calculations to obtain Weyl’s identity
analytically [Eq. (S1)], can be found in Ref. [1].
III. ANGULAR SPECTRUM REPRESENTATION OF THE ELECTRIC QUADRUPOLE
Building on the above scheme, in this section we will address the angular spectrum representation of the electric
quadrupole. To this aim, we start once again from the corresponding vector potential as given in Ref. [8]:
AEQ(r) =
µωk
8pi
(
1
ikr
− 1
)[∫ +∞
−∞
r′ (er · r′) ρ(r′)dr′
]
eikr
r
, (S22)
where er is the unit vector in the radial direction. Notice that this latter expression is given in terms of an integral
involving the second moments of the charge density. Still, it can be readily simplified by using the following definitions:
Q(er)
3
≡
∫ +∞
−∞
r′ (er · r′) ρ(r′)dr′, (S23)
where Qi =
∑
j Qij(er)j , and
Qij =
∫ +∞
−∞
(
3rirj − r2δij
)
ρ(r)dr (S24)
is the quadrupole moment tensor characterizing the charge distribution. This is a rank-two tensor, usually represented
by a 3 × 3 traceless, complex, and symmetric matrix, i.e., Qxx +Qyy +Qzz = 0, and Qij = Qji, thus reducing the
number of unknowns to 5. Hence, the vector potential can be recast as
AEQ(r) =
µωk
24pi
(
1
ikr
− 1
)
Q(er)
eikr
r
. (S25)
Looking at this expression more closely, one realizes that there are important discrepancies in comparison with the
previous case of the electric dipole. On the one side, it should be noticed that Q(er) depends on the direction
of observation. As a consequence, the scalar contribution of the electric quadrupole’s vector potential is no longer
a proper solution of the Helmholtz equation, and so we have to regard the whole vector expression of AEQ when
addressing the angular spectrum representation.
After verifying that Eq. (S25) does indeed satisfy the Helmholtz equation (it can be readily checked by means of
a symbolic calculation software), we can then proceed to the computation of the angular spectrum amplitude for the
electric quadrupole from the partial Fourier transform:
A˜EQ(κx, κy; z) =
(
k
2pi
)2 ∫∫ +∞
−∞
AEQ(x, y, z)e−ik(κxx+κyy)dxdy
=
µωk3
96pi3
∫∫ +∞
−∞
(
1
ik
√
x2 + y2 + z2
− 1
)
Q(er)
eik
√
x2+y2+z2√
x2 + y2 + z2
e−ik(κxx+κyy)dxdy. (S26)
This integral can be easily solved making the following change of variables to cylindrical polar coordinates in both
real and momentum space:
x = R cos θ, y = R sin θ, z = z;
κx = κR cosφ, κy = κR sinφ, κz = κz.
(S27)
Therefore, Eq. (S26) reads as
A˜EQ(κx, κy; z) =
µωk3
96pi3
∫ +∞
0
∫ 2pi
0
(
1
ik
√
R2 + z2
− 1
)
Q(er)
eik
√
R2+z2
√
R2 + z2
e−ikκRR cos (θ−φ)RdθdR, (S28)
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where R ≡ (x2 + y2)1/2 and κR ≡ (κ2x + κ2y)1/2 are both real and positive quantities. It is important to emphasize
that Q(er) depends in magnitude and direction on the integration variables R and θ, so it cannot be taken outside
the integral (as in the previous case for the electric dipole). Furthermore, this is indeed the term that conveys the
“quadrupolar character” to the vector potential and it can be expressed as follows:
Q ≡ Q~
~
· er = Qxex +Qyey +Qzez, (S29)
where
Qn =
1√
R2 + z2
[R (Qnx cos θ +Qny sin θ) + zQnz] , (S30)
with n = {x, y, z}. Then, with the aid of the following identities∫ 2pi
0
e−iα cos(θ−β)dθ = 2piJ0(α),
∫ 2pi
0
e−iα cos (θ−β)
{
cos θ
sin θ
}
dθ = −2piiJ1(α)
{
cosβ
sinβ
}
, (S31)
where Jl(x) is the Bessel function of the first kind and order l, it follows at once that the integration with respect to
the angle θ reduces to
Ωn =
∫ 2pi
0
[Q~
~
· er]n e−ikκRR cos (θ−φ)dθ =
2pi√
R2 + z2
[QnzzJ0(kκRR)− iRJ1(kκRR) (Qnx cosφ+Qny sinφ)] . (S32)
It is worth remarking in this case the presence of Bessel functions of order 1, in contrast with the case of the
electric dipole where there are only Bessel functions of order 0. In addition, it should be noted that the whole
vectorial expression would become much simpler provided that we use the properties of the quadrupole moment
tensor (traceless, symmetries, ...). From the latter result it can be observed that we can actually work with all vector
components simultaneously by using an index n = {x, y, z}. In doing so it follows that
A˜EQn (κx, κy; z)=
µωk3
48pi2
∫ +∞
0
(
1
ik
√
R2 + z2
− 1
)
eik
√
R2+z2
R2 + z2
[QnzzJ0(kκRR)−iRJ1(kκRR)(Qnx cosφ+Qny sinφ)]RdR.
(S33)
Now we only have to perform the integration over the radial variable. In order to do that analytically, likewise
as for the electric dipole, we ought to take the limit z → 0. Nonetheless, in this case, it is important to realize
that taking the limit to the plane z = 0 may lead to misleading outcomes wherein the z-dependent contribution of
the quadrupole moment tensor would seem to be dismissed. Thus, to overcome this issue we should carry out the
integration separately for the xy and z components of the quadrupole moment (i.e., A˜EQn = A˜
EQ
n,xy + A˜
EQ
n,z), where:
A˜EQn,xy(κx, κy; z) =
iµωk3
48pi2
∫ +∞
0
(
1− 1
ik
√
R2 + z2
)
eik
√
R2+z2
R2 + z2
R2J1(kκRR) (Qnx cosφ+Qny sinφ) dR
−−−→
z→0
iµωk3
48pi2
∫ +∞
0
(
1− 1
ikR
)
eikRJ1(kκRR) (Qnx cosφ+Qny sinφ) dR
= − iµωk
2
48pi2
κR
κz
(Qnx cosφ+Qny sinφ) = A˜EQn,xy(κx, κy; 0). (S34)
As anticipated earlier, special care must be taken with the integral involving the z-dependent contribution of Q~
~
. Then,
we make use of integration by parts:
A˜EQn,z(κx, κy; z) =
µωk3
48pi2
∫ +∞
0
(
1
ik
√
R2 + z2
− 1
)
eik
√
R2+z2
R2 + z2
RzJ0(kκRR)QnzdR
=

u = J0(kκRR) =⇒ du = −kκRJ1(kκRR)dR
dv =
(
1
ik
√
R2 + z2
− 1
)
Rz
R2 + z2
eik
√
R2+z2dR =⇒ v = ize
ik
√
R2+z2
k
√
R2 + z2

=
µωk3
48pi2
Qnz
[
iz
k
√
R2 + z2
J0(kκRR)e
ik
√
R2+z2
∣∣∣∣R→∞
R=0
+
∫ +∞
0
izκR√
R2 + z2
J1(kκRR)e
ik
√
R2+z2dR
]
=
µωk3
48pi2
Qnz
[
− i
k
z
|z|e
ik|z| +
∫ +∞
0
izκR√
R2 + z2
J1(kκRR)e
ik
√
R2+z2dR
]
−−−→
z→0
∓ iµωk
2
48pi2
Qnz = A˜EQn,z(κx, κy; 0). (S35)
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Hence, gathering together the above calculations, the spectral amplitude of the electric quadrupole reads
A˜EQn (κx, κy; 0) = −
iµωk2
48pi2
1
κz
[κR (Qnx cosφ+Qny sinφ)± kzQnz]
= − iµωk
2
48pi2
1
κz
[κxQnx + κyQny ± κzQnz] . (S36)
Since k± = k(κx, κy,±κz) (where signs + and − correspond to z > 0 and z < 0, respectively), the above result can
be expressed in a closed form:
A˜EQ(κx, κy; 0) =
µck2
8pi2n
1
κz
(−i) [Q~
~
· k±]
6
. (S37)
Notice that we have deliberately written down the latter expression in such a way that is straightforward to compare it
with the angular spectrum amplitude of the electric dipole [Eq. (S21)]. In this respect, it is worth pointing out that we
can attain the spectral amplitude of the electric quadrupole from that of the electric dipole by simply performing the
substitution p→ (−i) [Q~
~
· k±] /6. This additional k dependence on the spectral amplitude has important consequences
regarding the spatial range where the evanescent modes have a significant contribution.
IV. SPECTRAL AMPLITUDES FOR THE ELECTRIC AND MAGNETIC FIELDS OF THE ELECTRIC
DIPOLE AND QUADRUPOLE
Until now, we have been mainly focused on the angular spectra of the vector potentials. However, we are typically
more interested in knowing the angular spectrum representation of the EM fields themselves. As has been already
pointed out above, we can write the complex fields E(r) and H(r) from the standard vector potential A(r) by means
of the following relations:
B(r) = ∇×A(r) =⇒ H(r) = 1
µ
[∇×A(r)]; (S38)
∇×H(r) = −iωεE(r) =⇒ E(r) = ic
kn
[∇ (∇ ·A(r))−∇2A(r)] . (S39)
It should be noted that, for the moment, we skip the usage of Hertz potentials (they will turn out to be relevant
below when dealing with EM multipole fields). Taking advantage of the angular spectrum formalism, one can easily
represent the complex field amplitudes of both the electric dipole and quadrupole in a compact notation as
E˜ED(κx, κy; 0) =
ic
kn
[k2A˜ED0 − k±(k± · A˜ED0 )] =
ik
8pi2ε
1
κz
{
k2p− k±(k± · p)} , (S40)
H˜ED(κx, κy; 0) =
i
µ
[k± × A˜ED0 ] =
iωk
8pi2
1
κz
[
k± × p] ; (S41)
E˜EQ(κx, κy; 0) =
ic
kn
[k2A˜EQ0 − k±(k± · A˜EQ0 )] =
k
48pi2ε
1
κz
{
k2(Q~
~
· k±)− k±[k± · (Q~
~
· k±)]} , (S42)
H˜EQ(κx, κy; 0) =
i
µ
[k± × A˜EQ0 ] =
ωk
48pi2
1
κz
[k± × (Q~
~
· k±)], (S43)
where, so as to avoid cumbersome notation, A˜
ED/EQ
0 ≡ A˜ED/EQ(κx, κy; z = 0). Further simplifications can be made
by introducing the polarization vector basis [11]:
es ≡ ez × k
±√
(ez × k±) · (ez × k±)
=
(−κy, κx, 0)
κR
, (S44)
e±p ≡ es × k±/k =
(±κxκz,±κyκz,−(κ2x + κ2y))
κR
, (S45)
where the subscripts indicate the s and p polarizations [9], and ez is the unit vector perpendicular to the plane
in which we perform the angular spectrum representation. Notice that in the propagating lossless case (i.e., when
k± is real), these two polarization vectors correspond to the usual unit vectors in spherical coordinates eϕ and eθ,
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respectively, and form, together with k±/k an orthonormal basis. However, even when we consider a complex k±, the
triad
{
es, e
±
p ,k
±/k
}
remains orthonormal as long as we define the inner product as the dot product with no complex
conjugation: es ·es = e±p ·e±p = (k± ·k±)/k2 = 1, and es ·e±p = k± ·es = k± ·e±p = 0. Moreover, it can be shown that
k± × es = −ke±p , k± × e±p = kes. (S46)
Therefore, taking into account the above relations together with the scalar triple product identity, A · (B×C) =
B · (C×A) = C · (A×B), we can recast the EM fields as the projections along the polarization vectors:
E˜ED(κx, κy; 0) =
ik3
8pi2ε
1
κz
{
[es · p]es + [e±p · p]e±p
}
, (S47)
H˜ED(κx, κy; 0) =
ik3
8pi2ε
√
ε
µ
1
κz
{
[e±p · p]es − [es · p]e±p
}
; (S48)
E˜EQ(κx, κy; 0) =
k3
48pi2ε
1
κz
{
[es · (Q~
~
· k±)]es + [e±p · (Q~
~
· k±)]e±p
}
, (S49)
H˜EQ(κx, κy; 0) =
k3
48pi2ε
√
ε
µ
1
κz
{
[e±p · (Q~
~
· k±)]es − [es · (Q~
~
· k±)]e±p
}
. (S50)
Summarizing all the above, so far we have presented the Weyl’s identity, the expression for the angular spectrum
representation and the Hertz potentials. We have also sketched the angular spectrum for the particular case of the
electric dipole and afterwards, we have performed the corresponding full derivation for the electric quadrupole (notice
that we have omitted the magnetic dipole as yet; see appendix for details). This has enabled us to get the spectral
representation of the EM fields in a very simple manner in terms of the s and p transverse unit vectors. Even so, this
approach essentially relies on the ability to determine firstly the vector potential from the following expansion [8]:
A(r) =
µ
4pi
∫ +∞
−∞
J(r′)
eik|r−r
′|
|r− r′| dr
′. (S51)
Moreover we must be able to identify either the electric or the magnetic nature of the corresponding optical source.
Thus, to find a formulation as general as possible, including the angular spectrum representation of any multipole
field, we would have to go through higher-order terms in the previous expansion of the standard vector potential one
by one. However, as pointed out by Jackson in Ref. [8], this is only feasible for the lowest orders, i.e., just for the
electric and magnetic dipole, or even for the electric quadrupole at best:
“[. . . ] The labor involved in manipulating higher terms in expansion of the vector potential becomes
increasingly prohibitive as the expansion is extended beyond the electric quadrupole terms. Another
disadvantage of the present approach is that physically distinct fields such as those of the magnetic dipole
and the electric quadrupole must be disentangled from the separate terms [. . . ]”
Owing to these considerations, in the next section we shall draw on the concepts previously introduced to provide a
more suitable and systematic formulation for multipolar sources of arbitrary order.
V. ANGULAR SPECTRUM REPRESENTATION OF THE ELECTROMAGNETIC MULTIPOLE FIELDS
In this section we aim to find the angular spectrum representation of the general electric and magnetic multipole
fields. Leaving aside the detailed procedure to obtain their explicit expressions, which can be found elsewhere (see,
e.g., Refs. [2, 8]), the electric (e) and magnetic (m) multipole fields of arbitrary order can be written as follows:
H
(e)
l,m(r) =
fl(kr)√
l(l + 1)
LYl,m(Ω), (S52)
E
(e)
l,m(r) =
i
εω
[∇×H(e)l,m(r)], (S53)
E
(m)
l,m (r) =
µc
n
fl(kr)√
l(l + 1)
LYl,m(Ω), (S54)
H
(m)
l,m (r) = −
i
µω
[∇×E(m)l,m (r)], (S55)
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where Yl,m(Ω) are the spherical harmonics of order (l,m), Ω ≡ (θ, ϕ) stands for the standard angular coordinates (i.e.,
polar and azimuthal angles, respectively), fl(kr) ≡ {jl(kr), yl(kr)} are the l-dependent spherical Bessel functions of
first and second kind, and L ≡ −i (r×∇) is the orbital angular momentum operator. Since there are two independent
radial dependent solutions [jl(kr) and yl(kr)], any linear combination will also be a solution, and specifically the
spherical Hankel functions h
(±)
l (kr) = jl(kr)± iyl(kr) are used to represent propagating spherical waves.
Rather than dealing with the EM fields themselves, it is convenient to resort to the vector potentials. In this case,
however, instead of considering the standard vector potentials, we will use a formulation based on the Hertz potentials
to treat the electric and magnetic multipole fields on an equal footing. Under this representation, the first step will
consist in determining an explicit expression for both the electric and magnetic Hertz potentials associated to the
multipole fields of arbitrary order. This can be easily done just by looking at the Eqs. (S10) and (S11), which allow
us to relate the magnetic and the electric fields to the electric and magnetic Hertz potentials, respectively:
H
(e)
l,m(r) = −iω[∇×Π(e)l,m(r)], (S56)
E
(m)
l,m (r) = iµ0ω[∇×Π(m)l,m (r)]. (S57)
Taking also into account the definitions given in Eqs. (S52) and (S54) it follows that
H
(e)
l,m(r) = −iω[∇×Π(e)l,m(r)] =
hl(kr)√
l(l + 1)
LYl,m(Ω) =
hl(kr)
i
√
l(l + 1)
[r×∇Yl,m(Ω)] , (S58)
E
(m)
l,m (r) = iµ0ω[∇×Π(m)l,m (r)] =
µc
n
hl(kr)√
l(l + 1)
LYl,m(Ω) =
µc
n
hl(kr)
i
√
l(l + 1)
[r×∇Yl,m(Ω)] , (S59)
where we have particularized the spherical Hankel functions as the radial functions. With the help of the identity
v ×∇f = f∇× v −∇× (fv), the latter expressions can be recast as
H
(e)
l,m(r) =
hl(kr)
i
√
l(l + 1)
[Yl,m(Ω)∇× r−∇× (Yl,m(Ω)r)] = i hl(kr)√
l(l + 1)
[∇× (Yl,m(Ω)r)] , (S60)
E
(m)
l,m (r) =
µc
n
hl(kr)
i
√
l(l + 1)
[Yl,m(Ω)∇× r−∇× (Yl,m(Ω)r)] = iµc
n
hl(kr)√
l(l + 1)
[∇× (Yl,m(Ω)r)], (S61)
where we used the fact that ∇× r = 0. It is important to realize that, since the only vector component is the radial
one, we can judiciously insert the r-dependent prefactor inside the curl operator:
H
(e)
l,m(r) = ∇×
(
i√
l(l + 1)
rhl(kr)Yl,m(Ω)er
)
, (S62)
E
(m)
l,m (r) = ∇×
(
iµc
n
√
l(l + 1)
rhl(kr)Yl,m(Ω)er
)
. (S63)
By comparing these results with the definitions of the EM multipole fields in terms of the Hertz potentials [see Eqs.
(S56) and (S57)], it is straightforward to show that a first attempt at finding potentials for arbitrary electric and
magnetic multipole fields leads to
Π
rad(e)
l,m (r) = −
1
ω
√
l(l + 1)
rhl(kr)Yl,m(Ω)er, (S64)
Π
rad(m)
l,m (r) =
√
µr
εr
c
ω
√
l(l + 1)
rhl(kr)Yl,m(Ω)er. (S65)
However, despite their simplicity, it can be demonstrated that the above expressions fail when we attempt to
address the angular spectrum representation. This is because they do not satisfy the Helmholtz wave equation:(∇2 + k2)Πrad(e/m)l,m 6= 0. Therefore, referring to Πrad(e/m)l,m as the Hertz potentials is somehow an abuse of terminology.
Nonetheless, we can overcome this issue just by adding the corresponding gradient of the electric- and magnetic-like
gauge functions:
χ
(e)
l,m(r) = −
1
ω
√
l(l + 1)
r
k
hl−1(kr)Yl,m(Ω), (S66)
χ
(m)
l,m (r) =
√
µr
εr
c
ω
√
l(l + 1)
r
k
hl−1(kr)Yl,m(Ω). (S67)
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Hence, the vector potentials now read as
Π
(e)
l,m(r) = Π
rad(e)
l,m (r) +∇χ(e)l,m(r) = −
1
ωk
√
l(l + 1)
{krhl(kr)Yl,m(Ω)er +∇ [rhl−1(kr)Yl,m(Ω)]} , (S68)
Π
(m)
l,m (r) = Π
rad(m)
l,m (r) +∇χ(m)l,m (r) =
√
µr
εr
c
ωk
√
l(l + 1)
{krhl(kr)Yl,m(Ω)er +∇ [rhl−1(kr)Yl,m(Ω)]} . (S69)
These results can be further simplified by expanding the gradient of the gauge function:
∇ [rhl−1(kr)Yl,m(Ω)] = [hl−1(kr) + r∂rhl−1(kr)]Yl,m(Ω)er + rhl−1(kr)∇Yl,m(Ω)
= [krhl−2 − (l − 1)hl−1(kr)]Yl,m(Ω)er + rhl−1(kr)∇Yl,m(Ω). (S70)
By means of the recurrence relation krhl−2 − (l − 1)hl−1 + krhl = lhl−1 we then arrive at
Π
(e)
l,m(r) = −
1
ωk
√
l(l + 1)
hl−1(kr) [lYl,m(Ω)er + r∇Yl,m(Ω)] , (S71)
Π
(m)
l,m (r) =
√
µr
εr
c
ωk
√
l(l + 1)
hl−1(kr) [lYl,m(Ω)er + r∇Yl,m(Ω)] . (S72)
Furthermore, aiming to get a closed expression, we make use of the explicit definition of the spherical harmonics [8]:
Yl,m(Ω) ≡
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ)e
imϕ = Cl,mP
m
l (cos θ)e
imϕ, (S73)
where Pml (cos θ) are the associated Legendre polynomials of degree l and order m, and Cl,m is used as a shorthand
notation for the prefactor. In addition, it should be noted that Yl,−m = (−1)mY ∗l,m, with the asterisk denoting complex
conjugation. Then, it can be shown that
lYl,m(Ω)er + r∇Yl,m(Ω) = Cl,m
[
lPml (cos θ)er + ∂θP
m
l (cos θ)eθ +
im
sin θ
Pml (cos θ)eϕ
]
eimϕ, (S74)
where er ≡ (sin θ cosϕ, sin θ sinϕ, cos θ), eθ ≡ (cos θ cosϕ, cos θ sinϕ,− sin θ), and eϕ ≡ (− sinϕ, cosϕ, 0), are the
spherical unit vectors in Cartesian basis. Finally, after some straightforward but lengthy manipulations we arrive at
a closed expression for a valid Hertz potential of any electric and magnetic multipolar source of arbitrary order:
Π
(e)
l,m(r) = −
Cl,mhl−1(kr)
ωk
√
l(l + 1)
[
αl,m(θ) cosϕ−mβl,m(θ)eiϕ, αl,m(θ) sinϕ+ imβl,m(θ)eiϕ, γl,m(θ)
]
eimϕ, (S75)
and
Π
(m)
l,m (r) = −c
√
µr
εr
Π
(e)
l,m(r), (S76)
with
αl,m(θ) =
1
sin θ
[
(l +m)
(
Pml (cos θ)− cos θPml−1(cos θ)
)]
,
βl,m(θ) =
1
sin θ
Pml (cos θ),
γl,m(θ) = (l +m)P
m
l−1(cos θ).
(S77)
As we can see, using spherical coordinates, the radial, polar and azimuthal dependences appear to be separated,
thereby simplifying the subsequent calculations of the partial Fourier transform. In addition, it should also be noted
that these expressions can be greatly simplified when we restrict ourselves to the plane z = 0, i.e., for θ = pi/2. In
fact, in this particular case the θ-dependent functions become,
αl,m(pi/2) = (l +m)P
m
l (0) =
(
l +m
l +m+ 1
)
γl+1,m(pi/2),
βl,m(pi/2) = P
m
l (0) =
(
1
l +m+ 1
)
γl+1,m(pi/2),
γl,m(pi/2) = (l +m)P
m
l−1(0),
(S78)
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where
Pml (0) =

(−1)l+ l−m2 (l −m+ 2m)!
2l
(
l−m
2
)
!
(
l+m
2
)
!
, for l +m even;
0 for l +m odd.
(S79)
Having an explicit expression for both the electric and magnetic Hertz vector potential [Eqs. (S75) and (S76)], we
now proceed with finding their angular spectrum at the plane z = 0. Indeed, since Π
(e)
l,m (and consequently Π
(m)
l,m )
satisfies the Helmholtz equation, the spectral amplitudes of the electric multipole fields are given by the partial Fourier
transform of Eq. (S75):
Π˜
(e)
l,m(κx, κy; z)=
(
k
2pi
)2∫∫ +∞
−∞
Π
(e)
l,m(x, y, z)e
−ik(κxx+κyy)dxdy
=
−k
4pi2ω
Cl,m√
l(l + 1)
∫ +∞
0
∫ 2pi
0
hl−1(kr)
{
X (e)l,m(Ω),Y(e)l,m(Ω),Z(e)l,m(Ω)
}
e−ikκRr sin θ cos (ϕ−φ)r sin θdϕdr, (S80)
where
X (e)l,m(Ω) =
[
αl,m(θ) cosϕ−mβl,m(θ)eiϕ
]
eimϕ, (S81)
Y(e)l,m(Ω) =
[
αl,m(θ) sinϕ+ imβl,m(θ)e
iϕ
]
eimϕ, (S82)
Z(e)l,m(Ω) = γl,m(θ)eimϕ. (S83)
To perform the integration along the angle ϕ we will consider each of the vector components separately:∫ 2pi
0
X (e)l,me−ikκRr sin θ cos (ϕ−φ)dϕ =
∫ 2pi
0
[
αl,m cosϕe
i(mϕ−kκRr sin θ cos (ϕ−φ))−mβl,mei[(m+1)ϕ−kκRr sin θ cos (ϕ−φ)]
]
dϕ
= pi(−i)m+1 [(αl,m − 2mβl,m) Jm+1(kκRr sin θ)eiφ − αl,mJm−1(kκRr sin θ)e−iφ] eimφ,
∫ 2pi
0
Y(e)l,me−ikκRr sin θ cos (ϕ−φ)dϕ =
∫ 2pi
0
[
αl,m sinϕe
i(mϕ−kκRr sin θ cos (ϕ−φ))+imβl,mei[(m+1)ϕ−kκRr sin θ cos (ϕ−φ)]
]
dϕ
= pi(−i)m [(2mβl,m − αl,m) Jm+1(kκRr sin θ)eiφ − αl,mJm−1(kκRr sin θ)e−iφ] eimφ,
∫ 2pi
0
Z(e)l,me−ikκRr sin θ cos (ϕ−φ)dϕ =
∫ 2pi
0
γl,me
i(mϕ−kκRr sin θ cos (ϕ−φ))dϕ = 2pi (−i)m γl,mJm(kκRr sin θ)eimφ.
Even though these results appear to be somewhat complicated, we still have to carry out the integration along the
radius and particularize to the case of the plane z = 0. Thereupon, it turns out to be more convenient to express the
latter integrals in cylindrical coordinates:
Π˜
(e)
l,m(κx, κy; z) =
−k
4piω
(−i)mCl,m√
l(l + 1)
∫ +∞
0
{
X˜ (e)l,m(R, z), Y˜(e)l,m(R, z), Z˜(e)l,m(R, z)
}
dR, (S84)
where R ≡ r sin θ, z ≡ r cos θ, and
X˜ (e)l,m(R, z) = hl−1(k
√
R2 + z2)R
[
(2imβl,m − iαl,m) Jm+1(kκRR)eiφ + iαl,mJm−1(kκRR)e−iφ
]
eimφ, (S85)
Y˜(e)l,m(R, z) = hl−1(k
√
R2 + z2)R
[
(2mβl,m − αl,m) Jm+1(kκRR)eiφ − αl,mJm−1(kκRR)e−iφ
]
eimφ, (S86)
Z˜(e)l,m(R, z) = hl−1(k
√
R2 + z2)R [2γl,mJm(kκRR)] e
imφ. (S87)
The explicit integrand functions given above are presented up to the fourth order in Table I. From these results we
can make an important observation: for each l-order, the different mathematical structures appearing in the x and y
components (i.e., in the functions X˜ (e)l,m and Y˜(e)l,m), are actually linear combinations of the ones that appear in the z
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{l,m} X˜ (e)l,m(R, z) Y˜(e)l,m(R, z) Z˜(e)l,m(R, z)
{1, 0} 0 0 2Rh0J0
{1, 1} −2iRh0J0 2Rh0J0 0
{2, 0}
[
2iR2h1J1
(R2 + z2)1/2
]
cosφ
[
2iR2h1J1
(R2 + z2)1/2
]
sinφ
4Rzh1J0
(R2 + z2)1/2
{2, 1} −6iRzh1J0
(R2 + z2)1/2
6Rzh1J0
(R2 + z2)1/2
[
−6R2h1J1
(R2 + z2)1/2
]
eiφ
{2, 2}
[
12iR2h1J1
(R2 + z2)1/2
]
eiφ
[
−12R2h1J1
(R2 + z2)1/2
]
eiφ 0
{3, 0}
[
6iR2zh2J1
R2 + z2
]
cosφ
[
6iR2zh2J1
R2 + z2
]
sinφ
−3R(R2 − 2z2)h2J0
R2 + z2
{3, 1} 3iRh2
[
2(R2 − 2z2)J0 −R2J2e2iφ
]
R2 + z2
−3Rh2
[
2(R2 − 2z2)J0 +R2J2e2iφ
]
R2 + z2
[−24R2zh2J1
R2 + z2
]
eiφ
{3, 2}
[
60iR2zh2J1
R2 + z2
]
eiφ
[−60R2zh2J1
R2 + z2
]
eiφ
[
30R3h2J2
R2 + z2
]
e2iφ
{3, 3}
[−90iR3h2J2
R2 + z2
]
e2iφ
[
90R3h2J2
R2 + z2
]
e2iφ 0
{4, 0}
[
−3iR2(R2 − 4z2)h3J1
(R2 + z2)3/2
]
cosφ
[
−3iR2(R2 − 4z2)h3J1
(R2 + z2)3/2
]
sinφ
−4Rz(3R2 − 2z2)h3J0
(R2 + z2)3/2
{4, 1} 5iRzh3
[
2(3R2 − 2z2)J0 − 3R2J2e2iφ
]
(R2 + z2)3/2
−5Rzh3
[
2(3R2 − 2z2)J0 + 3R2J2e2iφ
]
(R2 + z2)3/2
[
15R2(R2 − 4z2)h3J1
(R2 + z2)3/2
]
eiφ
{4, 2}
[
−15iR2h3
[
3(R2 − 4z2)J1 −R2J3e2iφ
]
(R2 + z2)3/2
]
eiφ
[
15R2h3
[
3(R2 − 4z2)J1 +R2J3e2iφ
]
(R2 + z2)3/2
]
eiφ
[
180R3zh3J2
(R2 + z2)3/2
]
e2iφ
{4, 3}
[
−630iR3zh3J2
(R2 + z2)3/2
]
e2iφ
[
630R3zh3J2
(R2 + z2)3/2
]
e2iφ
[
−210R4h3J3
(R2 + z2)3/2
]
e3iφ
{4, 4}
[
840iR4h3J3
(R2 + z2)3/2
]
e3iφ
[
−840R4h3J3
(R2 + z2)3/2
]
e3iφ 0
TABLE I. Spectral amplitudes of the Hertz potential associated to the first four electric-like multipole moments.
component. Moreover, it can be seen that Z˜(e)l,m(R, z) = 0 for all l = m. Therefore the problem is strongly reduced to
the analysis of l integrals associated to the z component for each order l. Taking into account these considerations, in
order to find a closed and analytical result, we shall first look into the possibility of integrating Z˜(e)l,m(R, z) for these
particular cases. This involves a judicious choice of integration by parts in those cases in which setting z = 0 seems to
cancel out the whole integral, greatly reminiscent of what happened in the previous case of the electric quadrupole.
Thus, for the case l = 1:∫ +∞
0
Rh0(k
√
R2 + z2)P 00
[
z√
R2 + z2
]
J0(kκRR)dR =
−i
k
∫ +∞
0
Reik
√
R2+z2
√
R2 + z2
J0(kκRR)dR
−−−→
z→0
−i
k
∫ +∞
0
eikRJ0(kκRR)dR =
1
k2κz
. (S88)
For l = 2:∫ +∞
0
Rh1(k
√
R2 + z2)P 11
[
z√
R2 + z2
]
J1(kκRR)dR =
1
k
∫ +∞
0
(
1− 1
ik
√
R2 + z2
)
R2eik
√
R2+z2
R2 + z2
J1(kκRR)dR
−−−→
z→0
1
k
∫ +∞
0
(
1− 1
ikR
)
eikRJ1(kκRR)dR = − κR
k2κz
; (S89)
S.12
∫ +∞
0
Rh1(k
√
R2 + z2)P 01
[
z√
R2 + z2
]
J0(kκRR)dR =
∫ +∞
0
(
1
ik
√
R2 + z2
− 1
)
Rzeik
√
R2+z2
k(R2 + z2)
J0(kκRR)dR
=
u = J0 =⇒ du = −kκRJ1dRdv = Rh1P 11 dR =⇒ v = −√R2 + z2k h0P 01

= − i
k2
z
|z|e
ik|z| − κR
∫ +∞
0
√
R2 + z2h0P
0
1 J1dR
−−−→
z→0
∓ i
k2
. (S90)
For the case l = 3 we have that:∫ +∞
0
Rh2(k
√
R2 + z2)P 22
[
z√
R2 + z2
]
J2(kκRR)dR =
i
k
∫ +∞
0
(
3 +
9i
k
√
R2 + z2
− 9
k2(R2 + z2)
)
R3eik
√
R2+z2
(R2 + z2)3/2
J2dR
−−−→
z→0
i
k
∫ +∞
0
(
3 +
9i
kR
− 9
k2R2
)
eikRJ2(kκRR)dR =
3κ2R
k2κz
; (S91)
∫ +∞
0
Rh2(k
√
R2 + z2)P 12
[
z√
R2 + z2
]
J1(kκRR)dR =
i
k
∫ +∞
0
(
9
k2(R2 + z2)
− 9i
k
√
R2 + z2
− 3
)
R2zeik
√
R2+z2
(R2 + z2)3/2
J1dR
=
u = RJ1 =⇒ du = kκRRJ0dRdv = h2P 12 dR =⇒ v = 3kh1P 01

=
3R
k
h1P
0
1 J1
∣∣∣∣R→∞
R=0
− 3κR
∫ +∞
0
Rh1P
0
1 J0dR
−−−→
z→0
±3iκR
k2
; (S92)
∫ +∞
0
Rh2(k
√
R2 + z2)P 02
[
z√
R2 + z2
]
J0(kκRR)dR =
i
k
∫ +∞
0
(
3
k2
√
R2 + z2
− 3i
k
√
R2 + z2
− 1
)
R(R2 − 2z2)eik
√
R2+z2
2(R2 + z2)3/2
J0dR
=

u = J0 =⇒ du = −kκRJ1dR
dv = Rh2P
0
2 dR =⇒ v =
[
2kz2
√
R2 + z2 −R2(3i+ k
√
R2 + z2)
] eik√R2+z2
2k3(R2 + z2)3/2

= −e
ik|z|
k2
+ κR
∫ +∞
0
[
2kz2
√
R2 + z2 −R2(3i+ k√R2 + z2)
2k2(R2 + z2)3/2
]
eik
√
R2+z2J1dR
−−−→
z→0
− 1
k2
− κR
∫ +∞
0
(3i+ kR)eikR
2k2R
J1dR =
3κ2R − 2
2k2κz
. (S93)
And finally, for the case l = 4:∫ +∞
0
Rh3(k
√
R2 + z2)P 33
[
z√
R2 + z2
]
J3(kκRR)dR −−−→
z→0
−15κ3R
k2κz
; (S94)∫ +∞
0
Rh3(k
√
R2 + z2)P 23
[
z√
R2 + z2
]
J2(kκRR)dR −−−→
z→0
∓15iκ
2
R
k2
; (S95)∫ +∞
0
Rh3(k
√
R2 + z2)P 13
[
z√
R2 + z2
]
J1(kκRR)dR −−−→
z→0
3κR(4− 5κ2R)
2k2κz
; (S96)∫ +∞
0
Rh3(k
√
R2 + z2)P 03
[
z√
R2 + z2
]
J0(kκRR)dR −−−→
z→0
∓ i(5κ
2
R − 2)
2k2
. (S97)
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After verifying that all the integrands showed in Table I are actually integrable functions, we are in the position to
derive a general formula enabling this integration for all the possible cases of l and m. To this aim, we first observe
that the above integrals involving the radial variable all have the same form:
Kl′,m′l,m (k, κR; z) =
∫ +∞
0
Rhl−1
(
k
√
R2 + z2
)
Pm
′
l′
[
z√
R2 + z2
]
Jm(kκRR)dR. (S98)
It is important to stress that the latter integral involves the product of both spherical and cylindrical Bessel-like
functions. This fact hinders the direct utilization of usual integral properties involving Bessel functions. We may yet
write the spherical Bessel functions of first and second kinds in terms of the (cylindrical) Bessel functions of first kind
and half-integer order [12]:
jl(kr) =
√
pi
2kr
Jl+ 12 (kr), yl(kr) =
√
pi
2kr
Yl+ 12 (kr) = (−1)
l+1
√
pi
2kr
J−l− 12 (kr). (S99)
So, the spherical Hankel functions can be expressed as
hl(kr) = jl(kr) + iyl(kr) =
√
pi
2kr
[
Jl+ 12 (kr) + i(−1)
l+1J−l− 12 (kr)
]
, (S100)
and the integral given in Eq. (S98) is then recast as
Kl′,m′l,m (k, κR; z) =
√
pi
2k
∫ +∞
0
R
(R2 + z2)
1/4
[
Jl− 12 + i(−1)
lJ−l+ 12
]
Pm
′
l′ JmdR, (S101)
where we have omitted the argument in both the Bessel and associated Legendre functions. Furthermore, since we
are ultimately considering the plane z = 0, according to the results given in Eq. (S79) we can take the Legendre
functions outside the integral, and then, it turns out to be convenient to define Kl′,m′l,m (k, κR; z) ≡ Pm
′
l′ (z)Il,m(k, κR; z).
Under this condition, it can be explicitly demonstrated (by means of a symbolic calculation software, e.g., Wolfram
Mathematica) that Eq. (S101) yields a closed result:
I(odd)l,m (k, κR; 0) =
√
pi
2k
∫ +∞
0
√
RJl− 12 JmdR =
√
piκmR
k2
Γ
[
1+l+m
2
]
Γ
[
l−m
2
] 2F1 [ 12 (2− l +m) , 12 (1 + l +m) , 1 +m;κ2R]
Γ [1 +m]
, (S102)
I(even)l,m (k, κR; 0) =
√
pi
2k
∫ +∞
0
√
RJ 1
2−lJmdR =
√
piκmR
k2
Γ
[
2−l+m
2
]
Γ
[
1−l−m
2
] 2F1 [ 12 (2− l +m) , 12 (1 + l +m) , 1 +m;κ2R]
Γ [1 +m]
, (S103)
where 2F1(a, b, c; z) is the Gaussian hypergeometric function defined as [13]
2F1(a, b, c; z) ≡ Γ[c]
Γ[a]Γ[b]
∞∑
t=0
Γ[a+ t]Γ[b+ t]
Γ[c+ t]
zt
t!
. (S104)
Hence, by summing up Eqs. (S102) and (S103), it follows that
Il,m(k, κR; 0) =
√
piκmR
k2
2F1
[
1
2 (2− l +m) , 12 (1 + l +m) , 1 +m,κ2R
]
Γ [1 +m]
[
Γ
[
1+l+m
2
]
Γ
[
l−m
2
] + i (−1)l Γ [ 2−l+m2 ]
Γ
[
1−l−m
2
]] . (S105)
Looking at this result carefully one realizes that there are two situations that should be distinguished when z → 0.
On the one hand, if l+m is odd, I(odd)l,m is a well behaved function of k and κR (indeed this happens regardless of the
parity of l+m) and I(even)l,m = 0. However, if l+m is even the function I(even)l,m strikingly blows up. As pointed out by
Mandel regarding the simplest case of the spherical wave eikr/r (when addressing the classical Weyl’s identity) [1],
such divergent behavior is a direct consequence of the presence of a singularity at the origin. Still, as shown above, we
can perform the integration by hand, thereby indicating that these singularities are actually removable. In fact, our
calculations up to order four show that in the limit z → 0, the infinities of Il,m are compensated by the zeros of Pm′l′
[14] in such a way that the function Kl′,m′l,m (k, κR; z) can always be evaluated for whatever order (l,m), thus leading
to a well defined function of k and κR. Hence, the integral given in Eq. (S98) ought to be redefined as a limit [15]:
K˜l′,m′l,m (k, κR) ≡ limz→0K
l′,m′
l,m (k, κR; z) = limz→0
Pm
′
l′ (z)Il,m(k, κR; z). (S106)
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Putting it all together, the spectral amplitude of the Hertz vector potential associated to electric-like sources of
order (l,m) on the plane z = 0 finally reads as
Π˜
(e)
l,m(κx, κy; z → 0)=
−k
4piω
(−i)mCl,m√
l(l + 1)
[
Π˜
(e),x
l,m (κx, κy; z → 0), Π˜(e),yl,m (κx, κy; z → 0), Π˜(e),zl,m (κx, κy; z → 0)
]
, (S107)
where
Π˜
(e),x
l,m (κx, κy; z → 0) = i
[
(m− l)K˜l,ml,m+1(k, κR)eiφ + (m+ l)K˜l,ml,m−1(k, κR)e−iφ
]
eimφ,
Π˜
(e),y
l,m (κx, κy; z → 0) =
[
(m− l)K˜l,ml,m+1(k, κR)eiφ − (m+ l)K˜l,ml,m−1(k, κR)e−iφ
]
eimφ,
Π˜
(e),z
l,m (κx, κy; z → 0) = 2(l +m)K˜l−1,ml,m (k, κR)eimφ.
And those of magnetic sources can be readily obtained from these, as detailed in Eq. (S76). Then, using this general
expression, we can analytically obtain the angular spectra for the Hertz potential of arbitrary multipoles. For the
first four orders in l, these are given by:
Π˜
(e)
1,0(κx, κy; z → 0) =
−C1,0
4
√
2pi
2
kω
1
κz
{0, 0, 1} ,
Π˜
(e)
1,1(κx, κy; z → 0) =
iC1,1
4
√
2pi
4
kω
1
κz
1
2
{−i, 1, 0} ;
Π˜
(e)
2,0(κx, κy; z → 0) =
−C2,0
4
√
6pi
4
kω
1
κz
1
2
{iκx, iκy,∓2iκz} ,
Π˜
(e)
2,1(κx, κy; z → 0) =
iC2,1
4
√
6pi
6
kω
1
κz
{∓κz,∓iκz,−(κx + iκy)} ,
Π˜
(e)
2,2(κx, κy; z → 0) =
C2,2
4
√
6pi
8
kω
1
κz
3
2
{i(κx + iκy),−(κx + iκy), 0} ;
Π˜
(e)
3,0(κx, κy; z → 0) =
−C3,0
4
√
12pi
6
kω
1
κz
1
2
{±2κxκz,±2κyκz, 3(κ2x + κ2y)− 2} ,
Π˜
(e)
3,1(κx, κy; z → 0) =
iC3,1
4
√
12pi
8
kω
1
κz
3
8
{−i(7κ2x + 5κ2y + 2iκxκy − 4), 5κ2x + 7κ2y − 2iκxκy − 4,±8iκz(κx + iκy)} ,
Π˜
(e)
3,2(κx, κy; z → 0) =
C3,2
4
√
12pi
10
kω
1
κz
3
{±2(κx + iκy)κz,±2i(κx + iκy)κz, (κx + iκy)2} ,
Π˜
(e)
3,3(κx, κy; z → 0) =
−iC3,3
4
√
12pi
12
kω
1
κz
15
2
{−i(κx + iκy)2, (κx + iκy)2, 0} ;
Π˜
(e)
4,0(κx, κy; z → 0) =
−C4,0
4
√
20pi
8
kω
1
κz
1
8
{
3i(5κ2R − 4)κR cosφ, 3i(5κ2R − 4)κR sinφ,±4iκz(2− 5κ2R)
}
,
Π˜
(e)
4,1(κx, κy; z → 0) =
iC4,1
4
√
20pi
10
kω
1
κz
1
2
{±κz [(10 + 3e2iφ)κ2R − 4] ,±iκz [(10− 3e2iφ)κ2R − 4] , 3(4− 5κ2R)κReiφ} ,
Π˜
(e)
4,2(κx, κy; z → 0) =
C4,2
4
√
20pi
12
kω
1
κz
5
4
{
i
[
(15 + e2iφ)κ2R − 12
]
κRe
iφ,
[
(e2iφ − 15)κ2R + 12
]
κRe
iφ,∓12iκzκ2Re2iφ
}
,
Π˜
(e)
4,3(κx, κy; z → 0) =
−iC4,3
4
√
20pi
14
kω
1
κz
15
{∓3κzκ2Re2iφ,∓3iκzκ2Re2iφ,−κ3Re3iφ} ,
Π˜
(e)
4,4(κx, κy; z → 0) =
−C4,4
4
√
20pi
16
kω
1
κz
105
2
{
iκ3Re
3iφ,−κ3Re3iφ, 0
}
.
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As a final remark, it should be noted that a similar derivation of the angular spectra of EM multipole fields
of arbitrary order has already been addressed with other approaches [16–18]. Yet, even though the final results are
explicitly expressed by means of an analytical and closed form (see, e.g., those shown in Ref. [18]), both the formalism
and the notation used makes them hard to interpret and handle, thus being not very practical.
VI. VERIFICATION AND RELATIONSHIP BETWEEN THE RESULTS OBTAINED VIA THE HERTZ’S
AND STANDARD VECTOR POTENTIALS FOR BOTH THE ELECTRIC DIPOLE AND QUADRUPOLE
Below, in order to verify our results, we will compare the above general expression of the spectral amplitude [Eq.
(S107)] for the particular cases of the electric dipole (l = 1) and quadrupole (l = 2), with those explicitly obtained in
Secs. II and III [Eqs. (S21) and (S37)], respectively.
In the first place, focusing on the electric dipole, we have to consider l = 1 and m = 0,±1, which correspond to
the different characteristic polarizations of the electric dipole moment p. To determine their explicit relationship we
should look into the EM fields. Specifically, just by looking at the magnetic field stemmed from the standard vector
potential of the electric dipole given in Eq. (S17), we have that
HED =
ωk2
4pi
h1(kr) {[py cosϕ− px sinϕ] eθ + [pz sin θ − cos θ (px cosϕ+ py sinϕ)] eϕ} ,
where, for comparison purposes, we have expressed the dipole moment in the spherical basis. This magnetic field
should be related to the one derived from the multipole expansion for l = 1:
H
(e)
1,m = −
irh1(kr)√
2
[er ×∇Y1,m(Ω)]⇒

m = 0 → H(e)1,0 =
ih1(kr)√
2
√
3
4pi
sin θeϕ,
m = ±1 → H(e)1,±1 =
ih1(kr)√
2
√
3
8pi
(−ieθ ± cos θeϕ) e±iϕ.
(S108)
Then, leaving aside the prefactors, it is easy to see that, for m = 0, the functional form of HED coincides with that
of H
(e)
1,m as long as px = py = 0. Likewise, for m = ±1, the matching is satisfied for px = ∓ipy and pz = 0. Taking
into account these relations, one can directly observe that:
HED =
ωk2
4pi
(−1)m√2
iC1,m
H
(e)
1,m ⇒

HED = −ωk
2
4pi
h1(kr) [er × p0] = ωk
2
4pi
√
2
iC1,0
H
(e)
1,0,
HED = −ωk
2
4pi
h1(kr) [er × p±] = ωk
2
4pi
(−1)√2
iC1,±1
H
(e)
1,±1,
(S109)
where C1,0 =
√
3/4pi, C1,+1 =
√
3/8pi, and C1,−1 = (−1)C1,+1. Therefore it can be shown that for l = 1, the following
relationship holds:
{l,m} = {1, 0} ⇐⇒ p0 = {0, 0, 1} ,
{l,m} = {1,±1} ⇐⇒ p± = {1,±i, 0} .
(S110)
With this in mind, we can directly compare the result shown in Eq. (S21) with that given in Eq. (S107) for l = 1:
A˜ED0 =
µck2
8pi2n
1
κz
p0 ⇔ Π˜(e)1,0 =
−C1,0
2
√
2pi
1
kω
1
κz
p0 ⇒ A˜ED0 =
−√2
4piC1,0
µck3ω
n
Π˜
(e)
1,0,
A˜ED±1 =
µck2
8pi2n
1
κz
p± ⇔ Π˜(e)1,±1 =
C1,±1
2
√
2pi
1
kω
1
κz
p± ⇒ A˜ED±1 =
√
2
4piC1,±1
µck3ω
n
Π˜
(e)
1,±1,
where it should be noted that A˜ED−1 = [A˜
ED
+1 ]
∗ and Π˜(e)1,−1 = [−Π˜(e)1,+1]∗. Hence, for this particular case, apart from the
prefactors that account for the dimensional constants, both approaches are in perfect agreement, as expected.
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Following a similar procedure for the electric quadrupole, we need first to identify the explicit relationship between
the components of the quadrupole moment tensor, Q~
~
, and the different pairs {l,m}, with l = 2 and m = 0,±1,±2.
For this, we will write the magnetic field associated to the electric quadrupole from the corresponding standard vector
potential given in Eq. (S25):
HEQ =
ωk3
48pi
h2(kr) [2 cos θ(Qyz cosϕ−Qxz sinϕ) + sin θ(2Qxy cos (2ϕ) + (Qyy −Qxx) sin (2ϕ))] eθ
−ωk
3
96pi
h2(kr) {4 cos (2θ)(Qxz cosϕ+Qyz sinϕ) + sin (2θ) [3(Qxx +Qyy) + (Qxx −Qyy) cos (2ϕ) + 2Qxy sin (2ϕ)]} eϕ.
Analogously to the dipole case, this expression of the magnetic field has to be related to that obtained from the
multipole expansion for l = 2:
H
(e)
2,m = −
irh2(kr)√
6
[er ×∇Y2,m(Ω)]⇒

m = 0 → H(e)2,0 =
ih2(kr)√
6
3
4
√
5
pi
sin (2θ)eϕ,
m = ±1 → H(e)2,±1 =
ih2(kr)√
6
√
15
8pi
[−i cos θeθ ± cos (2θ)eϕ] e±iϕ,
m = ±2 → H(e)2,±2 =
ih2(kr)√
6
√
15
32pi
[±2i sin θeθ − sin (2θ)eϕ] e±2iϕ.
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Thus, by comparing the functional form of HEQ with that of H
(e)
2,m, it is easy to see that, for m = 0 we have to require
that Qxx = Qyy, and Qyz = Qxz = Qxy = 0. Likewise, for m = ±1, Qxx = Qyy = Qxy = 0, and Qyz = ±iQxz. And
finally, for m = ±2 we have that Qxy = ±iQxx = ∓iQyy, and Qxz = Qyz = 0. With these conditions, it follows that
HEQ =
ωk2
24pi
(−1)m√6
iC2,m
H
(e)
2,m ⇒

HEQ = −ωk
3
24pi
h2(kr) [er × (Q~
~
0 · er)] = ωk
2
24pi
√
6
iC2,0
H
(e)
2,0,
HEQ = −ωk
3
24pi
h2(kr) [er × (Q~
~
±1 · er)] = ωk
2
24pi
(−1)√6
iC2,±1
H
(e)
2,±1,
HEQ = −ωk
3
24pi
h2(kr) [er × (Q~
~
±2 · er)] = ωk
2
24pi
√
6
iC2,±2
H
(e)
2,±2,
(S112)
where C2,0 =
√
5/4pi, C2,1 =
√
5/24pi, C2,2 =
√
5/96pi, and C2,−m = (−1)mC2,m. Therefore, for l = 2, we get the
following correspondence between the m multipolar order and the matrices associated to the quadrupole moment
tensor (expressed in Cartesian basis):
{l,m} = {2, 0} ⇐⇒ Q~
~
0 =
1
k
−1 0 00 −1 0
0 0 2
 ,
{l,m} = {2,±1} ⇐⇒ Q~
~
±1 =
3
k
0 0 10 0 ±i
1 ±i 0
 ,
{l,m} = {2,±2} ⇐⇒ Q~
~
±2 =
6
k
±1 i 0i ∓1 0
0 0 0
 .
(S113)
Taking into account these latter relations we can now compare the particular result of Eq. (S37) with the general one
given in Eq. (S107) for l = 2:
A˜EQ0 =
µck2
8pi2n
(−i)
6κz
[Q~ ~0 · k±] ⇔ Π˜(e)2,0 = iC2,0
2
√
6pi
1
kω
1
κz
[Q~ ~0 · k±]⇒ A˜EQ0 = −√624piC2,0 µck
3ω
n
Π˜
(e)
2,0,
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A˜EQ±1 =
µck2
8pi2n
(−i)
6κz
[Q~ ~±1 · k±] ⇔ Π˜(e)2,±1 = ∓iC2,±1
2
√
6pi
1
kω
1
κz
[Q~ ~±1 · k±]⇒ A˜EQ±1 = ±√624piC2,±1 µck
3ω
n
Π˜
(e)
2,±1,
A˜EQ±2 =
µck2
8pi2n
(−i)
6κz
[Q~ ~±2 · k±] ⇔ Π˜(e)2,±2 = iC2,±2
2
√
6pi
1
kω
1
κz
[Q~ ~±2 · k±] ⇒ A˜EQ±2 = −√624piC2,±2 µck
3ω
n
Π˜
(e)
2,±2,
with A˜EQ−1 = [−A˜EQ+1 ]∗, A˜EQ−2 = [A˜EQ+2 ]∗, Π˜(e)2,−1 = [−Π˜(e)2,+1]∗, and Π˜(e)2,−2 = [−Π˜(e)2,+2]∗. Hence, once again, apart from
the prefactors, both approaches are straightforwardly related to each other, thus confirming the validity of the general
expression given in Eq. (S107) up to the electric quadrupole case.
Appendix: Angular spectrum representation of the magnetic dipole and its relation with the electric dipole
From a similar procedure as in the previous sections for the electric dipole and quadrupole, in order to obtain the
angular spectrum of an oscillating magnetic dipole, we start by considering its associated vector potential [8]:
AMD(r) =
iµk
4pi
(
1− 1
ikr
)
(er ×m) e
ikr
r
, (S114)
where m is the magnetic dipole moment. The corresponding spectral amplitude is obtained from its partial Fourier
transform:
A˜MD(κx, κy; z) =
(
k
2pi
)2 ∫∫ +∞
−∞
AMD(x, y, z)e−ik(κxx+κyy)dxdy
=
iµk3
16pi3
∫∫ +∞
−∞
(
1− 1
ik
√
x2 + y2 + z2
)
(er ×m) e
ik
√
x2+y2+z2√
x2 + y2 + z2
e−ik(κxx+κyy)dxdy. (S115)
Making the change of variables to cylindrical coordinates, as given in Eq. (S27), it follows that
A˜MD(κx, κy; z) =
iµk3
16pi3
∫ +∞
0
∫ 2pi
0
(
1− 1
ik
√
R2 + z2
)
(er ×m) e
ik
√
R2+z2
√
R2 + z2
e−ikκRR cos (θ−φ)RdθdR
=
µk3
8pi2
∫ +∞
0
(
1− 1
ik
√
R2 + z2
)
Ω
eik
√
R2+z2
R2 + z2
RdR, (S116)
where
Ω ≡ ΩR+Ωz = RJ1(kκRR) [mz (sinφex − cosφey)+(my cosφ−mx sinφ) ez]−izJ0(kκRR) (myex −mxey) . (S117)
Similarly to the electric quadrupole case, special care must be taken with the integral involving the z-dependent
contribution. We thus perform the integration separately for the R- and the z-dependent contributions as follows:
A˜MDR (κx, κy; z) =
µk3
8pi2
∫ +∞
0
(
1− 1
ik
√
R2 + z2
)
ΩR
eik
√
R2+z2
R2 + z2
RdR
−−−→
z→0
µk3
8pi2
∫ +∞
0
(
1− 1
ikR
)
[mz (sinφex − cosφey) + (my cosφ−mx sinφ) ez] J1(kκRR)eikRdR
= −µk
2
8pi2
κR
κz
[mz (sinφex − cosφey) + (my cosφ−mx sinφ) ez] ; (S118)
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A˜MDz (κx, κy; z) =
µk3
8pi2
∫ +∞
0
(
1− 1
ik
√
R2 + z2
)
Ωz
eik
√
R2+z2
R2 + z2
RdR
=
iµk3
8pi2
(myex −mxey)
∫ +∞
0
(
1
ik
√
R2 + z2
− 1
)
eik
√
R2+z2
R2 + z2
RzJ0(kκRR)dR
=

u = J0(kκRR) =⇒ du = −kκRJ1(kκRR)dR
dv =
(
1
ik
√
R2 + z2
− 1
)
Rz
R2 + z2
eik
√
R2+z2dR =⇒ v = ize
ik
√
R2+z2
k
√
R2 + z2

=
iµk3
8pi2
(myex −mxey)
 izJ0(kκRR)eik√R2+z2
k
√
R2 + z2
∣∣∣∣∣
R→∞
R=0
+
∫ +∞
0
izκR√
R2 + z2
J1(kκRR)e
ik
√
R2+z2dR

−−−→
z→0
±µk
2
8pi2
(myex −mxey) . (S119)
Hence, summing up the above results we obtain that
A˜MD(κx, κy; 0) =
µk2
8pi2
κR
κz
[mz (− sinφex + cosφey)− (my cosφ−mx sinφ) ez]± µk
2
8pi2
(myex −mxey)
=
µk2
8pi2
1
κz
[(±myκz −mzκy) ex + (mzκx ∓mxκz) ey + (mxκy −myκx) ez]
=
µck2
8pi2n
1
κz
[m× k±]
ω
. (S120)
Then, the spectral amplitudes of the EM fields for the magnetic dipole reads
E˜MD(κx, κy; 0) =
ic
kn
[k2A˜MD0 − k±(k± · A˜MD0 )] =
iωk
8pi2
µ
κz
[
m× k±] , (S121)
H˜MD(κx, κy; 0) =
i
µ
[k± × A˜MD0 ] =
ik
8pi2
1
κz
{
k2m− k± (k± ·m)} , (S122)
where A˜MD0 ≡ A˜MD(κx, κy; z = 0). Comparing the above expressions for the magnetic dipole with that given in Eqs.
(S40) and (S41) for the electric dipole we find that there exists a relationship between them. Indeed, taking into
account the duality principle and the symmetry of Maxwell’s equations [10], we can get the EM fields of the magnetic
dipole from that of the electric dipole by simply performing the following transformations:
E˜ED −→
√
µ
ε
H˜MD, H˜ED −→ −
√
ε
µ
E˜MD, p −→ n
c
m. (S123)
Notice that, unlike the substitutions pointed out in Ref. [11], the above transformation rule does not require the
interchange of ε and µ, thereby becoming more useful for dealing with EM fields in the same medium [10].
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