Approximate inverse method for stable analytic continuation in a strip domain  by Zhang, Yuan-Xiang et al.
Journal of Computational and Applied Mathematics 235 (2011) 2979–2992
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Approximate inverse method for stable analytic continuation in a
strip domain✩
Yuan-Xiang Zhang, Chu-Li Fu ∗, Liang Yan
School of Mathematics and Statistics, Lanzhou University, Lanzhou 730000, China
a r t i c l e i n f o
Article history:
Received 8 December 2009
Received in revised form 21 October 2010
Keywords:
Analytic continuation
Ill-posed problems
Regularization
Approximate inverse
Reconstruction kernel
a b s t r a c t
Numerical analytic continuation is, in general, an ill-posed problem and some special
regularizationmethods are needed. In this paperwe apply the approximate inversemethod
to deal with the problem in a strip domainΩ = {z = x + iy ∈ C | x ∈ R, 0 <| y |< y0}
in complex plane, the data is known approximately only on the line y = 0. Error estimate
between the exact and approximate solution with regularization parameter selected by
both a priori and a posteriori strategy are provided, respectively. Numerical results show
that themethodworks effectively, and can be a competitive alternative to existingmethod
for the problem.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Theproblem for analytic continuation of an analytic function is encountered inmanypractical applications (see, e.g., [1–4]
and the references therein), and the numerical analytic continuation is amore interesting andhard problem. It iswell known,
in general, to be ill-posed in the sense that the solution does not depend continuously on the data. To obtain stable numerical
algorithms for ill-posedproblems, someeffective regularizationmethodsmust be adopted, and several nonclassicalmethods
have been developed rapidly in recent years, for example, the Tikhonov-type and Fourier method [5], the mollification
method [6], the wavelet method [7], the bounded variations method [8], etc. For different concrete problems, some special
methods which can achieve better effect may be used. In the present paper we will use another method—the approximate
inverse method to deal with analytic continuation in a strip domain.
In this paper we consider the following problem of analytic continuation again for an analytic function f (z) = f (x+ iy)
in a strip domain in the complex plane
Ω = {z = x+ iy ∈ C| x ∈ R, |y|⟨y0, y0⟩0 is a positive constant}, (1.1)
where i is the imaginary unit. The data is only given on the real axis, i.e., f (z)|y=0 = f (x) is known approximately and
we would extend f analytically from this data to the whole domain Ω . This problem possesses an important practical
background, e.g., in medical imaging [9] and therefore it is worth studying. It has been considered in [10] by a mollification
regularization method, however, there is no discussion of the numerical implementation of the method in the cited paper.
In recently published papers [11,12], the Fourier and a Tikhonov method to solve this problem are proposed, respectively.
In the present paper, we develop a novel approach based on the approximate inverse method to solve the above
mentioned problem. The original idea of approximate inverse method can be retrospected to [13], and later in 1990–1999
it was improved in [14,15]. This method can be viewed as a generalization of some linear regularization methods like
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the Tikhonov–Phillips methods, iterative methods, truncated singular value decomposition, Backus–Gilbert-type methods.
All these linear methods can be presented in a unified framework that they can be interpreted as a combination of the
pseudo-inverse and smoothing [15]. The approximate inverse method is a very fast method for the reconstruction of
solutions for linear and nonlinear ill-posed problems. It has successfully been applied to several areas, such as computerized
tomography [16], ultrasound tomography [17] and the inverse scattering problem [18]. In addition, Jonas and Louis [19]
applied the approximate inverse in conjunctionwith Adomian decomposition to a one-dimensional inverse heat conduction
problem. For more details about its essential properties and applications, we can refer the reader to [20], and the recently
published monograph of Schuster [21].
To our knowledge, so far there is no result about analytic continuation using approximate inverse method. And in
comparisonwith other regularizationmethods, the theory analysis and numerical implementation of the proposed problem
by approximate inverse method is pretty simple. As stated in Remark 2.1, once the reconstruction kernel is known, the
regularization approximation can be computed just by a simple evaluation of an inner product.
Before we put an end to this section, we give some preparative knowledge here. Let gˆ denote the Fourier transform of
function g(x) defined by
F [g](ξ) = gˆ(ξ) =: 1√
2π
∫ ∞
−∞
e−ixξg(x)dx, (1.2)
and we assume that
f (· + iy) ∈ L2(R) for |y| < y0. (1.3)
Using the Fourier transformation technique with respect to the variable x, it is easy to know [10–12]
F [f (· + iy)](ξ , y) = e−yξ fˆ (ξ), (1.4)
or equivalently,
f (x+ iy) = 1√
2π
∫ ∞
−∞
eixξe−yξ fˆ (ξ)dξ . (1.5)
For more details about the solution and the ill-posedness for problem (1.1), we refer to the Refs. [10–12].
Our paper is organized as follows. In Section 2, we compendiously present the method of approximate inverse. In
Section 3, a convergence theorem about the method is provided, and error estimates between the exact solution and
an approximate solution for both a priori and a posteriori parameter choice rules are given, respectively. Two numerical
examples are given in Section 4. And in the last section we summarize this paper by a conclusion.
2. Approximate inverse
We briefly present the main idea of the approximate inverse, for more details, we can refer to [15,20,21].
Let K be a linear compact operator between the Hilbert spaces X and Y . It is well known that the problem of solving
Kf = g is ill-posed in the case of an infinite-dimensional range of K (see, e.g., [22,23]). Therefore, the computation of f with
some direct method is unstable. We calculate a smoothed version of the exact solution f of Kf = g or its generalized inverse
f Ď = K Ďg instead of f itself. This is carried out by computing the moments fγ = ⟨f ,mγ ⟩X , where ⟨·, ·⟩X denote the inner
product in X , andmγ should be chosen appropriately. The subscript γ is the so-called regularization parameter, the proper
selection of it is essential for the method.
To overcome the trouble of the computation of fγ with the unknown exact solution f , we assume for the moment that
mγ is in the range of K ∗. Then we have, with ψγ being the solution of the equation K ∗ψγ = mγ , the relation
⟨f ,mγ ⟩X = ⟨f , K ∗ψγ ⟩X = ⟨Kf , ψγ ⟩Y = ⟨g, ψγ ⟩Y . (2.1)
In the case thatmγ is not in the range of operator K ∗, we can calculateψγ as the minimizing function of ‖K ∗ψγ −mγ ‖. This
leads to the equation
KK ∗ψγ = Kmγ . (2.2)
Definition 2.1. Letmγ be a suitable function, and ψγ is the solution of (2.2). Then operator Sγ defined by
Sγ g = ⟨g, ψγ ⟩Y
is called the approximate inverse of the operator K and ψγ is the reconstruction kernel associated withmγ .
Remark 2.1. By (2.2), we can see that the computation of the reconstruction kernel needs only a predetermined exact
function mγ , hence ψγ can be precomputed. Moreover, due to (2.1), once the reconstruction kernel is known, the
regularization approximation fγ can be implemented by a simple evaluation of an inner product in Y . More advantages
of the method are detailedly described in [14].
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3. Convergence theorems and error estimates
In this section, we describe the approximate inverse method for solving the problem (1.1).
We assume the exact data f (x) and the measured data fδ(x) belong to X = L2(R) and satisfy
‖f − fδ‖ ≤ δ, (3.1)
where δ > 0 denotes the noisy level. The marks ⟨·, ·⟩ and ‖ · ‖ denote the inner product and the normal norm in L2(R),
respectively.
In addition, note that for any ill-posed problems some apriori assumption on the exact solution are needed andnecessary,
otherwise, the convergence of the regularization approximate solution will not be obtained or the convergence rate can be
arbitrary slow [23]. As in general, we assume that the following a priori bounds hold [10]
‖f (· + iy0)‖ ≤ E, (3.2)
and
‖f (· − iy0)‖ ≤ E. (3.3)
Consider problem (1.4) as an operator equation
AyF [f (· + iy)](ξ , y) = fˆ (ξ), ∀y ∈ (−y0, y0), (3.4)
where Ay = eyξ is a multiplication operator. Then ψγ defined byψγ = e−yξmγ (3.5)
can be regarded as a reconstruction kernel associated withmγ , and the approximate solution fγ (x+ iy) of f (x+ iy) can be
calculated as
fγ (x+ iy) = ⟨f (x′ + iy),mγ (x, x′)⟩ = ⟨f (x′), ψγ (x, x′, y)⟩. (3.6)
For measured data fδ , we define the approximate solution fδ,γ as
fδ,γ (x+ iy) = ⟨fδ(x′), ψγ (x, x′, y)⟩. (3.7)
If the mollifiermγ is selected to be a convolutional type, i.e.,
mγ (x, x′) = mγ (x− x′), (3.8)
then due to the Parseval formula, expressions (3.1) and (3.6)–(3.8) and by an application of the triangle inequality, there
holds
‖f (· + iy)− fδ,γ (· + iy)‖ = ‖f (· + iy)− ⟨ψγ (·, x′, y), fδ(x′)⟩‖
≤ ‖f (· + iy)− ⟨ψγ (·, x′, y), f (x′)⟩‖ + ‖⟨ψγ (·, x′, y), fδ(x′)− f (x′)⟩‖
= ‖f (· + iy)− ⟨f (x′ + iy),mγ (·, x′)⟩‖ + ‖⟨ψγ (·, x′, y), fδ(x′)− f (x′)⟩‖
= ‖F [f (· + iy)](1−√2πmγ )‖ +√2π‖ψγ (·, y)(fδ(·)− fˆ (·))‖
≤ ‖F [f (· + iy)](1−√2πmγ )‖ + sup
ξ∈R
√
2π |ψγ (ξ , y)|δ. (3.9)
Remark 3.1. We denote µ(γ , y) := supξ∈R
√
2π |ψγ (ξ , y)|. It is easy to show that (we will give the proof later) the first
term on the right hand side of (3.9) converges to zero as γ → 0 for the suitable choice of mγ . While on the contrary, the
function µ(γ , y), in general, diverges as γ → 0. Therefore we need a parameter choice rule γ = γ (δ, y) such that
γ (δ, y)→ 0 and µ(γ , y)δ → 0
simultaneously as δ → 0. In this paper we simply take µ(γ , y) = Cδν with −1 < ν < 0, where C might be in relation to
some a priori information of the solution f (x+ iy). The reason for the choice of ν is twofold. On one hand, ν > −1 assures
the convergence of the method. On the other hand, the total convergence rate of the error between exact solution and its
approximate solution never overpass 1 even for an order optimal regularizationmethod (see, e.g., [23,24]), therefore we can
assume ν < 0. It follows that
Theorem 3.1. Let mγ be a convolutional type, i.e. mγ (x, x′) = mγ (x− x′), which fulfils the following conditions
(1) supξ∈R(|mˆγ (ξ)e−yξ |) ≤ µ(γ , y) <∞,
(2) limγ→0 sup|ξ |≤N |1−
√
2πmˆγ (ξ)| = 0 for sufficiently large positive constant N,
(3) supξ∈R |mˆγ | ≤ M, where M is a bounded positive constant.
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If ψγ is given by (3.5), and the parameter γ = γ (δ, y) → 0 as δ → 0, which is chosen according to µ(γ , y) = Cδν with
−1 < ν < 0, where C is a positive constant independent of δ, then the approximate inverse is a regularization method for
analytic continuation of analytic function inΩ , i.e., there holds
‖f (· + iy)− fδ,γ (· + iy)‖ ≤ ‖F [f (· + iy)](1−
√
2πmγ )‖ + µ(γ , y)δ → 0, δ → 0.
Proof. The proof is similar to [19], for completeness, we present it here. From (3.9) we know that it is sufficient to prove the
convergence of
‖F [f (· + iy)](1−√2πmγ )‖ → 0, γ → 0.
This holds, because for every ϵ > 0 we can find a sufficiently large constant N and γ0 > 0 such that

|ξ |>N |fˆ (ξ)|2dξ ≤ ϵ
and sup|ξ |≤N |1−
√
2πmγ (ξ)| ≤ ϵ for all γ ≤ γ0. It follows that∫
R
|F [f (· + iy)](1−√2πmγ )|2dξ = ∫
|ξ |≤N
|F [f (· + iy)](1−√2πmγ )|2dξ
+
∫
|ξ |≥N
|F [f (· + iy)](1−√2πmγ )|2dξ
≤ ‖f ‖2ϵ + (√2πM + 1)2ϵ,
because |1−√2πmγ | converges uniformly for |ξ | ≤ N (see condition (2)). 
Particularly, ifmγ is selected to be the Gaussian kernel, i.e.,
mγ (x, x′) = 1/(γ
√
2π)e−(x−x
′)2/(2γ 2). (3.10)
Denote z = x − x′, then mγ (x, x′) = mγ (x − x′) = mγ (z) and mγ (ξ) = 1√2π e−γ 2ξ22 . It is easy to check out that mγ meets
the conditions (1), (2) and (3). And we have the following error estimation.
Theorem 3.2. Let ψγ (ξ , y), mγ (x, x′) be given by (3.5) and (3.10), respectively. If we choose the parameter as
γ = γ (δ, y) = |y|
− ln δE
, (3.11)
then we have
‖f (· + iy)− fδ,γ (· + iy)‖ ≤ C1E− ln δE
+√Eδ, (3.12)
where C1 = 2y2e

1
(y+y0)2 +
1
(y0−y)2 .
Proof. By (3.4), it is easy to know
fˆ (ξ) = e±y0ξF [f (· ± iy0)](ξ ,±y0). (3.13)
Using (1.4), (3.5) and (3.9), we estimate
‖f (· + iy)− fδ,γ (· + iy)‖ ≤ ‖ F [f (· + iy)](1−
√
2πmγ )‖ +√2π sup
ξ∈R
|ψγ (ξ , y)|δ
=
∫ +∞
−∞
|F [f (· + iy)](ξ , y)(1−√2πmγ )|2dξ 12 +√2π sup
ξ∈R
|e−yξmγ (ξ)|δ
=
∫ +∞
−∞
|e−yξ fˆ (ξ)(1−√2πmγ )|2dξ 12 +√2π sup
ξ∈R
|e−yξmγ (ξ)|δ
=: A+ B.
For part A, from (3.2), (3.3) and (3.13), and note that |1− e−γ 2ξ2/2| ≤ γ 2ξ 2/2, we have
A2 =
∫ +∞
0
|e−yξe−y0ξF [f (· − iy0)](ξ ,−y0)(1− e−γ 2ξ2/2)|2dξ
+
∫ 0
−∞
|e−yξey0ξF [f (· + iy0)](ξ , y0)(1− e−γ 2ξ2/2)|2dξ
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≤
∫ +∞
0
|γ 2ξ 2/2 · e−(y+y0)ξF [f (· − iy0)](ξ ,−y0)|2dξ
+
∫ 0
−∞
|γ 2ξ 2/2 · e(y0−y)ξF [f (· + iy0)](ξ , y0)|2dξ
≤ ( sup
ξ∈R+
|γ 2ξ 2/2 · e−(y+y0)ξ |2 + sup
ξ∈R−
|γ 2ξ 2/2 · e(y0−y)ξ |2)E2
≤
[
4γ 4e−2
(y+ y0)2 +
4γ 4e−2
(y0 − y)2
]
E2
and therefore
A ≤ 2γ 2e−1

1
(y+ y0)2 +
1
(y− y0)2 . (3.14)
For part B, the inequality is obvious,
√
2π sup
ξ∈R
|e−yξmγ (ξ)|δ = sup
ξ∈R
e−yξe−γ
2ξ2/2δ ≤ e
y2
2γ 2 δ
and thus
B ≤ e
y2
2γ 2 δ. (3.15)
We obtain
‖f (· + iy)− fδ,γ (· + iy)‖ ≤ 2γ 2e−1

1
(y+ y0)2 +
1
(y− y0)2 + e
y2
2γ 2 δ. (3.16)
Instead γ in (3.16) by (3.11), the estimate (3.12) is obtained immediately. 
Note that the error estimation (3.12) is established under the a priori assumptions (3.2) and (3.3) on the unknown exact
solutionwhich is to be simulated, and the parameter choice rule (3.11) also depends on the bounds (3.2) and (3.3). In practice,
such a priori information is generally unknown which restricts the practicability of the a priori parameter choice rule. In
view of the consideration of realistic implementation, we give an a posteriori parameter choice rule and the corresponding
error estimation in the following.
The most general a posteriori parameter choice rule is Morozov’s discrepancy principle, there are plenty of literatures
on it and balancing principle, which can select parameter in an adaptive way and have incorporated in different kinds of
inverse problems. And also in [25], an a posteriori parameter choice rule is discussed in a general way, which can be applied
on a general class of regularization methods. Unfortunately, both the parameter choice rule are difficult for us to establish a
stable error estimate for our method, we shall give a new choice rule bellow.
Let mγ satisfies all the conditions mentioned in Theorem 3.1, then for approximate inverse method, we can chose
regularization parameter γ as the solution of equation
g(γ (δ)) := ‖√2πmˆγ (δ) fˆδ − fˆδ‖ = δ + τ

lg lg
1
δ
−1
, (3.17)
where τ > 0 is a constant, and here we assume that τ meets 0 < δ + τ lg lg 1
δ
−1
< ‖fδ‖. To ensure the existence
and uniqueness of the solution of Eq. (3.17), mγ should also be chosen such that g(γ ) is a bounded, strictly increasing and
continuous function of γ . And again, if mγ is chosen according to (3.10), then g(γ ) satisfies all the properties mentioned
above and we have the following error estimation.
The next lemma is needed more than once latter, we firstly state it here.
Lemma 3.1 ([26]). Let the function f (λ) : (0, a] → R be given by
f (λ) = λb
[
d lg
1
λ
]−c
with a constant c ∈ R and positive constants a < 1, b and d, then for the inverse function we have
f −1(λ) = λ 1b
[
d
b
lg
1
λ
] c
b
(1+ o(1))
for λ→ 0. 
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Theorem 3.3. Let mγ andψγ be given as in Theorem 3.2. If the regularization parameter γ is chosen as the solution of Eq. (3.17),
then we have
‖fδ,γ (· + iy)− f (· + iy)‖ ≤ (E + o(1))
y
y0

2δ + τ

lg lg
1
δ
−1 y0−yy0
, δ → 0. (3.18)
Proof. With the Hölder inequity, we have
‖fδ,γ (· + iy)− f (· + iy)‖2 = ‖⟨ψγ (·, x′, y), fδ(x′)⟩ − f (· + iy)‖2
= ‖√2πe−yξ mˆγ fˆδ − e−yξ fˆ ‖2
=
∫ +∞
−∞
|e−yξ (√2πmˆγ fˆδ − fˆ )|2dξ
=
∫ +∞
−∞
e−2yξ |√2πmˆγ fˆδ − fˆ |
2y
y0 |√2πmˆγ fˆδ − fˆ |
2(y0−y)
y0 dξ
≤ ‖e−y0ξ (√2πmˆγ fˆδ − fˆ )‖
2y
y0 ‖√2πmˆγ fˆδ − fˆ ‖2
y0−y
y0
:= C 2yy0 D
2(y0−y)
y0 .
We will give an estimation for C and D respectively. Using (3.17), we have
D =
∫ +∞
−∞
|√2πmˆγ (ξ)fˆδ(ξ)− fˆ (ξ)|2dξ
 1
2
=
∫ +∞
−∞
|(√2πmˆγ (ξ)− 1)fˆδ(ξ)+ fˆδ(ξ)− fˆ (ξ)|2dξ
 1
2
≤ ‖(√2πmˆγ − 1)fˆδ‖ + δ
≤ 2δ + τ

lg lg
1
δ
−1
.
For the factor C , using the a priori bounds (3.2) and (3.3), we have
C =
∫ +∞
−∞
|e−y0ξ (√2πmˆγ (ξ)fˆδ(ξ)− fˆ (ξ))|2dξ
 1
2
=
∫ +∞
−∞
|e−y0ξ√2πmˆγ (ξ)(fˆδ(ξ)− fˆ (ξ))+ (
√
2πmˆγ (ξ)− 1)e−y0ξ fˆ (ξ)|2dξ
 1
2
≤ max
ξ∈R |e
−y0ξ√2πmˆγ (ξ)|δ + E
= max
ξ∈R
e−y0ξe− γ 2ξ22  δ + E
≤ e
y20
2γ 2 δ + E. (3.19)
Besides, from (3.17) again, it is easy to see
δ + τ

lg lg
1
δ
−1
= ‖(√2πmˆγ − 1)(fˆδ − fˆ + fˆ )‖
≤ ‖(√2πmˆγ − 1)(fˆδ − fˆ )‖ + ‖(
√
2πmˆγ − 1)fˆ ‖
=
e− γ 2ξ22 − 1 (fˆδ − fˆ )+ ‖(√2πmˆγ − 1)fˆ ‖
≤ δ + ‖(√2πmˆγ − 1)fˆ ‖,
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i.e.,
τ

lg lg
1
δ
−1
≤ ‖(√2πmˆγ − 1)fˆ ‖ =
∫ +∞
−∞
|(√2πmˆγ (ξ)− 1)fˆ (ξ)|2dξ
 1
2
=
∫ 0
−∞
|(√2πmˆγ (ξ)− 1)ey0ξF [f (· + iy0)]|2dξ
+
∫ +∞
0
|(√2πmˆγ (ξ)− 1)e−y0ξF [f (· − iy0)]|2dξ
 1
2
≤

max
ξ<0
e− γ 2ξ22 − 1 ey0ξ 2 +maxξ≥0
e−y0ξ e− γ 2ξ22 − 12
 1
2
E.
For maxξ≥0
e−y0ξ e− γ 2ξ22 − 1, for a fixed constant ξ0 > 0, there holdse−y0ξ e− γ 2ξ22 − 1 ≤ e−y0ξ0 , ∀ξ ≥ ξ0,
and e−y0ξ e− γ 2ξ22 − 1 ≤ 1− e− γ 2ξ22  ≤ γ 2ξ 202 , ∀ξ ≤ ξ0.
Let
γ 2ξ 20
2
= e−y0ξ0 = t, (3.20)
then ξ0 = − 1y0 lg t , substitute the expression of ξ0 into (3.20) follows
γ 2
2y20
(lg t)2 = t,
i.e.,
1
t
(lg t)2 = 2y
2
0
γ 2
.
By Lemma 3.1, we have
t = γ
2
2y20

lg
2y20
γ 2
2
(1+ o(1)), γ → 0,
i.e.,
max
ξ≥0
e−y0ξ e− γ 2ξ22 − 1 ≤ γ 22y20

lg
2y20
γ 2
2
(1+ o(1)), γ → 0.
The same estimate for maxξ<0
e− γ 2ξ22 − 1 ey0ξ 2 can be similarly obtained. Combine the above analysis, we know for γ0
small enough, there holds
τ

lg lg
1
δ
−1
≤ 2√2E γ
2
2y20

lg
2y20
γ 2
2
, γ ∈ (0, γ0).
Due to the monotonicity of g(γ ) and by Lemma 3.1., we have
y20
2γ 2
≤ E√
2τ

lg

2
√
2E
τ

lg

lg
1
δ
2
lg

lg
1
δ

. (3.21)
Substitute (3.21) into (3.19), we get
C ≤ δe E√2τ

lg

2
√
2E
τ

lg

lg 1
δ
2
lg

lg 1
δ

+ E.
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Fig. 1. Example 4.1: (a)–(b) Real parts at y = 0.2, 0.4, respectively. The parameter is selected by the a priori choice rule.
Since
lim
δ→0 δe
E√
2τ

lg

2
√
2E
τ

lg

lg 1
δ
2
lg

lg 1
δ

= 0,
and therefore
C ≤ E + o(1), δ → 0. 
4. Numerical experiments
This section presents numerical results for two benchmark examples to illustrate the accuracy and efficiency of the
approximate inverse method. As stated in Section 2, the key point to the method is the computation of the reconstruction
kernel ψγ . Although the calculation of the reconstruction kernel is independent of the perturbed data, which is thought
to be an advantage of approximate inverse method (see [21, p. 16]). The solution, however, of ψγ (ξ , x′, y)eyξ = mγ (ξ , x′)
has to be regularized because of the inevitable numerical error in evaluation. In our paper, we adopt the Tikhonov–Phillips
regularization with a rather small regularization parameter for stabilization. Accordingly, the ψγ is computed asψγ = (e2yξ + α)−1eyξmγ . (4.1)
Unless otherwise specified, the value of α is taken to be 10−4.
Once the reconstruction kernel is known, the approximate solution is got just by a simple estimation of the L2 product
⟨·, ·⟩. For the evaluation of the integral, we use the Simpson formula.
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Fig. 2. Example 4.1: (a)–(b) Real parts at y = 0.2, 0.3, respectively. The parameter is selected by the a posteriori choice rule.
For simplicity, we take y0 = 1 and fix the domain
{z = x+ iy ∈ C| |x| ≤ 10, 0 < y ≤ 1}.
For all examples investigated in this paper, the simulated data are generated using the following formula:
f ϵi = fi + ϵζi, i = 1, . . . ,M,
where ϵ indicates the level of noise added into the data and ζi are standard Gaussian random variables and realized by the
MATLAB function randn.
To measure the accuracy of a numerical approximation to the function f (· + iy), we use the relative error rel defined as
rel =

M∑
i=1
(fi(· + iy)− f ϵ,γi (· + iy))2
M∑
i=1
f 2i (· + iy)
, (4.2)
where fi(· + iy) and f ϵ,γi (· + iy) are the exact and numerical solutions, respectively. In the case of the examples considered
herein,M = 200.
For the a priori choice rule, the regularization parameter γ is selected according to (3.11) with ν = −0.5, and for the a
posteriori choice rule, the regularization parameter is chosen as the solution of Eq. (3.17) by the bisectionmethod. f ϵ,γ (·+iy)
is estimated by (3.6) using FFT and IFFT.
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Fig. 3. Example 4.1: (a)–(b) Imaginary parts at y = 0.2, 0.4, respectively. The parameter is selected by the a priori choice rule.
Example 4.1. The function
f (z) = e−z4 = e−(x+iy)4 = e6x2y2−x4−y4(cos(4x3y− 4xy3)− i sin(4x3y− 4xy3))
is an analytic function in the domain
Ω = {z = x+ iy ∈ C|x ∈ R, |y| ≤ 1}
with
f (z)|y=0 = e−x4 ∈ L2(R),
and
Ref (z) = e6x2y2−x4−y4 cos(4x3y− 4xy3),
Imf (z) = −e6x2y2−x4−y4 sin(4x3y− 4xy3).
The comparison of the computational effects between exact solution and approximate solution with various noise levels
added into the data for real part of Example 4.1 are presented in Figs. 1 and 3, where the regularization parameter is chosen
by a priori rule and a posteriori rule, respectively. From these figures, the numerical results are quite satisfactory. Even with
the noise level up to ϵ = 3%, the numerical solutions are still in good agreement with solutions. The imaginary parts of the
exact solution f (z) and the approximate solution f ϵ,γ (z)with parameter chosen by a priori and a posteriori choice rules are
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Fig. 4. Example 4.1: (a)–(b) Imaginary parts at y = 0.2, 0.4, respectively. The parameter is selected by the a posteriori choice rule.
Table 1
The values of real parts of Example 4.1 at z = 0.2i for various amounts of α.
α 0.000001 0.00001 0.0001 0.001 0.01
Ref(0.2i) 1.0090 1.0053 1.0024 1.0093 0.9956
displayed in Figs. 2 and 4, respectively. From these figures, it can be easily observed that the approximate inverse method
works well. In addition, the computed approximation converge towards their corresponding exact solution as the amount
of noise decreases.
In Fig. 5, the comparison of the numerical effectiveness using a priori and a posteriori parameter choice rules are shown
for the real part and the imaginary part at y = 0.2 with 3% noise added into the data, respectively. It is not difficult to see
that both of the rules achieve satisfactory effects. But one can see that the a posteriori rule is better than the a priori one,
especially in the imaginary part.
The values of real parts of Example 4.1 at z = 0.2i, as functions of parameter α, obtained using ϵ = 1% added into the
data is presented in Table 1. Although not presented here, it is reported that similar results have been obtained for the other
example analyzed. It can be seen from Table 1 that the accuracy of the numerical results is relatively independent of the
parameter α, and thus the main regularization effect is attained by the choice of parameter γ inmγ .
Example 4.2. In this example, we consider the following problem [9]. Let
f (z) =

36− z2 =

36− (x+ iy)2, |x| < 6,
0, |x| ≥ 6.
The analytic function,
√
36− z2 has a single valued determination in the complex planeminus the subset ofR, {x : |x| ≥ 6}.
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Fig. 5. Example 4.1: (a)–(b) Real parts and Imaginary part at y = 0.2 with parameter chosen by the a priori and a posteriori choice rule, respectively.
Table 2
The relative error for the Real parts of Example 4.2 for ϵ = 1%.
y 0.2 0.3 0.4 0.5 0.6 0.8 0.9 1.0
rel 0.0290 0.0475 0.0683 0.0907 0.1135 0.1603 0.1833 0.2065
Example 4.2 is a typical benchmark problem considered in Ref. [11]. The function f (z) in this example is a ‘piece’ of
the analytic, and the approximate inverse method is also effective. In fact, from Fig. 6 and Table 2, it can be seen that the
numerical results are satisfactory. In [11], this problem was solved by the Fourier regularization method, and achieved an
accurate solution when data were perturbed by ϵ = 0.01. Here we solve this problem by the approximate inverse method.
The numerical results are presented in Fig. 6, which show clearly that our method also produces comparable accuracy as
Ref. [11]. The values for the errors rel are presented in Table 2, obtained with ϵ = 1% noise added into the data. From this
table, one can conclude that, the smaller the y, the better the numerical results we can get.
5. Conclusions
In this paper, we study the application of the approximate inverse method to solve the problem of analytic continuation
which is severely ill-posed. A convergence theorem and an error estimationwith regularization parameter γ selected by the
priori rule and posteriori strategy are provided respectively. The numerical results obtained have shown that the proposed
scheme is a competitive alternative to existing methods for solving the problem of analytic continuation.
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Fig. 6. Example 4.2: (a) Real part at y = 0.2 with ϵ = 0.05, α = 0.001. (b) Imaginary part at y = 0.2 with ϵ = 0.05, α = 0.001.
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