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DIMENSIONS OF FIBERS OF GENERIC CONTINUOUS MAPS
RICHA´RD BALKA
Abstract. In an earlier paper Buczolich, Elekes, and the author described
the Hausdorff dimension of the level sets of a generic real-valued continuous
function (in the sense of Baire category) defined on a compact metric space
K by introducing the notion of topological Hausdorff dimension. Later on,
the author extended the theory for maps from K to Rn. The main goal of
this paper is to generalize the relevant results for topological and packing
dimensions and to obtain new results for sufficiently homogeneous spaces K
even in the case case of Hausdorff dimension.
Let K be a compact metric space and let us denote by C(K,Rn) the set of
continuous maps from K to Rn endowed with the maximum norm. Let dim∗
be one of the topological dimension dimT , the Hausdorff dimension dimH , or
the packing dimension dimP . Define
dn
∗
(K) = inf{dim∗(K \ F ) : F ⊂ K is σ-compact with dimT F < n}.
We prove that dn
∗
(K) is the right notion to describe the dimensions of the
fibers of a generic continuous map f ∈ C(K,Rn). In particular, we show that
sup{dim∗ f−1(y) : y ∈ Rn} = dn∗ (K) provided that dimT K ≥ n, otherwise
every fiber is finite. Proving the above theorem for packing dimension requires
entirely new ideas. Moreover, we show that the supremum is attained on the
left hand side of the above equation.
Assume dimT K ≥ n. If K is sufficiently homogeneous, then we can
say much more. For example, we prove that dim∗ f−1(y) = dn∗ (K) for a
generic f ∈ C(K,Rn) for all y ∈ int f(K) if and only if dn
∗
(U) = dn
∗
(K)
or dimT U < n for all open sets U ⊂ K. This is new even if n = 1 and
dim∗ = dimH . It is known that for a generic f ∈ C(K,R
n) the interior of
f(K) is not empty. We augment the above characterization by showing that
dimT ∂f(K) = dimH ∂f(K) = n−1 for a generic f ∈ C(K,R
n). In particular,
almost every point of f(K) is an interior point.
In order to obtain more precise results, we use the concept of generalized
Hausdorff and packing measures, too.
1. Introduction
Over the last three decades there has been a large interest in determining the
various fractal dimensions of graphs, images, and fibers of generic continuous maps
in the sense of Baire category. In the case of graphs see the papers of Mauldin and
Williams [23], Balka, Buczolich, and Elekes [3] for Hausdorff dimension, Humke and
Petruska [13], Liu, Tan, and Wu [20] for packing dimension, and Hyde, Laschos,
Olsen, Petrykiewicz, and Shaw [15] for box dimensions. Dimensions of images of
generic continuous maps were determined by Balka, Farkas, Fraser, and Hyde [5].
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This paper considers the case of fibers. Let dimT , dimH , and dimP denote
the topological, Hausdorff, and packing dimension, respectively. We adopt the
convention dim ∅ = −1 for all dimensions.
1.1. The Hausdorff dimension of fibers. In this subsection we present known
results about the Hausdorff dimension of fibers of generic maps and connect them
to our terminology. For a compact metric space K and n ∈ N+ let C(K,Rn) denote
the set of continuous maps from K to Rn equipped with the maximum norm. Since
this is a complete metric space, we can use Baire category arguments.
The following theorem is folklore.
Theorem 1.1. For a generic f ∈ C([0, 1],R) for all y ∈ f([0, 1]) we have
dimH f
−1(y) = 0.
The following higher dimensional version is due to Kirchheim [17, Theorem 2],
which requires more elaborate arguments.
Theorem 1.2 (Kirchheim). Let m,n ∈ N+ with m ≥ n. For a generic continuous
map f ∈ C([0, 1]m,Rn) for all y ∈ int f ([0, 1]m) we have
dimH f
−1(y) = m− n.
In order to generalize Kirchheim’s theorem for C(K,R), Balka, Buczolich, and
Elekes [4] introduced a new dimension for metric spaces, the topological Hausdorff
dimension. First recall the definition of topological dimension.
Definition 1.3. Set dimT ∅ = −1. The topological dimension of a non-empty
metric space X is defined by induction as
dimT X = inf{d : X has a basis U such that dimT ∂U ≤ d− 1 for all U ∈ U}.
The topological Hausdorff dimension is defined analogously. However, it is not
inductive, and it can attain non-integer values as well.
Definition 1.4. Set dimTH ∅ = −1. The topological Hausdorff dimension of a
non-empty metric space X is defined as
dimTH X = inf{d : X has a basis U such that dimH ∂U ≤ d− 1 for all U ∈ U}.
Then next theorem is due to Balka, Buczolich, and Elekes [4, Theorem 7.12].
Theorem 1.5 (Balka–Buczolich–Elekes). Let K be a compact metric space with
dimT K ≥ 1. Then for a generic f ∈ C(K,R) we have
(i) dimH f
−1(y) ≤ dimTH K − 1 for all y ∈ R,
(ii) for every d < dimTH K there exists a non-degenerate interval If,d such that
dimH f
−1(y) ≥ d− 1 for every y ∈ If,d.
In order to generalize the above theorem to higher dimensions, we consider the
following inductive definition due to Darji and Elekes [7]. The topological Hausdorff
dimension corresponds to the case n = 1.
Definition 1.6. Let dimnTH ∅ = −1 for all n ∈ N. Let dim0TH X = dimH X for each
non-empty metric space X . The nth inductive topological Hausdorff dimension is
defined inductively as
dimnTH X = inf
{
d : X has a basis U such that dimn−1TH ∂U ≤ d− 1 for all U ∈ U
}
.
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All above notions of dimension can attain the value ∞ as well, we adopt the
convention ∞ − 1 = ∞, hence d = ∞ is a member of the above sets. For more
information see [2]. Here we extend the definition of dn∗ to separable metric spaces.
Definition 1.7. Let n ∈ N+ and let X be a separable metric space. Let dim∗ be
one of dimT , dimH , or dimP . Then
dn∗ (X) = inf{dim∗(X \ F ) : F ⊂ X is an Fσ set with dimT F ≤ n− 1}.
As Hausdorff dimension admits Gδ hulls, [2, Theorem 4.4] yields the following.
Theorem 1.8. If n ∈ N+ and X is a separable metric space with dimT X ≥ n then
dnH(X) = inf{dimH(X \A) : A ⊂ X with dimT A < n} = dimnTH X − n.
Assume that K is a compact metric space and n ∈ N+. If dimT K < n then the
fibers of a generic f ∈ C(K,Rn) are all finite, see Theorem 4.1.
From now on suppose that dimT K ≥ n. By Theorem 1.8 the main theorem of
[2] can be formalized as follows, which extends Theorem 1.5.
Theorem 1.9 (Balka). Let n ∈ N+ and assume that K is a compact metric space
with dimT K ≥ n. Then for a generic f ∈ C(K,Rn) we have
(i) dimH f
−1(y) ≤ dnH(K) for all y ∈ Rn,
(ii) for every d < dnH(K) there exists a non-empty open set Uf,d ⊂ Rn such that
dimH f
−1(y) ≥ d for every y ∈ Uf,d.
1.2. The Main Theorem. We generalize Theorem 1.9 for topological and packing
dimensions as well, which is the main result of our paper.
Theorem 4.2 (Main Theorem, simplified version). Let n ∈ N+ and let K be a
compact metric space with dimT K ≥ n. Let dim∗ be one of dimT , dimH , or dimP .
Then for a generic f ∈ C(K,Rn) we have
(i) dim∗ f
−1(y) ≤ dn∗ (K) for all y ∈ Rn,
(ii) for every d < dn∗ (K) there exists a non-empty open set Uf,d ⊂ Rn such that
dim∗ f
−1(y) ≥ d for all y ∈ Uf,d.
Corollary 4.3. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Let dim∗ be one of dimT , dimH , or dimP . For a generic f ∈ C(K,Rn) we have
sup{dim∗ f−1(y) : y ∈ Rn} = dn∗ (K).
In Section 4 we prove Theorem 4.2 (i). In Subsection 4.1 we show the Main
Theorem for topological dimension. We simplify the proof of Theorem 1.9 by using
the rich theory of topological dimension and the following formula for dnT (K).
Theorem 3.8. If n ∈ N+ and X is a separable metric space with dimT X ≥ n then
dnT (X) = dimT X − n.
In Subsection 4.2 we prove the Main Theorem for packing dimension. We need
to apply different methods, because the packing dimension, unlike the topological
and Hausdorff dimensions, does not admit Gδ hulls. In fact, we prove a stronger
result using the concept of generalized packing measure Ph, see Section 2 for the
definition.
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Theorem 4.12. Let n ∈ N+ and let h be a left-continuous gauge function. Let K
be a compact metric space such that dimT U ≥ n and Ph(U) =∞ for all non-empty
open sets U ⊂ K. Then for a generic f ∈ C(K,Rn) for all y ∈ int f(K) we have
Ph(f−1(y)) =∞.
Moreover, the measures Ph|f−1(y) are not σ-finite.
The following theorem characterizes the infinite fibers of a generic f ∈ C(K,Rn).
Its first part follows from a result of Kato [18, Theorem 4.6], while the second part
is an easy corollary of Theorem 4.12.
Theorem 4.14. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then for a generic f ∈ C(K,Rn) we have
(i) #f−1(y) ≤ n if y ∈ ∂f(K),
(ii) #f−1(y) = 2ℵ0 if y ∈ int f(K).
1.3. Fibers on fractals. If K is sufficiently homogeneous, our Main Theorem can
be generalized. The following theorem is [2, Theorem 7.9]. The case n = 1 is due
to Balka, Buczolich, and Elekes [3, Theorem 3.6].
Theorem 1.10 (Balka). Let n ∈ N+ and let K be a self-similar compact metric
space with dimT K ≥ n. For a generic f ∈ C(K,Rn) for any y ∈ int f(K) we have
dimH f
−1(y) = dnH(K).
In Section 5 we characterize the compact sets for which the analogues of the
above statement hold. This is new even in the case of Hausdorff dimension and
n = 1. Let dim∗ be one of dimT , dimH , or dimP . For each f ∈ C(K,Rn) let
R∗(f) = {y ∈ f(K) : dim∗ f−1(y) = dn∗ (K)}.
If dn∗ (K) = 0 then the Main Theorem yields that dim∗ f
−1(y) = dn∗ (K) = 0 for
a generic f ∈ C(K,Rn) for all y ∈ f(K), so we may assume that dn∗ (K) > 0.
Theorem 5.2. Let n ∈ N+ and assume that dim∗ is one of dimT , dimH , or dimP .
Let K be a compact metric space with dn∗ (K) > 0. The following are equivalent:
(i) R∗(f) = int f(K) for a generic f ∈ C(K,Rn);
(ii) R∗(f) is dense in int f(K) for a generic f ∈ C(K,Rn);
(iii) dn∗ (U) = d
n
∗ (K) or dimT U < n for all open sets U ⊂ K.
Since dimT K ≥ n, we have int f(K) 6= ∅ for a generic f ∈ C(K,Rn), see
Theorem 4.10. Thus the first statement of the above theorem is never vacuous.
We obtain the following corollary. The extra assumption is that each non-empty
open subset of K has topological dimension at least n, which makes int f(K) dense
in f(K) for a generic f ∈ C(K,Rn).
Corollary 5.3. Let n ∈ N+ and assume that dim∗ is one of dimT , dimH , or dimP .
Let K be a compact metric space with dn∗ (K) > 0. The following are equivalent:
(1) R∗(f) = int f(K) and int f(K) is dense in f(K) for a generic f ∈ C(K,Rn);
(2) R∗(f) is dense in f(K) for a generic f ∈ C(K,Rn);
(3) dn∗ (U) = d
n
∗ (K) for all non-empty open sets U ⊂ K.
In particular, we obtain an extension of Kirchheim’s theorem for topological and
packing dimensions, see Corollary 5.4.
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1.4. The boundary of generic images. Kirchheim [17, Theorem 2] proved the
following result, which augments Theorem 1.2.
Theorem 1.11 (Kirchheim). Let m ≥ n be positive integers. Then for a generic
f ∈ C([0, 1]m,Rn) we have
dimH ∂f(K) = n− 1.
In Section 6 we generalize this theorem by replacing [0, 1]m with an arbitrary
compact metric space K satisfying dimT K ≥ n. We denote by Hh the generalized
Hausdorff measure, for the definition see Section 2.
Theorem 6.1. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then for a generic f ∈ C(K,Rn) we have
dimT ∂f(K) = dimH ∂f(K) = n− 1.
Moreover, let h be a gauge function with limr→0+ h(r)/r
n−1 = 0. Then for a generic
f ∈ C(K,Rn) we have Hh(∂f(K)) = 0 and Hn−1(∂f(K)) > 0.
For each f ∈ C(K,Rn) let
S∗(f) = {y ∈ f(K) : dim∗ f−1(y) < dn∗ (K)}.
Theorems 5.2 and 6.1 imply the following.
Corollary 6.3. Let n ∈ N+ and assume that dim∗ is one of dimT , dimH , or dimP .
Let K be a compact metric space with dn∗ (K) > 0. Exactly one of the following holds:
(a) dimH S∗(f) = n− 1 for a generic f ∈ C(K,Rn);
(b) intS∗(f) 6= ∅ for a generic f ∈ C(K,Rn).
Moreover, (a) is equivalent to the statements of Theorem 5.2.
1.5. Fibers of maximal dimension. In Section 7 we show that the supremum
is attained in Corollary 4.3.
Theorem 7.2. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Let dim∗ be one of dimT , dimH , or dimP . For a generic f ∈ C(K,Rn) we have
max{dim∗ f−1(y) : y ∈ Rn} = dn∗ (K).
If dim∗ = dimT and dimT K <∞ then the Main Theorem yields more.
Corollary 7.1. Assume that n ∈ N+ and K is a compact metric space satisfying
n ≤ dimT K <∞. Then for a generic f ∈ C(K,Rn) there is a non-empty open set
Uf ⊂ Rn such that for all y ∈ Uf we have
dimT f
−1(y) = dnT (K).
We show that otherwise Theorem 7.2 is sharp in general. For n = 1 the Hausdorff
dimension part of the next theorem follows from [3, Theorem 4.5].
Theorem 7.6. For each n ∈ N+ there is a compact set K ⊂ Rn+1 such that for
each f ∈ C(K,Rn) there is a yf ∈ Rn such that
(i) dnH(K) = 1 and d
n
P (K) = n+ 1,
(ii) dimH f
−1(y) < 1 for a generic f ∈ C(K,Rn) for all y ∈ Rn \ {yf},
(iii) dimP f
−1(y) < n+ 1 for every f ∈ C(K,Rn) for all y ∈ Rn \ {yf}.
Fact 7.7. There is a compact metric space K such that dimT K =∞, and for each
f ∈ C(K,Rn) there is a yf ∈ Rn such that dimT f−1(y) <∞ for all y ∈ Rn \ {yf}.
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1.6. An open question. We are curious whether Theorem 6.1 can be extended.
Question 1.12. Let n ≥ 2 be a positive integer and let K be a compact metric
space with dimT K ≥ n. Is it true that for a generic continuous map f ∈ C(K,Rn)
we have dimP ∂f(K) = n and the measure Hn−1|∂f(K) is not σ-finite?
2. Preliminaries
Let (X, ρ) be a metric space, and let A,B ⊂ X be arbitrary sets. We denote
by clA, intA, and ∂A the closure, interior, and boundary of A, respectively. The
diameter of A is denoted by diamA. We use the convention diam ∅ = 0. The
distance of the sets A and B is defined by dist(A,B) = inf{ρ(x, y) : x ∈ A, y ∈ B}.
Let B(x, r) = {y ∈ X : ρ(x, y) ≤ r}, and U(x, r) = {y ∈ X : ρ(x, y) < r}. We say
that A is a regular closed set if A = cl(intA). The set A is a regular closed set iff
there is an open set U ⊂ X such that A = clU .
Fact 2.1. Let X0 be a metric space and let k ∈ N+. Let Xk ⊂ Xk−1 ⊂ · · · ⊂ X0
such that Xk 6= ∅ and Xi is a regular closed set in the relative topology of Xi−1 for
all i ∈ {1, . . . , k}. Then Xk contains a non-empty open subset of X0.
Let X be a complete metric space. A set is somewhere dense if it is dense in
a non-empty open set, otherwise it is called nowhere dense. We say that M ⊂ X
is meager if it is a countable union of nowhere dense sets, and a set is of second
category if it is not meager. A set is called co-meager if its complement is meager.
By Baire’s category theorem a set is co-meager iff it contains a dense Gδ set. We
say that a generic element x ∈ X has property P if {x ∈ X : x has property P}
is co-meager. The set A ⊂ X has the Baire property if A = U∆M where U is
open and M is meager. If A ∩ U contains a set which is of second category and
has the Baire property for all non-empty open sets U ⊂ X , then A is co-meager.
A separable, complete metric space is called a Polish space. If X is a Polish space
and A ⊂ X , then A is analytic if it is a continuous image of a Polish space. Let
σ(A) denote the σ-algebra generated by the analytic sets. Clearly σ(A) is closed
under taking continuous images. Every analytic set has the Baire property, so sets
in σ(A) have the Baire property, too. For more information see [16].
If E ⊂ X × Y then for x ∈ X let Ex = {y ∈ Y : (x, y) ∈ E}, and for y ∈ Y let
Ey = {x ∈ X : (x, y) ∈ E}. Let 0 denote the origin of Rn.
If X is a metric space and A,B are disjoint subsets of X then we say that P ⊂ X
is a partition between A and B if there are open sets U , V such that A ⊂ U , B ⊂ V ,
U ∩ V = ∅, and P = X \ (U ∪ V ).
Topological dimension admits Gδ hulls, see [8, Theorem 1.5.11].
Theorem 2.2 (Enlargement theorem). Let X be a metric space with a separable
subspace Y ⊂ X. There is a Gδ set G ⊂ X such that Y ⊂ G and dimT G = dimT Y .
For the following theorem see [8, Theorem 1.5.3].
Theorem 2.3 (Countable stability for Fσ sets). Let X be a separable metric space
and let Xi ⊂ X be Fσ subsets such that X =
⋃∞
i=1Xi. Then
dimT X = sup
i≥1
dimT Xi.
The next result is [8, Theorem 1.5.10].
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Theorem 2.4 (Addition theorem). If X,Y are separable subspaces of a metric
space then
dimT (X ∪ Y ) ≤ dimT X + dimT Y + 1.
See [8, Theorem 1.5.13] for the following.
Theorem 2.5 (Separation theorem). Let X be a metric space with a separable
subspace Y ⊂ X and let n ∈ N+. If dimT Y ≤ n, then for every pair (A,B)
of disjoint closed subsets of X there is a partition P between A and B such that
dimT (P ∩ Y ) ≤ n− 1.
The following theorem is [8, Theorem 1.5.8].
Theorem 2.6 (Decomposition theorem). Let X be a separable metric space and
let n ∈ N+. Then the following statements are equivalent:
(i) dimT X ≤ n;
(ii) X = Z1 ∪ · · · ∪ Zn+1 such that dimT Zi ≤ 0 for all i ∈ {1, . . . , n+ 1}.
For the next theorem see [8, Theorem 1.7.9].
Theorem 2.7 (Theorem on partitions). Let X be a separable metric space and let
n ∈ N+. Then the following statements are equivalent:
(i) dimT X ≤ n;
(ii) for every sequence (A1, B1), . . . , (An+1, Bn+1) of n+1 pairs of disjoint closed
subsets of X there are partitions Pi between Ai and Bi such that
⋂n+1
i=1 Pi = ∅.
Let X be a metric space and let A ⊂ X . We use the convention 00 = 1, and
inf ∅ =∞. We say that h : [0,∞)→ [0,∞) is a gauge function if it is non-decreasing.
We define the h-Hausdorff measure of A as
Hh(A) = lim
δ→0+
Hhδ (A), where
Hhδ (A) = inf
{
∞∑
i=1
h(diamAi) : A ⊂
∞⋃
i=1
Ai, ∀i diamAi ≤ δ
}
.
If h(x) = xs for some s ≥ 0 then we use the notation Hh = Hs and Hhδ = Hsδ. The
Hausdorff dimension of a non-empty A is defined as
dimH A = inf{s ≥ 0 : Hs(A) = 0}.
The regularity of Hsδ easily implies that every set is contained in a Gδ set of the
same Hausdorff dimension, and it is easy to see that countable stability holds.
For every δ > 0, a δ-packing of A is a countable collection of disjoint balls
{B(xi, ri)}i≥1 with centers xi ∈ A and radii 0 ≤ ri ≤ δ. For a gauge function h let
P h0 (∅) = 0 and define the h-packing number of a non-empty A as
P h0 (A) = lim
δ→0+
P hδ (A), where
P hδ (A) = sup
{
∞∑
i=1
h(ri) : {B(xi, ri)}i≥1 is a δ-packing of A
}
.
As the countable subadditivity does not hold for P h0 , we consider the following
modification. The h-packing measure of A is defined as
Ph(A) = inf
{
∞∑
i=1
P h0 (Ai) : A =
∞⋃
i=1
Ai
}
.
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If h(x) = xs for some s ≥ 0 then we use the notation Ps = Ph. The packing
dimension of a non-empty A is defined as
dimP A = sup{s ≥ 0 : Ps(A) =∞}.
Countable stability holds for packing dimension, but it does not admit Gδ hulls.
Fact 2.8. Let h be a left-continuous gauge function and let X be a metric space.
Then P h0 (A) = P
h
0 (clA) for all A ⊂ X.
For the following see [11, Lemma 4].
Lemma 2.9. Let K be a compact metric space and let h be a left-continuous gauge
function. If P h0 (U) = ∞ for all non-empty open sets U ⊂ K, then Ph|K is not
σ-finite.
The following lemma is [6, Lemma 2.8.1 (ii)].
Lemma 2.10. If X is a separable metric space satisfying dimP X > s, then there
is a closed set C ⊂ X such that dimP (C∩U) > s for all open sets U with C∩U 6= ∅.
For the following lemma see [12].
Lemma 2.11. Let X be a non-empty metric space and let n ∈ N+. Then
dimP (X × [0, 1]n) = dimP X + n.
For more information on Hausdorff and packing dimensions see [6], [10], and [21].
The following lemma is standard, see e.g. [5, Lemma 3.8].
Lemma 2.12. Let X,Y be complete metric spaces and let R : X → Y be a contin-
uous open map. If B ⊂ Y is co-meager, then R−1(B) ⊂ X is co-meager, too.
As Tietze’s extension theorem holds in Rn, Lemma 2.12 implies the following.
Corollary 2.13. Let K1 ⊂ K2 be compact metric spaces, and let n ∈ N+. Define
R : C(K2,R
n)→ C(K1,Rn), R(f) = f |K1 .
If F1 ⊂ C(K1,Rn) is co-meager, then R−1(F1) ⊂ C(K2,Rn) is co-meager, too.
For the following theorem see [18, Proposition 3.2].
Theorem 2.14 (Kato). Let n ∈ N+ and let K be a compact metric space. Then
for a generic f ∈ C(K,Rn) we have dimT f(K) ≤ dimT K.
Lemma 2.15. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Let V be the maximal open set V ⊂ K with dimT V < n and let C = K \ V . Then
(i) dimT (C ∩ U) ≥ n for all open sets U ⊂ K intersecting C,
(ii) int f(C) = int f(K) for a generic f ∈ C(K,Rn).
Proof. The maximal open set V ⊂ K with dimT V < n can be defined as
V =
⋃
{W ⊂ K : W is open and dimT W < n}.
Indeed, the countable stability of topological dimension for Fσ sets and the Lindelo¨f
property of V imply that dimT V < n.
First we prove (i). Assume to the contrary that there is an open set U ⊂ K
intersecting C such that dimT (C ∩U) < n. Clearly dimT (U \C) ≤ dimT V < n, so
the countable stability of topological dimension for Fσ sets implies that dimT U < n.
Then U ⊂ V by definition, thus C ∩ U = ∅. This is a contradiction, so (i) holds.
DIMENSIONS OF FIBERS OF GENERIC CONTINUOUS MAPS 9
Now we show (ii). LetKi be compact sets such that V =
⋃∞
i=1Ki. Theorem 2.14
and Corollary 2.13 imply that for all i ∈ N+ a generic f ∈ C(K,Rn) satisfies
dimT f(Ki) ≤ n − 1. As a countable intersection of co-meager sets is co-meager
and topological dimension is countably stable for closed sets, the set
F = {f ∈ C(K,Rn) : dimT f(V ) ≤ n− 1}
is co-meager in C(K,Rn). Assume f ∈ F and U = int f(K), we need to prove
that U ⊂ f(C). Since dimT f(V ) < n, the set U \ f(V ) is dense in U , and clearly
U \ f(V ) ⊂ f(C). As f(C) is compact, we have U ⊂ f(C). This proves (ii). 
3. Some basic properties of dn∗
Although our main examples for dim∗ will be dimT , dimH , and dimP , we might
consider more general dimensions as well.
Definition 3.1. We say that dim∗ is a notion of dimension, if
(i) dim∗ ∅ = −1 and dim∗{x} = 0 for each singleton x,
(ii) dim∗X ≤ dim∗ Y for all separable metric spaces X ⊂ Y .
We can extend Definition 1.7 as follows.
Definition 3.2. Let n ∈ N+, let X be a separable metric space, and let dim∗ be a
notion of dimension. Then
dn∗ (X) = inf{dim∗(X \ F ) : F ⊂ X is an Fσ set with dimT F ≤ n− 1}.
Fact 3.3. The infimum is attained in the above definition, that is,
dn∗ (X) = min{dim∗(X \ F ) : F ⊂ X is an Fσ set with dimT F ≤ n− 1}.
Proof. Assume that Fi ⊂ X are Fσ-sets such that dimT Fi ≤ n − 1 for all i ∈ N+
and dim∗(X \ Fi) → dn∗ (X) as i → ∞. Let F =
⋃∞
i=1 Fi, then F is Fσ, too. As
X is separable, the countable stability of topological dimension for Fσ sets implies
that dimT F ≤ n− 1. The monotonicity of dim∗ yields that
dim∗(X \ F ) ≤ inf
i≥1
dim∗(X \ Fi) = dn∗ (X),
which completes the proof. 
Fact 3.4. Let X be a separable metric space, let dim∗ be a notion of dimension,
and let n ∈ N+. Then
dn∗ (X) = −1⇐⇒ dimT X ≤ n− 1 and dn∗ (X) ≥ 0⇐⇒ dimT X ≥ n.
The following fact easily follows from the definition of dn∗ .
Fact 3.5 (Monotonicity). Let dim∗ be a notion of dimension and let X ⊂ Y be
separable metric spaces. Then dn∗ (X) ≤ dn∗ (Y ) for all n ∈ N+.
For the following theorem see [14, Theorem VII 2.] and [10].
Theorem 3.6. For every separable metric space X we have
dimT X ≤ dimH X ≤ dimP X.
The above theorem immediately implies the following.
Fact 3.7. For every separable metric space X and n ∈ N+ we have
dnT (X) ≤ dnH(X) ≤ dnP (X).
10 RICHA´RD BALKA
We are able to explicitly calculate dnT (X).
Theorem 3.8. If n ∈ N+ and X is a separable metric space with dimT X ≥ n then
dnT (X) = dimT X − n.
Proof. By Fact 3.3 there exists an Fσ set F ⊂ X such that dimT F ≤ n − 1 and
dnT (X) = dimT (X \ F ). By the addition theorem we have
dimT X ≤ dimT (X \ F ) + dimT F + 1 ≤ dnT (X) + n.
Hence dnT (X) ≥ dimT X − n.
For the other direction let dimT X = d. The decomposition theorem implies
that X can be represented as a union X = Z1 ∪ · · · ∪ Zd+1, where dimT Zi ≤ 0 for
all 1 ≤ i ≤ d + 1. As topological dimension admits Gδ hulls, there exists a Gδ set
G ⊂ X such that Zn+1 ∪ · · · ∪ Zd+1 ⊂ G and dimT G = dimT (Zn+1 ∪ · · · ∪ Zd+1).
Then F = X \G is an Fσ set. Monotonicity and the addition theorem yield that
dimT F ≤ dimT (Z1 ∪ · · · ∪ Zn) ≤ n− 1.
Similarly, we have
dimT (X \ F ) = dimT G = dimT (Zn+1 ∪ · · · ∪ Zd+1) ≤ d− n = dimT X − n.
Therefore F witnesses that dnT (X) ≤ dimT X − n. 
Theorem 1.8 and [2, Theorem 3.5] imply an upper estimate for dnH(X).
Theorem 3.9. If n ∈ N+ and X is a separable metric space with dimT X ≥ n then
dnH(X) ≤ dimH X − n.
By the product of two metric spaces (X, dX) and (Y, dY ) we mean the ℓ
2-product
dX×Y ((x1, y1), (x2, y2)) =
√
d2X(x1, x2) + d
2
Y (y1, y2).
It turns out that the upper estimate of Theorem 3.9 is sharp for product sets of the
form X × [0, 1]n. For the following lemma see [2, Lemma 5.2].
Lemma 3.10. Let X be a non-empty separable metric space and let n ∈ N+. Then
dnH(X × [0, 1]n) = dimH X.
For dnP (X) there is no non-trivial upper bound, d
n
P (X) = dimP X is possible.
We show that this is the case for product sets of the form X × [0, 1]n.
Lemma 3.11. Let X be a non-empty Polish space and let n ∈ N+. Then
dnP (X × [0, 1]n) = dimP (X × [0, 1]n) = dimP X + n.
Proof. Lemma 2.11 implies that dnP (X× [0, 1]n) ≤ dimP (X× [0, 1]n) = dimP X+n.
For the other direction let Z = X × [0, 1]n and let d < dimP X be fixed, it is
enough to prove that dnP (Z) ≥ d+n. Let F ⊂ Z be an Fσ set with dimT F ≤ n−1,
it is sufficient to show that Pd+n(Z \ F ) = ∞. Let {Ai}i≥1 be an arbitrary cover
of Z \ F , it is enough to prove that
(3.1) P d+n0 (Ai) =∞ for some i.
By Lemma 2.10 there is a closed set Y ⊂ X such that every non-empty relatively
open set U in Y satisfies dimP U > d. Now we prove that for every non-empty
relatively open set V ⊂ Y × [0, 1]n we have
(3.2) P d+n0 (V ) =∞.
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Indeed, there is a relatively open set U in Y and a cube Q ⊂ [0, 1]n such that
U ×Q ⊂ V , so applying Lemma 2.11 we obtain that
dimP V ≥ dimP (U ×Q) = dimP U + n > d+ n.
Therefore Pd+n(V ) =∞, so P d+n0 (V ) =∞. Hence (3.2) holds.
Clearly dimT F ≤ n− 1 yields that F is meager in {y} × [0, 1]n for all y ∈ Y , so
F is meager in Y × [0, 1]n by the Kuratowski–Ulam Theorem [16, Theorem 8.41].
Since Y × [0, 1]n is complete, Baire’s category theorem implies that for some i the
set Ai is somewhere dense in Y × [0, 1]n, so there is a non-empty relatively open
set V ⊂ Y × [0, 1]n such that V ⊂ clAi. Thus Fact 2.8 and (3.2) yield that
P d+n0 (Ai) = P
d+n
0 (clAi) ≥ P d+n0 (V ) =∞.
Hence (3.1) holds, and the proof is complete. 
Theorem 3.12. Let n ∈ N+ and let dim∗ be a notion of dimension. Assume that
one of the following holds:
(i) dim∗ is countably stable,
(ii) dim∗ is countably stable for closed sets and admits Gδ hulls.
Then dn∗ is countably stable for closed sets.
Proof. Let X be a separable metric space and assume that Xi ⊂ X are closed such
that X =
⋃∞
i=1Xi, we have to prove that d
n
∗ (X) = supi d
n
∗ (Xi).
Monotonicity clearly implies dn∗ (X) ≥ supi dn∗ (Xi), so it is enough to prove the
other direction. By Fact 3.3 for each i ∈ N+ there exists an Fσ set Fi ⊂ Xi such
that dimT Fi ≤ n − 1 and dim∗(Xi \ Fi) = dn∗ (Xi). Let F =
⋃∞
i=1 Fi. As Xi
are closed, F is Fσ in X . As Fi are Fσ in F as well, the countable stability of
topological dimension for Fσ-sets implies that dimT F ≤ n− 1.
First assume that dim∗ is countably stable, then
dn∗ (X) ≤ dim∗(X \ F ) = sup
i≥1
dim∗(Xi \ F ) = sup
i≥1
dn∗ (Xi)
completes the proof.
Now assume that dim∗ is countably stable for closed sets and admits Gδ hulls.
As the topological dimension admits Gδ hulls, there exists a Gδ set G ⊂ X such
that F ⊂ G and dimT G ≤ n− 1. Clearly dim∗ is countably stable for Fσ sets, too.
This and monotonicity yield that
(3.3) dim∗(X \G) = sup
i≥1
dim∗(Xi \G) ≤ sup
i≥1
dim∗(Xi \ Fi) = sup
i≥1
dn∗ (Xi).
Using countable stability for Fσ sets again implies that there is a Gδ set H ⊂ X
such that X \G ⊂ H and dim∗H = dim∗(X \G). Then X \H is Fσ and we have
dimT (X \H) ≤ dimT G ≤ n−1. Thus the definition of dn∗ (X) and (3.3) imply that
dn∗ (X) ≤ dim∗H = dim∗(X \G) ≤ sup
i≥1
dn∗ (Xi).
The proof is complete. 
Corollary 3.13. Let n ∈ N+ and let dim∗ be one of dimT , dimH , or dimP . Then
dn∗ is countably stable for Fσ sets.
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4. The Main Theorem
The goal of this section is to describe the dimensions of the fibers of a generic
f ∈ C(K,Rn) by proving our Main Theorem. Note that the case dimT K < n is
completed by the following theorem of Hurewicz [19, page 124].
Theorem 4.1 (Hurewicz). Let n ∈ N+ and let K be a compact metric space with
dimT K < n. Then #f
−1(y) ≤ n for a generic f ∈ C(K,Rn) for all y ∈ Rn.
Consider the following technical version of the Main Theorem.
Theorem 4.2 (Main Theorem). Let n ∈ N+ and let K be a compact metric space
with dimT K ≥ n. Let dim∗ be one of dimT , dimH , or dimP . Then there exists a
Gδ set G ⊂ K with dim∗G = dn∗ (K) such that for a generic f ∈ C(K,Rn) we have
(i) #(f−1(y) \G) ≤ n for all y ∈ Rn, thus dim∗ f−1(y) ≤ dn∗ (K) for all y ∈ Rn,
(ii) for every d < dn∗ (K) there exists a non-empty open set Uf,d ⊂ Rn such that
dim∗ f
−1(y) ≥ d for all y ∈ Uf,d.
Corollary 4.3. Let K be a compact metric space with dimT K ≥ n. Let dim∗ be
one of dimT , dimH , or dimP . Then for a generic f ∈ C(K,Rn) we have
sup{dim∗ f−1(y) : y ∈ Rn} = dn∗ (K).
Theorem 4.1 yields the following corollary, which states that a generic continuous
map f ∈ C(K,Rn) is almost injective on any given Fσ set of topological dimension
smaller than n.
Corollary 4.4. Let K be a compact metric space and let n ∈ N+. Assume that
F ⊂ K is an Fσ set such that dimT F < n. Then #(f−1(y)∩F ) ≤ n for a generic
f ∈ C(K,Rn) for all y ∈ Rn.
Proof. Choose compact sets Ki such that F =
⋃∞
i=1Ki and Ki ⊂ Ki+1 for all i.
For all i ∈ N+ let
Fi = {f ∈ C(Ki,Rn) : #f−1(y) ≤ n for all y ∈ Rn},
and define
Ri : C(K,R
n)→ C(Ki,Rn), Ri(f) = f |Ki.
Finally, let us define
F =
∞⋂
i=1
R−1i (Fi) ⊂ C(K,Rn).
As dimT Ki ≤ dimT F ≤ n−1, Theorem 4.1 yields that the sets Fi ⊂ C(Ki,Rn) are
co-meager. Corollary 2.13 implies that R−1i (Fi) ⊂ C(K,Rn) are co-meager, too.
As a countable intersection of co-meager sets F ⊂ C(K,Rn) is also co-meager. Fix
f ∈ F , we have #(f−1(y)∩Ki) ≤ n for all y ∈ Rn and i ∈ N+. Thus
⋃∞
i=1Ki = F
and Ki ⊂ Ki+1 imply that #(f−1(y) ∩ F ) ≤ n for all f ∈ F and y ∈ Rn. 
Therefore we may remove an Fσ set F of topological dimension smaller than n
from K, and the dimension of K \ F estimates the dimension of the fibers of a
generic continuous map from above. This yields the first half of the Main Theorem.
Proof of Main Theorem (i). By Fact 3.3 there is an Fσ set F ⊂ K such that
dimT F ≤ n− 1 and dn∗ (K) = dim∗(K \ F ). Let G = K \ F , then dim∗G = dn∗ (K)
and Corollary 4.4 implies that for a generic f ∈ C(K,Rn) for all y ∈ Rn we have
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#(f−1(y) \ G) = #(f−1(y) ∩ F ) ≤ n. As dimT K ≥ n yields G 6= ∅, we have
dim∗ f
−1(y) ≤ dim∗G = dn∗ (K) for a generic f ∈ C(K,Rn) for all y ∈ Rn. 
The second part of the Main Theorem is much deeper, it states that the easy
upper bound of the first part is always sharp. In case of Hausdorff dimension this is
the main result of [2], see Theorem 1.9. In the following two subsections we prove
the Main Theorem in case of topological and packing dimensions.
4.1. Topological dimension. The goal of this subsection is to prove Theorem 4.5,
which is the second part of the Main Theorem for topological dimension. The proof
is based on the proof of [2, Theorem 6.12], but it is much shorter. This is because we
can use the powerful theory of topological dimension, which in particular implied
Theorem 3.8.
Theorem 4.5. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then for a generic f ∈ C(K,Rn) for all d < dnT (K) there is a non-empty open set
Uf,d ⊂ Rn such that for all y ∈ Uf,d we have dimT f−1(y) ≥ d.
First we need some preparation. Assume that K is fixed with dimT K ≥ n.
Definition 4.6. We say that f ∈ C(K,Rn) is d-level narrow if there is a dense set
Sf ⊂ Rn such that dimT f−1(y) ≤ d for all y ∈ Sf . Let Nn(d) be the set of d-level
narrow maps. Let
Nn = {d : Nn(d) is somewhere dense in C(K,Rn)},
Dn = {d : ∃ an Fσ set F ⊂ K with dimT F ≤ n− 1 and dimT (K \ F ) ≤ d}.
We adopt the convention that ∞ ∈ Nn, Dn.
Theorem 4.7. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then
dnT (K) = minNn.
The following two lemmas and Fact 3.3 imply Theorem 4.7.
Lemma 4.8. Dn ⊂ Nn.
Proof. Assume that d ∈ Dn and d <∞. The first part of the Main Theorem yields
that for a generic f ∈ C(K,Rn) we have dimT f−1(y) ≤ d for all y ∈ Rn. Therefore
Nn(d) is co-meager, thus everywhere dense in C(K,Rn). Hence d ∈ Nn. 
The proof of the following lemma is based on the proof of [2, Lemma 6.11].
Lemma 4.9. Nn ⊂ Dn.
Proof. Assume that d ∈ Nn is a natural number, by Fact 3.3 it is enough to prove
that dnT (K) ≤ d. As dnT (K) = dimT K − n by Theorem 3.8, it is enough to show
that dimT K ≤ n + d. Fix f ∈ C(K,Rn) and ε > 0 such that Nn(d) is dense in
B(f, ε). The uniform continuity of f implies that there is a δ > 0 such that if A ⊂ K
with diamA ≤ δ then diam f(A) < ε/n. Decompose K into finitely many compact
sets with diameter less than or equal to δ. As topological dimension is (countably)
stable for closed sets, there is a compact set C ⊂ K such that diamC ≤ δ and
dimT C = dimT K. Thus we may assume that diamK ≤ δ, so diam f(K) < ε/n.
Let (A1, B1), . . . , (An+d+1, Bn+d+1) be arbitrary pairs of disjoint closed subsets
of K, then by the theorem on partitions it is enough to prove that there exist
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partitions Pi ⊂ K between Ai and Bi such that
⋂n+d+1
i=1 Pi = ∅. First we show that
it is enough to find partitions Pi ⊂ K between Ai and Bi for 1 ≤ i ≤ n such that
(4.1) dimT
(
n⋂
i=1
Pi
)
≤ d.
Indeed, assuming (4.1) and applying the separation theorem (d + 1)-times yields
that for all 1 ≤ j ≤ d+ 1 there are partitions Pn+j between An+j and Bn+j with
dimT
(
n+j⋂
i=1
Pi
)
≤ d− j.
Therefore dimT (
⋂n+d+1
i=1 Pi) = −1, so
⋂n+d+1
i=1 Pi = ∅.
Finally, we prove (4.1). Let f1, . . . , fn ∈ C(K,R) be such that f = (f1, . . . , fn)
and observe that we may construct for all i ∈ {1, . . . , n} functions gi ∈ C(K,R)
such that
(i) max gi(Ai) < min gi(Bi);
(ii) gi ∈ B(fi, ε/n);
(iii) The map g = (g1, . . . , gn) ∈ C(K,Rn) satisfies g ∈ Nn(d).
Indeed, as diam fi(K) ≤ diam f(K) < ε/n, for every i ∈ {1, . . . , n} we can define
gi first on Ai ∪ Bi and then we can extend it to K by Tietze’s extension theorem
such that (i) and (ii) hold. Property (ii) implies that g = (g1, . . . , gn) ∈ B(f, ε).
As g ∈ B(f, ε) and Nn(d) is dense in B(f, ε), we may assume that g ∈ Nn(d), so
(iii) holds.
As g ∈ Nn(d), there is a dense set Sg ⊂ Rn such that dimT g−1(s) ≤ d for all
s ∈ Sg. We can choose s = (s1, . . . , sn) ∈ Sg such that for every i ∈ {1, . . . , n} its
ith coordinate si satisfies max gi(Ai) < si < min gi(Bi). For all i ∈ {1, . . . , n} let
Si = {(y1, . . . , yn) ∈ g(K) : yi = si}.
Then (i) implies that Si is a partition between g(Ai) and g(Bi) in g(K) for every
i ∈ {1, . . . , n}. For all i define Pi = g−1(Si). Then Pi is a partition between Ai
and Bi such that
n⋂
i=1
Pi =
n⋂
i=1
g−1(Si) = g
−1
(
n⋂
i=1
Si
)
= g−1(s).
Therefore s ∈ Sg implies that
dimT
(
n⋂
i=1
Pi
)
≤ dimT g−1(s) ≤ d.
Thus (4.1) holds, and the proof is complete. 
Now we are ready to prove Theorem 4.5.
Proof of Theorem 4.5. By Theorem 4.7 we have dnT (K) = minNn. Let us choose a
sequence dk ր dnT (K), then Nn(dk) is nowhere dense by the definition of Nn. Thus
for every f ∈ C(K,Rn) \ Nn(dk) there exists a non-empty open set Uf,dk ⊂ Rn
such that dimT f
−1(y) ≥ dk for every y ∈ Uf,dk . But then the theorem holds for
every f ∈ C(K,Rn) \ (⋃∞k=1Nn(dk)), and this latter set is co-meager. 
Theorem 4.5 clearly implies the following known result, which will be useful later.
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Theorem 4.10. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then int f(K) 6= ∅ for a generic f ∈ C(K,Rn).
The origins of the above theorem date back to Hurewicz and Wallman [14], and
Alexandroff [1]. See the remark after [5, Theorem 1.7] for more explanation.
4.2. Packing dimension. The main goal of this subsection is to prove the follow-
ing theorem, which is the second part of the Main Theorem for packing dimension.
Topological and Hausdorff dimensions admit Gδ hulls, which was crucial in the
proof of the Main Theorem for these dimensions. Since packing dimension does not
admit Gδ hulls, we need to come up with different arguments.
Theorem 4.11. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
For a generic f ∈ C(K,Rn) for every d < dnP (K) there exists a non-empty open set
Uf,d ⊂ Rn such that for all y ∈ Uf,d we have dimP f−1(y) ≥ d.
Actually, we prove a stronger statement by using the concept of generalized
packing measure.
Theorem 4.12. Let n ∈ N+ and let h be a left-continuous gauge function. Let K
be a compact metric space such that dimT U ≥ n and Ph(U) =∞ for all non-empty
open sets U ⊂ K. Then for a generic f ∈ C(K,Rn) for all y ∈ int f(K) we have
Ph(f−1(y)) =∞.
Moreover, the measures Ph|f−1(y) are not σ-finite.
Remark 4.13. Haase [11] proved that if Ph is not σ-finite on K, then K contains
2ℵ0 disjoint compact subsets with non-σ-finite Ph measure. If K also satisfies the
conditions of Theorem 4.12, then a generic f ∈ C(K,Rn) provides 2ℵ0 disjoint
fibers of non-σ-finite Ph measure.
The first part of the next theorem follows from a result of Kato [18, Theorem 4.6].
The second part might be known as well, but we could not find it in the literature.
However, it easily follows from Theorem 4.12.
Theorem 4.14. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then for a generic f ∈ C(K,Rn) we have
(i) #f−1(y) ≤ n if y ∈ ∂f(K),
(ii) #f−1(y) = 2ℵ0 if y ∈ int f(K).
Proof. We only need to prove (ii). By Lemma 2.15 and Corollary 2.13 we may
assume that dimT U ≥ n for all non-empty open sets U ⊂ K. Let h(x) = 1 for all
x ≥ 0. Applying Theorem 4.12 for h yields that for a generic f ∈ C(K,Rn) for all
y ∈ int f(K) the measures Ph|f−1(y) are not σ-finite. As Ph = P0 is the counting
measure, each f−1(y) is uncountable. Then #f−1(y) = 2ℵ0 by [16, Corollary 6.5],
and (ii) follows. 
Now we prove Theorem 4.11 based on Theorem 4.12. We need the following.
Lemma 4.15. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
If d < dnP (K) then there exists a compact set C ⊂ K such that for every open set
U intersecting C we have dimT (C ∩ U) ≥ n and dimP (C ∩ U) > d.
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Proof. Define
W = {W ⊂ K :W is open and there exists an Fσ set F ⊂W
such that dimT F ≤ n− 1 and dimP (W \ F ) ≤ d}.
The countable stability of topological dimension for Fσ sets and the countable
stability of the packing dimension imply that W is closed for taking countable
unions. Let V =
⋃W , then the Lindelo¨f property of V implies that V ∈ W .
Clearly we have W ∈ W if and only if W ⊂ V . Define C = K \V , then d < dnP (K)
yields that C is a non-empty compact set. Let U be an open set intersecting C, we
need to show that dimT (C ∩U) ≥ n and dimP (C ∩U) > d. We prove the stronger
statement that there is no Fσ set F1 ⊂ C ∩ U such that
(4.2) dimT F1 ≤ n− 1 and dimP ((C ∩ U) \ F1) ≤ d.
Assume to the contrary that there exists such a set F1. As U \ C ⊂ V is open, we
have U \ C ∈ W . Thus there exists an Fσ set F2 ⊂ U \ C such that
(4.3) dimT F2 ≤ n− 1 and dimP ((U \ C) \ F2) ≤ d.
Then F = F1 ∪ F2 is an Fσ set in U , and the countable stability of topological
dimension for Fσ sets yields that dimT F ≤ n − 1. The countable stability of
packing dimension and the second inequalities of (4.2) and (4.3) imply that
dimP (U \ F ) = max{dimP ((C ∩ U) \ F1), dimP ((U \ C) \ F2)} ≤ d.
Therefore F witnesses U ∈ W , so U ⊂ V . Hence C∩U = ∅, which is a contradiction.
The proof is complete. 
Proof of Theorem 4.11. As a countable intersection of co-meager sets is co-meager,
it is enough to prove the theorem for a fixed d < dnP (K). By Lemma 4.15 and
Corollary 2.13 we may assume that dimT U ≥ n and dimP U > d for all non-empty
open sets U ⊂ K. Applying Theorem 4.12 for h(x) = xd implies that for a generic
f ∈ C(K,Rn) for all y ∈ int f(K) we have Pd(f−1(y)) = ∞, so dimP f−1(y) ≥ d.
Theorem 4.10 implies that the open set Uf = int f(K) is not empty for a generic
f ∈ C(K,Rn), which finishes the proof. 
In the remaining part of this subsection we prove Theorem 4.12. First we need
some preparation.
Definition 4.16. Assume that a compact metric space K and n ∈ N+ are given.
For all m ∈ N+ define
Dm = {f ∈ C(K,Rn) : there exists an ε > 0 such that
g(K) \B(∂g(K), 1/m) ⊂ f(K) for all g ∈ B(f, ε)}.
If f ∈ Dm then there is a witness ε(f,m) > 0 corresponding to the definition.
The following lemma is [2, Lemma 7.11].
Lemma 4.17. Let K be a compact metric space in which every non-empty open
set is uncountable. Then Dm = Dm(K,n) is dense in C(K,Rn) for all m,n ∈ N+.
Lemma 4.18. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then for each y ∈ Rn and r > 0 there exists an onto map f : K → B(y, r) such
that B(y, r − t) ⊂ g(K) for all 0 < t < r and g ∈ B(f, t).
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Proof. By [14, Theorem VI 2.] there exists a continuous map f : K → Rn with
a stable value, that is, there exist y0 ∈ Rn and r0 > 0 such that y0 ∈ g(K) for
all g ∈ B(f, r0). We may assume that y0 = y and r0 = r by composing f with
affine maps of Rn. We show that for all 0 < t < r and g ∈ B(f, t) we have
B(y, r − t) ⊂ g(K). Assume to the contrary that there is a t ∈ (0, r), a map
g ∈ B(f, t), and z ∈ B(y, r − t) \ g(K). Let h(x) = g(x) + (y − z). Clearly
h ∈ B(g, r − t) ⊂ B(f, r), so y ∈ h(K). Let x ∈ K such that h(x) = y. Then
g(x) = h(x)− y + z = z, so z ∈ g(K), which is a contradiction.
In particular, B(y, r − t) ⊂ f(K) for all 0 < t < r. As f(K) is closed, we have
B(y, r) ⊂ f(K). We may assume that f(K) = B(y, r) by replacing f with p ◦ f ,
where p is the radial projection of Rn onto B(y, r). This concludes the proof. 
Lemma 4.19. Let n ∈ N+ and let ε > 0. Assume that h is a left-continuous gauge
function and K is a compact metric space such that dimT U ≥ n and Ph(U) =∞
for every non-empty open set U ⊂ K. Assume that U ⊂ C(K,Rn) is open, and
V ⊂ Rn is a non-empty open set such that V ⊂ f(K) for some f ∈ U . Then there
is an open set V ⊂ U and N ∈ N+, for each 1 ≤ i ≤ N there is an Ni ∈ N+ and
an open set Vi ⊂ Rn, and for each 1 ≤ i ≤ N and 1 ≤ j ≤ Ni there is a non-empty
regular closed set Bij ⊂ K such that
(i) V =
⋃N
i=1 Vi,
(ii) diamBij ≤ ε for all 1 ≤ i ≤ N and 1 ≤ j ≤ Ni,
(iii) Bij ∩Bkℓ = ∅ if (i, j) 6= (k, ℓ),
(iv) P hε (Si) ≥ 1/ε whenever Si meets Bij for all 1 ≤ j ≤ Ni,
(v) Vi ⊂ g(Bij) and diam g(Bij) ≤ 6ε for all g ∈ V, 1 ≤ i ≤ N , and 1 ≤ j ≤ Ni.
Proof. Fix f ∈ U such that V ⊂ f(K). We may assume that U(f, 5ε) ⊂ U ,
otherwise we replace ε by a smaller positive number. Since K is compact and f is
uniformly continuous, there is a δ1 > 0 and there are finitely many distinct points
x1, ..., xN ∈ K such that
(4.4) K =
N⋃
i=1
B(xi, δ1)
and for all i ∈ {1, . . . , N} we have
(4.5) f(B(xi, δ1)) ⊂ U(yi, ε),
where yi = f(xi). Let Vi = U(yi, ε) ∩ V , then clearly
⋃N
i=1 Vi ⊂ V . By (4.5) we
have V ⊂ f(K) ∩ V ⊂ ⋃Ni=1 Vi, so (i) holds.
Choose 0 < δ2 < δ1 such that the balls U(xi, δ2) are disjoint. Fix an arbitrary
1 ≤ i ≤ N . Since Ph(U(xi, δ2)) =∞, there exists a finite set
Zi = {zij : 1 ≤ j ≤ Ni} ⊂ U(xi, δ2)
such that P hε (Zi) > 1/ε. By the left-continuity of h there exists a 0 < δ3 < ε/2
such that B(zij , δ3) are disjoint balls in U(xi, δ2) and P
h
ε (Si) ≥ 1/ε for each set
Si ⊂ K which meets B(zij , δ3) for all 1 ≤ j ≤ Ni. For every j ∈ {1, . . . , Ni} define
the non-empty regular closed set
Bij = clU(zij , δ3) ⊂ B(zij , δ3).
Then diamBij ≤ 2δ3 < ε yields (ii). Since the sets {U(xi, δ2) : 1 ≤ i ≤ N} and for
all 1 ≤ i ≤ N the sets {B(zij , δ3) : 1 ≤ j ≤ Ni} consist of pairwise disjoint balls,
we obtain (iii). The definition of δ3 implies (iv).
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As dimT Bij ≥ n, by Lemma 4.18 there are onto maps fij : Bij → B(yi, 2ε) such
that
(4.6) B(yi, ε) ⊂ gij(Bij) for all gij ∈ B(fij , ε).
Tietze’s extension theorem and (4.5) yield that for each i ∈ {1, . . . , N} there exists
a continuous map Fi : B(xi, δ1) → B(yi, 2ε) such that Fi = fij on Bij and Fi = f
on B(xi, δ1) \ U(xi, δ2). Let F (x) = Fi(x) for all x ∈ B(xi, δ1) and i ∈ {1, . . . , N}.
The construction, (4.4), and (4.5) imply that F ∈ C(K,Rn) is well-defined and for
all 1 ≤ i ≤ N we have
(4.7) F (B(xi, δ1)) ∪ f(B(xi, δ1)) = B(yi, 2ε).
Clearly (4.4) and (4.7) yield that F ∈ B(f, 4ε). Define V = U(F, ε), then we obtain
V ⊂ U(f, 5ε) ⊂ U . Fix 1 ≤ i ≤ N , 1 ≤ j ≤ Ni, and g ∈ V arbitrarily. Then
g(Bij) ⊂ B(fij(Bij), ε) ⊂ B(yi, 3ε),
so diam g(Bij) ≤ 6ε. Clearly gij = g|Bij satisfies gij ∈ B(fij , ε), thus (4.6) yields
Vi ⊂ U(yi, ε) ⊂ gij(Bij) = g(Bij),
so (v) holds. The proof is complete. 
Now we are ready to prove Theorem 4.12.
Proof of Theorem 4.12. For each m ∈ N+ let
Gm = {f ∈ C(K,Rn) : Ph|f−1(y) is not σ-finite for all y ∈ f(K)\B(∂f(K), 1/m)}.
Fix m ∈ N+. It is enough to show that Gm is co-meager, since then G =
⋂∞
m=1 Gm
will be our desired co-meager set in C(K,Rn). We will play the Banach-Mazur
game in the complete metric space C(K,Rn): First Player I chooses a non-empty
open set U0 ⊂ C(K,Rn), then Player II chooses a non-empty open set V0 ⊂ U0,
Player I continues with a non-empty open set U1 ⊂ V0, Player II chooses a non-
empty open set V1 ⊂ U1, and so on. By definition Player II wins this game if⋂∞
k=0 Vk ⊂ Gm. It is well known that Player II has a winning strategy iff Gm is
co-meager in C(K,Rn), see [24, Theorem 1] or [16, Theorem 8.33]. Thus we need
to prove that Player II has a winning strategy.
Assume that the non-empty open set U0 ⊂ C(K,Rn) is given. Lemma 4.17
implies that we can fix f0 ∈ Dm ∩U0 and a witness ε = ε(f0,m) > 0 corresponding
to Definition 4.16. Let V0 = B(f0, ε)∩U0 and let V0 = int f0(K). The definition of
Dm yields that for all f ∈ V0 we have
(4.8) f(K) \B(∂f(K), 1/m) ⊂ V0.
If V0 = ∅ then clearly V0 ⊂ Gm, and Player II wins independently of the subsequent
moves. Therefore we may assume that V0 ⊂ Rn is a non-empty open set.
Let U1 ⊂ V0 be given. By Lemma 4.19 there is a non-empty open set V1 ⊂ U1
and N0 ∈ N+ such that for each 1 ≤ i1 ≤ N0 there is an integer Ni1 ∈ N+ and an
open set Vi1 ⊂ Rn, and for each 1 ≤ i1 ≤ N0 and 1 ≤ i2 ≤ Ni1 there is a non-empty
regular closed set Bi1i2 ⊂ K such that
V0 =
N0⋃
i1=1
Vi1 ,
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for all 1 ≤ i1 ≤ N0 and 1 ≤ i2 ≤ Ni1 we have
diamBi1i2 ≤ 1,
we have
Bi1i2 ∩Bj1j2 = ∅ if (i1, i2) 6= (j1, j2),
for each 1 ≤ i1 ≤ N0 if Si1 meets Bi1i for all 1 ≤ i ≤ Ni1 , then
P h1 (Si1) ≥ 1,
and for all g ∈ V1, 1 ≤ i1 ≤ N0, and 1 ≤ i2 ≤ Ni1 we have
Vi1 ⊂ g(Bi1i2) and diam g(Bi1i2) ≤ 6.
We apply induction on k. If Bi1...i2k ⊂ Bi1...i2k−2 ⊂ · · · ⊂ Bi1i2 ⊂ K is a nested
sequence such that Bi1...i2k 6= ∅ and Bi1...i2ℓ is a regular closed set in the relative
topology of Bi1...i2ℓ−2 for each 1 ≤ ℓ ≤ k (we adopt the convention Bi1...i0 = K),
then Fact 2.1 implies that intBi1...i2k 6= ∅, thus dimT Bi1...i2k ≥ n. Therefore,
if the pairwise disjoint closed sets Bi1...i2k ⊂ K are given for which the above
nested sequences exist, we can apply Lemma 4.19 for them. This yields closed sets
Bi1...i2k+2 ⊂ Bi1...i2k and non-empty open sets Vi1...i2k+2 ⊂ C(Bi1...i2k+2 ,Rn). Then
by Tietze’s extension theorem we can define the non-empty open set
Vk+1 = Uk+1 ∩ {f ∈ C(K,Rn) : f |Bi1...i2k+2 ∈ Vi1...i2k+2 for all i1, . . . , i2k+2}.
That is, in the (k + 1)st step we can define a non-empty open set Vk+1 ⊂ Uk+1,
for each 1 ≤ i2k+1 ≤ Ni1...i2k a non-empty open set Vi1...i2k+1 ⊂ Rn and a positive
integer Ni1...i2k+1 , for every 1 ≤ i2k+1 ≤ Ni1...i2k and 1 ≤ i2k+2 ≤ Ni1...i2k+1 a set
Bi1...i2k+2 ⊂ Bi1...i2k such that Bi1...i2k+2 is a non-empty regular closed set in the
relative topology of Bi1...i2k and the following holds. For all 1 ≤ i2k ≤ Ni1...i2k−1
we have
(4.9) Vi1...i2k−1 =
Ni1...i2k⋃
i2k+1=1
Vi1...i2k+1 ,
for all 1 ≤ i2k+1 ≤ Ni1...i2k and 1 ≤ i2k+2 ≤ Ni1...i2k+1 we have
(4.10) diamBi1...i2k+2 ≤ 2−k,
we have
(4.11) Bi1...i2k+2 ∩Bj1...j2k+2 = ∅ if (i1, . . . , i2k+2) 6= (j1, . . . , j2k+2),
for each 1 ≤ i2k+1 ≤ Ni1...i2k if Si1...i2k+1 meets Bi1...i2k+1i for all 1 ≤ i ≤ Ni1...i2k+1 ,
then
(4.12) P h2−k(Si1...i2k+1) ≥ 2k,
and for all g ∈ Vk+1, 1 ≤ i2k+1 ≤ Ni1...i2k , and 1 ≤ i2k+2 ≤ Ni1...i2k+1 we have
(4.13) Vi1...i2k+1 ⊂ g(Bi1...i2k+2) and diam g(Bi1...i2k+2) ≤ 6 · 2−k.
The regularity of the closed sets Bi1...i2k and (4.11) are only needed to apply the
induction, we will not use them later.
Fix f ∈ ⋂∞k=0 Vk, we need to show that f ∈ F . Fix y ∈ V0, by (4.8) it is enough
to show that Ph|f−1(y) is not σ-finite. Define the set
C =
∞⋂
k=1
Ck, where Ck =
⋃
{Bi1...i2k : y ∈ Vi1...i2k−1}.
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Then (4.13) implies that f(x) = y for all x ∈ C, therefore C ⊂ f−1(y). Hence
it is enough to prove that Ph|C is not σ-finite. Fix an arbitrary open set U ⊂ K
intersecting C, by Lemma 2.9 it is enough to prove that P h0 (C ∩ U) = ∞. By
(4.10) we can fix k ∈ N+ and indexes (i1, . . . , i2k) such that y ∈ Vi1...i2k−1 and
Bi1...i2k ⊂ U . Hence it is sufficient to show that P h0 (C ∩ Bi1...i2k) = ∞. Fix an
arbitrary ℓ ≥ k, it is enough to prove that
(4.14) P h2−ℓ(C ∩Bi1...i2k) ≥ 2ℓ.
By (4.9) we can fix indexes i2k+1, . . . , i2ℓ+1 such that y ∈ Vi1...i2ℓ+1 . The definition
of C and (4.9) imply that C ∩Bi1...i2ℓ+1i 6= ∅ for all 1 ≤ i ≤ Ni1...i2ℓ+1 . Let
Si1...i2ℓ+1 =
⋃
{C ∩Bi1...i2ℓ+1i : 1 ≤ i ≤ Ni1...i2ℓ+1}.
Then Si1...i2ℓ+1 ⊂ C ∩Bi1...i2k , so (4.12) yields that
P h2−ℓ(C ∩Bi1...i2k) ≥ P h2−ℓ(Si1...i2ℓ+1) ≥ 2ℓ.
Thus (4.14) holds, and the proof is complete. 
5. Fibers on fractals
The main goal of this section is to prove Theorem 5.2. Recall the following
notation.
Notation 5.1. Let n ∈ N+ and let K be a compact metric space. Let dim∗ be one
of dimT , dimH , or dimP . For each f ∈ C(K,Rn) let
R∗(f) = {y ∈ f(K) : dim∗ f−1(y) = dn∗ (K)}.
Theorem 5.2. Let n ∈ N+ and assume that dim∗ is one of dimT , dimH , or dimP .
Let K be a compact metric space with dn∗ (K) > 0. The following are equivalent:
(i) R∗(f) = int f(K) for a generic f ∈ C(K,Rn);
(ii) R∗(f) is dense in int f(K) for a generic f ∈ C(K,Rn);
(iii) dn∗ (U) = d
n
∗ (K) or dimT U < n for all open sets U ⊂ K.
We obtain the following corollary.
Corollary 5.3. Let n ∈ N+ and assume that dim∗ is one of dimT , dimH , or dimP .
Let K be a compact metric space with dn∗ (K) > 0. The following are equivalent:
(1) R∗(f) = int f(K) and int f(K) is dense in f(K) for a generic f ∈ C(K,Rn);
(2) R∗(f) is dense in f(K) for a generic f ∈ C(K,Rn);
(3) dn∗ (U) = d
n
∗ (K) for all non-empty open sets U ⊂ K.
Let m ≥ n be positive integers. Theorem 3.8 implies that dnT ([0, 1]m) = m − n,
and Lemmas 3.10 and 3.11 yield that dnH([0, 1]
m) = m − n and dnP ([0, 1]m) = m.
Thus Theorem 5.2 implies the following extension of Theorem 1.2.
Corollary 5.4. Let m,n ∈ N+ with m ≥ n. For a generic f ∈ C([0, 1]m,Rn) for
all y ∈ int f([0, 1]m) we have
dimT f
−1(y) = dimH f
−1(y) = m− n and dimP f−1(y) = m.
Before proving Theorem 5.2 we need some preparation. The proof of (iii) =⇒ (i)
will basically follow the proof of [2, Theorem 7.9], where the new ingredient will be
the application of Lemma 5.10. First we need some lemmas.
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Lemma 5.5. Let X,Z be Polish spaces, and let E ⊂ X×Z be a Borel set. Assume
that Ex is compact for all x ∈ X. Let dim∗ be one of dimT , dimH , or dimP . Define
d∗ : X → [−1,∞], d∗(x) = dim∗Ex.
Then d∗ is measurable for σ(A).
Proof. By [22, Theorem 6.1] the map dH is Borel measurable, and [22, Theorem 6.4]
yields that dP is measurable for σ(A). Thus it is enough to prove that dT is Borel
measurable. Define
DT : K(K)→ [−1,∞], DT (C) = dimT C,
where K(K) is the set of compact subsets of K endowed with the Hausdorff metric,
see [16, Section 4.F] for the definition. By [19, page 108, Theorem 4] the map DT is
Borel measurable. Define S : X → K(K) as S(x) = Ex. Then S is Borel measurable
by [16, Theorem 28.8]. Therefore the map dT = DT ◦S is Borel measurable, too. 
Remark 5.6. Unlike [22], we adopt the convention dim∗ ∅ = −1, which modifies
some fibers of d∗ by {x ∈ X : Ex = ∅} = (prX(E))c, where prX denotes the natural
projection of X ×Z onto X . In order to fix this problem it is enough to show that
prX(E) is Borel. Since E is Borel and Ex is compact for every x ∈ X , this follows
from [16, Theorem 18.18].
Now assume that a compact metric space K and the numbers n ∈ N+ and d ∈ R
are given. Let dim∗ be one of dimT , dimH , or dimP . The proof of the following
lemma is analogous to that of [3, Lemma 2.11].
Lemma 5.7. The set
∆ =
{
(f, y) ∈ C(K,Rn)× Rn : dim∗ f−1(y) < d
}
is in σ(A).
Proof. Let X = C(K,Rn)× Rn, let Z = K, and define
E = {(f, y, z) ∈ C(K,Rn)× Rn ×K : f(z) = y} ⊆ X × Z.
Clearly X,Z are Polish spaces and E is closed, thus Borel. For each (f, y) ∈ X the
set E(f,y) = {z ∈ K : f(z) = y} = f−1(y) is compact. Thus Lemma 5.5 yields that
the map
d∗ : X → [0,∞], d∗((f, y)) = dim∗E(f,y) = dim∗ f−1(y)
is measurable for σ(A). Therefore
d−1∗ ((−∞, d)) =
{
(f, y) ∈ C(K,Rn)× Rn : dim∗ f−1(y) < d
}
= ∆
is in σ(A). 
Definition 5.8. For all 0 < r1 < r2 and y0 ∈ Rn define
H(r1, r2, y0) = {f ∈ C(K,Rn) : f(K) ⊂ B(y0, r2) and
dim∗ f
−1(y) ≥ d for all y ∈ B(y0, r1)}.
Lemma 5.9. The sets H(r1, r2, y0) have the Baire property.
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Proof. Let H = H(r1, r2, y0) and let pr : C(K,Rn)×Rn → C(K,Rn) be the natural
projection of C(K,Rn)× Rn onto C(K,Rn). Define
∆ =
{
(f, y) ∈ C(K,Rn)× Rn : dim∗ f−1(y) < d
}
,
by Lemma 5.7 the set ∆ is in σ(A). It is easy to see that H = H1 ∩H2, where
H1 = {f ∈ C(K,Rn) : f(K) ⊂ B(y0, r2)},
H2 = (pr (∆ ∩ (C(K,Rn)×B(y0, r1))))c .
Clearly H1 is closed. As σ(A) is closed under taking intersection, projection, and
complement, we obtain that H2 is in σ(A). Therefore H is in σ(A), so it has the
Baire property. 
Lemma 5.10. If H(r1, r2, y0) is of second category for some parameters r1, r2, y0,
then it is of second category for all parameters.
Proof. Assume that 0 < r1 < r2, 0 < q1 < q2, and y0, z0 ∈ Rn. We need to prove
that if H(r1, r2, y0) is of second category, then H(q1, q2, z0) is of second category,
too. Clearly it is enough to find a homeomorphism H : C(K,Rn)→ C(K,Rn) such
that H(H(r1, r2, y0)) = H(q1, q2, z0). Define a homeomorphism h : Rn → Rn such
that h(B(y0, ri)) = B(z0, qi) for i ∈ {1, 2}, and h is affine on Rn \ B(y0, r2). Then
h and h−1 are uniformly continuous, so
H : C(K,Rn)→ C(K,Rn), H(f) = h ◦ f
is a homeomorphism with H(H(r1, r2, y0)) = H(q1, q2, z0). 
Now we are ready to prove Theorem 5.2.
Proof of Theorem 5.2. The implication (i) =⇒ (ii) is straightforward.
Now we prove (ii) =⇒ (iii). Assume to the contrary that there exists an open set
U ⊂ K such that dimT U ≥ n and dn∗ (U) < dn∗ (K). As U is a countable union of
compact sets, the countable stability of topological dimension for closed sets yields
that there is a compact set C ⊂ U such that dimT C ≥ n. Let D be a compact set
such that C ⊂ intD ⊂ D ⊂ U . Then clearly dn∗ (D) < dn∗ (K). Define the sets
A = {f ∈ C(K,Rn) : int f(C) 6= ∅},
B = {f ∈ C(K,Rn) : dim∗(f−1(y) ∩D) ≤ dn∗ (D) for all y ∈ Rn},
C = {f ∈ C(K,Rn) : f(C) ∩ f(K \ intD) = ∅}.
As dimT C ≥ n, Theorem 4.10 and Corollary 2.13 imply that A is co-meager.
The Main Theorem and Corollary 2.13 yield that B is co-meager, too. Tietze’s
extension theorem implies that there are distinct points y1, y2 ∈ Rn and there is a
continuous map f ∈ C(K,Rn) such that f(C) = y1 and f(K \ intD) = y2. Let
r = |y1 − y2|/2 > 0, then clearly U(f, r) ⊂ C, so C is of second category. Define
F = A∩ B ∩ C,
then F is of second category. Let f ∈ F and let Uf = int f(C) ⊂ int f(K). Since
f ∈ A, the set Uf is non-empty open in int f(K). As f ∈ C, we have f−1(y) ⊂ D
for all y ∈ Uf . Therefore f ∈ B implies that for all y ∈ Uf we have
dim∗ f
−1(y) = dim∗(f
−1(y) ∩D) ≤ dn∗ (D) < dn∗ (K).
Thus R∗(f) ∩ Uf = ∅, so R∗(f) is not dense in intK. This contradicts (ii), so the
implication (ii) =⇒ (iii) follows.
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Finally, we show that (iii) =⇒ (i). For a generic f ∈ C(K,Rn) we obtain
R∗(f) ⊂ int f(K) by Theorem 4.14 and dim∗ f−1(y) ≤ dn∗ (K) for all y ∈ Rn by the
Main Theorem. Thus it is enough to prove that dim∗ f
−1(y) ≥ dn∗ (K) for a generic
f ∈ C(K,Rn) for all y ∈ int f(K). Let V ⊂ K be the maximal open set with
dimT V < n. Clearly d
∗(A \ V ) = d∗(A) for each A ⊂ K, so by Lemma 2.15 and
Corollary 2.13 we may assume that V = ∅. Thus dimT U ≥ n for all non-empty
open sets U ⊂ K. Choose a sequence dm ր dn∗ (K). Let us fix m ∈ N+ and define
Gm = {f ∈ C(K,Rn) : dim∗ f−1(y) ≥ dm for all y ∈ f(K) \B(∂f(K), 1/m)}.
It is sufficient to verify that Gm is co-meager, since then G =
⋂∞
m=1 Gm will
be our desired co-meager set in C(K,Rn). As dimT U ≥ n for every non-empty
open set U ⊂ K, we can apply Lemma 4.17. Let us fix an arbitrary f0 ∈ Dm and
a witness ε = ε(f0,m) > 0 corresponding to Definition 4.16. As Dm is dense in
C(K,Rn) by Lemma 4.17, it is enough to show that Gm ∩ B(f0, ε) contains a set
which is of second category and has the Baire property.
Since K is compact and f0 is uniformly continuous, there is a δ1 > 0 and there
are finitely many distinct points x1, ..., xk ∈ K such that
(5.1) K =
k⋃
i=1
B(xi, δ1)
and for each i the oscillation of f0 on B(xi, δ1) is less than ε/4. Then clearly
(5.2) f0(K) ⊂
k⋃
i=1
B(f0(xi), ε/4).
Let us choose 0 < δ2 < δ1 such that the balls Ki = B(xi, δ2) are disjoint and fix
i ∈ {1, . . . , k}. According to Definition 5.8 for all 0 < r1 < r2 and y0 ∈ Rn let
Hi(r1, r2, y0) = {f ∈ C(Ki,Rn) : f(Ki) ⊂ B(y0, r2) and
dim∗ f
−1(y) ≥ dm for all y ∈ B(y0, r1)},
and define
Hi = Hi(ε/4, ε/2, f0(xi)).
Lemma 5.9 yields that Hi has the Baire property. Now we prove that Hi is of
second category. As dimT Ki ≥ n and dn∗ (Ki) = dn∗ (K), the Main Theorem implies
that for a generic f ∈ C(Ki,Rn) there exists a non-empty open set Uf,dm ⊂ Rn
such that dim∗ f
−1(y) ≥ dm for all y ∈ Uf,dm . Thus Baire’s category theorem
yields that there exist 0 < r1 < r2 and y0 ∈ Rn such that Hi(r1, r2, y0) is of second
category. Then Lemma 5.10 implies that Hi is of second category.
Clearly Hi ⊂ B(f0|Ki , ε). Set
F =
k⋂
i=1
Fi, where Fi = {f ∈ B(f0, ε) : f |Ki ∈ Hi}.
As the sets Hi have the Baire property, F has the Baire property, too. Clearly
F ⊂ B(f0, ε), and repeating the proof of [3, Lemma 3.8] verbatim yields that F
is of second category. Therefore, it is enough to show that F ⊂ Gm. Assume that
f ∈ F and y ∈ f(K) \ B(∂f(K), 1/m), we need to prove that dim∗ f−1(y) ≥ dm.
The definition of ε = ε(f0,m) and f ∈ B(f0, ε) yield that y ∈ f0(K). By (5.2)
there exists i ∈ {1, . . . , k} such that y ∈ B(f0(xi), ε/4). Then f |Ki ∈ Hi implies
that dim∗ f
−1(y) ≥ dim∗(f |Ki)−1(y) ≥ dm. This completes the proof. 
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Remark 5.11. In the case of packing dimension the implication (iii) =⇒ (i) simply
follows from Theorem 4.12. However, Lemma 5.7 is not superfluous even in the case
of packing dimension, we will use it to prove Theorem 7.2.
Proof of Corollary 5.3. The implication (1) =⇒ (2) is straightforward.
Now we prove (2) =⇒ (3). Assume to the contrary that there is a non-empty
open set U ⊂ K such that dn∗ (U) < dn∗ (K). Theorem 5.2 implies that dimT U < n.
Let C,D be non-empty compact sets such that C ⊂ intD ⊂ D ⊂ U . Define
A = {f ∈ C(K,Rn) : dim∗(f−1(y) ∩D) ≤ 0 for all y ∈ Rn},
B = {f ∈ C(K,Rn) : f(C) ∩ f(K \ intD) = ∅}.
Theorem 4.1 and Corollary 2.13 imply thatA is prevalent. Repeating the arguments
of the proof Theorem 5.2 yields that B is of second category, so A∩ B is of second
category, too. Fix f ∈ A ∩ B and let Uf = f(K) \ f(K \ intD). Clearly Uf is
relatively open in f(K), and f ∈ B implies that Uf 6= ∅. Let y ∈ Uf be arbitrarily
fixed. Clearly f−1(y) ⊂ D, so f ∈ A yields that
dim∗ f
−1(y) = dim∗(f
−1(y) ∩D) = 0 < dn∗ (K).
Thus R∗(f) ∩ Uf = ∅, so R∗(f) is not dense in f(K), which contradicts (2).
Finally, we show (3) =⇒ (1). By Theorem 5.2 it is enough to prove that int f(K)
is dense in f(K) for a generic f ∈ C(K,Rn). Let D be a countable dense subset ofK
and let B = {B(x, 1/i) : x ∈ D, i ∈ N+}. Let B ∈ B be given. As dn∗ (B) = dn∗ (K),
Fact 3.4 yields that dimT B ≥ n. Therefore Theorem 4.10 and Corollary 2.13
imply that int f(B) 6= ∅ for a generic f ∈ C(K,Rn). As a countable intersection
of co-meager sets is co-meager, for a generic f ∈ C(K,Rn) for all B ∈ B we have
int f(B) 6= ∅, so int f(K) is dense in f(K). The proof is complete. 
6. Dimensions of the boundary of generic images
The goal of this section is to prove the following theorem.
Theorem 6.1. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Then for a generic f ∈ C(K,Rn) we have
dimT ∂f(K) = dimH ∂f(K) = n− 1.
Moreover, let h be a gauge function with limr→0+ h(r)/r
n−1 = 0. Then for a generic
f ∈ C(K,Rn) we have Hh(∂f(K)) = 0 and Hn−1(∂f(K)) > 0.
Notation 6.2. Let n ∈ N+ and let K be a compact metric space. Let dim∗ be one
of dimT , dimH , or dimP . For each f ∈ C(K,Rn) let
S∗(f) = {y ∈ f(K) : dim∗ f−1(y) < dn∗ (K)}.
Theorems 5.2 and 6.1 imply the following.
Corollary 6.3. Let n ∈ N+ and assume that dim∗ is one of dimT , dimH , or dimP .
Let K be a compact metric space with dn∗ (K) > 0. Exactly one of the following holds:
(a) dimH S∗(f) = n− 1 for a generic f ∈ C(K,Rn);
(b) intS∗(f) 6= ∅ for a generic f ∈ C(K,Rn).
Moreover, (a) is equivalent to the statements of Theorem 5.2.
First we need some preparation. The next theorem is [5, Theorem 2.1], which
generalizes Theorem 2.14.
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Theorem 6.4 (Balka–Farkas–Fraser–Hyde). Let n ∈ N+ and let K be a compact
metric space. Then for a generic f ∈ C(K,Rn) we have
dimT f(K) = dimH f(K) = min{dimT K,n}.
We need the following better upper bound.
Theorem 6.5. Let m,n ∈ N+ with m < n. Let K be a compact metric space and
let h be a gauge function with dimT K = m and limr→0+ h(r)/r
m = 0. Then for a
generic f ∈ C(K,Rn) we have
Hh(f(K)) = 0.
Proof. Let g : [0,∞)→ [0,∞) be the right-continuous modification of h defined as
g(r) = limt→r+ h(t). Clearly g is non-decreasing and limr→0+ h(r)/r
m = 0 implies
that g(0) = 0 and limr→0+ g(r)/r
m = 0. As g(r) ≥ h(r) for all r ≥ 0, it is enough
to prove that Hg(f(K)) = 0 for a generic f ∈ C(K,Rn). Let
F = {f ∈ C(K,Rn) : Hg(f(K)) = 0},
and for all i ∈ N+ define
Fi = {f ∈ C(K,Rn) : there are open sets U1, . . . , Uk ⊂ Rn
such that f(K) ⊂
k⋃
j=1
Uj and
k∑
j=1
g(diamUj) < 1/i

 .
The sets Fi are clearly open. As K is compact and g is right-continuous, we obtain
F = ⋂∞i=1 Fi. Thus F is Gδ, so it is enough to prove that F is dense in C(K,Rn).
The set
G = {f ∈ C(K,Rn) : f(K) is contained in an m-dimensional polyhedron}
is dense in C(K,Rn), see [9, Chapter 1.10]. Clearly G ⊂ F , hence F is dense in
C(K,Rn), too. The proof is complete. 
The hard part of Theorem 6.1 is the following.
Theorem 6.6. Let n ∈ N+ and let K be a compact metric space such that we have
dimT U ≥ n for all non-empty open sets U ⊂ K. Let h be a gauge function with
limr→0+ h(r)/r
n−1 = 0. Then for a generic f ∈ C(K,Rn) we have
Hh(∂f(K)) = 0.
First we deduce Theorem 6.1 from Theorems 6.5 and 6.6.
Proof of Theorem 6.1. We prove the lower bounds first. Theorem 4.10 yields that
for a generic f ∈ C(K,Rn) we have int f(K) 6= ∅. First fix such f ∈ C(K,Rn).
By [8, Theorem 1.8.12] the boundary of a bounded, non-empty open set in Rn
has topological dimension at least n − 1, so dimT ∂(int f(K)) ≥ n − 1. Clearly
∂(int f(K)) ⊂ ∂f(K), so dimT ∂f(K) ≥ n − 1. Let pr : Rn → Rn−1 denote the
orthogonal projection of Rn onto its first n − 1 coordinates (where R0 = {0} by
convention), then pr(f(K)) contains a non-empty open set, and clearly we have
pr(∂f(K)) = pr(f(K)). As Hausdorff measures cannot increase under projections,
we obtain
Hn−1(∂f(K)) ≥ Hn−1(pr(∂f(K))) = Hn−1(pr(f(K))) > 0.
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Now we prove the upper bounds. It is enough to show that Hh(∂f(K)) = 0 for
a generic f ∈ C(K,Rn), then the choice h(x) = xn−1/ log(1/x) and Theorem 3.6
will immediately imply that
dimT ∂f(K) ≤ dimH ∂f(K) ≤ n− 1.
Let V ⊂ K be the maximal open set such that dimT V < n and let C = K \ V .
By Lemma 2.15 we have dimT (C ∩U) ≥ n for all open sets U ⊂ K intersecting C.
Assume that V =
⋃∞
i=1Ki, where Ki ⊂ K are compact. As dimT Ki ≤ n− 1 and a
countable intersection of co-meager sets is co-meager, Theorem 6.5, Theorem 6.6,
and Corollary 2.13 imply that for a generic f ∈ C(K,Rn) we have Hh(f(Ki)) = 0
for all i ≥ 1 and Hh(∂f(C)) = 0. Clearly
∂f(K) ⊂
∞⋃
i=1
f(Ki) ∪ ∂f(C),
so the countably subadditivity of Hh implies that Hh(∂f(K)) = 0 for a generic
f ∈ C(K,Rn). The proof is complete. 
Before proving Theorem 6.6 we need some more preparation.
Definition 6.7. For a compact metric space K and n ∈ N+ define
Gn(K) =
{
g ∈ C(K,Rn) : g(K) =
k⋃
i=1
B(yi, r) for some k, yi ∈ Rn, and r > 0
such that
k⋃
i=1
B(yi, r − t) ⊂ f(K) for all 0 < t < r and f ∈ B(g, t)
}
.
The proof of the following lemma is similar to that of Lemma 4.19.
Lemma 6.8. Let n ∈ N+ and let K be a compact metric space such that we have
dimT U ≥ n for all non-empty open sets U ⊂ K. Then Gn(K) is dense in C(K,Rn).
Proof. Assume that f0 ∈ C(K,Rn) and r > 0 are given, we need to show that
Gn(K) ∩ B(f0, 2r) 6= ∅. Since K is compact and f0 is uniformly continuous, there
is a δ > 0 and there are finitely many distinct points x1, ..., xk ∈ K such that
(6.1) K =
k⋃
i=1
B(xi, δ)
and for all i ∈ {1, . . . , k} we have
(6.2) f0(B(xi, δ)) ⊂ B(yi, r),
where yi = f0(xi). Choose 0 < 2ε < δ such that the balls B(xi, 2ε) are disjoint
and let Ki = B(xi, ε) for all i ∈ {1, . . . , k}. As dimT Ki ≥ n, by Lemma 4.18
there exist onto maps gi : Ki → B(yi, r) such that B(yi, r − t) ⊂ fi(Ki) for all
0 < t < r and fi ∈ B(gi, t). Then (6.2) and Tietze’s extension theorem yield
that there are continuous maps Gi : B(xi, δ) → B(yi, r) such that Gi = gi on Ki
and Gi = f0 on B(xi, δ) \ U(xi, 2ε). Let g(x) = Gi(x) for all x ∈ B(xi, δ) and
i ∈ {1, . . . , k}. Then the construction and (6.1) imply that g ∈ C(K,Rn) is well-
defined and g(B(xi, δ)) = B(yi, r) for all i. Therefore
g(K) =
k⋃
i=1
B(yi, r).
DIMENSIONS OF FIBERS OF GENERIC CONTINUOUS MAPS 27
The construction and (6.2) imply that
f0(B(xi, δ)) ∪ g(B(xi, δ)) = B(yi, r),
which yields that g ∈ B(f0, 2r).
Finally, assume that 0 < t < r and f ∈ B(g, t). Let fi = f |Ki , then clearly
fi ∈ B(gi, t), so for all i ∈ {1, . . . , k} we have
B(yi, r − t) ⊂ fi(Ki) ⊂ f(K).
Hence g ∈ Gn(K), and the proof is complete. 
Lemma 6.9. For each n ∈ N+ there is a finite constant cn such that the set
B(y, r+ε)\U(y, r−ε) can be covered by at most cn((r+2ε)/ε)n−1 sets of diameter
ε for all y ∈ Rn and 0 < 2ε < r.
Proof. Let n ∈ N+, y ∈ Rn, and 0 < 2ε < r be arbitrarily fixed. Let
R1 = B(y, r + ε) \ U(y, r − ε) and R2 = B(y, r + 2ε) \ U(y, r − 2ε).
Define
δ =
ε√
n
and Qδ =
{
n∏
i=1
[kiδ, (ki + 1)δ] : ki ∈ Z
}
.
Clearly
(r + 2ε)n − (r − 2ε)n = 4ε
n−1∑
k=0
(r + 2ε)n−1−k(r − 2ε)k ≤ 4εn(r + 2ε)n−1.
For each Q ∈ Qδ we have diamQ = ε, and if Q ∩ R1 6= ∅ then Q ⊂ R2. Thus the
above inequality yields that the number of sets of diameter ε needed to cover R1 is
at most
#{Q ∈ Qδ : Q ∩R1 6= ∅} ≤ #{Q ∈ Qδ : Q ⊂ R2}
≤ δ−nLn(R2)
= ε−nnn/2en((r + 2ε)
n − (r − 2ε)n)
≤ 4ennn/2+1
(
r + 2ε
ε
)n−1
= cn
(
r + 2ε
ε
)n−1
,
where Ln denotes the n-dimensional Lebesgue measure, en = Ln(B(0, 1)), and
cn = 4enn
n/2+1. The proof is complete. 
Now we are ready to prove Theorem 6.6.
Proof of Theorem 6.6. For all g ∈ Gn(K) choose k(g) ∈ N+ and r(g) > 0 according
to Definition 6.7, and for each m ∈ N+ let ε(g,m) be a small enough positive
number to be chosen later such that ε(g,m) < r(g)/2 and limm→∞ ε(g,m) = 0.
Define
F =
∞⋂
m=1
Fm, where Fm =
⋃
g∈Gn(K)
U(g, ε(g,m)).
Lemma 6.8 yields that Fm is a dense open set in C(K,Rn) for every m, so F is
co-meager in C(K,Rn). We will prove that Hh(∂f(K)) = 0 for each f ∈ F . Let us
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fix an arbitrary f ∈ F andm ∈ N+. Choose g ∈ Gn(K) such that f ∈ U(g, ε(g,m)).
It is enough to prove that ε = ε(g,m) satisfies
(6.3) Hhε (∂f(K)) ≤
1
m
.
Set r = r(g) and k = k(g). By the definition of Gn(K) there are y1, . . . , yk ∈ Rn
such that g(K) =
⋃k
i=1 B(yi, r) and
k⋃
i=1
B(yi, r − ε) ⊂ f(K) ⊂
k⋃
i=1
B(yi, r + ε).
Thus
(6.4) ∂f(K) ⊂
k⋃
i=1
(B(yi, r + ε) \ U(yi, r − ε)).
By Lemma 6.9 there is a constant cn ∈ R+ such the sets B(yi, r + ε) \ U(yi, r − ε)
can be covered by at most cn((r+ 2ε)/ε)
n−1 sets of diameter ε. Now define ε such
that 0 < ε < min{r/2, 1/m} and
(6.5)
h(ε)
εn−1
≤ (r + 2ε)
1−n
kcnm
.
Therefore (6.4) and (6.5) imply that
Hhε (∂f(K)) ≤ kcn
(
r + 2ε
ε
)n−1
h(ε) ≤ 1
m
,
so (6.3) holds. The proof is complete. 
7. Fibers of maximal dimension
The Main Theorem implies the following.
Corollary 7.1. Assume that K is a compact metric space and n ∈ N+ such that
n ≤ dimT K <∞. Then for a generic f ∈ C(K,Rn) there is a non-empty open set
Uf ⊂ Rn such that for all y ∈ Uf we have
dimT f
−1(y) = dnT (K).
In particular, for a generic f ∈ C(K,Rn) we have
max{dimT f−1(y) : y ∈ Rn} = dnT (K).
Thus the supremum is attained in Corollary 4.3 if dim∗ = dimT and dimT K is
finite. We show that this is true in general by following the proof of [3, Theorem 4.1].
Theorem 7.2. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Let dim∗ be one of dimT , dimH , or dimP . For a generic f ∈ C(K,Rn) we have
max{dim∗ f−1(y) : y ∈ Rn} = dn∗ (K).
We need some lemmas for the proof, the next one is [2, Lemma 7.2].
Lemma 7.3. Let n ∈ N+ and let K be a compact metric space with x0 ∈ K. Let
Km ⊂ K be compact sets such that
(i) dimT Km ≥ n for all m ∈ N+ and
(ii) diam (Km ∪ {x0})→ 0 if m→∞.
Then for a generic f ∈ C(K,Rn) we have f(x0) ∈ f(Km) for infinitely many m.
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Lemma 7.4. Let n ∈ N+ and let K be a compact metric space with dimT K ≥ n.
Let dim∗ be one of dimT , dimH , or dimP . Then there exists an x0 ∈ K such that
for every d < dn∗ (K) and ε > 0 there is a compact set D ⊂ B(x0, ε)\{x0} such that
dn∗ (D ∩ U) > d for all open sets U ⊂ K intersecting D.
Proof. If dn∗ (K) = 0 then let x0 ∈ K be an accumulation point of K and let
D = {x1} such that x1 ∈ B(x0, ε) \ {x0}. Thus we may assume that dn∗ (K) > 0.
First we prove that there is an x0 ∈ K such that dn∗ (U) = dn∗ (K) for all open
sets U ⊂ K containing x0. Assume to the contrary that for all x ∈ K there is
an open set Ux ⊂ K such that x ∈ Ux and dn∗ (Ux) < dn∗ (K). As K is compact,
{Ux : x ∈ K} contains a finite cover {U1, . . . , Uk} of K. Then
⋃k
i=1 Ui = K and
sup{dn∗ (Ui) : 1 ≤ i ≤ k} < dn∗ (K), which contradicts the countable stability of dn∗
for Fσ sets.
Fix an x0 as above. Assume that d < d
n
∗ (K) and ε > 0 are given. Define
B0 = B(x0, ε), then clearly d
n
∗ (B0) = d
n
∗ (K). Now we prove that there is a compact
set C ⊂ B0 \{x0} with dn∗ (C) > d. Assume to the contrary that there is no such C,
then the sets Bi = B(x0, ε) \ U(x0, 1/i) satisfy dn∗ (Bi) ≤ d for all i ∈ N+. Clearly
B0 =
⋃∞
i=1Bi ∪ {x0}, and
sup
i≥1
dn∗ (Bi ∪ {x0}) ≤ max{d, 0} < dn∗ (K) = dn∗ (B0),
which contradicts the countable stability of dn∗ for closed sets.
Finally, let C ⊂ B(x0, ε) \ {x0} be a compact set with dn∗ (C) > d. It is enough
to show that there is a compact set D ⊂ C such that dn∗ (D ∩ U) > d for all open
sets U ⊂ K intersecting D. Let U be a countable open basis for C and define
D = C \
⋃
{U ∈ U : dn∗ (U) ≤ d}.
Clearly D is compact, and the countable stability of dn∗ for Fσ sets yields that
dn∗ (C \D) ≤ d. Assume to the contrary that there is an U ∈ U intersecting D such
that dn∗ (D ∩ U) ≤ d. Then clearly dn∗ (U \D) ≤ dn∗ (C \D) ≤ d, and the definition
of D yields that dn∗ (U) > d. Therefore
max{dn∗ (D ∩ U), dn∗ (U \D)} ≤ d < dn∗ (U),
which contradicts the countable stability of dn∗ for Fσ sets. 
The following lemma will be the heart of the proof of Theorem 7.2.
Lemma 7.5. Let n ∈ N+ and let D ⊂ K be compact metric spaces with x0 ∈ K \D.
Assume that d < dn∗ (D ∩ U) for all open sets U ⊂ K intersecting D. Then for a
generic f ∈ C(K,Rn) either dim∗ f−1(f(x0)) ≥ d or f(x0) /∈ f(D).
Proof. Clearly we may assume that d > 0. We need to prove that the set
F = {f ∈ C(K,Rn) : dim∗ f−1(f(x0)) ≥ d or f(x0) /∈ f(D)}
is co-meager in C(K,Rn). Consider
Γ =
{
(f, y) ∈ C(D,Rn)× Rn : dim∗ f−1(y) ≥ d or y /∈ f(D)
}
.
First assume that Γ is co-meager in C(D,Rn)× Rn, we prove that F ⊂ C(K,Rn)
is also co-meager. Let
R : C(K,Rn)→ C(D,Rn)× Rn, R(f) = (f |D, f(x0)).
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Clearly R is continuous, and Tietze’s extension theorem implies that it is open.
Thus Lemma 2.12 yields that F = R−1(Γ) is co-meager.
Finally, we prove that Γ is co-meager in C(D,Rn)×Rn. Lemma 5.7 yields that
Γ is in σ(A), so it has the Baire property. Hence it is enough to prove by the
Kuratowski-Ulam Theorem [16, Theorem 8.41] that for a generic f ∈ C(D,Rn) for
a generic y ∈ Rn we have (f, y) ∈ Γ. Let {zi}i≥1 be a dense set in D and for all
i, j ∈ N+ define Bi,j = D ∩B(zi, 1/j). For all i, j let
Gi,j = {f ∈ C(Bi,j ,Rn) : there is a non-empty open set
Uf ⊂ Rn such that dim∗ f−1(y) ≥ d for all y ∈ Uf},
and let
Ri,j : C(D,R
n)→ C(Bi,j ,Rn), Ri,j(f) = f |Bi,j .
Define
G =
⋂
i,j∈N+
R−1i,j (Gi,j).
Our condition yields dn∗ (Bi,j) > d, so dimT Bi,j ≥ n by Fact 3.4. Therefore the
Main Theorem implies that Gi,j are co-meager in C(Bi,j ,Rn). Corollary 2.13 yields
that R−1i,j (Gi,j) are co-meager in C(D,Rn), and as a countable intersection of co-
meager sets G is also co-meager in C(D,Rn). Fix f ∈ G. It is sufficient to verify
that Γf = {y ∈ Rn : (f, y) ∈ Γ} is co-meager. Let V ⊂ Rn be an arbitrary non-
empty open set, it is enough to prove that Γf ∩ V contains a non-empty open set.
We may assume that f(D)∩V 6= ∅, otherwise V ⊂ Γf and we are done. Then there
exist i, j ∈ N+ such that B = Bi,j satisfies f(B) ⊂ V . The definition of G implies
that there is a non-empty open set Uf |B ⊂ V such that for all y ∈ Uf |B we have
dim∗ f
−1(y) ≥ dim∗(f |B)−1(y) ≥ d.
Hence Uf |B ⊂ Γf ∩ V , and the proof of the lemma is complete. 
Now we are able to prove Theorem 7.2.
Proof of Theorem 7.2. By the Main Theorem it is enough to prove that for a generic
f ∈ C(K,Rn) there exists a yf ∈ Rn such that dim∗ f−1(yf ) ≥ dn∗ (K). We may
assume that dn∗ (K) > 0, and let dm be a positive sequence such that dm ր dn∗ (K).
By Lemma 7.4 there exists x0 ∈ K such that for each m ≥ 1 there is a compact
set Km ⊂ B(x0, 1/m) \ {x0} such that dn∗ (Km ∩ U) > dm for all open sets U ⊂ K
intersecting Km. As d
n
∗ (Km) ≥ dm > 0, Fact 3.4 yields dimT Km ≥ n. Therefore
we can apply Lemma 7.3 for the sequence {Km}m≥1 in K, and Lemma 7.5 for
all Km ⊂ K with dm. These imply that for a generic f ∈ C(K,Rn) we have
f(x0) ∈ f(Km) for infinitely many m, and for every m either dn∗ (f−1(f(x0))) ≥ dm
or f(x0) /∈ f(Km). Hence there is a strictly increasing sequence {mi}i≥1 depending
on f such that dn∗ (f
−1(f(x0))) ≥ dmi for all i, that is,
dn∗ (f
−1(f(x0))) ≥ sup{dmi : i ≥ 1} = dn∗ (K).
This concludes the proof. 
Assume that dim∗ is one of dimH or dimP , or dim∗ = dimT and dimT K = ∞.
Then we prove that Theorem 7.2 is best possible, that is, there is exactly one fiber
of maximal dimension.
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Theorem 7.6. For each n ∈ N+ there is a compact set K ⊂ Rn+1 such that for
each f ∈ C(K,Rn) there is a yf ∈ Rn such that
(i) dnH(K) = 1 and d
n
P (K) = n+ 1,
(ii) dimH f
−1(y) < 1 for a generic f ∈ C(K,Rn) for all y ∈ Rn \ {yf},
(iii) dimP f
−1(y) < n+ 1 for every f ∈ C(K,Rn) for all y ∈ Rn \ {yf}.
Proof. For each i ∈ N+ let Ci ⊂ [0, 1/i] be compact sets such that 0 ∈ C1 and
dimH Ci = dimP Ci = 1− 1/i.
Define
K =
∞⋃
i=1
Ki, where Ki = [0, 1/i]
n × Ci.
Let 0 denote the origin of Rn+1, then 0 ∈ K yields that K is compact. Since dnH
and dnP are countably stable for closed sets, Lemmas 3.10 and 3.11 imply that
dnH(K) = sup
i≥1
dnH(Ki) = sup
i≥1
dimH Ci = 1,
dnP (K) = sup
i≥1
dnP (Ki) = sup
i≥1
dimP Ci + n = n+ 1.
Therefore (i) holds.
For each f ∈ C(K,Rn) let yf = f(0). For all k ∈ N+ let Dk =
⋃k
i=1Ki and let
Fk = {f ∈ C(Dk,Rn) : dimH f−1(y) ≤ dnH(Dk) for all y ∈ Rn}.
For each k ∈ N+ define
Rk : C(K,R
n)→ C(Dk,Rn), Rk(f) = f |Dk .
Finally, let
F =
∞⋂
k=1
R−1k (Fk).
By the Main Theorem Fk ⊂ C(Dk,Rn) are co-meager, and Corollary 2.13 implies
that R−1k (Fk) ⊂ C(K,Rn) are co-meager as well. As a countable intersection
of co-meager sets, F ⊂ C(K,Rn) is also co-meager. Let f ∈ F and y ∈ Rn \
{yf}, we prove that dimH f−1(y) < 1. Indeed, there is a k = k(f, y) ∈ N+ such
that f−1(y) ⊂ Dk. Thus the definition of F , the countable stability of dnH , and
Lemma 3.10 imply that
dimH f
−1(y) ≤ dnH(Dk) = sup
i≤k
dnH(Ki) = sup
i≤k
dimH Ci = 1− 1/k < 1.
Thus (ii) holds.
The countable stability of packing dimension and Lemma 2.11 imply that
dimP Dk = sup
i≤k
dimP Ki = sup
i≤k
dimP Ci + n = 1− 1/k + n < n+ 1.
Finally, let f ∈ C(K,Rn) and y ∈ Rn \ {yf} be arbitrary. Then there exists a
k = k(f, y) ∈ N+ such that f−1(y) ⊂ Dk, so
dimP f
−1(y) ≤ dimP Dk < n+ 1.
Hence (iii) holds, and the proof is complete. 
Fact 7.7. There is a compact metric space K such that dimT K =∞, and for each
f ∈ C(K,Rn) there is a yf ∈ Rn such that dimT f−1(y) <∞ for all y ∈ Rn \ {yf}.
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Proof. Let [0, 1]N be the Hilbert cube endowed with a complete metric compatible
with the product topology, and let 0 ∈ [0, 1]N be the zero sequence. Let us define
K ⊂ [0, 1]N as
K =
∞⋃
i=1
Ki, where Ki = [0, 1/i]
i × {0}.
As 0 ∈ K, the set K is compact. For all f ∈ C(K,Rn) and k ∈ N+ let yf = f(0)
and Dk =
⋃k
i=1Ki. Fix f ∈ C(K,Rn) and y ∈ Rn \ {yf}. Then there exists a
k = k(f, y) ∈ N+ such that f−1(y) ⊂ Dk. The countable stability of topological
dimension for closed sets yields that
dimT f
−1(y) ≤ dimT Dk = sup
i≤k
dimT Ki = k <∞.
The proof is complete. 
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