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Please note that, originally, only waves propagating in isotropic plates of constant
thickness are called Lamb waves. Only in these cases Lamb waves are decoupled from
shear horizontal waves (Love waves). Nonetheless, there is a tendency in the available
literature to also use this terminology for waves travelling in anisotropic composite plates
despite the fact that Lamb and Love waves are coupled in such media. In the thesis at
hand, however, the term ultrasonic guided wave is preferred.
Regarding the notation it is to say that for the convenience of representation, the
spatial coordinates x, y and z are freely interchanged with x1, x2 and x3, respectively.
The superscript (e) denotes variables associated with a single finite element while the
superscript (c) marks variables corresponding to a single cell.
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The focus of the present thesis is on further developing and improving numerical meth-
ods based on higher order polynomials as Ansatz functions. The research into this field
is strongly motivated by structural health monitoring (SHM) activities. In the context of
SHM applications, especially accurate results for ultrasonic guided wave propagation prob-
lems are of utmost importance. Such numerical simulations are computationally demand-
ing, because online monitoring systems operate in a high frequency-short and wavelength
regime. The efficiency of commercial software packages, on the other hand, is limited
when a fine spatial as well as temporal discretization is required. This is true especially
in the context of multi-physics applications. Therefore, higher order finite element meth-
ods (HO -FEMs) and fictitious domain methods are promoted. Generally speaking, these
higher order methods significantly decrease the computational effort and are therefore a
viable means to address the shortcomings of available software tools, commonly based on
the h-version of the finite element method (h-FEM).
To provide a holistic simulation approach, the state-of-the-art of numerical simulation
methods is extended in several aspects. In a first step, higher order finite element (HO-FE )
and fictitious domain approaches are extended to smart structure applications, especially
piezoelectricity. Second, the concept of the finite cell method (FCM) is applied to wave
propagation analysis. By introducing spectral Ansatz functions and an appropriate mass-
lumping technique for cut cells (cells intersected by a physical boundary), the so-called
spectral cell method (SCM) combines the high convergence rates of HO -FEMs, the auto-
mated mesh generation of fictitious domain methods and computational time (CPU time)
savings of explicit time-stepping methods. The SCM is consequently seen as a viable tool
to provide a deeper insight into wave propagation phenomena.
The proposed methods are verified and validated using several numerical benchmark prob-
lems and experimental data. The results indicate the superior efficiency and high accuracy




Der Schwerpunkt der vorliegenden Dissertation liegt auf numerischen Berechnungsmeth-
oden, die höherwertige Ansatzfunktionen verwenden. Motiviert werden diese Entwick-
lungen durch Forschungsarbeiten zum Thema „Structural Health Monitoring“ (SHM).
Für den gezielten Entwurf solcher Überwachungssysteme ist das detaillierte Verständnis
von Wellenausbreitungsvorgängen unerlässlich. Da die angesprochenen Systeme üblicher-
weise im hohen kHz-Bereich arbeiten, liegen die zu beobachtenden Wellenlängen im mm-
Bereich. Das hat zur Folge, dass zur Berechnung elastischer Ultraschallwellen sowohl eine
feine zeitliche als auch räumliche Auflösung benötigt wird. Bei solchen Konstellationen
stoßen kommerzielle Berechnungsprogramme, hinsichtlich der Speicheranforderungen und
Genauigkeit, schnell an ihre Grenzen. Deshalb müssen neuartige Methoden entwickelt
werden, um effizientere und hochauflösendere Simulationen sicherzustellen. Aus diesem
Grund stehen die Finite-Elemente-Methode (FEM) und die Finite-Zellen-Methode (FCM)
im Fokus der vorliegenden Arbeit. Für die Formulierung beider Methoden wird auf höher-
wertige Ansatzfunktionen zurückgegriffen; mittels dieser Ansätze können die Defizite von
kommerziellen Berechnungsprogrammen, die zumeist auf der h-Version der FEM beruhen,
umgangen werden.
Da es der Anspruch dieser Arbeit ist, einen allgemein gültigen Berechnungsansatz für be-
liebig komplexe Strukturen mit integrierten SHM-Systemen zu liefern, wird der aktuelle
Stand der Technik in mehreren Aspekten erweitert. Ansätze zur Berechnung von Struk-
turen, die elektro-mechanisch gekoppelte Eigenschaften aufweisen, werden sowohl für die
höherwertige FEM, als auch für die FCM umgesetzt. Mit dieser Erweiterung können nun
auch Modelle für piezoelektrische Wandler in die Berechnung einbezogen werden. In einem
zweiten Schritt wird die FCM erstmalig zur Simulation von elastischen Ultraschallwellen
angewandt. In diesem Zusammenhang wird der Einsatz von spektralen Ansatzfunktio-
nen in Verbindung mit einer geeigneten Methode zur Diagonalisierung der Massenmatrix
von geschnitten Zellen (Zellen die vom Rand des physikalischen Gebietes geteilt werden)
vorgeschlagen. Durch diese Maßnahmen kann die Effizienz transienter Analysen im Vergle-
ich zu herkömmlichen Verfahren enorm gesteigert werden. In Analogie zur Unterscheidung
zwischen der FEM und der Spektralen-Elemente-Methode (SEM) wird die entwickelte
Methodik als Spektrale-Zellen-Methode (SCM) bezeichnet. Die SCM vereint somit die
hohen Konvergenzraten von höherwertigen FE-Formulierungen, mit der automatisierten
Diskretisierung von fiktiven Gebietsmethoden und mit der Reichenzeitersparnis, die durch
die Benutzung von expliziten Zeitintegratoren erzielt werden kann.
Die angesprochenen Vorteile machen die SCM zu einem vielversprechenden Berech-
nungswerkzeug für die detaillierte Untersuchung von Wellenausbreitungsvorgängen. Die
entwickelten Methoden werden mit Hilfe von mehreren numerischen Beispielen und exper-
imentellen Daten verifiziert und validiert. Die erzielten Ergebnisse untermauern die Aus-
sage, dass die SCM ein weitverbreitetes Verfahren zur Berechnung von geführten Wellen
in dünnwandigen Strukturen werden kann.
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Introduction
The first chapter introduces the topic of Structural Health Monitoring (SHM) and provides
a comprehensive overview on current research activities dealing with both online monitor-
ing systems and the state-of-the-art in numerical wave propagation analysis. The latter
subject is also an essential aspect of the further content of the thesis at hand.
1.1 SHM - General principles and current research
activities
SHM objectives The primary objectives of every SHM system are the continuous moni-
toring of safety-relevant component parts during service and the identification of anomalies
or damages such as cracks, delaminations and debondings in structures. In this context,
the term continuous can also be understood in the way of taking measurements periodically
throughout the operation-time. One proposal to achieve these objectives is to equip engi-
neering structures such as airplanes, as depicted in Fig. 1.1, with a network of transducers
in a way that is inspired by the human nervous system [1].
Figure 1.1: Analogy of a SHM network and the human nervous system.
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In the applications considered in the present thesis, sensors and actuators are piezoelectric
transducers, but in real-life applications they can also be pressure, temperature or moisture
sensors, depending on defect/anomaly to be identified. An online monitoring system should
be devised such that - based on a structure similar to the nervous system - it is able to
report on the “health” state of the structure during service time. This includes tasks such
as the detection and the localisation of damages as well as the prediction of their severity.
This approach can therefore either be used to increase the service-life of a structure or
to maximize the utilization of the material. The current practice, however, is to inspect
the structural integrity based on scheduled maintenance [2] activities. These inspections
are executed using standard non-destructive testing techniques, such as visual inspection
and/or ultrasound techniques [3]. Since such an approach is both time-consuming and
dependent on well-trained personnel, there is a high potential for saving costs and avoiding
errors. Therefore, a transition from scheduled to condition based maintenance should take
place, as also demanded by high-tech industries [4]. Accordingly, the main motivation
driving the need for a successful application of SHM systems is the prospect of a significant
reduction of inspection costs without introducing safety risks [5, 6]. One possible way to
achieve the aforementioned goals - design and successfully apply a SHM system - could be
to transfer and to extend already existing techniques, known from the condition monitoring
of machines, to safety-relevant parts.
Wave-based SHM Over the years, many dynamics-based SHM techniques have been
developed - and valuable reviews of the state-of-the-art can be found in [5, 7]. Among the
dynamics-based techniques, guided wave (GW) inspections provide a good compromise
in terms of the sensitivity to defects and the extent of the area that can be monitored.
GWs show the ability to travel relatively long distances within the structure with little
attenuation compared to bulk waves [8–11].
In isotropic, homogeneous plates of constant thickness these ultrasonic guided waves are
referred to as Lamb waves, named after their discoverer Horace Lamb [12]. Despite their
complex characteristics, such as the occurrence of at least two different modes for each
frequency and the highly dispersive behavior [13], they are still a common choice for the
online monitoring of structures [14–18]. The majority of today’s research is devoted to
studying GW-based approaches to SHM as it has matured to an accepted technology for
damage detection purposes [5, 6, 10, 11, 19, 20].
Mode conversion As mentioned before (Paragraph Wave-based SHM), Lamb waves can
propagate in different modes. One characteristic feature is their ability to convert into
each other [15]. This mode conversion is a key aspect of the damage quantification process
using Lamb waves, defined as the phenomenon in which energy is transferred from one
wave mode to another. This partial energy transfer results in an altered particle motion
of the wave mode; the out-of-plane displacement component can be amplified compared to
the incident mode for instance [10]. A launched S0 mode partially converts to an A0 upon
arrival at the defect location, or vice versa [15, 21]. We have to keep in mind, however,
that only asymmetric perturbations with respect to the middle plane of the structure can
cause this phenomenon [15].
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Damage detection Much of the literature considers excitation configurations relying on
the first (fundamental) symmetric (S0) or anti-symmetric (A0) for the interrogation of the
structural state. The applied frequency range is commonly below the cut-off frequency of
the second anti-symmetric (A1) mode [5, 6, 10].
A more recent approach, however, uses so-called “non-linear” acoustics. Here, higher order
modes are employed to detect damages. One popular method is to exploit the second
order harmonics to indicate defects within the structure. The prerequisite is that the dif-
ferent modes have a matching phase and group velocity, to ensure that enough energy can
be transferred from the fundamental to the second order harmonic wave. The basic idea
is to launch a single frequency ultrasonic wave. After propagating a certain distance in
the material, the wave is composed of the original component and of a new component
with double frequency (second order harmonic). Li et al. [22] apply the S1-S2-mode pair
to detect thermal fatigue in composite structures. These materials are widely used in
aerospace applications, where they are consequently subjected to frequent variations in
temperature. As a consequence, material degradation can be induced and damages may
accumulate. This change of the original structure is observed by monitoring the change
in the non-linear acoustic parameter. This parameter is essentially the ratio AS2/AS1 ,
where AS1 denotes the amplitude of the S1-mode (fundamental wave) and AS2 represents
the amplitude of the S2-mode (second order harmonic wave). In this case it is assumed
that the distributed micro-cracks (micro-structural defects) or lattice anomalies are the
main source of non-linearity. Preull et al. [23–25] emphasize that the normalized acoustic
non-linearity measured with Lamb waves is directly related to the fatigue damage. They
thereby assess that non-linear techniques can quantitatively detect and characterize plas-
ticity driven material damage prior to the formation of micro-cracks.
Aymerich and Staszewski employ a different method for impact damage detection by way
of non-linear acoustics [26]. Their technique is based on the following methodology: First,
an ultrasonic wave is introduced at an arbitrary point A. Simultaneously, the structure is
also excited modally (with an eigenfrequency - f1) at point B. If the structure is intact,
the frequency spectrum will contain only the frequency components f0 the guided wave has
been excited with. On the other hand, if the structure is damaged, the high frequency wave
will be modulated by the low frequency vibration. The formation of frequency sidebands
(f0±nf1) is therefore observed. The intensity of the modulation is strongly related to the
crack size [27]. Moreover, it has to be mentioned that all effects depend on the amplitude
of the modal/vibration excitation. Despite the fact that various theoretical explanations
are given in literature, it seems that these non-linear effects are not well understood [27].
Damage localization Features such as mode conversion, transmission and reflection are
the basis for damage localization algorithms. Defects in structures can be found by em-
ploying various methods, of which the most important ones are mentioned in the following.
One approach is to use a triangulation method [28, 29]. Another scheme is based on to-
mography techniques [30–34] and time reversal methods [35]. A more complex analysis
is required if artificial neural networks are to be applied for damage detection purposes
[36–38]. Extensive data sets are needed in order to teach the algorithm how to determine
the existence of damages. However, if the teaching data sets do not cover the conditions
encountered in real-life applications, such methods will be unable to detect damages re-
liably and therefore may fail. In reference [39] a migration based technique is used, also
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accounting for the differences in wave speed, depending on the propagation angle. This
approach is an extension to the well-known time-of-arrival triangulation techniques that
are often used for isotropic or quasi-isotropic materials.
Wave propagation in heterogeneous materials The propagation of ultrasonic guided
waves in real-life structures is highly influenced by many factors - including, but not limited
to material properties (micro-structure of the material, anisotropy class, etc.) and ambi-
ent conditions such as temperature, moisture, and corrosion among others. As this is a
very complex topic, only a few of the many parameters are illustrated in Fig. 1.2. In
recent years, the focus of the research activities shifted from relatively simple homogenous,
isotropic materials to more complex composite and sandwich plates [40–42]. The different
branches of engineering and industry show a clear tendency to rely on such materials. The
basic advantage of composites is their higher strength relative to mass in comparison to
other materials. Moreover, they exhibit a higher corrosion stability. At the same time,
composites are more sensitive to impact actions [43, 44], which can cause damages in the
form of cracks or delaminations [45–47]. It is especially the low velocity impacts that are
of interest, as they often result in barely visible damages that are hardly detectable using
conventional visual testing techniques. Such damages are critical and could potentially
result in destruction of the component part. Since a special focus is placed on thin-walled,
lightweight structures which are typically made of carbon or glass fiber reinforced plastic
(CFRP, GFRP) and sandwich panels, one has to deal with highly heterogeneous materials.
Moreover, the material anisotropy has to be taken into account which further complicates










Figure 1.2: Current research topics in SHM.
These kinds of materials pose significant difficulties for most numerical methods, as the
micro-structures of such heterogeneous materials need to be accurately resolved in order
to capture phenomena such as transmission, interaction, scattering and conversion of the
different wave modes [51, 52]. Structural elements like stringers or rivets pose additional
problems as they cause further wave scattering and render the wave signal very hard to
interpret.
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Influence of ambient conditions on SHM concepts Pre-stressing, temperature varia-
tions [18, 53, 54] and different moisture contents are among the possible parameters that
may additionally influence the wave propagation in real-life structures. It is especially
the last point that is critical for high-tech materials typically used in the off-shore wind
energy and aeronautical industries. Several of these influencing factors have already been
addressed in extensive research campaigns. The first important topic in the context of
ambient conditions that needs to be discussed further is the dependency of the material
properties on the moisture content.
Moisture The effect of moisture absorption on the Lamb wave propagation in viscoelastic
composite materials has been studied by Schubert and Herrmann [55]. They stress the
fact that a SHM system is subjected to changes in the ambient conditions and material
degradations, entailing the necessity to incorporate measures to distinguish between these
changes and real structural damages. All investigations in reference [55] are based on a
higher order plate theory (not to be confused with higher order shape functions for the finite
element method). They compared experimental results with different moisture contents to
determine its effect on the wave propagation. Schubert and Herrmann observed changes in
the wave velocity and damping characteristics. If a baseline approach is used for damage
detection, these effects need to be included in the model. The experimental methodology
was as follows: (i) The carbon fiber reinforced plastic plate was stored for 25 days in a
climate chamber at 70◦C and 80% humidity. (ii) Thereafter, the new material properties
were recorded. Generally speaking, they found that the wave velocity decreases and that
the damping increases due to the described conditioning process. The bonding layer is also
influenced by the procedure as the energy transfer from the piezoelectric transducer to the
host structure is decreased (degradation of the adhesive layer).
Temperature Several researchers have recently conducted studies on the effect of the
ambient temperature on the propagation of elastic guided waves [53, 54, 56–58]. Clarke
[56], for example, employs a baseline substraction approach to account for temperature
variations. His aim is to develop temperature stable piezoelectric sensors for a mono-modal
excitation of Lamb wave modes. Lu and Michaels [54] also propose an approach to detect
structural damages in the presence of unmeasured temperature changes. They assume that
the primary effect of temperature on the recorded signals is a dilatation or compression of
the time signal caused by the velocity change and the thermal expansion of the structure
under observation. As a secondary effect the distortion of the wave form can be noticed.
An attempt to apply the proposed strategy will require baseline measurements at various
temperatures, reflecting the service-conditions. Naturally, the probability of detection of
structural damages increases with a finer temperature resolution of the baseline data. The
basic idea of the proposed method is to find the best match between a time trace in the
baseline data set and the measured time signal. The mean square deviation of the two
signals and the maximum residual amplitude of the differential signal are recommended as
suitable error indicators. In a second step, the time axis of the previously recorded baseline
data is adjusted to the experimental results by stretching or compressing it. This procedure
serves as a means to compensate the temperature variation and thus to ensure that the
damage detection methodology can be executed. The physically reasonable assumption
here, is that the mean squared error between two signals is related to the amount of
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damage, given that there are no other changes. In further literature the described method
is referred to as a combination of optimal baseline selection (OBS) and baseline signal
stretch (BSS). Croxford et al. [53], Moll [58, 59] and Schubert [57] employ the same
methodology to account for changes in the ambient temperature. Moll has successfully
applied this procedure to aluminum and glass fiber reinforced plastic plates. To identify
structural damages he utilizes a novelty detection algorithm. Note however, that Lu and
Michaels use diffuse ultrasonic waves excited by an impulse excitation and generated by
multiple reflections [54]. The discussed approach requires an comprehensive baseline data
set. Therefore, the continuous acquisition of data for temperature compensation methods
is described by Putkis and Croxford [60].
Corrosion Corrosion, induced by the ambient conditions, is a different kind of flaw that
can be monitored using ultrasonic guided waves. Miller et al. [61] monitor the corrosion
of reinforced concrete (RC). Today, corrosion is one of the primary durability concerns for
RC. The fact that this process of chemical degradation eventually causes delamination or
separation of the steel rebar from the concrete affects the propagating waves as well as
the measured signal strength. However, determining the current state of health of the RC
appears to be a difficult task, because of two opposing effects: (i) Due to the corrosion,
the surface roughness increases - leading to a reduction in signal strength. (ii) At the same
time, the signal strength is increased by a separation of the steel bar and the surrounding
concrete. Miller et al. [61] suggest to make use of the fact that the wave velocity varies
with the applied stress. The time-of-flight should consequently depend on the stress level
in the rod. As the stress level also changes with the quality of the boding between steel
bar and concrete, the health of the system can be assessed.
In civil engineering SHM systems are already in use. A famous example is the on-
line monitoring system implemented on the Tsing Ma Bridge in China. It has been
successfully applied since the bridge’s construction in May 1997 [62].
Steps for the development of a robust SHM-System The ultimate goal of SHM is to
create an autonomous online monitoring system that is able to locate damages within the
structure as well as to determine their size and if possible to predict the remaining lifetime
of the assembly. Different steps need to be completed in order to reach these goals. The
workflow is as follows:
0. Numerical simulations (related issues are: designing a SHM system; optimal
placement of transducers; physical understanding of important wave propagation
phenomena),
1. Data acquisition (related issues are: energy efficiency of the transducers; the wire-
less transmission of measured data; data storage),
2. Signal processing (related issues are: feature extraction to facilitate damage de-
tection under varying ambient conditions),
3. Numerical simulations (related issues are: assessing the severity of the damage;
assessing the remaining service lifetime).
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The zeroth step was included although it is not necessarily related to SHM itself. Nonethe-
less, it is an important approach to enhance the understanding of wave propagation phe-
nomena and the wave interaction with defects. It can consequently be seen as prerequisite
that facilitates a fast and effective development of online monitoring systems. Without
verified and thoroughly validated numerical simulation tools only experimental tests will
provide reliable information. Thus, an efficient virtual engineering software is needed to








Figure 1.3: Experimental and numerical investigation of heterogeneous materials for SHM
purposes.
The main objective of the present thesis, however, is to develop a numerical simulation
tool for the analysis of guided ultrasonic waves. Fig. 1.3 illustrates different approaches to
tackle this task. Furthermore, experimental measurements are required in order to validate
the methodologies. Numerical methods - with a special focus on wave propagation analysis
- are extensively discussed in Section 1.2. Experimental techniques are not in the scope of
the current work and are therefore only briefly mentioned at this point. Measurement
results can be obtained, for example, by using a Laser Scanning Doppler Vibrometer
(LSDV). The full wave field information can be recorded by employing a three-dimensional
LSDV [6]. Thereafter, the measurements can be used to visualize the damage interaction
and the propagation of GWs. Lasers offer the advantages of a high spatial resolution
and contactless measurements [63–65], which is why they often come into use. Other
possibilities would include water and/or air-coupled ultrasound measurements [66, 67] or
speckle interferometry [68]. No coupling medium is required for these approaches either.
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The experimental data can then be used to validate existing numerical approaches. One
way to simulate heterogeneous materials is to determine the effective material proper-
ties. In the case of a sandwich materials the core layer can be homogenized, for example.
This procedure will facilitate the finite element (FE) discretization process, but has the
drawback that it is only applicable in a low frequency range. For higher frequencies, the in-
teractions of the waves with the core material or with the micro-structure are not resolved
at all, which causes significant errors in the course of a respective simulation [41, 42].
A full scale model of the structure is needed to circumvent this problem. Here, the core
layer is geometrically resolved. This methodology provides very accurate simulations, but,
on the other hand, may result in prohibitively large computational costs [40]. Accordingly,
different techniques are called for to solve wave propagation problems in heterogeneous
media. Various numerical methods that are suitable for wave propagation analysis are
discussed in detail in Section 1.2.
Damage repair Since one of the main goals of SHM systems is to increase the
service-lifetime of safety-relevant component parts, repair techniques need to be addressed
as well. For the sake of completeness, a few approaches are briefly introduced at this
point. Ahn et al. [69] investigated one-sided patch repairs as one possible option to
prolong the service-life of a damaged structure. Pavlopoulou et al. [19] studied life
cycle health monitoring as a means to avoid extended periods of inspections, to reduce
maintenance costs and to rule out unexpected catastrophic failures. They successfully
applied pattern recognition algorithms for damage classification [70, 71]. An experimental
and numerical evaluation of the performance of externally bonded and scarf type bonded
patches for the repair of aerospace structures made of composite materials is provided in
references [20, 71, 72]. The authors deployed different online monitoring techniques, such
as digital image correlation (DIC) and guided wave propagation (excited and received
by piezoelectric transducers), to assess the damage detection capabilities of their signal
processing approach. They point out that the proposed methods can successfully be
applied for online monitoring purposes. Furthermore, the authors recommend the second
repair approach as it provides a higher join efficiency.
Miscellaneous research activities concerned with geometrically non-linear analysis
are pursued and should also be mentioned briefly. In [73] Abedinnasab and Hussein
investigate the wave propagation in a geometrically non-linear rod and beam model. They
observe amplitude dependent shifts in frequency, phase and group velocity in the disper-
sion spectrum. This can further complicate all efforts directed at developing SHM systems.
The cited scientific works clearly show that there is a steadily growing research in-
terest in SHM activities. Although a lot of progress was made in the last decades, there
is still not enough secured knowledge about basic problems related to online monitoring
of structures using ultrasonic guided waves. Since the present thesis aims to provide
one step to gain a deeper understanding of the underlying physics by using advanced
numerical models for the simulation of elastic guided waves in thin-walled structures, the
next section features a comprehensive review of the state-of-the-art in wave propagation
analysis using numerical methods.
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1.2 Numerical methods for wave propagation analysis
The current section sets out to provide an answer to the question “Why are higher order
finite element methods (HO -FEMs) indispensable for wave propagation analysis?”. Fur-
thermore, potential research areas are discussed - resulting in the motivation for the thesis
at hand.
Generally speaking, wave propagation problems require extremely accurate solutions [74].
The reason for this is that the numerical dispersion error produced by the method tends
to distort the basic appearance of the time domain solution. The term dispersion error
refers to the fact that higher frequency components of an FE solution exhibit a phase lead,
that is to say they propagate faster than they theoretically should. Accordingly, a phase
shift in the signal can be observed. This phase shift can, for example, cause destructive
interferences where constructive ones are expected and vice versa [74].
The computationally highly demanding task of simulating the propagation of ultrasonic
guided waves is most commonly solved using explicit structural dynamics solvers. To ac-
curately resolve the wave front of ultrasonic guided waves, a fine temporal [75] as well as
spatial [76, 77] discretization is needed. Despite these rigorous requirements, the h-version
of the finite element method (h-FEM) is often applied for wave propagation analysis. This
can be attributed to the wide-spread distribution of commercial FE software that typically
features only low order FEs (p ≤ 3). In an article by Willberg et al. [78] it was demon-
strated, however, that conventional linear FEs based on a displacement formulation are
not suitable to solve the wave equation accurately enough and that they quickly reach their
limits - in terms of computational effort and memory storage requirements - if ultrasonic
guided wave propagation problems are considered. Moreover, one has to keep in mind that
certain restrictions have to be imposed on the aspect ratio and angle between element edges
of low order FEs. A value of approximately 1 and 90◦ is recommended, respectively. This
also implies that - if possible - all elements should be of similar size [79]. These measures
are very important, since it has been conclusively demonstrated that meshing is an issue
when studying wave scattering problems. This is especially true for weak scatterers, for
large variations in the element sizes can cause wave scattering and beam steering due to a
mismatch of the mechanical impedance [79].
Analytical and semi-analytical methods To determine the point-wise response of ge-
ometrically simple structures and to calculate dispersion diagrams, analytical or semi-
analytical methods are an appropriate choice [15, 21, 80–83]. These approaches also allow
for an examination of the physical damping on the dispersion curves [84]. However, it is
challenging - if at all possible - to provide an analytical description of the wave propagation
in structures containing failures, such as delaminations, cracks or other defects. Hence, it is
hardly possible to describe the wave propagation in complex three-dimensional structures
without further modifications to these methods.
An idea to circumvent the limitations of purely analytical methods to simple geometries
is given by Ahmad and Gabbert [15] and Vivar-Perez et al. [85]. They propose to couple
FE models and analytical solutions. Ahmad and Gabbert use the semi-analytical finite
element method (SAFE) to compute the wave propagation in the unperturbed part of the
plate-like structure and model the boundary and the damages of the part explicitly using
conventional linear FEs. They found that mode conversion between symmetric and anti-
symmetric Lamb wave modes does only occur when the perturbation of the structure is
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asymmetric with respect to its middle plane. Vivar-Perez et al. follow a different approach
[86]. The analytical models developed in reference [87] are coupled with a higher order
finite element (HO -FE) approach, namely the spectral element method (SEM) based on
a Chebyshev-Gauß-Lobatto (CGL) grid. This scheme is used to discretize a piezoelectric
transducer with spectral elements (SEs) and to couple it to a homogeneous plate that is
analytically described. The results are very promising in terms of computational costs
compared to modeling the whole structure by means of the FEM. For dispersion analysis
Mazotti et al. [88, 89] employed a coupled SAFE-BEM (boundary element method) ap-
proach, investigating the phenomenon of leaky guided waves propagating in beams with
arbitrary cross-section. Unbounded media can easily be modelled by using the BEM [89].
Another approach to solving the wave equation is to be seen in wave finite elements (WFE).
According to Ahmad [21], this method is more flexible than the SAFE-method, but it holds
the disadvantage that the structure to be investigated has to be periodic. Another prob-
lem is to be seen in the ill-conditioned system matrices that are likely to occur [90]. The
idea behind the WFE is to use wave modes (eigenmodes) as a representation basis for
describing the kinematic variables - that is the displacements and external as well as in-
ternal forces - of the structure [90, 91]. To this end, the given structure is assumed to
be described numerically by a set of identical substructures. The wave modes are then
calculated using a FE model of such a typical substructure, reflecting the cross-sectional
dynamical behavior. The original system is obtained by connecting the numerical models
along the principal axis. Note that the FE discretization has to be fine enough to predict a
sufficient number of highly oscillating wave shapes. This approach results in a significant
decrease in computational-time for calculating the forced response of a system. It has
been successfully applied to beam-like structures, fluid filled pipes and Reissner-Mindlin
plates [90]. Modelling junctions between two waveguides follows the same procedure as
detailed for the SAFE method. The junction is explicitly modelled deploying conventional
FE schemes and then coupled to the WFE formulation of the different waveguides.
An extension of semi-analytical finite element methods has been published by Gopalakrish-
nan et al. [92–94]. This approach can be thought of as a FEM formulated in the frequency
domain. While linear wave analysis of simple geometries is shown to be solved very ef-
ficiently even for the higher order modes, non-linear effects such as the contact between
debonded surfaces and delaminations can hardly be treated because the problem is solved
in frequency domain; the fast Fourier transform (FFT) is only viable for linear systems.
Moreover, if transient time-domain solutions are required, there is a significant increase in
calculation time [95].
Miscellaneous numerical methods The local interaction simulation approach (LISA)
[96–99], the mass-spring lattice model (MSLM) [100] and cellular automata [101] are also
numerical tools that are employed to simulate Lamb wave propagation problems. Complex
geometries and boundary conditions pose difficulties - which are not insurmountable - for
those methods. The FEM, however, generally offers a broader variety of applications and
is not limited to special assumptions, such as e.g. material parameters or geometrical
regularities.
Higher order shell elements From our point of view, higher order FEMs constitute vi-
able options to circumvent the difficulties that are related to the approaches discussed in the
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previous paragraphs. As mentioned before using HO -FE formulations is very advantageous
regarding the computational efficiency and accuracy. To overcome the low convergence rate
of conventional h-version FEs the focus of research has shifted to the implementation of
higher order shape functions. Since thin-walled structures play an important role in ad-
vanced lightweight designs (candidate for SHM applications), an obvious approach would
be to deploy finite shell elements or continuum shell elements. These elements are based
on a dimensionally reduced theory (Kirchhoff, Reissner-Mindlin). They offer numerical
advantages for the investigation of thin-walled designs. Finite shell elements based on
the SEM have been recently developed by Ostachowicz et al. [102–107] and Fritzen et al.
[108–110]. Ostachowicz et al. [106] use the SEM to simulate the Lamb wave propagation
in composite plates for aeronautical applications. Their finite shell element is based on the
first order shear deformation theory (FSDT). Its applicability and efficiency for SHM has
been shown in various publications by this research group [14, 102, 104, 111]. Because of
the assumptions used to derive a shell theory, both symmetric and anti-symmetric Lamb
wave modes can only be described in a certain frequency range [106]; vibrations over the
thickness of the plate cannot be resolved. Additional drawbacks are that multi-layered
materials and complex three-dimensional stress states cannot be resolved at welded-joints
or rivets, for example. Consequently, numerical tools based on higher order finite shell el-
ements are inappropriate to cover all phenomena arising from wave propagation problems.
Higher order continuum/solid elements Accordingly, we are convinced that the im-
plementation of a fully three-dimensional discretization technique is favorable in order to
resolve all effects in detail. To this end, the literature proposes a wide variety of higher or-
der shape functions. The main focus of the present thesis is on the SEM [106, 112–114] and
hierarchical higher order FEMs (hierarchical HO -FEMs) [115–120]. Lagrange polynomi-
als through non-equidistant points (Gauß-Lobatto-Legendre or Chebyshev-Gauß-Lobatto
nodal distributions) are a common choice as Ansatz functions in the framework of the
SEM, while the normalized integrals of the Legendre polynomials are typical for the hier-
archical version of the HO -FEM, in this particular case termed the p-version of the FEM
(p-FEM). Another promising approach applies non-uniform rational B-splines (NURBS)
as shape functions and is known under the name isogeometric analysis (IGA) [121–126].
The properties of this method, in the context of ultrasonic guided wave propagation,
are discussed in reference [125]. Heretofore, the SEM has been used almost exclusively
for high frequency wave propagation problems - and the other two mentioned approaches
were mainly employed to solve static problems including non-linear analyses, plasticity etc.
or eigenvalue problems [127–129]. Applications of the p-version of the FEM to complex
geometries, such as femur bones and arteries, for example, are described in [130]. The appli-
cation of HO -FEMs to geometrically and physically non-linear analyses is demonstrated in
[131–134]. Several articles have also dealt with fluid-structure interaction [135–138] based
on an implicit time-integration scheme. The wide variety of examples can be seen as a
proof for the versatility of HO -FEMs. The robustness against geometric distortions and
high aspect ratios is also clearly highlighted in the cited references [116].
Spectral element method The literature on the SEM, applied to wave propagation anal-
ysis, is very rich in contrast to the other mentioned HO -FE approaches. The versatility
of the SEM has been shown by Seriani and Su [139, 140]. They solved the acoustic wave
equation for complex media (seismic wave propagation in the earth’s mantle) using a SEM
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poly-grid approach. Highly accurate algorithms are needed to study wave propagation
phenomena in media with variable physical properties in the domain of interest. When
dealing with continuous variations of physical properties, auxiliary grids can be introduced
to avoid the necessity of using a fine global grid. The simulation of wave propagation
phenomena in heterogeneous media can be readily conducted using this novel technique.
This approach bears similarities to the methodology adopted by the finite cell method
(FCM, cf. Chapter 5) and related fictitious domain methods. In a different study, Seriani
and Priolo found that the SEM shows more accurate results compared to low order FEs
[141]. Peng et al. drew on three-dimensional continuum SEs to investigate the effect of
adhesive on the wave propagation and to show the excellent properties of the SEM for
damage detection in laminates and beams [113, 142–144]. Komatitsch et al. [145–147]
employ the SEM to model seismic wave propagation problems. A fully three-dimensional
earth model is used to simulate global wave propagations. The influence of the rotation,
self-gravitation and the oceans is taken into account, whereas the oceans are modeled as
an equivalent load. Ha [148–150] used the SEM to study the influence of the adhesive layer
between a piezoelectric transducer and the host structure. For this purpose he developed
a hybrid SE with linear shape functions in the out-of-plane direction as well as spectral
shape functions of arbitrary order in the in-plane direction.
The widely accepted use of the SEM to solve dynamic problems - documented in the para-
graph above - is due to the fact that the global mass matrix is diagonal (mass-lumping is
readily available and easy to implement). Dauksher and Emery [151, 152] demonstrated
that a row-summing procedure provides accurate solutions when SEs are employed. This
row-summing technique is only performed on the global mass matrix. Nonetheless, the
solution characteristics are relatively unaffected by the diagonalized mass matrix, but the
numerical costs can be drastically reduced by means of an explicit time-integration algo-
rithm. In the case of a diagonal mass matrix, only matrix-vector operations are needed in
each time-step to solve the equations of motion. Dauksher’s and Emery’s results are based
on Lagrange polynomials defined on a CGL nodal distribution. The authors of references
[151, 152] opt for a deployment of row-summed mass matrix SEs in conjunction with a
central difference method (CDM) for time-stepping as a means to solve the wave equation.
In reference [153] they have demonstrated that the spectral approach can achieve nearly
zero dispersion for a wide range of spatial and temporal discretizations. Moreover, Dauk-
sher and Emery infer from their studies that the same conclusions can be drawn for both
elastic and scalar (acoustic) waves. Another possibility to diagonalize the mass matrix is
to use the same points that were employed to define the shape functions for the SEM as
points for a Gaussian quadrature. Here, SEs based on a Gauß-Lobatto-Legendre (GLL)
grid in conjunction with the well-known GLL-quadrature rule offer this elegant way to
diagonalize the mass matrix [78]. The numerical dispersion error is reduced significantly
and, as a rule of thumb, 4 nodes per wavelength are recommended for the spatial resolu-
tion using the polynomial degree p = 4. If we want to investigate longer wave propagation
periods, however, higher polynomial orders are needed to avoid error accumulation and
numerical anisotropy [154, 155]. Sridhar et al. [156] also employed Chebyshev SEs. They
confirmed that the error decreases with O [(1/p)p] and that the SEM therefore also shows
an exponential convergence. Furthermore, it is demonstrated that aspect ratios of 500
do not induce shear locking and that Chebyshev polynomials are a suitable choice for
non-periodic problems.
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p-version of finite element method and isogeometric analysis Apart from the
SEM also the p-version of the FEM and IGA are, in principle, viable options to solve wave
propagation problems. One important work that investigates the reliability of these higher
order FE schemes in the context of wave propagation analysis was recently published [78].
Willberg et al. [78] derive a guideline on how to choose the optimal polynomial degrees
and the corresponding FE size to reduce the numerical costs. In this article the authors
deal with three different HO -FE approaches, namely the SEM [106], the p-version of the
FEM [115, 120] and the IGA [123]. It is shown that using HO -FEMs can entail significant
savings concerning memory storage requirements and numerical costs - in comparison to
commercially available FEM software packages. The cited publication is one of very few
articles using the p-version of the FEM and IGA for ultrasonic guided wave propagation
analysis. On the other hand, the p-version of the FEM and the IGA are often used for
static or eigenvalue problems [127–129] but as mentioned before rarely for wave propagation
analysis. This can be attributed to the fact that, at least to our knowledge, there is no
viable algorithm to lump the mass matrix. Thus, one should consider implicit time-stepping
algorithms like the Newmark method. If the mass matrix is fully populated there is a linear
system of equations to be solved in every time-step. This is the only reason why so far
only Willberg and co-workers [78] utilized the p-FEM and the IGA for solving the elastic
wave equation. In their paper, they demonstrated that the convergence characteristics of
all higher order C0-continuous FE schemes are very similar. HO -FEMs are therefore a
viable choice in the context of wave propagation analysis.
Numerical dispersion error After we discussed the benefits of higher order FEMs for
wave propagation analysis, an important and frequently raised question has to be ad-
dressed: “How to control the numerical dispersion error?”. The previous paragraphs al-
ready contain a few hints, but a more thorough review will be given at this point. In their
seminal works [157, 158] Ihlenburg and Babuška presented error estimates for solving the
wave equation. They concluded that it is generally not possible to eliminate the phase error
in two- and three-dimensional analyses. However, a suitable discretization, depending on
the wavenumber, can still lead to considerable error reductions. Furthermore, they state
that the choice of the shape functions is irrelevant regarding the dispersive characteristics
of the numerical solution. Again, the importance of higher order shape functions is high-
lighted. It is found that HO -FEs exhibit an increased accuracy compared to low order
FEs for the same number of degrees-of-freedom. In contrast to the frequently claimed 10
nodes per wavelength to obtain accurate results, Ihlenburg and Babuška [157] show that
at least 25 nodes per wavelength are necessary to reduce the phase error to less than 1%
for linear FEs. According to their research, it is recommended to use square normalized
meshes, i.e. meshes with kh2 = const., where k depicts the wavenumber and h the FE
size. Using that type of discretization the dispersive effects are negligible. For large k,
weaker conditions are introduced because the number of degrees-of-freedom tends to get
prohibitively large very fast. The most significant improvements in accuracy are reached
by passing the standard h-version (with p = 1) to approximation order p = 2 or p = 3.
Komatitsch and Tromp [146], however, recommend a polynomial degree of p = 4/5 since
it provides the best trade-off between accuracy and integration stability from their point
of view. According to their research they concluded that there is a theoretical limit of the
number of nodes per minimum wavelength of π for an increasing polynomial degree. Here,
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the accuracy remains almost unchanged even for long propagation times. Also Ainsworth
and Wajid [159] find π as a theoretical limit for the number of nodes per wavelength if the
polynomial degree is increased accordingly. For practical applications, however, 4.5 nodes
per wavelength deploying a polynomial degree of p = 8 are recommended [146].
Jensen [74], Christon [160] and Ainsworth and Wajid [159, 161] additionally comment on
the influence of the mass matrix on the numerical results. Jensen [74] employs the SEM
and concludes that mass-lumping by Gauß-Lobatto-Legendre quadrature does not intro-
duce additional errors. Christon [160] studies the dependence of the dispersive error on
the wave propagation direction, mesh aspect ratio and wavenumber. He shows that a
so-called higher order mass matrix - a linear combination of lumped and consistent mass
matrices - may improve the dispersion characteristics of both reduced and fully integrated
FEs. Ainsworth and Wajid [159, 161] also utilized a weighted average of the consistent and
diagonalized mass matrices. They demonstrate that the optimal blending parameter for
FEs of order p is given by the ratio 1 : p. Compared to the pure schemes, two additional
orders of accuracy can be gained. An efficient implementation of the higher order mass
matrix can be achieved by nonstandard integration rules. An explicit construction of the
nodes and weights is given in reference [161].
Concluding remarks on higher order methods The previous paragraphs clearly
demonstrate that HO -FEMs are a viable option for wave propagation analysis in complex
structures. These methods can help to solve several practice-oriented problems, which can
be attributed to the fact that their derivation is not based on any assumptions in order to
simplify the underlying physics. Non-linear analyses, both physically and geometrically,
can be conducted without any difficulties. Moreover, arbitrary constitutive equations can
be included. From our point of view, the conclusion of the previous paragraphs could
be that HO -FEMs are a universally applicable tool in the context of wave propagation
problems.
In the framework of HO -FEMs only SEs are thoroughly researched in the context of wave
propagation analysis. In the present thesis, other higher order basis functions will also be
employed to solve wave propagation problems. The results will then be compared with
the results of the established SEM. Here, we take a special interest in hierarchical basis
functions such as the normalized integrals of the Legendre polynomials (p-version of FEM)
and trigonometric functions (p-Fourier-FEM). Hierarchical basis functions offer two dis-
tinct advantages over nodal basis functions: (i) they can employ the so-called trunk space
formulation, and (ii) all shape functions of polynomial degree p−1 are contained in the set
of basis functions for the polynomial order p [115, 120]. But the impact of these features
on the efficiency and the accuracy of wave propagation solutions has to be investigated.
On the other hand, there is the drawback that no lumping technique is known for a set of
hierarchical shape functions - which is why it is of interest to compare the different higher
order approaches. The conclusion of this analysis will point the reader to an effective
numerical tool with respect to wave propagation problems.
Fictitious domain concept However, we feel that despite their favorable numerical prop-
erties, the aforementioned methods cannot be recommended without restrictions. Consid-
ering heterogeneous materials with complex “micro”-structures, such as sandwich panels
with a honeycomb or foam core, the user still faces the problem of mesh generation. It is
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widely known that generating conforming FE grids from complex CAD (computer aided
design) based geometrical models is rather expensive in terms of computational input and
also quite difficult to accomplish fully automated, if at all possible. Normally, the gener-
ated mesh has to be adjusted manually by the user.
We therefore propose to apply the concept of the fictitious domain/immersed boundary
methods to wave propagation analysis in the context of SHM applications. Since immersed
boundary methods do not demand body-fitted meshes [129], but divide the domain in a
regular grid of Cartesian cells, the geometric complexity is irrelevant as long as it can be
analytically described or if voxel models and STL∗-data are available. Therefore, a holistic
design approach offers undreamt of possibilities. That is to say, that the desired hexahe-
dral meshes can be generated on the basis of computed tomography scans [162]. Thus, the
mesh generation procedure requires no user interaction - and it can be fully automated.
Consequently, to circumvent the time consuming discretization, we suggest the FCM as a
means to solve Lamb wave propagation problems. The FCM is essentially a combination
of conventional fictitious domain approaches and HO -FE schemes. The high convergence
rates as well as the simple discretization procedure are transferred to the FCM [162].
The FCM was first proposed by Parvizian et al. [162] and then successfully applied to differ-
ent classes of problems [129, 163–166] such as the homogenization of cellular and foamed
materials [164], geometrically non-linear problems [163, 167], elasto-plasticity problems
[168, 169], optimization problems [170], multi-material problems [171] and multi-physics
problems [172, 173]. The simple yet effective idea behind this method is to extend the par-
tial differential equation beyond the physical domain of computation up to the boundaries
of an embedding domain, which can be discretized without any difficulties. Therefore, we
can replace the FE mesh by a structured grid of cells embedding the whole domain. In
doing so, we shift the manual effort of discretizing any bounded domain to the numerical
costs of an adaptive integration scheme that is able to capture the influence of the geo-
metrical boundaries. The general idea can be traced back to classical fictitious domain or
immersed boundary methods [174, 175].
The extension of the FCM to wave propagation analysis and the introduction of spectral
shape functions has been recently proposed by Duczek et al. [176–178]. They coined
the term spectral cell method (SCM) in accordance with the SEM. Their results highlight
the promising capabilities of both the FCM and the SCM for the simulation of ultrasonic
guided waves.
1.3 Working hypotheses and outline
To account for the complexity of wave propagation problems in SHM applications, we try
to put the following hypothesis into practice:
HO -FEs and the fictitious domain concept offer significant advantages for wave
propagation problems, especially concerning the investigation of complex structures or
heterogeneous materials. By introducing these advanced numerical methods to wave
propagation analysis we will provide an efficient numerical tool to facilitate a holistic
simulation approach.
∗STL: surface tessellation language. STL files describe the surface geometry of a three-dimensional object.
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The current state-of-the-art is therefore extended by five novel aspects:
1. Guidelines concerning the performance of different hierarchical and non-hierarchical
shape functions are compiled to illustrate their applicability to wave propagation
problems.
2. The finite cell method is extended by spectral shape functions and the term spectral
cell method is accordingly introduced.
3. The coupling between electrical and mechanical properties is taken into account. The
finite/spectral cell method is therefore extended to multi-physics simulations.
4. The properties (convergence behavior e.g.) of the finite/spectral cell method are
assessed in the context of wave propagation analysis.
5. Explicit time-integration techniques are introduced in order to improve the applica-
bility of the spectral cell method to wave propagation problems. This is achieved by
devising a suitable mass-lumping technique that is able to handle finite cells (FCs)
that are intersected by the physical boundary (cut cells).
Outline Chapter 2 provides a brief introduction to ultrasonic guided waves and their
characteristic features.
Turning to electro-mechanically coupled field problems, Chapter 3 offers the fun-
damentals of piezoelectricity and provides the governing equations needed for the
derivation of FE and fictitious domain approaches.
Chapter 4 deals with a detailed derivation of HO -FEMs - which are independent
of a special class of higher order approximation basis - for smart structure applications.
Based on the FEM formulation Chapter 5 provides a concise introduction to the
FCM for electro-mechanically coupled field problems. Again, the formulation is derived
regardless of the choice of a special family of Ansatz functions.
Specific shape functions are only described in Chapter 6. Four different basis functions
are discussed and compared: First, Lagrange polynomials based on an equidistant nodal
distribution are presented. These shape functions are known from standard h-type FE
approaches. Second, Lagrange polynomials defined on a Gauß-Lobatto-Legendre grid are
considered giving rise to the SEM and the SCM. Thereafter, hierarchic basis functions
are discussed. To this end, the third set of shape functions is based on the normalized
integrals of the Legendre polynomials, well-known from the p-version of the FEM/FCM.
Fourth, trigonometric functions are introduced. The corresponding numerical scheme is
named the Fourier-p-FEM/FCM.
Convergence studies assessing the accuracy and sensitivity of the HO -FEMs are
conducted in Chapter 7. Here, it is shown that the solution behavior of the different
basis functions is similar and merely depends on the polynomial degree of the family of
Ansatz functions.
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Chapter 8 demonstrates the validity, versatility and efficiency of both the HO -FEMs and
the fictitious domain methods. To this end, a range of numerical benchmark problems is
studied.
A more complex model is treated in Chapter 9. The phenomenon of bandgaps
and stopbands is discussed. The simulation results are validated by three-dimensional
measurements, based on the use of a LSDV. The investigations focus on a Fibonacci
lattice and a plate with periodically aligned holes. These examples both demonstrate the
capabilities of the higher order fictitious domain methods and validate their results.
Chapter 10 closes the thesis with a concise summary and important conclusions




There are many textbooks that focus on the propagation of elastic waves in solid media [1,
10, 13, 52, 179–181]. In the present work, we take a special interest in guided elastic waves.
One important representative of this class of waves are Lamb waves. They propagate in
plate- and shell-like structures with free surfaces. The term was coined in order to honor
its discoverer Horace Lamb, who was the first to provide a mathematical description in his
seminal work “On Waves in an Elastic Plate” [12]. The first comprehensive book on this
subject was published by Viktorov [13] and is now regarded as the standard text on Lamb
wave propagation.
The present chapter aims to lay out a theoretical background on Lamb waves in order to
enabled the reader to interpret the simulated and measured time signals. To this end, the
Rayleigh-Lamb dispersion equations are first derived, followed by a detailed discussion of
their implications. The derivation of the basic equations closely follows the approach taken
by Raghavan and Cesnik [8].
2.1 Governing equations of elastic wave propagation
2.1.1 Navier’s equation for an isotropic body
The derivation of the Navier’s equation starts with the three-dimensional equations of
motion for an elastic solid
∇ ∙ σ + fb − ρu¨ = 0. (2.1)
σ is the stress tensor, ρ denotes the mass density of the body, fb stands for the body force
per unit volume and u¨ is the acceleration of the particle under consideration. Linear elastic,
isotopic constitutive equations are assumed - for the sake of simplicity. Accordingly, the
material law is expressed as
σ = λ˜trεδ + 2μ˜ε, (2.2)
with λ˜ and μ˜ representing the Lamé coefficients for an isotropic body, δ is the identity
tensor and tr is the trace operator. ε and σ denote the strain and the stress tensors,
respectively. Provided that only small deformations are assumed, the kinematical relations








If we combine Eqs. (2.1), (2.2), and (2.3), we obtain Navier’s wave equation for a three-
dimensional isotopic body (
λ˜ + μ˜
)
∇∇ ∙ u + μΔu + fb = ρu¨, (2.4)
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Here, ei is the unit normal vector in the i-th local direction and the Laplace operator Δ is
given by










2.1.2 Helmholtz decomposition for isotropic media
In order to derive the equations describing the propagation of Lamb waves, it is helpful to
decompose the displacement field into a scalar potential φ and a vector potential H. They
are also known as potentials of longitudinal and shear waves, respectively [13]. Thus, the
particle displacement vector u can be written in the form
u = ∇φ +∇×H. (2.7)
Additionally, we impose
∇ ∙H = 0 (2.8)
in order to guarantee the uniqueness of the solution [8]. Due to the fact that there are
four unknowns and equally four equations, the Helmholtz decomposition for a given dis-
placement field is always possible and unique. If we then substitute Eq. (2.7) into Navier’s












Normally, the influence of the body forces fb (such as gravity) on the wave propagation is
negligible, which is why the corresponding term in Eq. (2.9) can be canceled. Consequently,
the following explanations will only focus on the free propagation of waves. Since the
potentials φ and H are independent, Eq. (2.9) can only hold if the following two conditions
are simultaneously satisfied (
λ˜ + 2μ˜
)
Δφ− ρφ¨ = 0, (2.10)
μ˜ΔH− ρH¨ = 0. (2.11)


















Navier’s equation is now decomposed into a scalar wave equation Eq. (2.14) and a vector
wave equation Eq. (2.15) which can be treated individually.
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2.1.3 Rayleigh-Lamb wave equation
Through multiple reflections on the plate’s lower and upper surfaces, and through con-
structive and destructive interferences, pressure waves (also labeled primary or P-waves)
and shear waves (also labeled secondary or S-waves) give rise to Lamb waves, which consist
of a pattern of standing waves in the x3-(thickness)-direction (Lamb wave modes) behaving
like travelling waves in the x1-direction [10].
An infinite plate in the in-plane directions with a thickness of d = 2b is regarded. Its
geometry is depicted in Fig. 2.1. Because harmonic waves in the x1-x3-plane are relevant
here, it is assumed that the wave field is independent of the x2-direction. In other words,
all derivatives with respect to x2 vanish (∂(∙)/∂x2 = 0). For that reason, we do not take










σ33(x3 = −b) = σ13(x3 = −b) = 0




Figure 2.1: Infinite plate with free surfaces and Neumann boundary conditions.
Accordingly, the displacements are constraint to the x1-x3-plane (u2 = 0 - plane strain
assumption). Under those assumptions a two-dimensional problem can be considered [10],
which is why the following statements concern only shear (represented by the potential
Hx2) and pressure waves (represented by the potential φ) as well as their combination.









Initially, those two equations are uncoupled. The coupling is only introduced due to the
surface traction-free boundary conditions. As a consequence of this, all Lamb wave modes
show a dispersive behavior [10], that is to say the wave velocity depends on the frequency
of the travelling wave. We choose an Ansatz of the form
φ(x1 , x3 , t) = f(x3)e
i(kx1−ωt), (2.18)
Hx2(x1 , x3 , t) = hx2(x3)e
i(kx1−ωt) (2.19)
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to solve the governing equations - Eqs. (2.16) and (2.17). In doing so, we can derive
equations that describe the propagation of Lamb waves. Here, t denotes the time, k
represents the wavenumber, and ω is the circular frequency. The suggested approach yields
plane waves in the x1-x3-plane propagating along the positive x1-direction. By combining


















hx2 = 0. (2.21)









the solutions to Eqs. (2.20) and (2.21) can be determined. The wave field can now be
evaluated by the following functions
f(x3) = A sin(αx3) + B cos(αx3), (2.24)
hx2(x3) = C sin(βx3) + D cos(βx3). (2.25)
The unknowns A, B, C and D can be determined depending on the enforced boundary
conditions, cf. Fig. 2.1. The dispersion relations for Lamb waves can be obtained by using
these solutions and taking the boundary conditions into account, cf. Fig. 2.1. There are two
possible results (cf. Fig. 2.2) corresponding to symmetric and anti-symmetric movements
with respect to the center plane of the plate:
1. Symmetric modes:[−(k2 − β2) cos(αb) 2ikβ cos(βb)













Nontrivial solutions exist if and only if
det
[−(k2 − β2) cos(αb) 2ikβ cos(βb)
−2ikα sin(αb) (k2 − β2) sin(βb)
]
= 0 (2.27)






(k2 − β2)2 . (2.28)
2. Anti-symmetric modes:[−(k2 − β2) sin(αb) −2ikβ sin(βb)














Nontrivial solutions exist if and only if
det
[−(k2 − β2) sin(αb) −2ikβ sin(βb)
2ikα cos(αb) (k2 − β2) cos(βb)
]
= 0 (2.30)








The terms symmetric and anti-symmetric refer to the u3 displacement component (cf.
Figs. 2.2 and 2.3). The out-of-plane displacement is symmetric with respect to the mid-
plane for symmetric modes (Si) and asymmetric for anti-symmetric modes (Ai). The
displacement field at higher frequencies (cf. Fig. 2.3) clearly demonstrates the need to
employ methods with a higher resolution in order to be able to accurately capture the
complex displacement field through the thickness of the plate.
For a given isotropic material Eqs. (2.28) and (2.31) have to be solved numerically in order
to explicitly obtain a relation between the circular frequency ω and the wavenumber k.





= λ ∙ f. (2.32)
Whereas the group velocity cg is defined as a differential relation between the circular



























7× 1010 N/m2 0.33 2700 kg/m3 6197m/s 3121m/s
(a) S0-mode with a phase velocity of cp = 5.248 km/s
Figure 2.2: Lamb wave modes encountered in an aluminium plate (material data: Tab. 2.1)
at fd = 1.25MHzmm.
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(b) A0-mode with a phase velocity of cp = 2.464 km/s
Figure 2.2: Lamb wave modes encountered in an aluminium plate (material data: Tab. 2.1)
at fd = 1.25MHzmm.
(a) S0-mode with a phase velocity of cp = 3.034 km/s
(b) S1-mode with a phase velocity of cp = 6.144 km/s
(c) S2-mode with a phase velocity of cp = 14.39 km/s
(d) A0-mode with a phase velocity of cp = 2.844 km/s
(e) A1-mode with a phase velocity of cp = 5.028 km/s
Figure 2.3: Lamb wave modes encountered in an aluminium plate (material data: Tab. 2.1)











































A1 A2 A3 A4 A5
(b) group velocity
Figure 2.4: Phase and group velocity dispersion curves for an aluminium plate (material data:
Tab. 2.1); dashed lines denote the anti-symmetric (Ai) and solid lines the sym-
metric modes (Si).
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This is a very convenient relation between the phase and group velocities. From this, it
is easy to see that, for non-dispersive waves, the group and phase velocities coincide. The
corresponding dispersion diagrams for a plate consisting of an aluminium alloy are plotted
in Fig. 2.4.
We obtain the displacement field (visualized in Figs. 2.2 and 2.3) by substituting Eqs. (2.24)
and (2.25) into Eqs. (2.18) and (2.19) and then into the Helmholtz decomposition (cf.
Eq. (2.7)). The results are given as
ux1 = [ik (A sin(αx3) + B cos(αx3)) + β (C sin(βx3)−D cos(βx3)] ei(kx1−ωt), (2.35)
ux3 = [α (A cos(αx3)− B sin(αx3))− ik (C sin(βx3) + D cos(βx3)] ei(kx1−ωt). (2.36)
Two cases are to be distinguished:
1. A = D = 0 corresponds to the symmetric Lamb wave modes,
2. B = C = 0 corresponds to the anti-symmetric Lamb wave modes.
In order to determine the values of the unknown constants, the boundary conditions have
to be taken into account. Additionally, C can be substituted by B using Eq. (2.28) and D
can be expressed by A with the help of Eq. (2.31).
Despite their disadvantages (dispersion, multi-modal behavior), Lamb waves are nonethe-
less a widely accepted means for SHM applications [5, 87, 125, 182, 183].
2.2 Application of ultrasonic guided waves to
structural health monitoring problems
SHM is an area of research that shows a steadily growing level of awareness. The in-
creasing technical and scientific interest is founded on the fact that classical maintenance
approaches are very time consuming and costly. Standard non-destructive testing methods
should be replaced by SHM approaches, especially in the field of aircraft-related applica-
tions (with a growing demand for lightweight structures). Thus, it could become common
practice to only carry out immediately necessary maintenance work, while it is still com-
mon nowadays to have scheduled maintenance intervals [2, 4]. Hence, the life-cycle costs
can be significantly reduced by incorporating SHM systems into the structure during the
design process. In general, online monitoring technologies that are installed on structures
have the potential to ensure increased safety and reliability. In the course of developing
suitable systems for the application to thin-walled structures, which are an integral part of
lightweight structures, monitoring the propagation of ultrasonic waves ought to shed light
on the “health” condition of the assembly.
Generally, there are two main approaches [52, 184] towards SHM as illustrated in Fig. 2.5:
• active SHM
Active SHM approaches are concerned with directly assessing the state of structural
health [185–187]. It is their intrinsic purpose to discover the presence and extent
of structural damage. Ultrasonic guided waves are excited intentionally in order
to measure the response of the structure. Depending on the damages within the
specimen reflection, diffraction and mode conversion behavior can be observed in the
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measured signal. Such information is closely related to the position and to the type of
the defect. Advanced signal processing techniques are applied to extract the essential
data from the signal. In that respect, active SHM is similar to traditional NDT, only
that SHM takes the concept to another level, because permanently installed actuators
and sensors permit a continuous online monitoring program.
• passive SHM
Passive SHM approaches have two main aspects [188, 189]. The first one being
the measurement of various operational parameters to draw conclusions about the
state of structural health. Secondly, a passive method could also be established to
monitor the ultrasonic wave propagation caused by an unknown event. For example,
a network of piezoelectric sensors could serve the purpose to localize and determine
the nature of a detected event.





Figure 2.5: Damage detection in active and passive SHM systems [21].
( A ) Pure piezoceramic (B ) Piezoceramic compos it e
(C ) Piezoel ect ric fl ex ib l e t h in l ay er [ 2 ] (D ) Piezoel ect ric fi b er [ 1 ]
(a) Piezoceramic transducer( A ) Pure piezocera ic (B ) Piezocerami compos it e
(C ) Piezoel ect ric fl ex ib l e t h in l ay er [ 2 ] (D ) Piezoel ect ric fi b er [ 1 ]
(b) Piezoceramic composite( A ) Pure piezoceramic (B ) Piezo ramic compos it e
(C ) Piezoel ect ric fl ex ib l e t h in l ay er [ 2 ] (D ) Piezoel ect ric fi b er [ 1 ](c) Piezoelectric fiber
Figure 2.6: Examples of different types of piezoelectric transducers [125, 190, 191].
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(d) Piezoelectric thin layer
(e) Surface-bonded transducer
Figure 2.6: Examples of different types of piezoelectric transducers [125, 190, 191].
Using Lamb waves - or in general guided waves - is an advantageous option since they are
able to propagate for long distances in thin-walled structures with very little amplitude
loss [10, 192, 193]. Hence, the number of necessary sensors can be notably reduced in
comparison to approaches based on bulk waves, for example.
In active SHM systems, ultrasonic guided waves need to be excited and monitored - and
piezoelectric transducers can be seen as an appropriate means to do so. Piezoelectric
patches are bonded to the structure (cf. Fig. 2.6), allowing the excitation and sensing of
these guided waves, relying on the inverse and the direct piezoelectric effect as explained
in Chapter 3. Due to the fact that they can be integrated into a structure fairly easily
and due to the low costs, these sensors and actuators belong to the most widespread
types [194, 195]. As shown in Fig. 2.6 piezoelectric transducers are available in various
versions. The application and modeling of composite type transducers (cf. Figs. 2.6b and
2.6c), either micro fiber or active fiber composites (MFC/AFC), are discussed in [196–
198]. The benefits of thin wafer transducers (cf. Fig. 2.6d) are dealt with in [10, 194]. A





Piezoelectric materials are a special group among the so-called multi-functional materials.
They are also commonly referred to as smart materials. This is because they have an
inherent capability to transform electrical energy into mechanical energy and vice versa,
which can be used to actively influence the structural behavior of a component part.
Hence, they provide a means to design active structures. In the present thesis, we use
patch transducers made of piezoelectric material both as sensors and as actuators, to
monitor or to excite ultrasonic guided waves.
The present chapter describes the mechanisms of the direct and the converse piezoelectric
effect. However, the influence of temperature [200] and magnetism will be neglected
throughout this thesis. Although it has been shown that the thermal field can have
significant influence on the elastic, dielectric and electro-mechanical constants, we assume
negligible temperature changes as well as short periods of time in which the piezoelectric
transducer comes to use. Therefore, the constitutive equations of the linear theory of
piezoelectricity are applicable. For a more detailed review of piezoelectricity, the interested
reader should refer to standard textbooks on that matter [201–203] and the literature
cited therein.
Note that the equations are usually given in cartesian coordinates and the Voigt-
notation is assumed throughout the present thesis.
3.1 The piezoelectric effect
The piezoelectric effect was first discovered in 1880 by Jacques and Pierre Curie [204].
When subjected to a mechanical deformation, a piezoelectric material generates an elec-
tric polarization and vice versa. The first effect is called the direct piezoelectric effect and
serves as a basis for all sensor applications. The latter effect, the ability to generate an ex-
ternal force proportional to the applied charge, is accordingly called the converse (inverse)
piezoelectric effect. Essentially, the piezoelectric effect can be described as a transfer be-
tween mechanical and electrical energy [205]. In order to understand the described behavior
we have to take a closer look at the crystallographic structure of ferroelectric materials,
especially ceramics.
The crystal lattice of ferroelectrics has a center of symmetry in a temperature range above
the so called Curie temperature (Tc) [206]. In this state, the unit cell does not generate
a dipole moment. As long as the ambient temperature is below the Curie temperature,
however, a phase change can be observed. The unit cell accordingly represents a natural
dipole since the crystallographic structure looses its center of symmetry. The ability to be
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polarized is the prerequisite for the occurrence of a piezoelectric effect and characteristic
of the group of ferroelectric crystals [207]. Materials that can be polarized by applying
an external electrical field are generally referred to as dielectric materials. A dielectric
material which is not polarized on the macro-scale is composed of various polarized do-
mains (regions with uniform polarization - Weiss domains) on a micro-scale. A global
polarization can thus be introduced when the material is subjected to an external electric
field causing a dipole reorientation [205]. If the globally polarized material is loaded with
external forces, its lattice will be distorted and the material will respond with an electri-
cal charge. Within a certain range of the applied external load and the variation of the
electrical dipole moment (electrical charge) a linear and reversible relation can be assumed
[208]. For the non-linear case it is referred to [209] for example.
The dipole reorientation process does not induce perfectly aligned polarizations throughout
the material, since there is only a certain amount of allowed directions within each domain
[205]. This remanent polarization (≈ 90 % of the spontaneous polarization∗) causes the
permanent piezoelectric properties of the ferroelectric material (cf. Fig. 3.2) [207]. Fig. 3.1










Figure 3.1: Butterfly curve.
(a) E = 0
E
(b) E = Ec
E
(c) E = Emax (d) E = 0
Figure 3.2: Domain reorientation (the dashed line denotes the original size of the domain).
The process of the domain reorientation is schematically shown in Fig. 3.2. An initial polar-
ization of the material along the negative direction can be seen in Fig. 3.2(a). An electric
field is applied during the second step, acting in the positive direction, cf. Fig. 3.2(b).
Thus, the crystal will shrink with an increasing external electric field. At the coercive field
(Ec) the strain reaches a minimum. This is the moment in which the polarization starts
to align with the direction of the applied electrical field. At field strengths higher than
the coercive field the crystal starts to expand (cf. Fig. 3.2(c)) as the global polarization
∗maximal attainable polarization of a single crystal
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has been partially reversed. Upon reaching the maximum field strength Emax the domains
are almost perfectly aligned with the outer electrical field. When the field is decreased
again, no reversal of the polarization direction will have taken place. When reaching a
zero electric field, the strain will be zero as well: a similar situation to the initial setting,
except for the fact that the polarization is now reversed, cf. Fig. 3.2(d).
Here, barium titanate (BaTiO3) can serve as an example of a typical piezoceramic.
BaTiO3 changes its lattice structure from a cubic to tetragonal one below the Curie tem-
perature (cf. Fig. 3.3) of Tc ≈ 120 ◦C [207]. The unit cells of a compound with a perovskite







Figure 3.3: Cubic (T > Tc) and tetragonal (T < Tc) unit cells of a perovskite structure.
Due to its excellent properties, most of the commercially available applications employ
lead zirconate titanate based ceramics (PZT). They promise an efficient electro-mechanical
energy conversion and high Curie temperatures. Disadvantageous, however, is the vulner-
ability to a brittle fracture [210].
Because of the polarization, piezoceramic materials exhibit non-linearities which can only
be neglected by operating with small maximal values of the electric field, cf. Fig. 3.1. Hys-
teresis effects have to be accounted for, if the field amplitude is increased too much. Since
most technological applications considered in the present thesis drive the piezoelectric ma-
terial within the linear range, the linear constitutive equations are sufficient to accurately
describe its behavior.
In order to describe the coupled electro-mechanical field problem, we need to take the
following equations into account: (i) the balance of linear momentum (mechanical equi-
librium equations; cf. Eq. (3.1)), (ii) Boltzmann’s axiom (consequence of the balance of
moment of momentum; Eq. (3.2) ), and (iii) Gauß’s law (electric equilibrium equations;
Eq. (3.3))
∇ ∙ σ + fb − ρu¨ = 0, (3.1)
σij = σji, (3.2)
∇ ∙D− qb = 0. (3.3)
σ describes the mechanical stress tensor commonly given in matrix notation also known
as Voigt-notation ({σ11 σ22 σ33 τ12 τ23 τ31}T ). ρ denotes the mass density of the material,
fb = {fb1 fb2 fb3}T are body forces per unit volume applied to the body, u¨ = {u¨1 u¨2 u¨3}T is
the acceleration field, qb stands for the electric body charge and D = {D1 D2 D3}T repre-
sents the dielectric displacement vector. Those equilibrium equations are the foundation of
the FE approach discussed in detail in Chapter 4. In addition to the given equations bound-
ary conditions, both mechanical and electrical, are required to solve electro-mechanical
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problems. The mechanical Dirichlet and Neumann boundary conditions are specified in
the following manner:
uˉ− u = 0 onΓD,u, (3.4)
tˉ− t = 0 onΓN,u, (3.5)
t = TTnσ = σn. (3.6)
Eq. (3.5) demands an equality of the prescribed traction vector tˉ and the boundary
stress/traction vector t. t is obtained by a multiplication of the stress tensor at the
specified point with the outward normal vector n of the surface Γ at that point. Equally,
the rotation of the stress tensor can be achieved via a transformation matrix Tn (trans-
formation matrix of stresses for a rotation in the direction of n) containing the directional
cosines. The electrical Dirichlet and Neumann boundary conditions can be stated as fol-
lows:
ϕˉ− ϕ = 0 onΓD,ϕ, (3.7)
Qˉ + Q = 0 onΓN,ϕ, (3.8)
Q = DTn. (3.9)
Here, Eq. (3.8) again demands an equality of the applied electric surface charge Qˉ and the
electric charge Q generated within the material at the boundary of the regarded domain.
The electric charge at the surface is computed using a similar approach to the one in
Eq. (3.6).
In order to complete the set of equations necessary for a FE implementation, we need a
relation between the mechanical strains ε and displacements u (cf. Eq. (3.10)), the so-
called strain-displacement relation - as well as a relation between the electric field E and
the electric potential ϕ (cf. Eq. (3.11))
ε = Luu, (3.10)
E = −Lϕϕ. (3.11)
At this point the equations are given in matrix notation. Lu and Lϕ constitute the mechan-
ical and electrical differential (matrix) operators, respectively. The two linear differential









































The three-dimensional electro-elastic problem now consists in finding the mechanical dis-
placements and electric potential that satisfy the governing equations above, complemented
by adequate initial and boundary conditions.
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3.2 Constitutive equations of piezoelectricity
The constitutive relations for the linearly coupled electro-mechanical system are derived
from thermodynamic considerations. We consider a linear system to be a system in which
the variables of two different phenomena are linearly coupled. In other words, energy is con-
verted between these two phenomena when the physical state variables are changed [201],
in our case between mechanical and electrical energy. Generally speaking, the thermody-
namic potential reaches a stationary value in equilibrium state. Concerning a piezoelectric
material, the most general description would allow for a coupling of mechanical, electrical
and thermal variables [207]. Since the influence of temperature plays only a minor role in
the intended applications, it will be neglected [200]. Likewise, phenomena caused by mag-
netism are excluded from the current considerations. Thus, we can derive the constitutive






ET κE . (3.14)
This particular formulation is helpful if ε and E are chosen as independent variables. In
the case that the mechanical stresses σ and the electric displacements D are chosen as
independent variables, the Gibbs free energy G [201]
G = −1
2
σTSEσ − σTdE− 1
2
ET κ(σ)E (3.15)
is the starting point for the derivation of the constitutive laws. These equations correspond
to derivatives of the specific energy function with respect to certain variables depending on
the choice of independent variables. We now obtain the piezoelectric relations by deriving





= Cε− eTE, (3.16)
D = −∂H
∂E
= eε + κE. (3.17)
A different but also frequently used form is obtained by deriving Eq. (3.15) with respect




= SEσ + dTE, (3.18)
D = −∂G
∂E
= dσ + κ(σ)E. (3.19)
Here, e is the matrix of piezoelectric coupling constants, relating the mechanical stresses σ
to the electric field E when constant mechanical strains ε are present within the regarded
body. C denotes Hooke’s matrix of elastic coefficients for a constant electric field. In
scrutinizing Eq. (3.17) we see that e also relates the electric displacements D with the
mechanical strains under a constant electric field (short-circuited electrodes) condition.
κ symbolizes the matrix of dielectric constants (permittivity) for a constant mechanical
strain state. SE is the compliance matrix at constant electrical field and d denotes the
Piezoelectricity 33
matrix of piezoelectric coupling constants relating the mechanical strains ε to the electric
field E when constant mechanical stresses σ are present within the regarded body. κ(σ)
denotes the matrix of dielectric constants for a constant mechanical stress state. We provide
both versions of the constitutive equations as they are rather helpful when deriving the
two-dimensional laws. Eqs. (3.16) and (3.17) are preferable when a plane strain state is
considered, whereas Eqs. (3.18) and (3.19) are utilized to derive the plane stress laws. In
the corresponding equations, the strains or stresses can be canceled out directly. Note that
the constitutive (material) matrices are not independent from each other. The following
relations between different material matrices hold
SE = C−1, (3.20)
d = eSE, (3.21)
κ(σ) = eSEeT + κ. (3.22)
The structures of the constitutive matrices for the two-dimensional as well as the three-
dimensional cases assuming transversally isotropic material properties are given in Ap-
pendix A. For a piezoelectric actuator, Eq. (3.16) is the starting point for derivation of the









Figure 3.4: Boundary conditions of a piezoelectric body. A square denotes a prescribed surface
charge while a circle represents prescribed electric potential. A circle with a dot
inside stands for a point load and a square with a square inside marks the position
of a concentrated electric charge.
The boundary conditions can be divided into essential/Dirichlet boundary conditions
specifying the primary variables (displacements, electric potential) and natural/Neumann
boundary conditions specifying the secondary variables (mechanical force, electric charge).
Four distinct subregions of the boundary Γ can be distinguished; Two of them are defined
by natural boundary conditions and the other two by essential boundary conditions. The
essential boundary conditions are the prescribed displacement field on ΓD,u and the elec-
tric potential on ΓD,ϕ. The natural boundary conditions are the external mechanical forces
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applied to ΓN,u (the Neumann boundary is divided into two parts: surface loads acting
on ΓN,uS and point loads at n different points ΓN,upn) and the external charges applied
to ΓN,ϕ (the Neumann boundary is divided into two parts: surface charges on ΓN,ϕS and
concentrated electric charges at m different points ΓN,ϕpm), cf. Fig. 3.4.
Note that the boundaries ΓN,u and ΓD,u are disjoint. The same statement also holds for
ΓN,ϕ and ΓD,ϕ
ΓN,u ∩ ΓD,u = ∅, ΓN,u ∪ ΓD,u = Γ, (3.23)
ΓN,ϕ ∩ ΓD,ϕ = ∅, ΓN,ϕ ∪ ΓD,ϕ = Γ. (3.24)
By accounting for the electro-mechanical coupling, we are now able to address multi-field
problems. In the following chapter, we accordingly derive the weak form of the governing
equations and develop the FE formulation for piezoelectric bodies.
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Chapter 4
Higher Order Finite Element Method
The FEM is one of the most widely used numerical tools to approximately solve partial
differential equations arising in many problems related to different engineering disciplines.
It is an efficient and universal approach to analyze a wide variety of field problems, including
temperature, fluid flow and structural analyses. Investigations are possible for static and
dynamic (time-dependent) processes. Both the geometry and the material laws are not
restricted in any way. The general idea behind the FEM is to divide the physical domain of
a complex structure into various sub-domains called finite elements (FEs) [119, 211–213].
The sought-after solution is then approximated on each sub-domain by means of simple
and only locally defined functions (shape functions) to represent the distribution of the
unknown field variables. Thus, the governing differential equations are solved in a weighted-
integral sense based on the weak formulation of the problem. Due to its applicability to
many problems of practical interest, it is a very successful and established numerical tool
to solve partial differential equations.
The FEM, however, only predicts the behavior of a model with a certain, limited accuracy.
Assuming that the mathematical description of the physical problem is accurate enough,
the performance of the FE simulations mainly depend on the discretization of the model
and the modeling assumptions. In the present thesis, the main objective is to develop a
robust numerical tool for wave propagation analysis in complex structures. We therefore
propose to employ a three-dimensional FE formulation based on hexahedral elements.
This kind of FE framework does not rely on any assumptions. Consequently, the primary
possibility to reduce the error is to adjust the discretization of the structure. The three
most commonly used approaches to increase the accuracy of FE simulations are: (i) to
deploy a h-refinement (the FE size is successively reduced), (ii) to deploy a p-refinement
(the polynomial degree of the shape function is successively increased), or (iii) to deploy
a combination of both, called hp-refinement (both the FE size and the polynomial degree
of the shape functions are adjusted). By utilizing a p-type method, the accuracy of the
solution can be improved rapidly without the need to change geometrical parameters of
the discretization (re-meshing) [115, 120]. Section 1.2 contains a detailed explanation of
the numerical advantages of higher order p-type approaches - all FEMs using higher order
polynomial shape functions (polynomial degree p ≥ 3) are referred to as a p-type approach
- over conventional h-version FEs, such as - for instance - a fast convergence. In recent
years, the academic community hence showed an increased interest in HO -FEs. They
promise high, possibly even exponential, convergence rates as well as robustness regarding
distortion and locking phenomena.
In the present chapter, we explain the basic principles of HO -FEMs, regardless of their
functional basis. As mentioned before, unlike in the h-version of the FEM, convergence
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is not obtained by a mesh refinement procedure. In p-type approaches, the discretization
is accordingly left unchanged while convergence is reached by a local or global increase in
the polynomial degree. Even an anisotropic approximation of the field variables is possible
[116, 214, 215]. That is to say, different polynomial degrees for the local element vari-
ables (local coordinates) of the Ansatz functions can be chosen. As only a few elements
are used to describe the geometry, special methods are needed to approximate the geom-
etry of the structure accurately (Section 4.4). Even though the speed and the capacity
of computers are steadily increasing efficient strategies are nonetheless far from becoming
obsolete. They are still beneficial for efforts to simulate more realistic problems, such as
in coupled field analyses. Furthermore, we will show that, due to the possibility to exploit
anisotropic Ansatz spaces, the need for dimensionally reduced FEs (beam element, shell
element e.g.) vanishes [116, 150, 215]. Thus, an efficient discretization strategy that allows
complex structures to be consistently meshed with only one type of FEs (solid/continuum
elements) can be established [116, 215]. Every structure can be, therefore, simulated in a
three-dimensional framework based on the equilibrium equations of a continuous body.
We will develop the fundamentals of such a computational framework based on higher order
hexahedral FEs in the following sections. As already pointed out, we see piezoelectrically-
induced wave propagation in thin-walled structures as an important area of application.
The derivation of the weak form of the governing equations is therefore based on Eqs. (3.1)
and (3.3) where electro-mechanical coupling terms are accounted for. However, the deriva-
tion is independent of the chosen set of shape functions and consequently generally appli-
cable for all HO -FEMs.
Different kinds of Ansatz functions are not introduced until Chapter 6. Depending on the
functions that are used to approximate the independent field variables we can distinguish
between the FEM (Lagrange polynomials based on a equidistant grid, cf. Section 6.1.1),
the SEM (Lagrange polynomials based on a GLL gird, cf. Section 6.1.2), the p-version
of the FEM (normalized integrals of the Legendre polynomials, cf. Section 6.1.3) and
the Fourier-p-version of the FEM (trigonometric shape functions, cf. Section 6.1.4). By
comparing the properties of these higher order approaches in Chapter 7, we provide a
recommendation for the appropriate choice for wave propagation analysis.
4.1 Higher order finite elements for
electro-mechanically coupled problems
The current section deals with the formulation of FEs for electro-mechanically coupled
systems. We compile the most important equations and derive the system matrices. Thus,
the static and dynamic behavior of structures containing active piezoelectric materials can
be evaluated. The fact that the derivation is based on the theory of linear piezoelectricity
(cf. Chapter 3) allows only small deformations and rotations, as well as a low electric
field, respectively. The formulation of FEs augmented with piezoelectric properties follows
the approach taken in [124, 207, 216–219]. The numerical problems that are used for the
verification process have already been published in reference [220].
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4.1.1 Weak form of equilibrium
The point of departure for the formulation of FEs with both electrical and mechanical
degrees-of-freedom are the equilibrium equations for a piezoelectric body: Eqs. (3.1) and
(3.3). We apply the principle of virtual work in order to derive the weak form of the
governing equations. The governing equations are accordingly multiplied by weighting
functions [199, 221]. For multi-physics applications involving piezoelectric materials, the
test functions are the virtual displacements δu and the virtual electric potential δϕ. It
is assumed that δu and δϕ are admissible, meaning that they vanish at the boundaries
(ΓN,u and ΓN,ϕ) where u and ϕ fulfill the Dirichlet boundary conditions. Therefore, the






LTu σ + fb − ρu¨
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dΩ = 0. (4.2)
Eqs. (4.1) and (4.2) are equivalent to the differential equations also referred to as strong

























δϕT qb dΩ. (4.4)
In the next step, we recast the first term in each of the two equations above using Gauß’s






















































We then substitute Eqs. (4.5) and (4.6) into the principle of virtual displacements and
into the principle of virtual electric potential, respectively. The definitions of tˉ and Qˉ (cf.
Eqs. (3.6) and (3.9)) are also taken into account. Keeping in mind that
uˉ− u = 0 on ΓD,u (δu = 0 on ΓD,u) (4.7)
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and
ϕˉ− ϕ = 0 on ΓD,ϕ (δϕ = 0 onΓD,ϕ) (4.8)











δuT ρu¨ dΩ +
∫
ΓN,u











δϕT Qˉ dΓ. (4.10)
Substituting the constitutive equations Eqs. (3.16) and (3.17) into Eqs. (4.9) and (4.10)






































The equations above are also the starting point for the derivation of FE formulations
employing u and ϕ as independent variables. Keeping in mind that the domain Ω is





where Ωe is the domain represented by a single FE with the boundary Γe, the independent
field variables can be expressed by means of the matrix of shape functions (Nu, Nϕ)
and degrees-of-freedom (unknowns) connected to an element (ue, ϕe). It is possible, in
principle, to use different shape functions for both the displacement field and the electric
potential. The independent variables on the element level are therefore given as
u = Nuue, (4.14)
ϕ = Nϕϕe. (4.15)
In the present thesis, however, the components of both shape function matrices correspond-
ing to the same node/mode are identical. Due to the fact that the variational formula-
tion contains only first derivatives, C0-continuous shape functions are sufficient. Different
types of basis functions are not introduced and discussed until Chapter 6. Substituting
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In the next step, we apply the differential operators - Eqs. (3.12) and (3.13) - to the shape
function matrices. The symbolic notation Bu and Bϕ is accordingly introduced as
Bu = LuNu, (4.18)
Bϕ = LϕNϕ. (4.19)





















































The final step in the derivation of the FE formulation of a piezoelectric body is to factor
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We obtain the equations of motion on the element level by utilizing the fundamental lemma
of variational calculus. As the variations δu and δϕ are arbitrary, Eqs. (4.22) and (4.23)
can only hold if the terms within the square brackets are identical zero. Thus, the semi-
discrete system of differential equations describing the motion of a piezoelectric FE is given
as




uu u¨e − f (e)uu , (4.24)
0 = K(e)ϕuue −K(e)ϕϕϕe − f (e)ϕϕ . (4.25)
The following notation has been introduced:













Inverse piezoelectric element coupling matrix: K(e)ϕu =
∫
Ωe
BTϕeBu dΩ = K
(e)T
uϕ , (4.29)




External mechanical element force vector: f (e)uu =
∫
Ωe
NTu fb dΩ + (4.31)∫
Γe,N,u
NTu tˉ dΓ,
Electric element charge vector: f (e)ϕϕ = −
∫
Ωe
NTϕqb dΩ − (4.32)∫
Γe,N,ϕ
NTϕQˉ dΓ.
After the assembly of the individual element matrices and element vectors, the well-known
system of equations for the motion of a piezoelectric body (regardless of the initial and the







































































In this context A denotes the assembly operator.
Implementation of admissible loads
Generally speaking, the excitation by concentrated forces Fp is inadmissible in structural
mechanics. A traction t, acting on the surface ΓN,u of the structure, is therefore usually
preferred (cf. Fig. 4.1 - observe the symmetric boundary conditions). Accordingly, a
consistent load is applied without introducing a singularity if and only if distributed forces













Figure 4.1: Concentrated point force Fp modelled as energetically equivalent constant traction
t. According to Saint-Vernant’s principle, both loads exert an equivalent impact
on the displacement field in a sufficient distance from the area where the loads
are applied.
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Instead of modeling the distributed load as constant (cf. Fig. 4.1) other distributions of
the loading function are possible too. However, if the application of a concentrated load
or electric charge is inevitable, additional terms have to be introduced to Eqs. (4.31) and
(4.32). The contribution of nu concentrated point forces to the mechanical element force














Depending on the application, structural damping might also play an important role in
the analysis. The effects caused by damping are often modeled employing a velocity
proportional Ansatz (viscous damping). To this end, we usually employ the Rayleigh
hypothesis [222]
Ruu = αMuu + βKuu. (4.45)






























The numerical implementation of FEs with piezoelectric characteristics, however, poses
a problem that should be taken into account. Due to the differences of several orders
of magnitude in the absolute values of the mechanical and electrical material properties
(given in SI units) the stiffness matrix K suffers from ill-conditioning. The components of
K need to be modified accordingly by introducing a scaling factor γ. We can consequently
transform the independent variables as
Φ˜ = γ−1Φ. (4.47)
The development of the “scaled” version of the FE relations for a piezoelectric body starts
with Eqs. (4.22) and (4.23). By substituting Eq. (4.47) into these variational equations we















































Higher Order Finite Element Method 43
For typical applications, we recommend γ = 1010 as an appropriate value. This improves
the condition number of the stiffness matrix by several orders of magnitude and thus avoids
the negative effects of round-off errors. For the sake of clarity and an improved readability
the tilde over the electric potential Φ˜ is omitted in the further course of the thesis.
4.2 Matrix of shape functions
In the previous section, we introduced the matrix of shape functions for the approximation
of the displacement field Nu (cf. Eq. (4.14)) and the matrix of shape function for the
electric potential Nϕ (cf. Eq. (4.15)). Generally speaking, the shape functions can be
classified into four individual groups:
1. Shape functions corresponding to degrees-of-freedom associated with the corner
nodes of a hexahedral FE.
2. Shape functions corresponding to degrees-of-freedom associated with the edges of a
hexahedral FE.
3. Shape functions corresponding to degrees-of-freedom associated with the faces of a
hexahedral FE.
4. Shape functions corresponding to degrees-of-freedom associated with the interior of
a hexahedral FE.
Fig. 4.2 shows the reference element that serves as a basis for the following definitions.





















Figure 4.2: Hexahedral reference element (−1 ≤ ξ ≤ 1, −1 ≤ η ≤ 1, −1 ≤ ζ ≤ 1) with
definitions of the local coordinate system and node/edge/face numbers.
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NN1u(1,1,1) 0 0 N
N8
u(1,1,1) 0 0
0 NN1u(1,1,1) 0 ∙ ∙ ∙ 0 NN8u(1,1,1) 0






NN1ϕ(1,1,1) ∙ ∙ ∙ NN8ϕ(1,1,1)
]
(4.53)
are the standard trilinear shape functions well-known from the eight-node iso-parametric
















ϕ ∙ ∙ ∙ NE12ϕ
]
(4.55)
are defined individually for each edge. The modes associated with edge 1 (E1) connecting
the nodes 1 and 2 are
NE1u =





0 NE1u(2,1,1) 0 ∙ ∙ ∙ 0 NE1u(pξ,1,1) 0






NE1ϕ(2,1,1) ∙ ∙ ∙ NE1ϕ(pξ,1,1)
]
. (4.57)
In Eq. (4.56) all shape functions corresponding to edge E1 for a polynomial degree up to
pξ are assembled. Analogous expressions can be obtained for the remaining “edge” modes.
















ϕ ∙ ∙ ∙ NF6ϕ
]
. (4.59)








0 NF1u(1,2,2) 0 ∙ ∙ ∙ 0 NF1u(1,pη ,pζ) 0






NF1ϕ(1,2,2) ∙ ∙ ∙ NF1ϕ(1,pη ,pζ)
]
. (4.61)
The definition of the remaining “face” modes follows an analogous pattern. The matrix of








0 N intu(2,2,2) 0 ∙ ∙ ∙ 0 N intu(pξ,pη ,pζ) 0






N intϕ(2,2,2) ∙ ∙ ∙ N intϕ(pξ,pη ,pζ)
]
. (4.63)
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In Nintu/ϕ the (pξ − 1)(pη − 1)(pζ − 1) internal shape functions are assembled. We can now
implement FEs using anisotropic Ansatz spaces without any difficulties. This is done by
adjusting the size of the matrices so that they to coincide with the number of shape func-
tions related to the anisotropic definition of the polynomial degree template.
Since the numbering of the shape functions is somewhat arbitrary, there are endless possi-
bilities to compile numbering conventions. Two meaningful approaches are either to order
the shape functions according to their polynomial degree or to assign to the nint internal
shape functions the highest degree-of-freedom numbers. The latter approach means that
the shape functions are ordered in such a way that the nint internal shape functions are
assembled to form a single block which is located at the 3nint last columns of the matrix,
cf. Eq. (4.50). The first approach provides the opportunity to directly take advantage of
the hierarchic structure of the resulting element stiffness matrix - and the latter simpli-
fies the process of condensation of all internal degrees-of-freedom [116]. The differential
operator matrix applied to the matrix of shape functions is consequently given as




u ∙ ∙ ∙ Bndofu
]
, (4.64)




ϕ ∙ ∙ ∙ Bndofϕ
]
. (4.65)
The differential operator matrix is applied to each shape function. Numbering all shape
functions consecutively, in such a way that i = 1, 2, . . . , ndof denotes the number of every













































Due to the fact that the shape functions are normally defined on a reference element with
its local coordinates ξ, η and ζ (cf. Fig. 4.2) the computation of the derivatives in Eq. (4.66)















































where J−1 is the inverse of the Jacobian matrix. J−1 relates the derivatives with respect to
the local (element) coordinates to the derivatives with respect to the global coordinates.
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4.3 Solving the dynamic finite element equations of a
piezoelectric transducer using numerical
time-integration methods
4.3.1 Dynamic equations of a piezoelectric body
In the present section, we cover the dynamic behavior of electro-mechanically coupled
systems. Point of departure for deriving a time-integration scheme is the equation of
motion for a body with electro-mechanical coupling (cf. Eq. 4.46). For the sake of clarity,
we repeat the system of equations at this point
MuuU¨ + RuuU˙ + KuuU + KuϕΦ = fuu, (4.69)
KTuϕU + KϕϕΦ = fϕϕ. (4.70)
In the first step, we eliminate the electric potential Φ from Eq. (4.69) by rearranging







After the condensation of the electric degrees-of-freedom from the equation of motion it
reads












K∗ denotes the modified stiffness matrix and f∗ the modified load vector. After solving
the adjusted system of equations (cf. Eq. (4.72)) for the mechanical displacements U, the
electric potential Φ can be recovered using Eq. (4.71).
Concerning time-integration techniques, we can distinguish between explicit and implicit
algorithms. The characteristic feature of explicit methods is that the equilibrium state at
the time t + Δt is evaluated solely based on the results from the previous time step t. The
disadvantage we have to cope with, however, is that this class of time-stepping methods
is only conditionally stable. On the other side, implicit methods have no restrictions as
to the time step size - and they are accordingly unconditionally stable. The time step is
consequently only limited by the required accuracy. In the case of an implicit method the
equilibrium state at the time t + Δt cannot be evaluated solely based on the results from
the previous time step t. The procedure is also dependent on knowing the variables at the
time t + Δt.
Typical representatives of explicit and implicit algorithms are the central difference method
(CDM) [223–225] and the Newmark method [225–228], respectively. These time-marching
schemes are also commonly implemented in commercial software tools, such as Abaqus
and Ansys. The CDM and the Newmark method are therefore deployed to solve structural
dynamics problems throughout the present thesis. The following two subsections will serve
to explain the basic principles needed to derive these two methods. The presentation is
based on the methodology described in reference [225].
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4.3.2 Central difference method
The CDM is a representative of the class of explicit time integration schemes. In this
particular case of finite differences, we replace the first and second derivatives with respect












t−Δt t t + Δt
t− 1
2
Δt t + 1
2
Δt
Figure 4.3: A sketch of the basic principle of the CDM. The analytical solution is depicted in
black while the assumed solution is given in grey.
Substituting the relations given above into Eq. (4.72) yields
Muu
(













































With regard to Eq. 4.76, we clearly see that the initial time step (t = 0) is dependent on
results from the fictitious time step t = −Δt, which is why a specific start-up procedure
is therefore required. In this case, we solve Eq. 4.76 with the help of the known initial
conditions.
Instead of solving Eq. (4.76) directly, a different strategy can also be adopted. In the
initial time step, where both the electric potential and the displacements are unknown, we
propose to set the electric potential to zero
Φ = 0.
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Consequently, only Eq. (4.69) has to be solved when neglecting all electrical terms. The









All mentioned calculations can also be performed on the element level. A brief explanation
of the element by element approach is given in [111].
Keeping in mind that the CDM is only conditionally stable, the stability limit of this
method has to be considered. It is commonly given in terms of the highest eigenfrequency




where ωmax is the square root of the spectral radius % which depends on the system matrices
ωmax =
√
% (M−1uuK∗) . (4.78)











The Newmark method is a typical representative of the class of implicit time-integration
algorithms. The Newmark method [211, 227, 228] introduces two parameters: γN and βN .
These values indicate the influence of the acceleration at the end of the time step (t + Δt)
on the velocity and displacement, respectively. If we assume a linear acceleration within
the time interval (cf. Fig. 4.4), the velocity and displacement at time t + Δt are given as
U˙t+Δt = U˙t +
[
















t t + Δt
u¨t+γNΔt
t + γNΔt
Figure 4.4: A sketch of the basic principle of the Newmark method, illustrating the influence
of the Newmark parameter γN .
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To obtain an unconditionally stable implicit time-integration scheme, the two Newmark
parameters need to be chosen in such a way that




holds [225]. Different time-stepping algorithms can be obtained depending on the choice
of γN and βN . The Newmark parameters are therefore used to control the accuracy and
stability of the numerical time-integration. If βN = 0 an explicit algorithm is generated
while for βN 6= 0 implicit methods are obtained. Choosing γN = 1/2 and βN = 1/4 results
in the average acceleration method (trapezoidal rule). This method is commonly employed
in commercial software such as Abaqus and accordingly used throughout the present thesis.
The linear acceleration method, on the other hand, is obtained by choosing γN = 1/2 and
βN = 1/6. We have to keep in mind however, that the time-integration scheme is second
order accurate if and only if γN = 1/2. If we want to introduce numerical/artificial damping
(γN 6= 1/2), the second order accuracy is unfortunately lost. If Eq. 4.81 is solved at this































At this point, the Newmark algorithm is applied to the equations of motion for a body
with electro-mechanical coupling after the condensation of the electric degrees-of-freedom
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where Kˉpiezo denotes the so-called effective dynamic stiffness matrix. Once Kˉpiezo has
been triangularized, the solution for the displacements at each time step only requires the
formation of the right-hand side plus a forward reduction and a backward substitution.
4.4 Representation of the geometry - Mapping
The integration of the system matrices - Eqs. (4.26) - (4.32) - is normally performed over
the volume or surface of a single FE. On the other hand, all shape functions are typically
defined on a reference element with an unique local element coordinate system. For that
reason, a mapping between the reference and the physical domain is inevitable and given
by
dΩ = dx1 dx2 dx3 = det(J)dξ dη dζ. (4.87)
The Jacobian matrix J - Eq. (4.68) - takes this mapping into account. It is defined by the
mapping function Q(e) and transforms the system matrices from the reference domain to
the physical one.
This mapping procedure is of particular interest in the FEM, for the geometry of a struc-
ture needs to be solved using only a finite number of elements. Thus, it is very important
to devise strategies to accurately describe the geometry of the structure under investi-
gation. Depending on the functions used for the approximation of the independent field
variables and the description of the geometry (mapping), we can distinguish three ele-
ment formulations: (i) isoparametric, (ii) sub-parametric and (iii) super-parametric. In
the isoparametric element concept, we use the same shape functions to interpolate the
nodal coordinates and the unknown field variables. Sub- and super-parametric formula-
tions are based on the idea of using different functions or polynomials of different order
to describe the geometry and the unknowns. In the sub-parametric element concept, both
the functions to approximate the geometry and the functions to interpolate the unknowns
must be in the same functional space. Also, the functions to describe the unknowns are
of higher order. If the super-parametric concept is applied, however, the chosen mapping
functions are not in the same functional space. This is the case if the mapping is of higher
polynomial order than the approximation of the independent field variables or if the map-
ping is based on non-polynomial functions. If a super-parametric formulation is favored
we have to pay attention to the exact representation of rigid body modes [115]. However,
we must bear in mind that, generally, the mapping procedure and the approximation of
unknown field variables are independent of each other.
Although the isoparametric element concept, first introduced by Ergatoudis, Irons and
Zienkiewicz [230, 231], is used almost exclusively in commercial h-version FEM software,
we propose to apply: (i) the so-called blending function method [115, 120] as a special
case of a super-parametric mapping approach and (ii) the sub-parametric element concept
as proposed by Becker [215]. The first approach was chosen because it represents the ge-
ometry of the structure exactly. The charm of the second method, however, lies in the
fact that commercial pre-processors can be employed to generate a high quality FE mesh.
For these reasons, we use both concepts to describe the geometry within the framework
of HO -FEMs. They are accordingly discussed in the following sections and have been
implemented in the in-house HO -FEM code.
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4.4.1 Blending function method
Regardless of the number of FEs the blending function method [115, 120] is able to ensure
an accurate description of the geometry of the structure. This methodology was introduced
by Gordon and Hall [232–235] at the beginning of the 1970s. Their ideas serve as a basis
to implement almost any kind of curved edges or faces. The formulation of the blending
function method in the present thesis closely follows the methodology outlined by Szabó
and Babuška [115]. Applications of this method to complex structural analysis problems
are illustrated in references [130, 236–240].
The implementation of the blending function method is based on a hexahedral element
formulation. The reference element is depicted in Fig. 4.2. If we assume that the geometry
of all edges and faces is known in a parametric form, the elemental mapping function Q(e)
is given as
x = Q(e)(ξ, η, ζ) =
8∑
i=1






ei(ξ, η, ζ). (4.88)
The first term is equivalent to the linear mapping of an 8-node hexahedral FE using the
well-known trilinear shape functions NNi(1,1,1) (i = 1, . . . , 8; listed in Appendix B) with
Xi denoting the nodal coordinates. The face blending is realized using the second term,
where fi (i = 1, . . . , 6) describes the difference between the curved face and its bilinear
approximation. The final term corresponds to the edge blending, where ei (i = 1, . . . , 12)
describes the difference between the curved edge and the linear function connecting the
two end points. This term is subtracted as it appears in the face blending function twice
already. Finally, the mapping function is given as
x = Q(e)(ξ, η, ζ) =
8∑
i=1
NNi(1,1,1)(ξ, η, ζ)Xi +
F5(η, ζ)Bˆ(ξ) + F3(η, ζ)B˜(ξ) + F2(ξ, ζ)Bˆ(η)+
F4(ξ, ζ)B˜(η) + F1(ξ, η)Bˆ(ζ) + F6(ξ, η)B˜(ζ)−
E1(ξ)Bˆ(η)Bˆ(ζ) − E3(ξ)B˜(η)Bˆ(ζ)− E11(ξ)B˜(η)B˜(ζ)−
E8(ξ)Bˆ(η)B˜(ζ) − E4(η)Bˆ(ξ)Bˆ(ζ)− E12(η)Bˆ(ξ)B˜(ζ)−
E10(η)B˜(ξ)B˜(ζ)− E2(η)B˜(ξ)Bˆ(ζ)− E5(ζ)Bˆ(ξ)Bˆ(η) −
E6(ζ)B˜(ξ)Bˆ(η) − E7(ζ)B˜(ξ)B˜(η)− E8(ζ)Bˆ(ξ)B˜(η).
(4.89)








[1− ξ] . (4.91)
In Eq. (4.89) Fi and Ei describe the parameterization of each face and edge, respectively.
The Jacobian can be easily computed by employing Eq. (4.89). This is essential for the
numerical integration of the system matrices, cf. Section 5.2.1. The application of the
blending function method is schematically illustrated in Fig. 4.5.






























Figure 4.5: Mapping by the blending function method.
4.4.2 Sub-parametric mapping concept
The second mapping approach is to employ a sub-parametric methodology [211]. That
is to say, the shape functions used for the approximation of the independent field vari-
ables are more complex than those of the geometry description. That is the case if the
description of the geometry is given by a polynomial of lower order than that used for the
approximation of the unknown function. Becker proposes to use the shape functions of
a 20-node hexahedral FE of Serendipity type [215] also for HO -FEMs, cf. Fig. 4.6. The
faces and edges can therefore assume a parabolic shape and the mapping function is given
as [241]
x = Q(e)(ξ, η, ζ) =
20∑
i=1
NNi(ξ, η, ζ)Xi. (4.92)
The basis functions for this kind of FE are given at this point without derivation. For
















[1− ζ2][1 + ξξi][1 + ηηi] for i = 17, 18, 19, 20. (4.96)
(ξi, ηi, ζi) are the local coordinates of the i-th nodal point. The sub-parametric map-
ping concept is a feasible alternative to more complex approaches, as it is efficient in
describing the geometry and because the accuracy can be regarded as adequate for most
engineering applications [215]. By adopting this procedure, commercial pre-processors can
be conveniently deployed to discretize the model (only an appropriate interface needs to
be developed).



















Figure 4.6: 20-node hexahedral FE.
4.5 Implementation of boundary conditions
For the sake of simplicity, the enforcement of boundary conditions will here only be demon-
strated for the displacement-based FEM. The stress boundary conditions, also referred to
as natural or Neumann boundary conditions, are taken into account when the external
force vector is evaluated. Special considerations regarding the implementation of surface
loads are given in Section 4.5.2. On the other hand, displacement boundary conditions,
also known as essential or Dirichlet boundary conditions, have to be enforced before the
global system of equations can be solved. In the following sub-sections, we will introduce
and discuss three different approaches: (i) the penalty method, (ii) the Lagrange multiplier
method and (iii) Nitsche’s method.
4.5.1 Dirichlet boundary conditions
When imposing Dirichlet boundary conditions on the subset ΓD,u of the domain boundary
Γ, the solution space for the displacement field is restricted. In a generic description
this is achieved by augmenting the original functionals, introduced in Section 4.1.1, by a




δFtype (C(u)) dΓ (4.97)
with
C(u) = 0 = u− uˉ on ΓD,u. (4.98)
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The integrand Ftype (type: p, L, N) denotes a function specifying which of the three
previously mentioned algorithms should be used to enforce the essential boundary
conditions, while C(u) is the constraint to be enforced.









βp (u− uˉ)T δu dΓ. (4.100)
The penalty method is a simple and yet elegant procedure to account for displace-
ment boundary conditions [116]. Most commercial FE tools are based on this method
[106, 211, 212, 241]. The advantage of the penalty method is that no additional unknowns
have to be introduced, ensuring that the bandwidth of the system matrices remains
unaltered. On the other hand - depending on the magnitude of the penalty number βp -
the system of equations can become ill-conditioned.
Often, the Lagrange multiplier method is applied as an alternative to the penalty
approach. Here, additional unknown parameters λ are introduced and the constraint
equation is multiplied with these
FL = λ C(u). (4.101)
Consequently, the virtual work not only depends on the actual configuration of the dis-
placement field but also on the additional variables λ. Hence, the number of unknowns is




δλT (u− uˉ) dΓ +
∫
ΓD,u
λT δu dΓ. (4.102)
In the case of a structural system, we can identify the Lagrange multiplier as a function of
the primary variable (function of the displacements) to overcome the mentioned disadvan-
tage of the method (i.e. increasing the number of unknowns). According to [243] we can
express the Lagrange multiplier λ as
λ = −σn = −t. (4.103)
The superposition of the penalty method and the Lagrange approach is referred to as
Nitsche’s method [163, 244–247]. Here, the integrand function FN of this Ansatz is
defined as
FN = Fp + FL =
1
2
βS C(u)2 + λ C(u). (4.104)
The constraint virtual work is therefore given as
δΠc,N = δΠc,p + δΠc,L =
∫
ΓD,u
βS (u− uˉ)T δu dΓ +
∫
ΓD,u
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The advantage of Nitsche’s method is that it is a variationally consistent extension of the
weak formulation. The homogeneous and inhomogeneous essential boundary conditions
are satisfied in a weak/integral sense [244, 247, 248]. In Nitsche’s method βS can be used
as a stabilization parameter. The major challenge, however, is to choose the value of this
stabilization parameter βS [249]. It has to be large enough to ensure the coercivity of the
modified weak form [248, 250–253] but small enough in order to avoid ill-conditioning of the
system matrices. It can, therefore, be chosen much smaller than in the pure penalty method
so as to ensure that the condition number is not dramatically increased. In references [251–
253] it was demonstrated that βS depends on the mesh-size, the polynomial degree and the
material parameters. The implementation of this method is based on an empirical choice
of the stabilization parameter as proposed in [163, 172, 249, 254].
4.5.2 Neumann boundary conditions
Homogeneous natural boundary conditions are directly accounted for in the formulation
of the weak form. On the other hand, inhomogeneous Neumann boundary conditions are
imposed by explicitly including the load vector. As the calculation of the load vector is
not straightforward - due to surface loads - it will be discussed subsequently [116]. Such
distributed loads can be determined utilizing Eq. (4.31). Only the second term in Eq. (4.31)






NTu tˉ dΓ. (4.106)
As the integration has to be performed on the reference domain, the differential dΓ has
to be mapped to the local coordinate system. This can be achieved by using the first
fundamental form of Gauß [255]. Now the differential surface element dΓ is given by
dΓ =
√
det(DDT ) dr ds =
√
EG− F 2 dr ds, (4.107)
















and r and s are the local (in-plane) coordinates of the corresponding face, cf. Fig. 4.7.
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We have to perform this integration on all element faces, where Neumann boundary con-
ditions are imposed.









Figure 4.7: Mapping of the element surface for the integration of the Neumann boundary
condition (parameterized surface).
4.6 Diagonalization of the mass matrix
The mass matrix defined by Eq. (4.26) is commonly referred to as a consistent mass
matrix [212]. The term consistent mass matrix was coined as its definition is derived from
the variational formulation. The computational costs of higher order approaches, however,
motivate the use of a diagonal mass matrix Mdiaguu . Explicit time integration schemes benefit
greatly from the fact that the inversion of a lumped mass matrix is straightforward, because
only the reciprocal of each of its main diagonal elements has to be computed [123]. The
consequence of a diagonal mass matrix is that only matrix-vector operations are needed to
solve the FE equations of motion. That is why, for high frequency and large scale dynamic
problems, explicit time integration algorithms are one key ingredient to ensure an efficient
and fast simulation.
In the following subsections, we address three techniques that can be employed to compute
a lumped mass matrix. Note however, that these approaches can only be applied to nodal-
based shape functions, cf. Sections 6.1.1 and 6.1.2. For hierarchic shape functions based
on Legendre polynomials or trigonometric functions (Sections 6.1.3 and 6.1.4) there are no
feasible lumping techniques yet. Again, for clarification, we provide the definition of the
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4.6.1 Nodal quadrature technique
An elegant way to diagonalize the mass matrix is to employ the nodal quadrature technique.
The basic idea is to use the same points that define the shape functions also as quadrature
points. Accordingly, an integration formula with quadrature points at the nodes will show











































j ) = δij . (4.113)









i det(J) i = j,
0 i 6= j. (4.114)
The quadrature rule used above is an example of a Gauß-Lobatto-Legendre integration rule.
These rules are very similar to standard Gaussian quadrature rules (cf. Section 5.2.1), the
only difference being that the end points of the interval are always included [212].
4.6.2 Row-sum technique
The simplest of all mass-lumping algorithms is the so-called row-sum technique. It is very
easy to implement and therefore widely used in the context of low order (h-version) FEs.
The fundamental principle is that the components of each row of the mass matrix are















0 i 6= j.
(4.115)









ρNu,i det(J)dξdηdζ i = j,
0 i 6= j.
(4.116)




Nn(ξ, η, ζ) = 1 . (4.117)
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m ) det(J) i = j,
0 i 6= j.
(4.118)
o is the index of the higher order shape functions and is defined by
o = k + l + m . (4.119)
When applied to p-type FEs (p > 2) the row-sum technique encounters problems due to
the possibility of negative entries in the mass matrix [212]. This drawback, however, is
resolved by the algorithm discussed in the following subsection.
4.6.3 HRZ-lumping technique
The HRZ-lumping technique was first proposed by Hinton et al. [256]. The advantage of
this algorithm is that it always produces positive lumped masses [212]. The idea behind
this method is to scale the components of the lumped mass matrix with the total mass
of the FE. Consequently, the mass distribution will be conserved. The consistent mass
matrix is calculated first, cf. Eq. (4.26). In the next step, we use the following formula to
compute the diagonal mass matrix
Mdiag,(i,j)uu =
{
cM (i,j) i = j,
0 i 6= j. (4.120)
The variable c stands for the scaling factor of the components of the diagonal mass matrix







with m(e) denoting the total mass of the corresponding FE and M (i,i) as the i-th component

















ρNu,i(ξ, η, ζ)Nu,i(ξ, η, ζ) det(J)dξdηdζ. (4.123)
According to Hughes [212] this is, at present, the only procedure that can be recommended
for arbitrary FEs (with nodal basis). Depending on the dimension d of the problem, the
mass needs to be scaled (d = 1, 2, 3). In the context of the SCM (cf. Chapter 8 numerical
results) the HRZ-lumping technique is used to lump spectral cells (SCs) that are cut by
the physical boundaries [178].
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Chapter 5
Higher Order Fictitious Domain
Method
In the introduction (cf. Section 1.2), we clearly demonstrated that novel modeling tech-
niques are required to effectively simulate the dynamic behavior of modern lightweight
structures. This is especially important concerning wave propagation analysis in the con-
text of SHM. The wide-spread use of reinforced plastics and sandwich panels in the aero-
nautical and wind energy industries calls for numerical approaches that are able to model
complex structures. The requirement for body-fitted meshes in the conventional FEM,
however, demands a high degree of manual input by the user. Since the generation of a
high quality mesh is a very error-prone task, there is the need for a procedure that can
easily be automated. Using such a methodology even complex cellular and biological ma-
terials (sandwich plates, bones e.g.) could be straightforwardly modelled, cf. Figs. 5.1 and
5.2.
(a) Images of the com-
puter tomography
1000N










Figure 5.1: The FCM applied for the analysis of a proximal femur bone. The geometry is
described by voxel-based data obtained using a computer tomograph (CT-data)
[163, 257].
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One prime candidate is seen in the application of higher order fictitious domain methods,
such as the FCM and the recently proposed SCM [173, 177, 178]. For a detailed review
on recent developments in the context of the FCM we refer the reader to an article by
Schillinger and Ruess [258]. The main benefits generated on the grounds of these ap-
proaches are a fully automated meshing procedure (fictitious domain concept) and high
rates of convergence (higher order shape functions) [162, 166, 259].
(a) STL surface of a foam (a) Structured high-order mesh (k=0),
consisting of 125 p-version finite cells.
(b ) F irst level k=1 of the a da p tive integra -
tion structure, consisting of 3 06 sub -cells.
(b) Finite cell mesh of the
foam
(c) Sub-cells for the adap ive
integration procedure
Figure 5.2: The FCM applied for the analysis of a aluminum foam structure. The geometry
is described by a STL (surface tessellation language) file derived from voxel-based
data obtained using a computer tomograph [163, 257].
In the present chapter, we provide the basic principles of the FCM for transient com-
putations involving smart materials. We derive the variational formulation based on the
principle of virtual work, as presented in Chapter 4. Fundamentals such as the geome-
try approximation by an adaptive integration strategy are discussed in detail. The whole
framework of the fictitious domain concept is presented without reference to specific shape
functions. This methodology facilitates the extension to different sets of Ansatz functions,
as investigated in Chapter 6. The main objective here is to extend the FCM to high-
frequency structural dynamics and to introduce new shape functions to the finite cell (FC)
framework.
Depending on the shape functions (Chapter 6) that are used to approximate the inde-
pendent field variables, the so-called p- and B-spline versions of the FCM, cf. [162–
164, 166, 173, 177] can be distinguished. By introducing spectral shape functions the
fictitious domain concept is extended to the SCM. The term is chosen analogously to the
differentiation between the FEM and the SEM [106]. The present chapter therefore lays
the foundation for the usage of higher order fictitious domain concepts for ultrasonic guided
wave propagation.
5.1 Basic concept of the finite and spectral cell
methods for smart structure applications
The fundamental idea of fictitious domain methods is that the mathematical model problem
(defined in terms of a variational formulation) is not solved on the physical domain Ω but
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instead over the so-called embedding domain Ωem. Generally speaking, the physical domain
can be arbitrarily complex when practice-oriented problems are considered. Ω is therefore
embedded in a fictitious domain Ωfict resulting in an embedding domain Ωem with a simple
geometry, cf. Fig. 5.3.
We introduce the indicator function α, cf. Fig. 5.4, to discriminate between the physical
and the fictitious domain. α is a scalar value which is used to scale the material matrices
(C, e, κ) and the mass density ρ of the material. Setting α = 0 corresponds to a void [164].
In this way, all points X ∈ Ωem\Ω which are not located in the physical domain do not
contribute to the weak form. We have to keep in mind, that the accuracy of the simulation
results deteriorates significantly if the system matrices are ill-conditioned. For that reason,
we set α to a very small value which is close to 0 to circumvent these conditioning problems.









Figure 5.3: The physical domain Ω is extended by a so-called fictitious domain Ωfict. This
results in an easy discretization of the whole embedding domain Ωem, while Γ and
Γem denote the boundary of the physical and embedding domain, respectively.
α = 1.0
α ≈ 0.0
(a) Discretized embedding domain (b) Computational implementation
Figure 5.4: FC discretization: The embedding domain Ωe is discretized using rectangular cells.
The indicator function α serves to control the influence of the fictitious domain
on the accuracy of the results.
The embedding domain is now discretized in a mesh using rectangular elements which
are independent of the original domain, cf. Fig. 5.4. The main advantage of the fictitious
domain concept is that we overcome the drawback of having to create a body-fitted mesh.
The complexity of the mesh generation procedure is therefore reduced by embedding
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the physical domain in a fictitious domain in such a way that their union (fictitious
domain + physical domain) yields a simple geometry that can easily be discretized using
rectangular hexahedral finite “elements”. The origin of this method can be traced back to
classical fictitious domain or immersed boundary methods - first used for computational
fluid dynamics applications [174, 175, 260, 261]. These finite “elements” of the embedding
domain do not necessarily fulfill the usual geometric properties of elements for the physical
domain Ω, as they may be intersected by the boundary of Ω. Accordingly, the term finite
cells was coined to distinguish these elements from classical FEs.
Analogously to Chapter 4, the principle of virtual work is the point of departure







































Following the FC procedure, the original physical domain Ω is now embedded into the do-
main Ωem, referred to as embedding domain, with the boundary Γem. In a two-dimensional
setting the described methodology is illustrated in Fig. 5.3. The interface between Ω and
Ωem is defined as
ΓI = Γ = Γfict\Γem. (5.3)
Adhering to the ideas presented in [262], we extend the displacement field and the electric










ϕfict in Ωfict = Ωem\Ω,
(5.5)
hold. Thereafter, the continuity at the interface ΓI between the domains is ensured by the
following conditions
uphys = ufict on ΓI , (5.6)
tphys = tfict on ΓI , (5.7)
ϕphys = ϕfict on ΓI , (5.8)
Qphys = Qfict on ΓI . (5.9)
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Homogeneous Dirichlet and Neumann boundary conditions are imposed on the boundary
of the embedding domain [166]
uˉ = 0 on ΓD,u,em, (5.10)
tˉ = 0 on ΓN,u,em, (5.11)
ϕˉ = 0 on ΓD,ϕ,em, (5.12)
Qˉ = 0 on ΓN,ϕ,em, (5.13)
where ΓD,u,em, ΓN,u,em, ΓD,ϕ,em and ΓN,ϕ,em are the Dirichlet and Neumann boundaries for
mechanical and electrical variables, respectively
ΓN,u,em ∪ ΓD,u,em ∪ ΓN,ϕ,em ∪ ΓD,ϕ,em = Γem , (5.14)
ΓN,u,em ∩ ΓD,u,em ∩ ΓN,ϕ,em ∩ ΓD,ϕ,em = ∅ . (5.15)

















δuT αfb dΩ +
∫
ΓN,u


















δϕT αqb dΩ +
∫
ΓN,ϕ





in which Cem, ρem, eem, κem denote the material properties of the embedding domain.
They are defined as
Cem = αC, (5.18)
ρem = αρ, (5.19)
eem = αe, (5.20)
κem = ακ. (5.21)




1.0 ∀x ∈ Ω
α0 ∀x ∈ Ωem \ Ω . (5.22)
Depending on the value α0 of the indicator function, either inclusions (α0 6= 0) or voids
(α0 ≈ 0) can be modeled [129, 164, 167]. It is also used to switch between different material
data for single cells or integration sub-cells.
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The linear functional in the square brackets in Eq. (5.16) considers the volume loads fb,
the prescribed tractions/surface loads tˉ along ΓN,u - interior to Ωem - and the prescribed
tractions/surface loads at the boundary of the embedding domain ΓN,u,em. The equiva-
lent term in Eq. (5.17) describes the virtual work done by a volume charge qb and the
virtual work done by surface charges Qˉ prescribed along ΓN,ϕ and at the boundary of the
embedding domain ΓN,ϕ,em. Due to the fact that the application of Neumann boundary
conditions on the boundary of the embedding domain is meaningless, the last term in both
brackets is identical 0. If we insert Eqs. (5.18)-(5.22) into Eqs. (5.16), and (5.17), the






























δuT fb dΩ +
∫
Ωem\Ω



























δϕT qb dΩ +
∫
Ωem\Ω






If only one material is considered (α0 = 1.0; no voids or inclusions), the conventional FE
equations are derived and both formulations are identical
δχemu = δχu, (5.25)
δχemϕ = δχϕ. (5.26)
We have to bear in mind that the union of all nc cells which are not completely located





where Ωc is the domain represented by a single cell with the boundary Γc. Therefore, the
weak form at the discretized level turns into















T eTem (Lϕϕ) dΩ−
∫
Ωc




























Now the same basis functions (Chapter 6) as in the HO -FEMs are employed to describe
the independent field variable within each of the nc cells. Again, the independent field
variables can be expressed by means of shape functions (Nu, Nϕ) and nodal degrees-
of-freedom connected to a cell (uc, ϕc). It is principally possible to use different shape
functions for both the displacement field and the electric potential. The independent
variables on the cell level are therefore given as
u = Nuuc , (5.30)
ϕ = Nϕϕc . (5.31)
In the present thesis, however, the components of both shape function matrices correspond-
ing to the same node/mode are identical. Due to the fact that the governing variational
formulation contains only derivatives of first order, C0-continuous shape functions are
sufficient. Only in Chapter 6, we introduce and discuss different types of shape functions.



















































Higher Order Fictitious Domain Method 66
Since the Eqs. (5.32) and (5.33) are valid for arbitrary virtual displacements and virtual
electric potentials, the terms contained in the round brackets must vanish. Consequently,

































































Analogously to the FEM using higher order shape functions (Chapter 4) the following
notation is introduced:
















Inverse piezoelectric cell coupling matrix: K(c)ϕu =
∫
Ωc
BTϕeemBu dΩ = K
(c)T
uϕ , (5.46)




External mechanical cell force vector: f (c)uu =
∫
Ωc
αNTu fb dΩ +
∫
Γc,N,u
NTu tˉ dΓ, (5.48)
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The accuracy of the geometry approximation and the methodology to capture the bound-
aries of the physical domain are discussed in the following section.
5.2 Representation of the geometry - Adaptive
integration
The basic concept of fictitious domain methods is to shift the discretization effort (manual
input by the user) to an adaptive integration scheme to resolve the physical boundaries
of the model. Such a quadrature scheme has been proposed in references [166, 263], for
example. Fig. 5.5 depicts a schematic illustration of the integration technique employed.
The Gaussian quadrature exhibits a fast convergence provided that integrand is smooth.
However, in the fictitious domain concept this assumptions is violated by introducing the
indicator function α within the FCs. The FCM consequently uses a composed Gaussian
quadrature to improve the integration accuracy in cells cut by geometric boundaries. For
integration purposes, the original cells are divided into a set of sub-cells by means of a








Figure 5.5: Sub-cells for the adaptive integration scheme. The original FC is refined if it is
cut by the boundary of the actual structure. Several refinement levels are required
until the boundary is appropriately resolved. This is checked by computing the
area of the domain we are interested in. If a certain relative error is reached, the
refinement is stopped.
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Several refinement levels are required in order to ensure sufficiently accurate results. Start-
ing from the original FC of level k = 0, each sub-cell of level k = i is first checked whether
it is cut by a geometric boundary. If true, the relevant cell is replaced by 2d equally spaced
cells of level k = i + 1, whereas d denotes the dimensionality of the problem. Each of
the sub-cells is equipped with (p + 1)d Gauß points to ensure an accurate computation of
the integrand. In Fig. 5.6 the FCs are plotted in blue (thick lines), whereas the sub-cells
used for integration purposes only are drawn in light grey lines (thin lines). By employing
this technique we shift the effort of meshing complex structures to the numerical integra-
tion of the system matrices and load vectors. In order to avoid ill-conditioning problems
of the resulting equation system, the indicator function is set to small (positive) values
α ≈ 10−15 . . . 10−4 for integration points inside the fictitious domain [257]. According to






∙ ²∗ = E
2(1 + ν)(1− 2ν) ∙ ². (5.50)
(a) k = 0 (original FC mesh) (b) k = 2 (c) k = 4
Figure 5.6: Complex geometry divided by an quadtree decomposition.
The integration concept influences both the accuracy of the fictitious domain method and
the computational time that is required to build the system matrices. It is therefore
important to devise efficient strategies for the numerical integration. In the following
subsections, we will accordingly discuss and assess different quadrature approaches.
5.2.1 Gauß quadrature
The integration of the system matrices is a time consuming part of each HO -FE and FC
software. However, the integration has to be performed numerically because it is not always
possible to find an analytic solution. Usually, the standard Gaussian quadrature [229] is
therefore applied, as discussed in the following.
The basic idea of a Gauß-type quadrature is the summation of weighted function values on
non-equidistantly distributed integration points. Without loss of generality, the n-point
∗² : IEEE 754 standard unit roundoff/macheps (² = 2−53 ≈ 1.11 ∙ 10−16)
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where ξ(n)i are the integration points (associated with a n-point quadrature rule), at which
the integrand has to be evaluated and w(n)i denote the corresponding weights. Since the
formula contains 2n unknown parameters, this quadrature rule can be conceived, in such
a way that all polynomials up to order 2n − 1 are exactly integrated. Furthermore, it
can be proven that the integration points for a standard n-point Gaussian quadrature rule
coincide with the roots of the Legendre polynomials len(ξ) of degree n (Eq. (6.21)) [264].
Hence, the complexity of the problem is reduced (integration points are known a priori)









Nonetheless, we always have to be aware of the fact that - due to the mapping from the
physical domain into the reference domain - the integrand, arising in the computation
of the element matrices, will not be a rational polynomial function any more. Hence,
the matrices for distorted elements are not evaluated exactly but only approximated.
Concerning the FCM the evaluation of the integrals is always exact for cells that are not
intersected by the physical boundary.
We can extend the one-dimensional formula to three dimensions without any prob-
lems. The implementation is based on the Cartesian product of three one-dimensional
quadrature rules for the distinct local variables ξ, η, and ζ, respectively [117]. Thus, we




























The product formula has the advantage that it provides for different orders of approxima-
tion for each partial integration with respect to the local coordinates ξ, η and ζ. Thus,
an anisotropic refinement can be straightforwardly facilitated by the Gaussian quadrature
rule.
The transformation from an arbitrary domain to the reference domain is done utilizing
the Jacobian matrix J which describes the relation between the derivatives with respect
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Taking the mapping - Eqs. (4.88) or (4.92) - into account, we can compute the integral





































The number of integration points should be chosen depending on the curvature of the
element faces and the smoothness of the integrand. In case of the FCM, we have to be
aware that the numerical quadrature for cut cells poses certain difficulties as discussed in
the following subsection. In commercial software tools, the number of integration points is
varied for each local variable and pi + 1 integration points for each partial integration are
recommended (n1 = pξ + 1, n2 = pη + 1, n3 = pζ + 1). For cases with a high demand on
precision, however, Düster recommends to use pi + 3 integration points to integrate with
respect to each local variable [116] (n1 = pξ + 3, n2 = pη + 3, n3 = pζ + 3).
5.2.2 Adaptive quadrature scheme
In the FCM, the integration over the physical domain Ω has been replaced by an inte-
gration over the embedding domain Ωem, cf. Figs. 5.3 and 5.4. Adhering to the FCM
procedure, the numerical integration method, to obtain the system matrices and vectors,
has to deal with discontinuous integrands when FCs are intersected by the physical bound-
ary Γ (cut cells). The most commonly used quadrature formula within FEM software is
the Gauß quadrature presented in Section 5.2.1. This method was devised for polynomial
functions and works well for smooth integrands where it shows a high convergence rate.
Yet, if non-smooth integrands are considered, its numerical performance deteriorates sig-
nificantly. This fact poses one of the main problems when applied to the FCM. A remedy
is to utilize an adapted integration scheme that is able to capture the discontinuity of the
integrand. Düster et al. [166] therefore proposed a composed integration scheme for cells
intersected by the physical boundary.
Within the scope of the FCM, a linear approximation of the geometry is sufficient be-
cause all cells are brick-shaped. Thus, the mapping from the reference cell to the global
coordinate system is defined as
x = Q(c)(ξ, η, ζ) =
8∑
i=1









where Xi = (X1i , X2i , X3i)
T denotes the global coordinates of the eight nodal points and




(1 + ξiξ)(1 + ηiη)(1 + ζiζ), i = 1, . . . , 8. (5.57)
In this case (ξi, ηi, ζi) are the local coordinates of the i-th node. As mentioned before, the
discretization is carried out employing rectangular hexahedral cells (mostly even cubes),
so that the mapping reduces to
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hx1 0 00 hx2 0
0 0 hx3
 . (5.59)
In Eqs. (5.58) and (5.59), hx1 , hx2 and hx3 represent the cell sizes with respect to the global
coordinate system in the direction of the x1-, x2- and x3-axis, respectively. (X11 , X21 , X31)
are the global coordinates of the anchor point (first point) of the FC. A constant Jacobian
matrix offers the advantage that the shape functions defined on the reference domain
remain polynomials even after being mapped onto the global coordinate system. That
is to say, if the material properties are constant and the cells are not intersected by the
boundary, we obtain a smooth integrand and the system matrices can be integrated exactly
by employing quadrature formulae. If the FC is completely inside the physical domain,









(c)) dξ dη dζ. (5.60)
In this case - as the FC is not divided into sub-cells - the procedure is identical to the



















Figure 5.7: Composed integration of hexahedral cells based on sub-cells. The hexahedral
reference domain is hierarchically divided into a set of sub-domains. By applying
this procedure, the accuracy of the Gauß quadrature over domains containing
non-smooth functions can be increased step-by-step.
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Hence, the stiffness matrix for a single FC that is completely inside the physical domain can
be stored in pre-computed arrays in terms of the unknown cell size and elastic coefficients of
the applied constitutive law. This approach results in significant savings in computational
time [265–267].
On the other hand, we have to take a different approach for the numerical integration
of the stiffness matrix if the considered FCs are divided by the geometrical boundary. A
standard Gaussian quadrature will not suffice in that case. A composed integration scheme
is consequently proposed by Parvizian et al. [162], where the FC to be integrated is divided
into nsc sub-cells, cf. Fig. 5.7. Note that these cells are only introduced for integration
purposes. The shape functions and accordingly the degrees-of-freedom are not changed by
the sub-division of the initial FC.
The coordinate transform between the local coordinate system of the original FC ξ =
(ξ, η, ζ)T and that of the cube-shaped sub-cells r = (r, s, t)T is again a linear mapping
function (Q(sc))














 , r, s, t ∈ [−1, 1], (5.61)
where (ξ1, η1, ζ1) are the local coordinates of the anchor point (first point) of the sub-cell.
hξ, hη and hζ denote the size of the sub-cell. Since a hierarchical division of the initial cell
is promoted, the sub-cell size is given by




where k denotes the sub-division level of the initial FC, cf. Fig. 5.4a. Due to the shape of




hξ 0 00 hη 0
0 0 hζ
 . (5.63)
The stiffness matrix of the initial FC can now be determined by carrying out the described
integration procedure. The composed numerical integration over the nsc sub-cells results



















From Eq. (5.64) we can infer, that it is necessary to account for two mappings (coordinate
transforms). J(c) accounts for the transformation of the global coordinates x = (x1, x2, x3)T
to the reference frame ξ = (ξ, η, ζ)T , while J(sc) facilitates the change of variables to the sub-
cell coordinate system r = (r, s, t)T . It is therefore easily possible to create an equidistant
grid of sub-cells or to deploy an adaptive algorithm based on a quadtree/octree data
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structure, cf. Fig. 5.5. Naturally, the latter approach is computationally more efficient
and thus recommended. The adaptive algorithm is used to automatically control the
refinement level. Consequently, an accurate numerical integration of the whole domain is
guaranteed. In principle, it is also possible to use a different quadrature scheme for every
sub-cell. In analogy to FE terminology it is spoken of h- and p-refinement. In this case,
p-refinement refers to elevating the number of Gauß points, while h-refinement describes
the process of increasing the number of sub-cells [168]. In the present thesis, we choose to
numerically integrate each sub-cell employing a standard Gaussian quadrature rule. For
the sake of simplicity, a n1×n2×n3-points Gaussian quadrature is applied in the provided
numerical examples. n1, n2 and n3 denote the number of integration points for each local
variable (n1 = pξ + 1, n2 = pη + 1 and n3 = pζ + 1).
5.2.3 Improved adaptive integration concepts
Two modifications of the standard adaptive integration approach, as discussed in the pre-
vious subsection, are proposed by Ruess et al. [254] and Abedian et al. [168]. Generally
speaking, the approach introduced in reference [168] is a straight-forward extension of the
method proposed in [254]. Both approaches serve to reduce the numerical effort signifi-
cantly. The basic idea is illustrated in Fig. 5.8. In the standard approach, cf. Fig. 5.8a,
each sub-cell is integrated with (p+1)d Gauß points. Du to the space tree partitioning the
quadrature points are concentrated at the geometrical boundary of the structure, ensuring
an accurate integration. Instead of executing this sub-cell integration in both domains,
that is in the fictitious and physical domain - as in the standard approach -, a modification
is proposed in reference [254].
(a) Standard integration technique (b) Reduced integration technique
Figure 5.8: Basic idea of the improved integration concept according to Ruess et al. [254].
The methodology developed by Ruess et al. [254] is laid out in the following. In a first
step, we compute the stiffness matrix K(c)uu,α0 for the whole cell, neglecting the physical
boundary and applying α0 as indicator term, cf. Eq. (5.22) (blue/large integration points
in Fig. 5.8b). Thereafter, we restrict the composed sub-cell integration to compute K(c)uu,Ω,
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to the physical domain Ω using (1− α0) as penalty factor (red/small integration points in







The improvement can be seen in the fact that the number of integration points within the
fictitious domain is notably reduced (compare Figs. 5.8a and 5.8b depicting the number
of integration points employed in the standard adaptive algorithm and in the improved
method, respectively).
A further improvement of the efficiency of the sub-cell integration technique is proposed
by Abedian et al. in [168]. Again, two distinct features are addressed in this specific
extension, cf. Fig. 5.9. First, it is assumed that an integration with less than (p + 1)d
quadrature points is sufficient because of the decreasing size of the sub-cells. The number
of Gauß points is therefore reduced in each direction by k (usually equal to 1) from p+1 to
1 according to the sub-division level. During the execution of the numerical integration we
disregard all points within the fictitious domain (α = 0), cf. Fig. 5.9a. In contrast to the
methodology proposed by Ruess et al. [254] we set the value of the indicator function to
α = 1. The contribution of the extension/fictitious domain is then captured by integrating
over the original cell domain (α = α0) and by neglecting all points within the physical
domain (α = 0), cf. Fig. 5.9b.
Both novel adaptive integration techniques reduce the number of integration significantly.
Since the calculation of the system matrices is the most time-consuming part in higher
order fictitious domain methods, the computational costs can be decreased notably. From
our point of view, however, detailed convergence studies are still needed to verify the per-
formance of these approaches.
Both the standard adaptive integration technique and the methodology proposed by Abe-
dian et al. [168] were implemented and tested in the present thesis. However, a thorough
analysis of the improved algorithm was not performed.
(a) Integration of the physical domain (b) Integration of the fictitious domain
Figure 5.9: Basic idea of the improved integration concept according to Abedian et al. [168].
All explanations are also valid for the computation of the mass matrix and the load vector
corresponding to volume loads. Other approaches need to be employed to account for non-
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homogenous Neumann boundary conditions defined on the boundary of the structure. For
a detailed description of the implementation of non-homogenous Neumann and Dirichlet
boundary conditions, we refer the inclined reader to articles by Parvizian et al., Düster et
al., Ruess et al. and Vinci [162, 166, 247, 265, 268].
As mentioned before, the integration of the sub-cells is performed by employing standard
Gaussian quadrature rules. In the context of HO -FEs, however, two integration techniques
were proposed in order to improve the accuracy and decrease the computational time.
These methods - namely the vector integration and hp-spectral quadrature algorithm - can
also be applied to compute the sub-cell matrices, which is why they are briefly mentioned
in the following subsection.
5.2.4 Vector integration and hp-spectral quadrature algorithm
Since the numerical integration of the element/cell matrices is the most time-consuming
procedure when considering the higher order methods [116, 269] it is worth spending the
effort to implement new quadrature schemes which promise to entail only a fraction of the
computational costs compared to standard Gaussian algorithms. Two suitable methods
have been proposed for the p-version of the FEM by Hinnant [270] and for the SEM
Melenk et al. [269, 271]. The merits of both algorithms are briefly mentioned in the
following paragraphs. Both approaches can be used for cells that are not cut by the
physical boundary.
First established by Hinnant [270], the basic idea of the vector integration is to divide
the integrand into two parts and to numerically integrate each part separately. When
comparing its efficiency with a standard Gaussian quadrature, it is found that the vector
integration needs only a small fraction of the computational effort. According to [270, 272–
275] the proposed method is especially suited for quadrilateral and hexahedral HO -FEs
based on the p-version of FEM. Note however, that the term vector does not refer to the
architecture of the computer on which this technique is implemented. Instead, it is related
to the mathematical structure of the integration scheme itself.
Melenk et al. [269] proposed the so-called hp-spectral quadrature algorithm. Mainly, the
idea is based on employing the sum factorization technique and on adapting the shape
functions to the quadrature scheme. It is therefore essentially a modified sum factorization




In the current chapter, we introduce different types of shape functions that can be used
to develop HO -FEMs and fictitious domain methods. We discuss both nodal-based sets of
shape functions, where the physical interpretation of the degrees-of-freedom is admissible,
and modal-based sets of shape functions, where the physical interpretation of the degrees-
of-freedom is inadmissible. Different numerical schemes can be derived by introducing
these sets into the numerical frameworks described in Chapters 4 and 5. Thus, the focus
lies on discussing the basic properties of the following four sets of shape functions:
1. Standard shape functions based on Lagrange polynomials defined on an equidistant
nodal distribution. This non-hierarchic set of shape functions is known from the
h-versions of the FEM and the FCM.
2. Spectral shape functions based on Lagrange polynomials defined on a Gauß-Lobatto-
Legendre nodal distribution. This non-hierarchic set of shape functions is known from
the SEM and the SCM.
3. Hierarchic shape functions based on the normalized integrals of the Legendre poly-
nomials. This set of shape functions is known from the p-versions of the FEM and
the FCM.
4. Hierarchic shape functions based on a Fourier series. This set of shape functions is
known from the Fourier-p-versions of the FEM and the FCM.
In the body of literature, these four sets of Ansatz functions are frequently encountered
in various areas of application. No objective comparison between the different higher or-
der basis functions has been conducted, yet. In the present chapter, we therefore provide
detailed information about each individual set of shape functions and compile the main
advantages and drawbacks. Another promising set of basis functions, used to define isoge-
ometric elements (IGEs), is constituted by non-uniform rational B-splines (NURBS) and
more recently by T-splines. As this kind of element was already discussed in [125], there
is no need to include it in this comparison. Accordingly, we only discuss C0-continuous
higher order shape functions in the following.
The structure of the current chapter is as follows: Each set of Ansatz functions is intro-
duced in a one-dimensional interval. Here, the basic properties of these functions can be
easily highlighted and discussed. The introduction of the different types of shape func-
tions is followed by a comparison and by conclusions regarding their applicability to wave
propagation problems.
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6.1 One-dimensional shape functions
Numbering conventions
Before we introduce the employed shape functions, a few comments on the numbering
conventions are in order. In Fig. 6.1 we illustrate a distinct difference in the notation
for non-hierarchic and hierarchic shape functions. In the hierarchic case the numbering is
connected to the polynomial degree of the basis functions.
. . .
1 2 3 pn − 2 pn − 1 pn
ξξ+ ξ−
(a) Non-hierarchic shape functions discussed in
Sections 6.1.1 and 6.1.2
. . .
1
3 4 pn − 1 pn
2
ξξ+ ξ−
(b) Hierarchic shape functions discussed in Sec-
tions 6.1.3 and 6.1.4
Figure 6.1: Numbering conventions for the degrees-of-freedom for the one-dimensional shape
functions (ξ+ = +1, ξ− = −1). pn denotes the point number (pn ≤ pξ + 1;
pξ: polynomial degree).
For the Lagrange-type basis functions, it is customary to number the physical nodes be-
ginning at ξ = −1 in a regular fashion, in the positive direction of the local coordinate
axis. For hierarchic basis functions, however, we usually start by numbering the two corner
nodes, followed by accounting for the internal degrees-of-freedom. Since those degrees-of-
freedom do not correspond to physical nodes in the case of hierarchic FEs, they are depicted
outside the structure, cf. Fig. 6.1b [215]. In the remainder of the thesis, these degrees-
of-freedom will be referred to as modes. The term modes is based on the terminology
commonly encountered in the literature about the p-version of the FEM.
6.1.1 One-dimensional shape functions: FEM
The standard FE shape functions are given by a set of Lagrange polynomials lan(ξ) defined
using an equidistant nodal distribution [211, 212, 241]




ξn − ξk , (6.1)
ξk = −1 + 2k − 1
p
, k = 1, 2, . . . , p + 1, (6.2)
where the points ξk are called nodes. In the conventional FEM the nodes retain a physical
meaning and all degrees-of-freedom are connected to them. At the individual nodes, the
shape functions fulfill the following relation
NFEM,pn (ξk) = δnk, (6.3)
which is why the function value of a shape function at the position of the corresponding
node is equal to 1, whereas it is equal to zero at all other nodes. Note however, that for
each polynomial degree p a new set of shape functions has to be computed. Exemplarily,















ξ (ξ − 1) , (6.5a)




ξ (ξ + 1) , (6.5c)
p = 3
NFEM,31 (ξ) = −
1
16
(3ξ + 1) (3ξ − 1) (ξ − 1) , (6.6a)
NFEM,32 (ξ) = +
9
16
(ξ + 1) (3ξ − 1) (ξ − 1) , (6.6b)
NFEM,33 (ξ) = −
9
16
(ξ + 1) (3ξ + 1) (ξ − 1) , (6.6c)
NFEM,34 (ξ) = +
1
16
(ξ + 1) (3ξ + 1) (3ξ − 1) , (6.6d)
p = 4
NFEM,41 (ξ) = +
1
6
ξ (2ξ − 1) (2ξ + 1) (ξ − 1) , (6.7a)
NFEM,42 (ξ) = −
4
3
ξ (ξ − 1) (ξ + 1) (2ξ − 1) , (6.7b)
NFEM,43 (ξ) = (ξ − 1) (ξ + 1) (2ξ − 1) (2ξ + 1) , (6.7c)
NFEM,44 (ξ) = −
4
3
ξ (ξ − 1) (ξ + 1) (2ξ + 1) , (6.7d)
NFEM,45 (ξ) = +
1
6
ξ (2ξ − 1) (2ξ + 1) (ξ + 1) . (6.7e)
Fig. 6.2 depicts the basis functions for the conventional FEM. Since the set of shape func-
tions is different for each polynomial degree, it is said to be non-hierarchic. Implications
of this feature are discussed in Section 6.3.
Moreover, nodal-based shape function types have the partition of unity property
p+1∑
n=1
NFEM,pn (ξ) = 1. (6.8)

















































































(d) Standard shape function p = 4
Figure 6.2: Standard shape functions: A solid black line denotes NFEM,p1 , a solid red (bright)
line represents NFEM,p2 , a dashed black line stands for N
FEM,p
3 , a dashed red (bright)
line marks NFEM,p4 and N
FEM,p
5 is signified by a black line marked with filled squares
(¥).
6.1.2 One-dimensional shape functions: SEM
The Ansatz functions for the SEM are also based on Lagrange polynomials. The presenta-
tion of the spectral shape functions follows is closely related to the one in the monograph
by Ostachowicz et al. [106]. These p-type elements [276] are based on a Gauß-Lobatto-
Legendre (GLL) nodal distribution. The Gauß-Lobatto points (ξj , j = 1, . . . , (p + 1)) are
defined in such a way that
ξk =

−1 if k = 1
ξlo,p−10,k−1 if 2 ≤ k ≤ p
+1 if k = p + 1
. (6.9)







ξ2 − 1)p] . (6.10)
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The shape functions based on Lagrange polynomials are therefore given by




ξn − ξk, k = 1, 2, . . . , p + 1. (6.11)
In this case, all degrees-of-freedom also retain their physical meaning. If we use a GLL
grid in conjunction with the Gauß-Lobatto-Legendre quadrature rule, the elemental mass
matrix is under-integrated but also diagonal. This is due to the fact that the integration
points for the quadrature formula coincide with the nodal coordinates, cf. Section 4.6.1.
We have to bear in mind, however, that this set of shape functions is again non-hierarchic
by construction. Exemplarily, the shape functions for the polynomials orders p = 1, . . . , 4
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p = 3
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(d) Spectral shape function p = 4
Figure 6.3: Spectral shape functions: A solid black line denotes NSEM,p1 , a solid red (bright)
line represents NSEM,p2 , a dashed black line stands for N
SEM,p
3 , a dashed red (bright)
line marks NSEM,p4 and N
SEM,p
5 is signified by a black line marked with filled squares
(¥).
Fig. 6.3 depicts the basis functions for the SEM.
Moreover, nodal-based shape function types have the partition of unity property
p+1∑
n=1
NSEM,pn (ξ) = 1. (6.16)
This property ensures that rigid body motions are correctly captured when using the SEM.
6.1.3 One-dimensional shape functions: p-FEM
The shape functions of the p-version of the FEM are based on the normalized integrals
of the Legendre polynomials. The presentation of the shape functions closely follows the
one given in the monographs by Szabó and Babuška [115, 120]. The standard linear shape










(1 + ξ) . (6.17b)
An important feature of the Ansatz functions for the p-FEM is that they constitute a
hierarchic set of basis functions. The fundamental difference between hierarchic and non-
hierarchic sets is that in the hierarchic case all lower order shape functions are contained
in the set of higher order basis functions [116]. Higher order shape functions are therefore
only added to the set of already existing shape functions. In the p-FEM, they are defined






len−2(x1) dx1, n = 3, 4, . . . , p + 1, (6.18)




2n− 3 . (6.19)
These functions have the property that Np-FEMn (∓1) = 0. Consequently, only the cor-
ner nodes (n = 1, 2) retain a physical meaning, whereas the internal variables (n =
3, 4, . . . , p + 1) cannot be interpreted physically. The Legendre polynomials are a special
case of Jacobi polynomials [117] that satisfy the Legendre differential equation
(1− x21)x′′2 − 2x1x′2 + n(n + 1)x2 = 0, n = 1, 2, . . . − 1 ≤ x1 ≤ 1. (6.20)









, n = 1, 2, . . . − 1 ≤ x1 ≤ 1. (6.21)
For a computationally more efficient implementation, we recommend a recursion formulae





















5ξ4 − 6ξ2 + 1) . (6.22c)









































































(d) Hierarchic shape function p = 4
Figure 6.4: Hierarchic shape functions based on the normalized integrals of the Legendre
polynomials: A solid black line denotes Np-FEM1 , a solid red (bright) line represents
Np-FEM2 , a dashed black line stands for N
p-FEM
3 , a dashed red (bright) line marks
Np-FEM4 and N
p-FEM
5 is signified by a black line marked with filled squares (¥).
6.1.4 One-dimensional shape functions: Fourier-p-FEM
A different approach to constructing higher order hierarchical basis functions is to employ
trigonometric functions. To our knowledge initially proposed by Milsted and Hutchinson
[277], their primary field of application is the vibration analysis of thin-walled structures
and beams [127, 277–286]. In 1997, the term Fourier-p-element was coined by Leung and
co-workers [282]. Here, the name is used when a Fourier series (trigonometric polynomials)
is employed as a FE Ansatz function. Initially, it was developed to overcome the ill-
conditioning caused by polynomial degrees higher than p = 8 [278, 287].
Again, the standard linear shape functions (cf. Eqs. (6.4)) - also referred to as nodal shape









(1 + ξ) . (6.23b)
Since this set of Ansatz functions is hierarchic too, the statements of Section 6.1.3 are also
valid for trigonometric polynomials. Higher order basis functions are developed employing
the following formula






, n = 3, 4, . . . , p + 1. (6.24)








































































(d) Hierarchic shape function p = 4
Figure 6.5: Hierarchic shape functions based on sine-functions (Fourier polynomials): A solid
black line denotes NFourier-p-FEM1 , a solid red (bright) line represents N
Fourier-p-FEM
2 ,
a dashed black line stands for NFourier-p-FEM3 , a dashed red (bright) line marks
NFourier-p-FEM4 and N
Fourier-p-FEM
5 is signified by a black line marked with filled
squares (¥).
The Fourier polynomials of orders p = 2, 3, 4 are given in the following








NFourier-p-FEM4 (ξ) = sin (π(ξ + 1)) , (6.25b)







6.1.5 Generation of one-dimensional hierarchic shape functions
A wide variety of different types of basis functions can be used in conjunction with a
FE-based approach. For an optimal choice of the Ansatz functions, the mass matrix
Muu would become diagonal [288]. Unfortunately, this is in general not possible due
to the mapping of the reference to the physical domain. The condition number of the
system matrices (Section 6.3.2) therefore plays an important role when choosing suitable
shape functions. Reference [115] points out that simple polynomial functions with certain
orthogonality properties are an appropriate choice. Also, it is mentioned that the shape
functions should be hierarchic and that it is important to keep the number of shape
functions that do not vanish at the corner nodes, edges and faces as low as possible.
In Sections 6.1.3 and 6.1.4, we already discussed two sets of basis functions that meet the
requirements stated above. We can straightforwardly generate additional sets of hierarchic
basis functions by using the procedure laid out in the following [288].
The first two one-dimensional shape functions are chosen as the linear polynomials








(1 + ξ) .
Moreover, all higher order shape functions (p ≥ 2) should be zero at the boundaries of the
reference interval
Nhierarchici (ξ = −1) = Nhierarchici (ξ = 1) = 0, i ≥ 3. (6.27)
In order to ensure the sparsity of the mass matrix Muu for one-dimensional problems, we





j dξ = δij , i, j ≥ 3. (6.28)




1− ξ2)φi−3(ξ), i ≥ 3 (6.29)
where φj(ξ) with j ≥ 0 are an arbitrary set of polynomials of order j. Solin et al. [117]
propose to use orthogonal polynomials such as the family of Jacobi polynomials. In ref-
erence [288], Betz et al. recently suggested the normalized Gegenbauer polynomials as
a suitable candidate. They claim that the sparsity of the mass matrix is maximized for
this particular choice if rectangular domains are considered (FCM/SCM). However, this
statement still needs to be investigated in detailed future research.
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In the present thesis, we decided to study well established shape functions in the context
of wave propagation analysis. A wide variety of different basis functions would also have
been possible, but - for the sake of clarity - we chose to limit our discussions to the four
different basis function sets, discussed in Sections 6.1.1 - 6.1.4. These Ansatz functions are
well documented in the wide body of literature and have consequently been employed.
6.2 Multi-dimensional shape functions
The implementation of two-/three-dimensional Ansatz functions is based on a quadrilat-
eral/hexahedral element formulation [106, 115, 116]. The main advantage compared to
trilateral/tetrahedral formulations is its higher accuracy [116, 289].
Generally speaking, two-/three-dimensional shape functions are only the tensor product
of the one-dimensional Ansatz functions defined in Section 6.1
N type,3Dl(i,j,k) (ξ) = Ni(ξ) ∙Nj(η) ∙Nk(ζ),
i = 1, 2, . . . , pξ + 1
j = 1, 2, . . . , pη + 1
k = 1, 2, . . . , pζ + 1
l = 1, 2, . . . , (pξ + 1) ∙ (pη + 1) ∙ (pζ + 1),
(6.30)
with pξ, pη, pζ denoting the polynomial orders in each of the local coordinates. The
superscript type indicates the shape functions being used (FEM, SEM, p-FEM and
Fourier-p-FEM). As illustrated in the following sections, there is a distinct difference
between hierarchic and non-hierarchic shape functions, especially concerning efforts to
ensure inter-element continuity but also in regard to the classification of individual Ansatz
functions.
The indices i, j, k of the shape functions denote the numbering of the one-dimensional
Ansatz functions regarding the local coordinates ξ-, η- and ζ, respectively. The hexahedral
element formulation is commonly based on the so-called tensor product space [115]. An-
other possibility is to employ the trunk space. This Ansatz space, however, is only viable
for hierarchic shape functions. The difference between the trunk space and the tensor
product space is relevant for face and internal modes only. A more detailed description of
the different Ansatz spaces is given in Appendix C. For the explanation, the face modes
are considered first. To generate face modes two higher order polynomials (in the in-plane
local coordinates) and a linear one (in the out-of-plane local coordinate) are multiplied.
Face 1 is chosen exemplarily, cf. Fig. 4.2. The indices i, j denote the polynomial degrees
of the face modes in ξ and η, respectively.
Face modes (face 1): NF1(i,j,1)(ξ, η, ζ) =
1
2
(1− ζ) Np-FEMi+1 (ξ)Np-FEMj+1 (η)
• trunk space
i = 2, . . . , pξ − 2
j = 2, . . . , pη − 2
i + j = 4, . . . , max{pξ, pη}
• tensor product space
i = 2, . . . , pξ
j = 2, . . . , pη
The definition of the set of internal modes is analogous. Here, three higher order
polynomials in all three local coordinates are multiplied. The indices i, j, k accordingly
denote the polynomial degrees of the bubble modes in ξ-, η- and ζ-direction, respectively.
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i = 2, . . . , pξ − 4
j = 2, . . . , pη − 4
k = 2, . . . , pζ − 4
i + j + k = 6, . . . , max{pξ, pη, pζ}
• tensor product space
i = 2, . . . , pξ
j = 2, . . . , pη
k = 2, . . . , pζ
Considering the definitions above, it becomes obvious that the number of degrees-of-
freedom increases very fast when using the tensor product space. Therefore, the numerical
costs can be reduced significantly by employing the trunk space [116]. This, however,
depends on the intended applications.
6.3 Comparison of different one-dimensional Ansatz
functions
In the current section, we use the term p-element for both sets of hierarchic shape
functions, introduced in Sections 6.1.3 and 6.1.4, while the term Lagrange-type element is
employed to refer to the basis functions discussed in Sections 6.1.1 and 6.1.2.
In principle, the solutions that can be obtained by using the different shape func-
tions are quite similar. If the polynomial degree p is the same, both Lagrange and
Legendre polynomials are able to fully describe a general polynomial of order p
P (ξ) = a0 + a1ξ + a2ξ
2 + . . . + apξ
p. (6.31)
Only the constants an (degrees-of-freedom) are different [215]. Considering trigonometric
Ansatz functions (Section 6.1.4), this does not apply anymore.
6.3.1 Hierarchic vs. non-hierarchic shape functions
One important advantage of hierarchic over non-hierarchic sets of basis functions is indi-





Figure 6.6: Hierarchic structure of stiffness matrix and load vector for p = 3.
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When increasing the polynomial degree by one order, only one shape function needs to be
added to a hierarchic set [115], while a non-hierarchic set of Ansatz functions has to be
generated anew (one-dimensional case). If an element refinement is necessary, the totally
new set of shape functions requires all calculations to obtain the system matrices to be re-
peated [241]. This feature has an immediate effect on the structure of the system matrices.
That is to say, the system matrices and the load vector corresponding to the polynomial
order p are a sub-set of the global system matrices and the load vector for the polynomial
degree p+1. In Fig. 6.6, we use different shades of grey to illustrate the advantage of hier-
archic Ansatz functions concerning p-refinement procedures. When the polynomial degree
for the approximation of the unknown field is successively increased, only those parts of
the system matrices that are indicated in brighter shades need to be computed while all
components of the matrices have to be re-calculated in case of a non-hierarchic set of shape
functions.
Another point we have to take into account is that the degrees-of-freedom have no physi-
cal interpretation in the p-version of the FEM [215]. If Lagrange-type shape functions are
employed the degrees-of-freedom correspond to the nodal values of the independent field
variables. In the case of hierarchic Ansatz functions, only the nodal modes can be inter-
preted as field variables, whereas all higher order degrees-of-freedom are merely unknown
parameters determining the solution space. A more involved post processing is therefore
required when dealing with hierarchic Ansatz functions.
There are further advantages connected to the hierarchic structure of the set of shape
functions and the fact that it constitutes a modal basis instead of a nodal one, such as
the p-version FEs’ inherent ability for a local p-refinement. Due to the fact that we can
freely choose the polynomial degree for all edges, faces and the interior of the p-element, a
local, adaptive p-refinement seems easily feasible. These special transition elements can be
derived automatically without any additional considerations. We only have to ensure the
compatibility at adjacent faces and edges between neighboring FEs [117, 119], cf. Section
6.4. Moreover, the hierarchic nature of the shape functions itself facilitates an easy imple-
mentation of adaptive refinement strategies (structure of the system matrices). In contrast
to the behavior of p-elements, a local refinement cannot be easily achieved by using both
SEs and conventional FEs. Both schemes need especially generated transition elements to
ensure continuity. These special kinds of FEs are, however, difficult to develop.
One of the main reasons why the p-version of FEM is hardly used for ultrasonic guided
wave propagation analysis is that there is no mass-lumping technique available yet. How-
ever, a diagonal mass matrix is indispensable in order to fully exploit the advantages of
an explicit time integration. If we use a consistent mass matrix formulation, a system
of equations has to be solved for each time-step - while a diagonalized mass matrix re-
quires only matrix-vector-operations. It is therefore highly advantageous to be able to
employ explicit time-marching schemes in wave propagation analysis. Remember, that the
methods developed in the present thesis are primarily applied to ultrasonic guided wave
propagation problems. In consequence, it is imperative to have efficient time-integration
methods at hand. As the time-step is naturally limited by the high-frequency regime, ex-
plicit time-stepping algorithms are only advantageous over implicit ones if the mass matrix
is a diagonal matrix [151, 152]. In this thesis, we employ an implicit algorithm such as the
Newmark-method (cf. Section 4.3.3) where a consistent mass matrix formulation is cho-
sen. Yet, the use of implicit time-marching schemes for high frequency wave propagation
problems tends to be numerically costly [78]. Considering FEMs based on Lagrange-type
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shape functions, we can diagonalize the mass matrix by using a special nodal quadrature
rule, the row-sum technique or the HRZ-lumping method [151–153] (cf. Section 4.6), to
ensure that explicit time integration schemes become feasible, cf. Section 4.3.2.
Trigonometric functions possess some advantages over polynomial Ansatz functions. They
are indefinitely derivable and no recurrence formulae are needed to generate them, which
serves to minimize the round-off errors [279, 280, 283]. These two features result in a bet-
ter conditioned system of equations compared to other kinds of hierarchic shape functions,
cf. Section 6.3.2. To date, these shape functions are almost exclusively used for modal
analysis applications.




FEM SEM p-FEM Fourier-p-FEM
Inter-element continuity C0 C0 C0 C0
Degrees-of-freedom (interpretation) physical physical unknowns unknowns
Mass-lumping yes yes no no
row-sum row-sum - -
nodal- nodal- - -
quad. quad.
HRZ HRZ - -
Hierarchic set of functions no no yes yes
Number of common degrees-of-
freedom between adjacent elements 1 1 1 1
Runge phenomenon (oscillations) yes no no no
One frequently mentioned drawback of higher order Ansatz functions based on an equidis-
tant nodal distribution is the occurrence of the so-called Runge phenomenon [87, 183], cf.
Fig. 6.7. This effect is related to the interpolation of functions. According to [290–293],
the idea to interpolate functions deploying a polynomial interpolation scheme in equis-
paced points is fundamentally wrong. In case we want to interpolate a smooth function
by polynomials in p + 1 equally spaced points, the error may increase at a rate of 2p and
therefore the approximation fails to converge even if p →∞ [291]. Here, oscillations with
high amplitudes close to the boundaries of the interval are a characteristic sign, because
this is where the error between the original function and its interpolation polynomial in-
creases rapidly [87], cf. Fig. 6.7. As mentioned before, this can be observed when applying
equidistant nodal distributions, rendering them unsuitable for the interpolation of higher
order polynomial functions. We can minimize these oscillations, however, by using nodal
distributions that are denser (clustered) at the ends of the interval (unevenly spaced points)
[292]. Such distributions decrease the Lebesgue constant [293]. The Lebesque constant is a
measure of how suitable the interpolant of a function (at the chosen nodal distribution) is


























































































































(f) GLL nodal distribution: N = 31
Annotations: The function to be interpolated is the witch
of Agnesi curve - f(ξ) = 1/
(
1 + 16 ξ2
)
- a classical example
to demonstrate that the interpolation error can increase
without bounds.
Witch of Agnesi curve
Lagrange interpolation polynom.
Nodal distribution
Witch of Agnesi curve
N dal distribution
Figure 6.7: Runge phenomenon: Comparison of Lagrange interpolation polynomials through
an equidistant nodal distribution and a GLL one.
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For a detailed investigation of polynomial interpolation in the context of higher order
methods, the interested reader is referred to [290–293] and the references cited therein.
Tab. 6.3.1 summarizes selected properties of the discussed one-dimensional shape
functions. Thus, their advantages and disadvantages can be judged at a glance.
6.3.2 Critical time-step and condition number
In the present section, we investigate the critical time step Δtcr and the condition number
κ. To this end, a one-dimensional and a three-dimensional model are proposed. The
one-dimensional case is to be examined first. We study one straight truss element (one
degree-of-freedom per node) as sketched in Fig. 6.8. The displacement degree-of-freedom
at the left boundary is constraint.
x1
Figure 6.8: Basic model of condition number computations.. The length of this bar is l = 1m
and the cross section has an area A = 1m2. The displacement degree-of-freedom
at the left boundary is fixed. The material data are given in Tab. 6.2.
An undistorted cubic element serves as a basis for the evaluation of the critical time-step
and the condition number of three-dimensional HO -FE approaches. Consequently, only
the influence of the different shape functions on κ is apparent. The cube is fixed at the




Figure 6.9: Basic model of condition number computations. The side length of this cube is
l = 1m. The displacement degrees-of-freedom at the bottom surface are fixed
(all translational degrees-of-freedom are set to zero). The material data are given
in Tab. 6.2.
Table 6.2: Material data for steel.
Young’s modulus (E) Poisson’s ratio (ν) Mass density(ρ)
2.1× 1011N/m2 0.33 7850 kg/m3
Shape Functions 92
Critical time step
The applicability of the different HO -FEMs to high-frequency structural dynamics is
also determined by the critical time-step. Considering the stability limit of the CDM







it is easy to accept that the method with the largest time-step size is favorable. In the
following, it will suffice to list only the results for the three-dimensional case, since those
for the one-dimensional one are basically identical. The evolution of the critical time-step
is depicted in Fig. 6.10. We observe that the Fourier-p-FEM offers advantages (larger
time-step) up to a polynomial degree of p = 9. All other approaches show an identical
performance for this particular example. We attribute this behavior to the fact that the















Figure 6.10: Critical time-step size for the CDM using the system matrices for the FEM,
the SEM, the p-FEM and the Fourier-p-FEM (three-dimensional case - one
undistorted (cube-shaped) element).
Comparison of the condition numbers for different Ansatz functions
The condition number κ of the element matrix can be used as a further criterion to rate the
influence of the shape functions. The condition number is generally related to the number
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of digits nl lost in the calculation due to round-off errors [294]
nl ≈ lg(κ). (6.32)
If we employ iterative approaches, such as the pre-conditioned conjugate gradient method
[229], the number of iterations depends on the condition number where a higher condition
number increases the number of iterations needed to achieve a chosen accuracy. If direct
solvers, such as the Cholesky decomposition or the Gaussian elimination [264], are pre-
ferred, the accuracy of the solution deteriorates if the system of equations is ill-conditioned
due to the accumulation of round-off errors. Thus, it is desirable to generate a system of
equations in such a way that a low condition number can be achieved [116].
The condition number of a positive definite or positive semi-definite matrix A can be






To evaluate the performance of the proposed shape functions, we compute the condition
number of the stiffness matrix Kuu, while the polynomial order of the Ansatz function is
raised successively (p = 1, . . . , 10). The results for the one-dimensional case are displayed

















Figure 6.11: Condition number of the stiffness matrix for the FEM, the SEM, the p-FEM and
the Fourier-p-FEM (one-dimensional case - one undistorted element).
For one-dimensional applications, the p-version of the FEM provides the smallest condition
number by far, cf. Fig. 6.3.2. This behavior is explained by the more diagonally dominant
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structure of the stiffness matrix. In the one-dimensional case it is therefore advisable to
deploy p-version FEs. Apart from the FEM based on Lagrange polynomials defined on an
equispaced grid, all other approaches perform reasonably well.
In a three-dimensional domain, however, this behavior changes significantly. The polyno-
mial degree is again limited to 10, as higher polynomial orders are of no practical interest
for wave propagation problems - according to the findings reported by Willberg et al.
[78]. The SE exhibits the smallest condition number, cf. Fig. 6.12. This behavior is very
different to that of the one-dimensional case. It can be observed that the slope of the
curve corresponding to the FEM increases at a progressive rate. FEs based on Lagrange
polynomials defined on an equispaced nodal distribution are thus to be recommended.
Consequently, numerical problems will arise if this method is applied when using polyno-
mial degrees p ≥ 10. SEs on the other hand do not show numerical ill-conditioning even
for higher polynomial orders p. FEs based on hierarchical shape functions perform quite























Figure 6.12: Condition numbers of the system matrices for the FEM, the SEM, the p-FEM
and the Fourier-p-FEM (three-dimensional case - one undistorted (cube-shaped)
element).
6.4 C0-continuity
The basic idea of the FEM is to divide the computational domain into sub-domains. These
FEs are then used to discretize both the geometry and the unknown solution of the un-
derlying mathematical problem which can often be formulated according to a variational
principle. In the present thesis, the underlying variational principle requires at least a C0-
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continuous approximation of the independent variables, meaning that adjacent elements
have to have the same approximation values across mutual nodes, edges and faces. Thus,
we have to ensure that neighbouring FEs share the same degrees-of-freedom at these com-
mon nodes, edges and faces.
Non-hierarchic shape functions
In the case of non-hierarchic (nodal) shape functions, higher order shape functions are
defined by introducing additional nodes. The continuity of the independent variables
between adjacent FEs can be achieved straightforwardly for such nodal-based shape func-
tions. Here, the numbering of the degrees-of-freedom plays a vital role. This is done by
constructing a topology matrix LM (location matrix). The dimensions of the topology
matrix are [ne×ndof ] where ne is the number of FEs and ndof is the number of degrees-of-
freedom per element. Hence, the component LMij contains the global number of the jth
local degree-of-freedom of element i. Here, it becomes evident that the topology matrix
assigns the local degrees-of-freedom to the corresponding position in the global system of
equations. Every component of the element matrix is added to the corresponding entry in
the global matrix which is indicated by LMij . Thus, to obtain the global system of equa-





















f (e)uu . (6.36)
where S(e) is an element mapping matrix consisting only of zeros and ones corresponding
to the components of the location matrix, the size of S(e) is [ndof × nsys] with nsys being
the number of degrees-of-freedom of the whole FE model.
Hierarchic shape functions
Owing to the fact that higher order modes (edge modes and face modes) are generated
without introducing additional physical nodes, special care has to be taken to guarantee a
C0-continuous approximation over the edges and faces of adjacent FEs.
For the sake of simplicity, we choose a two-dimensional setting to explain the necessary
steps in order to ensure the C0-continuity over the edges of neighboring FEs. For adaptive
discretization techniques, it is desirable to be able to assign different polynomial orders to
every FE. If two adjacent elements do not share the same polynomial degree at common
edges or faces, the first step to assure continuity is to adjust their polynomial degrees.
This can be achieved using either the minimum or the maximum rule [117, 119]. That
is to say, either the lower or the higher polynomial degree of adjacent edges or faces is
assigned to the other element’s edge or face. After having adjusted the polynomial degree















































(b) incorrect edge orientation of adjacent elements
Figure 6.14: C0- and C−1-continuous approximation at the boundary of two adjacent FEs.
The Ansatz functions are of odd polynomial degree (pedge = 3). Due to an





































(b) Definition of local edge orientation
Figure 6.15: Standard hexahedral element (−1 ≤ ξ ≤ 1, −1 ≤ η ≤ 1, −1 ≤ ζ ≤ 1)
augmented with locally defined edge directions.
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The results of this numbering process are stored in the topology matrix LM. The assembly
algorithm explained above works fine as long as the local coordinate systems of adjacent
FEs coincide. If one local coordinate system is rotated against the other, C0-continuity
cannot be guaranteed since the edge orientation of a common edge differs as a result
of the rotation, cf. Fig. 6.13. If we use commercially available mesh generators, this
situation is frequently encountered - causing non-matching modes (Fig. 6.14). However,
this obstacle can be overcome by drawing on the approaches introduced in references
[117, 119, 215, 296, 297]. It has to be noted that the inter-element continuity is only
violated when shape functions of odd degree are deployed. The FEs have to be endowed
with a local as well as a global edge orientation in order to solve this inter-element continuity
problem. If we independently choose local and global orientations, they will usually turn
out mismatched. The local orientations of edges and faces on the reference domain are
illustrated in Fig. 6.15. They are uniquely defined by the local coordinate system. On the
other hand, global orientations are assigned with respect to the global numbering of the
corner nodes. One suggestion would be to define the global orientation of edges according
to the enumeration of their vertices. The positive orientation is defined in the direction of
































Figure 6.16: Definition of the local and the global orientation of edges.
Fig. 6.16 illustrates how the edge orientation flags (qei ) are determined. They must be
stored element-wise for all edges. If the local orientation matches the global one qei = +1
otherwise qei = −1. That is to say, an array of four qei values has to be saved for every
two-dimensional quadrilateral element of the structure. Accordingly, an array of twelve
edge orientation flags has to be stored for every three-dimensional hexahedral element.
References [117, 119] indicate that it is sufficient to multiply all odd order edge functions






A similar algorithm is employed to ensure the continuity of adjacent faces of hexahedral
FEs. For each face, the vertex with lowest global number A is selected - and additionally
the two edges (AB and AC) originating from it. We define the edges in such a way that
the inequality
index(A) < index(B) < index(C) (6.38)
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is valid. Edge AB depicts the global x1-direction, whereas side AC corresponds to the
























































(h) qfi = {−1 − 1 − 1}
Figure 6.18: Definition of the local and global orientation of faces.
There are eight (23) distinct possibilities of how the local and global face coordinate system
can be oriented towards each other, as illustrated in Fig. 6.18. Thus, for every face the vec-
tor qfi needs to be stored containing the three face orientation flags. The third component
indicates whether the local ξ- and η-axis match the direction of the global x1- and x2-axis,
respectively. If the directions are the same qfi (3) = +1. In case the ξ-direction coincides
with the x2-direction q
f
i (3) is set equal to −1. Assuming the first case, the flag qfi (1)
suggests whether the orientation of the local ξ-axis matches that of the globally defined
x1-axis and q
f
i (2) denotes if the orientation of the η-axis coincides with that of the global
x2-axis. Should q
f
i (3) be equal to −1, the flag qfi (1) indicates if the local ξ-direction has the
same orientation as the global x2-direction and q
f
i (2) describes whether the orientations of
the local η-direction and the global x1-direction coincide. Unless q
f
i is equal to 1 the face
modes have to be transformed in a similar way as was suggested for the edge modes. For
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the detailed derivation of a suitable transformation rule it is referred to [117]. It has to





p1 ∙ [qfi (2)]p2 ∙NFi(1,p1,p2)(ξ), (6.39)
p1 = 2, 3, . . . , p2 = 2, 3, . . . , q
f




p2 ∙ [qfi (2)]p1 ∙NFi(1,p2,p1)(ξ), (6.40)
p1 = 2, 3, . . . , p2 = 2, 3, . . . , q
f
i (3) = −1.
The proposed procedures guarantee that a C0-steady approximation of the independent
variables is achieved. For a detailed description of the three-dimensional Ansatz functions





In the current chapter, we study the accuracy and convergence properties of the proposed
HO -FEMs with respect to wave propagation analysis in thin-walled structures. Based on
these results we propose a guideline on how the polynomial degree and the element size
have to be chosen to ensure accurate and efficient simulation results. Thus, the following
sections focus on the discretization’s influence on the quality of the numerical solution. To
this end, we consider a two-dimensional plane strain model. A two- instead of a three-
dimensional model was chosen in order to reduce the computational time. Moreover, a
two-dimensional setting is also suitable to represent all important phenomena such as
mode conversion and physical dispersion of the ultrasonic guided waves. Sections 8.5 and
8.6 illustrate that the guidelines derived drawing on a two-dimensional model are applicable
also for three-dimensional wave propagation problems. Material damping, however, is not
included as it has a negligible effect on the principal convergence behavior of the different
FE approaches.
7.1 Model set-up
The convergence study is conducted with the model depicted in Fig. 7.1, where the ge-
ometry, dimensions and boundary conditions of the benchmark problem are shown. The
plate under consideration is made of aluminum (cf. Tab. 2.1) and its length lp = 500mm
was chosen to ensure that reflections from the right boundary will not affect the signal
at points A and B during the simulation time. Since only a single load is introduced at
the top surface both fundamental modes, S0 and A0, are excited. The time-dependent
amplitude is given by Eq. (7.1) and the central frequency is fc = 250 kHz. The number
of periods contained in the signal is n = 5. In the following paragraphs, we introduce
the methodology that is employed to evaluate the performance of the proposed HO -FE
approaches.
Hann-function
Ultrasonic guided waves (Lamb waves) are commonly excited using surface-bonded piezo-
electric actuators, driven with a time-dependent amplitude. In this thesis, a sine-burst
signal modulated by a Hann-window is favored. The time-dependent signal is accordingly
given by









where ω = 2πfc denotes the central circular frequency. This kind of pulse has the advantage
of a narrow-banded frequency content. The number of cycles within the signal n determines
the width of the excited frequency band and the side-lobes around the central frequency
fc. For a narrow frequency bandwidth, we have to choose n as high as possible which of
course increases the excitation time for a given frequency. n = 5 is therefore an acceptable









Figure 7.1: Two-dimensional model with loads and boundary conditions for the convergence
study. One point force with the time-dependent behavior is employed to excite
the structure. The excitation function is given by Eq. (7.1). At the left boundary
(x1 = 0), symmetry boundary conditions are applied. The dimensions of the


























Figure 7.2: Sine-burst (fc = 250 kHz, n = 5).
Signal analysis - Hilbert transform
We measure the time-of-flight tc of the propagating Lamb wave packet between two arbi-
trary points A and B (Fig. 7.3) to determine the quality of the numerical solution. The
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time-of-flight computed using a numerical approach (tcnum) is compared to the value com-
puted using a reference solution (tcref ). In order to extract this value from the FE model
or the reference solution, the time signal of the displacement field at the corresponding







t− τ dτ. (7.2)
Using the Hilbert transform HA,B of the time-dependent signal uA,B, the envelope eA,B of
the displacement history is computed [300]. In the next step, we evaluate the time-of-flight
by comparing the positions of the centroids of the envelopes of the time signals at these
two points. The envelope can be computed deploying the following relation
eA,B(t) =
√
HA,B(uA,B(t))2 + uA,B(t)2 (7.3)










The time-of-flight tc between points A and B serves as a quality measure for the numerical
results. It can be computed as the difference between the propagation times
















u1 at point A
u1 at point B
Figure 7.3: Time-of-flight as difference of the centroid of two Hilbert envelopes at point A
and B for the S0-mode.
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Basically, using this methodology, the comparison of the time-of-flights of individual Lamb
wave modes equals the evaluation of the resulting group velocities - exactly only for narrow-
banded signals.
As a second measure, we compute the area under the envelope Au of the signal at point
A (uA,mag - magnitude of the displacements at point A) and compare it to the reference






The discussed methodology is used throughout the present thesis to investigate the con-
vergence properties of the different numerical approaches. Both the time-of-flight tc and
the area under the displacement history A are assessed. In the present thesis, we compute
















Figure 7.4: Area below the Hilbert envelope of the displacement signal at point A for the
S0-mode.
In the following sections, we study the convergence behavior of each set of shape functions
separately before comparing them to each other. To this end, the polynomial orders in
x1-(in-plane)- and x2-(out-of-plane)-direction are studied independently. Thus, we conduct
two different convergence studies.
First convergence study: h-refinement in x1-direction First, we assess the discretiza-
tion in x1-direction. The polynomial degree in x2-direction is therefore set to px2 = 6 and
the structure is discretized deploying one HO -FE over the thickness. In reference [78],
it has been found that such a discretization over the thickness of the structure provides
highly accurate results. Consequently, the convergence results can be regarded as inde-
pendent of the discretization in the out-of-plane direction. Thereupon, different numerical
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models with varying polynomial orders in the in-plane-direction (px1 = 2, 3, 4, 5, 6) are
investigated. For each model, a h-refinement is performed until the results are converged.
Convergence is deemed to be achieved when the relative error in the time-of-flight mea-
surement is below 1 %. Admittedly, the error threshold is a somewhat arbitrary value and
can also be chosen differently depending on the intended applications. In reference [39], it
has been demonstrated that even small differences in the time-of-flight potentially lead to
severe problems in the damage detection process. This is also the reason for choosing a
fairly small error threshold - despite other uncertainties in real-life structures (geometry,
material properties e.g.).
The number of nodes/modes per anti-symmetric wavelength serves as a dimensionless of
the discretization. For numerical models (using a structured/regular grid), the number of





where px2 denotes the polynomial degree in x2-direction, lp is the length of the plate and
λA0 represents the wavelength of the fundamental anti-symmetric Lamb wave mode - at the
center frequency fc of the excitation signal. Since the anti-symmetric mode has a shorter
wavelength, it is the more critical mode from a modeling point of view - its resolution
demands a smaller element size. Therefore, λA0 is the reference value for the wavelength.
The relative error is determined by comparing the numerical to the reference solution. This
can be expressed as
Erel =
|aref − anum,type|
|aref | ∙ 100 [%]. (7.8)
In this case, a depicts either the time-of-flight tc or the area beneath the envelope of the
time signal A.
Second convergence study: p-refinement in x2-direction After having assessed the
discretization in the in-plane-direction the polynomial degree in the out-of-plane-direction
is studied. Willberg et al. [78] were able to show that for px2 = 6 and χA0 ≥ 20 the
results are highly accurate. Accordingly, we choose the element size in such a way that
it corresponds to more than 35 nodes/modes per wavelength in x1-direction, while the
polynomial order px1 is fixed to 8. This procedure ensures that the second study only
focuses on the convergence behavior with respect to the out-of-plane discretization. For
this purpose, a p-refinement is conducted for the out-of-plane polynomial degree px2
and it is varied between 2 and 8. The evaluation of the simulation results follows the
methodology discussed above (Paragraph Signal analysis - Hilbert transform).
The results of both convergence studies (h-refinement in x1-direction and p-refinement in
x2-direction) are then used to determine the optimal polynomial degree template and the
appropriate value for χA0 . The proposed guidelines will lead to accurate wave propagation
results.
Accordingly, the following three sections are devoted to studying the convergence
behavior of:
1. the SEM (Section 7.2),
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2. the p-version of the FEM (Section 7.3),
3. the Fourier-p-version of the FEM (Section 7.4).
Concerning the SEM, the performance of different lumping techniques is of special interest.
Studying their behavior will help us to decide whether a diagonalization of the mass matrix
is an advantageous approach for wave propagation analysis.
In the case of the p-FEM and the Fourier-p-FEM, we investigate the impact of using either
the tensor product space or the trunk space on the numerical results.
Thereafter, the best schemes for each set of Ansatz functions using the “optimal” polyno-
mial degree template are compared to one another in Section 7.5.
7.2 Convergence behavior of the spectral element
method
Basically, there are two different types of time-integration techniques: (i) explicit methods
and (ii) implicit methods. A representative of each class was discussed in Sections 4.3.2
and 4.3.3, respectively. Assuming a consistent mass matrix formulation is employed, a
system of equations needs to be solved for every time-step in either of the two methods
(cf. Eqs. (4.76) and (4.86)). If, however, both the mass matrix Muu and the damping ma-
trix Ruu are diagonal matrices, the CDM only requires matrix-vector-operations in each
time-step. An explicit time-stepping algorithm can therefore be regarded as one key com-
ponent of an efficient simulation tool for ultrasonic guided wave analysis. Thus, different
mass-lumping techniques for the SEM and their performances are of particular interest.
Moreover, according to Dauksher and Emery [151–153], implicit time-stepping algorithms
fail to provide any advantages over explicit ones when wave propagation problems are con-
sidered. Although implicit schemes are unconditionally stable, the time-step is nonetheless
restricted by several factors such as the frequency content of the signal and the accuracy
requirements for example. The highest frequency of interest should be resolved with at




Δt denotes the time-step and T is the period time. Pertaining to the accuracy of implicit
time-marching schemes, Dauksher and Emery [151–153] found that the time-step of an
implicit method must be less than that used in explicit analysis. Generally speaking, the
time-step for an explicit method should be selected in such a way that the wave does
not travel one element width in one time-step. According to the Courant-Friedrichs-Levy





For typical guided wave propagation analysis (concerning an aluminum plate in this case),
the element size be is in the range of a few millimeters, while the group velocities of the
fundamental modes are cg,S0 ≈ 5414m/s and cg,A0 ≈ 2900m/s. Accordingly, the time-step
Δt should be less than approximately 1 ∙ 10−8 s. This is within the range of an explicit
central difference time integration scheme.
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The results obtained by Dauksher and Emery, mentioned in the previous paragraphs,
justify a more detailed investigation of the SEM with a consistent or diagonal mass matrix.
To this end, the simulation results obtained using the SEM with a consistent mass matrix
formulation are compared to three different formulations employing lumped mass matrices.
The three different methods to diagonalize the mass matrix in the context of nodal-based
shape functions are:
1. the Gauß-Lobatto-Legendre quadrature (cf. Section 4.6.1),
2. the row-sum technique (cf. Section 4.6.2),
3. the HRZ algorithm (cf. Section 4.6.3).
We employ the same time-integration algorithm for every simulation in order to facilitate
the comparability between the different HO -FE schemes. For that reason, we solve the
equations of motion using the Newmark method.
7.2.1 h-Refinement in x1-direction
The model set-up and the strategy to evaluate the results have already been explained in
Section 7.1. Therefore, only the convergence graphs are shown at this point, cf. Figs. 7.5
and 7.6. The results of the convergence studies are obtained using a uniform h-refinement.
Figs. 7.5 and 7.6 display the relative error in the time-of-flight or the area below the
envelope versus the number nodes per anti-symmetric wavelength χA0 . Each sub-figure
represents the convergence results for a fixed polynomial degree in the in-plane direction
(x1). It should be noted that the results of the proposed lumping techniques are virtually
coincidental. There are no noticeable differences in the convergence behavior concerning
the individual diagonalized mass matrix SEM approaches.
In reference [152], Dauksher and Emery already pointed out that a row-summing proce-
dure can result in accurate solutions with SEs using a CGL nodal distribution. They were
able to show that the solution characteristics of SEs based on a Chebyshev grid are only
negligibly affected by the diagonalization [151, 152]. Additional insights are that an in-
creased polynomial order moderates the effects of lumping and that no negative diagonal
terms are generated. These properties are confirmed for SEs based on a GLL grid, cf.
Figs. 7.5 and 7.6. Moreover, Dauksher and Emery claim that - for a given accuracy -
their results indicate that explicit spectral solutions require fewer nodes per wavelength
than comparable consistent mass matrix solutions [151]. Our results confirm these find-
ings of Dauksher and Emery [151, 152] and highlight the fact that the different lumping
techniques essentially produce very similar results. Generally speaking, we found that the
relative error converges faster to zero with an increasing FE shape function order - and a
finer grid resolution also serves to reduce the error in the time-of-flight.
The main conclusion that should be drawn considering the presented results is that none
of the lumping techniques applied to the SEM causes deteriorated results in this particular
example. The advantages of a diagonal mass matrix can consequently be exploited for
wave propagation analysis using the SEM.
The peaks that are observed in the convergence graphs are explained in detail in Sec-


































































































Annotations: The relative error in time-of-flight tc
is plotted against the number of nodes per anti-
symmetric wavelength χA0 . The numerical re-
sults have been obtained using the SEM. For in-
plane polynomial degrees of px1 = 2, 3, . . . , 6 an
h-refinement in x1-direction has been conducted.
The out-of-plane polynomial degree px2 , however,
is fixed to 6 for all convergence studies. Note that
one element has been employed to discretize the
thickness of the plate. The reference solution is
based on analytical formulae derived in [87].
Figure 7.5: Convergence curves for the wave propagation analysis for the numerical model of
a two-dimensional aluminum plate.
To judge the numerical performance of the different SE-approaches, the number of non-
zero components (nnz) within the global stiffness matrix nnz(Kuu) and the global mass
matrix nnz(Muu) are considered - as a means to describe the memory requirement (RAM)
of the personal computer being used to run the simulations. Furthermore, we monitor
the computational time tcpu, needed for the solution of the equations of motion. As the
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software implementation of the different sets of shape functions is not equally optimized in
our in-house HO -FE program, this seems to be an appropriate value. From an engineering
point of view, an error threshold of 1 % is sufficient, at least according to our opinion. Thus,
we record the memory requirements and the computational time for those simulations that
































































































Annotations: The relative error in area A (area be-
low the envelope of the displacement signal) is plot-
ted against the number of nodes per anti-symmetric
wavelength χA0 . The numerical results have been
obtained using the SEM. For in-plane polynomial
degrees of px1 = 2, 3, . . . , 6 an h-refinement in x1-
direction has been conducted. The out-of-plane
polynomial degree px2 , however, is fixed to 6 for
all convergence studies. Note that one element has
been employed to discretize the thickness of the
plate. The reference solution is based on analytical
formulae derived in [87].
Figure 7.6: Convergence curves for the wave propagation analysis for the numerical model of






































































(c) Computational time for the solution of the equation of motion using the Newmark method
Annotations: The Newmark method
is used as an implicit time-integration
algorithm. The results are assessed
at a relative error in time-of-flight of
Erel = 1%. All values are normal-
ized to the simulation results obtained
using the in-plane polynomial degree
px1 = 2. The out-of-plane polynomial
degree px2 is fixed to 6 for all conver-
gence studies.
Figure 7.7: Comparison of the performance of different SE-schemes. The methods are eval-
uated concerning their memory requirements (number of non-zero components
in the system matrices - nnz) and the computational time needed for the time-
integration of the equations of motion.
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Initially, we note that all approaches reach an acceptable accuracy with considerably less
than 20 nodes per wavelength, typically mentioned in current literature [76, 77]. The
evaluation of the performance with respect to the memory requirements and the compu-
tational time is shown in Fig. 7.7. All results are normalized with respect to the solution
for px1 = 2. From the bar graphs, it is apparent that for the SEM deploying a consistent
mass matrix formulation px1 = 3 is the “optimal” choice, whereas px1 = 2 displays the
best performance if a diagonalized mass matrix is used. With regard to the overall
behavior, the SEM deploying a GLL nodal quadrature can be recommended. The
most significant benefit is gained in terms of the computational-time, cf. Fig. 7.7c, while
the memory requirements for the stiffness matrix are approximately equal. Naturally, a
lumped mass matrix will serve to decrease the memory requirements for storing the global
mass matrix significantly.
7.2.2 p-Refinement in x2-direction
While the previous subsection focused on determining the optimal polynomial order in
the in-plane direction, the same is now implemented for the out-of-plane direction. The
results of the p-refinement procedure are displayed in Figs. 7.8a and 7.8b.
Regarding the accuracy, we note that the different SE-schemes reach the same relative
error. The optimal polynomial order in out-of-plane direction can be chosen as px2 = 3
or px2 = 4. Simulations employing both values results in a relative error of less than 1%.
However, as the error reaches a constant plateau at px2 = 4, the solution is deemed to
be converged. This value is consequently chosen as the optimal order in the out-of-plane
direction.
Accordingly, the following passage proposes a guideline on how to choose an appro-
priate discretization (for wave propagation analysis):
1. Choose the polynomial degree in the in-plane direction to be:
a) px1 = 3 for the SEM deploying a consistent mass matrix formulation.
b) px1 = 2 for the SEM deploying a lumped mass matrix formulation.
2. Choose the polynomial degree in out-of-plane direction to be px2 = 4 for all SE-
approaches.
3. Choose the number of nodes per wavelength to be:
a) χA0 = 7 if an error threshold of 1 % should be reached for the SEM deploying a
consistent mass matrix formulation.
b) χA0 = 8 if an error threshold of 1 % should be reached for the SEM deploying a
lumped mass matrix formulation.
In case a lower threshold is desired, the number of nodes per wavelength has to be adjusted
































(b) Error in area A
Figure 7.8: Convergence curves for the wave propagation analysis for the numerical model
of a two-dimensional aluminum plate. The relative error in (a) time-of-flight tc
and (b) area A (area below the envelope of the displacement signal) is plotted
against the out-of-plane polynomial degree px2 . The numerical results have been
obtained using the SEM. A p-refinement in x2-direction has been conducted. The
in-plane polynomial degree px1 , however, is fixed to 8 for all convergence studies.
A discretization employing χA0 > 35 nodes per anti-symmetric wavelength is used
in the in-plane direction. Note that one element has been employed to discretize
the thickness of the plate. The reference solution is based on analytical formulae
derived in [87].
7.3 Convergence behavior of the p-version of the finite
element method
In this section, we compare the computational efficiency of the trunk space and the ten-
sor product space applied for the p-version of the FEM. The possibility to employ these
different Ansatz spaces is straightforwardly given for hierarchic shape functions. The per-
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formances of the p-version of the FEM and the Fourier-p-FEM are therefore investigated
in the following two sections, respectively.






















































































Annotations: The relative error in time-of-flight
tc is plotted against the number of modes per
anti-symmetric wavelength χA0 . The numerical re-
sults have been obtained using the p-version of the
FEM. For in-plane polynomial degrees of px1 =
2, 3, . . . , 6 an h-refinement in x1-direction has been
conducted. The out-of-plane polynomial degree
px2 , however, is fixed to 6 for all convergence stud-
ies. Note that one element has been employed to
discretize the thickness of the plate. The reference
solution is based on analytical formulae derived in
[87].
Figure 7.9: Convergence curves for the wave propagation analysis for the numerical model of
a two-dimensional aluminum plate.
Convergence Studies 113
The convergence behavior exhibited by the p-version FEs is in principle similar to the one























































































Annotations: The relative error in area A (area
below the envelope of the displacement signal) is
plotted against the number of modes per anti-
symmetric wavelength χA0 . The numerical re-
sults have been obtained using the p-version of the
FEM. For in-plane polynomial degrees of px1 =
2, 3, . . . , 6 an h-refinement in x1-direction has been
conducted. The out-of-plane polynomial degree
px2 , however, is fixed to 6 for all convergence stud-
ies. Note that one element has been employed to
discretize the thickness of the plate. The reference
solution is based on analytical formulae derived in
[87].
Figure 7.10: Convergence curves for the wave propagation analysis for the numerical model



































































(c) Computational time for the solution of the equation of motion using the Newmark method
Annotations: The Newmark
method is used as an im-
plicit time-integration algo-
rithm. The results are as-
sessed at a relative error
in time-of-flight of Erel =
1%. All values are normal-
ized to the simulation results
obtained using the in-plane
polynomial degree px1 = 2.
The out-of-plane polynomial
degree px2 is fixed to 6 for all
convergence studies.
Figure 7.11: Comparison of the performance of different Ansatz spaces for the p-version of the
FEM. The methods are evaluated concerning their memory requirements (num-
ber of non-zero components in the system matrices - nnz) and the computational
time needed for the time-integration of equations of motion.
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It can be noted, however, that the accuracy when reaching the constant error plateau is
slightly improved compared to the SEM for this particular example. Yet, it can be generally
expected that all polynomial-based HO -FE approaches deliver a similar accuracy.
Although the number of modes per wavelength (the term modes is used to replace the
word nodes as the unknowns do not actually correspond to physical degrees-of-freedom)
may be the same for the tensor product space and the trunk space, the number of degrees-
of-freedom can be significantly different. The procedure outlined in the previous section
will also serve to assess the performance of the different Ansatz spaces.
Fig. 7.11 summarizes the results for the memory requirements and the computational time.
Depending on whether the computational time or the memory requirements seem more
important, different optimal polynomial orders can be chosen for p-FEM. For the trunk
space, the bar graphs (cf. Fig. 7.11) clearly indicate that px1 = 6 is the optimal in-plane
polynomial degree for this particular wave propagation problem. For the tensor product
space, however, there are two possible choices. In case a higher importance is ascribed to
the memory requirement, the optimal polynomial order in the in-plane direction is px1 = 3.
If, however, the computational time is seen as more important, px1 = 5 can be chosen for
the tensor product space. Due to the fact that available physical memory tends to be
limited, we decide to settle on px1 = 3.
Since less degrees-of-freedom are needed for the trunk space formulation, the computational
time is shorter as well. Thus, we recommend to choose the trunk space instead of the
tensor product space for the p-version of the FEM.
7.3.2 p-Refinement in x2-direction
As a next step, we conduct a p-refinement in order to determine the out-of-plane
polynomial degree. Qualitatively the same behavior is seen - compare Figs. 7.8 and 7.12 -
as already described in the previous section. The optimal polynomial order in out-of-plane
direction can be chosen as px2 = 3 or px2 = 4. Simulations employing both values results
in a relative error of less than 1%. However, as the error reaches a constant plateau at
px2 = 4, the solution is deemed to be converged - which is why this value is chosen.
Accordingly, the following passage proposes a guideline on how to choose an appro-
priate discretization (for wave propagation analysis):
1. Choose the polynomial degree in the in-plane direction to be
a) px1 = 3 for the tensor product space version of the p-FEM.
b) px1 = 6 for the trunk space version of the p-FEM.
2. Choose the polynomial degree in out-of-plane direction to be px2 = 4 for both versions
of p-FEM.
3. Choose the number of modes per wavelength to be:
a) χA0 = 6 if an error threshold of 1 % should be reached for the p-FEM deploying
a tensor product space formulation.
b) χA0 = 5 if an error threshold of 1 % should be reached for the p-FEM deploying
a trunk space formulation.
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For calculations demanding a higher accuracy, the number of modes per wavelength can


























(b) Error in area A
Figure 7.12: Convergence curves for the wave propagation analysis for the numerical model
of a two-dimensional aluminum plate. The relative error in (a) time-of-flight tc
and (b) area A (area below the envelope of the displacement signal) is plotted
against the out-of-plane polynomial degree px2 . The numerical results have
been obtained using the p-version of the FEM. A p-refinement in x2-direction
has been conducted. The in-plane polynomial degree px1 , however, is fixed to 8
for all convergence studies. A discretization employing χA0 > 35 nodes per anti-
symmetric wavelength is used in the in-plane direction. Note that one element
has been employed to discretize the thickness of the plate. The reference solution
is based on analytical formulae derived in [87].
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7.4 Convergence behavior of the Fourier-p-version of






















































































Annotations: The relative error in time-of-flight tc
is plotted against the number of modes per anti-
symmetric wavelength χA0 . The numerical results
have been obtained using the Fourier-p-version of
the FEM. For in-plane polynomial degrees of px1 =
2, 3, . . . , 6 an h-refinement in x1-direction has been
conducted. The out-of-plane polynomial degree
px2 , however, is fixed to 6 for all convergence stud-
ies. Note that one element has been employed to
discretize the thickness of the plate. The reference
solution is based on analytical formulae derived in
[87].
Figure 7.13: Convergence curves for the wave propagation analysis for the numerical model
of a two-dimensional aluminum plate.
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Concerning the Fourier-p-FEM we can also decide whether to employ the tensor product
space or the trunk space. Accordingly, the convergence behavior of those two spaces is






















































































Annotations: The relative error in area A (area
below the envelope of the displacement signal) is
plotted against the number of modes per anti-
symmetric wavelength χA0 . The numerical results
have been obtained using the Fourier-p-version of
the FEM. For in-plane polynomial degrees of px1 =
2, 3, . . . , 6 an h-refinement in x1-direction has been
conducted. The out-of-plane polynomial degree
px2 , however, is fixed to 6 for all convergence stud-
ies. Note that one element has been employed to
discretize the thickness of the plate. The refer-
ence solution is based on analytical formulae de-
rived in [87].
Figure 7.14: Convergence curves for the wave propagation analysis for the numerical model


































































(c) Computational time for the solution of the equation of motion using the Newmark method
Annotations: The Newmark method is
used as an implicit time-integration algo-
rithm. The results are assessed at a rela-
tive error in time-of-flight of Erel = 1%.
All values are normalized to the simula-
tion results obtained using the in-plane
polynomial degree px1 = 2. The out-of-
plane polynomial degree px2 is fixed to 6
for all convergence studies.
Figure 7.15: Comparison of the performance of different Ansatz spaces for the Fourier-p-
version of the FEM. The methods are evaluated concerning their memory re-
quirements (number of non-zero components in the system matrices - nnz) and
the computational time needed for the time-integration of equations of motion.
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7.4.1 h-Refinement in x1-direction
Overall, the convergence behavior displays a similar tendency as discussed in the previous
sections. It has to be mentioned however that the results obtained using the trigonometric
shape functions yield the most accurate results of the tested sets of shape functions, cf.
Figs. 7.13 and 7.14, at least for this particular example. The reason could be that sine-
functions are natural solutions to wave equations. As discussed in Section 7.3 the trunk
space offers advantages in terms of numerical efficiency.
We consult the bar graphs displayed in Fig.7.15 to determine the optimal polynomial order
in the in-plane direction. There, the memory storage requirements and the computational
time for the time-marching scheme are illustrated. Depending on whether the memory
requirement or the computational time is seen as more important, the optimal polynomial
degree in the in-plane direction is px1 = 2 or 3 when dealing with the trunk space
formulation. Due to the fact that available physical memory tends to be limited, we decide
to settle on px1 = 3. In case the tensor product space formulation is used, px1 = 4 is
clearly advantageous. A comparison of the memory requirements and the computational
time leads to the conclusion that that the trunk space formulation is more efficient, which
is why the application of the trunk space is recommended for this example.
7.4.2 p-Refinement in x2-direction
The result of this p-refinement - to determine the out-of-plane polynomial order - is
different to the ones depicted in the previous two sections. The optimal polynomial order
in out-of-plane direction can be chosen as px2 ≥ 5. Simulations employing these values
results in a relative error of less than 1% in both the time-of-flight and in the area. At
px2 = 5 the error, however, has reached a constant plateau for the time-of-flight, cf.
Fig. 7.16a. This value is consequently chosen as optimal order in x2-direction.
Accordingly, the following passage proposes a guideline on how to choose an appro-
priate discretization (for wave propagation analysis):
1. Choose the polynomial degree in the in-plane direction to be:
a) px1 = 4 for the Fourier-p-FEM deploying a tensor product space formulation.
b) px1 = 3 for the Fourier-p-FEM method deploying a trunk space formulation.
2. Choose the polynomial degree in out-of-plane direction to be px2 = 5 for both ap-
proaches.
3. Choose the number of modes per wavelength to be:
a) χA0 = 4 if an error threshold of 1 % should be reached for the Fourier-p-FEM
deploying a tensor product space formulation.
b) χA0 = 11 if an error threshold of 1 % should be reached for the Fourier-p-FEM
deploying a trunk space formulation.
In case a lower threshold is desired, the number of modes per wavelength have to be




























(b) Error in area A
Figure 7.16: Convergence curves for the wave propagation analysis for the numerical model
of a two-dimensional aluminum plate. The relative error in (a) time-of-flight tc
and (b) area A (area below the envelope of the displacement signal) is plotted
against the out-of-plane polynomial degree px2 . The numerical results have been
obtained using the Fourier-p-version of the FEM. A p-refinement in x2-direction
has been conducted. The in-plane polynomial degree px1 , however, is fixed to 8
for all convergence studies. A discretization employing χA0 > 35 nodes per anti-
symmetric wavelength is used in the in-plane direction. Note that one element
has been employed to discretize the thickness of the plate. The reference solution
is based on analytical formulae derived in [87].
7.5 Comparison of different higher order finite element
approaches
The polynomial degree templates for the different HO -FE approaches (Sections 7.2 to 7.4)
are listed in Tab. 7.1. The most efficient representatives of each HO -FEM are highlighted
in boldface font.
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Table 7.1: Optimal polynomial degree templates for wave propagation analysis using different
HO-FE schemes. The methods highlighted using a boldface font are the most
efficient schemes for the different shape functions.
Higher order method In-plane polynomial degree Out-of-plane polynomial degree
(px1) (px2)
SEM 3 4
SEM: GLL quadrature 2 4
SEM: Row-sum 2 4
SEM: HRZ 2 4
p-FEM: tensor 3 4
p-FEM: trunk 6 4
Fourier-p-FEM: tensor 4 5
Fourier-p-FEM: trunk 3 5
Regarding the SEM, we can infer from Fig. 7.7 that a lumped mass matrix formulation
employing the GLL-quadrature rule is, at least for our example, the most efficient version.
Both the memory storage requirement and the computational time are minimal.
Concerning the p-version of the FEM we recommend the trunk space formulation over the
tensor product space one, cf. Fig. 7.11. In this particular case, the memory requirements
as well as the computational time are minimized too. The same applies for the Fourier-p-
FEM, cf. Fig. 7.15.
In the current section, these “optimal” approaches are compared with each other. The
h-refinement methodology is therefore applied to the optimal polynomial degree templates
listed in Tab. 7.1. Using this discretization, convergence curves are recorded and evalu-
ated as described in the previous sections. The results serve as a basis of commendation
concerning a suitable numerical tool for the simulation of ultrasonic guided waves.
7.5.1 h-Refinement in x1-direction
The results of the convergence curves clearly indicate that the same level of accuracy can be
reached with all different higher order schemes, cf. Figs. 7.17a and 7.17b. The differences
in the convergence rates can be attributed to the different polynomial degree distributions.
The elevated rate of the Fourier-p-FEM is a result of the increased polynomial degree in
the out-of-plane direction in comparison to the other two approaches.
The error threshold of 1 % is chosen again to assess the performance in terms of memory
requirements and computational time. The results are illustrated in Fig. 7.18. Overall, we
recommend the SEM in connection with a nodal GLL quadrature rule.
Due to the diagonal mass matrix, the memory requirements are similar for all three higher
order schemes. The advantages in computational time are crucial. Keeping in mind that all
simulations have been run using an implicit time-marching scheme, the displayed advantage
of the SEM is much more significant in case the central difference algorithm is applied as
time-integration algorithm. In summary, we infer from the presented results that the most
efficient simulation regarding ultrasonic guided wave propagation problems is achieved by
applying the SEM in conjunction with a Lobatto-integration. The optimal polynomial
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degree distribution for this method has been found to be px1 = 2 (in-plane polynomial



































(b) Error in area A
Figure 7.17: Convergence curves for the wave propagation analysis for the numerical model
of a two-dimensional aluminum plate. The relative error in (a) time-of-flight tc
and (b) area A (area below the envelope of the displacement signal) is plotted
against the number of nodes/modes per anti-symmetric wavelength χA0 . The
numerical results have been obtained using the different HO-FEMs deploying
their respective optimal polynomial degree distribution, cf. Tab. 7.1. An h-
refinement in x1-direction has been conducted. Note that one element has been
employed to discretize the thickness of the plate. The reference solution is based
























































(c) Computational time for the solution of the equation of motion using the Newmark method
Annotations: The Newmark method
is used as an implicit time-integration
algorithm. The results are assessed
at a relative error in time-of-flight of
Erel = 1%. All values are normal-
ized to the simulation results obtained
using the Fourier-p-FEM with its op-
timal polynomial degree template, cf.
Tab. 7.1.
Figure 7.18: Comparison of the performance of the different HO-FE schemes. The methods
are evaluated concerning their memory requirements (number of non-zero com-
ponents in the system matrices - nnz) and the computational time needed for
the time-integration of equations of motion.
Using the proposed discretization set-up will result in sufficiently accurate simulations with
minimal RAM and computational time requirements. The peaks that can be observed in
Fig. 7.17 are studied in detail in Section 7.8
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SEM: GLL quadrature 2Δtcr
SEM: GLL quadrature Δtcr
SEM: GLL quadrature 1/2Δtcr
SEM: GLL quadrature 1/4Δtcr















SEM: GLL quadrature 2Δtcr
SEM: GLL quadrature Δtcr
SEM: GLL quadrature 1/2Δtcr
SEM: GLL quadrature 1/4Δtcr
(b) Error in area A
Figure 7.19: Convergence curves for the wave propagation analysis for the numerical model of
a two-dimensional aluminum plate. The relative error in (a) time-of-flight tc and
(b) area A (area below the envelope of the displacement signal) is plotted against
the number of nodes per anti-symmetric wavelength χA0 . The numerical results
have been obtained using the SEM deploying its optimal polynomial degree
distribution, cf. Tab. 7.1. An h-refinement in x1-direction has been conducted.
Note that one element has been employed to discretize the thickness of the plate.
The time-step of the time-integration scheme is varied to study its effect on the
accuracy of the solution. The reference solution is based on analytical formulae
derived in [87].
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When unconditionally stable time-integration methods are used for the solution of the semi-
discrete equations of motion, the time-step Δt plays an important role. Its significance
is comparable to that of the element size for the spatial discretization. A closer look is
therefore taken at Δt. In the present chapter, all simulation results have been obtained
using the Newmark method (Section 4.3.3) as solver. This method is a representative of
implicit, unconditionally stable time-stepping schemes. The time-step width has therefore
been estimated using the critical time-step of the CDM (Section 4.3.2), cf. Eq. (4.77). For





To highlight the influence of Δt, we re-calculate the convergence curves for the SEM using
the optimal polynomial degree template, a GLL quadrature rule and different time steps.
We have to keep in mind, however, that the critical time-step is estimated for each simula-
tion individually. For every new discretization, the system matrices are generated and the
highest eigenfrequency of the system is estimated. This value is then used to determine
the critical time-step size Δtcr. Next, this time-step is multiplied by 2, 1, 1/2 and 1/4,
respectively and simulations are conducted for each of theses time-step sizes. Employing
this methodology will serve to assess the influence of the time-step size.
Figs. 7.19a and 7.19b illustrate the evolution of the results depending on the time-step size
Δt. The results clearly indicate that the time-step used in the present chapter (Δt = Δtcr)
is appropriate for an accurate simulation of wave propagation problems. Increasing the
time-step beyond the stability limit of the central difference algorithm will result in a de-
creased accuracy of the displacement field. Nonetheless, the results still reach an acceptable
level of accuracy. Decreasing the time-step size further does not lead to significant improve-
ments in accuracy. It is therefore concluded that Δt based on Eq. (4.77) is an appropriate
choice and provides the desired accuracy. Depending on the task, the results in Figs. 7.19a
and 7.19b show that the time-step size can also be increased if a lower level of accuracy is
acceptable.
7.7 Influence of the chosen signal processing method:
Continuous wavelet transform
The main goal of any signal processing procedure is to extract specific information from
a given function. To this end, the signal is transformed in a suitable manner in order to
facilitate the acquisition of information. Which type of transform is used strongly depends
on the investigated problem. In the thesis at hand, the Hilbert-transform has so far been
deployed. In this section, we introduce the continuous wavelet transform (CWT) - to
ensure that the results are not dependent on the applied method. The results of the CWT
contain time-variant information of the received signal [39, 302].
The computation of the wavelet coefficients C is done by scaling and translating the basis
function (mother wavelet) Ψ













where ()∗ indicates the complex conjugate. The choice of the scale a, the position b and


















Figure 7.20: Convergence curves for the wave propagation analysis for the numerical model
of a two-dimensional aluminum plate. The relative error in time-of-flight tc
is plotted against the number of nodes/modes per anti-symmetric wavelength
χA0 . The numerical results have been obtained using the different HO-FEMs
deploying their respective optimal polynomial degree distribution, cf. Tab. 7.1.
An h-refinement in x1-direction has been conducted. Note that one element has
been employed to discretize the thickness of the plate. The reference solution is
based on analytical formulae derived in [87] - the continuous wavelet transform
is applied.
The literature provides several admissible wavelets. Different basis functions will appear to
be suitable, depending on the signal features that are to be extracted. Morlet or Daubechies
wavelets are widely used in signal processing for wave propagation analysis [303–305]. The
‘db10’ wavelet was chosen for the subsequent signal analysis because recent publications
found it to perform well regarding the measurement of the time-of-flight [306, 307].
The results of the convergence study concerning the optimal polynomial degree distribution
(cf. Section 7.5) are re-computed using the continuous wavelet transform, cf. Fig. 7.20.
This illustrates the fact that the convergence properties are independent of the method
employed to evaluate the accuracy, if applied in a suitable manner.
The convergence characteristics are qualitatively similar to the results of the Hilbert-
transform - and the accuracy is in the same range too. All conclusions drawn from the
previous convergence studies are therefore still valid. The oscillatory trend of the graphs
is due to the sampling rate. Since only 1000 time-steps are saved, small changes in the
numerical time-of-flight can result in identifiable peaks.
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7.8 Convergence disturbance
During the investigation of the convergence behavior of different HO -FEMs distinct peaks
in the convergence curves have been observed, cf. Figs. 7.24a and 7.24b. Similar obser-
vations are also mentioned in articles in which the behavior of the S0- and A0-modes was
studied separately [78, 308]. In the present section, we address the reasons for their oc-
currence in detail. By identifying the source of these anomalies in the results, measures to
avoid their excitation can be taken [183, 309].
7.8.1 Numerical model
For the sake of simplicity, the two-dimensional plane strain model (described in Section 7.1)
is adjusted in which a mono-modal excitation is favored. This technique allows us to study
the properties and the behavior of symmetric and anti-symmetric Lamb waves separately.
To this end, the excitation of the wave field is conducted using a pair of collocated point








Figure 7.21: Two-dimensional (plane strain) model for wave propagation analysis. Due to
an excitation using two collocated point forces only a single Lamb wave mode
can be excited - either Si- (ν = 1; symmetric modes) or Ai-modes (ν = −1;
anti-symmetric modes).
Additional changes include the excitation function in order to demonstrate that this effect is
not dependent on the frequency itself nor on the number of cycles within the signal. Based
on this model, we propose a guideline on how to determine the element size according
to the chosen polynomial degree distribution. The plate length is chosen in such a way
that reflections from the right boundary do not interfere with the signals measured at
the evaluation points A and B during the simulation time. The spatial discretization is
characterized by the polynomial degree of the shape functions in propagation direction px1 ,
the polynomial degree in thickness direction px2 and the element width be. As before, the
simulation results are evaluated using the procedure explained in Section 7.1.
For the sake of clarity, the dispersion diagram for aluminum is given at this point, cf.
Fig. 7.23. The dashed vertical line marks the chosen excitation frequency fc = 477645Hz.
Considering the fundamental symmetric Lamb mode (S0), the excitation frequency is in
a region where the dispersion is minimized. Additionally, a suitable number of cycles of
the Hann function - cf. Eq. (7.1) - is chosen to provide for a narrow frequency bandwidth
and thus to assure that the main part of the energy is concentrated around the center
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frequency in the main lobe (n = 32). With this new set-up, an h-refinement as illustrated
in Section 7.2 is conducted. Again the number of nodes/modes per wavelength (χS0/A0) is











l = ne ∙ be
Figure 7.22: Numerical model of the two-dimensional (plane strain), illustrating the discretiza-
tion employing the SEM. Geometrical dimensions: a = 30mm, b = 100mm,



















Figure 7.23: Group velocity dispersion diagram for aluminum (material properties: Tab. 2.1).
The group velocity of the fundamental symmetric and anti-symmetric Lamb wave mode
can be taken from Fig. 7.23 (cgS0 = 5147.86m/s, cgA0 = 3129.99m/s). This information
is used to limit the length of the plate and to make sure that no reflections are contained
in the signal. The wavelength, however, is determined by computing the phase velocity.
From Fig. 7.23 we infer cp for 477.645 kHz (cpS0 = 5319.15m/s, cpA0 = 2299.57m/s). The
relation between phase velocity and wavelength is given again at this point
cpS0/A0 = λS0/A0 ∙ fc . (7.13)
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The wavelengths of the fundamental modes are accordingly given as λS0 = 11.14mm
and λA0 = 4.81mm. Time integration is performed with a Runge-Kutta algorithm of
fourth/fifth (Matlab: ode45) order including an adaptive time-step control. At this point, a
time-integration scheme from the Runge-Kutta family is deployed in order to demonstrate
that the described effect occurs independent of the numerical time-marching algorithm.
Note that the numerical quadrature of stiffness and mass matrices is exact - due to the
fact that a regular mesh with undistorted rectangular elements is employed. Mass matrix
diagonalization (lumping) methods are not applied in this investigation.
In the remainder of the present section, we only discuss the results with respect to the
symmetric Lamb mode (S0). The results of the convergence study for the SEM are de-
picted in Fig. 7.24a. As we can see, the convergence behavior is significantly disrupted at
points where the amount of nodes per wavelength χS0 is a multiple of the shape function
degree px. Similar observations are made by studying the anti-symmetric Lamb (A0) wave
mode, other polynomial degrees in thickness direction, or different excitation frequencies
fc, respectively. These statements also hold if the p-version of the FEM is employed to
discretize the benchmark problem, cf. Fig. 7.24b. In reference [125], Willberg shows that
these peaks can also be observed for C0-continuous IGEs. Thus, it is reasonable to assume
that this problem is inherent to all C0-continuous FEs regardless of the chosen polynomial
degree.
Fig. 7.25 illustrates the displacement history recorded at point A (ux1,A). The results are
based on computations employing the SEM using the polynomial degree template px1 = 3,
px2 = 4 and the different values of the number of nodes per wavelength χS0 = 5, 6 and
7. Considering Figs. 7.24b and 7.24a the displacement signal at χS0 = 6 is expected to be
significantly distorted.
Studying the second diagram of Fig. 7.25 (χS0 = 6), we observe stationary oscillations over
time. That is to say, that point A experiences a standing wave similar to that familiar from
a modal analysis. As the group velocity of the fundamental symmetric Lamb wave mode
is known a priori, we can conclude that after t = 7 ∙ 10−5 s no oscillations ought to occur
at point A. This behavior can accordingly be described as non-physical. We would like to
mention, however, that even simulations using a coarser grid χS0 = 5 result in accurate
displacement histories.
To sum up, if the discretization is refined or coarsened, accurate signals are computed.
In principle, therefore, the shape functions are able to resolve the wave form correctly for
all three meshes. Moreover, Fig. 7.25 suggests that the group velocity is not affected by
the observed phenomenon. That is to say, the results of signal processing methods, such
as the continuous wavelet transform (cf. Section 7.7), are not influenced by this effect.
From a modelling point of view, however, it is interesting to investigate the source of these
oscillations and to devise a remedy. In this way, the analyst can be sure that the results
obtained are accurate and that there are no numerical artefacts to pollute the simulation
results.
In order to identify the source of the described phenomenon, it is helpful to consider the
mode shape of the remaining vibrations. Fig. 7.26 depicts a contour plot of the displace-
ment field for χS0 = 6. In view of the mode shape of the oscillations, the analyst might be
reminded of the well-known hourglass phenomenon. This effect is usually seen in low order
h-type FEs. In this case, efforts are made to avoid shear-locking by integrating special
terms of the stiffness matrix deliberately using too few quadrature points. This procedure
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is called under-integration and is itself another source of errors resulting in zero-energy
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(b) The model has been discretized using p-version FEs.
Figure 7.24: Results of the convergence study for the fundamental symmetric Lamb wave
mode are depicted. The relative error in group velocity is given by the number
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χS0 = 5, px1 = 3, px2 = 4
χS0 = 6, px1 = 3, px2 = 4
χS0 = 7, px1 = 3, px2 = 4
Figure 7.25: Displacement signal at point A. This depicts the in-plane displacement compo-
nent u1. The results were obtained using the SEM with the following polynomial
degree template: px1 = 3 and px2 = 4. Please note that if the amount of nodes
per symmetric wavelength is chosen to be twice the polynomial degree in prop-
agation direction, χS0 = 6, the solution is evidently corrupted.














Figure 7.26: Snapshot of the spurious oscillation components remaining in the plate after the
primary wave has already passed. The simulation was conducted using the SEM
with px1 = 3, px2 = 4 and χS0 = 6. Contour plot corresponding to the graph in
the middle row of Fig. 7.25. The displacement field is scaled by the factor 25.
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In other words, no energy is needed to achieve the deformed shape for different displacement
configurations. As these oscillations are not suppressed by adding an artificial damping,
we can conclude that zero-energy modes do not cause the described effect.
After ruling out hourglass modes as a possible source of these errors, a second obvious idea
is that the modal dynamics of the numerical model might cause such vibrations. In order
to prove this assumption, we conduct several modal analyses in the following subsections.
7.8.2 Modal analysis of a single finite element
As a next step in the investigation of this effect, we conduct a modal analysis of a single
FE. It seems likely that elemental eigenfrequencies are excited. Owing to the fact that
no physical damping is introduced and that the chosen time integration scheme does not
add any numerical damping, the observed vibrations do not vanish. Taking the connection
between adjacent FEs into account, we apply symmetry boundary conditions to its left-
hand and right-hand side boundaries. All subsequent considerations are therefore based
on the numerical model depicted in Fig. 7.27. It consists of one element with a variable
element width be. The natural frequencies are calculated to solve the well-known linear
eigenvalue problem
(Kuu − ΩMuu) vˆ = 0 (7.14)
with vˆ describing the mode shape and Ω denoting the eigenvalue of the system. Ω is
related to the natural frequency by
Ω = ω2 = (2πf)2 . (7.15)
The results presented in this section are obtained with the aid of the SEM. We wish to
mention, however, that the same conclusions can be drawn in cases where the p-version of
the FEM is used.
Fig. 7.28 depicts the first two symmetric mode shapes of an individual SE, using the
polynomial degrees px1 = 3, px2 = 4 and an element size of be = 5.568∙10−3 m corresponding
to χS0 = 6. A visual inspection of the results, in which the mode shapes are compared
with the displacement field in Fig. 7.26, reveals a qualitative agreement between the first
eigenvector and the vibrations. This can be taken as an initial clue to verify the stated
assumption. Fig. 7.29 displays the first two asymmetric mode shapes. As they do not
coincide with the oscillations, they are disregarded for the current investigation.
If, however, only an anti-symmetric Lamb wave mode is excited, these mode shapes are
highly important. Since the present example focuses only symmetric waves excited to the
middle plane of the plate, only the symmetric mode shapes are considered.
Fig. 7.30 plots the symmetric element eigenfrequencies frsymi as a function of the element
width be and the number of nodes per wavelength, respectively. For the sake of clarity, we
give both abscissas although they can be easily converted, cf. Eq. (7.12). At the chosen
excitation frequency of fD = 477 kHz, a horizontal line is plotted in the diagram. The
intersection of this line with the graphs of the symmetric element eigenfrequencies frsymi(be)
gives the critical element sizes at which non-physical vibrations are to be expected. The
first critical element width is be = 5.61mm (χS0 = 2.899) and the second is be = 11.53mm
(χS0 = 5.956). These points coincide with the locations of the peaks seen in Figs. 7.24a




Figure 7.27: Model for the modal analysis: a single SE with symmetric boundary conditions.
Figure 7.28: The first two symmetric mode shapes belonging to non-zero eigenvalues of one
SE with symmetry boundary conditions, cf. Fig. 7.27. The polynomial degrees
are chosen as: px1 = 3, px2 = 4. The element size is be = 5.568 ∙ 10−3 m.
Figure 7.29: The first two asymmetric mode shapes belonging to non-zero eigenvalues of one
SE with symmetry boundary conditions, cf. Fig. 7.27. The polynomial degrees
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Figure 7.30: The relation between the first two symmetric element eigenfrequencies of a
single SE and the element size is illustrated. The polynomial degree template is:
px1 = 3 and px2 = 4.
7.8.3 Frequency dependency of the elemental eigenfrequency
effect
In the following we investigate two different excitation frequencies. The wave is excited
at fD1 = 4.77 ∙ 105 Hz and fD2 = 1.59 ∙ 105 Hz, respectively. The polynomial degrees are
chosen as px1 = 4 and px2 = 4.
Figs. 7.31 and 7.32 depict the relative error in group speed for the chosen excitation

















χS0 at 159 kHz [−]
px1 = 4, px2 = 4
Figure 7.31: Convergence curve of the relative error in group velocity for the fundamental
symmetric Lamb wave mode. The polynomial degree template is: px1 = 4,
















χS0 at 477 kHz [−]
px1 = 4, px2 = 4
Figure 7.32: Convergence curve of the relative error in group velocity for the fundamental
symmetric Lamb wave mode. The polynomial degree template is: px1 = 4,
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Figure 7.33: The relation between the first three symmetric element eigenfrequencies of a
single SE and the element size is illustrated. The polynomial degree template is:
px1 = 3 and px2 = 4. Where the eigenfrequencies correspond to the excitation
frequency, distinct peaks in the convergence curves are observed, cf. Figs. 7.31
and Fig. 7.32.
It is surprising, however, that the excitation frequency does not seem to have any influence
on the critical number of nodes per wavelength. Since the x1-direction is discretized with
a shape function of polynomial order px1 = 4, the connection between the polynomial
degree in wave propagation direction and the critical χS0-value is again evident. For this
reason, we introduce three abscissas that correspond to the element size be and χS0 for the
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two excitation frequencies, cf. Fig. 7.33. Despite the change in the excitation frequency,
the locations of the peaks are hardly influenced. Again, the locations of the peaks in
the convergence plots for the group velocity are in excellent agreement with the predicted
element size due to the elemental eigenfrequency effect.
7.8.4 Modal analysis of a group of finite elements
So far, it has been implicitly assumed that the structure under investigation is discretized
using a regular, structured mesh - if possible a Cartesian grid. This can often be the case
where thin-walled plate-like structures are concerned. To be applicable for a wider range
of problem classes, however, it is necessary to add one last step to the current studies and
to look at periodic meshes.
be 0.7 ∙ be 1.3 ∙ be
Figure 7.34: Numerical model for the modal analysis of a periodic sub-structure.
This means that adjacent SEs do not necessarily have to have the same element sizes.
Nonetheless, it is possible to extract representative sub-structures from the model. To
this end, we proceed to analyze the sub-model depicted in Fig. 7.34. This sub-structure
consists of three SEs with varying dimensions [1.0 ∙ be, 0.7 ∙ be, 1.3 ∙ be].
To facilitate the comparison between the results, we use the same mean number of nodes
per wavelength as with the simulations discussed in the previous sections. The polynomial
degrees are px1 = 3 and px2 = 4, cf. Fig. 7.34. As explained before, we begin by computing
the symmetric eigenfrequencies of the sub-model as a function of the element width be.
The results are illustrated in Fig. 7.35. The critical values of χS0 are determined to be
5.92, 8.98 and 18.00.
We then proceed to extend the sub-model periodically and study its convergence behavior.
As predicted in the modal analysis, irregularities arise at χS0 = 5.92, 8.98 and 18.00, cf.
Fig. 7.36. We can therefore conclude that, even in cases where adjacent elements do not
share the same dimensions, the wave propagation analysis can be corrupted. Consequently,
the analyst also has to be aware of the eigenfrequency effect described above when em-
ploying a periodic mesh. This phenomenon is more pronounced if a coarse discretization
is chosen in conjunction with a mono-frequent excitation.
Looking at Fig. 7.36, we notice that the effect of the disturbed convergence behavior is
minimized for a fine spatial discretization. However, this is only the case in a nodes/modes
per wavelength range that is of no interest to the practical engineer. The required dis-
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cretization is too fine - and so the computational costs are too high. Usually, an accuracy
of approximately 1 % would seem sufficient from an engineering point of view. Thus, it is
of particular importance to ensure that the external excitation frequency does not coincide
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Figure 7.35: The relation between the first three symmetric element eigenfrequencies of a
periodic SEM sub-model and the element size is illustrated. The polynomial
degree template is: px1 = 3 and px2 = 4. Where the eigenfrequencies correspond














χS0 at 477 kHz [−]
px1 = 4, px2 = 4
Figure 7.36: Convergence curve of the relative error in group velocity for the fundamental
symmetric Lamb wave mode. The polynomial degree template is: px1 = 4,
px2 = 4. The excitation frequency is fD = 4.77 ∙ 105 Hz. A periodic sub-model
is used.
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The steps given below are designed to help analysts to avoid non-physical oscillations in
wave propagation analyses:
1. Determine the size of a single HO -FE (structured grid) or the size of the smallest
representative sub-structure.
2. Apply symmetry boundary conditions to the left-hand and right-hand boundaries.
3. Conduct a modal analysis of the representative sub-structure where the element size
is an independent parameter.
4. Extract the symmetric eigenfrequencies.
5. Find the intersection of the excitation frequency with the first symmetric eigenfre-
quencies. This step determines the critical element sizes be,crit.
6. Ensure that the element dimensions be are not coincidental with the critical one.
The analyst can easily avoid the internal element eigenfrequency effect and achieve
accurate simulations if he adheres to the proposed guideline.
If commercial mesh generators and unstructured discretizations are used, it is improbable
that the observed effect will play a significant role. Concerning the quality of the
simulations, it is nonetheless recommended to use FEs with low aspect ratios - which
is why regular, structured grids (possibly even Cartesian grids) seem appropriate. The
analyst consequently tries to partition the model under investigation in order to create
regions where a structured, mapped mesh can be applied. It is therefore advised to adhere
to the proposed guideline.
It could also be argued, however, that the peaks seen in the convergence curves are merely
the results of an offset of the time signal envelope’s centroid that was computed using
the Hilbert-transform. The phenomenon under investigation has no effect on either the
group and phase velocity or on the signal amplitudes. Although this statement is true
and the eigenfrequency effect could indeed be suppressed by introducing different signal
processing schemes, such as the CWT, this is not satisfactory from a numerical point of
view. The time signal is nevertheless disrupted and thus, we deeply believe that such
effects should be taken into account whenever conducting wave propagation analysis.
Since the remedy for the eigenfrequency effect is fairly simple, every analyst should try to
avoid such numerical disturbances (energy is lost in the process). Still, from our point of
view it is essential to be aware of all the pitfalls one might come across dealing with the
analysis of guided ultrasonic waves.
The present section concentrated on the behavior of the structure under symmetric
excitation only - but similar observations can also be made if only anti-symmetric Lamb
wave modes are excited. Here, asymmetric eigenshapes/eigenfrequencies (cf. Fig. 7.29)





In the present chapter, six benchmark examples are studied to evaluate the general per-
formance of the proposed higher order methods, focusing on both academic and also more
practice-oriented benchmark problems. The numerical examples are used to demonstrate
the feasibility and the efficiency of the proposed approaches.
The numerical problems presented in the following sections are related to different aspects
of numerical analysis. The first example is the modal analysis of a circular piezoelectric
transducer (Section 8.1). Here, we will focus on computing eigenvalues and mode shapes
of the transducer, verifying the results based on available analytical reference solutions. A
two-dimensional plane strain model with an eccentrically located hole is investigated as a
second example (Section 8.2). This problem involves the propagation of ultrasonic guided
waves. Due to the location of the hole, we will be able to demonstrate important char-
acteristics of Lamb waves, such as the mode conversion phenomenon. The third example
continues to investigate the propagation of guided waves (Section 8.3). In the same line as
before, a more complex geometry will serve to demonstrate the capabilities of the fictitious
domain concept in conjunction with spectral shape functions and an explicit time-stepping
scheme. So far, only the fundamental Lamb wave modes (A0, S0) have been investigated in
the numerical examples. In the fourth problem (Section 8.4) we therefore study the ability
of the proposed higher order methods to capture higher order modes (A1-mode). Similar
to the second benchmark problem, a three-dimensional plate with a conical hole is used
as the fifth model (Section 8.5). This model is employed to study mode convergence in a
three-dimensional setting. Here, collocated piezoelectric transducers are deployed to excite
ultrasonic guided waves. Finally, we will compare the numerical results to the experimental
data recorded for an aluminum plate (Section 8.6).
8.1 Modal analysis of a piezoelectric disc
The first problem deals with the modal analysis of a circular piezoelectric disc. As it
investigates a piezoelectric transducer that can be bought off the shelf, this benchmark
example is not limited to the scope of academic interest. This actuator is also used in
Section 8.5 to excite ultrasonic guided waves.
As Pohl et al. showed in [310], the eigenmodes of piezoelectric actuators can have a
significant effect on the wave field, which is why this section focuses on the eigenfrequencies
and mode shapes of a piezoelectric circular disc made of PIC-151. Fig. 8.1 depicts both











Figure 8.1: Geometry and boundary conditions of the circular piezoelectric disc transducer
(index dp). The diameter of the disc is dpd = 0.03m and the thickness is
tpd = 0.001m. Depending on the state of the transducer (open or short-circuited
electrodes) the electrical boundary conditions ϕ1 and ϕ2 are specified on the
bottom and the top surface of the actuator.
Table 8.1: Material properties for PIC-151. The poling direction of the material is the x3-
direction. The vacuum permittivity (permittivity of free space) is given by κ0 =
8.8542 ∙ 10−12 As/Vm. The values of the non-zero components of the elasticity
tensor C, the piezoelectric coupling tensor e, the dielectric tensor κ and the mass
density ρ are given.
Mechanical properties Electrical properties
C11 = C22 107.6GPa e31 −9.6N/Vm
C12 63.12GPa e33 15.1N/Vm
C13 = C23 63.85GPa e15 12.0N/Vm
C33 100.4GPa κT11/κ0 1936
C44 22.24GPa κT33/κ0 2109
C55 = C66 19.62GPa
ρ 7760 kg/m3
Modal analysis of a piezoelectric transducer
Since the transducer’s eigendynamic behavior is a matter of interest in the scope of SHM
applications [193] a short excursion seems appropriate: A modal analysis for piezoelectric
transducers can be conducted for two special cases of boundary conditions that are impor-
tant for practice-oriented applications. The mechanical boundary conditions are chosen
as free boundary conditions for the two simulations. This highlights the influence of the
electro-mechanical coupling on the eigenfrequencies of the model. Here, the focus lies on
examining the eigenvalues for (i) short-circuited and (ii) open electrodes. In the case of
short-circuited electrodes, there is no coupling between the electrical and mechanical prop-
erties [205], so we can compare the results with the analytical solution for a free elastic
circular plate [10, 311]. If we introduce a charge separation for the latter case (open elec-
trodes), this will result in an electric field - which in turn shows that the plate’s behavior is
stiffer than in the purely elastic case. This is easily demonstrated by considering Eq. (4.33).
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If the electric potential Φ is prescribed within the structure to model the short-circuited
electrodes, the first row of Eq. (4.33) can be directly solved for the displacement field U
MuuU¨ + KuuU = fuu −KuϕΦ. (8.1)
The second term on the right-hand side of the equation accounts for the equivalent piezo-
electric loads. Regarding Eq. (8.1), we can see that the modal analysis of a piezoelectric
structure with prescribed electric potential is equal to the purely elastic case. This means
that short-circuited electrodes (Φ = 0) essentially resemble the elastic case. The eigenvalue
problem for this case reads(
Kuu − ω2Muu
)
U = 0, ω = 2πf. (8.2)
In the present case, f represents the resonance frequency of the structure in question.
In the second case, the open electrodes, correspond to a zero charge boundary con-
dition (fϕϕ = 0). Thus, we need to rearrange the second row of the equation of motion of
a piezoelectric body in the following manner
Φ = K−1ϕϕKϕuU. (8.3)







U = fuu. (8.4)
The eigenvalue problem for open electrodes can also be described as follows(
K∗ − ω2Muu
)
U = 0, (8.5)
where
K∗ = Kuu + KuϕK−1ϕϕKϕu. (8.6)
Eq. (8.5) clearly indicates to what extent the electro-mechanical coupling influences the
resonance frequencies and mode shapes. Clearly, this coupling effect increases the stiffness
of the system, so that the natural frequencies are elevated as well.
Figure 8.2: FE discretization of the piezoelectric disc. The domain contains 224 FEs (nodal
points are indicated by white circles with black edges).
We compare the results of the FCM and the SCM with numerical solutions obtained by
applying the p-version of the FEM in order to assess their performance. The geometry
for p-FEM the model is described precisely by the blending function method proposed by
Gordon [232]. Figs. 8.2 and 8.3 depict the FE and FC discretizations, respectively.
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(a) k = 0 (b) k = 5
Figure 8.3: FC discretization of the piezoelectric disc and the sub-cell structure for the numer-
ical integration of the system matrices and vectors. The domain contains 4 × 4
FCs and the integration grid has been refined 5 times (k = 5).
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5
(f) 6 (g) 7 (h) 8 (i) 9 (j) 10
Figure 8.4: Mode shapes of the first 10 non-zero eigenfrequencies. The first 6 eigenvec-
tors correspond to the rigid body motions of the free circular piezoelectric disc.
Contour plots of the u3-component of the displacement field are depicted.
Each cut cell is adaptively refined several times (k = 5) to ensure a good accuracy when
describing the geometry using the FCM approach. We accordingly assume that the in-
fluence of the geometry approximation on the numerical results is negligible (the relative
error in the area is ≈ 10−9). The first 10 mode shapes of the circular piezoelectric disc
are displayed in Fig. 8.4. It has to be kept in mind, however, that the deformation modes
do not change, regardless of whether open or closed electrodes are assumed as boundary
conditions.
Tab. 8.2 lists the eigenfrequency values, clearly showing that the results of the two different
fictitious domain approaches - FCM/SCM - and those of the widely accepted p-version of
the FEM agree well. Although the geometry is resolved exactly in the latter approach, the
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eigenfrequencies are almost identical. The small deviations are due to the number of FCs
used, resulting in only a third of the degrees-of-freedom. When comparing the eigenvalues
for the two different cases of electrical boundary conditions, we should note that not all
eigenfrequencies are influenced by the electro-mechanical coupling in the same way. The
stiffening effect seems to apply to bending-dominated mode shapes in particular, whereas
the resonance frequency remains almost unchanged if only the disc’s boundary is deformed,
cf. Fig. 8.4.
Table 8.2: Resonance frequencies for the piezoelectric circular disc with open and short-
circuited electrodes (first 10 non-zero eigenfrequencies). The material properties
are given in Tab. 8.1 and the geometry is depicted in Fig. 8.1. Results obtained
using the p-version of FEM serve as a reference. Only the non-zero eigenvalues
are compiled in this table (p-FEM: p = 6, ndof = 228508, ne = 224; FCM/SCM:
p = 4, ndof = 5780, nc = 16).
Open electrodes (unit [Hz]) Short-circuited electrodes (unit [Hz])
Number p-FEM FCM SCM p-FEM FCM SCM
1 3159.279 3224.242 3222.950 3109.176 3172.648 3172.656
2 6248.338 6377.351 6357.027 5395.494 5503.186 5503.294
3 7365.543 7521.756 7516.886 7175.563 7325.055 7325.055
4 12921.62 13200.53 13192.93 12048.89 12292.53 12292.53
5 13662.00 13945.71 13860.77 12497.45 12760.30 12760.68
6 19743.22 20187.71 20174.90 18988.05 19403.89 19403.89
7 22909.19 23388.38 23200.96 20391.88 20809.84 20809.87
8 25298.34 25862.08 25708.77 22321.86 22809.57 22809.65
9 27745.19 28376.76 28358.74 26560.74 27144.99 27145.04
10 33709.19 34494.20 34134.73 30127.96 30824.55 30824.55
Huang et al. [311] also determined the eigenvalues and eigenvectors for the coupled case
numerically, experimentally and analytically. The experimental results are based on mea-
surements using a laser scanning Doppler vibrometer (LSDV) and on amplitude-fluctuation
electronic speckle pattern interferometry (AF-ESPI). The numerical solutions are calcu-
lated using the h-version of the FEM. To compare the results of Huang et al. to our study,
Tab. 8.3 lists the relative errors for the FCM and the SCM with respect to the analyt-
ical solution, since not all eigenvalues are calculated in [311]. The relative error in the





with fanalytical representing the analytical reference solution and fnumerical the results of
the numerical approach. The maximum difference is about 10.69%. This appears to
be quite reasonable, considering the assumptions Huang et al. [311] made to derive the
analytical solution (plate theory). Since our example mainly focuses on the bending-
dominated modes, it can be concluded that the assumptions made by Huang do not strictly
apply here.
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To assess the accuracy of the solution in more detail, we compare the purely elastic case,
corresponding to the short-circuited electrodes, with the analytical solution mentioned
before. The results, which indicate an excellent agreement, are compiled in Tab. 8.4. The
relative error is less than 2% for the first 40 eigenvalues.
Table 8.3: Comparison between analytically determined eigenfrequencies for a piezoelectric
circular disc and numerical results obtained by means of the SCM. Eigenfrequency
numbers nf = 1, 2, . . . , 8 are compared - open electrodes.
Number Analytical solution [Hz] Numerical solution (SCM) [Hz] Relative error [%]
1 3224 3224 0.033
2 7040 6357 9.701
3 7638 7517 1.586
4 13602 13193 3.007
5 15358 13861 9.749
6 21094 20175 4.357
7 25924 23201 10.50
8 28786 25709 10.69
Table 8.4: Comparison between analytically determined eigenfrequencies for an elastic circular
disc and numerical results obtained by means of the SCM. Eigenfrequency numbers
nf = 1, 2, . . . , 8 are compared - short-circuited electrodes.
Number Analytical solution [Hz] Numerical solution (SCM) [Hz] Relative error [%]
1 3130 3173 1.363
2 5400 5503 1.913
3 7300 7325 0.343
4 12230 12293 0.511
5 12840 12761 0.618
6 19700 19404 1.503
7 21020 20810 1.000
8 22970 22810 0.698
Up to this point, the comparison of the results is limited to the eigenvalues. In order to be
able to compare the mode shapes as well, we employ the modal assurance criterion (MAC)
MAC =
|ΦT1 ∙ Φ2|2
|ΦT1 ∙ Φ1| ∙ |ΦT2 ∙ Φ2|
∙ [100%] . (8.8)
Φ1 and Φ2 are two eigenvectors from different models that are compared with one another,
cf. Fig. 8.5. A MAC-value of 100% means that the vectors are identical, whereas 0% means
that they are orthogonal. Typically, a MAC-value of over 90% is regarded as sufficient,
representing a good agreement of the mode shapes. The eigenvectors of the p-FEM solution
are compared to the SCM solution. Since the results based on the FCM and the SCM are
practically identical, it suffices to calculate the MAC-matrix for this example.
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(a) p-FEM, nf = 2 (b) p-FEM, nf = 4 (c) p-FEM, nf = 8
(d) SCM, nf = 2 (e) SCM, nf = 4 (f) SCM, nf = 8
Figure 8.5: Comparison between selected mode shapes calculated with the help of the p-
FEM and the SCM, respectively. Contour plots of the u3-component of the
displacement field.












Figure 8.6: MAC matrix: Comparison between the mode shapes calculated using the p-FEM
and the SCM.
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As is already evident from Fig. 8.5, the mode shapes determined with both approaches
are identical. This finding is also confirmed by Fig. 8.6. The MAC values along the main
diagonal exceed 95%, indicating an excellent agreement not only in terms of the eigenvalues
but also of the eigenvectors.
The modal analysis conducted in this section has shown that the proposed higher order
fictitious domain approaches are capable of capturing the dynamic properties of electro-
mechanically coupled structures.
The following sections will now approach the issue of wave propagation analysis. First,
a “proof-of-concept” is conducted in Sections 8.2 and 8.3, highlighting the capabilities of
FCM/SCM to model ultrasonic guided waves in heterogeneous materials. Second, higher
order Lamb wave modes are addressed in Section 8.4. Thereafter, piezoelectrically excited
ultrasonic guided waves in thin-walled structures are in the focus of Sections 8.5 and 8.6.
8.2 Two-dimensional perforated plate
The first simple transient benchmark problem demonstrating the capabilities of higher
order fictitious domain methods with respect to wave propagation analysis is a two-
dimensional plate with a circular hole. The hole is located eccentrically from the mid-plane
of the structure, cf. Fig. 8.7. This geometric perturbation causes mode conversion and
thus highlights an important characteristic of Lamb waves [15]. The following simulations
are based on the tensor product space for both SEM and p-FEM.
The areas marked with a red (solid line) and a blue (dashed line) rectangle, respectively,
indicate the position of the contour plots of the travelling wave depicted in Fig. 8.8. A pure
S0-mode is excited on the left-hand boundary of the plate, cf. Fig. 8.8a. Some distance
away from the local perturbation, we clearly see that a converted A0-mode occurred in
addition to the transmitted S0-wave packet, cf. Fig. 8.8b. The location of the contour plot












Figure 8.7: 2d aluminum plate (material properties: Tab. 2.1) with a circular hole (not to
scale). Loads and boundary conditions are marked in the figure. Two point forces
F1(t) and F2(t) = aF1(t) are applied, with a = 1 for the excitation of a purely
symmetric Lamb wave mode (S0) and a = −1 if the anti-symmetric mode (A0)
is considered. The dimensions of the plate are: l1 = 100mm, l2 = 50mm,
l3 = 152mm, lp = 600mm, tp = 5mm, d = 2mm, e = 2mm. The signal
parameters are: Fˆ = 1N, ω = 2πf , f = 200 kHz and n = 5 (Eq. (7.1)).
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(a) Incident S0 wave packet. (b) Converted A0- and transmitted S0-modes.
Figure 8.8: Contour plots of the u2-displacement of the travelling waves in an aluminum plate
with a circular hole, highlighting the effect of mode conversion at asymmetrical
perturbations of the structure under investigation.
Model For the sake of minimizing the numerical costs, we assume infinite dimensions in
x3-direction and subsequently adopt the plane strain assumption. This poses no limitation
to the results obtained, as all key features of guided wave propagation can be studied using
the set-up described above. The boundary conditions, material properties as well as the
dimensions of the plate are given in Fig. 8.7. The history of the displacement field is saved
at the measurement points P1 to P4. The results obtained using the FCM and the SCM
are later compared to reference solutions attained by applying the p-version of the FEM.
The ultrasonic guided waves are excited using a pair of collocated point forces on the
top and the bottom surfaces of the plate, cf. Fig. 8.7. They act in the x2-direction and
their time-dependent amplitudes follow a sine burst signal, cf. Eq. (7.1). This kind of
pulse has the advantage that the frequency content is narrow-banded, thus keeping the
physical dispersion of these waves to a minimum. The number of cycles within the signal
n determines the width of the excited frequency band around the central frequency fc
(cf. Fig. 8.10b). For a narrow frequency bandwidth, it is necessary to select a relatively




































Figure 8.9: Dispersion diagram for aluminum (material properties: Tab. 2.1). The dashed
vertical lines mark the fd-values that are used in the course of this chapter (fd1 =
0.4MHzmm, fd2 = 2.4MHzmm, fd3 = 0.48MHzmm).
Applying concentrated loads to the top and bottom surfaces allow us to exploit the ad-
vantages of a mono-modal excitation, which means that only a single mode is present at a
time for f ∙ tp < 1.5MHzmm, cf. Fig. 8.9. In order to generate a signal containing only the
A0-mode, both forces have to act in the same direction, meaning they have to be in-phase.




























Figure 8.10: Sine-burst (fc = 200 kHz, n = 5).
Discretization The rest of this section is dedicated to explaining how to choose the
discretization parameter and how to determine appropriate values for the time-stepping
scheme. The optimal discretization for this example follows the guidelines derived in
Chapter 7 and published in Willberg et al. [78]. That is to say, we choose px1 = 3 as the
polynomial degree in the direction of the travelling wave and px2 = 4 as the polynomial
order in the thickness direction of the plate. In order to determine the necessary element
size to achieve a relative error of less than 0.5 % in the time-of-flight, we first need to
look at the dispersion curves, cf. Fig. 8.9. From the phase velocity (cp) of the A0-mode
(shorter wavelength and consequently more demanding for the mesh density) at 1MHzmm
(fc = 200 kHz, tp = 5mm) its wavelength can be calculated using
cpA0/S0 = λA0/S0 ∙ fc. (8.9)
Here λA0/S0 denotes the wavelength of the fundamental anti-symmetric and symmetric
Lamb wave modes, while fc is the excitation frequency. We read from Fig. 8.9b that the
phase velocities for the A0- and S0-mode are
cpA0 = 2327m/s and cpS0 = 5309m/s.
By substituting these values into Eq. (8.9) the wavelengths are calculated
λA0 = 0.0116m and λS0 = 0.0265m.




∙ λA0 . (8.10)
The convergence curves, cf. Figs. 7.5b and 7.9b, are the last point to be taken into
consideration. If the A0-mode is to be fully resolved, we have to ensure that the chosen
mesh has at least 12 modes per wavelength (χA0 = 12), cf. Fig. 7.17a, when using the




Time-integration A standard Newmark method is used for the numerical time-
integration. An implicit method is employed to enable us to compare the results of the
p-FEM, the FCM and the SCM. By choosing the same time-stepping scheme for all meth-
ods, we can disregard the effect of the time-integration on the numerical results. Since the
unconditionally stable version of this method has been used, the time-step is bounded by
the Shannon-Nyquist theorem. At least 2 points per period are required to avoid sampling
errors. In order to achieve good quality results, however, considerably more points per
period are generally recommended. From experience, we recommend to use at least 10
points. On the other hand, we conducted preliminary, unpublished studies suggesting that
this number of sample points is not sufficient to achieve an effective and accurate time




f ∙ nsample = 1 ∙ 10
−7 s.
nsample denotes the number of sampling points per period. To ensure good results, we
choose nsample = 50. The experience with wave propagation analysis in the context of
SHM leads us to also recommend the stability limit of a central difference time-integration
scheme (CDM) as a suitable time-step [211] (cf. Section 7.6).
Since the group velocities of the A0- and S0-mode differ significantly (cgA0 ≈ 3137m/s,
cgS0 ≈ 5119m/s) the simulation time can and should be adjusted. We determine the
simulation time in such a way that the incident waves are able to reach the right boundary
and are reflected from it (lp = 600mm). Consequently, when exciting a pure A0- and a




= 2 ∙ 10−4 s




= 1.2 ∙ 10−4 s
for the basic symmetric Lamb wave mode (S0).
Results In order to provide a reference solution for evaluating the performance of the
FCM and the SCM, we select the results obtained by applying the p-version of FEM
(ne = 404, ndof = 11288, be = 3mm) with the optimal polynomial degree template and
the corresponding FE size determined above. The geometrical features such as the circular
hole are described exactly using the blending function method [115, 128, 232, 237, 239].
These blending elements have been proposed as a remedy to circumvent the geometrical
approximation error. In this case, the corresponding mapping functions are based on sin-
and cos-functions. Consequently, the error of the geometry representation is equal to zero.
The FE discretization is depicted in Fig. 8.11.
Based on the FCM and the SCM, the mesh does not necessarily match the geometry, so
mesh generation is straightforward. Here, the domain is simply discretized by using a
Cartesian grid of cells, cf. Fig. 8.12. The current example is discretized using 400 quadri-
lateral higher order cells. The polynomial degrees are identical and the cell dimensions are
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similar to the p-FEM grid. To account for the circular hole in the 4 cut cells (cells exhibit-
ing a discontinuous integrand), we carry out an adaptive integration. Fig. 8.12 depicts the
integration sub-cells of refinement level k = 5, that are used during the integration process.
In order to judge the accuracy of the FCM and the SCM, they are compared to the reference
solution (p-FEM) of the displacement time history at the points P1 to P4, cf. Fig. 8.13. It is
worth mentioning that, even though the cells do not resolve the circular hole geometrically,
the FCM and the SCM are able to produce results with a similar accuracy as the p-FEM
- even for points located on the perimeter of the hole, cf. Fig. 8.13a and 8.13b. Note,
however, that the p-FEM requires slightly more degrees-of-freedom to resolve the hole.
Figure 8.11: Blending elements used for the geometrically exact discretization.
Figure 8.12: Sub-cells generated by the adaptive integration algorithm. The integration sub-
cell refinement level is k = 5.
The different curves are virtually coincidental for all numerical approaches, thus empha-
sizing the applicability of fictitious domain methods to capture the discontinuity of the
structure. As we can see, the reflections and mode conversion phenomena are well re-
solved. Only the displacements in x1-direction are depicted. As no new insights can be
gained from the displacement field in x2-direction, the respective figures have been omit-
ted.
The extension of the higher order fictitious domain method to include the use of spectral
shape functions entails the possibility to significantly speed up transient simulations. Be-
cause of the nodal character of Lagrange-type Ansatz functions the mass matrix can easily
be diagonalized. Therefore, instead of deploying an implicit time-stepping scheme such
as the Newmark method, another option would be to employ the CDM, one of the most
widely-used explicit time-integration algorithms. By using this method, the numerical



























































(c) u1-displacement signal at P3
Figure 8.13: Comparison of the time history of the displacements for the different numerical
approaches, namely the p-FEM, the FCM and the SCM. An excellent agreement




















(d) u1-displacement signal at P4
Figure 8.13: Comparison of the time history of the displacements for the different numerical
approaches, namely the p-FEM, the FCM and the SCM. An excellent agreement
of the numerical results is apparent.
In the present section, all results for the SCM are based on a consistent mass matrix, due
to the fact that in the course of the presented research, we observed that the diagonalized
mass matrix featured negative masses on the principal diagonal when relying on a simple
row-sum lumping technique (Section 4.6.2). This leads to a divergence of the central
difference time-stepping scheme. We have to bear in mind, however, that the negative
masses are only connected to the cut cells of the geometry. If only a few cells are used
to discretize the perturbation in the structure, the following approach can be suggested
[177]:
All uncut cells can be numerically integrated by means of a GLL-quadrature lump-
ing the elemental mass matrices. The cut cells however are integrated via a standard
Gaussian quadrature, resulting in a consistent elemental mass matrix. The inversion
of the assembled mass matrix is nonetheless numerically cheap and thus facilitates the
use of an explicit time integration scheme. First studies show that the results of this
practical approach are comparable to the fully consistent mass matrix approaches. In
the next section, however, a different lumping scheme is introduced to take advan-
tage of an explicit time-marching algorithm. Apart from introducing a proper, specific
mass-lumping technique for the SCM, this also serves to further reduce the numerical effort.
In the following sections, we further focus on the possibility of mass-lumping in the
context of the SCM and illustrate the achieved advantages.
8.3 Two-dimensional porous plate
According to the results published in reference [177] and the information gathered in the
previous section, both a nodal quadrature (cf. Section 4.6.1) and a row-sum lumping
technique (cf. Section 4.6.2) seem to be inappropriate for the diagonalization of the mass
matrix of cut cells (cells that are intersected by the physical boundary). We therefore
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propose to deploy the HRZ-lumping technique (cf. Section 4.6.3) [178]. This method
yields positive entries on the diagonal of the lumped mass matrix while conserving the
mass. The lumped mass matrix is computed directly from the consistent mass matrix.
Consequently, the effects of the geometry of the cell and the distribution of the mass inside















Figure 8.14: Porous plate with 13 circular holes in the middle and 12 semi-circular cut-outs
on each side (top and bottom edge). The Neumann boundary (excitation forces)
conditions are also illustrated. The coordinates of the three measurement points
are: P1 (x1P1 = 100mm, x2P1 = 2.5mm), P2 (x1P2 = 163mm, x2P2 = 0mm),
P3 (x1P3 = 302mm, x2P3 = 2.5mm) [178].
A two-dimensional porous aluminum plate, as shown in Fig. 8.14, serves to demonstrate the
capabilities of the suggested approach. The dimensions, material properties and boundary
conditions are the same as in the previous section - so the element size is similar too.
The discretization of the p-version of FEM and the FCM/SCM are illustrated in Fig. 8.15.
The h-version uses isoparametric elements to describe the geometry, deploying linear or
quadratic shape functions while the p-version draws on the blending function method (cf.
Section 4.4.1). In contrast, the fictitious domain concept exploits the adaptive integration
(cf. Section 5.2.2) in conjunction with an inside/outside test.
(a) h-version of the FEM (b) p-version of the FEM (c) FCM/SCM
Figure 8.15: Discretization of the porous plate [178].
The simulation procedure is as follows. The mass matrices of those cells that are entirely
within the physical domain (“full of material”) are lumped inherently by applying a GLL
quadrature. On the other hand, cells that are intersected by the boundary of the domain
are treated differently: Their mass and stiffness matrices are computed consistently by
means of an adaptive integration technique, employing a quadtree refinement. Hereafter,




















(a) u1-displacement signal at P1








































(b) u1-displacement signal at P3
Figure 8.17: Displacement history at the measurement points.
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In order to assess the performance of the mass-lumping scheme, we focus on the the
displacement history at points P1 to P3. The reference solution derives from a case in
which both the spatial and the temporal resolution are very fine (numerical “overkill”
solution: ne = 4694 (p-FEM), p = 9, Δt = 10−9 s). Apart from some very small deviations
at t > 1 ∙ 10−4 s, the displacements are approximated accurately (cf. Fig. 8.17) and the
proposed lumping technique seems to be effective and appropriate for nodal-based fictitious
domain methods.
A more detailed analysis of different mass-lumping techniques and the accuracy of the
proposed approach is published in reference [178]. Therein, the computational time is
assessed and compared to other numerical approaches as well.
8.4 Two-dimensional plate: A1-mode
Although higher order Lamb waves modes (S1, A1) are currently not widely used to detect
damages, except in the field of non-linear acoustics [23–25], they could be of interest for
further applications. So far, the literature features hardly any higher order modes captured
by FE models. To demonstrate that HO -FE formulations are able to capture these modes,
the excitation frequency is increased to fc = 1.2MHz. Here, the A1-mode is excited as well
(cf. the dispersion diagrams Fig. 2.4). The model set-up is similar to the one described in
Section 7.1 and depicted in Fig. 7.1, with the only difference that two collocated point forces
are now applied at the top and the bottom surface to exploit a mono-modal excitation of
the anti-symmetric modes. Therefore, the amplitudes exhibit a phase shift of 180◦. The
results for the symmetric Lamb wave mode are not displayed, for only the S0-mode exists
at the chosen center frequency. Hence, no new insight can be gained. The group and phase
velocities (wavelengths) of the A0- and A1-mode are read from the dispersion curves (cf.
Fig. 8.9)
cgA0 = 3100m/s and λA0 = 2.283mm
cgA1 = 3652m/s and λA1 = 5.889mm.
In order to observe two distinct wave packets without any reflections interfering with the
signal, the dimensions of the plate are adjusted to the following values: lp = 700mm,
la = 100mm and lb = 400mm.
According to the results obtained in Section 7.5, the following discretization is proposed
for the SEM (consistent mass matrix formulation):
• SEM: px1 = 3, px2 = 3, px3 = 6, χA0 = 8 (cf. Fig. 7.5b).
8 nodes per wavelength are chosen to ensure accurate results, since only the two basic
modes were assessed by the convergence studies. The out-of-plane polynomial degree was
increased in order to ensure a discretization of 8 nodes per wavelength in the out-of-plane
direction. This is necessary as the wavelength of the A0-mode is almost equal to the
plate thickness. A semi-analytical reference solution is chosen in order to evaluate the
quality of the results. Fig. 8.18 displays the history plot saved at points A and B for
the SAFE method [21] and the SEM. Evidently, the introduced guideline provides for a
good agreement between the SEM and the SAFE method. Both the group velocity and
the signal amplitudes are captured. As the p-FEM and the Fourier-p-FEM show the
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same behavior, their results are not displayed. Considering the history plot at point B,
the effects of dispersion are demonstrated clearly as well. In the chosen frequency range,
the A0-mode is almost not dispersive - whereas the wave form of the A1-mode is notably
distorted compared to the initially introduced excitation signal, cf. Fig. 2.4.
This example serves to demonstrated that even higher order Lamb wave modes can be
captured if the discretization is chosen in accordance to the method proposed in Section 7.5.
In contrast to the conventional lower order FEM, the various higher order approaches are








































Figure 8.18: Time history of the displacement field at the measurement points A and B in
thickness direction (u2). Comparison of the SEM and the SAFE method with
respect to the resolution of the excited A0- and A1-mode.
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8.5 Three-dimensional plate with a conical hole
To verify the results gained from the two-dimensional convergence studies conducted in
Section 7.5, we will address the Lamb wave propagation in a three-dimensional plate with
a conical hole. This model serves as an example of a more complex geometry, featuring
reflections at the boundaries of the structure as well as a mode conversion at the defect. The
more advanced test structure is to show that the guideline for an optimal discretization
obtained in the previous Chapter 7 can easily be generalized even to three-dimensional
problems involving geometrically more complex parts, like conical holes.
Numerical model A sketch of the model set-up is shown in Fig. 8.19. We use collocated
actuators to exploit the advantages of a mono-modal excitation and excite the fundamental
symmetric Lamb wave mode S0 by driving the transducers in-phase. This gives a clear
















Figure 8.19: Aluminum plate with a conical hole. Dimensions: a = 300mm, b = 200mm,
c = 50mm, d = 200mm, ra = 10mm, ri = 9mm, h = 2mm (thickness of
the plate); Material properties: Aluminum (cf. Tab. 2.1); Excitation: collocated
transducers (r = 15mm) at the origin of the coordinate system driven by a sine
burst (cf. Eq. (7.1), fc = 175 kHz, n = 3).
In reference [15], Ahmad and Gabbert showed that only an asymmetric perturbation of
the wave field can cause a mode conversion. That is why, a conical hole has to be used
and a cylindrical hole is not appropriate.
Numerical Results 159
(a) FC discretization
(b) Detailed view of the adaptive refinement for the integration sub-cells: con-
ical hole (left) and piezoelectric actuator (right).
(c) Detailed isometric view of the adaptive refine-
ment for the integration sub-cells for the conical
hole. Only cut cells are displayed.
Figure 8.20: FC and SC (spectral cell) discretization of the aluminum plate with a conical
hole. The guided waves are excited by means of a piezoelectric transducer. Mode
conversion occurs at the conical hole. Both the actuators and the conical hole
are indicated in the figure by their sub-cell refinement and the grey shade.
The FC discretization and the integration sub-grid for the numerical quadrature are illus-
trated in Fig. 8.20. The size of the FCs matches the guidelines proposed in Section 7.5
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and in Willberg et al. [78, 308], respectively. A detailed explanation of the methodology
can be found in Sections 8.2 and 8.4.
The FC and the SC models use an anisotropic Ansatz space. That is to say, that the
polynomial degree in the out-of-plane and in the in-plane direction are chosen differently.
According to references [78, 308], the in-plane polynomial degrees are px1 = px2 = 3 and
the out-of-plane polynomial order is px3 = 4.
To ensure accurate results, the element/cell size is be = 0.2828mm. The FCM results are
marched trough time using the Newmark method (Δt = 5 ∙ 10−9 s), while the SCM draws
on the CDM (Δt is determined according to Eq. (4.77); Δt ≈ 1 ∙ 10−9 s). Thus, a mode
conversion can be detected visually by looking at the displacement field in the vicinity of
the hole. The wave field is excited using the same piezoelectric transducers that have been
thoroughly investigated in Section 8.1.
S0-mode
(a) t1 = 0.945 ∙ 10−5 s
S0-mode
A0-mode
(b) t2 = 3.420 ∙ 10−5 s
S0-mode
A0-mode
(c) t3 = 5.315 ∙ 10−5 s
Figure 8.20: Contour plot of the displacement field in x3-direction. The propagating of the
incident S0-wave packet is shown in part (a) of the figure. The complexity of the
wave field is highlighted at two different time instances. Parts (b) and (c) show
that - even in such a relatively simple structure - complex signals are generated
due to mode conversion from the incident S0-mode to an A0-mode as well as a
reflected and transmitted S0-mode. The additional reflections at the boundary
and the discussed mode conversion at the perturbation of the plate-like structure








































































(c) Comparison of the ABAQUS reference solution at point P3 to the FCM/SCM results, obtained using the
optimal discretization.
Figure 8.21: Time history of the displacement field at the measurement points in thickness
direction (u3) - FCM/SCM.
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Results Fig. 8.21a demonstrates the occurrence of the mode conversion phenomenon
while highlighting the interaction between the travelling wave and the conical hole. Since
no analytical solution is available for this benchmark problem, we compare the results of
the different higher order FE approaches with an ABAQUS reference solution, deploying
20-node hexahedral FEs (C3D20) on a very fine grid (ndof ≈ 1.5 ∙ 106). This corresponds
to more than 50 nodes per wavelength to ensure a converged solution with high accuracy.
Please note that the symmetry of the structure is exploited to save numerical effort, so
the model only depicts half of the plate. Fig. 8.21 plots the time history curves of the
displacements at points P1 to P3 for the FCM and for the SCM, respectively.
The agreement between the proposed higher order fictitious domain methods and the
commercial software ABAQUS is remarkable. The relative error in group velocity between
the reference solution and the introduced methods is less than 0.1%. We consequently
conclude that the FCM and the SCM are able to capture and resolve characteristic features
of ultrasonic guided-wave propagation, such as mode conversion. Please refer to reference
[178] for a thorough assessment of the convergence properties of the SCM.
Error assessment and computational effort In order to provide an impression of the
convergence properties of the SCM in comparison to the FCM, we conduct a convergence
study based on a p-refinement. In this convergence study, the polynomial degree is suc-
cessively increased from p = 2 to p = 5 (isotropic polynomial degree Ansatz). Both the
relative error in the time-of-flight of the wave packets and the error in the L2-norm of the













where nstep denotes the total number of time-steps of the solution, ui3 is the out-of-plane
displacement at the observation point (at point P3), and the subscripts num and ref stand
for numerical and reference solution, respectively. We also contemplate the computational
time for the solution of the equation of motion in order to provide some preliminary
statements regarding the efficiency of the algorithm.
Fig. 8.22a shows the convergence with respect to the time-of-flight tc of the whole wave
packet. We infer from the results that the convergence properties with respect to the
time-of-flight are essentially similar for the proposed higher order methods. The same still
holds when studying the error of the displacement signal in the L2-norm, cf. Fig. 8.22b.
For polynomial degrees higher than 4, a plateau is reached in the L2-error. This can be
attributed to the fact that the reference solution is not accurate enough, partly because of
the geometry description of the cone and partly because of the insufficient refinement of the
discretization. On the other hand, the emphasis of this example is placed on illustrating
that the convergence properties of different higher order approaches are very similar, which
is clearly apparent from Figs. 8.22a and 8.22b.
The development of the computational time tcpu is illustrated in Fig. 8.22c. We have to
bear in mind, however, that the time allotted for solving the equations of motion is taken
into account. In the case of the SCM, a simple finite difference solver, namely the CDM,




























































(c) Computational time (normalized with respect to FCM (p = 5); SCM (lumped mass matrix) is solved
using the CDM (explicit time-integration); FCM (consistent mass matrix) is solved using the Newmark
method (implicit time-integration)
Figure 8.22: Convergence graphs comparing the performance of the SCM and the FCM (ten-
sor product space).
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The mass matrix of the cut cells is lumped employing the HRZ-technique while the mass
matrix of the uncut cells is inherently diagonal (GLL nodal quadrature). Mass-lumping is
not an option when considering the FCM based on a tensor product space or trunk space
formulation, so we employ a consistent mass matrix. As a result, we choose an implicit
time-integration and integrate the equations of motion by means of the Newmark-method.
The selected time-step is equal to the stability limit for the CDM, cf. Eq. (4.77). All results
shown in Fig. 8.22c are normalized with respect to the computational time needed to solve
the system of equations utilizing the FCM with the polynomial degree p = 5.
Based on the curves displayed in Fig. 8.22c, we conclude that the equations of motion can
be solved efficiently relying on a combination of the SCM and the CDM. The computational
time drops by over two orders of magnitude compared to solutions that are obtained using
the FCM with a Newmark solver. It has to be born in mind, however, that the SCM
requires hardly any manual input for discretizing the domain of interest, that is to say,
generating the corresponding mesh is straightforward.
8.6 Validation - Aluminum plate with sensor network
This section focuses on a plate equipped with 8 piezoelectric transducers made of Sonox P5
(CeramTec). 4 transducers are operated as actuators (labeled with capital letters), while
the others are operated as sensors (labeled with numbers).
Table 8.5: Material properties of Sonox P5. The poling direction of the material is the x3-
direction. The vacuum permittivity (permittivity of free space) is given by κ0 =
8.8542 ∙ 10−12 As/Vm. The values of the non-zero components of the elasticity
tensor C, the piezoelectric coupling tensor e, the dielectric tensor κ and the mass
density ρ are given.
Mechanical properties Electrical properties
C11 = C22 123.0GPa e31 −2.2N/Vm
C12 81.00GPa e33 16.3N/Vm
C13 = C23 77.00GPa e15 18.0N/Vm
C33 110.0GPa κT11/κ0 1850
C44 20.90GPa κT33/κ0 1850
C55 = C66 28.10GPa
ρ 7650 kg/m3
Their location is given in Fig. 8.23. This set-up was originally used by Pavlopoulou et al.
[20, 302] for the purpose of pattern recognition of Lamb waves in repaired structures. The
experimental data to validate the numerical model was also provided by Dr. Pavlopoulou.
The plate is fixed at the right-hand and left-hand side boundaries and its dimensions are
given in Fig. 8.23. Tab. 8.6 shows the material properties of the piezoelectric transducers
while the material data for the aluminum plate is listed in Tab. 2.1.
In the numerical study, actuator A is excited using a sine-burst modulated by a Hann-
window (cf. previous section Fig. 8.19). The center frequency of the signal is fc = 240 kHz
and n = 5 periods, cf. Fig. 8.24.
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As the model is again discretized following the guidelines published by Willberg et
al. [78, 308], we employ the optimal anisotropic polynomial degree template, cf. Sec-
tion 8.5. The FC size for the dimensions given for the plate and its material amounts to
be = 2.73mm.
Fig. 8.25 compares the experimental and numerical signals. The results of the electric
potential are normalized (ϕnorm) in order to compare the shape of the signals. On a global
scale, a good agreement between both curves can be observed. The discrepancies are
attributed to boundary conditions in the experiment which do not resemble an actual en-
castre. Accordingly, the numerical model employs stiffer boundary conditions. In addition,
the ideal theoretical excitation signal used for the numerical model may comply completely


























(a) Geometry and dimensions of the aluminum plate.
(b) Photo of the experi-
mental set-up.
Figure 8.23: Experimental setup and schematic graphic including the boundary conditions as
well as the geometry for the aluminum plate.
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Experiments have shown that, due to the ambient conditions, the “ideal" signal with which
the transducer is driven is not always transmitted directly to the plate. For this reason,
the plate’s response may differ slightly from the theoretically predicted signal. A third
cause may possibly be attributed to the modeling of the head-connectors, which have been
assumed to be made of aluminum, as well. Finally, the bonding conditions of both actuators
and sensors in an experimental setup do not correspond to the model of a perfect bonding
adopted in the FE model. The layer of adhesive cannot be regarded as negligible, since
the plate was originally prepared for fatigue testing [20]. This might introduce additional
errors that influence the simulated signal at the transducers. Considering the mentioned
uncertainties, the results are promising and call for further research. We must also note
that an optimal polynomial degree template with the suggested element size for this model
results in approximately 5 ∙ 106 degrees-of-freedom. Simulations such as the present one



























Figure 8.24: Loading function. Five-cycle (n = 5) sine burst modulated with a Hann-window.





















Figure 8.25: Comparison between numerical and experimental results. For this example ac-
tuator A was excited and the signal was measured at sensor 4, cf. Fig. 8.23a.
The amplitude received at the sensor is normalized.
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Spectral cell method - Summary Concerning spectral shape functions, the results
found in the present and previous chapters indicate that mass-lumping techniques have
only a negligible effect on the accuracy of wave propagation analysis. According to theses
findings we propose to combine the SEM with the FCM. Drawing on the GLL quadrature
rule (cf. Section 4.6.1) for cells that are completely within the physical domain and on the
HRZ-lumping technique (cf. Section 4.6.3) in conjunction with the adaptive integration
scheme (cf. Section 5.2) for cut cells, we are able to diagonalize the mass matrix. For those
reasons, we can fully exploit the computational advantages of an explicit time-integration
method such as the CDM compared to implicit solvers, for example, the Newmark method.





The focus of the present chapter is on wave propagation in inhomogeneous structures.
In such systems, different phenomena can be observed. Here, a special emphasis is put
on the so-called bandgap effect, starting with a brief introduction on the phenomenon.
The basic principle is sketched in Fig. 9.1 [312]. Generally speaking, this effect occurs in
waveguides consisting of at least two different materials with different material properties
(elastic constants and density) and accordingly different wave velocities [313]. The set-up
of the materials causes the waves to interact in such a way that there are frequency ranges
in which no wave propagation occurs. To explain this phenomenon a periodic structure
is taken as an example, cf. Fig. 9.1. The layout, however, does not need to be strictly




(b) Reflected waves (in-phase) =
(c) Resulting wave
Figure 9.1: Schematic illustration of the wave propagation in a bandgap structure. The central
frequency of the incident wave packet is within the bandgap frequency range;
cf. [312].
In Fig. 9.1a the incident wave approaching a bandgap structure is shown. The dashed
line indicates the wave propagation in an homogeneous material where the wave is neither
reflected nor attenuated. In the periodic structure however the incident wave is partially
reflected at each layer of the structure, cf. Fig. 9.1b. In part (b) we depict the reflected
parts of the original wave as a solid line and its continuation as a dashed line. In case the
center frequency (or to be exact a part of the frequency content) of the incident wave packet
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is within the bandgap frequency range, the scattered waves are in-phase and consequently
reinforce each other. If this bandgap condition is fulfilled, the amplitude of the transmitted
wave decays exponentially with the number of inclusions. Considering an infinite number
of inclusions the incoming wave will theoretically be totally reflected [314]. In Fig. 9.1c
the transmitted wave is shown (at each obstacle a part of the energy is reflected). Here,
also the amplitude decay is clearly visible. The incident and reflected waves consequently
form a standing wave that cannot propagate through the structure [312].
Fig. 9.2 illustrates the behavior if the center frequency of the incident wave is outside the
bandgap frequency range. Part (a) again shows the incident wave packet where the dashed
line indicates the unperturbed wave propagation in an homogeneous material. At each
obstacle the incident wave is naturally partly reflected. Due to the fact that the center
frequency is outside the bandgap frequency range for this example the reflected waves
are out-of-phase and therefore causing negative reinforcement (attenuation of the wave),
cf. Fig. 9.2b. Accordingly, the wave is only slightly attenuated and can thus propagate





(b) Reflected waves (out-of-phase) =
(c) Resulting wave
Figure 9.2: Schematic illustration of the wave propagation in a bandgap structure. The central
frequency of the incident wave packet is not within the bandgap frequency range;
cf. [312].
According to Jensen [314] the first published research concerning the bandgap phenomenon
can be traced back to Rayleigh [315]. In certain materials, periodic structures waves
may be totally reflected. A detailed overview of bandgaps can be found in [314] and the
references cited within. Since the thesis at hand focuses on the propagation of elastic
waves, phononic bandgaps are subject to further investigations. The term photonic simply
refers to optical waves, pertaining to which the bandgap phenomenon has been extensively
investigated [314, 316–319].
The structures under consideration in the present chapter are both numerically and
experimentally investigated, highlighting the capabilities of higher order fictitious domain
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During the last century, research activities investigating phononic bandgap structures have
been intensified [313, 314, 316, 320–324]. Recently, so-called Fibonacci super-lattices have
been used in order to generate bandgap materials [323, 324]. A Fibonacci sequence consists
of two different materials A and B, cf. Fig. 9.3. They are arrange in the following sequence
starting with
S0 = A (9.1)
and
S1 = B. (9.2)
The first two sequences describe the homogeneous materials themselves. The nth sequence
can be generated by the recursive rule
Sn = Sn−1 ∙ Sn−2 for n ≥ 2. (9.3)
Therefore, the first Fibonacci sequences are
S2 = BA (9.4)
S3 = BAB (9.5)
S4 = BABBA. (9.6)
A AA A A AB B B B BL
db da
(a) Fibonacci sequence S2 = BA (five unit cells are exemplarily depicted)
A AAB BL
db da
AB B AB B
(b) Fibonacci sequence S3 = BAB (three unit cells are exemplarily depicted)
Figure 9.3: Graphical representation of chosen Fibonacci sequences. The lattice is made of
two different materials A and B arranged in a certain order.
Zhao et al. [324] found that for a material combination of tungsten and silicon one bandgap
can be observed for the second Fibonacci sequence (S2) at 1070 kHz to 1630 kHz. Fur-
thermore, it is found that for higher order Fibonacci sequences the number of bandgaps
increases.
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9.1.2 Square hole arrangement
Zhang et al. [322] proposed a different type of phononic crystal by drilling a periodical
array of holes in an aluminum plate, cf. Fig. 9.4. The mechanism that prevents the guided
waves from travelling through the structure is the same as described in the previous section
(cf. Fig. 9.1).
In general, bandgap structures become more efficient if a strong contrast in the elastic
properties of the two materials is given. Typical applications of bandgap structures include







Figure 9.4: Illustration of the square and triangular layout of a lattice structure. The dashed
lines indicate the unit cell of the material. The image indicates the alignment
(array) of the holes that are crafted into the material.
In contrast to the periodic arrangement of materials, such as described above, also more
complex layouts are possible. Due to the introduction of topology optimization to design
bandgap structures [314, 318, 319], rather complex arrangements of mostly two materials
have been proposed. The approach serves as a means to generate efficient waveguides [314].
Since topology optimization is out of the scope of the current thesis, we refer the interested
reader to the thesis by Jensen [314] and the references cited therein.
9.2 Simulation results
In the current section, we briefly investigate the Fibonacci sequence S3 (cf. Fig. 9.3b)
and the square arrangement of holes (cf. Fig. 9.4a) in an aluminum plate. These two
examples should highlight the feasibility of the proposed HO -FEMs and fictitious domain
methods in the context of wave propagation analysis in heterogeneous media. Moreover,
the current chapter introduces a new research field that is tailor-made for higher order
fictitious domain approaches because of the geometrically complex shapes of bandgap
structures and the possibility for topology optimization in order to generate structures
with a desired behavior. The results that are obtained from the simulations are verified
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and validated by means of numerical and experimental data which are available from the
present literature.
9.2.1 Fibonacci lattice
Reference [324] lists results for different Fibonacci lattices. They employ the plane wave
expansion method to compute the dispersion curves for the structure under investigation.
Gao et al. [325], however, use the FEM to numerically determine bandgaps in periodic
Fibonacci structures.
The periodic structure is consists of a combination of tungsten (material B) and silicon
(material A) whose material properties are given in Tab. 9.1. The width of the two mate-
rials is da = db = 1mm and the plate thickness is L = 1mm. We exemplarily choose the
S3-Fibonacci sequence (cf. Eq. (9.5) and Fig. 9.5) to demonstrate the bandgap behavior
of such periodic structures.
A AAB BL
db da








Figure 9.5: Two-dimensional model of the S3-Fibonacci sequence with loading conditions and
dimensioning (three unit cells are exemplarily depicted).
Table 9.1: Material properties of tungsten and silicon. Values of the non-zero components of
the elasticity tensor C and the mass density ρ are taken from [324].




ρ 19200 kg/m3 2332 kg/m3
We record the displacement field one point in front of the Fibonacci sequence (Pi) and at
a second point behind the Fibonacci lattice (Pb) to evaluate the structural behavior. The
simulations are based on the p-version of the FEM with an isotropic polynomial degree of
p = 3 and an element size of be = 0.25mm. The evaluation points are located lp = 100mm
in front and behind the Fibonacci lattice, respectively. The excitation force acts in a
distance of lf = 200mm in front of the periodic array of silicon resin and tungsten. The
length of the numerical model is therefore Lp = 520mm. The fundamental layer of the
Fibonacci sequence has been repeated N = 40 times. Again, a mono-modal excitation








































(c) Symmetric and anti-symmetric Lamb wave modes (excitation by a single point forces in x2-direction)
Figure 9.6: Transmitted spectrum for the Fibonacci sequence S3.
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The displacement signal is simulated in a frequency range between 30 kHz and 2MHz. To
this end, we increase the center frequency fc of a Hann-window modulated sine-burst (cf.
Eq. (7.1)) with n = 5 cycles by 10 kHz for every simulation.
In order to evaluate the obtained results, we address the ratio rbi between the Fourier
transforms of the displacement signals at points Pb and Pi. The displacement signals ub
and ui are therefore subjected to a Fourier transform. The value of the Fourier transforms




The results for the transmitted spectra of the symmetric and anti-symmetric guided wave
modes are illustrated in Fig. 9.6, showing two distinct stopbands between 570 kHz - 820 kHz
and 1.5MHz - 1.75MHz are recognized. These are in good agreement with the results
reported in reference [324]. Zhao et al. detected stopbands between 600 kHz - 775 kHz and
1.45MHz - 1.72MHz. It can be seen, however, that the behavior of the symmetric and
anti-symmetric Lamb wave modes differs. This effect can be attributed to the different
wavelengths of the individual modes.
Similar results for different Fibonacci lattices are to be found in reference [325] using
the FEM to simulate the propagation of guided waves in periodic structures. The main
advantage of using higher order FEMs is seen in the fast convergence and therefore a
significantly reduced number of degrees-of-freedom.
9.2.2 Square hole arrangement
In order to numerically verify the results presented by Zhang et al. [322], an aluminum
plate (material data: Tab. 2.1) with a thickness of tp = 1.27mm is used, cf. Fig. 9.7. The
following refers to a square arrangement of holes where the lattice spacing is dl = 1.077mm
and the diameter of the holes is dh = 0.762mm. The “volume fraction” of air is accordingly
0.393.
An array of 10×20 holes is investigated, based on the SCM - due to the symmetry only one
half of the plate is modelled. The measurement points Pi and Pb are again located 100mm
away from the geometrically perturbed region. To separate the behavior of the symmet-
ric and anti-symmetric modes, a mono-modal excitation is reached by applying two point
loads similar to the previous example. Consequently, the simulated displacement signal
lies in a frequency range between 0.3MHz and 2MHz. To this end, we increase the center
frequency fc of a Hann-window modulated sine-burst (cf. Eq. (7.1)) with n = 5 cycles by
10 kHz for every simulation.
The cell size for the current example corresponds to the lattice spacing and is therefore
be = 1.077mm. The polynomial degree template is again isotopic and chosen as p = 4.
Figs. 9.7c - 9.7e depicts the FC discretization and the corresponding sub-cell grid for the
numerical integration (refinement level: k = 5)
As discussed above, phononic materials can be created by choosing a two- or three-
dimensional arrangement of two or more materials, exhibiting a strong contrast in their
material properties. Reference [322] therefore suggests to use a square or a triangular ar-
rangement of holes (filled with air) in an aluminum plate. In their study, Zhang et al. [322]





















dldh t pPi Pb
(b) Cross-section A-A
(c) FC discretization and integration sub-cells (refinement level: k = 5)
(d) 10× 10 sub-cell grid (e) Detail view
Figure 9.7: Three-dimensional model of the square hole arrangement bandgap structure and
FC discretization. Geometric dimensions: lPi = 50mm, l1 = 60.1575mm, l2 =
70.6125mm, lPb = 80.77mm, lp = 103.77mm, dh = 0.762mm, dl = 1.077mm,
tp = 1.27mm, wp = 21.54mm, tp = 1.27mm.
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Zhang et al. [322] observed experimentally that the guided waves are significantly attenu-
ated in a frequency range of 0.8MHz to 1.5MHz.
Figs. 9.8 and 9.9 therefore depict contour plots of the wavefields at different times and
for two excitation frequencies. Fig. 9.8 shows the out-of-plane displacement field for an
excitation frequency of fc = 300 kHz. These contour plots illustrate the interaction of
the wave packet with the square hole arrangement. Therefore, guided waves are hardly
attenuated when excited at a frequency well below the stopband region. If the excitation
frequency is increased to fc = 1.1MHz, however, a strong attenuation of the propagating















(a) Detail view: t2 = 3.62 ∙ 10−5 s (b) Detail view: t3 = 5.24 ∙ 10−5 s
(c) t1 = 2.00 ∙ 10−5 s
(d) t2 = 3.62 ∙ 10−5 s
(e) t3 = 5.24 ∙ 10−5 s
Figure 9.8: Snapshots of the displacement field (u3) at different times for an excitation fre-
quency of f = 300 kHz. A mono-modal excitation by two collocated forces is
used to excite symmetric Lamb wave modes.
The simulation results are assessed according to the methodology described in the previous
subsection given by Eq. (9.7). Fig. 9.10 depicts the transmitted spectra. A stopband in
the frequency range form 0.75MHz to 1.5MHz can easily be observed. This is in good
agreement to the experimental results observed by Zhang et al. [322]. They experimentally
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found that the guided waves are significantly attenuated in a frequency range of 0.8MHz
to 1.5MHz. Moreover, they also used the three-dimensional plane wave extension method
to simulate the aluminum structure. There, they observed a stopband in a frequency range
of 0.834MHz to 1.42MHz, agreeing well with the experimental data.
The reasons for the occurrence of such stopband regions still need to be investigated.
There seems to be no obvious relation between the lattice spacing and the wavelengths
(cf. Fig. 9.11) of the guided wave modes. We only observe that the wavelengths of both
the fundamental symmteric and the fundamental anti-symmetric modes are larger than
the lattice spacing and the hole diameter, respectively. Therefore, we can conclude that
guided waves also interact with perturbations of the structure that are smaller than the
excited wavelengths within the wave packet. It is only known that in a frequency range
of approximately 0.8MHz to 1.5MHz the phononic structure prohibits the waves from
propagating freely and that it consequently forms a stopband in this frequency range.
For example, such materials could be used to develop sound filters or to effectively guide

















(a) Detail view: t2 = 3.62 ∙ 10−5 s (b) Detail view: t3 = 5.24 ∙ 10−5 s
(c) t1 = 2.00 ∙ 10−5 s
(d) t2 = 3.62 ∙ 10−5 s
(e) t3 = 5.24 ∙ 10−5 s
Figure 9.9: Snapshots of the displacement field (u3) at different times for an excitation fre-








































(c) Symmetric and anti-symmetric Lamb wave modes (excitation by a single point forces in x2-direction)
Figure 9.10: Transmitted spectrum for the square hole arrangement.
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The present chapter briefly touches an interesting research topic which has a number of
practical applications. It is demonstrated that the proposed higher order methods are a
suitable tool to numerically study the bandgap phenomenon. It is especially the second
example that highlights the capabilities of the fictitious domain concept in conjunction



























Figure 9.11: Dispersion curves for a 1.27mm thick aluminum plate. The wavelength λ is
plotted against the frequency f .
Open questions that still need to be investigated are such as: (i) What influence does the
diameter of the hole have?, (ii) What is the influence of the lattice spacing?, (iii) What
is the influence of the shape of the hole (conical, cylindrical, elliptical, etc.)? and many
more.
Considering the questions posed above, we reckon that the FCM and the SCM are particu-
larly suited to provide answers. The numerical treatment of wave propagation phenomena
in complex, heterogeneous domains is especially easy if a higher order fictitious domain
approach is employed. The mesh can be generated automatically and the simulations
can be executed fast and efficiently in conjunction with appropriate mass-lumping tech-
niques. The proposed numerical methods are therefore seen as suitable tools to analyze




The present thesis intends to contribute to a more efficient methodology for the simulation
of ultrasonic guided wave propagation problems. In this context, the main objective was
to extend different HO -FEMs and fictitious domain methods to structural dynamics -
including multi-physics applications.
In the framework of HO -FE approaches, the SEM was investigated in conjunction
with various mass-lumping - with the result that the most efficient option for wave
propagation analysis is to be seen in the SEM deploying a GLL quadrature rule. Due to
the diagonalized mass matrix, the memory requirements are minimized and an explicit
time-marching scheme, such as the CDM, can be used as an efficient approach. The
latter fact offers significant advantages in terms of computational time compared to a
formulation based on a consistent mass matrix.
The p-version and the Fourier-p-version of the FEM were studied with regards to
hierarchic shape functions. The objective was to analyze whether the tensor product
space or the trunk space are to be recommended. The results of the convergence studies
revealed that, even for wave propagation analysis, the trunk space offers advantages with
respect to the numerical efficiency.
In the framework of higher order fictitious domain methods, the SCM and Fourier-p-
version of the FCM were introduced and applied to the simulation of ultrasonic guided
waves. To this end, the standard version of the FCM was extended by introducing two
new sets of shape functions.
First, Lagrange polynomials defined on a Gauß-Lobatto-Legendre nodal distribution were
proposed as possible nodal-based shape functions. In accordance with the terminology
accepted by the numerical mechanics community, we coined the term spectral cell method.
To exploit the advantages of an explicit time-integration method it is essential to have
access to an efficient mass-lumping technique. It is evident that only uncut cells can be
lumped using a GLL-quadrature. Because of the composed numerical integration based
on a quadtree/octree-refinement, the integration points do not coincide with the nodal
points defining the Ansatz functions. A standard GLL-quadrature accordingly does not
result in a diagonalized mass matrix. In consequence, different procedures are required
for cut cells. The first idea to be implemented was to compute the consistent mass matrix
for cut cells and to use the row-sum technique to diagonalize the cell’s mass matrix.
Here, it was found that negative components arise on the main diagonal of the mass
matrix, preventing the convergence of the explicit time integration algorithm. A different
approach was to employ the HRZ-lumping technique that is known to produce only
positive mass matrix components. In the present thesis, benchmark simulations served to
illustrated the feasibility of this procedure.
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Second, the Fourier-p-version of the FCM was introduced. Drawing on the results of
the HO -FE calculations, the trunk space was found to be a favorable option for the
analysis of different engineering problems. Due to the fact that, at least to the our
knowledge, no lumping schemes are available for hierarchic sets of shape functions, it is
recommended to rely on the SCM - as discussed in the previous paragraph is recommended.
As a first important conclusion, we are convinced that spectral methods are the
method of choice if wave propagation analysis is in the focus of the investigations - which
is (only) due to the fact that there are elegant lumping techniques to facilitate the use of
explicit time-stepping algorithms such as the CDM.
The fundamental concepts of Lamb waves and piezo-electro-elasticity were intro-
duced in Chapters 2 and 3. As this can be seen as state-of-the-art, no new insights were
presented.
Chapter 4 establishes the HO -FEM, a concept that is not dependent on a specific set of
higher order basis functions. All important techniques, including special lumping methods
for nodal-based formulations, are discussed in detail. A similar path was followed in
Chapter 5, concerning the explanation of higher order fictitious domain methods.
In Chapter 6, the proposed shape functions were specified. The Lagrange polynomials
based on a GLL grid or an equispaced nodal distribution, the normalized integrals of the
Legendre polynomials and trigonometric functions were compared to each other, conclud-
ing that the hierarchic and the nodal based Ansatz functions offer different advantages
in terms of local adaptability, ensuring C0-continuity and the condition number of the
matrices. It was clearly demonstrated that deploying a hierarchic basis provides significant
advantages with respect to a local adaptivity (local p-refinement) while Ansatz functions
based on Lagrange polynomials defined on a GLL grid offer the lowest condition numbers
for the system matrices (three-dimensional case). To ensure a continuous approximation
between adjacent FEs different measures regarding the orientation of the local and global
element coordinate systems have to be taken (Section 6.4).
Chapter 7 provided a deeper insight in the convergence characteristics of the proposed
HO -FEMs. We proposed a guideline on how to discretize the investigated structure for
each different set of shape functions. We also determined the respective element size for
the optimal polynomial degree distribution, depending on the central frequency of the
excited wave packet and the desired accuracy. In this context, an interesting phenomenon
was observed that is referred to as the internal element eigenfrequency effect. A detailed
investigation of this phenomenon was motivated by undefineable peaks in the convergence
curves. A thorough analysis revealed that these peaks are related to stationary oscillations
occurring at elemental eigenfrequencies. If the center frequency of the propagating wave
packet coincides with the first or second element resonant frequency, the element vibrates
infinitely - presumed that there is no physical damping. An analyst must to be aware of
such effects in order to avoid them. To this end, another guideline was established to
elucidate how to circumvent this eigenfrequency effect.
In Chapter 8, several static and dynamic benchmark problems were computed. These sim-
ulations highlight the great potential of HO -FEMs and fictitious domain methods. Lamb
wave based problems can be efficiently computed by deploying higher order multi-physics
FEs/FCs. Since the implementation of the numerical approaches is based on a hexahedral
element/cell formulation, complex structures can be readily discretized and simulated. A
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special focus was placed on SHM applications. Based on a closer examination of different
wave propagation problems, it was found that the proposed approaches are superior to the
state-of-the-art in commercially available software packages, as both memory requirements
and computational time can be reduced significantly. Concerning heterogeneous materials,
we advocate to deploy the fictitious domain concept, as it seems to be the only available
option to automatically resolve complex boundaries. Therefore, the SCM is recommended
for wave propagation analysis in cellular media (sandwich panels etc.) that show a
microstructure the wave packet can interact with.
Chapter 9 is used to introduce the bandgap phenomenon. The basic principles causing
such behavior are discussed and initial studies regarding two phononic bandgap structures
are conducted. There, it is shown that both a Fibonacci sequence consisting of two
materials and a periodical arrangement of holes exhibit frequency ranges in which the
propagating guided waves are significantly attenuated. This chapter can be understood
as an introduction to further research. In this context the source for the bandgap
phenomenon still needs to be investigated in detail.
Despite these promising results there are still several questions that need to be ad-
dressed in future studies; first and foremost, the development of suitable time-integration
schemes for methods based on a hierarchic set of shape functions. Adapted time-stepping
algorithms will hopefully help to improve the efficiency of the p-version and the Fourier-
p-version of the FEM, in order to be competitive with the SEM. In the same line as
the previous argument, advanced mass-lumping algorithms are required for modal based
Ansatz functions.
Regarding the fictitious domain methods, a detailed investigation concerning the impact
of the geometry approximation on the wave front should be conducted. To this end, the
defect should be approximately one order of magnitude larger than the wavelength of
Lamb mode interrogating the structure. In this case a relation between the geometry
approximation of the boundary, the wavelength of the guided wave and the numerical
error can be established. This would be an important step towards a thorough validation
of the immersed boundary concept for high-frequency wave propagation simulations.
Another idea would be to extend the coupling of HO -FEMs with analytical solutions also
to the fictitious domain method. Basically, the algorithms are the same. Special care
only needs to be taken concerning the boundary between the analytical solution and the
fictitious domain.
In the context of SHM, lightweight materials such as carbon and glass fiber reinforced
plastics are in the focus of current developments. As it is known that these types of
material exhibit a high degree of material damping, suitable damping models should be
implemented. With regard to CFRP/GFRP composites, there is currently no computa-
tional tool to accurately and efficiently model ultrasonic wave propagation. Unfortunately,
it is computationally prohibitive to use one higher order element per layer of the laminated
composite, which is why it is common to draw on an average stiffness. This procedure
is, however, not appropriate - due to the fact that it tends to result in potentially wrong
simulation data [326]. The idea of a layered FE can therefore be seized [327]. The
fundamentals of this approach can be adopted to the fictitious domain concept. This
seems to be a viable option to further enhance the capabilities of higher order fictitious
domain methods.
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Finally, ambient conditions such as temperature, moisture and air pressure need to be
taken into account as well. To date, there are only very few publications that deal with
such topics (especially temperature variations) from a numerical point of view [83, 99]. In
the existing works, no fully coupled model has yet been developed. Instead, the influence
of temperature variations was included implicitly by running several simulations based on
different dimensions (effect of thermal expansion) and different (time-depended) material
properties. Therefore, it is to be expected that a fully-coupled three-dimensional model




Recall the constitutive equations of linear piezoelectricity
σ = Cε− eTE, (A-1)
D = eε + κE. (A-2)






with SE = C−1 and d = eSE.
D = eSEσ + edTE + κE (A-4)
D = dσ + κ(σ)E (A-5)
κ(σ) = eSEeT + κ (A-6)
Assuming transversely isotropic material properties, the constitutive Eq. (A-1) can be
written as:
Three-dimensional problem












C33 C13 C13 0 0 0 −e33 0 0
C13 C11 C12 0 0 0 −e31 0 0
C13 C12 C11 0 0 0 −e31 0 0
0 0 0 C44 0 0 0 −e15 0
0 0 0 0 C66 0 0 0 0
0 0 0 0 0 C44 0 0 −e15
e33 e31 e31 0 0 0 κ33 0 0
0 0 0 e15 0 0 0 κ11 0


























C11 C13 C12 0 0 0 0 −e31 0
C13 C33 C13 0 0 0 0 −e33 0
C12 C13 C11 0 0 0 0 −e31 0
0 0 0 C44 0 0 −e15 0 0
0 0 0 0 C44 0 0 0 −e15
0 0 0 0 0 C66 0 0 0
0 0 0 e15 0 0 κ11 0 0
e31 e33 e31 0 0 0 0 κ33 0
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C11 C12 C13 0 0 0 0 0 −e31
C12 C11 C13 0 0 0 0 0 −e31
C13 C13 C33 0 0 0 0 0 −e33
0 0 0 C66 0 0 0 0 0
0 0 0 0 C44 0 0 −e15 0
0 0 0 0 0 C44 −e15 0 0
0 0 0 0 0 e15 κ11 0 0
0 0 0 0 e15 0 0 κ11 0














Two-dimensional problem: Plane strain assumption
The constitutive equations
σ = Cε− eTE,
D = eε + κE
are modified utilizing the plane strain assumption ²33 = γ13 = γ23 = E3 = 0.








C33 C13 0 −e33 0
C13 C11 0 −e31 0
0 0 C44 0 −e15
e33 e31 0 κ33 0

















C11 C13 0 0 −e31
C13 C33 0 0 −e33
0 0 C44 −e15 0
0 0 e15 κ11 0









Two-dimensional problem: Plane stress assumption
The constitutive equations
² = SEσ + dTE,
D = dσ + κ(σ)E
are modified utilizing the plane stress assumption σ33 = τ13 = τ23 = E3 = 0.








S33 S13 0 d33 0
S13 S11 0 d31 0
0 0 S44 0 d15
d33 d31 0 κ
(σ)
33 0
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S11 S13 0 0 d31
S13 S33 0 0 d33
0 0 S44 d15 0
0 0 d15 κ
(σ)
11 0













3D shape functions: p-FEM
Considering hierarchic shape functions based on the normalized polynomials of the Legen-





Principally, it is possible to define separate polynomial degrees for each edge, face (for each
of the two local directions) and the internal shape functions (for each of the three local
directions). This is, however, only possible for hierarchic Ansatz functions. Accordingly,
for every finite element there are three vectors containing the edge polynomial degrees, the
face polynomial degrees and the internal polynomial order.
pedge =
{





























Figure B-1: Hexahedral reference element (−1 ≤ ξ ≤ 1, −1 ≤ η ≤ 1, −1 ≤ ζ ≤ 1) with
the definitions of the polynomial degree distributions.
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The implementation is based on the reference element depicted in Fig. 4.2. There are eight
nodal modes. These are the same trilinear Ansatz functions used for the well-known
8-node isoparametric hexahedral element in h-version FEM computer programs
NNi(1,1,1)(ξ, η, ζ) =
1
8
(1 + ξiξ) (1 + ηiη) (1 + ζiζ) , i = 1, 2, . . . , 8. (B-4)
(ξi, ηi, ζi) denote the local coordinates of the i-th node. The nodal mode for node 5 is
shown in Fig. B-2 exemplarily.
There are 4((pξ + 1) + (pη + 1) + (pζ + 1)) edge modes. These modes are associ-
ated with the sides of the finite element (pξ, pη, pζ ≥ 2). They are defined separately for
each individual edge and vanish at all other edges,
NE1(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ, (B-5a)
NE2(1,j,1)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), j = 2, 3, . . . , pη, (B-5b)
NE3(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ, (B-5c)
NE4(1,j,1)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), j = 2, 3, . . . , pη, (B-5d)
NE5(1,1,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ , (B-5e)
NE6(1,1,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ , (B-5f)
NE7(1,1,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ , (B-5g)
NE8(1,1,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ , (B-5h)
NE9(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ, (B-5i)
NE10(1,j,1)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), j = 2, 3, . . . , pη (B-5j)
NE11(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ, (B-5k)
NE12(1,j,1)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), j = 2, 3, . . . , pη. (B-5l)
The edge modes for edge 9 with a polynomial order of pξ = 2 and pξ = 4 (i = 2, 4) are
illustrated in Fig. B-3 exemplarily.
Face modes are associated with the faces of the finite element (pξ, pη, pζ ≥ 2,
tensor product space). They are similar to the internal modes of a two-dimensional
quadrilateral element. Face modes are generated separately for each face and vanish at all
other faces
NF1(i,j,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ, j = 2, 3, . . . , pη,
(B-6a)
NF2(i,1,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ, k = 2, 3, . . . , pζ ,
(B-6b)
NF3(1,j,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), j = 2, 3, . . . , pη, k = 2, 3, . . . , pζ ,
(B-6c)
NF4(i,1,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ, k = 2, 3, . . . , pζ ,
(B-6d)
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NF5(1,j,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), j = 2, 3, . . . , pη, k = 2, 3, . . . , pζ ,
(B-6e)
NF6(i,j,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ, j = 2, 3, . . . , pη.
(B-6f)
The face modes for face 6 with a polynomial order of pξ = 2, pη = 2 and pξ = 5, pη = 3











Figure B-2: Nodal modes of a three-dimensional hexahedral finite element: Node 5, pξ = 1,






















(b) Edge 9, pξ = 4, pη = 1, pζ = 1






















(b) Face 6, pξ = 5, pη = 3, pζ = 1
Figure B-4: Face modes of a three-dimensional hexahedral finite element (p-FEM).
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The internal modes (pξ, pη, pζ ≥ 2, tensor product space) are purely local and vanish at
all nodes, edges and faces of the hexahedral finite element.







i = 2, 3, . . . , pξ, j = 2, 3, . . . , pη, k = 2, 3, . . . , pζ
(B-7)
The internal modes with a polynomial order of pξ = 2, pη = 2 and pζ = 2 (i = 2, j =























(b) pξ = 5, pη = 2, pζ = 4
Figure B-5: Internal modes of a three-dimensional hexahedral finite element (p-FEM).
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Appendix C
Ansatz spaces for higher order finite

































(1 + ξiξ) (1 + ηiη) , i = 1, . . . , 4 (C-5)
2 [(pξ − 1) + (pη − 1)] edge modes
2 (pξ − 1) edge modes in ξ-direction
NE1(i,1)(ξ, η) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η), i = 2, 3, . . . , pξ (C-6a)
NE3(i,1)(ξ, η) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η), i = 2, 3, . . . , pξ (C-6b)
2 (pη − 1) edge modes in η-direction
NE2(1,j)(ξ, η) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η), j = 2, 3, . . . , pη (C-7a)
NE4(1,j)(ξ, η) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η), j = 2, 3, . . . , pη (C-7b)
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internal modes
N int(i,j)(ξ, η) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+11 (η), i = 2, 3, . . . , pξ − 2, j = 2, 3, . . . , pη − 2,
i + j = 4, 5, . . . , max(pξ, pη)
(C-8)
C.2 The tensor product space for two-dimensional
quadrilateral finite elements
The tensor product space only influences the internal modes. Nodal and edge modes stay
unchanged.
[(pξ − 1) ∙ (pη − 1)] internal modes
N int(i,j)(ξ, η) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η), i = 2, 3, . . . , pξ, j = 2, 3, . . . , pη (C-9)
C.3 The trunk space for three-dimensional hexahedral
finite elements
8 nodal modes
NNi(1,1,1)(ξ, η, ζ) =
1
8
(1 + ξiξ) (1 + ηiη) (1 + ζiζ) , i = 1, 2, . . . , 8 (C-10)
4 [(pξ − 1) + (pη − 1) + (pζ − 1)] edge modes
4 (pξ − 1) edge modes in ξ-direction
NE1(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ (C-11a)
NE3(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ (C-11b)
NE9(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ (C-11c)
NE11(i,1,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ (C-11d)
4 (pη − 1) edge modes in η-direction
NE2(1,j,1)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), j = 2, 3, . . . , pη (C-12a)
NE4(1,j,1)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), j = 2, 3, . . . , pη (C-12b)
NE10(1,j,1)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), j = 2, 3, . . . , pη (C-12c)
NE12(1,j,1)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), j = 2, 3, . . . , pη (C-12d)
4 (pζ − 1) edge modes in ζ-direction
NE5(1,1,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ (C-13a)
NE6(1,1,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ (C-13b)
NE7(1,1,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ (C-13c)
NE8(1,1,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), k = 2, 3, . . . , pζ (C-13d)
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face modes
ξ − η-plane
NF1(i,j,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ − 2,
j = 2, 3, . . . , pη − 2, i + j = 4, 5, . . . , max(pξ, pη)
(C-14a)
NF6(i,j,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ − 2,
j = 2, 3, . . . , pη − 2, i + j = 4, 5, . . . , max(pξ, pη)
(C-14b)
ξ − ζ-plane
NF2(i,1,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ − 2,
k = 2, 3, . . . , pζ − 2, i + k = 4, 5, . . . , max(pξ, pζ)
(C-15a)
NF4(i,1,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ − 2,
k = 2, 3, . . . , pζ − 2, i + k = 4, 5, . . . , max(pξ, pζ)
(C-15b)
η − ζ-plane
NF3(1,j,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), j = 2, 3, . . . , pη − 2,
k = 2, 3, . . . , pζ − 2, j + k = 4, 5, . . . , max(pη, pζ)
(C-16a)
NF5(1,j,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), j = 2, 3, . . . , pη − 2,
k = 2, 3, . . . , pζ − 2, j + k = 4, 5, . . . , max(pη, pζ)
(C-16b)
internal modes
N int(i,j,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ − 4,
j = 2, 3, . . . , pη − 4, k = 2, 3, . . . , pζ − 4,
i + j + k = 6, 7, . . . , max(pξ, pη, pζ)
(C-17)
C.4 The tensor product space for three-dimensional
hexahedral finite elements
The tensor product space only influences the face and internal modes. Nodal and edge
modes stay unchanged.
2 [(pη − 1) ∙ (pζ − 1) + (pη − 1) ∙ (pζ − 1) + (pη − 1) ∙ (pζ − 1)] face modes
2 [(pξ − 1) ∙ (pη − 1)] ξ − η-plane
NF1(i,j,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM1 (ζ), i = 2, 3, . . . , pξ,
j = 2, 3, . . . , pη
(C-18a)
NF6(i,j,1)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEM2 (ζ), i = 2, 3, . . . , pξ,
j = 2, 3, . . . , pη
(C-18b)
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2 [(pξ − 1) ∙ (pζ − 1)] ξ − ζ-plane
NF2(i,1,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM1 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ,
k = 2, 3, . . . , pζ ,
(C-19a)
NF4(i,1,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEM2 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ,
k = 2, 3, . . . , pζ
(C-19b)
2 [(pη − 1) ∙ (pζ − 1)] η − ζ-plane
NF3(1,j,k)(ξ, η, ζ) = N
p-FEM
2 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), j = 2, 3, . . . , pη,
k = 2, 3, . . . , pζ
(C-20a)
NF5(1,j,k)(ξ, η, ζ) = N
p-FEM
1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), j = 2, 3, . . . , pη,
k = 2, 3, . . . , pζ
(C-20b)
[(pξ − 1) ∙ (pη − 1) ∙ (pζ − 1)] internal modes
N int(i,j,k)(ξ, η, ζ) = N
p-FEM
i+1 (ξ) ∙Np-FEMj+1 (η) ∙Np-FEMk+1 (ζ), i = 2, 3, . . . , pξ,




Numerical Quadrature - points and
weights
D.1 Gauß-Legendre quadrature
The points ξi and weights wi used for the Gauß-Legendre quadrature are compiled in the
following tables up to polynomial order p = 9.
Table D-1: 2-point Gauß-Legendre quadrature.
±ξi wi
0.57735 02691 89626 1.00000 00000 00000
Table D-2: 3-point Gauß-Legendre quadrature.
±ξi wi
0.00000 00000 00000 0.88888 88888 88889
0.77459 66692 41483 0.55555 55555 55555
Table D-3: 4-point Gauß-Legendre quadrature.
±ξi wi
0.33998 10435 84856 0.65214 51548 62546
0.86113 63115 94053 0.34785 48451 37454
Table D-4: 5-point Gauß-Legendre quadrature.
±ξi wi
0.00000 00000 00000 0.56888 88888 88889
0.53846 93101 05683 0.47862 86704 99366
0.90617 98459 38663 0.34785 48451 37454
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Table D-5: 6-point Gauß-Legendre quadrature.
±ξi wi
0.23861 91860 83196 0.46791 39345 72691
0.66120 93864 66264 0.36076 15730 48138
0.93246 95142 03152 0.17132 44923 79170
Table D-6: 7-point Gauß-Legendre quadrature.
±ξi wi
0.00000 00000 00000 0.41795 91836 73469
0.40584 51513 77397 0.38183 00505 05118
0.74153 11855 99394 0.27970 53914 89276
0.94910 79123 42758 0.12948 49661 68869
Table D-7: 8-point Gauß-Legendre quadrature.
±ξi wi
0.18343 46424 95649 0.36268 37833 78361
0.52553 24099 16328 0.31370 66458 77887
0.79666 64774 13626 0.22238 10344 53374
0.96028 98564 97536 0.10122 85362 90376
Table D-8: 9-point Gauß-Legendre quadrature.
±ξi wi
0.00000 00000 00000 0.33023 93550 01259
0.32425 34234 03808 0.31234 70770 40002
0.61337 14327 00590 0.26061 06964 02935
0.83603 11073 26635 0.18064 81606 94857
0.96816 02395 07626 0.08127 43883 61574
Table D-9: 10-point Gauß-Legendre quadrature.
±ξi wi
0.14887 43389 81631 0.29552 42247 14752
0.43339 53941 29247 0.26926 67193 09996
0.67940 95682 99024 0.21908 63625 15982
0.86506 33666 88984 0.14945 13491 50580
0.97390 65285 17171 0.06667 13443 08688
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D.2 Gauß-Lobatto quadrature
The points ξi and weights wi used for the Gauß-Lobatto quadrature are compiled in the
following tables up to polynomial order p = 9.
Table D-10: 3-point Gauß-Lobatto quadrature.
±ξi wi
0.00000 00000 00000 1.33333 33333 33333
1.00000 00000 00000 0.33333 33333 33333
Table D-11: 4-point Gauß-Lobatto quadrature.
±ξi wi
0.44721 35954 99958 0.83333 33333 33333
1.00000 00000 00000 0.16666 66666 66667
Table D-12: 5-point Gauß-Lobatto quadrature.
±ξi wi
0.00000 00000 00000 0.71111 11111 11111
0.65465 36707 07977 0.54444 44444 44444
1.00000 00000 00000 0.10000 00000 00000
Table D-13: 6-point Gauß-Lobatto quadrature.
±ξi wi
0.28523 15164 80645 0.55485 83770 35486
0.76505 53239 29465 0.37847 49562 97847
1.00000 00000 00000 0.06666 66666 66667
Table D-14: 7-point Gauß-Lobatto quadrature.
±ξi wi
0.00000 00000 00000 0.48761 90476 19048
0.46884 87934 70714 0.43174 53812 09863
0.83022 38962 78567 0.27682 60473 61566
1.00000 00000 00000 0.04761 90476 19048
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Table D-15: 8-point Gauß-Lobatto quadrature.
±ξi wi
0.20929 92179 02479 0.41245 87946 58704
0.59170 01814 33142 0.34112 26924 83504
0.87174 01485 09607 0.21070 42271 43506
1.00000 00000 00000 0.03571 42857 14286
Table D-16: 9-point Gauß-Lobatto quadrature.
±ξi wi
0.00000 00000 00000 0.37151 92743 76417
0.36311 74638 26178 0.34642 85109 73046
0.67718 62795 10738 0.27453 87125 00162
0.89975 79954 11460 0.16549 53615 60806
1.00000 00000 00000 0.02777 77777 77778
Table D-17: 10-point Gauß-Lobatto quadrature.
±ξi wi
0.16527 89576 66387 0.32753 97611 83897
0.47792 49498 10445 0.29204 26836 79684
0.73877 38651 05505 0.22488 93420 63126
0.91953 39081 66459 0.13330 59908 51070
1.00000 00000 00000 0.02222 22222 22222
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