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Decoherence of electron spins in nanoscale systems is important to quantum technologies such as quantum
information processing and magnetometry. It is also an ideal model problem for studying the crossover between
quantum and classical phenomena. At low temperatures or in light-element materials where the spin-orbit
coupling is weak, the phonon scattering in nanostructures is less important and the fluctuations of nuclear spins
become the dominant decoherence mechanism for electron spins. Since 1950s, semiclassical noise theories have
been developed for understanding electron spin decoherence. In spin-based solid-state quantum technologies,
the relevant systems are in the nanometer scale and the nuclear spin baths are quantum objects which require
a quantum description. Recently, quantum pictures have been established to understand the decoherence and
quantum many-body theories have been developed to quantitatively describe this phenomenon. Anomalous
quantum effects have been predicted and some have been experimentally confirmed. A systematically truncated
cluster correlation expansion theory has been developed to account for the many-body correlations in nanoscale
nuclear spin baths that are built up during the electron spin decoherence. The theory has successfully predicted
and explained a number of experimental results in a wide range of physical systems. In this review, we will cover
these recent progresses. The limitations of the present quantum many-body theories and possible directions for
future development will also be discussed.
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I. INTRODUCTION
A quantum object can be in a superposition of states. An
isolated quantum object can be in a pure state with full quan-
tum coherence, a state in which each component of the super-
position has a deterministic coefficient up to a global phase
factor. Quantum coherence gives rise to a series of non-
classical phenomena such as interference and entanglement.
It is also the basis of quantum technologies [1–3], such as
quantum cryptography [4, 5], quantum-enhanced imaging and
sensing [6–8], and quantum computers [9, 10].
Realistic quantum systems are always coupled to environ-
ments, thus the quantum coherence is destroyed by the envi-
ronmental noise [11–13]. On the one hand, such decoherence
processes prevent quantum interference, restore classical be-
haviors, and pose a critical challenge to quantum technolo-
gies. On the other hand, decoherence could be utilized to re-
veal information about the environments. This prospect has
been persued for a long history in magnetic resonance spec-
troscopy [14], where the decoherence of a large number of
electronic or nuclear spins are used to reveal the interactions
and motions of atoms in bulk materials. In recent years, the
progresses in active control and measurement of single spins
have allowed single spins to be used as ultrasensitive quantum
sensors to reveal the structures and dynamics of the environ-
ments with nanoscale resolution [15–17] (see Ref. [18] for a
review).
Additionally, a great diversity of physical systems have
been proposed for spin-based quantum technologies and
quantum sensing. In particular, the spins of individual elec-
trons and atomic nuclei offer a promising combination of en-
vironmental isolation and controllability, thus they can serve
as the basic units of quantum machines: the qubits. Elec-
tronic and nuclear spins in semiconductors have distinct tech-
nical advantages such as scalability and compatability with
modern semiconductor technology [19], tunable spin proper-
ties by energy band and wavefunction engineering, and the
ability to manipulate the spins by using the well established
electron spin resonance and nuclear magnetic resonance tech-
niques as well as optical and electrical approaches [20]. Here
we concentrate on semiconductor quantum dots (QDs) [21]
and impurity/defect centers such as phosphorus and bismuth
donors in silicon [22] and nitrogen-vacancy (NV) centers in
diamond [23]. In these nanoscale systems, a few electronic or
nuclear spins (referred to as central spins for clarity) can be
addressed, so they are used as qubits, while the many unre-
solved nuclear spins form a magnetic environment that causes
decoherence of the central spins. In addition, the central spins
are directly coupled to nearby electronic spins from impuri-
ties and defects and are also influenced by charge and volt-
age fluctuations (e.g., from lattice vibration and nearby elec-
tron/hole gases and trapped charges) via spin-orbit coupling.
However, these environmental noises can be suppressed, e.g.,
by careful material and device engineering to remove para-
sitic charge and spin defects, lowering the temperature to sup-
press phonon scattering, or using light-element materials to
suppress the spin-orbit coupling. Therefore, the most relevant
noise sources for the central spins in quantum technologies
are the nuclear spins.
Since 1950s, the semiclassical picture of spectral diffusion
has been adopted to study the central spin decoherence in spin
baths[24–26]. The semiclassical theory treats the spin bath as
a source of classical magnetic noise. In modern quantum nan-
odevices, the wave function of the central spin is localized, so
the nuclear spins coupled to the central spin form a nanoscale
spin bath. The central spin and the nanoscale spin bath form a
closed system in the time scale of interest (see Fig. 1) and the
quantum nature of the spin bath becomes important. In recent
years, quantum pictures have been established to understand
the central spin decoherence. By the quantum theory, anoma-
lous quantum effects have been predicted, some of which have
been experimentally confirmed. To quantitatively describe
3FIG. 1. A central spin and the nanoscale spin bath evolve as a closed
system in the relevant timescales. The thermal distribution of the spin
bath causes a static thermal noise, and the quantum evolution of the
spin bath induces a dynamical quantum noise. The rest of universe
indicates the larger environment beyond the spin bath, which induces
classical noises (being static or dynamical).
central spin decoherence, a variety of quantum many-body
theories have been developed, including the pair-correlation
approximation [27–29], cluster expansion [30, 31], linked-
cluster expansion [32], cluster-correlation expansion (CCE)
[33, 34], disjoint cluster approximation [35, 36], and ring di-
agram approximation [37, 38]. In particular, the CCE theory
[33, 34] provides a systematic account for the many-body cor-
relations in nanoscale spin baths that lead to central spin de-
coherence. The CCE method has successfully predicted and
explained a number of experimental results in a wide range of
solid state systems. In this review, we will provide a pedagog-
ical review on the basic concepts of coherence and decoher-
ence, the recent quantum many-body theories, their relation-
ships, limitations, and possible directions for future develop-
ment.
The organization of this review is as follows. In the first
three sections, we introduce the basic concepts (Sec. II), deco-
herence theory (Sec. III) and coherence protection (Sec. IV)
based on the semi-classical noise model. Then we introduce,
in Sec. V, the concept of quantum noise and, in Sec. VI, a full
quantum picture of central spin decoherence. In Sec. VII, we
introduce the coupling of the central spin to the phonon and
nuclear spin baths and experimental measurements in paradig-
matic solid-state physical systems that identifies the nuclear
spin bath as the most relevant decohering environment. Next
we review the microscopic quantum many-body theories for
central spin decoherence in nuclear spin baths (Sec. VIII) and
discuss a series of quantum decoherence effects (Sec. IX). Fi-
nally, the possible directions for future development are dis-
cussed in Sec. X. For convenience, we take ~ = 1 throughout
this review.
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FIG. 2. A central spin quantized in a magnetic field along the z axis:
(a) geometric representation of a general pure state as a Bloch vector,
and (b) central spin evolution as the precession of the Bloch vector
around the magnetic field.
II. BASIC CONCEPTS OF SPIN DECOHERENCE
In this section, we introduce the basic concepts for the
environmental noise induced decoherence of a central spin-
1/2, including quantum coherence and decoherence, density
matrix and ensembles, classification of central spin decoher-
ence and their geometric representation with Bloch vectors,
and description of central spin decoherence caused by the
simplest environmental noises: rapidly fluctuating noise and
static noise.
Under an external magnetic field, the central spin is quan-
tized along the magnetic field (defined as the z axis) and its
evolution is governed by the Zeeman Hamiltonian
Hˆ0 = ω0Sˆ z, (1)
with two energy eigenstates | ↑〉 (spin up) and | ↓〉 (spin
down). A general pure superposition state of a spin-1/2 can
be parametrized by two real numbers θ and ϕ as
|θ, ϕ〉 ≡ cos θ
2
| ↑〉 + sin θ
2
eiϕ| ↓〉. (2)
Quantum coherence is fully preserved when the central spin
is isolated from the environment and undergoes unitary evo-
lution according to its own, deterministic Hamiltonian. For
example, the Zeeman Hamiltonian in Eq. (1) leads to the
coherent evolution |θ, ϕ〉 → e−iHˆ0t |θ, ϕ〉 = |θ, ϕ + ω0t〉. The
couplings of the central spin to the environment amounts to
measurement of the central spin by the environment (with the
results unknown to any observers though). As a result, the
central spin undergoes random collapses from a fully coherent
pure state into an incoherent mixture (i.e., a statistical ensem-
ble) of distinct pure states, i.e., quantum coherence breaking
or decoherence in short.
A. Temporal ensembles and spatial ensembles
A quantum system in a pure state |ψ〉 is described by the
density operator ρˆ = |ψ〉〈ψ|, while a quantum system that
is found in the kth distinct pure state |ψk〉 with probabil-
ity pk (k = 1, 2, · · · ) is described by the density operator
4ρˆ =
∑
k pk |ψk〉〈ψk |. In the energy eigenstates | ↑〉 and | ↓〉 of
the central spin, the density operator becomes a 2×2 density
matrix as
ρˆ =
[
ρ↑↑ ρ↑↓
ρ↓↑ ρ↓↓
]
,
where the diagonal matrix elements ρ↑↑ and ρ↓↓ describe the
population of each energy eigenstate, and the off-diagonal el-
ements ρ↓↑ = ρ∗↑↓ describe the phase correlation between dif-
ferent energy eigenstates.
The density matrix ρˆ(t) describes the statistics of many
identical measurements over an ensemble of central spins. In
recent years, single-shot measurement of a single central spin
has been demonstrated in various solid-state systems [39–
48]. For such single-spin measurements, one still need to
repeat the measurement cycle (i.e., initialization-evolution-
measurement) many times to retrieve the correct probabilities
of different measurement outcomes. In this case, each cycle
corresponds to a sample of the temporal ensemble. According
to the characteristic time scale of the noise fluctuation (see
Sec. III A 2 for more details), the environmental noises fall
into two categories: dynamical quantum noises that change
randomly during the evolution of each sample and static ther-
mal noises that remain invariant for each sample but change
randomly from sample to sample (see Sec. V for discussions
about the difference between dynamical quantum noises and
static thermal noises). Note that “noises” that remain invariant
during all repeated measurements just renormalize the exter-
nal field and do not cause decoherence, e.g., decoherence is
suppressed under fast measurements [41, 48, 49].
In traditional spin resonance measurements, a large num-
ber of spatially separated central spins are simultaneously pre-
pared, evolved, and measured. In this case, each central spin
is a sample of the spatial ensemble. Since spatially separated
spins may be subjected to different static macroscopic condi-
tions (e.g., due to inhomogeneous magnetic fields, g-factors,
and strains), this introduces additional static noises that could
qualitatively change the central spin dephasing [50]. Nev-
ertheless, since static noises are just static inhomogeneities
of the environments for different samples, they can be elimi-
nated by techniques that remove these inhomogeneities, such
as spin echo [51, 52]. It is also possible to employ environ-
mental engineering to suppress quasi-static noises. For ex-
ample, to combat electron spin decoherence in nuclear spin
baths, a widely pursued approach is to narrow the distribu-
tion of the quasi-static noise by polarizing the bath [53–55],
quantum measurements of the bath [48, 56–59], and nonlin-
ear feedback between the electron spins and the nuclear spin
baths [60–65] (see Ref. [66] for the theories about the non-
linear feedback). Thus the dynamical quantum noises are the
most relevant mechanism of central spin dephasing. Single-
spin and many-spin measurements would give similar statis-
tics if the dynamical quantum noise do not vary appreciably
for spatially separated spins.
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FIG. 3. Evolution of the Bloch vector under (a) spin relaxation and
(b) spin dephasing.
B. Classification of decoherence processes
The state of the central spin can be visualized by the Bloch
vector defined as 2〈Sˆ(t)〉 ≡ 2 Tr[Sˆρˆ(t)] through the decompo-
sition
ρˆ(t) =
Iˆ
2
+ 〈Sˆ(t)〉 · σˆ,
where Iˆ is the identity matrix and σˆ = (σˆx, σˆy, σˆz)T are Pauli
matrices along the x/y/z directions. The Bloch vector of the
general pure state |θ, ϕ〉 in Eq. (2) is a unit vector with polar
angle θ and azimuth angle ϕ [Fig. 2(a)]. The unitary evolu-
tion transforms a pure state into another pure state with the
length of the Bloch vector preserved. For example, the co-
herent evolution |θ, ϕ〉 → |θ, ϕ + ω0t〉 governed by the Zee-
man Hamiltonian in Eq. (1) is mapped to the Larmor pre-
cession of the Bloch vector around the magnetic field (z axis)
[Fig. 2(b)]: 〈S˙(t)〉 = ω0ez × 〈Sˆ(t)〉 or equivalently 〈S˙ z(t)〉 = 0
and 〈S˙ −(t)〉 = −iω0〈Sˆ −(t)〉, where S ± ≡ S x ± iS y. By con-
trast, spin decoherence transforms, via non-unitary evolution,
a pure state into a mixed state, described by a Bloch vector
with shrinking length.
The environmental noise induces two kinds of changes to
the central spin state:
1. Spin relaxation (also called longitudinal relaxation or T1
process in literature), which refers to the change of the di-
agonal populations ρ↑↑(t) and ρ↓↓(t) or equivalently the lon-
gitudinal component of the Bloch vector 2〈Sˆ z(t)〉 = ρ↑↑(t)−
ρ↓↓(t), as shown in Fig. 3(a).
2. Spin dephasing (also called transverse relaxation or T2 pro-
cess in literature), which refers to the decay of the off-
diagonal coherence
L(t) ≡ ρ↑↓(t)
ρ↑↓(0)
=
〈Sˆ −(t)〉
〈Sˆ −(0)〉
(3)
or equivalently the transverse components 〈Sˆ x(t)〉 =
Re ρ↑↓(t) and 〈Sˆ y(t)〉 = − Im ρ↑↓(t) of the Bloch vector, as
shown in Fig. 3(b).
The spin relaxation (T1 process) is always accompanied by
spin dephasing (T2 process), but there are two kinds of phys-
ical mechanisms that contribute to pure dephasing (i.e., with-
out causing spin relaxation): (1) dynamical quantum noises
5lead to “true” decoherence (Tϕ process) [67]; (2) static ther-
mal noises lead to inhomogeneous dephasing (T ∗2 process).
For T1 and Tϕ processes, to provide an intuitive physical pic-
ture, we only consider noises that flucutate and hence lose
memory much faster than central spin decoherence.
C. Spin relaxation (T1 process)
When the environmental noise induces the central spin flip
between | ↑〉 and | ↓〉, the central spin energy changes by
an amount ω0, which is compensated by the environment to
ensure the conservation of energy. For noises that fluctuate
rapidly and hence lose memory much faster than the central
spin relaxes, the random central spin flip is memoryless, i.e.,
the central spin state at time t completely determines its state
at the next instant. If ρˆ(t) = |ψ〉〈ψ| is a pure superposition
|ψ〉 ≡ |ψ↑〉 + |ψ↓〉 of the spin-up component |ψ↑〉 and spin-
down component |ψ↓〉 and the environment induces the ran-
dom jump | ↑〉 → | ↓〉 at a constant rate γ [Fig. 3(a)], then
during a small interval dt, the component |ψ↓〉 remains in-
tact, while |ψ↑〉 has a probability γdt to incoherently jump to
Sˆ −|ψ↑〉 = Sˆ −|ψ〉. Therefore, the central spin state at the next
instant t + dt is given by the density matrix
ρˆ(t + dt) = Mˆ1ρˆ(t)Mˆ
†
1 + Mˆ0ρˆ(t)Mˆ
†
0 ,
which describes the incoherent mixture of the collapsed com-
ponent
√
γdtSˆ −|ψ〉 ≡ Mˆ1|ψ〉 and the non-collapsed compo-
nent
|ψ↓〉 +
√
1 − γdt|ψ↑〉 ≈ e−(γdt/2)Sˆ †−Sˆ − |ψ〉 ≡ Mˆ0|ψ〉.
This evolution corresponds to a general binary-outcome weak
measurement of the central spin by the environment (with the
results unknown to any observers): depending on the two pos-
sible outcomes, the central spin collapses to Mˆ1|ψ〉 or Mˆ0|ψ〉.
The central spin evolution due to the random jump | ↑〉 → | ↓〉
is
[ρ˙(t)]|↑〉→|↓〉 ≡ ρˆ(t + dt) − ρˆ(t)dt = γD[Sˆ −]ρˆ(t),
where D[Lˆ]ρˆ ≡ LˆρˆLˆ† − {Lˆ†Lˆ, ρˆ}/2 is the standard Lindblad
form for dissipation.
In general, an environment could not only induce | ↑〉 → | ↓
〉 by absorbing an energy quantum ω0 from the central spin,
but also induce the reverse process | ↓〉 → | ↑〉 by delivering
an energy quantum ω0 to the central spin. When the envi-
ronment is in thermal equilibrium with an inverse temperature
β ≡ 1/(kBTenv), the latter process would be slower than the
former process by a Boltzman factor e−βω0 , e.g., for Tenv = 0,
the environment is in its ground state and hence cannot deliver
the energy quantum ω0, so the latter process is blocked. In-
cluding both processes, the environment induced central spin
evolution is described by
[ρ˙(t)]T1 = γ(D[Sˆ −]+e−βω0D[Sˆ +])ρˆ(t) =
−
ρ↑↑(t)−ρeq↑↑
T1
− ρ↑↓(t)2T1
− ρ↓↑(t)2T1 −
ρ↓↓(t)−ρeq↓↓
T1
 ,
(4)
which is characterized by a single time constant T1 ≡ [(1 +
eβω0 )γ]−1 (so-called spin relaxation time) and drives the cen-
tral spin into thermal equilibrium with the environment:
ρˆeq ≡ e
−βHˆ0
Tr e−βHˆ0
=
[ 1
1+eβω0 0
0 e
βω0
1+eβω0
]
.
During the spin relaxation process, both the populations and
the off-diagonal coherence of the central spin exponentially
decay to their respective thermal equilibrium values, with the
decay rate of the latter being only half that of the former.
D. “True” decoherence by dynamical quantum noises (Tϕ
process)
During pure dephasing, the environmental noise induces
random jumps of the relative phase between the energy eigen-
states | ↑〉 and | ↓〉 of the central spin. For noises that
lose memory much faster than the spin dephasing, the central
spin evolution is memoryless. Again we take ρˆ(t) = |ψ〉〈ψ|
and assume that the environment induces the random phase
jump |ψ〉 → σˆz|ψ〉 at a constant rate γϕ. The central spin
state at the next instant t + dt is an incoherent mixture of√
γϕdtσˆz|ψ〉 ≡ Mˆc|ψ〉 and√
1 − γϕdt|ψ〉 ≈ e−(γϕdt/2)σˆ†z σˆz |ψ〉 ≡ Mˆnc|ψ〉,
described by the density matrix ρˆ(t + dt) = Mˆcρˆ(t)Mˆ
†
c +
Mˆncρˆ(t)Mˆ
†
nc. This incoherent collapse corresponds to a gen-
eral binary-outcome weak measurement of the central spin by
the environment (with the results unknown to any observers).
The central spin evolution due to this process assumes the
standard Lindblad form
[ρ˙(t)]Tϕ = γϕD[σˆz]ρˆ(t) =
 0 − ρ↑↓(t)Tϕ− ρ↓↑(t)Tϕ 0
 , (5)
which is characterized by a single time constant Tϕ ≡ 1/(2γϕ)
(so-called pure dephasing time). During “true” decoherence,
the longitudinal Bloch vector component remain invariant,
while the magnitude of the transverse components decay ex-
ponentially on a time scale Tϕ [Fig. 3(b)].
E. Inhomogeneous dephasing by static thermal noises (T ∗2
process)
In the presence of static noises, the central spin evolution is
governed by the Hamiltonian Hˆb ≡ Hˆ0 + b˜ · Sˆ, where the lo-
cal field b˜ remains static for each sample of the ensemble but
fluctuates from sample to sample according to a certain proba-
bility distribution Pinh(b). For a sample subjected to the local
field b, the central spin undergoes unitary evolution ρˆb(t) =
e−iHˆbtρˆ(0)eiHˆbt and its Bloch vector 〈Sˆ(t)〉b ≡ Tr[Sˆρˆb(t)] un-
dergoes coherent precession 〈S˙(t)〉b = (ω0ez + b) × 〈Sˆ(t)〉b
6… 
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FIG. 4. Geometric representation of inhomogeneous dephasing due
to averaging over an ensemble of coherently precessing samples.
that preserves its length. The density matrix that describes the
ensemble,
ρˆ(t) =
∫
ρˆb(t)Pinh(b)db, (6)
and the Bloch vector
〈Sˆ(t)〉 =
∫
〈Sˆ(t)〉bPinh(b)db.
In principle, the inhomogeneous distribution of the local field
can result in both spin relaxation and spin dephasing.
When the external field is much stronger than the noise
field, the transverse noises b˜x, b˜y can hardly tilt the preces-
sion axis away from the z axis. In this case, the longitudi-
nal spin relaxation is suppressed by the large energy splitting
ω0 between the spin-up | ↑〉 and spin-down | ↓〉 eigenstates,
and only pure dephasing by the longitudinal noise b˜z occurs
(see Fig. 4): the different precession frequencies of different
samples lead to progressive spread out of their azimuth angles
ϕ j(t) = (ω0 + b j)t and hence decay of the transverse Bloch
vector components 〈Sˆ −(t)〉. The off-diagonal coherence (the
intrinsic phase factor e−iω0t removed)
Linh(t) =
∫
e−ibtPinh(b)db (7)
decays on a time scale T ∗2 ∼ inverse of the characteristic width
of the static noise distribution Pinh(b). Such decay by classi-
cal ensemble averaging over static noises is called inhomoge-
neous dephasing (T ∗2 process). For the commonly encountered
Gaussian distribution
Pinh(b) =
1√
2pibrms
e−b
2/(2b2rms), (8)
the spin coherence shows the Gaussian decay:
Linh(t) = e−(t/T
∗
2 )
2
, (9a)
T ∗2 =
√
2
brms
. (9b)
As will be discussed in Sec. IV, the T ∗2 process can be com-
pletely removed by spin echo techniques.
F. Summary
Including the unitary evolution under the external field [Eq.
(1)] and a fixed local field b, as well as the T1 and Tϕ processes
caused by rapidly fluctuating noises that lose memory much
faster than central spin decoherence [Eqs. (4) and (5)], the
density matrix of the central spin obeys the Lindblad master
equation
ρ˙b(t) = −i[Hˆ0 + bSˆ z, ρˆb(t)] −

[ρˆb(t)]↑↑−ρeq↑↑
T1
[ρˆb(t)]↑↓
T2
[ρˆb(t)]↓↑
T2
[ρˆb(t)]↓↓−ρeq↓↓
T1
 ,
where T2 ≡ [1/(2T1) + 1/Tϕ]−1 (≤ 2T1) is the spin dephas-
ing time. In the presence of inhomogeneous dephasing, the
density matrix ρˆ(t) is obtained by averaging ρˆb(t) over the dis-
tribution of b. Note that although spin relaxation imposes an
upper limit on the spin dephasing time via T2 ≤ 2T1, in typi-
cal cases of central spin decoherence T2 is much shorter than
T1 and is limited by pure dephasing (Tϕ and T ∗2 processes).
III. SEMICLASSICAL NOISE THEORY FOR SPIN
DECOHERENCE
A simple theoretical treatment of spin decoherence is to de-
scribe the environment as a source of classical magnetic noise
b˜(t) with zero mean 〈b˜(t)〉 = 0, so the central spin Hamilto-
nian is
Hˆ(t) = ω0Sˆ z + b˜(t) · Sˆ. (10)
The time-dependent transverse noises b˜±(t) ≡ b˜x(t) ± ib˜y(t)
could randomly tilt the precession axis away from the z axis,
flip the central spin between the unperturbed eigenstates | ↑〉
and | ↓〉, and hence induce spin relaxation. The longitudi-
nal noise b˜z(t) randomly modulates the central spin precession
frequency along the z axis and induce pure dephasing. Here
we consider a strong external magnetic field and hence a large
unperturbed precession frequency ω0, so that the noise can be
treated as a perturbation.
A. Basic concept of classical noise
We take a real, scalar noise b˜(t) with zero mean 〈b˜(t)〉 = 0
to explain some basic concepts of classical noises. A clas-
sical noise is specified by the probability distribution for
each realization of the noise, e.g., the probability distribution
P(b0, b1, · · · ) for the noise b˜n ≡ b˜(tn) at all the time points
tn ≡ n∆t. Below we introduce two important characteristics of
noises: statistics and auto-correlations (or equivalently spec-
tra). We will particularly focus on Gaussian noises, which are
the simplest and yet a commonly encountered type of noise
statistics. Among various noise spectra, we highlight two sim-
ple cases, namely, static noises and rapidly fluctuating noises
that lose memory much faster than central spin decoherence.
1. Statistics
According to the form of P(b0, b1, · · · ), noises are often
classified as Gaussian or non-Gaussian. Gaussian noises are
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one of the simplest and most widely encountered noises. For a
Gaussian noise, the random variables b˜0, b˜1, · · · obey the mul-
tivariate normal distribution
P(b0, b1, · · · ) ∝ e−(1/2)
∑
i j bi(C−1)i jb j , (11)
where C−1 is a positive-definite symmetric matrix. In the con-
tinuous form, the Gaussian distribution as a functional of the
noise b˜(t) has the form P[b(t)] ∝ e(−1/2)
∫
dt1
∫
dt2b(t1)C−1(t1,t2)b(t2),
where C−1(t1, t2) is a positive-definite symmetric matrix. As
a key property, an arbitrary linear combination ϕ˜ ≡ ∑n cnb˜n
of Gaussian random variables is still Gaussian, i.e., still obeys
normal distribution. Averaging over Gaussian noises can be
obtained explicitly, e.g.,
〈eiϕ˜〉 = e−〈ϕ˜2〉/2, (12)
which can be readily verified by assuming that ϕ˜ obeys Gaus-
sian distribution P(ϕ) ≡ e−ϕ2/(2σ2)/(√2piσ). As suggested by
Eq. (11), the distribution and hence all moments of the Gaus-
sian noise are completely determined by the matrix C:
〈b˜ib˜ j〉 = (C)i, j, (13a)
〈b˜ib˜ jb˜kb˜l〉 = (C)i, j(C)k,l + (C)i,k(C) j,l + (C)i,l(C) j,k,
(13b)
· · ·
〈b˜i1 b˜i2 · · · b˜i2M 〉 =
∑
P
(C)ip1 ip2 (C)ip3 ip4 · · · (C)ip2M−1 ip2M , (13c)
where
∑
P runs over all possible pairings of {i1, · · · , i2M}.
Equation (13) is the Wick’s theorem for Gaussian noises, and
Eq. (13a) shows that the matrix C in Eq. (11) is the covariance
matrix of the Gaussian noise.
2. Noise auto-correlations
A classical noise is usually characterized by its auto-
correlation
C(τ) = 〈b˜(τ)b˜(0)〉, (14)
or equivalently the noise spectrum (the power distribution)
S (ω) ≡
∫
eiωτC(τ)dτ, (15)
both of which are even functions. The auto-correlation C(τ)
is usually maximal at τ = 0 and decays with increasing |τ|.
For example, the electron spin bath is usually modelled by the
Ornstein-Uhlenbeck noise [68–71], which is Gaussian and has
the auto-correlation
C(τ) = b2rmse
−|τ|/τc (16)
and the noise spectrum
S (ω) = 2pib2rmsδ
(1/τc)(ω), (17)
where δ(γ)(∆) ≡ (γ/pi)/(∆2 + γ2) is the Lorentzian shape func-
tion.
The auto-correlation or noise spectrum has three important
properties: auto-correlation (or memory) time τc, the behavior
of high-frequency cutoff, and the noise power b2rms ≡ 〈b˜2(0)〉 =〈b˜2(t)〉. The auto-correlation time τc, which quantifies how
fast the noise fluctuates, is the characteristic time for the auto-
correlation to decay. Equivalently, 1/τc is the characteristic
cutoff frequency above which the noise spectrum decays sig-
nificantly [see Eqs. (16) and (17) for the Ornstein-Uhlenbeck
noise]. If τc is large compared with the achievable time scale
of control over the central spin and the high-frequency tail
of the spectrum decays faster than power-law decay, then the
noise is said to have a hard high-frequency cutoff. Otherwise,
the noise has a soft cutoff. For example, the noise spectrum
of the Debye phonon bath [72], S (ω) = 2αωΘ(ωD − ω) with
Θ(ω) the Heaviside step function, has a hard cut-off, while
that of the Ornstein-Uhlenbeck noise has a soft cutoff as it de-
cays as 1/ω2 at high frequency. The noise power is equal to
the area of the noise spectrum:
b2rms =
∫ ∞
−∞
S (ω)
dω
2pi
=
∫ ∞
0
S (ω)
dω
pi
.
For a fixed noise power, rapidly fluctuating noise has a low
and broad spectrum [Fig. 5(a)], while slowly fluctuating noise
has a high and narrow spectrum [Fig. 5(b)]. As will be dis-
cussed in Sec. III C, the broad noise spectrum underlies the
motional narrowing phenomenon in magnetic resonance spec-
troscopy [14, 25].
3. Markovian and non-Markovian noises and stochastic processes
Considering that there is considerable inconsistency in
the terminology of Markovian/non-Markovian stochastic pro-
cesses, noises, and decoherence, here we would like to make
8clear our usage of terminology, yet without the intention of
unifying the usage in the vast literature. We note that it is use-
ful to distinguish the noise and the stochastic process (such
as phonon scattering, atom-atom collisions, and nuclear spin
flip-flips) that causes the noise.
A classical noise as the collection of the random variables
b˜n ≡ b˜(tn) at all the time points tn ≡ n∆t is characterized
by the probability distribution P(b0) of b˜0 and the probability
distribution P(bn|b0, · · · , bn−1) of b˜n conditioned on b˜k being
bk (k = 0, 1, · · · , n − 1). The noise is caused by certain mi-
croscopic stochastic processes. A stochastic process is called
Markovian or memoryless if the distribution of b˜n depends
on b˜n−1 only, i.e., P(bn|b0, · · · , bn−1) = P(bn|bn−1), so that the
probability distribution of the noise can be written as
P(b0, b1, b2, · · · ) = P(b0)P(b1|b0)P(b2|b1) · · · . (18)
Physically, this occurs when the stochastic process (such as a
phonon scattering, an atom-atom collision, or a nuclear spin
flip-flop) takes a time much shorter than the timescale un-
der consideration. For example, the atom-atom collision is
Markovian under the impact approximation, and a phonon
scattering is Markovian for a timescale much greater than ∼ 1
picosecond. On the other hand, a noise, being caused by either
a Markovian or non-Markovian stochastic process, is labeled
as Markovian or memoryless when its auto-correlation time
τc is much shorter than the central spin decoherence time. In
general a Markovian or non-Markovian noise could be pro-
duced by either a non-Markovian or Markovian stochastic
process.
For example, the Ornstein-Uhlenbeck noise [Eqs. (16)
and (17)] is caused by the Ornstein-Uhlenbeck process,
which is characterized by a Gaussian distribution P(b0) =
e−b20/(2b2rms)/(
√
2pibrms) for the initial value b˜0 and a Gaussian
conditional distribution for b˜n [73]:
P(bn|bn−1, · · · , b0) = P(bn|bn−1) = e
−(bn−e−∆t/τc bn−1)2/(2σ2)
√
2piσ
,
(19)
where σ = brms
√
1 − e−2∆t/τc . Obviously, the Ornstein-
Uhlenbeck process is Markovian since the distribution of b˜n
only depends on bn−1. However, the Ornstein-Uhlenbeck
noise has the auto-correlation 〈b˜nb˜m〉 = b2rmse−|tn−tm |/τc [see Eq.
(16) for its continuous form], so it could be either Marko-
vian or non-Markovian depending on whether or not its auto-
correlation time τc is much larger than the central spin deco-
herence time. In addition, the Ornstein-Uhlenbeck noise is
also Gaussian since its distribution function P(b0, b1, · · · ) can
be put into the form of Eq. (11).
Under the classification based on τc, two kinds of noises
are relatively simple: quasistatic noise with τc  duration of
each measurement cycle (∼ central spin decoherence time),
and Markovian noise with τc  duration of each measure-
ment cycle. The static noise b˜(t) = b˜ is completely specified
by its static distribution Pinh(b), so inhomogeneous dephasing
caused by static noise can be easily treated (see Sec. II E). The
Markovian noise gives memoryless random jumps of the cen-
tral spin, as described intuitively in Sec. II C (for T1 process)
and Sec. II D (for Tϕ process) in terms of two phenomenolog-
ical jump rates γ and γϕ.
B. Spin relaxation by transverse noises
For the sake of simplicity, let us assume b˜z(t) = 0. The
transverse noise induced central spin flip can be understood
in a simple physical picture first proposed by Bloembergen,
Purcell, and Pound [14, 74]: the fourier spectrum b˜±(ω) of the
transverse noises b˜±(t) may have nonzero components near
the unperturbed spin precession frequency ω0 and these com-
ponents would induce resonant transitions between the two
unperturbed eigenstates | ↑〉 and | ↓〉 at a rate proportional to
the noise spectrum S (ω) ≡ ∫ 〈b˜−(τ)b˜+(0)〉eiωτdτ ∝ 〈|b˜±(ω)|2〉
at frequency ω0.
Usually the noise must fluctuate rapidly (τc . 1/ω0) in or-
der for its spectrum to have a significant high frequency com-
ponent atω0, so usually τc  central spin relaxation time (T1),
i.e., the noise is Markovian. When 〈b˜−(t)b˜+(t′)〉 is the only
nonvanishing noise auto-correlation, the Born-Markovian ap-
proximation [14] gives the intuitive result [Eq. (4)] for the
environment induced central spin evolution, with β = 0 (i.e.,
the classical noise is equivalent to an environment at infinite
temperature) and an explicit expression for the central spin
jump rate:
γ =
1
2T1
=
S (ω0)
4
,
which is the noise spectrum at the central spin transition fre-
quency ω0 (as spin relaxation involves an energy transfer ω0),
thus a rapidly fluctuating Markovian noise with τc . 1/ω0
contributes significantly to spin relaxation [Fig. 5(a)], while
non-Markovian noises contribute negligibly [Fig. 5(b)].
C. Pure dephasing by longitudinal noises
Here we assume b˜x(t) = b˜y(t) = 0 and write b˜z(t) as b˜(t)
for brevity. In the interaction picture with respect to Hˆ0, the
Hamiltonian
Hˆ(t) = Sˆ zb˜(t), (20)
describes the random jumps of the central spin transition fre-
quency or equivalently diffusion of the resonance line (similar
to Brownian motion). Therefore this model has been known
as random frequency modulation or spectral diffusion in the
context of magnetic resonance spectroscopy following the pi-
neering work of Anderson [24, 25, 73] and Kubo [26]. In the
context of quantum computing, this model was elaborated by
de Sousa and Das Sarma [75–77] to explain the spin echo ex-
periments for donor electron spins in silicon [78–82]. The the-
ory gives reasonable order-of-magnitude agreement (within a
factor of 3) for the dephasing time, but fails to explain the e−τ2
decay of the echo envelope [83].
For a general noise, a random relative phase
ϕ˜(t) ≡
∫ t
0
b˜(t′)dt′ (21)
9is accumulated between the unperturbed eigenstates | ↑〉 and
| ↓〉, leading to the decay of the off-diagonal coherence
L(t) = 〈e−iϕ˜(t)〉. (22)
In contrast to spin relaxation caused by the high frequency
part (near ω0) of the noise, the pure dephasing is dominated
by low-frequency part of the noise (see Fig. 5), because high
frequency components ω  1/t are effectively averaged out
in Eq. (21).
Significant dephasing appears when the root-mean-square
phase fluctuation
√〈ϕ˜2(t)〉 attains unity, i.e., the dephasing
time T2 can be estimated from 〈ϕ˜2(T2)〉 = 1, where
〈ϕ˜2(t)〉 =
∫ t
0
dt1
∫ t
0
dt2 〈b˜(t1)b˜(t2)〉. (23)
Here the accumulation of the random phase depends crucially
on the ratio between τc and T2:
1. Quasi-static noise (τc  1/brms ∼ T2). Here ϕ˜(t) ≈ b˜t
and hence the phase fluctuation
√〈ϕ˜2(t)〉 ≈ brmst increases
linearly with time. This gives inhomogeneous dephasing on
a time scale T2 = T ∗2 ∼ 1/brms  τc, consistent with the
discussion in Sec. II E. In this regime, the dephasing time is
determined only by the noise power and is independent of
τc.
2. Markovian noise (τc  1/brms  T2). The noise tends
to average out itself during a single measurement cycle,
leading to slow, diffusive increase of the phase fluctuation√〈ϕ˜2(t)〉 ∼ (brmsτc)√t/τc. This result can also be obtained
from Eq. (23) by noting that only |t1 − t2| . τc contributes
significantly to the integral. This gives “true” decoherence
on a time scale T2 = Tϕ ∼ 1/(b2rmsτc)  1/brms  τc. Actu-
ally, the use of Born-Markovian approximation recovers the
intuitive result [Eq. (5)] with an explicit expression for the
central spin jump rate:
γϕ =
1
2Tϕ
=
S (0)
4
∼ b2rmsτc  brms, (24)
which is the noise spectrum at zero frequency (as pure de-
phasing involves no energy transfer). The above discussions
show that faster fluctuations of the noise lead to longer de-
phasing time or, in terms of the fourier transform of L(t),
narrower magnetic resonance line. This is the motional nar-
rowing phenomenon in magnetic resonance spectroscopy
[14, 25], where the random motion of atoms makes the mag-
netic noise fluctuate rapidly and hence reduces the width of
the magnetic resonance line of the central spin.
On sufficiently short time scales, any noise with a hard
high-frequency cutoff becomes static and the small random
phase can be treated up to the second order to give Gaussian
inhomogeneous dephasing Linh(t) = e−(brmst)
2/2 [cf. Eq. (9)].
However, the entire dephasing profile over the time scale ∼ T2
depends on the specific statistics and auto-correlation of the
noise.
If the noise is Gaussian, then the dephasing can be obtained
from Eq. (12) as [24]
L(t) = e−〈ϕ˜
2(t)〉/2.
According to the discussions following Eq. (23), quasi-static
noise (brmsτc  1) gives Gaussian inhomogeneous dephasing
Linh(t) = e−(t/T
∗
2 )
2
on a short time scale T ∗2 ∼
√
2/brms  τc,
consistent with Eq. (9). Markovian noise (brmsτc  1)
gives exponential “true” decoherence L(t) = e−t/Tϕ on a much
longer time scale Tϕ ∼ 1/(b2rmsτc)  τc, consistent with Eq.
(24). In the intermediate regime, the dephasing profile de-
pends sensitively on the noise spectrum, e.g., the spectrum of
the Ornstein-Uhlenbeck noise in Eqs. (17) gives
L(t) = exp(−b2rmsτct + b2rmsτ2c(1 − e−|t|/τc )),
which reduces to the exponential decoherence with Tϕ =
1/(b2rmsτc) for t  τc and the Gaussian inhomogeneous de-
phasing with T ∗2 =
√
2/brms for t  τc.
IV. SEMI-CLASSICAL NOISE THEORY OF DYNAMICAL
DECOUPLING
Dynamical decoupling (DD) is a powerful approach to sup-
pressing the central spin decoherence. The key idea is to dy-
namically average out the coupling of the central spin to the
environment by frequently flipping the central spin. The DD
approach originated from the Hahn echo in nuclear magnetic
resonance [51] and was later developed for high-precision
magnetic resonance spectroscopy [84–86]. Then the idea of
DD was introduced in quantum computing [87–90], which
stimulated numerous studies on applications and extensions
to suppressing qubit decoherence for quantum computing (see
Ref. [91] for a review).
DD can efficiently suppress decoherence when the DD in-
duced central spin flip is much faster than the auto-correlation
time τc of the environmental noise, so that the lost coherence
can be retrieved before it is dissipated irreversibly in the en-
vironment. According to Sec. III B, spin relaxation is usu-
ally dominated by Markovian noise with τc . 1/ω0, while
flipping the central spin usually requires a duration & 1/ω0,
thus DD is inefficient for suppressing spin relaxation. As dis-
cussed in Sec. III C, pure dephasing is usually dominated by
non-Markovian noises and especially static noise, so DD is
efficient for combating pure dephasing. Therefore, we only
consider pure dephasing in this section.
In a general N-pulse DD scheme, the N instantaneous pi-
pulses are applied successively at τ1 < τ2 < · · · < τN to
induce the flip between | ↑〉 and | ↓〉 and the central spin is
measured at a later time td. In the Schro¨dinger picture, the
central spin Hamiltonian consists of the external field term Hˆ0
[Eq. (1)], the DD control term
Hˆc(t) =
N∑
n=1
piδ(t − τn)Sˆ x, (25)
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and the noise term b˜(t)Sˆ z. A convenient way is to work in
the interaction picture with respect to Hˆ0 + Hˆc(t), where the
central spin Hamiltonian is [cf. Eq. (20)]
Hˆ(t) = s(t)b˜(t)Sˆ z (26)
and s(t) is the DD modulation function: it starts from s(0) =
+1 and changes its sign every time the central spin is flipped
by a pi-pulse, i.e., each pi-pulse in the DD switches the sign of
the environmental noise. The spin decoherence in the absence
of any control is called free-induction decay (FID), which cor-
responds to a constant modulation function s(t) ≡ +1.
Intuitively, when the sign switch by DD is more frequent
than the fluctuation of the noise b˜(t) (τc > pulse interval), DD
could effectively speed up the noise fluctuation and suppress
dephasing efficiently (reminiscent of motional narrowing). On
the other hand, when the sign switch coincides with the char-
acteristic fluctuation of a noise, DD could resonantly enhance
the effect of the noise b˜(t), causing rapid decoherence. Below
we discuss two important cases: static noises and and Gaus-
sian noises.
If the noise is static during each measurement cycle [0, td],
then ϕ˜(td) = b˜
∫ td
0 s(t)dt vanishes when td satisfies the echo
condition: ∫ td
0
s(t)dt = 0. (27)
This means that a static noise can be completely eliminated at
the echo time td. The simplest DD scheme is Hahn echo [51],
where a pi-pulse is applied at τ followed by a measurement at
td = 2τ.
For Gaussian noises, the central spin dephasing is com-
pletely determined by the noise auto-correlation:
L(td) = e−〈ϕ˜
2(td)〉/2, (28)
where [92]
〈ϕ˜2(td)〉 = t2d
∫ ∞
−∞
S (ω)F(ωtd)
dω
2pi
(29)
is determined by the overlap integral of the noise spectrum
S (ω) ≡ ∫ ∞−∞〈b˜(t)b˜(0)〉eiωtdt = S (−ω) and the dimensionless
noise filter
F(ωtd) ≡ 1
t2d
∣∣∣∣∣∣
∫ td
0
s(t)e−iωtdt
∣∣∣∣∣∣2 = F(−ωtd), (30)
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FIG. 7. (a) Noise filter functions for FID (N = 0) and CPMG-N
sequence for fixed total evolution time td. (b) CPMG-N filter function
for fixed pulse interval τ.
which is related to the fourier transform of the DD modulation
function s(t) and obeys F(ωtd) ≤ 1 as well as the normaliza-
tion
∫ ∞
−∞ F(ωtd)dω = 2pi/td.
This noise filter formalism [92] provides a physically trans-
parent undertanding of dephasing caused by Gaussian noise
and its control by DD in the frequency domain, e.g., coher-
ence protection can be achieved by designing the noise filter
to minimize the overlap integral in Eq. (29).
For FID, the filter
FFID(ωtd) =
sin2(ωtd/2)
(ωtd/2)2
≡ sinc2 ωtd
2
(31)
passes low-frequency noises (ω . pi/td) but attenuates high
frequency noises (ω & pi/td) (black solid line in Fig. 6), i.e.,
low frequency noises are most effective in causing pure de-
phasing. For quasi-static noise (τc  td), the noise spectrum
(blue line in Fig. 6) is well within the low-pass regime of the
filter (black line in Fig. 6), so all noise power passes, leading
to rapid inhomogeneous dephasing [Eq. (9)]. For Markovian
noise (τc  td), the noise spectrum is broad (red line in Fig.
6) and remains nearly a constant S (ω) ≈ S¯ ∼ b2rmsτc within
the low-pass regime, so 〈ϕ˜2(td)〉 ≈ S¯ td leads to exponential
dephasing on a time scale ∼ 1/S¯ ∼ 1/(b2rmsτc)  inhomoge-
neous dephasing time.
A particularly interesting DD sequence is the N-pulse
Carr−Purcell−Meiboom−Gill (CPMG-N) [93, 94] consisting
of N instantaneous pi-pulses applied at τn = td(n − 1/2)/N
(n = 1, 2, · · · ,N), respectively. The filter for CPMG-N con-
trol is
FCPMG−N(ωtd) = 2
sin4 ωtd4N
cos2 ωtd2N
1 ∓ cos(ωtd)
(ωtd/2)2
(upper sign for even N and lower sign for odd N), which, for
N  1, has a primary peak at ω = Npi/td = pi/τ (τ ≡ td/N is
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the pulse interval) and a bandwidth ∼ pi/td (see Fig. 7). Near
this peak,
FCPMG−N(ωtd) ≈ 4
pi2
e−t
2
d(ω−Npi/td)2/12 =
4
pi2
e−N
2τ2(ω−pi/τ)2/12.
As mentioned before, for the DD to be efficient, the pulses
must be applied faster than the noise auto-correlation time
(τ < τc). For CPMG-N, this is equivalent to that the fil-
ter’s peak frequency pi/τ > noise cutoff frequency 1/τc. For
Markovian noise with τc  τ, the noise spectrum is nearly
constant over the entire band-pass window of the filter, so DD
has no effect.
V. QUANTUM NOISE VERSUS CLASSICAL NOISE
In the semiclassical theory of central spin decoherence, the
central spin is treated as a quantum object, while the spin bath
is approximated by a classical noise. In spin-based solid-state
quantum technologies, the nanoscale spin bath is also a quan-
tum object and requires a quantum description. Within the
characteristic time scale of central spin decoherence, the cen-
tral spin and the spin bath can be regarded as a closed quantum
system (see Fig. 1). Here we are only interested in the most
relevant mechanism for electron spin decoherence in nuclear
spin baths: pure dephasing, i.e., we assume that the central
spin transition frequency ω0 is far beyond the high-frequency
cutoff of the bath noise spectrum. In this case, the central
spin and the bath are described by a general pure dephasing
Hamiltonian [27–29]
Hˆ = HˆB + bˆSˆ z (32)
in the interaction picture with respect to Hˆ0 [Eq. (1)], where
HˆB is the bath Hamiltonian and bˆ is the bath noise operator
coupled to the central spin.
Below we will classify the noises from the spin bath into
two categories according to their natures, namely, static ther-
mal noises and dynamical quantum noises. It should be noted
that the noises from the “rest of universe” (Fig. 1), which is
taken as classical, can be static or dynamical. Ultimately, all
noises have a quantum origin (e.g., the thermal distribution of
a spin bath can be ascribed to entanglement between the bath
and the rest of universe). Here the static thermal noise and
the dynamical quantum noise are differentiated in the sense
that the spin bath and the central spin are regarded as a closed
quantum system in the timescale of interest.
A. Static thermal noises
The initial state of the bath is the maximally mixed thermal
state (relevant for nuclear spin baths):
ρˆ
eq
B =
Iˆ
Tr Iˆ
=
∑
J
PJ |J〉〈J|, (33)
When [bˆ, HˆB] = 0, {|J〉} can be chosen as the common eigen-
states of bˆ and HˆB. If the initial state of the bath were a pure
state |J〉, then it would remain in |J〉, and during the mea-
surement cycle the central spin would evolve under a constant
noise field bJ = 〈J|bˆ|J〉 from ρˆ(0) to ρˆJ(t) ≡ e−ibJ Sˆ ztρˆ(0)eibJ Sˆ zt
with an oscillating off-diagonal coherence L(t) = e−ibJ t, while
the coupled system would evolve as
ρˆ(0) ⊗ |J〉〈J| evolution−→ ρˆJ(t) ⊗ |J〉〈J|.
The ensemble average over the thermal distribution in Eq.
(33) gives the evolution
ρˆ(0) ⊗
∑
J
PJ |J〉〈J| evolution−→
∑
J
ρˆJ(t) ⊗ PJ |J〉〈J|
which coincides with the decoherence induced by a static
noise with the distribution Pinh(b) ≡ ∑J PJδ(b − bJ) (see Eq.
(7) of Sec. II E). In this sense, the thermal noise (caused by the
thermal distribution of the bath states) amounts to inhomoge-
neous dephasing. The static thermal noise usually dominates
the FID of central spin coherence, but it can be completely
removed by DD at the echo time.
B. Dynamical quantum noises
When [Hˆ, bˆ] , 0, the eigenstate of the noise operator bˆ is
not necessarily the eigenstate of HˆB. Thus even if the bath is
initially in an eigenstate of bˆ, the intrinsic bath Hamiltonian
HˆB would drive the bath into different eigenstates, producing
a dynamical noise on the central spin. This noise is best de-
scribed in the interaction picture of the bath, where the total
Hamiltonian
Hˆ(t) = bˆ(t)Sˆ z (34)
with the noise operator in the interaction picture, bˆ(t) ≡
eiHˆBtbˆe−iHˆBt, being the quantum analog of the classical noise
b˜(t). Note that if [Hˆ, bˆ] = 0, then bˆ(t) would have no time
depehence. Thus the dynamical nature of the noise is ascribed
to the quantum nature of the bath 1. The quantum noise bˆ(t)
at different times, in contrast to the classical noise, does not
commute in general. So the decoherence of the central spin,
L(t) = 〈(T¯ e−(i/2)
∫ t
0 bˆ(t
′)dt′ )(T e−(i/2)
∫ t
0 bˆ(t
′)dt′ )〉
involves the time-ordering (anti-time-ordering) superoperator
T (T¯ ). For a large many-body bath, the effect of the dynam-
ical noise is similar for most initial states |J〉. Therefore the
central spin coherence can be approximated as
L(t) ≈ Linh(t)Ldyn(t) (35)
1 Here the central spin and the spin bath forms a close system, so the thermal
noise from the spin bath is static and the quantum noise from the spin
bath is dynamical. Noises from other environments that are not explicitly
included in our model [Eq. (32)] can also be dynamical and often treated
as classical.
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up to a global phase factor, i.e., the decoherence can be sep-
arated into the effect of the static thermal noise, i.e., Linh(t)
in Eq. (7), and that due to the dynamical quantum noise (the
“true” decoherence), i.e.,
Ldyn(t) = 〈J|(T¯ e−(i/2)
∫ t
0 bˆ(t
′)dt′ )(T e−(i/2)
∫ t
0 bˆ(t
′)dt′ )|J〉. (36)
Note that |Ldyn(t)| is similar for most initial states |J〉 of a large
many-body bath.
In the presence of DD control Hamiltonian Hˆc(t) [Eq. (25)],
we can work in the interaction picture with respect to Hˆ0 +
Hˆc(t) + HˆB, where the total Hamiltonian is
Hˆ(t) = s(t)bˆ(t)Sˆ z. (37)
At the echo time, the static thermal noise is completely re-
moved, so the central spin undergoes “true” decoherence due
to the dynamical quantum noise:
L(td) = 〈(T¯ e−(i/2)
∫ td
0 s(t)bˆ(t)dt)(T e−(i/2)
∫ td
0 s(t)bˆ(t)dt)〉 (38)
≈ 〈J|(T¯ e−(i/2)
∫ td
0 s(t)bˆ(t)dt)(T e−(i/2)
∫ td
0 s(t)bˆ(t)dt)|J〉, (39)
where the second line is similar for most initial states |J〉.
C. Quantum Gaussian noises
A close analogy to the classical noise model is possible
when the commutator [bˆ(t1), bˆ(t2)] is a c-number, so that T
and T¯ play no role up to a phase factor. This happens when
the bath state ρˆeqB can be mapped to a non-interacting bosonic
state and bˆ(t) can be mapped to a bosonic field operator (i.e.,
a linear combination of creation and annihilation operators),
so that the quantum noise is Gaussian. In this case, the off-
diagonal coherence assumes exactly the same form as Eq. (22)
for classical Gaussian noise:
L(td) = 〈e−iϕˆ(td)〉,
where
ϕˆ(td) ≡
∫ td
0
s(t)bˆ(t)dt
is the quantum analog to the classical random phase ϕ˜(td). Us-
ing linked-cluster expansion for non-interacting bosons (see
Sec. VIII C) and assuming 〈bˆ(t)〉 = 0 (just for simplicity)
gives an exact result
L(td) = e−〈ϕˆ
2(td)〉/2, (40)
〈ϕˆ2(td)〉 =
∫ td
0
dt1
∫ td
0
dt2 s(t1)s(t2)〈{bˆ(t1), bˆ(t2)}/2〉.
The above equation has exactly the same form as the classical
case [Eq. (28)].
The quantum Gaussian noise is best illustrated in the spin-
boson model [72], in which the central spin is linearly cou-
pled to a collection of non-interaction bosonic modes {bˆm} in
thermal equilibrium, corresponding to HˆB =
∑
m ωmbˆ
†
mbˆm and
bˆ =
∑
m λm(bˆ
†
m + bˆm). Under DD control, the total Hamilto-
nian in the interaction picture assumes the standard form (Eq.
(37)), where the quantum noise
bˆ(t) =
∑
m
λm(bˆ†me
iωmt + bˆme−iωmt)
is Gaussian. The quantum noise spectrum as the fourier trans-
form of 〈{bˆ(t1), bˆ(t2)}/2〉 are readily obtained as
S (ω) = 2pi
∑
m
λ2m[n¯(ωm) + 1/2][δ(ω + ωm) + δ(ω − ωm)],
where n¯(ω) = 1/(eβω − 1) is the Bose-Einstein distribution.
The exact central spin dephasing is obtained by substituting
this spectrum into the noise filter formalism (Eqs. (28) and
(29)).
D. Can quantum baths be simulated by classical noises?
The key difference between classical noises and quantum
noises is that the former commutes at different times, while
the latter does not. This means that the action of bˆ(t) at an
earlier time changes its action on the bath evolution at a later
time. By contrast, in the classical model [Eqs. (21) and (22)],
only the integral of the classical noise matters, i.e., the classi-
cal noise at different times do not influence each other. In the
presence of DD control, we need to replace bˆ(t) with s(t)bˆ(t).
Therefore, the sign switch of bˆ(t) due to a DD pulse at an ear-
lier time may change the action of bˆ(t) at a later time, i.e., con-
trolling the central spin may change the quantum noise itself.
This is the so-called quantum back-action from the central
spin [95–97]: the evolution of the quantum bath conditioned
on the central spin state (see Sec. VI for details) governs the
quantum noise.
It is desirable to simulate quantum baths (or equivalently
quantum noises) with classical noises. First, computing cen-
tral spin decoherence caused by a quantum bath requires a
large amount of numerical simulations of the many-body dy-
namics of the bath, while computing the decoherence caused
by classical noises, especially classical Gaussian noise, is
much simpler. Second, controlling the central spin does not
change the classical noise, so the noise filter formalism of DD
allows efficient reconstruction of the classical noise [98–102],
which in turn can be used to efficiently design optimal quan-
tum control to suppress the central spin decoherence. By con-
trast, controlling the central spin can actively change the quan-
tum noise itself. On the one hand, this provides more flexibil-
ity in engineering the quantum noise. On the other hand, this
makes it impossible to describe the quantum noise without re-
ferring to the control over the central spin.
The question is under what circumstances can a quantum
bath be approximated by a classical noise, i.e., given a cen-
tral spin in a quantum bath, is it possible to find a classical
noise (Gaussian or non-Gaussian) that is capable of faithfully
reproducing the decoherence of the central spin under all clas-
sical controls (not necessarily DD)? The answer to this gen-
eral question is still absent due to the existence of a diverse
13
range of classical noises and controls. Here we restrict our-
selves to a simpler question: is it possible to find a Gaussian
noise to faithfully reproduce the decoherence of the central
spin under all possible classical controls? According to Sec.
V C, this is possible when the quantum noise is Gaussian, i.e.,
when the state of the bath can be mapped to a noninteract-
ing bosonic state and the quantum noise can be mapped to a
bosonic field operator (i.e., a linear combination of creation
and annihilation operators) such as the spin-boson model in
Sec. V C. Actually, according to Eq. (40), if a quantum noise
is Gaussian, it is equivalent to a classical noise that has the
same noise spectrum. Therefore, the question of approximat-
ing a quantum bath as a classical Gaussian noise is equivalent
to the question about Gaussian nature of the quantum bath.
1. One-spin bath
To illustrate the condition for the Gaussian noise approx-
imation to be valid, let us first consider the simplest spin
“bath”, namely, a bath that has only one spin-1/2 Iˆm. Without
loss of generality we assume the bath Hamiltonian HˆB = ωm Iˆzm
and the noise operator as bˆ = 2λm Iˆxm (therefore the bath causes
a dynamical quantum noise as that in Sec. V B). The initial
state of the bath is taken as the spin-down eigenstate of its
intrinsic Hamiltonian. Under either the short-time condition
|λm|td  1 or off-resonant condition |λm|  |ωm|, the coupling
to the central spin only weakly perturbs the bath, so we can
map the initial state of the bath into the vacuum state |0〉m of a
Holstein-Primakoff boson mode {bˆm, bˆ†m}:
Iˆ−m =
(√
1 − bˆ†mbˆm
)
bˆm ≈ bˆm, (41)
Iˆzm = bˆ
†
mbˆm − 1/2. (42)
Then we have HˆB = ωmbˆ
†
mbˆm − ωm/2 and bˆ ≈ λm(bˆm + bˆ†m)
and recover the single-mode version of the spin-boson model,
which has been discussed in Sec. V C. Substituting the quan-
tum noise spectrum S (ω) = piλ2m[δ(ω +ωm) + δ(ω −ωm)] into
the noise filter formalism immediately gives the central spin
decoherence under Gaussian noise approximation:
LGau(td) = e−λ
2
mF(ωmtd)t
2
d/2,
where F(z) is the noise filter determined by the DD sequence.
Under either the short-time condition |λm|td  1 or off-
resonant condition |λm|  |ωm|, the central spin decoherence
caused by this bath spin is small and the Gaussian approxima-
tion results indeed agree well with the exact results, e.g., the
FID
LGau(t) = e−(2λ
2
m/ω
2
m) sin
2(ωmt/2),
L(t) = 1 − 2λ
2
m
λ2m + ω
2
m
sin2
√
λ2m + ω
2
mt
2
,
and Hahn echo at td = 2τ:
LGau(2τ) = e−(8λ
2
m/ω
2
m) sin
4(ωmτ/2),
L(2τ) = 1 − 8λ
2
mω
2
m
(λ2m + ω2m)2
sin4
√
λ2m + ω
2
mτ
2
.
If the bath consists of many independent spin-1/2’s, then we
can map the initial state of the mth bath spin into the vacuum
state of the mth Holstein-Primakoff boson mode and obtain
the many-mode spin-boson model discussed in Sec. V C.
2. Many-body bath
A spin bath that has many-body interactions can be in gen-
eral written as HˆB =
∑
m εm|m〉〈m| and its initial state can be
taken as an eigenstate |k〉. Generally, the noise operator bˆ
could induce the excitations |k〉 → |m〉 (m , k) with ampli-
tudes λmk ≡ 〈m|bˆ|k〉 and energy costs ωmk ≡ εm − εk. When
all excitations are off-resonant (|λmk |  |ωmk |) or when the
time is short |λmk |td  1, we can approximate the excitation
by a boson mode bˆmk to obtain a spin-boson model, where
bˆ ≈ ∑m(,k)(λmkbˆ†mk + h.c.) and HˆB ≈ εk + ∑m(,k) ωmkbˆ†mkbˆmk.
3. Electronic and nuclear spin baths
For a central electron spin in an electron spin bath, the cen-
tral spin and the bath spins are alike and are typically coupled
together through magnetic dipolar interactions. Thus the cen-
tral spin decoherence caused by many bath spins is usually
much faster than the bath spin evolution caused by a single
central spin, i.e., within the time scale of the central spin deco-
herence, the short-time condition is satisfied and the quantum
noise from the electron spin bath can be approximated by clas-
sical Gaussian noise. This has been confirmed by many theo-
retical and experimental studies [68, 69, 71, 103, 104], where
the noise spectrum obtained by fitting the central spin deco-
herence under different DD controls agrees with a widely used
classical Gaussian noise: the Ornstein-Uhlenbeck noise [Eqs.
(16) and (17)]. Witzel et al. [70] further demonstrates that the
spectrum of the quantum noise directly calculated from the
quantum many-body theory (see Sec. VIII D 4) agrees reason-
ably with the Ornstein-Uhlenbeck noise and can well describe
the central spin decoherence under various DD control, unless
a few bath spins are strongly coupled to the central spin. In
that case, the quantum noise is dominated by a few strongly
coupled bath spins and cannot be approximated as classical
Gaussian noise.
For a central electron spin in a nuclear spin bath, the hyper-
fine interaction (HFI) between the bath spin and the central
spin is much stronger than the magnetic dipolar interaction
between nuclear spins, but could be weaker than the Zeeman
splitting of individual nuclear spins under a strong magnetic
field (see Sec. VII for various interactions in paradigmatic
physical systems). In other words, the off-resonant condition
could be satisfied for the evolution of individual nuclear spins,
but does not for the evolution of nuclear spin clusters. Two
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situations have been found where the nuclear spin bath can be
approximated by classical Gaussian noise:
1. Anisotropic HFI [Eq. (50)] and intermediate magnetic field.
Here the magnetic field is not too strong such that central
spin decoherence is dominated by the noise from individ-
ual nuclear spins instead of nuclear spin pairs, and not too
weak such that the nuclear spin Zeeman splitting  HFI
(off-resonant condition satisfied). Tuning the magnetic field
allows the cross-over between Gaussian and non-Gaussian
behaviors, as observed experimentally for the 13C nuclear
spin bath in NV center [105, 106].
2. Decoherence of electron-nuclear hybrid spin-1/2 near the
so-called “clock” transitions of Bi donor in silicon [97].
Near the “clock” transition, electron-nuclear hybridization
dramatically suppresses the HFI between the hybrid spin-
1/2 and the 29Si nuclear spin bath. This leads to two ef-
fect. First, it prolongs the coherence time by two orders of
magnitudes (from ∼ 0.8 ms to ∼ 90 ms) [107]. Second,
when the suppressed HFI becomes weaker than the intrin-
sic 29Si bath dynamics (off-resonant condition satisfied), the
bath can be well approximated by classical Gaussian noise
[with the bath auto-correlation funciton shown in Figs. 8
(a) and (b)], as confirmed by the excellent agreement be-
tween the semi-classical model with a Gaussian noise, the
exact results from the quantum many-body theory, and ex-
perimental measurements [97], as shown in Figs. 8 (c) and
(d). Away from the “clock” transitions, the HFI becomes
larger and the Gaussian noise model is no longer valid.
4. Test of Gaussian noise model in real systems
The DD noise spectroscopy method based on the Gaussian
noise model has been widely used to characterize the baths
[98–100]. The main idea is to use a specific DD control se-
quence (such as CPMG-N with large N) with the filter func-
tion approximated as a Dirac delta function at ω0 = ±piN/td
[see Fig. 9(a)],
tdF(ωtd) ≈ pi[δ(ω − ω0) + δ(ω + ω0)],
Then following Eqs. (28) and (29), the bath noise spectrum
can be determined as
S (±ω0) = −2ln[L(td)]/td.
However, this method can reproduce a meaningful bath noise
spectrum only if the the bath can be descibed by a semiclassi-
cal Gaussian noise model. For example, in the natSi:Bi system,
we use the DD noise spectroscopy method to determine the
effective noise spectra corresponding to the CPMG-100 case,
and then use the derived noise spectra to calculate the spin
decoherence under other DD control sequences [97]. Close
to the “clock” transition, the nuclear spin bath produces ap-
proximately a Gaussian noise, then the DD noise spectroscopy
method can not only reproduce the spin decoherence curves
for other DD control [see Fig. 9(b)], but also well reproduce
FIG. 8. Experimental test of Gaussian noise model in natSi:Bi sys-
tem. (a) Relative auto-correlation function C(t) − C(0) of the 29Si
nuclear spin bath at the “clock” transtion of bisumth donors in sili-
con (BCT = 79.9 mT) calculated by the CCE method (CCE-M de-
notes the Mth-order CCE truncation by keeping cluster correlations
up to a certain size M, see Sec. VIII D 4 for details). Here a specific
nuclear spin configuration is chosen with the external magnetic field
B ‖ [110]. (b) C(t) − C(0) (solid lines) at the “clock” transtion for
several magnetic field orientations in the [001] − [110] plane with
θ = 0◦ corresponding to [001]. Results are obtained by averaging
over 50 different nuclear spin configurations. Dashed lines are fits
of the form ∆2{exp[−(|t|/τ)n] − 1}. (c,d) Comparisons of electron
spin decoherence obtained by the quantum model (solid lines), the
semiclassical model (dashed lines), and the experimental measure-
ment (circles) for the magnetic fields near the “clock” transtion. Here
N=2, 4, 8, 16, 32, 64, 128 corresponds to the DD control CPMG-2,
XY-4, XY-8, XY-16, (XY-16)×2, (XY-16)×4, (XY-16)×8. In the-
oretical calculations, CPMG-N is equivalent to XY-DD. Extracted
from Refs. [97].
the exact noise spectrum obtained from exact quantum cal-
culations [Fig. 9(c)]. However, far away from the “clock”
transition, the Gaussian noise appromiation is not valid any
more, so we find increasing discrepancies between the exact
decoherence model and the semiclassical model using the DD
noise spectroscopy method as the pulse number of CPMG-N
deviates from 100 [Fig. 9(d)].
VI. QUANTUM PICTURE OF CENTRAL SPIN
DECOHERENCE
Up to now, we have given two different interpretations of
central spin decoherence. First, random modulation of the
central spin’s transition frequency by classical noises (Sec.
III) or quantum noises (Sec. V). Second, random state col-
lapes of the central spin due to measurement by the en-
vironment (Sec. II), but the environment is not explicitly
treated there. In this section, we give a full quantum picture
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FIG. 9. (a) Filter function tdF(ωtd) for CPMG-100 noise spec-
troscopy with td = 10 ms. (b) Calculated Bi donor electron spin
decoherence under an exact quantum model (solid lines) and semi-
classical model obtained from noise spectroscopy of the CPMG-100
DD (dashed lines), evaluated close to the “clock” transition (BCT +10
G). (c) Comparison of the noise spectrum from the CPMG-100 spec-
tral decomposition in (b) to the exact one from CCE calculations. (d)
similar to (b) but for the magentic field far from the “clock” transition
(BCT + 1000 G). Extracted from Refs. [97].
[27, 31, 108] that substantiates the previous intuitive measure-
ment interpretation of central spin decoherence.
The starting point is the general pure-dephasing Hamilto-
nian in Eq. (32) for the closed quantum system consisting of
the central spin and the bath [27–29]:
Hˆ = Sˆ zbˆ + HˆB = Hˆ+| ↑〉〈↑ | + Hˆ−| ↓〉〈↓ |, (43)
where Hˆ± ≡ HˆB ± bˆ/2 are the bath Hamiltonians depending
on the central spin states being | ↑〉 or | ↓〉. The initial state
of the bath is the maximally mixed thermal state [Eq. (33)].
However, central spin decoherence under DD control is usu-
ally insensitive to the initial state of the bath (as discussed in
Sec. V B). This allows us to take a pure state |J〉 sampled
from the thermal ensemble (see Eq. (33)) as the initial state
of the bath to provide a transparent quantum picture of deco-
herence [27–29]. Note that a pure initial state of the bath can
in principle be prepared via special methods such as quantum
measurements of the bath [48, 56–59] and nonlinear feedback
[60–66, 109].
A. Decoherence as a result of measurement by environment
Now the initial state of the whole system is the product
of the central spin state |ψ〉 = C+| ↑〉 + C−| ↓〉 and the
pure bath state |J〉. The bath undergoes bifurcated evolution
|J〉 → |J±(t)〉 ≡ e−iHˆ±t |J〉 [Fig. 10(a)], and the coupled system
evolves into an entangled state
|Ψ(t)〉 ≡ C+| ↑〉 ⊗ |J+(t)〉 + C−| ↓〉 ⊗ |J−(t)〉. (44)
During this process, the population of the unperturbed central
spin eigenstates | ↑〉 and | ↓〉 remains unchanged, but the off-
diagonal coherence
L(t) = 〈J−(t)|J+(t)〉 = 〈J|eiHˆ−te−iHˆ+t |J〉 (45)
generally decays due to the bifurcated bath evolution [27–29].
From the viewpoint of quantum measurement [13, 110], the
central spin state | ↑〉 (| ↓〉) is recorded in the bath pathway
|J+(t)〉 (|J−(t)〉). The off-diagonal coherence between | ↑〉 and
| ↓〉 is the overlap between these two pathways of the bath.
Below we discuss two specific cases.
1. [bˆ, HˆB] = 0. The bath initial state |J〉 can be chosen as
a common eigenstates of HˆB and bˆ, with eigenvalues εJ
and bJ , respectively. Then the two pathways |J±(t)〉 =
e−i(εJ±bJ/2)t |J〉 are identical up to a phase factor and com-
pletely indistinguishable. There is no quantum entangle-
ment between the central spin and the bath, and the central
spin coherence L(t) = e−ibJ t does not decay, but just acquires
a phase due to the static noise field bJ , consistent with the
discussions in Sec. V A.
2. [bˆ, HˆB] , 0. The initial state |J〉, if taken as an eigenstate
of HˆB, in general is not an eigenstate of bˆ, so it undergoes
bifurcated evolution into different pathways |J±(t)〉. Corre-
spondingly, the central spin coherence L(t) ≈ 〈J−(t)|J+(t)〉
decays due to the bifurcated bath evolution and hence
quantum entanglement between the central spin and the
bath. Using e−iHˆ+t = e−iHˆBtT e−(i/2)
∫ t
0 bˆ(t
′)dt′ and eiHˆ−t =
T¯ e−(i/2)
∫ t
0 bˆ(t
′)dt′eiHˆBt, we immediately see that 〈J−(t)|J+(t)〉
is just the “true” decoherence Ldyn(t) caused by the dynam-
ical quantum noise [Eq. (36)], which has been discussed in
Sec. V B. When the two pathways of the bath become or-
thogonal and hence completely distinguishable at a certain
time, the central spin is perfectly measured by the bath and
its off-diagonal coherence vanishes completely.
Finally, we note that upon decomposing the bath states into
the unnormalized common part and the unnormalized differ-
ence part as |J±(t)〉 ≡ |J˜nc(t)〉 ± |J˜c(t)〉, the entangled state can
be rewritten as
|Ψ(t)〉 = |ψ〉 ⊗ |J˜nc(t)〉 + σˆz|ψ〉 ⊗ |J˜c(t)〉, (46)
i.e., the central spin state |ψ〉 and the phase-flipped state
σz|ψ〉 are recorded in the unnormalized bath states |J˜nc(t)〉 and
|J˜c(t)〉, respectively. If |J˜c(t)〉 is orthogonal to |J˜nc(t)〉, then the
central spin density matrix would be an incoherent mixture of√
〈J˜nc(t)|J˜nc(t)〉|ψ〉 ≡ Mˆnc|ψ〉 and
√
〈J˜c(t)|J˜c(t)〉σˆz|ψ〉 ≡ Mˆc|ψ〉,
which recovers our intuitive discussion for Markovian envi-
ronmental noise in Sec. II D.
B. Coherence recovery by dynamical decoupling
To recover the central spin coherence lost into the bath, it
is necessary to erase the measurement information by mak-
ing the two bath pathways |J±(t)〉 identical up to a phase fac-
tor. For this purpose, the simplest approach is Hahn echo
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FIG. 10. Schematic illustration of the bifurcated bath evolution path-
ways dependent on the central spin states: (a) for FID; (b) for the
central spin being flipped by a pi-pulse at an intermediate time. Here
the initial state of the spin bath is assumed to be a pure state |J〉.
[51], in which a pi-pulse is applied to the central spin at
time τ to exchange the evolution direction of the two path-
ways [see Fig. 10(b)]. At t > τ, the two pathways are
|J±(t)〉 = e−iHˆ∓(t−τ)e−iHˆ±τ|J〉 and the coupled system evolves
into |Ψ(t)〉 = C+| ↓〉 ⊗ |J+(t)〉 + C−| ↑〉 ⊗ |J−(t)〉. The intersec-
tion of the two pathways |J+(td)〉 ≈ eiϕ|J−(td)〉 at a certain time
td would erase the measurement information and restores the
central spin coherence, as shown in Fig. 10(b) [27–29].
Under a general DD characterized by the DD modulation
function s(t), by working in the interaction picture defined
by the control Hamiltonian (Eq. (25)), the total Hamiltonian
becomes HˆB + s(t)bˆSˆ z. The two bath pathways start from
|J〉 and bifurcate into |J±(td)〉 = Uˆ±(td)|J〉, where Uˆ±(td) ≡
T e−i
∫ td
0 [HˆB±s(t)bˆ/2]dt are the bifurcated bath evolution operators.
Then the central spin coherence is
L(td) = 〈J|Uˆ†−(td)Uˆ+(td)|J〉. (47)
For example, the FID L(t) = 〈J|eiHˆ−τe−iHˆ+τ|J〉 and Hahn echo
L(td = 2τ) = 〈J|eiHˆ−τeiHˆ+τe−iHˆ−τe−iHˆ+τ|J〉. For [bˆ, HˆB] = 0,
as long as td satisfy the echo condition (Eq. (27)), we have
|J±(td)〉 = e−iεJ td |J〉 and hence L(td) = 1, i.e., the phase due to
the static noise field bJ is completely refocused.
C. Ensemble average
In practice, we should use the thermal state ρˆeqB [Eq. (33)]
as the initial state of the bath, then we recover the results in
Sec. V B. The FID as given by Eq. (35) is the product of
inhomogenous dephasing due to the thermal noise [Eq. (7)]
and “true” decoherence due to the quantum noise (Eq. (36)
or Eq. (45)) that is almost independent of |J〉 [27, 97, 111].
Under DD, the former is removed, so L(td) = 〈J−(td)|J+(td)〉
is “true” decoherence due to the quantum noise [Eq. (39) or
(47)].
The discussions above for a central spin-1/2 can be easily
generalized to a general multi-level system with eigenstates
{|n〉} and the pure-dephasing Hamiltonian ∑m Hˆm|m〉〈m| [95,
97]. The off-diagonal coherence Ln,m(t) ≡ 〈n|ρˆ(t)|m〉 for a
given quantum transition |m〉 ↔ |n〉 can be mapped to that
of a central spin-1/2 once the states {|m〉, |n〉} are identified as
{| ↑〉, | ↓〉} with HˆB ≡ (Hˆm + Hˆn)/2 and bˆ ≡ Hˆm − Hˆn.
VII. PHYSICAL SYSTEMS
Electron spins localized in solid-state nanostructures are
promising candidates of qubits for quantum information pro-
cessing and quantum sensing. These “artificial atoms” occur
when the impurities or defects in semiconductor nanostruc-
tures produce localized potentials to confine one or a few elec-
trons or holes (i.e., an empty electron state in the valence band
of semiconductors), analagous to electrons bound to atomic
nuclei. For such electron spins, the most relevant environ-
ments are the phonon bath and the nuclear spins of the host
lattices. The electron spins couple indirectly to the phonon
baths via spin-orbit coupling, and couples directly to the nu-
clear spin baths via the hyperfine interaction (HFI). In this
section, we first introduce these interactions and then review
central spin decoherence due to these interactions in typical
semiconductor nanostructures.
A. Phonon and spin baths
1. Phonon scattering via spin-orbit coupling
Electric fields are not directly coupled to the electron spin
Sˆ. Indirect coupling occurs due to the relativistic correction
Hˆso =
1
2m20c
2
(∇V(rˆ) × pˆ) · Sˆ
to the non-relativistic Hamiltonian for the electron moving in
a potential V(r). Due to this spin-orbit coupling term, the
electron spin eigenstates become mixtures of spin and orbital
states, thus fluctuating electric fields can induce transitions be-
tween these eigenstates (i.e., spin relaxation) [112–114] and
randomly modulate the transition frequency (i.e., pure dephas-
ing) [115, 116]. In carefully designed systems (where the
charge fluctuations are suppressed), the most relevant source
of electrical noises is the lattice vibration (i.e., the phonon
bath). The phonon energy spectrum ranges over a few tens
of meV, much larger than the electron spin transition energy
(∼ µeV), so the phonon noise is Markovian and usually lim-
its the electron spin T1 and, at high temperatures, also limits
the electron spin T2 (see Sec. II). At low temperatures and
in light-element materials where spin-orbit coupling is weak,
phonon scattering is suppressed and the experimentally mea-
sured electron spin T1 is very long, ranging from tens of mi-
croseconds up to seconds (see [21] for a review). At low tem-
perautre, the phonon-limited electron spin T2 is estimated as
T2 ≈ 2T1 [115], but the experimentally measured T2 is much
shorter as limited by the hyperfine interaction with the nuclear
spin bath.
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75As 113In 115In 69Ga 71Ga
Spin moment Iα 3/2 9/2 9/2 3/2 3/2
Abundance fα 100% 4.28% 95.72% 60.1% 39.9%
γα (10−3 rad ns−1T−1) 45.8 58.5 58.6 64.3 81.8
Aα (rad ns−1) 69.8 85.1 85.3 56 73
Qα (10−31 m2) 314 759 770 171 107
TABLE I. Spin moment, natural abundance, gyromagnetic ratio, HFI
constant, and quadrupole moment of some isotopes that appear in
III-V semiconductor quantum dots (QDs), with the reduced Planck
constant ~ = 1 and hence 1 µeV ≈ 1.52 ns−1. The quadrupole mo-
ments are from Ref. [117]. Other data for In and As are from Ref.
[28], while those for Ga are from Refs. [118] and [119].
2. Hyperfine interaction
For a nuclear spin Iˆnα of species α located at Rnα, its
magnetic moment γαIˆnα produces a vector potential Anα =
(µ0/4pi)(γαIˆnα × ρnα)/ρ3nα at the location r of the electron with
ρnα ≡ r − Rnα. The total vector potential A ≡
∑
nα Anα due to
all the nuclei gives rise to the electron-nuclear magnetic cou-
pling γe(pˆ ·A + A · pˆ)/2 + γeSˆ · (∇×A) [14], which is the sum
of the contact HFI
Hˆc =
2µ0
3
∑
nα
γeγαIˆnα · Sˆδ(ρnα),
the dipolar HFI
Hˆd =
µ0
4pi
∑
nα
γeγα
(
3
(Sˆ · ρnα)(Iˆnα · ρnα)
ρ5nα
− Sˆ · Iˆnα
ρ3nα
)
,
and the nuclear-orbital interaction
Hˆorb =
µ0
4pi
∑
nα
γeγα
Lˆnα · Iˆnα
ρ3nα
,
where γe ≈ 1.76 × 1011 rad/(s T) is the electron gyromagnetic
ratio (positive) for free electrons and Lˆnα ≡ ρnα × pˆ is the
electron orbital angular momentum around the nucleus. The
magnetic interaction involves the coupling of the electron or-
bital and electron spin to the nuclear spin. At low temperature,
the localized electron in a nanostructure stays in its ground or-
bital ψ(r), so the magnetic interaction should be averaged over
ψ(r) to yield the effective spin-spin interaction.
The spin-spin contact HFI
H¯c = 〈ψ|Hˆc|ψ〉 =
∑
nα
anαSˆ · Iˆnα, (48)
where the HFI coefficient anα = (2µ0/3)γeγα|ψ(Rnα)|2 is
determined by the electron density at the site of the nu-
cleus. The contact HFI is strong for electrons in the conduc-
tion band of III-V semiconductors (mostly s-orbital) and sil-
icon (hybridization of s, p, and d orbitals), but vanishes in
graphene, carbon nanotubes, and the valence band of III-V
semiconductors since their primary component – the p-orbital
– vanishes at the site of the nucleus [119]. For III-V semi-
conductors with a non-degenerate s-orbital conduction band
minumum at the Γ point, the ground orbital can be written
as ψ(r) =
√
ΩF(r)uc(r), where Ω is the unit cell volume,
F(r) is the slowly-varying envelope function normalized as∫ |F(r)|2dr = 1, and uc(r) is the s-orbital band-edge Bloch
function that is conveniently normalized as
∫
Ω
|uc(r)|2dr = 1,
such that dα ≡ |uc(Rnα)|2 is the electron density on the nu-
cleus of species α [118]. So the HFI coefficient becomes
anα = AαΩ|F(Rnα)|2, where
Aα =
2µ0
3
γeγαdα (49)
is the HFI constant that only depends on the species of the
nuclear spin (through γα) and the semiconductor material
(through dα). The numerical values of γα and Aα for some
relevant isotopes in III-V semiconductor quantum dots (QDs)
are listed in Table I. For silicon, there are six equivalent con-
duction band minima at kλ = ±k0ex, ±k0ey, ±k0ez, where
k0 ≡ 0.85(2pi/aSi) and aSi = 5.43 Å is the lattice constant of
silicon. Thus the ground orbital of a hydrogen-like donor in
silicon is ψ(r) = (1/
√
6)
∑
λ Fλ(r)uλ(r)eikλ·r, where uλ(r)eikλ·r
is the Bloch function at the λth minimum consisting of s,
p, and d orbitals, with the normalization
∫
Ω
|uλ(r)|2dr = Ω.
The hydrogen-like envelope function associated with ±k0ex is
[76, 120]
Fx(r) =
1√
pi(na)2nb
e−
√
x2/(nb)2+(y2+z2)/(na)2 ,
with similar expressions for Fy(r) and Fz(r) by appropriate
permutations of x, y, z. Here a = 25.09 Å and b = 14.43 Å are
characteristic lengths for hydrogenic impurities in silicon, n =
0.81 (0.64) for phosphorus (bismuth) donors [76, 121, 122].
The donor electron density at the silicon lattice site Rn is given
by [120] |ψ(Rn)|2 = (2dSi/3)[∑α=x,y,z Fα(Rn) cos(k0Rn · eα)]2,
where dSi ≡ |uλ(Rn)|2 ≈ 186 is the electron density on the
silicon site in silicon crystal [76, 123].
The spin-spin dipolar HFI
H¯d = 〈ψ|Hˆd|ψ〉 =
∑
nα
Sˆ · Anα · Iˆnα, (50)
where the dipolar HFI tensor
[Anα]i, j ≡ µ04piγeγα
∫ |ψ(r)|2
ρ3nα
3ρinαρ jnαρ2nα − δi j
 dr
with i, j = x, y, z. The dipolar HFI and the nuclear-orbital in-
teraction H¯orb ≡ 〈ψ|Hˆorb|ψ〉 are negligible for the s-orbital con-
duction band of III-V semiconductors. They become appre-
ciable for donors in silicon (due to significant p- and d-orbital
components in the band-edge Bloch functions) and even dom-
inates for electrons in graphene, carbon nanotubes, and the va-
lence band of III-V semiconductors [119, 124–127], where the
atomic p-orbital is the primary component of the Bloch func-
tions and hence the contact HFI vanishes. If ψ(r) is localized
in the vicinity of r¯ and far from the nucleus, then the dipolar
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µs−1 µeV mK
Electron Zeeman splitting 105 102 103
Nuclear Zeeman splitting 50 0.05 0.5
Hyperfine interaction 1 10−3 10−2
N-N dipolar interaction 10−4 10−7 10−6
TABLE II. Characteristic energy scales in an InAs QD with dimen-
sions 35 × 35 × 6 nm3 under a magnetic field of 1 T [28], with ~=1.
HFI H¯d = 〈ψ|Hˆd|ψ〉 = Hˆd|r→r¯ reduces to the magnetic dipolar
interaction between two point-like magnetic moments; while
if ψ(r) overlaps the nucleus, then H¯d is dominated by the inter-
action of the nuclear spin with the on-site electron spin density
[125]. Recently the manipulation and decoherence of valence
band electrons (i.e., holes) in QDs is under active study (see
Ref. [128] for a review).
3. Intrinsic nuclear spin interactions
The interaction between nuclear spins have been well stud-
ied in NMR experiments and in theories (for a review, see Ref.
[129]). The direct magnetic dipolar interaction has the dipolar
form
HˆdNN =
1
2
∑
nα,mβ
µ0
4pi
γαγβ
 Iˆnα · IˆmβR3 − 3(Iˆnα · R)(Iˆmβ · R)R5
 ,
(51)
where R ≡ Rnα − Rmβ is the relative displacement between
the locations Rnα and Rmβ of the two nuclei. The indirect nu-
clear interaction is mediated by virtual excitation of electron-
hole pairs due to the HFI between nuclei and valence electrons
[130–134]. When the virtual excitation is caused by the con-
tact HFI, the indirect coupling has the isotropic exchange form
HˆexNN = −Bexnα,mβIˆnα · Iˆmβ, where Bexnα,mβ is determined by the
band structure of the material. When the virtual excitation of
electron-hole pairs involves both the contact and dipolar HFI,
the indirect nuclear spin coupling has the same form as the
direct dipolar interaction in Eq. (51) except for a multiplica-
tive factor that depends on the inter-nuclear distance. When
the virtual excitation is caused by the dipolar HFI alone, the
indirect coupling is the sum of an isotropic exchange term and
dipole-dipole term. Except for the direct dipolar coupling, ex-
perimental characterization of indirect couplings is very lim-
ited.
Due to the vanishing electric dipole moment of the nu-
cleus, the nuclear spin is not coupled to constant electric
fields. However, a nucleus with spin I > 1/2 has a finite
electric quadrupole moment, so a nuclear spin Iˆ located at
R with quadrupole moment Q is coupled to the on-site elec-
tric field gradient tensor Vi j ≡ ∂2V(x)/∂xi∂x j|x=R through
HˆQ =
∑
i j=x,y,z Vi jQˆi j, where [14]
Qˆi j ≡ eQ6I(2I − 1)
[
3
2
(Iˆi Iˆ j + Iˆ j Iˆi) − δi jI(I + 1)
]
is the nuclear spin quadrupole tensor. In the principal axis
OXYZ of the electric field gradient tensor, only diagonal com-
ponents VXX ,VYY ,VZZ survives. Using the non-axial parame-
ter η ≡ (VXX − VYY )/VXX and Laplace equation VXX + VYY +
VZZ = 0 allows the quadrupolar interaction to be simplified to
[14]
HˆQ =
eQVZZ
4I(2I − 1)
[
3Iˆ2Z − I(I + 1) + η(Iˆ2X − Iˆ2Y )
]
.
The quadrupole moments of some relevant isotopes in III-V
QDs are listed in Table I.
In a crystal with cubic symmetry, the electric field gradi-
ent tensor obey VXX = VYY = VZZ , which together with
the Laplace equation dictates vanishing electric field gradi-
ent and quadrupolar interaction. Nonzero quadrupolar in-
teraction could arise from broken cubic symmetry by lat-
tice distortion due to semiconductor heterostructure, dopants,
or defects. The quadrupolar interactions have important ef-
fects on the nuclear spin dynamics [14] and hence the auto-
correlations of the noises on a central electron spin cou-
pled to the nuclear spin bath [135]. Recently Chekhovich et
al. measured [136] strain-induced quadrupolar interactions
in self-assembled QDs and found that they suppress the nu-
clear spin flip-flops [137], while in gate-defined GaAs QDs,
the quadrupolar interaction was found to reduce the electron
spin coherence time by causing faster decorrelation of the nu-
clear spin noise [138].
B. Electron spin decoherence in solid-state nano-systems
The widely studied systems include semiconductor QDs
[139–141], phosphorus and bismuth donors in silicon [82,
142, 143], and nitrogen-vacancy (NV) centers in diamond
[144, 145]. In these systems, electron or hole spins act as
qubits. At low temperatures, the spin-phonon scattering pro-
cesses are largely suppressed [112, 113, 115, 146], so the main
noise source for electron spin qubits in these systems are the
nuclear spin baths of the host lattice. As a convention, we
use T ∗2 for the dephasing time in FID (since FID is usually
dominated by inhomogeneous dephasing), and use T2 for the
dephasing time under various DD controls, where inhomoge-
neous dephasing has been removed.
1. Semiconductor quantum dots
Electron spins in QDs are among the earliest candidates for
quantum computing [140, 147]. A QD is a semiconductor
nanostructure with size from a few to hundreds of nanome-
ters. The electrons in QDs experience quantum confinement
in all three spatial dimensions, with their energies, wave func-
tions, and hence spin properties tunable by the QD size and
shape [21, 148, 149]. There are different ways to fabricate
QDs, e.g., gate-defined QDs [148] confine electrons by an
electrostatic potential from electric voltages on lithographi-
cally defined metallic gates [Fig. 11(a)], while self-assembled
QDs [150] confine electrons with a deep potential that is cre-
ated during the random semiconductor growth process [Fig.
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FIG. 11. (a) A gate-defined double quantum dots, with 2DEG for
two-dimensional electron gas. (b) A self-assembled quantum dot.
Scale bar ∼5 nm. Extracted from Fig. 1 of Ref. [20].
11(b)]. There are also QDs formed by interface fluctuation
in GaAs/AlGaAs quantum well structures [151]. The weakly
confined electrons in gate-defined QDs can be controlled elec-
trically at very low temperatures (< 1 K), and strongly con-
fined electrons in self-assembled QDs and interface fluctua-
tion QDs can be controlled optically at a little higher temper-
atures (∼ 4 K).
A critical issue in electron spin qubits in III–V semicon-
ductor QDs is the inevitable presence of nuclear spins in the
semiconductor substrate since all stable isotopes of the III-V
semiconductors have nonzero nuclear spins [152, 153]. The
thermal noise (see Sec. V A and Sec. VI C) from the nu-
clear spin bath leads to rapid inhomogeneous dephasing of
the electron spin on a time scale T ∗2 ∼ 10 ns [21]. When
this inhomogeneous dephasing is removed by Hahn echo, the
quantum dynamical noise from the nuclear spin bath still lim-
its the electron spin dephasing time T2 to a few microseconds
[21]. Fortunately, the nuclear spin noise has a rather long auto-
correlation time τc ∼ 1 ms (∼ the inverse of nuclear spin in-
teractions, see Table II) 2, so it can be significantly suppressed
by various DD sequences, e.g., the multi-pulse CPMG has ex-
tended the T2 of a singlet-triplet qubit in gate-defined GaAs
double QDs from ∼ 1 µs [154–156] to ∼ 1 ms [157, 158]. Re-
cently, silicon-based QDs have been developed, such as QDs
in Si/SiGe heterostructures and gated nanowires (see [22] for
a review). As the only silicon isotope 29Si that has non-zero
spin is of low natural abundance (4.7%), the measured elec-
tron spin T ∗2 ≈ 360 ns in Si/SiGe double QDs [159] is longer
than in GaAs QDs by more than one order of magnitude, and
further improvements are expected for devices using isotopi-
cally enriched 28Si.
2 Here the nuclear spin noise refers to the nuclear Overhauser field [i.e.,
hˆ ≡ ∑nα anα Iˆnα in Eq. (48) and hˆ ≡ ∑nα Anα · Iˆnα in Eq. (50)]. In a
moderate to strong magnetic field, the electron spin decoherence is usually
caused by the fluctuation of the longitudinal component hˆz along the ex-
ternal magnetic field. The auto-correlation time of hˆz is determined by the
nuclear spin interactions as τc ∼1 ms, while that of the transverse compo-
nents hˆx,hˆy could be much shorter, since not only nuclear spin interactions
but also the spread of Larmor precession frequencies of different nuclei
contribute to their decorrelation. Also note that when the nuclear spins are
polarized, it will take a much longer time (from seconds to hours) for the
average value of hˆz to relax to its thermal equilibrium value.
2. Donors in silicon and related materials
As the dominant material in semiconductor industry, sil-
icon provides a platform to accommodate both quantum and
classical information technologies. Electron and nuclear spins
of individual donors in silicon have been proposed as qubits
ever since the early years of solid-state quantum information
[142]. After Kane’s infuential proposal, different architectures
have been proposed in which electron spin [160] and orbital
[161, 162], nuclear spin [22], an electron and its donor nuclear
spin [163] are used as qubits.
Silicon has three stable isotopes: 28Si (natural abundance
92.2%), 29Si (natural abundance 4.7%), and 30Si (natural
abundance 3.1%), among which only 29Si has a nonzero nu-
clear spin I = 1/2, in sharp contrast to III-V group semicon-
ductors where all isotopes have nonzero nuclear spins. The
low concentration of spinful nuclear isotopes and weak spin–
orbit coupling in silicon results in long electron spin coher-
ence times compared to that of spin qubits in III-V group
semiconductor QDs. For high-mobility two-dimensional elec-
tron systems, their T1 and T2 reach a few microseconds at low
temperature [164], limited by phonon scattering via spin-orbit
coupling. When the electron spin is tightly bound to a donor,
the spin-orbit coupling is further suppressed, so at low temper-
atures its T1 can reach minutes to hours [165], while its T2 is
usually limited by T1 process at high temperature, or by other
donor electron spins and the sparse 29Si nuclear spin bath at
low temperature [73].
Among all the group-V dopants in silicon, phosphorus
donors in natural silicon (natSi:P) or isotopically purified 28Si
(28Si:P) have been widely studied. Phosphorus has only one
stable isotope 31P with nuclear spin I = 1/2 [Fig. 12(a)].
The P donor electron spins was exhaustively studied almost
sixty years ago in the first electron-nuclear double resonance
experiment [120]. At low donor concentrations, the elec-
tron T1 increases dramatically with decreasing temperature,
reaching thousands of seconds at low temperature ∼ 1 K
[42, 79, 165, 166], while the 31P nuclear spin relaxation time
exceeds 10 hours [120]. At low temperature, the extrapolated
T2 of an isolated 28P donor electron spin from spin echo mea-
surements can reach 60 ms [79], comparable with T1 ∼ 280
ms. In natSi:P system, T2 of the P donor electron spin under
spin echo control is limited by the 29Si nuclear spin bath to ∼ 1
ms [79]. Recently unprecedented long electron spin T2 ≈ 12
s [167] and nuclear spin dephasing time up to a few minutes
were reported in ultrapure 28Si crystals [102, 168, 169]. Due
to its exceptional long relaxation and dephasing times, the 31P
nuclear spin is a good candidate as long-lived quantum mem-
ory or combined with the donor electron spin into a hybrid
quantum register [Fig. 12(a)] [163].
Recently bismuth donors in silicon (Si:Bi) has attracted
much attention as it has a number of advantages over the
P donors in silicon. Bismuth has one long-lived isotope
209Bi with nuclear spin I = 9/2 [Fig. 12(b)]. Compared
with the Si:P system, the Bi donors in silicon have a much
larger nuclear spin I = 9/2 and a much stronger on-site HFI
A = 1.4754 GHz [120] between the Bi electron spin and the
209Bi nuclear spin. The much stronger on-site HFI in Si:Bi
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FIG. 12. Energy levels of phosphorus and bismuth donors in silicon. (a) P donor electron spin-1/2 couples to the 31P nuclear spin-1/2 via
a moderate HFI of strength A = 117.5 MHz. (b) Bi donor electron spin-1/2 couples to the 209Bi nuclear spin-9/2 via strong HFI with a
strengthA = 1.745 GHz. Panels (a) and (b) are adapted from Refs. [82] and [107], respectively.
strongly mixes the electron and the nuclear spin even under
moderate magnetic field. This enables electron-nuclear hybrid
qubit, where each level consists of nearly equal superpositions
of the electronic and Bi nuclear spin components [170]. Con-
sequently, the strong magnetic dipolar interaction between the
electron spin and the microwave magnetic field can induce
rapid NMR transitions on the nanosecond time scale, two or-
ders of magnitude faster than conventional NMR [143, 171]
and several orders of magnitude faster than the decoherence
of the hybrid qubit T2 ∼ 0.5 ms, limited by 29Si nuclear spins.
By tuning the magnetic field to the “clock” transition between
hybridized levels, whose frequency is insensitive to variations
in the magnetic field to first order, the electron spin coherence
time T2 of up to 3 s has been observed [107].
3. Nitrogen-vacancy centers in diamond and related systems
The negatively charged nitrogen-vacancy (NV) center in di-
amond consists of a substitutional nitrogen atom adjacent to
a carbon vacancy, which has C3v symmetry with the symme-
try axis pointing from the nitrogen to the vacancy (NV axis)
[Fig. 13(a)]. The ground state of the NV center 3A2 is a spin
triplet (S = 1) with the degenerate m = ±1 doublet states en-
ergetically higher than the m = 0 sublevel by the zero-field
splitting Dgs = 2.87 GHz [Fig. 13(b)], where m is the spin
projection along the N-V symmetry axis. Since Gruber et al.
observed the magnetic resonance of individual NV centers by
optical confocal microscopy at room temperature [144], NV
centers have been intensively studied for for quantum infor-
mation processing [172–175] and quantum sensing [18, 176–
180].
The high Debye temperature of the diamond crystal, the
weak spin-orbit coupling, and low abundance (≈ 1.1%) of
spinful 13C isotopes (I = 1/2) allow very long spin coherence
time of the NV center ground state. The NV electron spin
T1 can reach a few milliseconds at room temperature (even as
long as minutes at low temperature) [181, 182]. The NV elec-
tron spin T2 is usually limited by its coupling to other electron
spins and the 13C nuclear spins in diamond. In type-Ib di-
amond samples, the main paramagnetic centers are nitrogen
donors with one unpaired electron spin (the P1 centers). For
typical P1 concentration (∼ 102 ppm), these P1 centers limit
the NV electron spin T ∗2 ∼ 0.1 µs for FID [71, 103]. In high-
purity type-IIa diamond samples, the NV electron spin T ∗2 is
limited by HFI with the 13C nuclear spin bath to a few mi-
croseconds [52, 172, 183–185]. When the concentration of
the 13C isotope is reduced by isotropic purification, the room
temperature T2 can reach a few milliseconds [181, 186, 187],
limited by T1. Although most of the distant 13C nuclei weakly
coupled to the NV electron spin serve as a detrimental source
of noise that limits the NV electron spin T2, the on-site nitro-
gen atomic nucleus and a few proximal 13C nuclei strongly
coupled to the NV center electron spin [185] have exceptional
long coherence times (exceeding one second) and can be in-
dividually addressed and manipulated through their HFI with
the NV electron spin [43, 172, 174, 188]. These nuclear spins
serve as a beneficial quantum memory.
The NV center in diamond possesses two distinguishing
features compared with other solid state qubit systems: (i)
highly localized electronic states well isolated from sources
of decoherence, leading to millisecond spin coherence time at
room temperature; (ii) a series of optical transitions that allow
high-fidelity optical initialization and readout of the NV elec-
tron spin state under ambient conditions. These exceptional
quantum properties have motivated efforts to search for simi-
lar defects in other semiconductors [189], as they may offer an
expanded range of functionality. First-principle computations
and magnetic resonance experiments [189–194] suggest sev-
eral defects in SiC as good candidates, such as Si-C divacancy
[192, 195], Si and carbon vacancies [190, 194, 196, 197], and
TV2a center [191]. In particular, the three most common SiC
polytypes (3C-SiC, 4H-SiC, and 6H-SiC) all host optically ad-
dressable defect spin states with long coherence time ∼ a few
tens of microseconds at room temperature [198], e.g., T ∗2 ∼ 1
µs and T2 ∼ a few hundred microseconds in 4H-SiC [195]. In
addition, rare-earth-doped crystals and silicon-vacancy cen-
ters in diamond are receiving increasing interest. A long co-
herence time T2 = 2 ms close to the measured T1 = 4.5 ms
has been reported for the electron spin of a single Ce3+ ion
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FIG. 13. (a) Structure of an NV defect center in the diamond lattice.
(b) Energy levels of an NV center in diamond: green, upward arrow
for off-resonant optical transitions, red, downward arrow for fluores-
cence, and dashed arrows for non-radiative, spin-flip decay. Panel (a)
is extracted from Ref. [187] and panel (b) is reproduced from Ref.
[177].
in yttrium aluminium garnet (YAG) crystal [199]. For elec-
tron spins in silicon-vacancy centers in SiC, T ∗2 > 45 ns and
T1 = 2.4 ms have been reported [200, 201].
VIII. MICROSCOPIC QUANTUM MANY-BODY
THEORIES
In previous sections, we have described the central spin de-
coherence in a quantum bath using a generic pure dephasing
Hamiltonian [Eq. (43)]. In this section, we focus on the most
relevant issue in quantum computing: the decoherence of a
central electron spin in a nanoscale nuclear spin bath in semi-
conductor nanostructures, such as quantum dots, donors in sil-
icon, and diamond NV centers. First we give the microscopic
Hamiltonian relevant for these systems.
A. Microscopic model
Under moderate to strong external magnetic field (whose
axis is defined as the z axis), the non-secular terms of the HFI
between the electron spin and various intrinsic nuclear spin
interactions (as discussed in Sec. VII A 3) are suppressed. The
total Hamiltonian includes the electron Zeeman term Hˆ0 ≡
ω0Sˆ z, the nuclear Zeeman term (for simplicity, we consider
one nuclear spin species with spin I and gyromagnetic ratio
γI)
HˆZ ≡ −γI B
∑
j
Iˆzj ≡ ωI
∑
j
Iˆzj,
the secular part Sˆ z
∑
i ai Iˆ
z
i ≡ Sˆ zhˆz of the HFI (ai is the HFI
coefficient and hˆz is widely known as the nuclear Overhauser
field), the diagonal part
Hˆd ≡ 12
∑
i, j
λdi j Iˆ
z
i Iˆ
z
j (52)
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FIG. 14. Contour modulation function for different DD sequences:
(a) FID, (b) Hahn echo, and (c) CPMG-2.
and pair-wise flip-flops part
Hˆff ≡
∑
i, j
λffi j Iˆ
+
i Iˆ
−
j (53)
of intrinsic nuclear spin interactions, and electron-mediated
nuclear spin flip-flop term 2Sˆ zH˜ff , where [27–29, 38]
H˜ff =
hˆ2x + hˆ
2
y
4ω0
≈
∑
i, j
aia j
4ω0
Iˆ+i Iˆ
−
j ≡
∑
i, j
λ˜ffi j Iˆ
+
i Iˆ
−
j , (54)
hˆx, hˆy are the transverse parts of hˆ ≡ ∑i aiIˆi and in the approx-
imation we have neglected a small correction ∼ ∑i a2i /ω0 to
the electron Zeeman splitting. In the interaction picture with
respect to Hˆ0 +HˆZ , the total Hamiltonian assumes the standard
pure dephasing form (Eq. (43)), where [27–29]
Hˆ± = Hˆd + Hˆff ± 12(2H˜ff + hˆz) (55a)
= ±
∑
j
a j
2
Iˆzj +
1
2
∑
i, j
λdi j Iˆ
z
i Iˆ
z
j +
∑
i, j
(λffi j ± λ˜ffi j)Iˆ+i Iˆ−j . (55b)
This corresponds to HˆB ≡ Hˆd +Hˆff and bˆ ≡ 2H˜ff + hˆz. As listed
in Table II, the HFI {ai} are much larger than various nuclear
spin interactions λdi j, λ
ff
i j, λ˜
ff
i j. Also note that the intrinsic nu-
clear spin interactions λdi j, λ
ff
i j are local, i.e., negligible between
distant nuclear spins, while the electron-mediated nuclear spin
interactions λ˜ffi j are non-local.
The initial state of the nuclear spin bath is the therml state
ρˆ
eq
B ∝ Iˆ [Eq. (33)], which is maximally mixed even at very
low temperature (e.g., a few Kelvins) due to the small nuclear
Zeeman splitting. Choosing a different initial state of the bath
will change the thermal noise and hence inhomogeneous de-
phasing, but usually does not influence the “true” decoherence
due to the quantum noise. For “true” decoherence, sometimes
we may take the initial state of the bath as a pure product state
|J〉 = ⊗ j|m j〉 (56)
of the Zeeman eigenstate of each bath spin (Iˆzj |m j〉 = m j|m j〉).
The central spin decoherence can be written as an integral over
the contour C: 0→ td → 0:
L(td) = 〈TCe−i
∫
C Hˆ(z)dz〉, (57)
where 〈· · · 〉 ≡ 〈J| · · · |J〉 for a pure initial state or 〈· · · 〉 ≡
Tr[ρˆeqB (· · · )] for a thermal initial state,
Hˆ(z) =
∑
j
ω j(z)Iˆzj +
1
2
∑
i, j
λdi j(z)Iˆ
z
i Iˆ
z
j +
∑
i, j
λffi j(z)Iˆ
+
i Iˆ
−
j (58)
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is the bath Hamiltonian on the contour, ω j(z) ≡ a js(z)/2,
λffi j(z) ≡ λffi j + s(z)λ˜ffi j, λdi j(z) ≡ λdi j, and s(z) is the DD mod-
ulation function on the contour C: it start from +1 and switch
its sign whenever the central spin is flipped or at td. FID cor-
responds to s(z) ≡ +1 on the upper branch and s(z) ≡ −1 on
the lower branch. Some examples of s(z) are shown in Fig.
14. For an arbitrary function f (z) ≡ f+(t) (z ∈ upper branch)
or f−(t) (z ∈ lower branch), the contour integral is defined as∫
C f (z)dz ≡
∫ td
0 f+(t)dt +
∫ 0
td
f−(t)dt.
B. Noises from spin bath dynamics: general considerations
The central spin decoherence is the product of inhomoge-
neous dephasing due to the thermal noise and “true” decoher-
ence due to the quantum noise (see Sec. V B). The former
usually dominates the FID, but is completely removed by any
DD at the echo time, so only the quantum noise, which is usu-
ally independent of the initial state of the bath, contributes to
central spin decoherence under DD.
1. Thermal noise
On the time scale of inhomogeneous dephasing, nuclear
spin interactions Hˆd, Hˆff , H˜ff can be neglected and L(t) ≡
〈e−ihˆzt〉. For a sufficiently large number of nuclear spins, hˆz
as the sum of many independent random variables obeys the
Gaussian statistics. This gives the Gaussian inhomogeneous
dephasing [cf. Eq. (9)]
Linh(t) = e−(hrmst)
2/2 ≡ e−t2/(T ∗2 )2 (59)
on a time scale
T ∗2 =
√
2
hrms
with
h2rms ≡ 〈hˆ2z 〉 =
I(I + 1)
3
∑
i
a2i ,
which is insensitive to the specific distribution of {ai}. From
Table I, the typical inhomogeneous dephasing time is es-
timated as T ∗2 ∼ a few nanoseconds for a QD containing
N ∼ 104-106 nuclei [27–29].
2. Quantum noises from nuclear spin clusters
Quantum noises are determined by the quantum fluctua-
tions of the baths. According to Eq. (55), the elementary
excitations of the bath are flip-flops of bath spin pairs. On a
short time scale, the flip-flops of different pairs are nearly in-
dependent. On a longer time scale, the successive flip-flop of
different pairs involving a common bath spin generates corre-
lated fluctuation of larger and larger clusters. When central
spin decoherence time is relatively long (e.g., for a small 13C
nuclear spin bath in diamond NV centers), or when the corre-
lated fluctuation of small clusters are reduced by DD control,
the correlated fluctuations of larger clusters become impor-
tant.
In recent years, microscopic quantum many-body theories
have been developed to quantitatively describe the correlated
fluctuations of nuclear spin clusters and the induced electron
spin decoherence in nanoscale nuclear spin baths. The pair-
correlation approximation [27–29] and density matrix cluster
expansion [30, 31] are the two first quantum many-body theo-
ries, which have been independently developed and are equiv-
alent in the leading order. The former treated the flip-flop of
different pairs as independent and provides a transparent phys-
ical picture for central spin decoherence, but neglects the cor-
related fluctuation of larger clusters. The latter provides a con-
venient way to include the leading-order effect of correlated
fluctuation of larger clusters, but may not converge to the exact
results for relatively small baths. The subsequent theory, the
linked-cluster expansion (LCE) [32], accurately accounts for
the fluctuations due to successively higher-order interactions
among the nuclear spins through Feynman diagrams of suc-
cessively higher order, but becomes increasingly inefficient at
higher orders and may not converge for a relatively small spin
bath. When each nuclear spin is coupled to all the other nu-
clear spins [see Eq. (54) for an example], a large-N expan-
sion (N is the number of nuclear spins) of LCE is possible
(so-called ring diagram approximation [37, 38, 202]), which
turns out to be equivalent to the semi-classical noise model
[157, 203]. For a simple and accurate account for the corre-
lated fluctuation of large clusters, the cluster-correlation ex-
pansion (CCE) has been developed [108, 204], which covers
the validity ranges of previous theories, produces the exact
results even for relatively small baths, and has successfully
predicted and explained a series of experimental results for
various solid state systems.
In the following subsections, we will review these many-
body theories. First we introduce the LCE, which accounts
for various fluctuation processes through Feynman diagrams.
Then we introduce the ring diagram approximation as a par-
tial summation of an infinite number of certain Feynman dia-
grams. Next CCE is introduced as an expansion method cor-
responding to an infinite summation of all the Feynman dia-
grams. Finally, we will give a conceptual understanding of
CCE as a systematic method to treat the correlated fluctua-
tion of larger spin clusters in a canonical quantum spin system
(while the cluster expansion and disjoint cluster approxima-
tion [35, 36] can be regarded as certain approximations to the
CCE), thus it can be used to calculate not only central spin de-
coherence but also other quantities such as the quantum noise
spectrum of the spin bath.
Before discussing the different many-body theories, we em-
phasize that in cluster expansion and CCE the term “cluster”
refers to a group of physical bath spins, e.g., a three-spin clus-
ter contains three different bath spins. The “linked-cluster ex-
pansion” (LCE) is a diagrammatic expansion with respect to
the number of interaction lines in a Feynman diagram, e.g., a
third-order Feynman diagram contains three interactions lines,
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but not necessarily contain three different bath spins. By con-
trast, the CCE theory and the cluster expansion theory are
expansions with respect to the number of bath spins, e.g., a
three-spin cluster contains three different bath spins. Never-
theless, there is a close connection between the number of
bath spins contained in a cluster and the order of Feynman di-
agrams. This allows us to establish a connection between the
CCE and the LCE (to be discussed shortly).
C. Linked-cluster expansion
Linked-cluster expansion (LCE) is a standard many-body
technique to evaluate the average of a general time-ordered
exponential, as defined by its Taylor expansion:
〈TCe−i
∫
C Oˆ(z)dz〉
≡
∞∑
n=0
(−i)n
n!
∫
C
dz1 · · ·
∫
C
dzn〈TC[Oˆ(z1) · · · Oˆ(zn)]〉, (60)
where the average 〈· · · 〉 is carried out over a non-interacting
ensemble of bosons, fermions, or spin systems [32], and Oˆ(z)
consists of bosonic (or fermionic) field operators or spin op-
erators in the interaction picture. An example is the contour
Hamiltonian in Eq. (58), where the spin operators in the inter-
action picture are Iˆzi (z) ≡ Iˆzi and Iˆ±i (z) ≡ Iˆ±i .
LCE dictates that the expansion in Eq. (60) can be re-
duced to an exponential function of linked diagrams - hence
the name of LCE. When Oˆ(z) = ϕ˜ is a classical Gaussian ran-
dom variable or when Oˆ(z) =
∑
m(αmcˆm + βmcˆ
†
m) is a bosonic
field operator, there is only one linked diagram corresponding
to (−1/2)〈ϕ˜2〉 or (−1/2)〈Oˆ2〉, so LCE reduces to Eq. (12) or
Eq. (40). Here we introduce the LCE for spin baths relevant
for central spin decoherence in nuclear spin baths, thus the av-
erage 〈· · · 〉 ≡ Tr[ρˆNI(· · · )] refers to a non-interacting spin bath
state
ρˆNI =
e−βHˆNI
Tr e−βHˆNI
,
HˆNI =
∑
i
ωi Iˆzi .
The spin operators in the interaction picture are taken to be
Iˆ±i (z) = e
±iεiz Iˆ±i and Iˆ
z
i (z) = Iˆ
z
i , where in general εi could be
different from ωi.
1. LCE for spin baths
The first key ingredient of LCE for a spin bath is the concept
of contraction [205], defined between a spin raising operator
Iˆ+i (z1) and an arbitrary spin operator Iˆ
α
j (z2) in the interaction
picture:
[Iˆαj (z2)]
•[Iˆ+i (z1)]
• ≡ [Iˆ+i (z1)]•[Iˆαj (z2)]•
≡ δi, jGi(z2, z1)eiεi(z1−z2)[Iˆαj , Iˆ+i ](z2). (61)
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FIG. 15. Diagrammatic representation of the contraction of (a) two
and (b) three spin operators. The spin operators Iˆ+, Iˆ−, and Iˆz corre-
spond to a filled circle, an empty circle, and an empty square.
where z is the time on the contour C, Gi(z2, z1) = θ(z2 −
z1)[1 + n¯(ωi)] + θ(z1 − z2)n¯(ωi) is the contour Green’s func-
tion, θ(z) is the Heaviside step function on the contour, and
n¯(ω) ≡ 1/(eβω − 1) is the Bose-Einstein distribution function.
The contraction can be visualized by Feynman diagrams as
sketched in Fig. 15(a). The contraction of Iˆ+i (z1) and Iˆ
α
i (z2)
is represented by an arrow going from Iˆ+i (z1) to Iˆ
α
i (z2): the
arrow itself represents eiεi(z1−z2)Gi(z2, z1), while the commuta-
tor [Iˆ+i , Iˆ
α
i ](zα) is to be taken at the end of the arrow. Since
[Iˆz, Iˆ+] = Iˆ+ and [Iˆ−, Iˆ+] = −2Iˆz, the contraction of Iˆ+i (z1)
and Iˆzi (z2) [or Iˆ
−
i (z2)] eliminates Iˆ
+
i (z1) and converts Iˆ
z
i (z2) [or
Iˆ−i (z2)] to Iˆ
+
i (z2) [or −2Iˆzi (z2)], reducing the number of spin
operators by one. Note that the contraction of spin operators
is quite different from the contraction of bosonic or fermionic
field operators: the latter is just a c-number, while the former
is still a spin operator that should be used in subsequent con-
tractions. For example, as shown in Fig. 15(b1), the contrac-
tion of Iˆ+i (z1) and Iˆ
z
i (z2) produces Iˆ
+
i (z2), which in turn con-
tracts with Iˆ−i (z3) and produces (−2)Iˆzi (z3). Another example is
shown in Fig. 15(b2): the contraction of Iˆ+i (z1) [or Iˆ
+
i (z2)] and
Iˆ−i (z3) produces (−2)Iˆzi (z3), then Iˆzi (z3) contracts with Iˆ+i (z2) [or
Iˆ+i (z1)] to produce Iˆ
+
i (z3), which in turn contracts with Iˆ
−
i (z4)
to produce (−2)Iˆzi (z4). Here the order of the contraction does
not change the result.
The second key ingredient is the Wick’s theorem for spin
operators [32, 108, 205–207]. Lets consider an arbitrary con-
tour time-ordered product of spin operators in the interaction
picture (spin operators commute inside the TC product)
〈TC[Iˆαi (z1) · · · Iˆγk (zn)]〉 = Tr{ρˆNITC[Iˆαi (z1) · · · Iˆγk (zn)]}. (62)
Wick’s theorem states that the contour time-ordered product
of spin operators TC[· · · ] in Eq. (62) can be replaced by the
sum of all possible fully contracted products containing only
Iˆz operators. IfTC[· · · ] contains different numbers of Iˆ+ and Iˆ−
operators, then Eq. (62) vanishes. For example, the diagram
in Fig. 15(a1) vanishes since it only contains one Iˆ+ opera-
tor but no Iˆ− operator, while all the other diagrams in Fig. 15
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FIG. 16. Topologically inequivalent connected diagrams up to the
4th order for the Hamiltonian in Eq. (58). Here dotted lines con-
nected to a single empty square denote ω j(z), dotted lines connected
to two empty squares denotes λdi j(z), and wavy lines denote λ
ff
i j(z),
e.g., the first (second) diagram represents the first (second) term of
Hˆ(z). Reproduced from Ref. [108].
containing equal numbers of Iˆ+ and Iˆ− operators are fully con-
tracted products. As another example, TC[Iˆ+i (z1)Iˆzi (z2)Iˆ−i (z3)]
has two possible fully contracted products: a connected dia-
gram ([Iˆ+i (z1)]
•[Iˆzi (z2)]
•)◦(Iˆ−i (z3))
◦[Fig. 15(b1)] and a discon-
nected diagram [Iˆ+i (z1)]
•[Iˆ−i (z3)]
• × Iˆzi (z) [Fig. 15(b3)].
By appling Wick theorem to each TC product, Eq. (60)
can be decomposed as the sum of fully contracted products or
equivalently diagrams, including connected ones and discon-
nected ones. The LCE theorem states that all these diagrams
can be resummed into an exponential form [208]:
〈TCe−i
∫
C Oˆ(z)dz〉 = 〈epˆi〉, (63)
where pˆi represents the sum of all the connected diagrams con-
tained in Eq. (60). Taking the contour bath Hamiltonian in
Eq. (58) as an example, all the topologically inequivalent con-
nected diagrams up to the 4th order of the bath interactions are
shown in Fig. 16.
For a spin-1/2 bath, the average 〈J |· · · | J〉 over a pure prod-
uct state |J〉 [Eq. (56)] (an eigenstates of HˆNI) can be taken
as the average over an zero-temperature ensemble Tr[ρˆNI · · · ],
with ωi < 0 (or > 0) for |mi〉 = |↑〉 (or |↓〉). Therefore the
“true” decoherence caused by a bath in the pure state |J〉 can
be written as [32, 108, 207]:
L(td) = 〈J|TCe−i
∫
C Hˆ(z)dz|J〉 = epi, (64)
where
pi ≡ 〈J|pˆi|J〉 = 〈J|TCe−i
∫
C Hˆ(z)dz|J〉connected (65)
is the sum of all connected Feynman diagrams contained in
〈J|TCe−i
∫
C Hˆ(z)dz|J〉. Here each constituent diagram of pi is a
c-number, obtained from the constituent diagram of pˆi by re-
placing Iˆzi with 〈J|Iˆzi |J〉 = mi. When bath spins are higher
than 1/2, the average 〈J |· · · | J〉 over a pure product state |J〉
(a) 
(c) 
z1 z2 
(b) 
z1 z2 
z3 
z1 z3 
z2 
+ 
z1 z2 
z3 z4 
+ 
z1 z2 
z4 z3 
z1 z3 
z2 z4 
+ 
z1 z4 
z2 z3 
+ 
z1 z3 
z4 z2 
+ 
z1 z4 
z3 z2 
+ 
ൈ
ሺെ݅ሻଶ
ʹǨ
 
ൈ
ሺെ݅ሻଷ
͵Ǩ
 
ൈ
ሺെ݅ሻସ
ͶǨ
 
FIG. 17. Ring diagrams containing up to (a) two, (b) three, and (c)
four nucelar spins.
[Eq. (56)] can still be taken as an zero-temperature ensemble
Tr[ρˆNI · · · ] as long as each bath spin is mapped to a composite
of pseudo-spin-1/2’s [108].
The LCE has been applied to the phosphorus donor elec-
tron spin in a 29Si nuclear spin bath [32, 207]. The connected
Feynman diagrams have been evaluated up to the fourth order
of the bath interactions. The results agree reasonably with the
experimental data [82]. The FID is dominated by the leading-
order flip-flop process of nuclear spin pairs (the third diagram
in Fig. 16). Under higher-order DD, it is necessary to take
higher-order diagrams into account, but the tedious diagram
counting and evaluation makes it difficult to go to very high
orders.
2. Ring diagram approximation
The difficulty in counting and evaluating higher-order
Feynman diagrams in LCE could be greatly simplified un-
der a relatively weak magnetic field [37, 38, 202], where the
electron-mediated nuclear spin interactions λ˜ffi j dominates over
the intrinsic interactions λffi j and λ
d
i j. In this case λ
ff
i j and λ
d
i j
in Eq. (58) can be dropped, the total Hamiltonian becomes
Hˆ = Sˆ zbˆ with bˆ ≡ hˆz + 2H˜ff [Eq. (54)], and the decoher-
ence L(td) = 〈e−ibˆ
∫ td
0 s(t)dt〉 [cf. Eq. (57)] is completely re-
moved by any DD at the echo time (in this case decoherence
comes from the flip-flop between nuclei of different species
[37, 38, 202]). The “true” decoherence due to quantum noises
in FID [37, 38, 202],
Ldyn(t) = 〈J|e−ibˆt |J〉 = 〈J|T e−2i
∫ t
0 H˜ff (t
′)dt′ |J〉 ≈ 〈T e−2i
∫ t
0 H˜ff (t
′)dt′〉
is described by the simplified “contour” Hamiltonian
H˜ff(t) =
∑
i, j
λ˜ffi j Iˆ
+
i Iˆ
−
j e
i(ai−a j)t/2,
25
thus all the Feynman diagrams (Fig. 16) involving λdi j(z)
and ω j(z) vanish. Since each nuclear spin couples to all
the other nuclear spins with comparable strength, the value
of a Feynman diagram involving m different nuclear spins
is of the order O(Nm) with N being the number of nuclear
spins. This enables a leading-order expansion with respect
to 1/N [32, 37, 38, 202]: among all the Feynman diagrams
containing the same number of interaction lines, it suffices
to keep only those diagrams involving the maximal num-
ber of nuclear spins, i.e. all the ring diagrams contained in
〈T e−2i
∫ t
0 H˜ff (t
′)dt′〉 (Fig. 17). This is the ring diagram approxi-
mation [37, 38, 202]. For t  inverse HFI, it gives a power-
law decay 3
Ldyn(t) ≈ 11 + it/Tdyn , (66)
which is insensitive to the specific distribution of the HFI co-
efficients {ai}, on a time-scale
Tdyn ≡ ω0
h2rms
. (67)
For t  Tdyn, the denominator 1 + it/Tdyn ≈ it/Tdyn gives rise
to a pi/2 phase shift of the electron Larmor precession. Power-
law behavior and a long-time pi/4 phase shift has also been
observed in the single-spin Rabi oscillation decay [103, 209].
For long times t  inverse HFI, it gives an exponential de-
cay [28, 210] on a time scale that depends sensitively on the
distribution of {ai}. The relevance of the power-law decay
and the exponential decay depends on the magnetic field. For
weak fields such that Tdyn  inverse HFI, most of the coher-
ence decay follows the short-time power-law behavior in Eq.
(66). By contrast, in the opposite limit Tdyn  inverse HFI,
most of the coherence decays exponentially. Under spin echo,
the calculated decoherence under weak magnetic fields agrees
with the experiment in gated GaAs QDs [156]. At slightly
stronger magnetic fields, characteristic oscillations with fre-
quencies equal to the differences of the nuclear Zeeman fre-
quencies of different nuclear species is predicted [37, 38] and
subsequently observed experimentally [157].
Essentially, the ring diagram approximation assumes that
all the spin operators in H˜ff(z) commute with each other [37,
38]. This involves an O(1/N) error [211] and is equivalent to
a semi-classical treatment of the quantum noise. A detailed
discussion can be found in Ref. [203] and [212]. Taking the
“true” decoherence in the FID as an example, on a time scale
t  inverse HFI,
Ldyn(t) = 〈e−2iH˜ff t〉 = 〈e−i(hˆ2x+hˆ2y )t/(2ω0)〉.
3 Here we have removed a phase factor eit/Tdyn , which is an artifact of
using 2H˜ff = 2
∑
i, j λ˜
ff
i j Iˆ
+
i Iˆ
−
j instead of the more accurate expression
2H˜ff = (hˆ2x + hˆ
2
y )/(2ω0) [see Eq. (54)]: the latter contains a small cor-
rection (1/2ω0)
∑
i a2i [I(I + 1) − (Iˆzi )2] ≈ 1/Tdyn to the electron Zeeman
splitting.
Regarding hˆx and hˆy as independent, classical quasi-
static Gaussian noise obeying the distribution P(h) =
e−h2/(2h2rms)/(
√
2pihrms) gives
Ldyn(t) ≈
∫
P(hx)dhx
∫
P(hy)dhy e−i(h
2
x+h
2
y )t/(2ω0),
which reproduces Eqs. (66) and (67).
D. Cluster-correlation expansion
The key idea of CCE is to factorize Eq. (57) into the product
of cluster-correlation terms, each of which accounting for the
irreducible, correlated fluctuations in a given bath spin clus-
ter. For a finite-time evolution as in the central spin decoher-
ence problem, a convergent result is obtained by truncating
the expansion up to a certain cluster size. The two-spin clus-
ter truncation of the CCE corresponds to the pair-correlation
approximation [27–29]. When the central spin decoherence
comes from the contribution of a large number of cluster cor-
relation terms and the contribution from each individual term
is small, as the usual case for relatively large baths, CCE co-
incides with the cluster expansion [30, 31]. For small baths,
however, central spin decoherence may be dominated by the
coherent dynamics of a few cluster correlation terms. In this
case, CCE converges to the exact results while the cluster ex-
pansion does not.
CCE has been applied to electron spin decoherence for
phosphorus donor in silicon (Si:P) [213], bismuth donors in
silicon (Si:Bi) [143, 170, 214], radical spins in malonic acid
crystals [215], and diamond NV center [111]. The calculated
results agree well with the experimental data, including the
decoherence time scale, the temporal profile, and its depen-
dence on the magnetic field. The CCE also provides con-
vincing theoretical demonstrations of atomic-scale sensing of
distant nuclear spin clusters [16] and anomalous decoherence
effects [95]. Both effects have been observed subsequently
[96, 216] and these experiments are well explained by CCE
calculations.
CCE can be understood in two different viewpoints. First,
CCE is a re-grouping and infinite summation of all the LCE
diagrams [108]. Second, CCE is a systematic method to treat
the irreducible, correlated fluctuation of successively larger
spin clusters in a canonical ensemble, so CCE can also be used
to calculate other quantities such as the quantum noise spec-
trum. The first understanding applies to a pure product state
|J〉 of the bath [Eq. (56)]. The second understanding leads
to two formulations: CCE for a general non-interacting bath
state has a simpler form [204], but CCE for a pure product
state of a general spin bath has better convergence [108].
1. CCE as infinite summation of LCE diagrams
For a pure product state |J〉 [Eq. (56)] of the spin bath,
the connection between LCE [Eqs. (64) and (65)] to CCE is
based on the observation that each connected LCE diagram
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FIG. 18. (a) Expansion of a third-order connected diagram into dia-
grams involving the flip-flops of different clusters of spins. (b) and
(c) show the diagrams contained in p˜i(∅) and p˜i(i, j), respectively. Re-
produced from Ref. [108].
can be expanded as the sum of diagrams involving the flip-
flops of different clusters of spins. As an example shown in
Fig. 18(a) for a spin-1/2 bath, a third-order LCE diagram in-
volving the flip-flop of a spin pair contains diagrams for spin
clusters (1, 2), (1, 3), · · · , where the numbers stand for the in-
dices of the spins that have been flipped. Thus all the con-
nected diagrams can be classified according to the spin clus-
ters instead of the interaction orders. For an arbitrary (empty
or non-empty) cluster C, we define the cluster-correlation
term p˜i(C) as the sum of all connected diagrams in which all
and only the spins in cluster C have been flipped. For in-
stance, some of the diagrams constituting p˜i(∅) and p˜i(i, j) for
a spin-1/2 Hamiltonian in Eq. (58) are shown in Figs. 18(b)
and 18(c), respectively.
With these {p˜i} functions, the exact LCE is expressed as
pi =
∑
C⊆{1,2,··· ,N}
p˜i (C) , (68)
i.e., the sum of cluster-correlation terms for all spin clusters
(including the empty cluster ∅) in the N-spin bath. In partic-
ular, the infinite summation of all the connected diagrams for
a certain cluster C and all its subsets
pi (C) ≡
∑
C′⊆C
p˜i
(C′) , (69)
is just equal to pi [Eq. (65)] with all the terms involving the
flip-flop of spins outside the cluster C dropped, or, equiva-
lently, with the bath Hamiltonian Hˆ(z) = Hˆ(Iˆ1, · · · , IˆN) re-
placed with H({Iˆ j∈C}, {〈J|Iˆ j<C|J〉}) in which the spins outside
the cluster are mean-field averaged. Thus we have
epi(C) = 〈J|TCe−i
∫
C Hˆ({Iˆ j∈C},{〈J|Iˆ j<C |J〉})dz|J〉. (70)
For small clusters C, the Hamiltonian Hˆ({Iˆ j∈C}, {〈J|Iˆ j<C|J〉})
only contains spin operators inside the cluster C, thus pi(C) can
be calculated from Eq. (70) by direct diagonalization. This, in
turn, allows {p˜i(C)} to be extracted recursively from Eq. (69):
p˜i(C) = pi (C) −
∑
C′⊂C
p˜i
(C′) , (71)
e.g., p˜i(∅) = pi(∅) and p˜i(i) = pi (i) − p˜i(∅).
For a cluster C containing |C| bath spins, each diagram in
p˜i(C) consists of at least |C| off-diagonal interaction lines that
connect all the spins in cluster C into a linked cluster (see
Fig. 18 for examples), thus p˜i(C) ∼ (λff td)|C|, where λff is the
typical value of the off-diagonal interactions λffi j(z). On a time
scale td  1/λff , cluster-correlation terms of large clusters
are small, so Eq. (68) can be truncated, e.g., keeping cluster-
correlation terms containing up to M bath spins gives the Mth-
order truncated CCE (CCE-M for short):
pi(M) =
∑
|C|≤M
p˜i (C) = p˜i(∅) + p˜i(1) + · · · + p˜i(M),
where p˜i(M) ≡ ∑|C|=Mp˜i (C) is the total contribution from all
M-spin cluster-correlation terms. If each bath spin interacts,
on average, with q spins, then the number of linked clusters
containing m bath spins is ∼ Nqm−1 and p˜i(m) ∼ (N/q)(qλff td)m.
Therefore, a sufficient condition for convergence of CCE is
td <
1
qλff
. (72)
which is usually much longer than the electron spin decoher-
ence time.
2. CCE without LCE: general non-interacting bath state
The CCE formalism described below can be directly used
to calculate the average of a general time-ordered exponential
over an arbitrary non-interacting ensemble ρˆNI = ⊗Ni=1ρˆi (ρˆi
for the ith bath spin), i.e., Eq. (57) with Hˆ(z) being a general
spin bath Hamiltonian [not necessarily Eq. (58)] and 〈· · ·〉 ≡
Tr[ρˆNI(· · · )]. However, for clarity we consider Eq. (57) with
Hˆ(z) given by Eq. (58), but the initial state of the bath is a
general non-interacting state ρˆNI.
The first step is to define the cluster term
L(C) ≡ 〈TCe−i
∫
C HˆC(z)dz〉, (73)
where HˆC(z) is obtained from Hˆ(z) by dropping all the bath
spins outside cluster C, e.g., Hˆ{i}(z) = ωi(z)Iˆzi and Hˆ{i, j}(z) =
ωi(z)Iˆzi + ω j(z)Iˆ
z
j + λ
d
i j(z)Iˆ
z
i Iˆ
z
j + λ
ff
i j(z)(Iˆ
+
i Iˆ
−
j + h.c.). The key
observation is that when a cluster C can be divided into two
subsets C1 and C2 such that HˆC(z) does not contain any inter-
action between the two subsets, L(C) is factorizable: L(C) =
L(C1)L(C2). This allows singling out the irreducible, corre-
lated fluctuations of different clusters by defining a hierarchy
of cluster-correlation terms {L˜(C)}:
L˜(i) ≡ L(i), (74a)
L˜(i, j) ≡ L(i, j)
L˜(i)L˜( j)
, (74b)
· · ·
L˜(C) ≡ L(C)∏
C′⊂C L˜(C′)
. (74c)
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FIG. 19. Diagrammatic representation of the lowest-order processes
contributing to ensemble cluster-correlation terms for (a) L˜(i, j) and
(b),(c) L˜(i, j, k). Solid (Dashed) line for off-diagonal (diagonal) spin-
spin interaction.
The central spin coherence is expressed exactly as the product
of all possible cluster-correlation terms:
L =
∏
C⊆{1,2,··· ,N}
L˜(C) =
∏
i
L(i)

∏
i, j
L˜(i, j)
 · · · . (75)
Since Hˆ(z) contains pair-wise interactioins λi j (including
λdi j and λ
ff
i j), the pair-correlation term ln L˜(i, j) is at least first
order in λi jtd since L(i, j) = L(i)L( j) and hence ln L˜(i, j) = 0
when λi j = 0. By mathematical induction, it can be proved
that the cluster-correlation term ln L˜(C) vanishes if the interac-
tions contained in HˆC(z) cannot connect all the spins in group
C into a linked cluster. Consequently, in the Taylor expan-
sion of ln L˜(C) with respect to the bath interaction times the
evolution time td, the bath interaction coefficients contained
in every term must: (i) connect all the spins in group C into
a linked cluster, (ii) ensure that each spin inside cluster C is
flipped an even number (0, 2, 4, · · · ) of times, and, if the ini-
tial state of the bath ρˆNI ∝ Iˆ is maximally mixed, (iii) ensure
that every bath spin inside cluster C appear an even number
(2, 4, 6, · · · ) of times. Condition (i) alone ensures that ln L˜(C)
is at least (|C| − 1)th order, while conditions (ii) and (iii) usu-
ally make the order of ln L˜(C) even higher.
For example, the Taylor expansion of ln L˜(i, j) with respect
to λdi jtd and λ
ff
i jtd satisfying conditions (i) and (ii) reads:
ln L˜(i, j) = c1λdi jtd + c2(λ
d
i jtd)
2 + c3(λffi jtd)
2 + O(t3d),
as shown diagrammatically in Fig. 19(a). In the first and
second terms/diagrams, spin i and spin j are not flipped.
In the third term/diagram, each spin is flipped twice. If
the initial state of the bath is maximally mixed, then condi-
tion (iii) dictates that the first term/diagram vanishes since
in this term/diagram each spin only appears once. In this
case, the leading Taylor expansion of ln L˜(i, j) is second or-
der, including two terms: (λdi jtd)
2 and (λffi jtd)
2. Similarly, ac-
cording to conditions (i) and (ii), the Taylor expansion of
ln L˜(i, j, k) is at least second order. The lowest, second or-
der expansion includes three terms (λdi jtd)(λ
d
iktd), (λ
d
i jtd)(λ
d
jktd),
(λdkitd)(λ
d
k jtd), as shown diagrammatically in Fig. 19(b). As
these terms/diagrams are obtained from the first one by in-
terchanging i, j, k, they can be represented by a single dia-
gram [the last diagram in Fig. 19(b)]. The third order ex-
pansion are shown diagrammatically in Fig. 19(c): the first
diagram denotes (λdi jtd)(λ
d
jktd)(λ
d
kitd), the second diagram de-
notes (λdi jtd)
2(λdiktd) and other terms obtained by interchang-
ing i, j, k, the third diagram denotes (λffi jtd)(λ
ff
jktd)(λ
ff
kitd), and
the fourth diagram denotes (λffi jtd)
2(λdiktd) and other terms ob-
tained by interchanging i, j, k. If the initial state of the bath
is maximally mixed, then condition (iii) further dictates that
all the second order diagrams in Fig. 19(b) and the second
and fourth diagrams in Fig. 19(c) should vanish. In this case,
ln L˜(i, j, k) is third order, with the leading order term being
(λdi jtd)(λ
d
jktd)(λ
d
kitd) and (λ
ff
i jtd)(λ
ff
jktd)(λ
ff
kitd). For an arbitrary
cluster C, ln L˜(C) is at least (|C| − 1)th order, or at least |C|th
order if the initial state of the bath is maximally mixed.
On a time scale td  1/λ (λ is the typical value of bath
spin interactions), cluster-correlation terms for large clusters
are small, so the exact CCE [Eq. (75)] can be truncated, e.g.,
the Mth-order truncated CCE (CCE-M for short):
L(M) =
∏
|C|≤M
L˜(C) = L˜(1)L˜(2) · · · L˜(M), (76)
where L˜(m) ≡ ∏|C|=m L˜(C) is the contribution of m-spin
cluster-correlation terms. For example, CCE-1, L(1) = L˜(1) =
L(1)L(2) · · · L(N), provides a good description for the FID,
which is dominated by inhomogeneous dephasing. CCE-
2 gives L(2)(1, 2, · · · ,N) = L˜(1)L˜(2), which is just the pair-
correlation approximation [27–29]. By going to higher-order
truncations, the contribution from cluster-correlation terms
of larger clusters can be included accurately and systemat-
ically. For small truncation size M, the cluster-correlation
terms can be easily calculated by exact numerical diagonal-
ization. If each bath spin interacts, on average, with q spins,
then the number of connected size-m clusters is ∼ Nqm−1.
Since ln L˜(C) ∼ (λtd)|C|−1 (λ is the typical bath interaction), the
contribution from m-spin correlation is ln L˜(m) ∼ N(qλtd)m−1.
Therefore, a sufficient condition for the convergence of CCE
is
td <
1
qλ
. (77)
When the spin bath can be divided into many non-
overlapping clusters C1,C2, · · · such that the interactions be-
tween different clusters are small, we can regard each cluster
as an effective bath spin and apply the CCE formalism to these
effective spins. Namely,
L˜(Ci) ≡ L(Ci), (78a)
L˜(Ci,C j) ≡ L(Ci,C j)
L˜(Ci)L˜(C j)
, (78b)
· · · ,
and the central spin coherence is expanded exactly as
L =
∏
i
L(Ci)

∏
i, j
L˜(Ci,C j)
 · · · , (79)
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similar to Eqs. (74) and (75). When the correlation between
different subsets are neglected, Eq. (79) reduces to the disjoint
cluster approximation [35]: L =
∏
i L(Ci).
3. CCE without LCE: pure bath state
The CCE formalism for general non-interacting bath states
treats both the off-diagonal interactions λffi j and diagonal in-
teractions λdi j as perturbations. However, for a pure product
bath state |J〉 [Eq. (56)], the diagonal interactions alone do
not cause non-trivial evolution of the bath. In other words, the
essential spin bath dynamics starting from a product state |J〉
is the spin flip-flop by the off-diagonal interactions: the diago-
nal interactions can be exactly taken into account and only the
off-diagonal interactions need to be treated as perturbations.
This goal has been achieved by the CCE formalism in Sec.
VIII D 1 with the assistance of diagrammatic LCE [32]. Here
we present an alternative formulation of this approach without
relying on the LCE.
We are interested in the “true” decoherence
LJ ≡ 〈J|TCe−i
∫
C Hˆ(z)dz|J〉,
where contour Hamiltonian Hˆ(z) = H(Iˆ1, · · · , IˆN) is writ-
ten as an explicit function of all the bath spin operators.
The CCE formalism described below applies to a general
spin bath Hamiltonian, but we consider Hˆ(z) given in Eq.
(58) for the sake of clarity. The idea of CCE is to single
out the contributions from irreducible, correlated fluctuations
from successively larger clusters. First, replacing all bath
spin operators in H(Iˆ1, · · · , IˆN) with their mean-field aver-
ages Iˆ j → 〈J|Iˆ j|J〉 gives the c-number mean-field Hamilto-
nian H(〈J|Iˆ1|J〉, · · · , 〈J|IˆN |J〉) and hence the mean-field con-
tribution without involving the flip of any bath spins
LJ(∅) ≡ e−i
∫
C H(〈J|Iˆ1 |J〉,··· ,〈J|IˆN |J〉)dz. (80)
Since LJ(∅) is trivially evaluated, hereafter focus is put on the
decoherence caused by the dynamic fluctuation of bath spins:
δLJ ≡ LJLJ(∅) = 〈J|TCe
−i ∫C δHˆdz|J〉,
where
δHˆ ≡ H(Iˆ1, · · · , IˆN) − H(〈J|Iˆ1|J〉, · · · , 〈J|IˆN |J〉)
is the bath Hamiltonian with the mean-field part removed. To
proceed, the decoherence due to the dynamical fluctuation of
a non-empty cluster C is defined as
δLJ(C) ≡ LJ(C)LJ(∅) ≡ 〈J|TCe
−i ∫C δHˆCdz|J〉, (81)
where
δHˆC ≡ H({Iˆ j∈C}, {〈J|Iˆ j<C|J〉}) − H(〈J|Iˆ1|J〉, · · · , 〈J|IˆN |J〉)
(82)
is the fluctuation part of the Hamiltonian of cluster C, obtained
from δHˆ by replacing bath spin operators outside cluster C
with their mean-field averages Iˆ j<C → 〈J|Iˆ j<C|J〉. By defi-
nition, δHˆC does not contain any bath spin operators outside
cluster C.
The key observation is that if cluster C can be divided into
two subsets C1 and C2 such that (A) Hˆ(z) does not contain any
interaction between C1 and C2, or (B) Hˆ(z) contains no spin-
flip terms for the spins of one subset (say C1), then δLJ(C) can
be factorized as δLJ(C) = δLJ(C1)δLJ(C2). This is because
condition (A) leads to δHˆC = δHˆC1 + δHˆC2 , i.e., the dynamical
fluctuation of C1 and C2 are independent, while condition (B)
allows all operators inside C1 to be replaced with their mean-
field averages (i.e., spins in C1 has no dynamical fluctuation),
so that δLJ(C1) = 1 and δLJ(C) = δLJ(C2). This motivates
the following definition of a hierarchy of cluster-correlation
terms, in a way similar to the previous subsection:
δL˜J(i) ≡ δLJ(i), (83a)
δL˜J(i, j) ≡ δLJ(i, j)
δL˜J(i)δL˜J( j)
, (83b)
· · ·
δL˜J(C) ≡ δLJ(C)∏
C′⊂C δL˜J(C′)
. (83c)
The decoherence is expressed exactly as the product of all pos-
sible cluster-correlation terms:
δLJ =
∏
C⊆{1,2,··· ,N}
δL˜J(C). (84)
So-defined cluster-correlation δL˜J(C) vanishes if the inter-
actions contained in δHˆC cannot connect all the spins in group
C into a linked cluster (i.e., cluster C consists of two subsets
with independent dynamical fluctuation), or if the off-diagonal
interaction terms contained in δHˆC do not flip certain spins
inside cluster C (i.e., these spins have no dynamical fluctua-
tion). Therefore, the cluster-correlation term δL˜J(C) accounts
for the irreducible, fully correlated dynamical fluctuation of
all spins in cluster C. Consequently, in the Taylor expansion
of ln δL˜J(C) with respect to λffi jtd and λdi jtd, the interaction co-
efficients contained in every term must (i) connect all the spins
in group C into a linked cluster, and (ii) ensure that every spin
in cluster C is flipped an even (2, 4, 6, · · · ) number of times.
Conditions (i) and (ii) ensure that ln δL˜J(C) is at least
|C|th order in (λff td), where λff is the typical off-diagonal
bath interactions. Taking the Taylor expansion of ln δL˜J(i, j)
as an example, the first few terms in the expansion are
shown diagrammatically in Fig. 20(a), including the low-
est, second-order term (λffi jtd)
2 (first diagram), the third-order
term (λdi jtd)(λ
ff
i jtd)
2 (second diagram), and the fourth-order
terms (λdi jtd)
2(λffi jtd)
2 (third diagram) and (λffi jtd)
4 (fourth di-
agram). Similarly, the Taylor expansion of ln δL˜J(i, j, k) is
shown diagrammatically in Fig. 20(b), including the low-
est, third-order term (λffi jtd)(λ
ff
jktd)(λ
ff
kitd) (first diagram), the
fourth-order term (λdi jtd)(λ
ff
i jtd)(λ
ff
jktd)(λ
ff
kitd) and other terms
obtained by interchanging i, j, k (second diagram), the fourth-
order term (λffi jtd)
2(λffjktd)
2 and other terms obtained by
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FIG. 20. Diagrammatic representation of the lowest order processes
contributing to cluster-correlation terms (for a pure initial state of the
bath) of and (a) δL˜J(i, j), (b) δL˜J(i, j, k), and (c) δL˜J(i, j, k, l). Solid
(Dashed) line for off-diagonal (diagonal) spin-spin interaction.
FIG. 21. “True” decoherence from CCE compared with the exact
solutions for one-dimensional spin-1/2 XY model consisting of N =
100 bath spins. (a) FID, Hahn echo, and under CPMG-2 control.
The level splitting of bath spins vary smoothly with location. (b)
FID. The level splitting of bath spins varies randomly with location.
Reproduced from Ref. [108].
interchanging i, j, k (third diagram). The first few terms in the
Taylor expansion of ln δL˜J(i, j, k, l) are shown in Fig. 20(c),
including the lowest, fourth-order term (first diagram) and a
few fifth-order terms (other diagrams). For the Taylor ex-
pansion of ln δL˜J(C) for a general cluster C, the lowest-order
term is the ring diagram formed by |C| off-diagonal interac-
tion lines, such as the first diagram in Figs. 20(a)-20(c), thus
ln δL˜J(C) is |C|th order in λff td.
On a time scale td  1/λff , the exact CCE [Eq. (84)] can
be truncated, e.g., the Mth-order truncated CCE (CCE-M for
short) is:
δL(M)J =
∏
|C|≤M
δL˜J(C). (85)
For a relatively small truncation size M, the cluster-correlation
terms can be calculated by exact numerical diagonalization.
CCE-1 gives δL(1)J = δL˜J(1) · · · δL˜J(N), corresponding to the
independent precession of individual bath spin in the mean-
field produced by other bath spins. CCE-2 accounts for the
irreducible bath spin correlations up to pairs and is equiva-
lent to the pair-correlation approximation [27–29]. Going to
successively higher order truncations allows systematic inclu-
sion of successively higher-order irreducible correlations in
the spin bath evolution and accurate description of the deco-
herence under various DD controls [Fig. 21(a)].
In terms of p˜i(C) in Sec. VIII D 1, we have ep˜i(∅) = LJ(∅)
and ep˜i(C) = δL˜J(C) for non-empty C, thus a sufficient con-
dition for convergence is still Eq. (72). However, in some
cases, the convergence could even go well beyond. One such
scenario is a disordered spin bath with highly non-uniform or
even random spin splitting energies for different spins. In this
case the disorder induced localization effect would bound the
size of irreducible fully correlated clusters up to a critical size
M0, such that CCE-M0 would converge to the exact results on
any time scales [see Fig. 21(b) for an example].
The random spin splitting of bath spins inside a cluster C
may come from their random couplings to the central spin or
to the mean-field averages of other bath spins outside clus-
ter C, e.g., in δHˆC, the spin splitting of the jth spin inside C
consists of two non-uniform parts: s(z)a j/2 due to HFI and∑
k<C λdjk〈J|Iˆzk |J〉 due to coupling to external bath spins. This
observation makes it possible to modify the CCE to improve
its convergence [69]. The hybrid CCE [69] is the same as
the CCE in Sec. VIII D 2 except for a different definitions of
HˆC(z) and hence L(C) [Eq. (73)]: instead of dropping all the
bath spins outside cluster C from the bath Hamiltonian Hˆ(z),
now HˆC(z) is obtained from Hˆ(z) by dropping the terms that
flip the bath spins outside cluster C. Thus L(C) in hybrid CCE
is connected to the cluster-correlation terms δLJ(C) in Sec.
VIII D 3 via
L(C) =
∑
J
PJ LJ(∅)δLJ(C) =
∑
J
PJ LJ(C). (86)
The mean fields from external bath spins randomizes the split-
ting of bath spins inside C and improves the convergence, al-
though it is not obvious whether or not the hybrid CCE con-
verges to the exact results: here L(C) is no longer factorizable
even if C can be divided into two subsets with no inter-subset
interactions, so ln L˜(C) [as defined in Eq. (74)] does not van-
ish even if the interactions contained in HˆC(z) cannot connect
all the spins in group C into a linked cluster. In practice, the
ensemble average in Eq. (86) has exponential complexity. The
algorithm to deal with this issue and detailed discussion of its
applications to Si:P, silicon QDs, and NV centers can be found
in Ref. [69].
Finally, when the spin bath consists of many non-
overlapping subsets C1,C2, · · · with weak inter-subset inter-
actions, we can regard each subset as an effective bath spin
and apply the CCE formalism [Eqs. (83) and (84)] to these
effective spins, in the same way as Eqs. (78) and (79).
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4. CCE for quantum noise auto-correlation function
Recently, the idea of CCE has been adapted [70, 97] to
calculate the auto-correlation 〈bˆ(t)bˆ〉 of the quantum noise
bˆ(t) ≡ eiHˆBtbˆe−iHˆBt driven by an interacting bath Hamiltonian
HˆB, where the noise operator bˆ =
∑
j bˆ j is the sum of operators
of individual spins (e.g., bˆ j = a j · Iˆ j) and 〈· · · 〉 ≡ Tr[ρˆB(· · · )] is
the ensemble average in a product bath state ρˆB = ⊗ jρˆ j. The
first step is to define the quantum noise from a spin cluster,
bˆC(t) ≡ eiHˆCtbˆCe−iHˆCt
where bˆC =
∑
j∈C bˆ j and HˆC is the Hamiltonian of a cluster C,
obtained from the bath Hamiltonian by dropping all bath spins
except for those in cluster C. The second step is to define the
noise auto-correlation
C{1,2,··· ,N}(t) ≡ 〈bˆ(t)bˆ〉 − 〈bˆ(t)〉〈bˆ〉 (87)
and the contribution from a cluster C:
CC(t) ≡ 〈bˆC(t)bˆC〉 − 〈bˆC(t)〉〈bˆC〉, (88)
where N is the number of bath spins. If a cluster C consists of
two subsets C1 and C2 and HˆC does not contain any interac-
tion between these two subsets, then the noise auto-correlation
from this cluster is additive: CC(t) = CC1 (t) + CC2 (t). This
motivates the definition of a hierarchy of cluster-correlation
terms:
C˜C(t) ≡ CC(t) −
∑
C′⊂C
C˜C′ (t), (89)
e.g., C˜i(t) ≡ Ci(t), C˜{i, j}(t) ≡ C{i, j}(t) − C˜i(t) − C˜ j(t), etc. By
definition, the pair-correlation C˜{i, j}(t) vanishes when there is
no interaction between spin i and spin j, thus C˜{i, j}(t) is at
least first order in the bath spin interactions. Similarly, C˜C(t)
vanishes when the interactions contained in HˆC cannot con-
nect the spins in group C into a linked cluster, thus C˜C(t) is
at least (|C| − 1)th order in the bath spin interactions. Finally,
the noise auto-correlation is approximated by truncating the
expansion, e.g., keeping cluster-correlation terms containing
up to M spins gives (CCE-M for short):
C(M){1,2,··· ,N}(t) =
∑
C,|C|≤M
C˜C(t). (90)
Since CC(t) and hence C˜C(t) for small |C| can be easily calcu-
lated by exact numerical diagonalization, Eq. (90) provides
a systematic approach to calculate the auto-correlation up to
successively higher orders of inter-spin correlation, e.g., for a
non-interacting spin bath, the cluster contributions C˜C(t) = 0
for |C| ≥ 2, so CCE-1 gives the exact result: C(1, 2, · · · ,N) =∑
i C˜(i) =
∑
i C(i), even in the presence of rapid single-spin
dynamics such as that induced by the anisotropic HFI (see
Sec. IX A 2).
We notice that the original formulation [70, 97] of the CCE
of noise auto-correlation uses a slightly different definition:
C′{1,2,··· ,N}(t) ≡ 〈bˆ(t)bˆ〉 − 〈bˆ2〉, (91)
C′C(t) ≡ 〈bˆC(t)bˆC〉 − 〈bˆ2C〉 (92)
FIG. 22. Convergence of CCE in realistic nuclear spin baths. (a)
Decoherence of the NV electron spin transition | + 1〉 ↔ | − 1〉 under
CPMG-5 control and B = 0.3 T along the NV axis, caused by the
13C nuclear spins with natural abundance 1.1%. (b) Decay of Hahn
echo of the Bi donor electron spin near the “clock” transition (B =
BCT + 0.3 mT with BCT = 79.9 mT), caused by the 29Si nuclear spins
with natural abundance 4.7%. Panal (a) is extracted from Ref. [95]
and panal (b) is extracted from the Supplementary Information of
Ref. [97].
instead of Eqs. (87) and (88). In this case, even when a
cluster C consists of two subsets C1 and C2 and HˆC does not
contain any interaction between these two subsets, the cluster
term C′C(t) does not reduce to C
′
C1 (t) + C
′
C2 (t) due to the ex-
istence of cross-correlation terms (〈bˆC1 (t)〉 − 〈bˆC1〉)〈bˆC2〉 and
(〈bˆC2 (t)〉 − 〈bˆC2〉)〈bˆC1〉. Thus this formulation is essentially a
short-time perturbative expansion of W(t) around t = 0 [70].
For a maximally mixed bath state ρˆB ∝ Iˆ, the cross-correlation
terms vanish, thus C′C(t) = CC(t)−CC(0), i.e., the original for-
mulation coincides with Eqs. (87)-(89).
5. Numerical techniques
The CCE calculations converge rapidly for the electron spin
decoherence in nuclear spin baths with short-ranged dipolar
interactions, such as the decoherence of the electron spin of an
NV center caused by the 13C nuclear spins with natural abun-
dance 1.1% in diamond [16, 95, 111] and the decoherence of
the donor (phosphorus or bismuth) electron spin caused by
the 29Si nuclear spins with natural abundance 4.7% in silicon
[97, 143, 207, 217–219], as shown in Fig. 22. Here we sum-
marize the main steps of performing the CCE calculations in
realistic systems and provide the numerical tricks in each step
[69, 97, 111, 207].
Step 1: choosing the initial state of the bath. Since the max-
imally mixed thermal bath state and a typical pure product
bath state sampled from the thermal ensemble give similar
“true” decoherence (see Sec. V B), especially for a relatively
large bath (such as the 29Si nuclear spin bath in silicon), it is
preferrable to calculate the “true” decoherence with the CCE
method for a pure bath state (Sec. VIII D 3), which has faster
convergence [69, 97] than that for a general noninteracting
bath state (VIII D 2). The thermal noise is relevant only for the
FID and amounts to a multiplicative factor Linh(t) [Eq. (59)].
Step 2: determining the size of the nuclear spin bath. The
bath spins can be chosen as those within a certain thresh-
old distance Rc away from the central spin (or threshold HFI
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strength), which is gradually increased till convergence. Typi-
cally Rc ∼ 4 nm (including N ∼ 500 bath spins) for the natural
13C nuclear spin bath in diamond [16, 95] and Rc ∼ 8 nm (in-
cluding N ∼ 5000 bath spins) for the natural 29Si nuclear spin
bath in silicon [97, 207].
Step 3: defining effective bath spins. A cluster of bath spins
that are fully linked via very strong interactions is identified
as a large effective spin, so the bath is divided into many non-
overlapping, strongly linked clusters C1,C2, · · · , or equiva-
lently many effective spins. Then subsequent steps and the
CCE all apply to these effective spins [cf. Eqs. (78) and (79)].
Step 4: selecting contributing clusters. For a given trunca-
tion size M, it is not necessary to keep all the clusters con-
taining M effective spins, since only clusters with fully corre-
lated fluctuations contribute to central spin decoherence. For
nuclear spins coupled through short-range dipolar interactions
and within the central spin decoherence time, significant inter-
spin correlation develops only among a few nearest neigh-
bours, especially among those that are fully linked through
sufficiently strong interactions. Thus it suffices to keep clus-
ters whose diameter is smaller than a certain upper cutoff dc,
which is gradually increased till convergence. Typically dc ∼
1 nm for both the natural 13C nuclear spin bath in diamond
and the natural 29Si nuclear spin bath in silicon [16, 97, 207].
A lower cutoff λmin in the cluster connectivity strength λC (de-
fined as the smallest interaction necessary to complete the full
connectivity of the cluster C) is also preferred [69].
Finally, Monte Carlo sampling technique can be used when
there are too many contributing clusters.
E. Real-space cluster expansion
As one of the first quantum many-body theories for cen-
tral spin decoherence, the density matrix cluster expansion
[30, 31] provides a convenient method to include multi-spin
correlations, in the spirit of the virial expansion for interacting
gases in grand canonical ensembles. In terms of L(C) defined
in Eq. (73) of Sec. VIII D 2, cluster expansion defines the
(irreducible) cluster-correlation terms {W(C)} by substracting
all reducible parts:
W(i) ≡ L(i), (93a)
W(i, j) ≡ L(i, j) −W(i)W( j), (93b)
W(i, j, k) ≡ L(i, j, k) −W(i)W( j)W(k) −W(i)W( j, k) (93c)
−W( j)W(i, k) −W(k)W(i, j), (93d)
· · ·
W(C) ≡ L(C) −
∑
{Cα}
∏
Cα
W(Cα), (93e)
where in the last line the sum runs over all possible partitions
of the cluster C into non-overlapping and non-empty subsets
C1,C2, · · · . The central spin coherence can be expressed ex-
actly in terms of these cluster-correlation terms:
L = W(1, 2, · · · ,N) +
∑
{Cα}
∏
Cα
W(Cα), (94)
where the sum in the last line runs over all possible partitions
of all bath spins {1, 2, · · · ,N} into non-overlapping and non-
empty subsets C1,C2, · · · .4
The cluster-correlation terms {W(C)} in cluster expansion
has very similar properties as the cluster-correlation terms
L˜(C) in CCE (see Sec. VIII D 2), e.g., W(C) vanishes if the
interactions contained in HˆC(z) cannot connect all the spins in
group C into a linked cluster, so W(C) is at least (|C| − 1)th
order in (λtd), where λ is the typical interaction strength in the
bath. Keeping cluster-correlation terms containing up to M
spins gives the Mth-order truncated cluster expansion (CE-M
for short):
L(M) =
∑
{Cα},|Cα |≤M
∏
Cα
W(Cα), (95)
where the sum runs over all possible partitions of the bath
into non-overlapping non-empty clusters C1,C2, · · · of size up
to M. In the cluster expansion for interacting gases in grand
canonical ensembles with translational symmetry, the evalua-
tion of a truncated cluster expansion reduces to the calculation
of a finite number of cluster terms {W(Cα)} with |Cα| ≤ M,
which can be easily done by exact numerical diagonalization.
For a finite-size spin bath or for a bath without translational
symmetry, however, it is very difficult to calculate the sum in
Eq. (95) even for a small M.
When all the cluster terms {W(C)} are individually small,
Eq. (95) can be approximated by a factorized form by adding
some overlapping terms that are higher-order small quanti-
ties. For example, the contour Hamiltonian in Eq. (58) gives
W(i) = L(i) = 1 at the echo time of DD control, so CE-M can
be approximated by
L¯(M) =
∏
1<|Cα |≤M
[1 + W(Cα)] ≈
∏
1<|Cα |≤M
eW(Cα). (96)
Comparing the factorized form in Eq. (96) to the exact CE-M
in Eq. (95), the error L(M)err ≡ L¯(M) − L(M)
L(M)err ≡ L¯(M) − L(M)
=
∑
i< j<k
W(i, j)W( j, k) +
∑
i< j<k<l
W(i, j, k)W(k, l) + · · · ,
(97)
contains the products of all possible cluster terms sharing at
least one spin. Such overlapping terms are higher-order small
quantities and hence Eq. (96) is justified when each individual
cluster term for |Cα| > 1 is small, e.g., for large spin baths,
4 For translationally invariant spin baths such that W(i) = W1, W(i, j) =
W2, · · · , Eq. (94) simplifies to
LN = N!
∑
m1 ,m2 ,···
(W1/1!)m1
m1!
(W2/2!)m2
m2!
· · ·
subjected to the constraint
∑
l lml = N. The quantity
∑
N ξ
N LN/N! =
exp(
∑
l ξ
lWl/l!) corresponds to the virial expansion of interacting identi-
cal gases in grand canonical ensembles.
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where the number of contributing clusters is large and hence
the contribution from each individual cluster remains small
within the time scale of decoherence.
The error L(M)err from the overlapping terms becomes rele-
vant for small spin baths, where the coherent dynamics of a
small number of multi-spin clusters dominating the decoher-
ence may persist well beyond the bath spin flip-flop time, such
that the small-term condition is no longer satisfied. In this case
the cluster expansion may not converge to the exact results.
The factorized CE-M [Eq. (96)] has been applied to elec-
tron and/or nuclear spin decoherence in Si:P (caused by 29Si
nuclei with natural abundance 4.7%) [30, 31, 220, 221], Si:Bi
[143], GaAs QDs (caused by 69Ga, 71Ga, and 75As nuclei),
and Si:SiGe QDs (caused by 73Ge and 29Si nuclei) [31, 222].
For electron spin echo in Si:P, cluster expansion provides a
complete understanding of the experimentally measured de-
cay profile [79–82, 223] (see Fig. 23 for an example), in-
cluding the envelope modulation by strong anisotropic HFI
with a few proximal 29Si nuclei (as discussed in Sec. IX A 2),
the dependence on the magnetic field orientations and 29Si
abundance, and the transition of the electron spin resonance
lineshape from Gaussian (for 29Si abundance f ≥ f0) to
Lorentzian (for f ≤ 1.2%), which arises from ensemble av-
eraging of the inhomogeneous dephasing e−(t/T ∗2 )2 of each in-
dividual donors over the distribution of T ∗2 [14, 50]. Cluster
expansion also shows that many-pulse CPMG could prolong
the electron spin coherence time in Si:P and GaAs QDs by
factors of 4–10 [217] and that in Si:Bi system, the hybridiza-
tion of the Bi donor electron spin with 209Bi nuclear spin could
significantly changes the decay of the electron spin Hahn echo
caused by the 29Si nuclei [143]. For 31P donor nuclear spins
in GaAs and Si [220], cluster expansion gives negligible de-
coherence on the time scale of 100 µs in GaAs:P and 1-2 ms
in Si:P under CPMG sequences with 2-4 pi-pulses, indicating
the promising role of 31P nuclear spin as a long-lived quantum
memory.
F. Limitations of the many-body theories and possible
extension
Despite the unprecedented understanding of the central spin
decoherence under many experimental conditions, the avail-
able many-body theories are still subjected to several limita-
tions. First, the theories in Sec. VIII are restricted to the pure
dephasing model [Eq. (32) or (43)], which is justified when
the central spin splitting bath spin splitting. A possible ex-
tension is to generalize the idea of CCE to spin relaxation, e.g.,
the evolution of 〈Sˆ z(t)〉 can be calculated by applying the CCE
formalism to L(t) ≡ 〈Sˆ z(t)〉/〈Sˆ z(0)〉. Second, for fast conver-
gence of these theories, the size of the contributing bath spin
clusters (i.e., those with appreciable correlated fluctuations)
should be relatively small within the central spin decoherence
time, so that their contributions can be obtained by exact di-
agonalization or other methods. Therefore, these theories also
require short-range interactions between bath spins [i.e., small
q in Eq. (77) or Eq. (72)], which in turn necessitates a large
central spin splitting. Otherwise (e.g., in weak magnetic fields
[38, 53, 210, 224] or near the optimal work points [97, 219])
the successive flip-flops of the central spin with different bath
spins may rapidly induce long-range correlations in the bath,
beyond the description of existing theories.
For very small central spin spliting, the intrinsic bath spin
interactions can be neglected, so the coupled system is de-
scribed by the central spin model
Hˆ = ω0Sˆ z + ωI
∑
i
Iˆzi + Sˆ · hˆ, (98)
where hˆ ≡ ∑i aiIˆi. This model allows the central spin and
the bath spins to exchange spin angular momentum, a feature
that is absent from pure dephasing models. The central spin
evolution due to Eq. (98) has been studied by a great diver-
sity of approaches, including semi-classical models that treat
the bath spins as classical stochastic variables [153, 225–227],
exact analytical solutions for uniform HFI [228–230] or fully
polarized spin baths [152, 231], and direct numerical mod-
elling [202, 232–235] and Bethe ansatz solutions [236, 237]
for small baths containing a few tens of spins. For large baths,
non-Markovian master equations [53, 210, 224, 238–240] and
equation of motion approaches [241, 242] have been used, but
they require strong magnetic fields under which central spin
relaxation is suppressed while pure dephasing is usually dom-
inated by the intrinsic nuclear spin interactions.
Recently, central spin decoherence on a time scale  in-
verse of the HFI has been treated by the time-dependent den-
sity matrix renormalization group [243, 244] and resumming
the time-convolutionless master equation [245]. The former
shows that for large baths, the central spin dynamics is well
described by the semi-classical model (Eq. (10)) with a clas-
sical Gaussian noise b˜(t), or by treating both the central spin
and the bath spins as classical vectors subjected random initial
orientations. The latter shows that the central spin dynamics
depend on the HFI coefficients {ai} only through ∑i a2i and
hence can be approximated by a exactly solvable model with
uniform HFI, consistent with the energy-time uncertainty rela-
tions [211]. The central spin dynamics on longer time scales,
which depend sensitively on the specific distribution of {ai},
remains an open issue.
IX. QUANTUM DECOHERENCE EFFECTS
According to the idea of CCE, the contribution of bath
dynamics to the central spin decoherence is the product of
irreducible, correlated fluctuations from bath spin clusters
of different sizes [see Eqs. (76) and (85)]. In this sec-
tion we discuss some quantum decoherence effects caused by
these fluctuations. In a relatively weak magnetic field or for
the FID, the decoherence is dominated by the fluctuation of
single-spin clusters, thus CCE-1 gives a good approximation
[106, 111]. In a strong magnetic field or under Hahn echo
control, the fluctuation of single-spin clusters is frozen or its
effect is suppressed by DD, and the correlated fluctuation of
nuclear spin pairs dominates, thus CCE-2 is usually sufficient
[95, 111, 218]. Under high-order DD [111, 207] or near the
optimal working points (e.g. for the electronic-nuclear hybrid
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FIG. 23. Spin echo decay in Si:P for ten different magnetic field
orientations ranging from [001] to [110]. Apart from a few com-
mon fitting parameters for all curves, each curve are fitted with two
parameters: the decoherence time TSD due to 29Si nuclei and its ex-
ponent n. These fitting parameters (black triangles) are compared
with the cluster expansion calculations (red triangles) in (b). Right
(Left) triangles correspond to n (TSD). The fitted n deviates from the-
ory only at small magnetic field angles, where the nearest-neighbor
dipolar flip-flop interactions approach zero. Reproduced from Ref.
[221].
spin qubit in Si:Bi system) [97, 219], multi-spin correlation
becomes pronounced, so higher-order truncation of CCE are
needed to get convergent results.
A. Single spin fluctuation
In a relatively weak magnetic field, each individual nuclear
spin has a large quantum fluctuation since the Zeeman en-
ergy and the HFI are comparable and do not commute with
each other, while the pairwise nuclear flip-flop processes have
much weaker effect as the dipolar interaction between nuclear
spins is usually much weaker than the energy cost of the pair-
wise flip-flop due to HFI gradient. In this case, we can as-
sume the central spin Sˆ (S = 1/2) is coupled to a bath of non-
interacting nuclear spins {Iˆ j} (I=1/2 for simplicity), described
by the pure dephasing Hamiltonian,
Hˆ = Sˆ z
∑
j
hbj · Iˆ j +
∑
j
hBj · Iˆ j, (99)
where bˆ ≡ ∑ j hbj · Iˆ j with hbj being the HFI coupling, and the
intrinsic bath Hamiltonian HˆB =
∑
j hBj · Iˆ j with hBj being the
external magnetic field. The bath Hamiltonian conditioned on
the central spin state is Hˆ± =
∑
j h
(±)
j · Iˆ describing the bath
spin precession around the fields h(±)j = h
B
j ± hbj/2.
The single-spin fluctuation causes two possible effects. For
isotropic HFI, we have [bˆ, HˆB] = 0, so the thermal noise
from bath spins leads to inhomogeneous dephasing of the cen-
tral spin in FID. For anisotropic HFI [Eq. (50)], we have
[bˆ, HˆB] , 0, so the quantum noise from bath spins gives rise to
modulation effects in central spin decoherence (see Appendix
A for the Bloch vector representation of single nuclear spin
dynamics).
1. Isotropic HFI: inhomogeneous dephasing
For isotropic HFI (e.g., for conduction electron confined in
a III-V semiconductor QD) [27, 28], hbj and h
B
j are both along
the z axis and Eq. (99) reduces to Hˆ = Sˆ z
∑
j hbj Iˆ
z
j +
∑
j hBj Iˆ
z
j.
In this case, bˆ commutes with the bath Hamiltonian HˆB, so the
noise is static and leads to Gaussian inhomogeneous dephas-
ing for the FID (c.f. Eq. (59)),
LFID(t) =
∏
j
cos(hbj t/2) ≈ e−(t/T
∗
2 )
2
,
where the inhomogeneous dephasing time T ∗2 =
√
2/hrms with
hrms = (1/2)
√∑
j (hbj )
2 being the root-mean-square fluctua-
tion of the noise field [106]. DD can largely remove the effect
of single-spin clusters. So one would have to go to higher or-
der correlations of the nuclear spins to correctly describe the
“true” decoherence.
2. Anisotropic HFI: decoherence envelope modulation
For anisotropic HFI [Eq. (50)], the noise field hbj deviates
from the direction of hBj (pointed along z axis), then even non-
interacting bath spins could cause nontrivial electron spin de-
coherence. The anisotropic HFI can exist for donors (or QDs)
in silicon and NV centers in diamond (see Sec. VII A 2). The
FID is entirely determined by the magnitudes h(±)j of the fields
h(±)j and their relative angle Θ j:
LFID(t) =
∏
j
LFIDj (t)
=
∏
j
cos2 Θ j2 cos (h
(+)
j − h(−)j )t
2
+ sin2
Θ j
2
cos
(h(+)j + h
(−)
j )t
2
 .
(100)
We decompose the anisotropic HFI as hbj = h
b,z
j ez + h
b,⊥
j . In
the short-time limit, LFID(t) shows Gaussian decay: LFID(t) ≈
e−
∑
j(h
b,z
j )
2t2/8 for hbj  hBj and LFID(t) ≈ e−
∑
j(hbj )
2t2/8 for
hbj  hBj [111]. In a longer time-scale, since sin Θ j =
(hb,⊥j h
B
j )/(h
(+)
j h
(−)
j ), we have | sin Θ|  1 for hbj  hBj or
hbj  hBj , thus in a strong external magnetic field (hbj  hBj ),
the jth nuclear spin contributes a dominant slow oscillation
∼ cos(hb,zj t/2) modulated by a small-amplitude, fast oscilla-
tion ∼ cos(hBj t) to the central spin decoherence [246]. In QDs
or shallow donors with a large nuclear spin bath, the rapid in-
homogeneous dephasing usually makes this effect invisible.
In diamond NV centers with a rather small nuclear spin bath,
however, the electron spin decoherence is usually dominated
by a few strongly coupled bath spins. In this case, the modula-
tion effects is manifested as the deviation of the decoherence
away from Gaussian profile, which has been observed experi-
mentally [106].
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FIG. 24. Theoretical and experimental results for electron spin echo
decay. The theoretical curve is the product of spin echo envelope
modulation due to anisotropic HFI induced bifurcated evolution of
individual nuclear spins, the non-Markovian decay e−(2τ/TSD)
n
due to
nuclear spin flip-flop dynamics, and Markovian decay e−2τ/T2 . Re-
produced from Ref. [221].
The Hahn echo
LH(2τ) =
∏
j
1 − 2 sin2 Θ j sin2 h(+)j τ2 sin2 h
(−)
j τ
2
 (101)
shows non-Gaussian decay in the short time limit: LH(2τ) ≈
e−|h
B
j ×hbj |2τ4/8. On a longer time-scale, the second term in Eq.
(101) gives rise to modulations with amplitude ∼ sin2 Θ j on
the electron spin echo decay (called electron spin echo enve-
lope modulation, see Fig. 24 for an example), where sin Θ j is
called the modulation depth parameter [221]. The modulation
depth is appreciable for those nuclei with the HFI and Zeeman
energy comparable, i.e., hbj ∼ hBj . When the magnetic field ori-
entation (defined as the z axis) is chosen such that hbj is per-
pendicular to hBj and hence h
(+)
j = h
(−)
j = h j, periodic restora-
tion of spin coherence can be achieved at sin(h jτ/2) = 0 [221].
B. Pair-correlation effect
In the strong magnetic field regime, the individual nuclear
spin fluctuation are suppressed (apart from a trivial inhomo-
geneous dephasing for the FID), so central spin decoherence
is caused by the correlated fluctuation of larger nuclear spin
clusters. On a short time-scale compared with the inverse
nuclear spin interactions, the correlated fluctuation is mainly
from the nuclear spin pair dynamics, so it can be described
by CCE-2 or equivalently the pair-correlation approximation
[27–29].
Here we focus on “true” decoherence and take the initial
state of the nuclear spin bath as |J〉 [Eq. (56)]. For the Hamil-
tonian in Eq. (55), we have δL˜J(i) = 1 and hence
LJ =
∏
{i, j}
LJ(i, j)
up to a trivial phase factor, where
LJ(i, j) ≡ 〈J|TCe−i
∫
C Hˆ(Iˆi,Iˆ j,{〈J|Iˆm<{i, j} |J〉})dz|J〉
FIG. 25. (a) Non-Markovian-to-Markovian crossover in electron
spin decoherence. The dotted lines are the short-time profile. (b)
Excitation spectra for nonlocal and local nuclear spin pairs. Repro-
duced from Ref. [28].
is the decoherence due to the nuclear spin pair {i, j}, whose
effective Hamiltonian Hˆ(Iˆi, Iˆ j, {〈J|Iˆk<{i, j}|J〉}) is obtained from
the total Hamiltonian by replacing all spin operators outside
cluster C by their mean-field averages.
There are N(N−1) pairs in the bath, as labelled by k ≡ (i, j).
The initial state of the kth pair is mapped to the spin-down
state of a spin-1/2 pseudospin σˆk: | ⇓〉k ≡ |m〉i|n〉 j, while
the flip-flopped state is mapped to the spin-up state of this
pseudo-spin: | ⇑〉k ≡ |m + 1〉i|n − 1〉 j. Therefore, the flip-
flop dynamics of each nuclear spin pair are mapped to the flip
dynamics of the pseudo-spins starting from the initial state
|J〉 = ⊗k | ⇓〉k. Here the flip of the kth pseudo-spin gives a
state |J, k〉 that is energetically higher than |J〉 by an amount
〈J, k|Hˆ±|J, k〉 − 〈J|Hˆ±|J〉 = Dk ±Zk, while the transition ampli-
tude from |J〉 to |J, k〉 is 〈J, k|Hˆ±|J〉 = Bk ± Ak, with Dk from
the diagonal nuclear spin interaction Hˆd, Bk ∝ λffi j from the nu-
clear spin flip-flop interaction Hˆff , Ak ∝ λ˜ffi j from the electron
spin mediated nuclear spin interaction H˜ff , and Zk = (ai−a j)/2
the energy cost of a pair flip due to the diagonal HFI Sˆ zhˆz.
Thus Bk and Dk are nonzero only for neighboring nuclear
spins (i.e., local pairs), while Ak remains nonzero even for
non-local pairs, but is suppressed under a strong magnetic
field. The kth pseudospin is described by the Hamiltonian
[27–29]
Hˆ±k = (2Bk ± 2Ak, 0,Dk ± Zk) · σˆk/2 ≡ h(±)k · σˆk/2.
Typically |Zk |  |Bk | ∼ |Dk |  |Ak |, thus the pseudo-spin dy-
namics is dominated by its coupling to the central spin. The
pseudo-spin description provides a transparent geometric pic-
ture for central spin decoherence and its control by DD in
terms of Bloch vectors, as well as magic coherence recovery
via controlled disentanglement [28, 29].
1. Non-local and local pair correlations
The pseudo-spins are separated into two groups, corre-
sponding to local pairs (group GB) with h(±)k ≈ (2Bk, 0,±Zk)
and nonlocal pairs (group GA) with h(±)k ≈ ±(2Ak, 0,Zk), re-
spectively. Thus the central spin coherence is factorized as
|LJ(t)| = |LA(t)| × |LB(t)|, where
∣∣∣LA/B(t)∣∣∣ ≡ ∏k∈GA/B |Lk(t)|.
These two kinds of nuclear spin pairs have qualitatively dif-
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ferent contributions to electron spin decoherence, for both FID
and under DD control.
Within the time scale of interest t  1/|Bk |, 1/|Ak |, the con-
tributions from local and nonlocal pairs to the FID are [27–29]
|LA(t)| =
∏
k∈GA
e−2t
2A2k sinc
2(Zk t) = e−2t
∫
S A(x/t) sinc2(x)dx, (102)
|LB(t)| =
∏
k∈GB
e−(t
4/2)B2k Z
2
k sinc
4 Zk t
2 = e−
1
2 t
∫
S B(x/t)x2 sinc4 x2 dx,
(103)
with
S A(ω) ≡
∑
k∈GA
δ(ω − Zk)A2k , (104)
S B(ω) ≡
∑
k∈GB
δ(ω − Zk)B2k , (105)
which are the pseudo-spin excitation spectra [see Fig. 25(b)].
In the short-time limit (t  1/|Zk |), the decoherence caused
by non-local pairs is∣∣∣Lk∈GA (t)∣∣∣ ≈ e−(t/T2,A)2 , (106)
which shows Gaussian decay [red lines in Fig. 25(a)] on a
time scale
T2,A =
1√
2
∑
k∈GA A
2
k
, (107)
while the decoherence caused by local pairs is∣∣∣Lk∈GB (t)∣∣∣ ≈ e−(t/T2,B)4 (108)
which shows quartic decay [blue lines in Fig. 25(a)] on a time
scale
T2,B =
1
(
∑
k∈GB B
2
kZ
2
k /2)
1/4
. (109)
Here the Gaussian decay in Eq. (106) is actually the ex-
pansion of the power-law decay in Eq. (66) in the short-
time limit t  Tdyn, and T2,A is equivalent to Tdyn, which
is independent of the specific distribution of the HFI coef-
ficients {ai} because the differences ai − a j is unimportant
due to energy-time uncertainty in the short-time regime [224].
On longer time scales, the sinc function dictates that only
pairs with ω ∈ [−1/t, 1/t] contribute significantly, indica-
tive of energy conservation condition. For sufficiently large
t such that S A/B(ω) can be regarded as constant S¯ A/B within
[−1/t, 1/t], both |LA(t)| and |LB(t)| show exponential decay
[see Fig. 25(a)] on time scales that depend sensitively on the
distribution of the HFI coefficients (since energy conservation
becomes important for long-time dynamics), in agreement
with the ring diagram approximation [see the discussions af-
ter Eq. (67)]. The crossover from power-law decay to expo-
nential decay indicates the crossover from the non-Markovian
regime (t  1/Zk) to the Markovian regime (t > 1/Zk). Sim-
ilar results have also been derived by a non-Markovian mas-
ter equation approach [224]. For even longer times (which
are relevant for a highly polarized spin bath), the decoher-
ence is determined by the complex structure of the collective
modes of the bath and becomes very sensitive to the distribu-
tion of {ai}, e.g., exponential decay [38] and power-law decay
[224, 241, 242] have been predicted.
Under DD control, the central spin decoherence caused by
non-local nuclear spin pairs are largely suppressed, while the
local pairs contributes most to central spin decoherence [27,
28]. Under Hahn echo control, the central spin coherence at
the echo time t = 2τ is [27–29]
LH(2τ) ≈
∏
k∈GB
e−2τ
4Z2k B
2
k sinc
4(Zkτ/2) = e−2τ
∫
S B(x/τ)x2 sinc4(x/2)dx,
which shows quartic decay e−(2τ/TH)4 with coherence time
TH =
√
2T2,B, which is
√
2 times that of the FID time. This
shows that disturbing the central spin state changes the bifur-
cated bath evolution, which in turn changes the central spin
decoherence. At the longer time-scale 1/|Zk |  τ  1/|Bk |,
the coherence decays exponentially, indicative of Markovian
behavior [27, 28].
2. Magic coherence recovery
The magic recovery of central spin coherence was predicted
for an central electron spin in a nuclear spin bath in the strong
field regime (HFI  nuclear Zeeman splitting) [29]. In this
case, the noise operator bˆ =
∑
j a j Iˆ
z
j comes from the isotopic
HFI between the electron spin and the nuclear spins. For nu-
clear spin-1/2’s, the flip-flop | ↑〉i| ↓〉 j ↔ | ↓〉i| ↑〉 j of each
nuclear spin pair k ≡ (i, j) is mapped to the precession of the
kth pseudo-spin σk: | ⇑〉k ≡ | ↑〉i| ↓〉 j and | ⇓〉k ≡ | ↓〉i| ↑〉 j. The
pseudospin field is h(±)k = h
B
k ±hbk/2 with hBk = XBk ex+ZBk ez and
hbk = Z
b
k ez, where X
B
k ,Z
B
k are the intrinsic nuclear spin flip-flop
amplitude and energy cost, respectively, due to nuclear dipo-
lar interactions, while Zbk is the HFI induced correction to the
energy cost.
The bifurcated evolution |J〉 → |J±(t)〉 of the pseudospin
starting from a pure state (say |J〉 = | ⇑〉) can be mapped to
Bloch vectors σ±(t) and the central spin decoherence is de-
termined by their distance d(t) = |σ+(t) − σ−(t)| (see the Ap-
pendix). When ZBk = 0, the fields h
(±)
k = (X
B
k , 0,±Zbk ) leads
to t2 increase of d(t) in the short-time limit, while the applica-
tion of a pi pulse at time τ reverse the evolution direction and
gives rise to coherence recovery at the magic time tmag =
√
2τ
instead of the echo time td = 2τ (see the Appendix). Here the
presence of ZBk does not change the t
2 increase of d(t), so it
shows the same magic coherence recovery [see Fig. 26(b) and
(c)]. More generally, under an arbitrary DD characterized by
the modulation function s(t), the distance
d(1)(t) ∝
∫ t
0
t′s(t′)dt′ (110)
vanishes (and hence coherence recovery occurs) at the magic
time tmag as determined by
∫ tmag
0 ts(t)dt = 0, e.g., tmag =
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FIG. 26. (a) Bifurcated trajectories of pseudo-spins Bloch vectors under the control of a sequence of equally spaced pi-pulses. (b) similar to
(a) but for the CPMG-2 control. (c) “True” decoherence under Hahn echo control, with the pi-pulse applied at τ = 17 µs (indicated by the
blue arrow). (d) Contour plot of “true” decoherence under Hahn echo vs. evolution time t and pulse delay time τ. The left tilted dashed line
indicates t = τ. The right tilted dashed line indicates the echo time t = 2τ. The horizontal line is the cut for the curve in (c). (e) “True”
decoherence under a sequence of pi-pulses (indicated by purple vertical lines) at intervals of 10 µs. Panels (a) and (b) are extracted from Refs.
[28], and panels (c)-(e) are extracted from Ref. [29].
√
N(N + 1)τ for the DD consisting of N equally spaced pi-
pulses τk = τ [see Fig. 26(a) and (d)]. By contrast, in the
absence of intrinsic bath dynamics (hBk = 0), the distance
d(t) ∝ t. Under DD control, the distance
d(0)(t) ∝
∫ t
0
s(t′)dt′ (111)
vanishes at the echo time td = 2τ, corresponding to the elimi-
nation of inhomogenous dephasing at the echo time.
Equations (110) and (111) are reminiscent of the Taylor ex-
pansion of the classical random phase ϕ˜(td) =
∫ td
0 s(t)b˜(t)dt ≈∑
n b˜n
∫ td
0 s(t)t
ndt based on b˜(t) =
∑
n b˜ntn. For a pure initial
state of the bath (no classical analog), the lowest-order term
d(0)(t) is absent, so d(1)(t) = 0 gives rise to magic coherence
recovery at tmag, suggesting that elimination of the coupling to
the environment is not an necessary condition for the recov-
ery of coherence. For a thermal initial state of the bath, since
the time-averaged coupling between the central spin and the
bath is nonzero at the magic time in the first order, the rapid
inhomogeneous dephasing will prevent magic coherence re-
covery from being observed. Direct observation of magic co-
herence recovery is possible once the inhomogeneous nuclear
spin distribution is narrowed, e.g., a projective measurement
of the noise operator bˆ could be used to limit the nuclear spin
configurations by post-selection [56–58].
3. Anomalous decoherence effects
An important feature of classical decoherence theories is
that different processes coupled to the same noise source
have similar decoherence behaviors and stronger noises cause
faster decoherence. However, this is not the case in the quan-
tum picture, since stronger coupling to the environment allows
FIG. 27. (a) Measured single (black line with square symbols) and
double (red line with circle symbols) quantum coherence, under the
control of different numbers of equally spaced pulses (CPMG-1,
CPMG-2 and CPMG-5, from top to bottom). The scaled single quan-
tum coherence |L0,+1|4 (blue line with triangle symbols) is also shown
for comparison. (b) The theoretical results, plotted in the same for-
mat as in (a). Adapted from Ref. [96].
DD control to strongly manipulate the environmental dynam-
ics to recover the lost coherence. For example, the spin-1 elec-
tronic state of the NV center in diamond with eigenstates {|m〉}
(m = 0,±1) is subjected to noises from the 13C nuclear spin
bath. Surprisingly, under DD control, the double transition
| + 1〉 ↔ | − 1〉 could have longer coherence time than the sin-
gle transition |0〉 ↔ |±1〉, even though the noise amplitude for
the former is twice that for the latter [95, 96]. This anomalous
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decoherence effect can be understood from the manipulation
of pseudospin evolutions via DD control of the central spin.
In the semiclassical noise picture, the nuclear spin bath can
be described as a random fluctuating local field [25, 26]. For
Gaussian noise [70, 92, 97], the central spin decoherence for
the transition |m〉 ↔ |n〉 is Lm,n(t) = e−(m−n)2〈ϕ˜2(t)〉/2, which
obeys the scaling relation
|L+1,−1(t)| = |L0,±1(t)|4, (112)
We can see that decoherence of double transition L+1,−1(t) de-
cays in the same way as that of single transitions L0,±1(t), but
is faster. The scaling relation in Eq. (112) remains valid when
the electron spin is subjected to arbitrary DD control. How-
ever, numerical calculations in the quantum picture shows that
under DD control with more and more pi pulses, the classical
scaling relation in Eq. (112) is violated more and more signifi-
cantly, and finally the double quantum coherence even decays
slower than the single quantum coherence [see Fig. 27(b)].
This counterintuitive effect can be understood by analyzing
the microscopic nuclear spin bath evolution Uˆm(t) ≡ e−iHˆmt
conditioned on the central spin state, where Hˆm ≡ HˆB + mbˆ.
Under a moderate magnetic field (& 0.1 T) along the N-V
symmetry axis (z axis), the flip of individual nuclear spins is
suppressed by the large nuclear Zeeman splitting, so the el-
ementary excitation of the nuclear spins are the flip-flop of
nuclear spin pairs, which can be mapped to the precession of
non-interacting pseudo-spins with the effective Hamiltonian
conditioned on the electron spin state,
Hˆeffm =
∑
k
h(m)k · σˆk =
∑
k
(hBk + mh
b
k) · σˆk.
where hbk = Zkez comes from the HFI (Zk ≡ k〈⇑ |bˆ| ⇑〉k − k〈⇓
|bˆ| ⇓〉k) and hBk = Xkex is from the nuclear dipolar interaction
(Xk ≡ 2k〈⇑ |HˆB| ⇓〉k), so the coupling to the central spin dom-
inates the bath dynamics (hbk  hBk ). According to Eq. (101),
the Hahn echo of electron spin coherence for the transition
|m〉 ↔ |n〉 is
LHm,n(2τ) =
∏
k
1 − 2 sin2 Θm,nk sin2 h(m)k τ2 sin2 h
(n)
k τ
2
 ,
where Θm,nk is the angle between h
(m)
k and h
(n)
k . The decay in
the short-time limit is
LHm,n(2τ) ≈
∏
k
e−|h
(m)
k ×h(n)k |2τ4/8 =
∏
k
e−(m−n)
2 |hBk ×hbk |2τ4/8,
which obeys the classical scaling Eq. (112). At a longer time-
scale, however, the strong coupling to the central spin makes
the two fields of LH
+1,−1(2τ) nearly antiparallel (sin Θ
+1,−1
k 
1), while that of the single quantum coherence are nearly per-
pendicular (sin Θ0,±1k ≈ 1). Consequently, the long-time decay
of the double quantum coherence is much smaller than that
of the single quantum coherence, thus violating Eq. (112) at
longer times. Application of more pi pulses prolongs the elec-
tron spin coherence time and makes this long-time behavior
more pronounced.
FIG. 28. Revealing many-body correlations in nuclear spin baths by
central spin decoherence. (a) Electron spin of a phosphorous donor in
silicon interacts with a bath of 29Si nuclear spin-1/2’s possessing var-
ious many-body processes. (b) topologically inequivalent connected
Feynman diagrams corresponding to different many-body processes
in the nuclear spin bath: (I) V2 - second-order pairwise flip-flop,
(II-V) V4z - fourth-order pairwise flip-flop dressed by diagonal in-
teractions. (c) Measured (solid lines) and calculated (dashed lines)
coherence of the P donor electron spin in the natural 29Si nuclear
spin bath under CPMG control. (d) Comparisons of the experimen-
tal (solid lines) and theoretical (dashed line) decay times TSD (blue)
and stretched exponents n (magenta) of the central spin decoherence
under the CPMG control in (c). Extracted from Ref. [207].
This anomalous decoherence has been experimentally ob-
served by Huang et al. in type-IIa diamond at room tem-
perature [96]. In the experimental setup, the magnetic field
is weak, so the electron spin decoherence is mainly caused
by the single 13C nuclear spin dynamicis, quite similar to the
pseudospin dynamics dicussed above.
C. Multi-spin correlation effects
The effects of multi-spin correlations on central spin de-
coherence become pronounced when the coherence time is
prolonged to be comparable or longer than the inverse of
typical nuclear-nuclear interaction, which can be realized by
applying multi-pulse DD control [111, 207, 217] or tuning
the external magnetic field near some optimal working points
[97, 218, 219] (also called “clock” transitions [107] where the
central spin is insensitive to the magnetic noise in the first
order). The CCE method can explicitly show the contribu-
tions of different multi-spin clusters in the nuclear spin bath to
central spin decoherence, providing an intuitive tool to iden-
tify the underlying nuclear spin processes. For NV centers
in diamond and donor spins in silicon, the CCE-2 calcula-
tions (truncated up to the clusters with two nuclear spins) al-
ways give converged results for Hahn echo of spin coherence
[111, 218], indicating the pairwise flip-flop processes domi-
nate the central spin decoherence. For central spin decoher-
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ence under multi-pulse DD control [111] or near the optimal
working points in silicon [97, 219] , the CCE-6 calculations
(truncated up to the clusters with six nuclear spins) are always
needed to give converged results, indicating that the multi-
spin correlations contributes significantly to central spin de-
coherence.
More interestingly, recent studies show that DD control of
the central spin can selectively suppress or amplify certain
many-body processes in the nuclear spin bath [207]. In this
case, LCE provides a systematic and transparent way to vi-
sualize the gradual development of different many-body pro-
cesses in a nanoscale spin bath, by analysing the individual in-
fluence of each LCE diagram on the central spin decoherence
[32]. For example, consider a central electron spin in a rela-
tively large nuclear spin bath with a strong external magnetic
field and the HFI between the central spin and bath spins much
larger than the nuclear-nuclear interactions, such as shallow
donors in silicon (e.g. Si:P and Si:Bi) and electron spin in
semiconductors (e.g. GaAs and InAs quantum dots). For
CPMG-N (or UDD-N) control of the central spin with odd
N, the second-order pairwise flip-flop diagram (V2 term in
Fig. 28(b)) dominates the central spin decoherence and al-
most fully reproduces the exact decoherence calculated from
CCE, while for CPMG-N control with even N, the effects of
the second-order pairwise flip-flop diagram are cancelled and
the fourth-order flip-flop diagrams (V4z terms in Fig. 28(b)),
corresponding to renormalized pairwise flip-flop dressed by
the diagonal interactions (or pairwise flip-flop processes of
two nuclear spins renormalized the dipolar diagonal interac-
tion with the other nuclear spins in the bath), dominates the
decoherence. This even-odd effect indicates that the second-
order flip-flop [V2 term Fig. 28(b)] and fourth-order flip-flop
processes [V4z term in Fig. 28(b)] can be selectively detected
by applying an appropriate number of DD pulses, as has been
theoretically predicted and experimentally observed recently
in Si:P system [207]. Actually, a similar even-odd effect has
been noticed before in cluster expansion calculations [217]
(without analyzing the underlying microscopic processes): in
the presence of an even (odd) number of DD pulses, the deco-
herence scale as ln L = O(λ4) [ln L = O(λ2)] with respect to
the dipolar interaction strength λ between bath spins. In the
experiment [207], the measured decoherence e−(t/TSD)n caused
by 29Si nuclei has a stretching factor n oscillating between
about 2 (for odd N) and 4 (for even N), as shown in Figs.
28(c) and (d), indicating the detection of either the second-
order flip-flop processes or fourth-order flip-flop processes.
The different signatures of the many-body processes in the
bath under DD control of the central spin, in particular the
even-odd effect in the number of DD control pulses, provide a
useful approach to studying many-body physics in the nuclear
spin bath.
X. SUMMARY AND OUTLOOK
Central electron spin decoherence in nanoscale nuclear spin
baths is a critical issue for quantum technologies. In re-
cent years, quantum pictures and quantum many-body theo-
ries have been established and have provided a quantitative
description and unprecedented understanding for the central
spin decoherence under many experimental conditions (such
as DD control and moderate to strong magnetic fields). Ac-
companying the great progresses in prolonging the central
spin coherence time through various DD schemes, the coher-
ent evolution of the central spin in turn serves as an ultrasen-
sitive probe for weak signals [178–180, 247, 248] and many-
body dynamics in the environments [249–254] with nanoscale
resolution.
When the semi-classical noise model and especially the
noise filter description are valid [97], central spin decoher-
ence under DD control has been used to reconstruct the envi-
ronmental noise spectra [98–101], which in turn can be used
to design optimal quantum control for protecting the quantum
coherence and quantum gates [70]. In particular, the decay of
the central spin coherence on very long time scales (up to sec-
onds [97]) allows studying the low-energy excitations in the
environment, since as the evolution time t increases, the noises
that cause significant central spin decoherence have frequen-
cies ∼ 1/t.
Central spin decoherence under DD control has also been
widely used for quantum sensing of single nuclear spins
[15, 16]. When the period of the DD control matches the tran-
sition frequencies of the target nuclear spin(s) [16], the noises
from the target nuclear spins are resonantly amplified, caus-
ing enhanced central spin decoherence (manifested as a sharp
coherence dip when sweeping the DD period). Several groups
have adopted the DD scheme to successfully detect single 13C
nuclear spins [17, 255, 256] and 13C clusters [216] in dia-
mond. Shallow NV centers near the surface have also been
used to sense the NMR of single protein molecules [257] and
nano-scale NMR of nuclear species [258, 259] on diamond
surfaces. Recently, there are also new proposals and concepts
for quantum sensing, such as using multiple NV spins as the
quantum sensor [260], distinguishing nuclear spins of differ-
ent species by sweeping the DD pulse number [261], and de-
sign of multi-dimensional DD to distinguish the nuclear spin
correlations in single molecules [262, 263].
Another promising direction is to employ the central spin
decoherence to reveal the many-body physics and thermody-
namic properties of the environment, since in some cases the
central spin decoherence caused by the environment is directly
related to the partition function of the environment. It has been
found that central spin coherence shows sharp decay when the
environment is tuned near a quantum critical point [249, 250].
For a central spin homogenously coupled to a ferromagnetic
Ising model, the central spin coherence vanishes at times cor-
responding to the Lee-Yang zeros of the partition function of
the Ising model [251, 252]. Moreover, central spin decoher-
ence has extended the phase transitions in the environment to
the complex plane of physical parameters [253] and enabled
thermodynamic holograph of the partition function of the en-
vironment [254].
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FIG. 29. Larmor precession of the Bloch vectors σ±(t) of the two
bath pathways around (a) h± = (±X, 0,Z) and (b) h± = (X, 0,±Z).
(c) and (d) are the corresponding projection of the Bloch vectors in
the xoy plane.
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Appendix A: Bloch vector representation of single spin
dynamics
We consider that the bath consists of a single spin-1/2,
which starts from a pure spin-up state |J〉 = | ⇑〉 along the z
axis and bifurcates into two pathways |J±(t)〉 = e−iHˆ±t |J〉 with
Hˆ± = HˆB ± bˆ/2 = (hB ± hb2 ) ·
σˆ
2
.
The pathways can be mapped to the Bloch vectors σ±(t) ≡
〈J±(t)|σˆ|J±(t)〉, which start from ez at t = 0 and then un-
dergo Larmor precession around the fields h± on a unit sphere.
The central spin decoherence |L(t)|2 = 1 − d2(t)/4 is deter-
mined by the distance d(t) = |σ+(t) − σ−(t)| between the
Bloch vectors [27, 28]. To visualize the bifurcated bath evo-
lution, we consider two special cases: (A) h± = (±X, 0,Z)
and (B) h± = (X, 0,±Z). In either case, the bath spin pre-
cesses with angular frequency h =
√
X2 + Z2 on a circle of
radius sin θ = X/h.
For case (A), the FID
L(t) = 1 − 2 sin2 θ sin2 ht
2
t1/h−→ e−X2t2/2
shows Gaussian decay in the short-time limit, corresponding
to a linear increase of the distance d(t) ≈ 2Xt with time [Fig.
29(a) and (c)]. At t = pi/h, the distance is maximal dmax =
2 sin(2θ) and the coherence is minimal: Lmin = cos(2θ). Un-
der Hahn echo control, the distance in the short-time limit is
dH(t) ≈ 2X(τ − (t − τ)), so central spin decoherence is mini-
mized at the echo time
td = 2τ. (A1)
For case (B), the FID [27, 28]
L(t) = 1 − 2 cos2 θ sin2 ht
2
− i cos θ sin(ht)
t1/h−→ e−iZt(1−X2t2/6)−Z2X2t4/8
exhibits t4 decay in the short-time limit, corresponding to
quadratic increase of the distance d(t) ≈ XZt2 with time [Fig.
29(b) and (d)]. At t = pi/h, the distance is maximal dmax =
2 sin(2θ) and the coherence is minimal: Lmin = cos(2θ). Un-
der Hahn echo control, the distance in the short-time limit is
dH(t) ≈ [(τ2 − (t2 − τ2)]XZ, so central spin decoherence is
minimized at the magic time:
tmag =
√
2τ. (A2)
The different coherence recovery times [Eqs. (A1) and
(A2)] follow from the different time dependences of the Bloch
vector distances: d(t) ∝ t for case (A) and d(t) ∝ t2 for case
(B). For case (A) [Fig. 29(c)], the Bloch vectors σ±(t) move
in opposite directions with almost constant velocity X. Af-
ter the pi pulse, both Bloch vectors reverse their velocities, so
minimal distance occurs at 2τ. For case (B) [Fig. 29(d)], both
Bloch vectors move away from the −y axis quadratically with
time, e.g., the distance of each Bloch vector from the −y axis
reaches τ2 at t = τ. If there were no pi pulses at τ, then evolu-
tion from τ to
√
2τ would double the distance to 2τ2. Now the
pi pulse reverse the evolution direction of both Bloch vectors,
so σ±(t) both return to the −y axis at
√
2τ. Such coherence
recovery at a “magic” time (i.e., different from the echo time)
was first predicted in Ref. [28, 29] and will be discussed in
more detail in Sec. IX B 2.
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