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Ab#rwt-At~ aI&h is given for constructing the generalized integer inverse of a matrix. This 
genenli integer inverse can be used to obtain all the integer solutions of a system of linear equations. 
A generalized inverse which gives all the integral solutions to a system of linear equations was 
defined by Hurt and Waid[l] as the matrix, A*, which satisfies the four conditions: 
AA*A = A, 
A’AA” = A”, 
A*A and AA* integral. 
The characterization of all integral solutions is analogous to the results of Penrose[4] which 
gives all the solutions to a system of linear equations. The main result of Hurt and Waid is 
given below. 
Let A, B and C be rational matrices. A necessary and sufkient condition for the equation 
AXB = C to have an integral solution is that A’TB* be an integral solution, in which case the 
general integral solution is 
X = A”CB’+ Y - A*A YBB*. 
where Y is an arbitrary integral matrix. 
Corollary. If A is a rational matrix, the general integer solution of the vector equation Ax = c 
is 
x = A% + (I - A*A)y, 
where y is an arbitrary integral vector, provided the equation has an integral solution. 
The calculation of A* is independent upon determining unimodular matrices P and Q and 
diagonal matrix S such that PAQ = S. Then A’ = QS*P has the desired properties, where 
S = (sij), 
sti#O for isrank( 
Sij = 0 otherwise, 
and 
s* = (s fj), 
sb = l/sii for i S rank (A), 
s$ = 0 otherwise. 
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An algorithm for constructing P, Q and S and hence A”’ is given in [2] and [3] and is based 
on the invariant factor theorem. The procedure given in this paper for constructing A’ is similar 
to the Gaussian method of constructing the standard inverse A-’ and easily computerized. 
Assuming the matrix A is r x c, adjoin identity matrices I, and I, to the rows and columns of 
A to obtain 
R is then transformed into 8, where 
by using a sequence of two elementary operations: (1) any two rows (columns) may be 
interchanged; (2) an integral multiple of any row (column) may be added to another ow 
(column). 
An efficient procedure for transforming R to 8 is to apply the following steps for k = 
12 , ,...,min(r-l,c-1)beginningwiththematrixR. 
(i) Let k=l. 
(ii) Interchange the rows and columns of R to place the element of smallest non-zero norm 
of rows k, . . . , r and columns k, . . . , c into the (k, k) position. 
(iii) For j=k+l,..., c subtract q1 times column k from column j, where qj is the integral 
portion of (adab). 
(iv) For i=k+l,..., r subtract qr times row k from row i, where qi is the integral portion 
of (@k/&J. 
(v) Ifu~#Oforsomej=k+l,...,corifu~#Oforsomei=k+l,...,rthengoto(ii).t 
(vi) If ue=O for j=k+l,...,c and uk=O for i=k+l,...,r then do one of the 
following: (1) If k S min (r-2, c -2), then let k = k + 1 and go to (ii). (2) If k = 
min(r- 1, c - 1), then STOP. 
It is evident from the simple structure of the augmented matrix R that the above algorithm 
offers an efficient procedure for constructing the generalized integer inverse of a matrix. The 
corollary, then, gives all the integer solutions*to he system of linear equations. 
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