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Kurzfassung
Diese Dissertation bescha¨ftigt sich mit der theoretischen Beschreibung und “ab-initio”
Simulation von stark korrelierten Materialien mittels Dichtematrixmethoden. Stark kor-
relierten Materialien sind dabei Festko¨rper, deren physikalische Eigenschaften wesentlich
von der Elektron-Elektron Wechselwirkung bestimmt werden.
Die ga¨ngige Methode zur Beschreibung von Materialien ist die Dichtefunktionaltheo-
rie. Diese beschreibt stark korrelierte Materialien allerdings oft qualitativ inkorrekt und
daher ist die Suche nach neuen Methoden um u¨ber die Standardbeschreibung hinaus-
zugehen von besonderem Interesse. Der Schwerpunkt dieser Arbeit liegt daher auf der
Entwicklung solcher Methoden, welche dann an einfachen Systemen getestet wurden.
Im Wesentlichen besteht diese Arbeit aus zwei Teilen. Im ersten Teil wurde ein lokales
Hybridfunktional in den CP-PAW Code implementiert. Hierbei handelt es sich um ei-
ne lokale Version des existierenden PBE0 Funktionals. Dieses Funktional ist durch den
U-Tensor und die Dichtematrix eindeutig bestimmt. Mittels des implementierten Funk-
tionals wurden dann die d-Materialien FeO und Fe2O3 bzw. die f-Materialien CeO2 und
Ce2O3 untersucht um die Funktionsweise des Codes zu demonstrieren.
Im zweiten Teil dieser Arbeit wurden die Grundlagen einer neuen Methode zur Beschrei-
bung stark korrelierter Materialien untersucht. Theoretischer Hintergrund ist hierbei
Dichtematrixfunktionaltheorie. Im Gegensatz zu ga¨ngigen Methoden wird hier nicht ei-
ne approximative Behandlung des exakten Dichtematrixfunktionals vorgestellt, sondern
das exakte Dichtematrixfunktional mittels eines CI-Ansatzes ausgerechnet.
Fu¨r die Berechnung des exakten Dichtematrixfunktionals war die Entwicklung eines CI-
Codes notwendig. Der Minimierungsprozess wird dabei mittels der Methode von Car und
Parrinello durchgefu¨hrt. Des Weiteren wird ein einfaches Verfahren vorgestellt, welches
bereits eine Voroptimierung der Startwellenfunktion durchfu¨hrt.
Der CI-Code wurde nun mit einem einfach RDMFT-Code kombiniert, welcher im Rah-
men dieser Arbeit ebenfalls entworfen wurde und auch auf der Methode von Car und
Parrinello basiert. Die Kombination von RDMFT und CI wurde verwendet, um einfache
Hubbard-Ketten zu studieren. Fu¨r die Studie wurde eine lokale Na¨herung untersucht,
bei welcher eine Hubbard-Kette mit N-Pla¨tzen auf N-Anderson Modelle abgebildet wird.
Die gefundenen Resultate wurden mit Ergebnissen verglichen, welche man mittels Mo-
lekularfeldna¨herung erha¨lt.
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Einleitung
Ein Festko¨rper ist ganz allgemein als Materie im festen Aggregatzustand definiert. Die
Anzahl der beteiligten Atome liegt dabei im Bereich von 1023 pro cm3. Sind diese pe-
riodisch angeordnet, dann spricht man von einem kristallinen Festko¨rper. Obwohl die
Bausteine eines realen Ko¨rpers nie komplett dreidimensional periodisch angeordnet sind,
ist diese Annahme fu¨r die theoretische Beschreibung in der Regel notwendig [1].
Die theoretische Beschreibung eines Festko¨rpers ist ein komplexes Problem. Obwohl die
fundamentalen Gesetzma¨ßigkeiten zu dessen Beschreibung im Prinzip bekannt sind, sind
nur Na¨herungslo¨sungen mo¨glich. Bezu¨glich der theoretischen Behandlung gibt es unter-
schiedliche Ansa¨tze. Ein wichtiger davon ist die Dichtefunktionaltheorie (DFT) (siehe
Kapitel 1.5), bei welcher das System wechselwirkender Elektronen auf ein System nicht-
wechselwirkender Elektronen abgebildet wird. Diese Abbildung ist im Prinzip exakt, in
der Praxis sind aber auch hier Na¨herungen notwendig.
Zwar liefert die Dichtefunktionaltheorie recht erfolgreiche Vorhersagen fu¨r viele Systeme,
beschreibt aber Materialien mit stark lokalisierten d- oder f- Elektronen wie U¨bergangs-
metalloxide oder seltene Erden oft metallisch, obwohl diese Materialien in der Realita¨t
Isolatoren sind. Des Weiteren werden selbst Grundzustandseigenschaften wie die magne-
tische Ordnung inkorrekt beschrieben (siehe dazu [2] und auch Kapitel 2).
Methoden zur expliziten Beschreibung eines wechselwirkenden Systems wendet man in
der Vielteilchentheorie an. Oft werden hier Modellsysteme fu¨r Festko¨rper diskutiert, um
ein besseres Versta¨ndnis fu¨r die wesentlichen physikalischen Effekte zu erlangen.
Mit der Entwicklung der LDA+U Methode von Anisimov et. al. [3] wurde eine Bru¨cke
zwischen der Dichtefunktionaltheorie und den Modellsystemen der Vielteilchentheorie
geschlagen. In dieser Methode wird der Wechselwirkungsterm der stark lokalisierten
Elektronen mittels Molekularfeldna¨hrung behandelt. Es wird eine gemittelte, abgeschirm-
te Coulomb-Wechselwirkung beno¨tigt welche, als U-Parameter bezeichnet wird. Der U-
Parameter kann im Prinzip durch DFT-Rechnungen unter Verwendung von Zwangsbe-
dingungen ermittelt werden, wird aber oft als Parameter eingesetzt.
Eine parameterfreie Beschreibung erha¨lt man, wenn man lokalisierte Elektronen mit
Hilfe eines Hybridfunktionals behandelt. Eine solche Strategie wurde erstmalig 2006 von
Tran et. al. [4] vorgeschlagen. Eine wesentliche Vorarbeit stammt hier von Nova´k et. al.
[5], die vorschlugen, lokalisierte Elektronen mit exaktem Austausch zu behandeln. Dieses
lokale Hybridfunktional ist wie das LDA+U Funktional durch die lokale Dichtematrix
und den U-Tensor bestimmt.
Das von Tran et. al. vorgeschlagene Hybridfunktional wurde im Rahmen dieser Arbeit
in den CP-PAW Code implementiert. Das implementierte Funktional ist dann von Peter
Blo¨chl um die Zusa¨tze neue lokalisierte Orbitale, Kern-Valenzkorrektur und Behandlung
von mehreren korrelierten Schalen wesentlich erweitert worden. Mit dem implementier-
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ten Funktional wurden dann Studien an unterschiedlichen d- und f- Materialien durch-
gefu¨hrt.
LDA+U bzw. das lokale Hybridfunktional kann man als lokale Dichtematrixfunktionale
ansehen. Die gegenu¨ber DFT verbesserte Beschreibung stark korrelierter Systeme dieser
Funktionale motiviert uns, noch einen Schritt weiter zu gehen und solche Systeme mit
einem exakten Dichtematrixfunktional zu behandeln. Dieses exakte Dichtematrixfunk-
tional wird mittels eines CI-Ansatzes berechnet, wobei die Dichtematrix durch Zwangs-
bedingungen fixiert ist. Diese Strategie ist eine neue Mo¨glichkeit zur Konstruktion von
Dichtematrixfunktionalen und wurde von Peter Blo¨chl vorgeschlagen. Sie wird im Rah-
men dieser Arbeit ausfu¨hrlich untersucht.
Mit dem exakten Dichtematrixfunktional ist es mo¨glich, die Grundzustandswellenfunk-
tion zu berechnen, wenn die Theorie ohne Na¨herungen umgesetzt wird. Von Interesse
sind im Wesentlichen allerdings Approximationen des exakten Dichtematrixfunktionals
und eine davon wird ebenfalls im Rahmen dieser Arbeit diskutiert. Hierbei wurde eine
Studie an einfachen Hubbard-Ketten durchgefu¨hrt.
2
1 Grundlagen
In diesem Kapitel geben wir einen kurzen Abriss der Grundlagen der Quantenmechanik
und gehen weiterhin auf Dichtefunktional- und Dichtematrixfunktionaltheorie ausfu¨hrli-
cher ein. Zuna¨chst sollen aber einige experimentelle Techniken kurz dargestellt werden.
1.1 Experimentelle Methoden: Ein kurzer ¨Uberblick
Zur experimentellen Untersuchung von Materialien werden mo¨glichst reine Proben be-
no¨tigt. Zu deren Herstellung gibt es eine Reihe von unterschiedlichen Verfahren. Zu
den wichtigsten von diesen geho¨rt die Herstellung von Kristallen aus der Gasphase und
das Czochralski-Verfahren [6], wobei man den Kristall mit Hilfe eines Keimlings aus
der Schmelze heraus gewinnt. Des Weiteren kann man durch Festko¨rperreaktion Poly-
kristalline herstellen. Hierbei werden die Komponenten in Pulverform gemischt und bei
entsprechenden Temperaturen gesintert. Fu¨r Details verweisen wir auf das Lehrbuch von
Wilke und Bohm [7].
Die Kristallstruktur eines Festko¨rpers kann mit Hilfe von Beugungsexperimenten be-
stimmt werden. Hierfu¨r ko¨nnen Elektronen, Neutronen, leichte Atome oder Ro¨ntgen-
strahlung eingesetzt werden. Die Wellenla¨nge muss hierbei von der Gro¨ßenordnung der
Gitterabsta¨nde sein.
Ro¨ntgenbeugung wurde erstmalig 1912 von M. von Laue vorgeschlagen und von W. H.
Bragg und dessen Sohn W. L. Bragg 1914 dazu genutzt, um Kristallstrukturen aufzu-
kla¨ren. Alle drei Physiker erhielten fu¨r ihre Arbeiten den Nobelpreis.
Materiewellen, erstmalig niederenergetische Elektronen (“low energy electron diffracti-
on” [LEED]) wurden nach der Pionierarbeit von Davisson und Germer [8] ab dem Jahre
1927 eingesetzt. Da niederenergetische Elektronen allerdings sehr schnell adsorbiert wer-
den, eignet sich LEED eher zur Untersuchung von Festko¨rperoberfla¨chen (vergleiche [1]).
Wa¨hrend Beugungsexperimente kein reales Bild von Festko¨rpern liefern, erha¨lt man mit
dem Rastertunnelmikroskop (“scanning tunneling microscopy” [STM]) Ortsrauminfor-
mationen. Es wurde zum ersten Mal 1981 von den Physikern G. Binning und H. Rohrer
erbaut. 1986 erhielten beide dafu¨r den Nobelpreis. Das Rastertunnelmikroskop tastet
eine Festko¨rperoberfa¨che unter Ausnutzung des Tunneleffektes ab. Als Resultat erha¨lt
man ein Abbild der elektronischen Struktur der Oberfla¨che.
Informationen u¨ber die Bandstruktur bzw. die Zustandsdichte von Festko¨rpern kann man
mit Hilfe von Photoemissionsspektroskopie erhalten. Hierbei werden Elektronen unter
Ausnutzung des Photoeffektes in das Quasikontinuum angeregt. Dies geschieht unter Ul-
trahochvakuum (p ≤ 10−8 Pa). Man unterscheidet hierbei je nach Energie der Photonen
zwischen UPS (“ultraviolet photoemission spectroscopy”) und XPS (“X-ray photoemis-
sion spectroscopy”). Fu¨r UPS werden Gasentladungslampen als Lichtquelle eingesetzt,
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Abbildung 1.1: Einfache Illustration einer Analyse mittels Photoemissionspektroskopie.
Das Bild wurde durch eine Figur aus [1] angeregt.
fu¨r XPS verwendet man Ro¨ntgenro¨hren oder Synchrotronstrahlung. Zur Untersuchung
der Bandstruktur der unbesetzten Zusta¨nde bedient man sich des umgekehrten Effekts,
d. h. man beschießt den Festko¨rper mit Elektronen und misst dann die emittierte Strah-
lung (vergleiche [1]).
Die magnetische Struktur von Festko¨rpern kann mit Hilfe von Neutronenbeugung be-
stimmt werden. Hierbei wechselwirkt das magnetische Moment des Neutrons wesentlich
mit den Elektronen, welche sich in nicht abgeschlossenen Schalen befinden und daher ein
magnetisches Moment verursachen. Ein solches Experiment wurde erstmalig 1949 von
Shull und Smart [9] durchgefu¨hrt. Bei diesem Experiment konnte die antiferromagneti-
sche Ordnung von MnO nachgewiesen werden [10].
1.2 Grundlagen der Quantenmechanik
“The general theory of quantum mechanics is now almost complete...The underlying
physical laws necessary for the mathematical theory of a large part of physics and the
whole chemistry are thus completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated to be soluble.”
(P. A. M. Dirac)
Anfang des 20. Jahrhunderts gab es zwei wichtige Umbru¨che in der Physik. Dies war
neben der Relativita¨tstheorie die Entwicklung der Quantenmechanik, welche das grund-
legende Versta¨ndnis fu¨r Materie auf den Kopf stellte. Experimentell fand man zuna¨chst
Effekte wie den Photoeffekt, welche so interpretiert werden konnten, dass sich Wellen
wie Teilchen verhalten ko¨nnen. De Broglie [11] sagte in seiner Dissertation dann auch
den umgekehrten Effekt vorher, also die Wellennatur von Materie.
Die Quantenmechanik gibt den klassischen Begriff der Trajektorie eines Teilchens auf
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und ersetzt diesen durch einen Zustand bzw. eine Wellenfunktion, welche als Wahr-
scheinlichkeitsamplitude interpretiert wird (siehe beispielsweise [12]). Betrachtet man
ein (spinloses) Teilchen, dann ha¨ngt die Wellenfunktion nur von dessen Koordinaten ~r
und der Zeit t ab. Wir schreiben
Ψt(~r, t), (1.1)
wobei der Index t darauf verweisen soll, dass wir die Zeitabha¨ngigkeit zuna¨chst explizit
betrachten. Die Wellenfunktion soll dabei die komplette Information beinhalten, welche
man u¨ber das Teilchen gewinnen kann.
Die zeitliche Entwicklung der Wellenfunktion Ψt wird durch die Schro¨dingergleichung
i
∂
∂t
Ψt(~r, t) = H(~r, ~∇, t)Ψt(~r, t) (1.2)
beschrieben. H(~r, ~∇, t) ist hierbei der vom Modell abha¨ngige Hamilton-Operator. Die
Schro¨dingergleichung 1.2 selbst kann nicht abgeleitet werden, sondern wird postuliert
(siehe beispielsweise [13]). Ist der Hamilton-Operator nicht explizit zeitabha¨ngig, dann
fu¨hrt ein Separationsansatz der Form (siehe z. B. [14])
Ψt(~r, t) = Ψ(~r)e
−iEt (1.3)
auf die zeitunabha¨ngige Schro¨dingergleichung, die Eigenwertgleichung
H(~r, ~∇)Ψ(~r) = EΨ(~r), (1.4)
wobei E die Gesamtenergie des Systems angibt.
1922 fu¨hrten Stern und Gerlach [15] ein beru¨hmt gewordenes Experiment durch. Hierbei
wurde ein Strahl von Silberatomen durch ein inhomogenes Magnetfeld gelenkt. Aufgrund
des veschwindenden Bahndrehimpulses war erwartet worden, dass sich der Strahl nicht
aufspaltet, was allerdings nicht beobachtet wurde. Stattdessen fanden Stern und Gerlach
eine Teilung des Strahls in zwei Teilstrahlen [16]. Dieses Ergebnis fu¨hrte Uhlenbeck und
Goudsmit [17] 1925 zu der Erkenntnis, dass Elektronen einen intrinsischen Drehimplus
σ besitzen mu¨ssen, welchen wir als Spin bezeichnen. Es genu¨gt also nicht, der Wellen-
funktion eines Elektrons nur die Ortsabha¨ngigkeit ~r zuzuordnen. Man fasst Orts- und
Spinabha¨ngigkeit u¨blicherweise zu einem Vektor zusammen und schreibt ~x = ~rσ.
In der Materialwissenschaft bescha¨ftigen wir uns im Wesentlichen nicht mit einem Ei-
nelektronenproblem, sondern mit einem System vieler Elektronen welche sich in einem
Potential der Kerne bewegen. Fu¨r die Wellenfunktion schreiben wir
Ψ(~r1σ1, . . . , ~rNσN , ~R1, . . . , ~RM ) = Ψ(~x1, . . . , ~xN , ~R1, . . . , ~RM ), (1.5)
wobei ~RJ die Position der Atomkerne angibt und Orts- und Spinfreiheitsgrad der Elek-
tronen zu einem Vektor ~xi zusammengefasst wurde.
Im Folgenden verwenden wir atomare Einheiten, in welchen die Masse, Ladung und
La¨nge jeweils als Vielfache der Masse des Elektrons, der Elementarladung |e| und des
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Bohrschen Radius a0 ausgedru¨ckt werden und man die Energie als Vielfaches eines Har-
tree’s angibt (siehe beispielsweise [18]). Unter Verwendung der atomaren Einheiten kann
nun der Hamilton-Operator des Standardmodells eines Festko¨rpers durch
H({~ri}, {~RJ}, {~∇i}, {~∇J}) = −1
2
∑
i
~∇i2 − 1
2
∑
J
1
MJ
~∇2J
+
∑
I<J
ZIZJ
|~RI − ~RJ |
−
∑
i,J
ZJ
|~ri − ~RJ |
+
∑
i<j
1
|~ri − ~rj |
(1.6)
angegeben werden. ZI bezeichnet dabei die Kernladungszahl des Kerns der Masse MI
und der Position ~RI . Das Standardmodell beinhaltet also weder die Beschreibung von
magnetischen Feldern noch beru¨cksichtigt es eine genauere Beschreibung des Kerns. Auch
relativistische Effekte werden verna¨chla¨ssigt (siehe z. B. [19]).
Bisher haben wir hier Wellenfunktionen in der Basis von Orts- bzw. Orts- und Spinko-
ordinaten dargestellt. Es existiert allerdings eine allgemeinere Darstellung, welche basi-
sunabha¨ngig ist. Diese wurde von Dirac eingefu¨hrt und wird im Folgenden des O¨fteren
verwendet werden. Wir werden hieru¨ber nur einige Bemerkungen machen und verweisen
fu¨r eine ausfu¨hrlichere Diskussion auf die Literatur der Quantenmechanik wie beispiels-
weise auf [12], welche fu¨r die folgende Darstellung als Grundlage dient.
Wir definieren Ket-Vektoren |Ψ〉 (kurz Ket), welche quantenmechanische Zusta¨nde un-
abha¨ngig von deren Basis repra¨sentieren sollen. Des Weiteren seien Bra-Vektoren 〈ϕ|
(Bra) erkla¨rt, wobei jedem Ket-Vektor ein Bra-Vektor zugeordnet ist. Ist z eine komple-
xe Zahl, dann lassen sich Bra und Ket mit dieser wie folgt verknu¨pfen
|zΨ〉 = z|Ψ〉
〈zϕ| = z∗〈ϕ|. (1.7)
Es existiere weiterhin ein komplexes Skalarprodukt, ein Bracket, welches folgende Eigen-
schaften aufweisen soll
〈ϕ|Ψ〉 = 〈Ψ|ϕ〉∗
〈ϕ|(z1Ψ1 + z2Ψ2〉) = z1〈ϕ|Ψ1〉+ z2〈ϕ|Ψ2〉
〈z1ϕ1 + z2ϕ2|Ψ〉 = z∗1〈ϕ1|Ψ〉+ z∗2〈ϕ2|Ψ〉.
(1.8)
Hierbei sind z1 bzw. z2 komplexe Zahlen. Mit Hilfe der Definition des Skalarprodukts
la¨sst sich nun eine Forderung an die quantenmechanische Zusta¨nde |Ψ〉 formulieren.
Diese mu¨ssen quadratintegrabel sein. Dies bedeutet, dass ihr Skalarprodukt mit sich
selbst jeden endlichen Wert annehmen, aber nicht unendlich sein darf, d. h.
〈Ψ|Ψ〉 <∞. (1.9)
Wir definieren weitere Verknu¨pfungen, na¨mlich Operatoren Aˆ und Aˆ†, welche einen Ket
|Ψ1〉 bzw. einen Bra 〈ϕ1| auf einen Ket |Ψ2〉 bzw. einen Bra 〈ϕ2| abbilden, d. h.
|Ψ2〉 = Aˆ|Ψ1〉
〈ϕ2| = 〈ϕ1|Aˆ†.
(1.10)
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Gefordert wird nun, dass die Operatoren a¨hnlich wie das Skalarprodukt lineare Eigen-
schaften aufweisen mu¨ssen d. h. es muss
Aˆ(z1|Ψ1〉+ z2|Ψ2〉) = z1Aˆ|Ψ1〉+ z2Aˆ|Ψ2〉 (1.11)
gelten. Wichtig ist, dass zwei solcher Operatoren im Allgemeinfall nicht miteinander
vertauschen, d. h. allgemein gilt AˆBˆ 6= BˆAˆ. In diesem Zusammenhang definieren wir
nun allgemein einen Kommutator und einen Antikommutator in der Form
[Aˆ, Bˆ]− := AˆBˆ − BˆAˆ (1.12)
[Aˆ, Bˆ]+ := AˆBˆ + BˆAˆ. (1.13)
Diese Kommutatoren werden wir im weiteren Verlauf verwenden.
1.3 Reduzierte Dichtematrizen
Obwohl man mit Hilfe der Born-Oppenheimer-Na¨herung die Kernkoordinaten ~RJ sepa-
rieren kann, ist die Wellenfunktion aufgrund der schon fu¨r leichtere Atome großen Anzahl
von Variablen ein kompliziertes mathematisches Objekt. Die Anzahl der zu beru¨cksich-
tigen Variablen skaliert mit der Systemgro¨ße und zwar jeweils um drei Raum- und eine
Spinvariable, wenn ein zusa¨tzliches Elektronen beschrieben werden muss. Fu¨r die Be-
schreibung großer Systeme ist daher eine Reduzierung der Anzahl der Variablen erfor-
derlich. Diese Problematik fu¨hrte zur Entwicklung der Dichtefunktionaltheorie (DFT)
bzw. der reduzierten Dichtematrixfunktiontheorie (RDMFT). Wir werden hier auf de-
ren Basisgro¨ßen eingehen und beide Theorien in den Kapiteln 1.5 und 1.6 ausfu¨hrlicher
erla¨utern. Als Grundlage fu¨r diese Darstellung reduzierter Dichtematrizen wurde [20]
verwendet. Wir geben die dortige Darstellung nur geringfu¨gig vera¨ndert wieder.
Sei Ψ(~x1, . . . , ~xN ) eine antisymmetrische N-Teilchenwellenfunktion. Dann bezeichnen wir
γp(~x
′
1, . . . , ~x
′
p; ~x1, . . . , ~xp) =
(
N
p
)∫
. . .
∫
d4xp+1 . . . d
4xN ·
γN (~x
′
1, . . . , ~x
′
p, ~xp+1 . . . ~xN ; ~x1, . . . , ~xp, ~xp+1 . . . ~xN )
(1.14)
mit der Definition
γN (~x
′
1, . . . , ~x
′
N ; ~x1, . . . , ~xN ) := Ψ(~x
′
1, . . . , ~x
′
N )Ψ
∗(~x1, . . . , ~xN ) (1.15)
allgemein als reduzierte Dichtematrix der Ordnung p. Es ist zu bemerken, dass die u¨bli-
che Notation
∫
d4x :=
∑
σ
∫
d3r benutzt wird. Spa¨ter werden wir im Wesentlichen nur
die Ein- und Zweiteilchendichtematrizen beno¨tigen. Sie lassen sich explizit durch die
Gleichungen
γ1(~x
′
1; ~x1) = N
∫
. . .
∫
d4x2 . . . d
4xNΨ(~x
′
1, ~x2 . . . , ~xN )Ψ
∗(~x1, . . . , ~xN ) (1.16)
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und
γ2(~x
′
1, ~x
′
2; ~x1, ~x2) =
N(N − 1)
2
∫
. . .
∫
d4x3 . . . d
4xNΨ(~x
′
1, ~x
′
2, ~x3, . . . , ~xN )Ψ
∗(~x1, . . . , ~xN )
(1.17)
angeben.
γ1 la¨sst sich mit Hilfe ihrer Eigenfunktionen, den sogenannten natu¨rlichen Spin-Orbitalen
ϕi(~x), darstellen. Diese sind u¨ber die Eigenwertgleichung∫
d4x γ1(~x
′; ~x)ϕi(~x) = fiϕi(~x′) (1.18)
erkla¨rt. Es gilt
γ1(~x
′; ~x) =
∑
i
ϕi(~x
′)fiϕ∗i (~x). (1.19)
Die reduzierten Dichtematrizen γp enthalten explizit Spinvariablen, deren Angabe oft
nicht erforderlich ist. Wie in [20] definieren wir daher eine weitere Klasse von Dichtema-
trizen ρp (siehe [21]), welche sich aus 1.14 wie folgt errechnen lassen
ρp(~r
′
1, . . . , ~r
′
p;~r1, . . . , ~rp) :=
∑
σ1
. . .
∑
σp
γp(~r
′
1σ1, . . . , ~r
′
pσp;~r1σ1, . . . , ~rpσp). (1.20)
Wir erhalten so die fundamentale Variable der Dichtefunktionaltheorie die Dichte ρ,
gegeben durch
ρ(~r) := ρ1(~r;~r)
= N
∑
σ
∫
· · ·
∫
d4x2 · · · d4xN |Ψ(~x, ~x2, . . . , ~xN )|2. (1.21)
ρ(~r) ha¨ngt im Gegensatz zu der Wellenfunktion nur von drei Koordinaten ab, unabha¨ngig
von der Elektronenanzahl.
1.4 Universelles Dichtefunktional
Fu¨r das Kapitel 1.5 definieren wir hier als Vorbereitung das universelle Dichtefunktio-
nal F ν [ρ]. Fu¨r dessen Darstellung wurde [20] als Quelle verwendet. Eine vergleichbare
Darstellung findet man in anderen Lehrbu¨chern u¨ber Dichtefunktionaltheorie wie bei-
spielsweise in [22]. Das universelle Dichtefunktional ist gegeben durch
F ν [ρ] := min
Ψν
(
〈Ψν |Tˆ + νWˆ |Ψν〉 −
∫
d3r hν(~r)
(〈Ψν |ρˆ|Ψν〉 − ρ(~r))− λν(〈Ψν |Ψν〉 − 1))
:= min
Ψν→ρ
〈Ψν |Tˆ + νWˆ |Ψν〉.
(1.22)
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Hierbei ist Tˆ der Operator der kinetischen Energie, Wˆ der Operator der Wechselwirkung
und ν ein Parameter, welcher zwischen ν = 0, dem nichtwechselwirkenden Grenzfall und
ν = 1, dem Grenzfall voller Wechselwirkung variiert werden kann. Neben F ν [ρ] selbst
haben wir des Weiteren die Kurznotation minΨν→ρ eingefu¨hrt. hν(~r) bzw. λν fixieren
dabei die Dichte bzw. die Norm und der Dichteoperator ρˆ ist durch die Gleichung
ρˆ :=
∫
d4x1 . . .
∫
d4xN |~x1, . . . , ~xN 〉
(
N∑
i=1
δ(~r − ~ri)
)
〈~x1, . . . , ~xN | (1.23)
erkla¨rt.
Das universelle Dichtefunktional ha¨ngt nur von der kinetischen Energie und der Wechsel-
wirkung ab, ist also nicht von dem externen Potential abha¨ngig. Mit diesem Funktional
la¨sst sich die Gesamtenergie E des voll wechselwirkenden Systems in der Form
E[ρ] = F 1[ρ] +
∫
d3r ρ(~r)V ext(~r) (1.24)
angeben.
1.5 Dichtefunktionaltheorie
Fu¨r diese Darstellung der Dichtefunktionaltheorie wurde [20] als Basis verwendet.
Die Dichtefunktionaltheorie ist eine Theorie des elektronischen Grundzustandes. Sie ist
im Gegensatz zu verschiedenen traditionellen quantenchemischen Methoden wie zum
Beispiel Hartree-Fock (HF) eine im Prinzip exakte Theorie. Ihre Urspru¨nge hat sie,
allerdings noch ohne theoretische Grundlage, im Jahre 1927 durch Arbeiten von Tho-
mas und Fermi (TF) [23, 24]. Ihr theoretisches Fundament erhielt sie dann im Jahre
1964 durch zwei Theoreme von Hohenberg und Kohn [25]. Auf diese wird im Folgenden
noch na¨her eingegangen. Kohns Pionierarbeiten bei der Entwicklung der Dichtefunktio-
naltheorie wurden 1998 mit dem Nobelpreis fu¨r Chemie gewu¨rdigt.
Traditionelle quantenchemische Methoden sind fu¨r Systeme mit einigen wenigen Ato-
men noch wesentlich genauer als DFT. Ist hingegen die Anzahl der Atome gro¨ßer und
eine etwas geringere Genauigkeit notwendig, dann ist DFT eine sehr gute Wahl zur Be-
schreibung solcher Systeme. Ein wesentlicher Grund dafu¨r ist, dass die Rechenzeit fu¨r
traditionelle Methoden exponentiell mit der Anzahl der Atome Nat wa¨chst, wa¨hrend sich
diese fu¨r DFT wie N2at oder N
3
at verha¨lt [26].
Die fundamentale Variable der Dichtefunktionaltheorie ist die Dichte ρ, welche durch
die Gleichung 1.21 definiert wurde. Das erste der beiden Theoreme von Hohenberg und
Kohn besagt, dass diese Dichte ρ das externe Potential bis auf eine additive Konstante
eindeutig bestimmt. Die wesentliche Folgerung daraus ist, dass alle Grundzustandsei-
genschaften ein eindeutiges Funktional von ρ sind. Da durch ρ die Elektronenanzahl
festgelegt ist (es gilt
∫
d3rρ(~r) = N), liegt somit Hˆ fest und damit auch die Grund-
zustandswellenfunktion Ψ0, aus welcher alle mo¨glichen Grundzustandseigenschaften des
Systems bestimmt werden ko¨nnen.
9
Das zweite Theorem beinhaltet das Variationsprinzip. Es besagt, dass fu¨r jede gegebene
Dichte ρ mit der Zwangsbedingung
∫
d3rρ(~r) = N gelten muss
E[ρ0(~r)] ≤ E[ρ(~r)]. (1.25)
Hierbei ist E die Gesamtenergie und ρ0 die Dichte des Grundzustandes.
Der urspru¨ngliche Beweis von Hohenberg und Kohn beinhaltete noch die Beschra¨nkung
auf nicht entartete Zusta¨nde. Diese Schwierigkeit wird durch die alternative Formulie-
rung des Beweises von Levy [27] aufgehoben. Die Idee ist, den Minimierungsprozess
E0 = minΨ 〈Ψ|Hˆ|Ψ〉 wie folgt durchzufu¨hren
E0 = min
Ψ
〈Ψ|Hˆ|Ψ〉
= min
ρ
(
F 1[ρ(~r)] +
∫
d3r V ext(~r)ρ(~r)
)
.
F 1 ist hierbei das universelle Dichtefunktional, welches wir durch die Gleichung 1.22
definiert haben.
1965 entwickelten Kohn und Sham [28] auf Grundlage der Hohenberg-Kohn Theoreme
einen Formalismus, der es erlaubte, u¨ber die eher grobe Approximation von Thomas und
Fermi hinauszugehen. Thomas und Fermi hatten fu¨r eine Approximation der Wechsel-
wirkungsenergie die klassische Gleichung der Form
WH [ρ] :=
1
2
∫ ∫
d3r d3r′
ρ(~r)ρ(~r′)
|~r − ~r′|
(1.26)
verwendet, welche als Hartree-Energie bezeichnet wird und fu¨r die kinetische Energie
des voll wechselwirkenden Systems ein direktes, approximatives Funktional der Dichte
vorgeschlagen. Da die kinetische Energie der Elektronen allerdings einen wesentlichen
Beitrag zur Gesamtenergie liefert, muss diese relativ genau beschrieben werden. Daher
wa¨hlten Kohn und Sham nun unter Zuhilfenahme von Einteilchenwellenfunktionen einen
indirekten Ansatz zur deren Beschreibung und diese Vorgehensweise machte die Dichte-
funktionaltheorie zu einem praktisch anwendbaren Werkzeug.
Die prinzipielle Idee der KS-Methode ist die Abbildung des wechselwirkenden Elektro-
nensystems im Potential der Kerne auf ein System nichtwechselwirkender Elektronen in
einem effektiven Potential. Dadurch kann man ausnutzen, dass sich sowohl der Ausdruck
der kinetischen Energie T als auch der der Dichte ρ fu¨r ein nichtwechselwirkendes System
wesentlich vereinfacht. Fu¨r diesen Fall sind na¨mlich die Besetzungszahlen des Satzes von
Einteilchenwellenfunktionen ϕi(~r) genau 1 oder 0 und es gilt
ρ(~r) =
∑
i
|ϕi(~r)|2 (1.27)
T0[ρ] = −1
2
∑
i
∫
d3rϕ∗i (~r)~∇2ϕi(~r). (1.28)
Wir stellen nun einen Teil der Gesamtenergie des voll-wechselwirkenden Systems mit
Hilfe von der kinetischen Energie T0, der Hartree Energie WH und
∫
d3rρ(~r)V ext(~r)
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dar. Den fehlenden Betrag beschreiben wir mit Hilfe der sogenannten Austausch- und
Korrelationsenergie, welche wir mit Exc bezeichnen. Diese entha¨lt sowohl die Differenz
der kinetischen Energie des wechselwirkenden und nichtwechselwirkenden Systems als
auch die nichtklassische potentielle Energie der Elektron-Elektron Wechselwirkung, d.
h.
Exc[ρ] := F
1[ρ]− T0[ρ]−WH [ρ]. (1.29)
Hierzu sei angemerkt, dass die exakte Form von Exc ist unbekannt ist und fu¨r diese Gro¨ße
Na¨herungen gemacht werden mu¨ssen. Wa¨re der exakte Ausdruck von Exc bekannt, wu¨rde
man mit dem Kohn-Sham Formalismus die Grundzustandsenergie durch
EKS[ρ] = T0[ρ] +WH [ρ] + Exc[ρ] +
∫
d3rρ(~r)V ext(~r). (1.30)
erhalten. Minimiert man die EKS unter den Zwangsbedingungen der Orthogonolita¨t der
Wellenfunktionen ϕi, dann la¨sst sich der folgenden Satz von Differentialgleichungen, die
KS-Gleichungen ableiten(
−1
2
~∇2 + V ext(~r) +
∫
d3r′
ρ(~r′)
|~r − ~r′| +
δExc[ρ(~r)]
δρ(~r)︸ ︷︷ ︸
V eff (~r)
−εi
)
ϕi(~r) = 0. (1.31)
Diese sind aufgrund der Tatsache, dass das effektive Potential V eff von der Dichte
abha¨ngig ist, a¨hnlich wie die HF-Gleichungen selbstkonsistent zu lo¨sen.
An dieser Stelle seien noch zwei Bemerkungen gemacht. Angemerkt sei, dass man in
Textbu¨chern oft auf das Austausch- und Korrelationspotential V xc(~r) und das Hartree-
Potential V H(~r) sto¨ßt, welche man einfach durch
V xc(~r) :=
δExc[ρ(~r)]
δρ(~r)
(1.32)
V H(~r) :=
∫
d3r′
ρ(~r′)
|~r − ~r′| (1.33)
definiert. Zum Zweiten haben wir in 1.31 nur die spinunabha¨ngigen KS-Gleichungen
vorgestellt. Im spinabha¨ngigen Fall sind natu¨rlich sowohl V eff , εi als auch ϕi vom Spin
abha¨ngig.
Die KS-Eigenwerte εi haben streng genommen keine physikalische Bedeutung mit Aus-
nahme des ho¨chstbesetzten Zustandes, welcher zu der negativen Ionisierungsenergie des
Systems a¨quivalent ist [29]. Sie werden allerdings oft als Quasiteilchenenergien interpre-
tiert, welche man mit Photoemissionsspektroskopie messen kann. Die U¨bereinstimmung
ist fu¨r sp-Systeme oft ziemlich gut, fu¨r 3d und 4f Systeme gilt dies allerdings nicht [30].
Hierzu sei auch noch auf Kapitel 2 verwiesen.
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1.5.1 Austausch- und Korrelationsenergie Exc
Sei ρ2(~r
′
1, ~r
′
2;~r1, ~r2) die Zweiteilchendichtematrix (vergleiche Definition 1.20). Wir defi-
nieren nun a¨hnlich zu ρ (Gleichung 1.21) die Zweiteilchendichte durch
ρ2(~r, ~r
′) := ρ2(~r, ~r′;~r, ~r′)
=
N(N − 1)
2
∑
σ
∑
σ′
∫
· · ·
∫
d4x3 · · · d4xN |Ψ(~x, ~x′, ~x3, . . . , ~xN )|2. (1.34)
Mit Hilfe von 1.34 la¨sst sich die Elektron-Elektron-Wechselwirkungsenergie W dann wie
folgt schreiben:
W =
∫ ∫
d3rd3r′
ρ2(~r, ~r
′)
|~r − ~r′| . (1.35)
Es ist nun u¨blich (vergleiche z. B. [20]), ρ und ρ2 unter Einfu¨hrung der sogenannten Paar-
Korrelationsfunktion h bzw. des Austausch- und Korrelationsloches ρxc miteinander in
Beziehung zu setzen:
ρ2(~r, ~r
′) =
1
2
ρ(~r)ρ(~r′)(1 + h(~r, ~r′))
=
1
2
ρ(~r)(ρ(~r′) + ρxc(~r, ~r′)).
(1.36)
Dies hat den Vorteil, dass aus der obigen exakten Beziehung fu¨r W der Hartree-Term
WH abgespalten werden kann
W =
1
2
∫ ∫
d3rd3r′
ρ(~r)ρ(~r′)
|~r − ~r′| +
1
2
∫ ∫
d3rd3r′
ρ(~r)ρxc(~r, ~r
′)
|~r − ~r′| . (1.37)
Der zweite Term der obigen Gleichung resultiert aus der Tatsache, dass sich Elektronen
gegenseitig abschirmen. Zum einen aufgrund der klassischen Coulomb-Wechselwirkung,
zum anderen aufgrund des Pauli-Prinzips. Daher kann das Austausch- und Korrelati-
onsloch auch formal in ein Coulomb- und ein Fermiloch geteilt werden, wobei allerdings
nur die Superposition von beiden physikalische Relevanz hat [18].
Erwa¨hnt seien hier noch die Eigenschaften des Austausch- und Korrelationsloches (ver-
gleiche [18]):
• Es verschwindet fu¨r große Distanzen zwischen den Elektronen
• Es entha¨lt die Ladung eines Elektrons, d. h. ∫ d3r′ρxc(~r, ~r′) = −1 fu¨r alle ~r
• Im Grenzfall |~r − ~r′| → 0 gilt aufgrund des Pauli Prinzips
lim
|~r−~r′|→0
ρ2(~r, ~r
′) = lim
|~r−~r′|→0
1
2
ρ(~r)(ρ(~r′) + ρxc(~r, ~r′))
= 0
⇒ ρxc(~r, ~r) = −ρ(~r).
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Im Unterschied zu W entha¨lt die in Gleichung 1.29 definierte Austausch- und Kor-
relationsenergie neben der nichtklassischen Coulomb-Wechselwirkung auch noch einen
Anteil kinetischer Energie. U¨ber diesen Anteil lassen sich nur bedingt gut Na¨herungen
machen. Harris und Jones [31] gelang es 1974 mit Hilfe der sogenannten “adiabatic-
connection” Methode einen Ausdruck fu¨r Exc zu finden, welcher die kinetische Energie
nicht mehr explizit enthielt, sondern nur noch die oben eingefu¨hrten Gro¨ßen h bzw.
ρxc. Fu¨r deren Beschreibung folgen wir der Herleitung in [20]. Hierzu versehen wir den
Wechselwirkungsterm zuna¨chst mit einem Parameter ν. ν soll dabei zwischen ν = 0,
dem nichtwechselwirkenden Grenzfall und ν = 1, dem wechselwirkenden Grenzfall vari-
iert werden ko¨nnen (siehe dazu auch Kapitel 1.4). Betrachtet man nun das Funktional
F ν [ρ] (Gleichung 1.22) und den Ausdruck∫ 1
0
dν
dF ν [ρ]
dν
= F 1[ρ]− F 0[ρ] = F 1[ρ]− T0[ρ], (1.38)
dann sieht man durch Einsetzen von 1.38 in 1.29, dass die Austausch und Korrelations-
energie in der Form
Exc[ρ] =
∫ 1
0
dν
dF ν [ρ]
dν
−WH [ρ]
geschrieben werden kann. Wendet man nun das Hellman-Feynman Theorem auf F ν [ρ]
an, dann erha¨lt man als Ergebnis die einfache Aussage, dass
dF ν [ρ]
dν
= 〈Ψν |Wˆ |Ψν〉
gu¨ltig ist. Damit ergibt sich fu¨r Exc:
Exc[ρ] =
∫ 1
0
dν〈Ψν |Wˆ |Ψν〉 −WH [ρ]
=
∫ ∫
d3r d3r′
∫ 1
0
dν
ρν2(~r, ~r
′)
|~r − ~r′| −
1
2
∫ ∫
d3r d3r′
ρ(~r)ρ(~r′)
|~r − ~r′|
=
∫ ∫
d3r d3r′
∫ 1
0
dν
1
2ρ(~r)ρ(~r
′)(1 + hν(~r, ~r′))
|~r − ~r′| −
1
2
∫ ∫
d3r d3r′
ρ(~r)ρ(~r′)
|~r − ~r′|
=
1
2
∫
d3rρ(~r)
∫
d3r′
∫ 1
0
dν
ρνxc(~r, ~r
′)
|~r − ~r′| .
(1.39)
Hierbei haben wir ρν2(~r, ~r
′) in Analogie zu Gleichung 1.36 umgeschrieben.
Gleichung 1.39 kann zur Konstruktion eines Austausch- und Korrelationsfunktionals her-
angezogen werden. Hier sei dazu auf die Konstruktion von Hybridfunktionalen verwiesen,
auf welche in Kapitel 3 na¨her eingegangen wird.
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1.5.2 LDA- und GGA-Approximation
Die ga¨ngigen Approximationen fu¨r die Austausch- und Korrelationsenergie Exc sind
die lokale Dichtena¨herung (“local-density approximation” [LDA]) und die erweiterte
Gradienten-Na¨herung (“generalized-gradient approximation” [GGA]). Auf diese soll hier
noch etwas ausfu¨hrlicher eingegangen werden. Fu¨r die Darstellung wurde [20], [19] und
[28] als Quelle verwendet.
Die LDA-Approximation ist eine der einfachsten Na¨hrungen, welche man u¨ber Exc ma-
chen kann. Man findet sie erstmals im Originalpaper von Kohn und Sham des Jahres
1965 [28]. Prinzipielle Idee ist, dass sich Festko¨rper oft zum homogenen Elektronengas
a¨hnlich verhalten. Im Grenzfall von diesem ist nun bekannt, dass sich Austausch- und
Korrelationseffekte lokal verhalten [19], was eine lokale Na¨herung auch fu¨r den Festko¨rper
motiviert.
Im Rahmen der LDA schreibt man die Austausch- und Korrelationsenergie in der Form
ELDAxc [ρ] =
∫
d3rρ(~r) εLDAxc (ρ). (1.40)
εLDAxc (ρ) bezeichnet dabei die Austausch- und Korrelationsenergie pro Teilchen des Elek-
tronengases. Diese la¨sst sich als Superposition eins Austausch- und Korrelationsanteils
schreiben, d. h.
εLDAxc (ρ) = ε
LDA
x (ρ) + ε
LDA
c (ρ). (1.41)
Fu¨r εLDAx (ρ) la¨sst sich nun ein von Dirac abgeleiteter Ausdruck der Form ε
LDA
x (ρ) =
−Cxρ(~r)1/3 verwenden. εLDAc kann man hingegen mit Hilfe von Monte-Carlo Rechnungen
[32] gut approximieren [20].
GGA bezieht im Gegensatz zu LDA den Gradienten der Dichte explizit mit ein. Man
schreibt u¨blicherweise (siehe beispielsweise [19])
EGGAxc [ρ] =
∫
d3rρ(~r)εGGAxc (ρ, |~∇ρ|, . . .)
: =
∫
d3rρ(~r)εLDAx Fxc(ρ, |~∇ρ|, . . .),
(1.42)
wobei die explizite Form von Fxc unbekannt ist. Hierzu sei angemerkt, dass Fxc zwar
unbekannt ist, aber eine Reihe von notwendigen Bedingungen erfu¨llen muss (siehe hier-
zu [33]). Da diese Bedingungen nicht alle Freiheitsgrade abdecken, existieren mehre-
re GGA-Funktionale. Manche werden mittels experimenteller Daten gewonnen, andere
greifen nicht auf Experimente zuru¨ck (“first-principle” GGA). Ein Beispiel fu¨r den letzt-
genannten Fall ist das nach den Autoren Perdew, Burke und Ernzerhof benannte PBE
Funktional [33], welches uns in Kapitel 3 noch begegnen wird.
Als LDA noch die einzige Approximation fu¨r Exc war, wurde Dichtefunktionaltheorie
im Wesentlichen nur von Festko¨rperphysikern verwendet. Dies a¨nderte sich mit dem
Aufkommen der GGA-Funktionale. Aufgrund der besseren Beschreibung von Moleku¨len
wurde DFT nun auch fu¨r Quantenchemiker interessant [18].
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1.6 Reduzierte Dichtematrixfunktionaltheorie
Nach dem Theorem von Hohenberg und Kohn sind alle Grundzustandseigenschaften ein
eindeutiges Funktional der Elektronendichte. Gilbert gelang es 1975, diese Aussage auf
reduzierte Dichtematrizen zu verallgemeinern [34]. Sein Theorem bildet die Grundla-
ge der reduzierten Dichtematrixfunktionaltheorie (RDMFT). Im Unterschied zur DFT
erha¨lt man in deren Rahmen einen exakten Ausdruck fu¨r die kinetische Energie des Viel-
teilchensystems, d. h. nur ein kleiner, nicht Hartree-Fock a¨hnlicher Term der Elektron-
Elektronwechselwirkung ist zu approximieren [35].
Reduzierte Dichtematrizen haben wir bereits in Abschnitt 1.3 diskutiert. Wichtig ist nun,
dass man die Grundzustandsenergie eines N-Elektronensystems exakt als Funktional der
Zweiteilchendichtematrix γ2 (fu¨r die Definition von γp vergleiche 1.14) ausgedru¨cken
kann. Es gilt na¨mlich
E0 =
∫
d4x lim
~x′→~x
([
−
~∇2
2
+ V ext(~x; ~x′)
]
γ1(~x; ~x
′)
)
+
∫
d4x
∫
d4x′
γ2(~x, ~x
′; ~x, ~x′)
|~r − ~r′| .(1.43)
Die obige Bemerkung folgt, da γ1 aus γ2 berechnet werden kann.
Im Gegensatz zur Dichtefunktionaltheorie ist die fundamentale Variable in der RDMFT
die Einteilchendichtematrix γ1. Es stellt sich nun die Frage, warum in der Dichtema-
trixfunktionaltheorie nicht γ2 als fundamentale Variable verwendet wird, da man die
Grundzustandsenergie doch mittels γ2 exakt ausdru¨cken kann. Die Antwort auf diese
Frage liefert das Problem der N-Repra¨sentabilita¨t. Die Fragestellung ist, welche Bedin-
gungen man an γ2 stellen muss, damit diese mittels eines Ensembles aus antisymmetri-
schen N-Teilchenwellenfunktionen dargestellt werden kann. Hierzu sind zwar notwendige,
allerdings nicht hinreichende Bedingungen bekannt [36, 37].
1963 lo¨ste Coleman [38] das Problem der N-repra¨sentabilita¨t fu¨r Einteilchendichtematri-
zen γ1 womit klar ist, warum die Einteilchendichtematrix fu¨r den Minimierungsprozess
verwendet wird. Nach Gleichung 1.19 kann die Einteilchendichtematrix mittels ihrer
Eigenfunktionen den natu¨rlichen Orbitalen ϕi(~x) und ihren Eigenwerten fi dargestellt
werden. Notwendig und auch hinreichende Bedingungen fu¨r eine N-repra¨sentable Dich-
tematrix sind nun
0 ≤ fi ≤ 1 (1.44)∑
i
fi = N. (1.45)
1.7 Car-Parrinello Molekulardynamik
Die Car-Parrinello (CP) Methode [39] ist heute eine sehr weit verbreite Methode zur
Durchfu¨hrung von ab-initio Molekulardynamiksimulationsrechnungen. Der Grund dafu¨r
ist ihre Effizienz. Neben ihr unterscheidet man noch zwischen der Methode von Ehrenfest
und der Born-Oppenheimer-Molekulardynamik, wobei wir hier nur kurz auf die Letzt-
genannte etwas na¨her eingehen. Fu¨r die Darstellung greifen wir auf Argumente aus [40]
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und dem Artikel von Marx und Hutter [41] zuru¨ck.
Die prinzipielle Idee der Born-Oppenheimer-Molekulardynamik ist die Ausnutzung des
großen Massenunterschiedes von Atomkernen und Elektronen. Daraus ergibt sich na¨mlich,
dass die Elektronen der wesentlich langsameren Kernbewegung praktisch instantan fol-
gen ko¨nnen bzw. dass die Kernbewegung vernachla¨ssigbar klein ist, wenn sich die Elek-
tronen der Kernbewegung anpassen. Dieses Argument rechtfertigt den Separationsansatz
von Born und Oppenheimer und fu¨hrt auf eine klassische Bewegungsgleichung fu¨r die
Kerne der Form
MK ~¨RK = −~∇~RK 〈Ψ0|Tˆ + Vˆ
ext + Wˆ e + WˆK |Ψ0〉. (1.46)
Bei der Born-Oppenheimer-Methode wird also fu¨r eine fixe Kernkonfiguration die zeitun-
abha¨ngige Schro¨dingergleichung fu¨r die Elektronen gelo¨st. Daraus ergeben sich dann die
Kra¨fte auf die Kerne. Zwar kann bei diesem Verfahren der Zeitschritt verha¨ltnisma¨ßig
groß gewa¨hlt werden, ein wesentlicher Nachteil ist allerdings, dass man fu¨r jeden Zeit-
schritt die Elektronen ins Minimum bringen muss.
Im Gegensatz zu der Methode von Born und Oppenheimer, bei welcher man die Proble-
me “elektronische Struktur” und “Kernbewegung” als separat ansehen kann, behandeln
Car und Parrinello diese als ein zusammenha¨ngendes Problem, d. h. die Minimierung
der Wellenfunktion wird wa¨hrend der Optimierung der Kernpositionen durchgefu¨hrt.
Dies gelingt durch Einfu¨hrung einer fiktiven kinetischen Energie der Wellenfunktion. Ei-
ne geringe fiktive kinetische Energie (“cold electrons”) bedeutet hierbei, dass sich das
System in der Na¨he der Born-Oppenheimer Oberfla¨che befindet. Bei der Durchfu¨hrung
der Simulation muss das System dann nur so gesteuert werden, dass die Elektronen auch
in der Na¨he der Born-Oppenheimer Oberfla¨che verweilen. Dies gelingt, wenn sich das
Frequenzspektrum von Kernen und Elektronen nicht wesentlich u¨berlagert.
1.8 PAW-Methode
Die von Peter Blo¨chl entwickelte PAW-Methode (“projektor augmented wave method”)
[42] ist eine Elektronenstrukturmethode fu¨r effiziente ab-initio Molekulardynamiksimu-
lationen. Sie vereinigt Ideen der “erweiterten Wellen” Methoden (“augmented wave me-
thods”) und der Pseudopotentialmethoden in einem Formalismus und ist heute weit ver-
breitet. Eine U¨bersicht u¨ber die PAW-Methode findet man in dem Artikel von Blo¨chl,
Fo¨rst und Schimpl [43], welcher fu¨r die nachfolgende Darstellung als Grundlage dient.
Motivieren la¨sst sich PAW durch das unterschiedliche Verhalten der Wellenfunktion Ψ in
der Bindungsgsregion und in der Na¨he der Atomkerne. Wa¨hrend die Wellenfunktion in
der Bindungsregion relativ glatt und stark von der Umgebung abha¨ngig ist, oszilliert sie
in Kernna¨he und reagiert kaum auf eine Vera¨nderung der Umgebung. Dementsprechend
ist fu¨r die Darstellung von Ψ in Kernna¨he ein kleiner Basissatz notwendig, wa¨hrend man
fu¨r die Bindungsregion eine fast komplette Basis beno¨tigt. Dieses Problem wird von
“erweiterten Wellen” Methoden dadurch gelo¨st, dass man die Wellenfunktion aus un-
terschiedlichen Funktionen zusammensetzt. Dies sind Partialwellen fu¨r die Beschreibung
der atomaren Region und fu¨r die Bindungsregion werden sogenannte Umhu¨llungsfunk-
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tionen wie ebene Wellen (man spricht dann von der “linear augmented plane wave” bzw.
der LAPW-Methode) oder Hankel Funktionen (“linear muffin-tin orbital” bzw. LMTO-
Methode) verwendet. Hierbei ist darauf zu achten, dass die resultierende Funktion sowohl
kontinuierlich wie auch differenzierbar ist.
Bei Pseudopotentialen ersetzt man die Kernelektronen hingegen durch ein effektives Po-
tential wodurch die starken Oszillationen der Wellenfunktion in Kernna¨he vermieden
werden und man dementsprechend mit ebenen Wellen arbeiten kann. Im Gegensatz zu
“erweiterten Wellen” Methoden geht durch diese Prozedur allerdings die komplette In-
formation der Rumpfelektronen verloren.
Die PAW-Methode lo¨st diese Schwierigkeit mit Hilfe einer Transformation auf sehr ele-
gante Weise [19], wodurch die Information der Rumpfelektronen ebenfalls erhalten wer-
den kann. Sei dazu ϕi eine Einteilchenwellenfunktion und sei weiterhin ϕ˜i eine Hilfswel-
lenfunktion, welche mit der Transformation
|ϕi〉 = Tˆ |ϕ˜i〉 (1.47)
in einander umgerechnet werden ko¨nnen. Nun nimmt man an, dass sich sowohl ϕi als
auch ϕ˜i innerhalb der atomaren Region mit Hilfe von Projektorfunktionen p˜Λ wie folgt
entwickeln lassen:
|ϕi〉 =
∑
Λ
|φΛ〉〈p˜Λ|ϕ˜i〉 (1.48)
|ϕ˜i〉 =
∑
Λ
|φ˜Λ〉〈p˜Λ|ϕ˜i〉. (1.49)
φΛ sind Partialwellen und φ˜Λ deren zugeho¨rige Hilfsfunktionen. Man fordert, dass beide
Funktionen außerhalb der atomaren Region u¨bereinstimmen. Damit la¨sst sich zeigen,
dass sich der Transformationsoperator Tˆ wie folgt schreiben la¨sst:
Tˆ = 1ˆ +
∑
Λ
(
|φΛ〉 − |φ˜Λ〉
)
〈p˜Λ|. (1.50)
Setzt man den Transformationsoperator in 1.47 ein, dann erkennt man, dass sich ϕi
und ϕ˜i nur innerhalb der atomaren Region unterscheiden, da φΛ = φ˜Λ außerhalb der
atomaren Region gu¨ltig ist. An dieser Stelle sei auch auf die Abbildung 1.2 verwiesen,
wo man eine Darstellung der Hilfswellenfunktionen ϕ˜i an einem Beispiel findet. Man
erkennt, dass ϕ˜i im Gegensatz zu ϕi in Kernna¨he nicht oszilliert, des Weiteren, dass ϕ˜i
und ϕi in der Bindungsregion u¨bereinstimmen.
In den letzten Jahren gab es einige wesentliche Erweiterungen der PAW-Methode. Neben
der Kombination mit GW [44] wurde zur Beschreibung stark korrelierter Materialien
(siehe auch Kapitel 2) im Jahr 2000 auch LDA+U [45] bzw. ku¨rzlich DMFT [46] in
PAW implementiert. Auf die Implementierung eines lokalen Hybridfunktionals gehen
wir in Kapitel 3 noch genauer ein.
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Abbildung 1.2: Illustration von Wellenfunktionen der PAW-Methode am Beispiel des
bindenden p − σ Orbitals von Cl2. Oben links: Wellenfunktion ϕi
(schwarz) und deren zugeho¨rige Hilfswellenfunktion ϕ˜i (blau). Oben
rechts: Entwicklung der Hilfswellenfunktion ϕ˜i (blau) mit Hilfe von
Hilfspartialwellen φ˜Λ (gru¨n). Unteres Bild links: Na¨herung von ϕi (rot)
bzw. ϕ˜i (gru¨n) mittels Partialwellen. Unteres Bild rechts: Wellenfunk-
tion ϕi (schwarz) im Vergleich mit der entsprechenden Entwicklung in
Partialwellen (rot). Das Bild wurde aus [43] mit der Genehmigung von
Peter Blo¨chl u¨bernommen.
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2 Stark korrelierte Materialien
Korrelationen: “In der Physik wird im allgemeinen dann von Korrelati-
on gesprochen, wenn der Mittelwert eines Produkts von Gro¨ßen nicht dem
Produkt der Mittelwerte der Einzelgro¨ßen entspricht.” [47]
Das Versta¨ndnis von stark korrelierten Materialien ist sowohl aus theoretischer sowie
aus technologischer Sicht von Interesse. Diese Klasse von Materialien zeigt na¨mlich eine
Vielzahl von physikalischen Eigenschaften wie Metall-Isolatoru¨berga¨nge, Hochtempera-
tursupraleitfa¨higkeit oder auch kolossaler Magnetwiderstand, welche zur Entwicklung
von elektronischen Bauelementen wie Schaltern oder Sensoren eingesetzt werden ko¨nnen
[47, 48].
2.1 ¨Uberblick
Fu¨r diesen U¨berblick wurden [2] und [49] als Anregung herangezogen.
Die Beschreibung von stark korrelierten Materialien hat ihren Ursprung im Jahre 1937.
Experimente von de Boer und Verwey [50] zeigten, dass bestimmte U¨bergangsmetalloxi-
de mit teilweise gefu¨llten Elektronenschalen Isolatoren sind. Dies steht im Widerspruch
zur Ba¨ndertheorie und fu¨hrte zu einer Reihe von Arbeiten, welche im Folgenden kurz
diskutiert werden.
Mott und Peierls [51] fu¨hrten das isolierende Verhalten auf die Elektron-Elektron Wech-
selwirkung zuru¨ck. Aufbauend darauf studierte Mott den U¨bergang zwischen Metall und
Isolator [52]. Nach Mott fu¨hrt eine starke on-site Coulomb-Wechselwirkung U zu einer
Teilung des Bandes, wobei das eine von Elektronen gebildet wird, die einen leeren Platz
besetzen und das zweite von Elektronen, welche einen bereits mit einem Elektron be-
setzten Platz einnehmen. Das Hubbard-Modell, welches 1963 unabha¨ngig von Hubbard,
Kanamori und Gutzwiller [53–55] vorgeschlagen wurde, ist hierzu ein einfaches Modell-
system.
Materialien, die aufgrund der starken Elektron-Elektron Wechselwirkung isolatorisches
Verhalten zeigen werden Mott-Isolatoren genannt. Sie ko¨nnen nach Zaanen, Sawatzky
und Allen [56] entweder als Mott-Hubbard oder als Ladungstransfer-Isolator klassifiziert
werden.
Die LDA Na¨herung liefert fu¨r eine Vielzahl von Systemen recht gute Resulate zur Be-
schreibung des Grundzustandes. Allerdings unterscha¨tzt LDA gewo¨hnlich Bandlu¨cken
von Halbleitern und Isolatoren um 30 bis 100 Prozent und beschreibt sogar den magne-
tischen Grundzustand fu¨r bestimmte Systeme inkorrekt. Dieses Defizit wird fu¨r stark
korrelierte Materialien am deutlichsten. Es wurde von Terakura et. al. [57] im Jahre
1984 fu¨r U¨bergangsmetallmonoxide untersucht.
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Die Unterscha¨tzung der Bandlu¨cke durch LDA la¨sst sich auf die fehlende Diskontinuita¨t
des Austausch- und Korrelationspotentials zuru¨ckfu¨hren (“derivative discontinuity pro-
blem”) [58]. Man kann zeigen, dass sich die Bandlu¨cke aus dem Kohn-Sham (KS) Gap
und dieser Diskontinuita¨t zusammensetzt [59–61], d. h.
∆ = ∆KS + lim
a→0
(
δExc
δρ(~r)
|N+a − δExc
δρ(~r)
|N−a
)
:= ∆KS + ∆xc. (2.1)
Wie eine Modellrechnung zeigt, ist ∆xc ist fu¨r den Grundzustand eines Mott-Insolators
signifikant groß, fu¨r einen Halbleiter hingegen relativ klein [62]. Hierzu sei auch noch auf
das Kapitel 2.2 verwiesen.
Die durch die nichtkorrelierten Elektronen abgeschirmte on-site Coulomb-Wechselwirkung
U ist fu¨r die elektronische Struktur eines stark korrelierten Systems wesentlich. Obwohl
der Wert von U mit LDA recht gut bestimmt werden kann [63, 64], ist LDA nicht in der
Lage, die Teilung des Bandes in ein oberes und unteres Hubbard-Band zu beschreiben.
Der Grund dafu¨r ist die Tatsache, dass LDA fu¨r besetzte und fu¨r unbesetzte Orbitale
fa¨lschlicherweise das gleiche lokale Potential annimmt. Fu¨r das nichtlokale Hartree-Fock
Potential gilt dies hingegen nicht [30].
Um die Probleme von LDA bezu¨glich starker Korrelation zu beheben, wurden in der
Vergangenheit unterschiedliche Strategien entwickelt, auf die im Folgenden kurz ein-
gegangen werden soll. Ein bekanntes Problem von LDA ist, dass diese Na¨herung nicht
selbstwechselwirkungsfrei ist. Aus diesem Grunde schlugen Perdew und Zunger [65] 1981
eine Selbstwechselwirkungskorrektur zu DFT vor, die mit dem Ku¨rzel SIC (“self interac-
tion correction”) bezeichnet wird. Svane und Gunnarson [66] konnten 1990 zeigen, dass
LSD+SIC die U¨bergangsmetallmonooxide MnO, FeO, CoO, NiO und CuO korrekt als
Isolatoren beschreibt und VO ebenfalls korrekt als Metall.
Eine andere Strategie, um u¨ber LDA hinauszugehen, verfolgt die GW Methode [67]. Bei
dieser Methode kombiniert man die Kohn-Sham Gleichungen mit einer Selbstenergie-
Korrektur. LDA+GW liefert im Vergleich zu LDA wesentlich bessere Bandlu¨cken fu¨r
eine Vielzahl von Halbleitern und Isolatoren. Auch auf NiO und MnO wurde GW 1995
recht erfolgreich angewandt [68, 69].
1991 vero¨ffentlichten Anisimov et. al. die LDA+U Methode [3]. Wie bei dem Modell
von Anderson [70] separiert man die Elektronen in lokalisierte und nichtlokalisierte. Die
lokalisierten Elektronen werden mit einer Hartree-Fock a¨hnlichen, orbitalabha¨ngigen Me-
thode beschrieben und die delokalisierten Elektronen mit Hilfe des orbitalunabha¨ngigen
LDA-Potentials. Ein entsprechender “double-counting” Term wird abgezogen.
Anhand des nachfolgenden einfachen Beispiels soll der Einfluss von LDA+U verdeutlicht
werden. Sei dazu U die gemittelte Coulomb-Wechselwirkung der lokalisierten Elektro-
nen, fi die Besetzung des i-ten lokalisierten Orbitals und N =
∑
i fi die Gesamtzahl
aller lokalisierten Elektronen. Ist die Gesamtenergie der LDA+U Na¨herung durch
ELDA+U = ELDA +
1
2
U
∑
i6=j
fifj − UN(N − 1)
2
(2.2)
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gegeben, dann berechnet sich die Einteilchenenergie εi mittels Janak’s Theorem [71] zu
εi =
∂ELDA+U
∂fi
= εLDAi + U
(
1
2
− fi
)
. (2.3)
Dies bedeutet, dass ein vollsta¨ndig besetztes Orbital um −U2 verschoben wird und ein
unbesetztes Orbital um +U2 . So entsteht eine oberes und unteres Hubbard-Band [30].
Die LDA+U-Methode liefert sowohl fu¨r Systeme mit praktisch Kern-a¨hnlichen f-Orbitalen
wie die Ionen seltener Erden sowie auch fu¨r U¨bergangsmetalloxide, in welchen die 3d-
Orbitale relativ stark mit den 2p-Orbitalen des Sauerstoffs hybridisieren, gute Ergebnis-
se [30]. Sie versagt aber beispielsweise bei der Beschreibung von Systemen mit schwe-
ren Fermionen [72]. Aus heutiger Sicht la¨sst sich LDA+U als statischer Grenzwert der
DMFT-Methode (dynamische Molekularfeldtheorie) [73, 74] ansehen. Hierzu sei auch
auf Kapitel 2.6 verwiesen.
Allgemein la¨sst sich sagen, dass LDA die Bandstruktur im Grenzfall schwacher Wech-
selwirkung recht gut beschreiben kann. Das Ausbilden der beiden Hubbard-Ba¨nder bei
starker Wechselwirkung ist in LDA nicht enthalten, in LDA+U hingegen schon. Die
LDA+U Na¨herung u¨berscha¨tzt diese Aufsplittung allerdings oft und demnach ist weder
die LDA- noch die LDA+U- Na¨herung in der Lage, sowohl den Grenzfall schwacher wie
auch starker Wechselwirkung gleichzeitig gut zu beschreiben. Die dynamische Moleku-
larfeldtheorie beinhaltet beide Grenzfa¨lle und dementsprechend kann LDA+DMFT fu¨r
eine große Anzahl von Materialien eingesetzt werden [75]. Sie wird in Kapitel 2.6 noch
ausfu¨hrlicher diskutiert.
2.2 Metalle und Isolatoren
In der vorherigen Einleitung 2.1 haben wir die Problematik des Metall-Isolator U¨ber-
gangs angedeutet. In diesem Kapitel soll noch etwas ausfu¨hrlicher darauf eingegangen
werden. Hierzu sei auch auf das Buch von Florian Gebhardt [76] verwiesen, aus welchem
bei der folgenden Darstellung von Metallen und Isolatoren Auszu¨ge entnommen sind,
des Weiteren auf den ausfu¨hrlichen U¨bersichtsartikel von Imada et. al. [2].
Man kann grundsa¨tzlich zwischen Materialien unterscheiden, welche im Wesentlichen
aufgrund der Elektron-Kern bzw. aufgrund der Elektron-Elektron-Wechselwirkung iso-
latorisches Verhalten zeigen. Das einfachste Beispiel fu¨r den erstgenannten Fall ist der
Bandisolator nach Bloch und Wilson [77, 78]. Dieser ist durch vollsta¨ndig besetzte und
vollsta¨ndig unbesetze Ba¨nder charakterisiert. Somit kann nur dann ein Bandisolator vor-
liegen, wenn die Anzahl der Elektronen pro Einheitszelle gerade ist.
Nach Peierls ko¨nnen auch periodische Gitterdeformationen den Elektronentransport be-
einflussen. Zwar ist eine solche periodische Gitterdeformation fu¨r sich allein betrachtet
in der Regel energetisch ungu¨nstig, allerdings kann dies durch eine geringere Elektron-
Elektron-Wechselwirkungsenergie kompensiert werden.
Werden freie Elektronen durch zufa¨llige verteilte Defekte gesto¨rt, dann kann ebenfalls ein
U¨bergang von einem Metall zu einem Isolator stattfinden. Der Grund ist, dass Sto¨rstellen
die Elektronen lokalisieren und lokalisierte Elektronen nicht mehr zum Ladungstransport
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beitragen ko¨nnen, was erstmals von Anderson erkannt wurde [79]. Man spricht deshalb
von Anderson-Lokalisierung. Beispiele fu¨r Anderson-Isolatoren sind stark dotierte Halb-
leiter wie SiB oder SiP.
Den Mott-Isolator, einen Isolator aufgrund der Wechselwirkung der Elektronen haben
wir in unserer Einfu¨hrung 2.1 schon kurz erwa¨hnt. Hierzu ist noch zu sagen, dass
man zwischen dem sogenannten Mott-Hubbard und Mott-Heisenberg Isolator unter-
scheidet [76]. Der Mott-Hubbard-Isolator ist paramagnetisch, wa¨hrend bei einem Mott-
Heisenberg-Isolator geordnete magnetische Momente vorliegen.
Wir stellen nun ein mathematisches Kriterium zur Unterscheidung von Metall und Iso-
lator vor. Betrachtet man dazu einen Festko¨rper, dann la¨sst sich Elektronentransport
genau dann realisieren, wenn quantenmechanische Elektron-Loch Zusta¨nde energetisch
direkt oberhalb des Grundzustandes verfu¨gbar sind. Diese mu¨ssen delokalisiert sein, da-
mit sie zum Elektronentransport beitragen ko¨nnen. In einem solchen Fall la¨sst sich von
einem metallischen Grundzustand sprechen.
Unter der Annahme, dass bei dem Elektron-Loch Paar keine Korrelation zwischen Elek-
tron und Loch existiert, ko¨nnen wir die Bandlu¨cke eines N-Elektronensystems mittels
der Energiedifferenzen zwischen dem N+1- und N-Elektronensystem bzw. dem N- und
N-1-Elektronensystem berechnen. Seien dazu die beiden chemischen Potentiale µ+ bzw.
µ− wie folgt gegeben
µ+ = E0(N + 1)− E0(N) (2.4)
µ− = E0(N)− E0(N − 1), (2.5)
wobei E0(N) die elektronische Grundzustandsenergie des N-Elektronensystems bezeich-
net. Die Bandlu¨cke ist nun als Differenz zwischen diesen beiden chemischen Potentialen
definiert, d. h.
∆ = µ+ − µ−. (2.6)
Ein System mit einer Bandlu¨cke gro¨ßer Null ist ein Isolator (vergleiche [76]).
2.2.1 Bandlu¨cke in der RDMFT
Das chemische Potential µ ist die Ableitung der Gesamtenergie E nach der (nichtganz-
zahligen) Teilchenzahl M, d. h.
µ(M) =
∂E
∂M
. (2.7)
Betrachtet man µ(M) im Bereich von N − 1 < M < N + 1, dann tritt bei dieser
Funktion im exakten Fall bei ganzer Teilchenzahl M = N eine Diskontinuita¨t auf. Der
Betrag dieser Diskontinuita¨t stimmt mit der Gro¨ße der Bandlu¨cke u¨berein, d. h. es gilt
∆ = lim
a→0
(µ(N + a)− µ(N − a)) . (2.8)
Wir diskutieren nun, wie wir mit Hilfe der Beziehung 2.8 die Bandlu¨cke in der reduzierten
Dichtematrixfunktionaltheorie bestimmen ko¨nnen. Eine entsprechende Ableitung wurde
22
von Helbig et. al. im Jahr 2007 gegeben [80]. Wir geben hier einige Ergebnisse dieser
Vero¨ffentlichung wieder.
Prinzipielle Idee der Ableitung ist zu zeigen, dass der Lagrange-Multiplikator µRDMFT
des Funktionals
FRDMFT [γ1] = E[γ1]− µRDMFT (
∑
i
fi −N)−
∑
j,k
εj,k
(∫
d4xϕ∗j (~x)ϕk(~x)− δj,k
)
(2.9)
mit dem chemischen Potential µ im Minimum u¨bereinstimmt. Hierbei sind ϕi die natu¨rli-
chen Orbitale der Dichtematrix und fi deren Besetzungszahlen, welche durch Gleichung
1.19 bereits definiert wurden und εj,k Lagrange-Multiplikatoren. Eine wesentliche Schwie-
rigkeit bei der Beweisfu¨hrung ist die Tatsache, dass die Funktionalableitung (siehe dazu
Anhang A.1) von FRDMFT nach der Dichtematrix nicht zwingendermaßen verschwinden
muss, d. h. allgemein gilt δFRDMFTδγ1(~x;~x′) 6= 0. Der Grund, warum die Funktionalableitung
im Allgemeinfall nicht verschwindet, ist ersichtlich, wenn man FRDMFT als Funktio-
nal der natu¨rlichen Orbitale ϕi mit deren Besetzungszahlen fi auffasst und mittels der
Kettenregel differenziert, d. h.
δFRDMFT
δγ1(~x; ~x′)
=
∑
i
δFRDMFT
δfi
δfi
δγ1(~x; ~x′)
+
∑
i
∫
d4x′′
δFRDMFT
δϕi(~x′′)
δϕi(~x
′′)
δγ1(~x; ~x′)
+
∑
i
∫
d4x′′
δFRDMFT
δϕ∗i (~x′′)
δϕ∗i (~x
′′)
δγ1(~x; ~x′)
.
(2.10)
Wa¨hrend die Ableitung von FRDMFT nach ϕi bzw. nach ϕ
∗
i als im Minimum verschwin-
dend angenommen wird, ist die Ableitung von FRDMFT nach den Besetzungszahlen fi
problematisch, da sie an den Grenzen des erlaubten Bereichs (fi ∈ [0, 1]) von Null ver-
schieden ist. In der Literatur werden solche Zusta¨nde mit einer Besetzungszahl von genau
0 bzw. 1 als “pinned states” bezeichnet.
Fu¨r den Nachweis von
µRDMFT =
∂E
∂M
(2.11)
geht nun die Bedingung ein, dass die Beziehung
δFRDMFT
δfi
= 0 (2.12)
fu¨r alle “ungepinnten” Zusta¨nde im Minimum des Funktionals gu¨ltig ist. Unter dieser
Voraussetzung la¨sst sich zeigen, dass die Energiedifferenz zwischen einem System mit
M + a- bzw. M -Teilchen in der Form
EM+a − EM = aµRDMFT (2.13)
geschrieben werden kann, was fu¨r a → 0 den Beweis liefert. Fu¨r eine ausfu¨hrlichere
Diskussion verweisen wir auf [80] und die Dissertation von Nicole Helbig [81].
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2.3 Vielteilchentheorie
“Das Ganze ist mehr als die Summe seiner Teile.”
(Aristoteles)
Im Folgenden wollen wir einen ganz kurzen Einblick in den Formalismus der Vielteil-
chentheorie geben. Eine ausfu¨hrliche Darstellung findet man beispielsweise in [82] bzw.
in [83], welche fu¨r die folgende Darstellung als wesentliche Quelle dienten. Des Weiteren
wurde [76] herangezogen.
Eine exakte Beschreibung von Vielteilchensystemen durch Lo¨sung der Schro¨dingerglei-
chung ist aufgrund der Komplexita¨t nur fu¨r ganz einfache Spezialfa¨lle mo¨glich. Daher
mu¨ssen mo¨gliche Na¨herungsstrategien gefunden werden. Eine solche bietet die Anwen-
dung der Quantenfeldtheorie auf den Festko¨rper. Sie hat ihre Urspru¨nge in den spa¨ten
zwanziger Jahren des letzten Jahrhunderts und beschreibt die Wechselwirkung von Teil-
chen und Strahlungsfeld. Fu¨r die Beschreibung bedient man sich erzeugender und ver-
nichtender Operatoren, welche auf eine Idee von Dirac [84] zuru¨ckgehen. Der Grund
dafu¨r ist, dass man derartige Prozesse in der Natur beobachtet, wenn man beispielsweise
die Anregung eines Elektrons durch ein Photon betrachtet.
Der relativistische Formalismus vereinfacht auch im nichtrelativistischen Grenzfall die
Beschreibung des quantenmechanischen Vielteilchenproblems erheblich, da er die Bose-
bzw. Fermistatistik jeweils mit einbezieht. Er ist als Umformulierung der Quantenme-
chanik zu verstehen, welcher sich als sehr nu¨tzlich erweist [82].
Wir betrachten einen vollsta¨ndigen Satz von Einteilchenwellenfunktionen, welche wir mit
dem Symbol ψα kennzeichnen wollen. Fu¨r diese soll
〈ψα|ψβ〉 = δα,β (2.14)
gelten. Mit diesen Einteilchenwellenfunktionen lassen sich nun N-Teilchenwellenfunktionen
mittels Superposition aus Produkten dieser Einteilchenwellenfunktionen darstellen. Im
Fall von Fermionen, auf welche wir uns nun beschra¨nken wollen, sind dies normierte
Slaterdeterminanten gegeben durch
Φ(~x1, . . . , ~xN ) =
1√
N !
∣∣∣∣∣∣∣
ψα1(~x1) . . . ψα1(~xN )
...
...
...
ψαN (~x1) . . . ψαN (~xN )
∣∣∣∣∣∣∣ . (2.15)
Aufgrund der Tatsache, dass 2.15 im Wesentlichen durch die Angabe der besetzten Or-
bitale ψαi definiert ist fu¨hrte Fock [85] aufbauend auf den Ideen von Dirac, Jordan,
Klein und Wigner [84, 86, 87] nun einen Raum von Zusta¨nden ein, welcher durch die
Besetzungszahlen bestimmt ist. Ein Zustand dieses Raumes ist hierbei einfach durch
|n1n2 . . . n∞〉 =
(
cˆ†α1
)n1 (
cˆ†α2
)n2
. . .
(
cˆ†α∞
)n∞ |0〉 (2.16)
gegeben. cˆ†αi ist ein erzeugender Operator und |0〉 der Vakuumzustand. Neben cˆ†αi wird
noch der zu dem Erzeuger adjungierte, vernichtende Operator cˆαi definiert.
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Fordert man die Antikommutatorrelationen (zur Definition des Antikommutators siehe
1.13)
[cˆα, cˆ
†
β]+ = δα,β (2.17)
[cˆ†α, cˆ
†
β]+ = 0 (2.18)
[cˆα, cˆβ]+ = 0, (2.19)
dann ist die gesamte Statistik der Fermionen in diesen Beziehungen enhalten. Dies kann
man sich verdeutlichen, wenn man sich die Wirkung eines Erzeugers bzw. Vernichters
auf einen Zustand des Raumes ansieht. Es gilt
cˆαk |n1n2 . . . nk . . . n∞〉 =
{
(−1)
Pnk−1
i=1 ni |n1n2 . . . nk − 1 . . . n∞〉 falls nk = 1
0 sonst
(2.20)
und
cˆ†αk |n1n2 . . . nk . . . n∞〉 =
{
(−1)
Pnk−1
i=1 ni |n1n2 . . . nk + 1 . . . n∞〉 falls nk = 0
0 sonst.
.(2.21)
Offensichtlich wird durch diesen Formalismus vermieden, dass zwei Fermionen den glei-
chen Zustand besetzen, da beispielsweise cˆ†αk cˆ
†
αk |0〉 = 0 gilt (vergleiche [82]).
Nu¨tzlich ist noch die Definition des sogenannten Feldoperators ψˆ. Dieser ergibt sich aus
einer Superposition von vernichtenden Operatoren u¨ber
ψˆ(~r) =
∑
α
ψα(~r)cˆα. (2.22)
Man kann zeigen, dass sich jeder Einteilchenoperator Aˆ1 und jeder Zweiteilchenoperator
Aˆ2 mit Hilfe der Operatoren cˆα bzw. cˆ
†
α ausdru¨cken lassen. Es gilt (vergleiche [83])
Aˆ1 =
∑
n
Aˆ
(n)
1 =
∑
α,β
〈ψα|Aˆ(1)1 |ψβ〉cˆ†αcˆβ (2.23)
Aˆ2 =
1
2
∑
n6=n′
Aˆ
(n,n′)
2 =
1
2
∑
α,β,γ,δ
〈ψαψβ |Aˆ(1,2)2 |ψγψδ〉cˆ†αcˆ†β cˆδ cˆγ . (2.24)
Um diese Gleichungen besser zu verstehen, betrachten wir nun als Beispiel den Hamilton-
Operator Hˆ = Tˆ + Vˆ ext + Wˆ . Hierbei sind Tˆ und V ext Einteilchenoperatoren und Wˆ
ein Zweiteilchenoperator. Sei nun ψα(~x) ein Spinor, welcher sich durch ein Produkt aus
einem Raumorbital ϕα(~r) und einem zweikomponentigem Spinor ησ (siehe auch B.1 im
Anhang) ergibt, d. h.
ψα(~x) = ϕα(~r)ησ. (2.25)
Definieren wir nun tα,β in der Form
tα,β :=
∫
d3r ϕ∗α(~r)
(
−1
2
~∇2 +
∑
J
ZJ
|~r − ~RJ |
)
ϕβ(~r), (2.26)
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wobei ~RJ die Position des J-ten Kerns mit der Kernladungszahl ZJ bezeichnet, des
Weiteren Uα,β,γ,δ durch
Uα,β,γ,δ = δσα,σδδσβ ,σγ
∫
d3r
∫
d3r′ϕ∗α(~r)ϕ
∗
β(~r
′)
1
|~r − ~r′|ϕγ(~r)ϕδ(~r
′), (2.27)
dann la¨sst sich der Hamilton-Operator Hˆ in der Form
Hˆ =
∑
α,β
tα,β cˆ
†
αcˆβ +
1
2
∑
α,β,γ,δ
Uα,β,γ,δ cˆ
†
αcˆ
†
β cˆδ cˆγ (2.28)
schreiben.
In Kapitel 2.5.1 werden wir das Hubbard Modell diskutieren. Fu¨r die Diskussion des Mo-
dells beno¨tigen wir Orbitale, welche im Wesentlichen an einem Gitterplatz R lokalisiert
sind und praktisch sonst verschwinden. Hierbei kann es sich beispielsweise um atomare
Orbitale handeln (vergleiche beispielsweise [76]). Diese lokalisierten Orbitale bezeichnen
wir mit dem Symbol χR. Mit χR ko¨nnen wir nun die sogenannte Hu¨pf-Amplitude in
Analogie zu Gleichung 2.26 durch
tR,R′ :=
∫
d3r χ∗R(~r)
(
−1
2
~∇2 +
∑
J
ZJ
|~r − ~RJ |
)
χR′(~r) (2.29)
definieren. Des Weiteren werden wir den U-Parameter beno¨tigen, welcher sich durch
U =
∫
d3r
∫
d3r′
|χR(~r)|2|χR(~r′)|2
|~r − ~r′| (2.30)
ergibt.
2.3.1 Green’sche Funktionen
Fu¨r die nachfolgende kurze Einfu¨hrung in die Green’schen Funktionen wurde [83] als
Quelle herangezogen, wobei die dortige Darstellung ein wenig vera¨ndert wurde. Bei die-
ser Variation haben wir Ideen aus [82] verwendet.
In der Vielteilchentheorie hat die nach George Green benannte Green’sche Funktion G
große Bedeutung. Mit der Kenntnis von G la¨sst sich neben der Grundzustandsenergie
auch das gesamte Anregungsspektrum eines Systems beschreiben.
Aus physikalischer Sicht liefert die Green-Funktion eine Antwort auf die Frage, wie ein
System auf a¨ußere Sto¨rungen reagiert. Ein einfaches Beispiel aus der Mechanik ist hier-
zu ein Kraftstoß. Ein anderes, quantenmechanisches Beispiel ist die Frage, wie groß die
Wahrscheinlichkeitsamplitude ist, dass sich ein Teilchen zu einem Zeitpunkt t an einem
Ort ~r befindet, wenn es sich zum Zeitpunkt t0 = 0 am Ort ~r0 befand. Man unterschei-
det in diesem Zusammenhang im Wesentlichen zwischen der sogenannten “retardierten”
Green-Funktion (retardieren=verzo¨gern) G+, der “avancierten” Green-Funktion (avan-
cieren=emporsteigen) G−, der “kausalen” (kausal=ursa¨chlich) Green-Funktion Gc und
der nach Matsubara benannten Green-Funktion GM .
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Wir stellen nun die Definitionsgleichungen der retardierten, avancierten und kausalen
Green-Funktion vor. Die Green-Funktion GM diskutieren wir a¨hnlich wie in [83] erst
spa¨ter, da wir hierfu¨r noch das Konzept der imagina¨ren Zeit beno¨tigen. Wir bemerken
zuna¨chst, dass man in manchen Lehrbu¨chern (siehe beispielsweise [82]) mit der Darstel-
lung der Green-Funktionen bei verschwindender Temperatur beginnt und man erst im
weiteren Verlauf der Darstellung Temperatureffekte mit einbezieht. Wir gehen allerdings
wie in [83] vor, wo gleich zu Beginn die Temperatur beru¨cksichtigt wird. Die dazu not-
wendigen Gleichungen sind in Anhang B.3 zu finden. Wir starten mit einem beliebigen
Operator XˆH(t) des Heisenberg-Bildes. Dieser propagiert nach der Gesetzma¨ßigkeit
XˆH(t) = e
iHˆtXˆe−iHˆt (2.31)
mit Hˆ = Hˆ − µNˆ, (2.32)
wobei µ das chemische Potential ist und Nˆ der Teilchenzahloperator. Seien nun AˆH(t)
und BˆH(t) Operatoren des Heisenberg-Bildes. Dann ko¨nnen die nachfolgende Defini-
tionen der oben erwa¨hnten Green-Funktionen G+, G− und Gc angegeben werden. Es
gilt
G+
Aˆ,Bˆ
(t, t′) = −iθ(t− t′)〈[AˆH(t), BˆH(t′)]+〉 := 〈〈AˆH(t); BˆH(t′)〉〉+ (2.33)
G−
Aˆ,Bˆ
(t, t′) = iθ(t′ − t)〈[AˆH(t), BˆH(t′)]+〉 := 〈〈AˆH(t); BˆH(t′)〉〉− (2.34)
Gc
Aˆ,Bˆ
(t, t′) = −i〈Tˆt
(
AˆH(t)BˆH(t
′)
)
〉 := 〈〈AˆH(t); BˆH(t′)〉〉c. (2.35)
Hierbei ist der Erwartungswert im Sinne der Gleichung B.18 in Anhang B.3 zu verstehen.
θ(t − t′) kennzeichnet die Heavisidefunktion und Tˆt den Zeitordnungsoperator, welcher
durch die Beziehung
Tˆt
(
AˆH(t)BˆH(t
′)
)
= θ(t− t′)AˆH(t)BˆH(t′)− θ(t′ − t)BˆH(t′)AˆH(t) (2.36)
erkla¨rt ist. Wichtig ist auch, dass die obige Definition die Verallgemeinerung der Glei-
chung
G(~x, t, ~x′, t′) = −i〈ΨH0 |Tˆt
(
ψˆH(~x, t)ψˆ
†
H(~x
′, t′)
)
|ΨH0 〉 (2.37)
ist, welche man ebenfalls manchmal in Textbu¨chern (wie beispielsweise in [82]) findet.
|ΨH0 〉 ist dabei der normierten Grundzustand des Vielteilchensystems im Heisenbergbild.
Des Weiteren sei bemerkt, dass die Green-Funktion im engen Zusammenhang mit den
sogenannten Korrelationsfunktionen steht, die man u¨ber die Beziehung
C>
Aˆ,Bˆ
= 〈AˆH(t)BˆH(t′)〉 bzw. C<Bˆ,Aˆ = 〈BˆH(t
′)AˆH(t)〉 (2.38)
definiert.
Wir werden im Folgenden des o¨fteren Gleichungen zeigen, welche sowohl fu¨r die retardier-
te, fu¨r die avancierte als auch fu¨r die kausale Green-Funktion gu¨ltig sind. Wir schreiben
daher
Gη
Aˆ,Bˆ
(t, t′) mit η ∈ {+,−, c} . (2.39)
27
Jede der obigen Green-Funktionen Gη
Aˆ,Bˆ
(t, t′) genu¨gt der Bewegungsgleichung
i
∂
∂t
〈〈AˆH(t); BˆH(t′)〉〉η = δ(t− t′)〈[AˆH(t), BˆH(t′)]+〉
+ 〈〈[AˆH , Hˆ]−(t); BˆH(t′)〉〉η.
(2.40)
Hierbei ist zu bemerken, dass Gleichung 2.40 fu¨r die jeweilige Green-Funktion so zu lo¨sen
ist, dass die durch die Definitionsgleichungen 2.33, 2.34 und 2.35 vorgegebenen Rand-
bedingungen nicht verletzt werden. Beispielsweise verschwindet die retardierte Green-
Funktion fu¨r t′ > t. Weiterhin sei angemerkt, dass der Ausdruck 〈〈[AˆH , Hˆ]−(t); BˆH(t′)〉〉η
im Allgemeinfall mehr Operatoren entha¨lt als die urspru¨ngliche Green-Funktion, man
spricht von einer ho¨heren Green-Funktion. Diese genu¨gt natu¨rlich ebenfalls einer Be-
wegungsgleichung, wodurch im Allgemeinfall eine unendliche Anzahl von gekoppelten
Gleichungen entsteht [83]. Wir werden auf diesen Punkt gleich noch einmal kurz zuru¨ck-
kommen, wenn wir die Selbstenergie bzw. die Dyson- Gleichung vorstellen.
Sehr nu¨tzlich ist die Energiedarstellung der Green’schen Funktion, die man erha¨lt, wenn
man Gη
Aˆ,Bˆ
(t, t′) fouriertransformiert. Die Hintransformation ist dabei durch
Gη
Aˆ,Bˆ
(E) =
∫ ∞
−∞
d(t− t′)Gη
Aˆ,Bˆ
(t, t′)eiE(t−t
′) mit E ∈ C (2.41)
berechenbar. Es sei angemerkt, dass man fu¨r Gη
Aˆ,Bˆ
(E) auch manchmal die nachfolgende
Notation verwendet
Gη
Aˆ,Bˆ
(E) := 〈〈Aˆ; Bˆ〉〉ηE . (2.42)
Mit Hilfe von 2.41 erha¨lt man mit der Definition 2.42 aus der Bewegungsgleichung 2.40
durch partielle Integration eine algebraische Gleichung der Form
EGη
Aˆ,Bˆ
(E) = 〈[AˆH , BˆH ]+〉+ 〈〈[AˆH , Hˆ]−; Bˆ〉〉ηE . (2.43)
Mittels 2.43 motivieren wir nun die Selbstenergie anhand eines Beispiels. Wir betrachten
dazu einen allgemeinen Hamilton-Operator der Form
Hˆ = Tˆ + Vˆ ext + Wˆ , (2.44)
wobei Tˆ + Vˆ ext ein Einteilchenoperator der Form
∑
i εicˆ
†
i cˆi ist und Wˆ ein Zweiteilchen-
operator. Sind nun im Speziellen AˆH = cˆk und BˆH = cˆ
†
k, dann ergibt sich aus der
Bewegungsgleichung 2.43 zuna¨chst durch Einsetzen einfach
EGηk(E) = 〈[cˆk, cˆ†k]+〉+ 〈〈[cˆk, Hˆ − µNˆ ]−; cˆ†k〉〉ηE , (2.45)
wobei wir die Kurznotation
Gη
cˆk,cˆ
†
k
(E) := Gηk(E) (2.46)
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verwendet haben. Wir diskutieren nun zuna¨chst den komplexeren zweiten Ausdruck auf
der rechten Seite der Gleichung 2.45. Hierzu betrachten wir erst den Term [cˆk, Hˆ−µNˆ ]−,
welchen wir ein wenig umschreiben. Es gilt
[cˆk, Hˆ − µNˆ ]− = cˆk(Hˆ − µNˆ)− (Hˆ − µNˆ)cˆk
= cˆk(Tˆ + Vˆ
ext − µNˆ) + cˆkWˆ − (Tˆ + Vˆ ext − µNˆ)cˆk − Wˆ cˆk
=
∑
i
(εi − µ)(cˆk cˆ†i cˆi − cˆ†i cˆicˆk) + [cˆk, Wˆ ]−
=
∑
i
(εi − µ)(cˆk cˆ†i cˆi + cˆ†i cˆkcˆi) + [cˆk, Wˆ ]−
=
∑
i
(εi − µ)[cˆk, cˆ†i ]+cˆi + [cˆk, Wˆ ]−
= (εk − µ)cˆk + [cˆk, Wˆ ]−.
(2.47)
Wenn wir nun 2.47 in 2.45 einsetzen, dann erhalten wir mit [cˆk, cˆ
†
k]+ = 1
EGηk(E) = 1 + (εk − µ)Gηk(E) + 〈〈[cˆk, Wˆ ]−; cˆ†k〉〉ηE . (2.48)
In dieser Form kann die Gleichung nicht nach der Green-Funktion aufgelo¨st werden.
Allerdings ist dies mo¨glich, wenn man nachfolgende Gleichung postuliert
〈〈[cˆk, Wˆ ]−; cˆ†k〉〉ηE = Ση(k,E)Gηk(E). (2.49)
Hierbei kennzeichnet Ση die Selbstenergie, welche sowohl von k als auch von E abha¨ngig
ist. Wichtig ist, dass sie Null ist, wenn die Wechselwirkung Wˆ verschwindet. Mit Hilfe
von 2.49 ko¨nnen wir nun die Green-Funktion angeben. Es gilt
Gηk(E) =
1
E − (εk − µ)− Ση(k,E) . (2.50)
Bezeichnet Gηk,0(E) die Green-Funktion des nichtwechselwirkenden Grenzfalls, dann la¨sst
sich deren Gestalt einfach aus 2.50 durch Einsetzen von Ση(k,E) = 0 entnehmen. Wir
erhalten mittels Kombination von Gηk(E) bzw. G
η
k,0(E) die nach Dyson benannte Glei-
chung der Form
Gηk,0(E)
−1 = Gηk,0(E)
−1 − Ση(k,E). (2.51)
Diese Gleichung werden wir zur Diskussion der DMFT-Methode in Kapitel 2.6 beno¨tigen.
Eine wichtige Darstellungsform der Green’schen Funktion ist deren Spektraldarstellung.
Fu¨r die retardierte bzw. avancierte Green’sche Funktion ist diese gegeben durch
Gη
Aˆ,Bˆ
(E) = lim
s→0
1
2π
∫ ∞
−∞
dE′
C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)
E − E′ ± is (2.52)
: = lim
s→0
∫ ∞
−∞
dE′
SAˆ,Bˆ(E
′)
E − E′ ± is (2.53)
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Fu¨r die Ableitung der Gleichung 2.52 sei auf den Anhang B.5 verwiesen.
Die oben eingefu¨hrte Gro¨ße
SAˆ,Bˆ(E) :=
1
2π
(
C>
Aˆ,Bˆ
(E) + C<
Bˆ,Aˆ
(E)
)
(2.54)
bezeichnet man als Spektralfunktion. Sind die Operatoren Aˆ und Bˆ zueinander her-
mitesch konjugiert, dann ergibt sich SAˆ,Bˆ aus dem Imagina¨rteil der retadierten bzw.
avancierten Green-Funktion, d. h.
SAˆ,Bˆ(E) = ∓
1
π
ℑ
[
G±
Aˆ,Bˆ
(E)
]
falls Aˆ = Bˆ†. (2.55)
Wir gehen nun auf die zu Beginn des Kapitels erwa¨hnte Matsubara- Green-Funktion GM
noch genauer ein. Hierzu fu¨hren wir die imagina¨re Zeit ein, fu¨r welche man u¨blicherweise
das Symbol τ verwendet. Es gilt die einfache Beziehung
τ = it. (2.56)
Man kann nun die fu¨r die Green-Funktionen G+, G− und Gc notwendige Definition ei-
nes Operators im Heisenbergbild (Gleichung 2.31) problemlos erweitern, indem man den
Ausdruck it in Gleichung 2.31 durch τ ersetzt. Des Weiteren kann man den Zeitord-
nungsoperator Tˆt fu¨r imagia¨re Zeiten definieren. Wie in [83] schreiben wir
Tˆτ
(
AˆH(τ)BˆH(τ
′)
)
= θ(τ − τ ′)AˆH(τ)BˆH(τ ′)− θ(τ ′ − τ)BˆH(τ ′)AˆH(τ). (2.57)
Mit Hilfe von τ und Tˆτ definieren wir nun die Matsubara- Green-Funktion a¨hnlich wie
die kausale Green-Funktion (siehe Gleichung 2.35) in der Form
GM
Aˆ,Bˆ
(τ, τ ′) = −〈Tˆτ
(
AˆH(τ)BˆH(τ
′)
)
〉 := 〈〈AˆH(τ); BˆH(τ ′)〉〉M . (2.58)
Eine sehr wichtige Eigenschaft von GM
Aˆ,Bˆ
ist, dass diese Funktion periodisch ist und
wir wollen dies fu¨r einen Spezialfall nachrechnen. Hierzu betrachten wir zuna¨chst den
Ausdruck 〈AˆH(τ + βT )BˆH(τ ′)〉, wobei wir βT durch Gleichung B.14 in Anhang B.3
erkla¨rt haben. Im Anhang B.3 finden wir ebenfalls die Definition des Erwartungswertes
bei endlicher Temperatur (siehe Gleichung B.18), welche wir im Folgenden beno¨tigen.
Mit ZG, der großkanonischen Zustandssumme (siehe Gleichung B.16) erhalten wir fu¨r
den Fall τ ′ = 0
〈AˆH(τ + βT )BˆH(0)〉 = 1
ZG
Tr
(
e−βT HˆAˆH(τ + βT )BˆH(0)
)
=
1
ZG
Tr
(
e−βT Hˆe(τ+βT )HˆAˆe(−τ−βT )HˆBˆ
)
=
1
ZG
Tr
(
eτHˆAˆe−τHˆe−βT HˆBˆ
)
=
1
ZG
Tr
(
e−βT Hˆ Bˆ︸︷︷︸
=BˆH(0)
AˆH(τ)
)
= 〈BˆH(0)AˆH(τ)〉.
(2.59)
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Hier haben wir die auch in [83] verwendete Invarianz der Spur bei zyklischer Vertau-
schung ausgenutzt. Sei nun τ > 0. Dann ist mit τ ′ = 0
GM
Aˆ,Bˆ
(τ + βT , 0) = −〈Tˆτ
(
AˆH(τ + βT )BˆH(0)
)
〉
τ>0
= −〈AˆH(τ + βT )BˆH(0)〉
2.59
= −〈BˆH(0)AˆH(τ)〉
= 〈Tˆτ
(
AˆH(τ)BˆH(0)
)〉
= −GM
Aˆ,Bˆ
(τ, 0)
(2.60)
Aufgrund der Periodizita¨t der Matsubara- Green-Funktion ko¨nnen wir diese mit Hilfe
einer Fourierreihe darstellen. Es ergibt sich mit τ ′ = 0
GM
Aˆ,Bˆ
(τ) =
1
βT
∞∑
n=−∞
e−iEnτGM
Aˆ,Bˆ
(En) (2.61)
GM
Aˆ,Bˆ
(En) =
1
2
∫ βT
−βT
GM
Aˆ,Bˆ
(τ)eiEnτ . (2.62)
Wir haben fu¨r die spezielle Green-Funktion Gηk(E) (siehe Definition 2.46) die Gleichung
2.50 hergeleitet. Eine entsprechende Gleichung la¨sst sich auch fu¨r die Matsubara- Green-
Funktion GM
cˆk,cˆ
†
k
(En) := G
M
k (En) angeben. Man kann zeigen, dass
GMk (En) =
1
iEn − (εk − µ)− ΣM (k,En) (2.63)
gilt. Fu¨r weitere Details hierfu¨r und fu¨r Erga¨nzungen zu der Matsubara- Green-Funktion
verweisen wir auf die hier verwendete Quelle [83].
Nun wollen wir noch den Zusammenhang zwischen der Einteilchendichtematrix und der
Green-Funktion angeben. Dieser ergibt sich durch
γ1(~x; ~x
′) = 〈ΨH0 |ψˆ†H(~x′, t)ψˆH(~x, t)|ΨH0 〉
= −〈ΨH0 |ψˆH(~x, t)ψˆ†H(~x′, t)|ΨH0 〉
= − i ∗ (−i)︸ ︷︷ ︸
=1
lim
t′→t+
〈ΨH0 |ψˆH(~x, t)ψˆ†H(~x′, t′)|ΨH0 〉
= −i lim
t′→t+
G(~x, t, ~x′, t′).
(2.64)
Daraus folgt direkt, dass sich auch jeder Erwartungswert eines Einteilchenoperators mit-
tels der Green-Funktion berechnen la¨sst, da dieser sich ja durch die Einteilchendichte-
matrix ergibt. Wa¨hrend es allerdings nicht mo¨glich ist, die exakte Grundzustandsenergie
E0 u¨ber die Einteilchendichtematrix γ1 auszudru¨cken, gelingt dies mit Hilfe der (Ein-
teilchen-) Green-Funktion in der Form
E0 = − i
2
∫
d3r lim
t′→t
lim
~r→~r′
∑
σ
(
i
∂
∂t
− 1
2
~∇2
)
G(~rσ, t, ~r′σ, t′).
Fu¨r eine ausfu¨hrliche Ableitung dieser Beziehung sei auf [82] verwiesen.
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2.3.2 Die Methode von Lanczos
Die nach Lanczos benannte Methode [88] (fu¨r einen ausfu¨hrlichen historischen Ru¨ckblick
siehe auch [89]) wurde urspru¨nglich von Mathematikern zur Diagonalisierung von großen
Matrizen eingesetzt. Sie findet heute in vielen Bereichen der Festko¨rperphysik Anwen-
dung wie beispielsweise bei der Berechung von Green’schen- bzw. Korrelationsfunktionen
[90]. Prinzipielle Idee der Methode ist die Darstellung einer hermitschen Matrix H in
einer orthonormierten Basis des sogenannten Krylov-Unterraums (siehe folgende Defini-
tion 2.65). Innerhalb dieses Unterraums ist die nun in der Dimension reduzierte Matrix
H˜ tridiagonal. Die Eigenwerte der tridiagonalen Matrix stimmen dann sehr gut mit den
kleinsten und gro¨ßten Eigenwerten der Matrix H u¨berein, selbst wenn die Dimension
der Matrix stark reduziert wurde. Sie lassen sich des Weiteren sehr gut mit dem QR-
Algorithmus berechnen [91].
Die Lanczos-Methode und das von Haydock et. al. [92, 93] entwickelte Rekursionsver-
fahren stehen in enger Beziehung. In [89] findet man dazu die Bemerkung, dass Haydock
et. al. den Algorithmus unabha¨ngig von Lanczos entwickelt haben [89]. Bei diesem Re-
kursionsverfahren arbeitet man ebenfalls mit der tridiagonalen Darstellung der Matrix.
Man konzentriert sich jetzt aber auf die Hauptdiagonalelemente der Green-Funktion,
welche im Zusammenhang mit der lokale Zustandsdichte stehen und die man mit Hilfe
eines Kettenbruchs berechnen kann. Dies werden wir noch etwas ausfu¨hrlicher in diesem
Abschnitt darstellen.
Dagotto und Moreo [94] vero¨ffentlichten 1985 eine modifizierte Lanczos Methode. Diese
modifizierte Lanczos-Methode wurde von Gagliano et. al. [95, 96] auf die Festko¨rperphy-
sik angewendet (vergleiche auch [97]).
Fu¨r die folgende Darstellung der Methode von Lanczos wurde Fuldes Buch [90] als
Grundlage benutzt. Die dortige Darstellung wurde um einige Kommentare erweitert.
Sei ~a0 ein beliebiger Vektor der Dimension N und H eine N ×N Matrix. Dann definiert
man den Krylov-Unterraum der Dimension M KM (H,~a0) in der Form
KM (H,~a0) = span
{
~a0,H~a0, . . . ,H
M−1~a0
}
. (2.65)
span
{
~a0,H~a0, . . . ,H
M−1~a0
}
gibt hierbei die Menge aller Vektoren an, welche aus Line-
arkombinationen von ~a0 bis H
M−1~a0 gewonnen werden ko¨nnen.
Sei nun |Ψ0〉 ein Versuchszustand. Dann la¨sst sich mit |Ψ0〉 iterativ nachfolgende Basis
aus orthogonalen Zusta¨nden erzeugen
|Ψn+1〉 = Hˆ|Ψn〉 −
n∑
k=0
|Ψk〉〈Ψk|Hˆ|Ψn〉. (2.66)
Berechnet man nun die Matrix H˜i,j := 〈Ψi|Hˆ|Ψj〉, dann sind nur die Elemente
ai = 〈Ψi|Hˆ|Ψi〉 (2.67)
bi = 〈Ψi|Hˆ|Ψi+1〉 (2.68)
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von Null verschieden, die Matrix also tridiagonal, d. h.
H˜ =


a0 b1 0 . . . 0
b1 a1 b2 . . . 0
0 b2 a2 . . . 0
...
...
...
...
...
0 . . . . . . . . . aM

 . (2.69)
Da wir die Matrix H˜ mittels der Zusta¨nde |Ψi〉 gewonnen haben ko¨nnen wir das Element
H˜0,0 = 〈Ψ0|Hˆ|Ψ0〉 angeben, des Weiteren natu¨rlich auch das Element
(
z1− H˜)
0,0
= z − H˜1,1
= 〈Ψ0|z1ˆ− Hˆ|Ψ0〉,
(2.70)
wobei z eine komplexe Zahl ist. Wir sind allerdings nicht an
(
z1 − H˜)
i,j
interessiert,
sondern an der Green-Funktion
(
z1 − H˜)−1
i,j
. Aus diesem Grunde schreiben wir nun
zuna¨chst allgemein ∑
k
(
z1− H˜)
i,k
(
z1− H˜)−1
k,j
= δi,j . (2.71)
Wir definieren jetzt einen Vektor ~x und einen Vektor ~e der Form
xi = (1− H˜)−1i,0 (2.72)
ei = δi,0 (2.73)
x0 ist mit dem Element G0,0 der Green-Funktion a¨quivalent. Mit der Definition 2.72
erhalten wir ein Gleichungssystem der Form∑
k
(
z1− H˜)
i,k
xk = ei. (2.74)
Wie in [90] diskutiert benutzen wir nun die Cramersche Regel (siehe dazu beispielswei-
se [98]), um eine Lo¨sung fu¨r x0 = G0,0 zu erhalten. Diese besagt allgemein, dass ein
Gleichungssystem der Form A~x = ~b durch den Quotienten zweier Determinanten gelo¨st
werden kann. A ist dabei eine quadratische Matrix. xi ist durch
xi =
detAi,
~b
detA
(2.75)
berechenbar, wobei Ai,
~b die Matrix A ist, in welcher die i-te Spalte durch den Vektor ~b
ersetzt wurde. Wir berechnen nun die Determinante der tridiagonalen Matrix H˜ durch
Rekursion. Sei dazu
Dn :=
∣∣∣∣∣∣∣∣∣∣∣
z − an bn+1 0 . . . 0
bn+1 z − an+1 bn+2 . . . 0
0 bn+2 z − an+2 . . . 0
...
...
...
...
...
0 . . . . . . . . . z − aM
∣∣∣∣∣∣∣∣∣∣∣
. (2.76)
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Eine Entwicklung nach der ersten Spalte liefert
Dn = (z−an)Dn+1−bn+1
∣∣∣∣∣∣∣∣∣
bn+1 bn+2 . . . 0
0 z − an+2 . . . 0
...
...
...
...
0 . . . . . . z − aM
∣∣∣∣∣∣∣∣∣
= (z−an)Dn+1−b2n+1Dn+2.
(2.77)
Somit ist das Verha¨ltnis aus Dn+1 und Dn durch die Beziehung
Dn+1
Dn
=
1
z − an − b2n+1Dn+2Dn+1
. (2.78)
gegeben. Wir nutzen dies nun fu¨r die Berechnung von x0 = G0,0. Mit 2.75 gilt
G0,0 =
det H˜0,~e
det H˜
. (2.79)
det H˜0,~e ist aber genau D0 wie man leicht erkennen kann, wenn man die nullte- Spalte
von H˜ durch ~e ersetzt und dann die Determinante dieser Matrix nach dieser Spalte
entwickelt. Somit ist
G0,0 =
D0
(z − a0)D0 − b21D1
=
1
z − a0 − b21D1D0
=
1
z − a0 − b
2
1
z−a1−b22
D2
D1
=
... .
(2.80)
Die Kettenbruchentwicklung 2.80 kann dann ab einem bestimmten Iterationsschritt ab-
gebrochen werden. Sie konvergiert in der Regel schnell mit steigender Anzahl der ver-
wendeten Basiszusta¨nde |Ψi〉, welche die Gro¨ße der Matrix H˜ angeben.
2.4 Configuration Interaction
Configuration Interaction (CI) ist eine Methode, welche von Quantenchemikern ha¨ufig
verwendet wird. Sie ist die allgemeinste Methode, um Korrelationen zu beschreiben [90].
Wir geben hier einen ganz kurzen U¨berblick, da wir in Kapitel 4 ebenfalls eine CI-
Methode vorstellen, welche sich allerdings von der hier diskutierten unterscheidet. Als
Grundlagen verwenden wir dafu¨r die Lehrbu¨cher von Szabo und Ostlund [99] bzw. Fulde
[90].
Im Gegensatz zu der Hartree-Fock (HF) Methode, in welcher nur eine Slaterdetermi-
nante zur Beschreibung des Grundzustandes |Ψ0〉 verwendet wird, wird im Falle von
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CI eine Superposition von Slaterdeterminanten benutzt. Unter der Voraussetzung, dass
man einen vollsta¨ndigen, geeigneten Basissatz von Slaterdeterminanten benutzt, la¨sst
sich damit im Prinzip der exakte Grundzustand und auch das komplette Anregungs-
spektrum durch Diagonalisieren der Matrix des Hamilton-Operators Hˆ, gegeben durch
Hi,j = 〈Φi|Hˆ|Φj〉 bestimmen. Hierbei bezeichnet |Φi〉 die i-te Slaterdeterminante des
Basissatzes.
Ein wesentliches Problem von CI ist allerdings, dass die Anzahl der zu betrachtenden
N-Teilchenbasiszusta¨nde mit
(Nϕ
N
)
wa¨chst. Nϕ ist dabei die Anzahl der Einteilchenorbi-
tale. Daher sind vollsta¨ndige CI-Rechnungen (full CI) nur fu¨r kleine Systeme mo¨glich.
Aufgrund dieser Problematik beru¨cksichtigt man zur Beschreibung von komplexeren Sy-
stemen nur Determinanten bis zu einem gewissen Anregungsgrad. Ist beispielsweise |Φ0〉
die Slaterdeterminante des HF-Systems, dann la¨sst sich eine Slaterdeterminante mit
Anregungsgrad 1 (Singles) u¨ber die Gleichung cˆ†αcˆβ|Φ0〉, eine Slaterdeterminante mit
Anregungsgrad 2 (Doubles) u¨ber cˆ†αcˆ†β cˆγ cˆδ|Φ0〉 angeben. Allgemein schreibt man
|Ψ0〉 =

z0 +∑
α,β
zαβ cˆ
†
αcˆβ +
∑
α,β,γ,δ
zαγ
β
δ cˆ
†
αcˆ
†
β cˆγ cˆδ + . . .

 |Φ0〉. (2.81)
Werden beispielsweise fu¨r die Berechnung nur Einfach- und Doppelanregungen beru¨ck-
sichtigt dann spricht man von “singly and doubly excited CI” was man mit SDCI abku¨rzt.
Wenn man eine vollsta¨ndige CI-Rechnung durchfu¨hrt, dann erha¨lt man nur die beste
Lo¨sung in Bezug auf den vorliegenden Basissatz. Daru¨ber hinaus gibt es die sogenann-
te “Multiconfiguration Self-Consistent Field” -Methode (MCSCF). MCSCF optimiert
sowohl die Entwicklungskoeffizienten als auch den vorliegenden Basissatz.
2.5 Modellsysteme in der Vielteilchentheorie
Zum besseren Versta¨ndnis von Materialeigenschaften kann man sich Modellsystemen be-
dienen. Sie ko¨nnen des Weiteren dazu benutzt werden, um eine Theorie zu u¨berpru¨fen,
bevor man sie auf das reale System anwendet. Zu den bekanntesten Vielteilchenmo-
dellsystemen geho¨ren das Heisenbergmodell [100], welches zur Studie von Magnetismus
eingesetzt werden kann, das Hubbard-Modell [53–55] und das Anderson-Sto¨rstellenmo-
dell [70]. Hier soll nur auf die beiden letztgenannten na¨her eingegangen werden.
2.5.1 Hubbard Modell
“The model is like a chameleon...”
(Zitat aus [101])
Fu¨r den folgenden U¨berblick wurden [101], [76] und [102] als Anregung herangezogen.
Das 1963 von Hubbard, Kanamori und Gutzwiller [53–55] vorgeschlagene Modellsystem
ist eines der wichtigsten Modellsysteme in der theoretischen Physik [103]. Es wird zur
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Studie von Metall-Isolatoru¨berga¨ngen, Bandmagnetismus, Hochtemperatursupraleitung
oder auch zur Studie von Festko¨rpern mit schmalen Energieba¨ndern eingesetzt [83].
Der Hamilton-Operator des Hubbard-Modells hat allgemein die Gestalt
HˆHub = Tˆ + Vˆ ext +
∑
R
WˆR. (2.82)
Hierbei kennzeichnet der Index R den Gitterplatz und WˆR die Coulomb-Wechselwirkung
an diesem. Anhand von Gleichung 2.82 erkennen wir die wesentliche Idee des Modells,
na¨mlich die Coulomb-Wechselwirkung auf “on-site” Terme zu beschra¨nken. Der Grund
dafu¨r ist, dass die “off-site” Elemente des U-Tensors im Verha¨ltnis zu den “on-site”
Beitra¨gen relativ klein sind (siehe Tabelle 2.1).
Nun stellen wir einen Spezialfall von 2.82 vor, die urspru¨nglich vorgeschlagene Na¨hrung
eines schmalen s-Bandes. In diesem Fall la¨sst sich HˆHub mit Hilfe der Hu¨pf-Amplitude
tR,R′ (Gleichung 2.29) bzw. dem U-Parameter (2.30) in zweiter Quantisierung schreiben
als
HˆHub =
∑
R,R′
∑
σ
tR,R′ cˆ
†
Rσ cˆR′σ + U
∑
R
nˆR↑nˆR↓. (2.83)
Auf dem Gitterplatz R sind also nur die Konfigurationen |00〉 (leerer Platz), cˆ†σ|00〉
(Einfachbesetzung mit Spin σ) oder cˆ†↑cˆ
†
↓|00〉 (Doppelbesetzung) mo¨glich.
Eine weitere Vereinfachung von 2.83 ergibt sich, wenn fu¨r die Hu¨pf-Amplitude tR,R′
angenommen wird, dass diese fu¨r na¨chste Nachbarpla¨tze konstant, na¨mlich −t ist und
sonst verschwindet. Es ergibt sich
HˆHub = −t
∑
<R,R′>
∑
σ
cˆ†Rσ cˆR′σ + U
∑
R
nˆR↑nˆR↓, (2.84)
wobei < R,R′ > kennzeichnet, dass sich hier auf na¨chste Nachbarpla¨tze beschra¨nkt wird.
Die Na¨hrung eines schmalen s-Bandes ist dann gerechtfertigt, wenn sich nur dieses
Band in der Na¨he der Fermi-Energie befindet und alle anderen weit darunter oder
daru¨ber [76]. Dieser Spezialfall ist natu¨rlich nicht immer gegeben und aus diesem Grunde
ist es nu¨tzlich, auch mehrere Ba¨nder in die Betrachtung mit einzubeziehen. Man spricht
dann allgemein vom Multiband-Hubbard Modell.
Fu¨r das Hubbard Modell gibt es im Moment nur eine exakte allgemeine analytische
Lo¨sung. Diese stammt von Lieb und Wu mit Hilfe des Bethe-Ansatzes [104] fu¨r den
Einbandfall in einer Dimension. Eine weitere Lo¨sung liefert die dynamische Molekular-
feldtheorie (DMFT) [73, 74] (siehe Kapitel 2.6) im Grenzfall von unendlich vielen Di-
mensionen indirekt durch eine Abbildung des Hubbard Modells auf das “single-impurity”
Anderson-Modell (SIAM).
Eindimensionale Systeme von wechselwirkenden Elektronen sind sogenannte Luttinger-
Flu¨ssigkeiten [105]. Im Gegensatz zu einer Fermiflu¨ssigkeit, deren Besetzungszahlen auf-
getragen u¨ber k auch im wechselwirkenden Fall eine Diskontinuita¨t an der Fermikante
aufweist, findet man bei einer Luttingerflu¨ssigkeit kontinuierliches Verhalten. Allerdings
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Abbildung 2.1: Besetzungszahlen einer Fermi- (links) bzw. Luttingerflu¨ssigkeit (rechts)
bei T=0 im Vergleich zueinander. Gestrichelt ist das Resultat im nicht-
wechselwirkenden Fall eingezeichnet. Die Besetzungszahlen sind im wech-
selwirkenden Fall von Null bzw. Eins verschieden. Im Falle der Fer-
miflu¨ssigkeit findet man eine Diskontinuita¨t der Kurve an der Fermi-
kante, im Falle der Luttingerflu¨ssigkeit eine unendlich hohe Steigung.
kann man zeigen, dass bei dieser die Steigung an der Fermikante unendlich groß wird.
Hierzu sei auch auf Abbildung 2.1 verwiesen.
Das Lieb-Mattis Theorem [106] liefert eine allgemeine Aussage u¨ber die magnetischen
Eigenschaften von eindimensionalen Systemen, in welchen sich auf Hu¨pf-Terme na¨chster
Nachbarn beschra¨nkt wird. Es besagt, dass der Grundzustand eines solchen Systems
immer ein Singulett ist, falls eine gerade Anzahl von Elektronen vorliegt, und immer ein
Dublett im Fall einer ungeraden Elektronenanzahl (siehe auch Anhang B.2).
Einen approximativen Zugang zum Auffinden des Grundzustandes von 2.83 liefert die
Gutzwiller-Wellenfunktion [53, 107, 108]. Sei dazu |Φ0〉 eine Einteilchenproduktwellen-
funktion, g ein von U abha¨ngiger Variationsparameter und DˆR der Operator der Dop-
pelbesetzung am Ort R, definiert u¨ber die Gleichung
DˆR := nˆR↑nˆR↓. (2.85)
Dann la¨sst sich die Gutzwiller-Wellenfunktion wie folgt schreiben
|ΨG〉 = g
P
R DˆR |Φ0〉 = eln(g)
P
R DˆR |Φ0〉
=
∏
R
(1 + (g − 1)DˆR)|Φ0〉. (2.86)
Mit Hilfe der Variation von g la¨sst sich also eine Anzahl von den ungu¨nstigen Doppel-
besetzungen aus der Variationswellenfunktion |Φ0〉 entfernen.
Gleichung 2.86 definiert die Gutzwiller-Wellenfunktion fu¨r den Einbandfall. Eine ent-
sprechende Verallgemeinerung auf den Mehrbandfall wurde von Bu¨nemann et. al. [109,
110] gefunden. In dieser Verallgemeinerung existiert ein Variationsparameter fu¨r jede
mo¨gliche atomare Konfiguration.
Im Grenzfall von unendlich vielen Dimensionen ist eine analytische Auswertung der
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Symbol U-Tensor Gro¨ße
U URσ,Rσ′,Rσ,Rσ′ ≈ 20 eV
V URσ,(R+R′)σ′,Rσ,(R+R′)σ′ ≈ 6 eV
X URσ,Rσ′,Rσ,(R+R′)σ′ ≈ 0.5 eV
W URσ,Rσ′,(R+R′)σ,(R+R′)σ′ ≈ 0.025 eV
Tabelle 2.1: Gro¨ße der Elemente des U-Tensors nach [54] gefunden in [111]. R’ soll
einen na¨chsten Nachbarplatz von R kennzeichnen. Fu¨r die Definition des
U-Tensors siehe 2.27.
Gutzwiller-Wellenfunktion sowohl fu¨r den Einbandfall [111] als auch fu¨r den Multiband-
fall [109, 110] mo¨glich. Fu¨r den Einbandfall wollen wir die variationelle Grundzustand-
energie in diesem Grenzfall angeben [76, 111]
〈ΨG|HˆHub|ΨG〉
〈ΨG|ΨG〉 =
∑
σ
∑
R 6=R′
tR,R′
√
qRσ
√
qR′σ〈Φ0|cˆ†Rσ cˆR′σ|Φ0〉+ U
∑
R
dR. (2.87)
Der Faktor qRσ, definiert durch
qRσ :=
√
(1− nR; 0 + dR)(nRσ; 0 − dR) +
√
dR(nR−σ; 0 − dR)√
nRσ; 0(1− nRσ; 0)
(2.88)
mit
dR :=
1
NR
∑
R
〈ΨG|DˆR|ΨG〉 (2.89)
nRσ; 0 := 〈Φ0|cˆ†Rσ cˆRσ|Φ0〉 (2.90)
nR; 0 = nRσ; 0 + nR−σ; 0 (2.91)
renormiert hierbei die kinetische Energie. NR gibt die Gesamtzahl der Gitterpla¨tze an,
d. h. dR ist die mittlere Doppelbesetzung pro Gitterplatz.
Durch qRσ wird die Beweglichkeit der Elektronen variiert. Bei halber Fu¨llung konnten
Brinkmann und Rice [112] zeigen, dass qRσ ab einem kritischen U-Wert verschwindet
und es somit zu einem Metall-Isolatoru¨bergang kommt. Allgemein gilt, dass die Funktion
|ΨG〉 das System sowohl im nichtwechselwirkenden als auch im atomaren Grenzfall gut
beschreibt. Aus diesem Grunde ist sie nicht nur fu¨r Modellsysteme sondern auch fu¨r
reale Systeme ho¨chst interessant. In den letzten Jahren gab es deswegen Anstrengungen,
eine Gutzwiller-Dichtefunktionaltheorie zu entwickeln. Eine solche Kombination wurde
ku¨rzlich von Deng et. al. [113] publiziert.
2.5.2 Diskussion des Hubbard-Dimers
In Abschnitten des Kapitels 4 werden wir Hubbard-Ketten genauer untersuchen. Obwohl
es sich hierbei um sehr einfache Systeme handelt, la¨sst sich aus ihnen viel lernen, da die
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HF-Beschreibung fu¨r solche Systeme versagt. Dies wollen wie wir im Folgenden anhand
des Hubbard-Dimers genauer diskutieren.
Der Hamilton-Operator des Hubbard-Dimers lautet
Hˆ = −t(cˆ†1↑cˆ2↑ + cˆ†2↑cˆ1↑ + cˆ†1↓cˆ2↓ + cˆ†2↓cˆ1↓) + U(nˆ1↑nˆ1↓ + nˆ2↑nˆ2↓). (2.92)
Durch exakte Diagonalisierung kann der Grundzustand des obigen Operators leicht an-
gegeben werden. Fu¨r U=0 ist dieser gegeben durch
|ΨU=00 〉 =
1
2
(
cˆ†1↑cˆ
†
2↓|0〉 − cˆ†1↓cˆ†2↑|0〉
)
+
1
2
(
cˆ†1↑cˆ
†
1↓|0〉+ cˆ†2↑cˆ†2↓|0〉
)
. (2.93)
Betrachten wir nun den Grundzustand |Ψ0〉 bei festem t und variablem U, dann muss
der “ionische” Anteil des Grundzustandes, beschrieben durch die Slaterdeterminanten
|Φ1〉 = cˆ†1↑cˆ†1↓|0〉 (2.94)
|Φ2〉 = cˆ†2↑cˆ†2↓|0〉 (2.95)
mit steigendem U immer kleiner werden, da die beiden Slaterdeterminanten dann ener-
getisch unvorteilhaft werden. Fu¨r U →∞ erha¨lt man den Grundzustand
|ΨU→∞0 〉 =
1√
2
(cˆ†1↑cˆ
†
2↓ − cˆ†1↓cˆ†2↑)|0〉. (2.96)
Der obige Zustand ist aufgrund des Lieb-Mattis Theorems [106] ein Singulett, wie man
auch leicht mit Hilfe der Spinoperatoren ~ˆS2 bzw. Sˆz (siehe hierzu B.2) nachrechnen kann.
Fu¨r die Tatsache, dass die Slaterdeterminanten cˆ†1↓cˆ
†
2↑|0〉 bzw. cˆ†1↑cˆ†2↓|0〉 fu¨r große Wech-
selwirkungen dominieren, existiert in der Quantenchemie ein Analogon, na¨mlich die Dis-
soziation von Wasserstoff. Hier wird die Frage diskutiert, wie die Gestalt der Wellen-
funktion aussehen muss, wenn man den Abstand R der beiden Wasserstoffatome gegen
unendlich streben la¨sst. Dies wird mit dem Stichwort “left-right correlation” bezeichnet.
Befindet sich ein Elektron auf der linken Seite, dann ist das Andere mit hoher Wahr-
scheinlichkeit auf der rechten Seite.
In der Literatur findet man nun zwei Beispiele fu¨r den Dissoziations-Grenzfall von Was-
serstoff, na¨mlich die beschra¨nkte (restricted Hartree-Fock [RHF]) und einmal die un-
beschra¨nkte (unrestricted Hartree-Fock [UHF]) Hartree-Fock Lo¨sung (siehe dazu die
Lehrbu¨cher [18] bzw. [99]). Im Falle der RHF wird angenommen, dass die Gestalt der
Einteilchenwellenfunktionen ϕiσ(~r) unabha¨ngig von σ sind, d. h. ϕi↑(~r) ist gleich ϕi↓(~r).
Im unbeschra¨nkten Fall (UHF) gilt dies hingegen nicht. Die RHF liefert nun fu¨r R→∞
eine Lo¨sung, wobei wie in |ΨU=00 〉 (siehe Gleichung 2.93) die Determinanten 2.94 mit
gleichem Anteil beigemischt sind wie die Determinanten cˆ†1↓cˆ
†
2↑|0〉 bzw. cˆ†1↑cˆ†2↓|0〉. Dies ist
aufgrund der starken U¨berscha¨tzung der Wechselwirkungsenergie eine nicht zufrieden-
stellende Lo¨sung. UHF liefert zwar die korrekte Energie fu¨r R → ∞, allerdings erha¨lt
man eine Wellenfunktion, welche zu 50 Prozent aus einem Singulett und einem Triplett
besteht. Dies steht im Widerspruch zu dem Theorem von Lieb und Mattis [106], wonach
die Wellenfunktion ein reiner Singulett sein muss.
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2.5.3 Kondo-Effekt und Anderson Modell
Schwere Fermionen: Festko¨rper, deren spezifische Wa¨rme wesentlich gro¨ßer
ist als diejenige eines gewo¨hnlichen Metalls. Die effektive Masse ist ebenfalls
stark u¨berho¨ht. Beispielsweise sind dies Verbindungen des Cers wie CeCu6
oder Uranverbindungen wie UPt3 [114].
Fu¨r diesen historischen U¨berblick u¨ber den Kondo-Effekt wurde Hewsons Buch [114]
verwendet, des Weiteren [101] und auch der Artikel [115] wurde als Erga¨nzung herange-
zogen.
Bei der Untersuchung einer verunreinigten Goldprobe fanden de Haas et. al. 1934 [116]
ein Minimum des elektrischen Widerstandes. Bei einer weiteren Reduzierung der Tem-
peratur erho¨hte sich der Widerstand wieder. Dieser Effekt zeigte sich auch bei ande-
ren Materialien. Dies ist ungewo¨hnlich, da sich der Widerstand eines Metalls bei tiefen
Temperaturen aufgrund der Elektron-Phononstreuung u¨blicherweise proportional zu T5
verha¨lt (Bloch’sches T 5 Gesetz), bzw. beim U¨bergang in den supraleitenden Zustand
ganz verschwindet. Eine erste Erkla¨rung dieses Verhaltens lieferte Kondo im Jahre 1964
[117]. Er fu¨hrte dieses Verhalten auf die Spin-Flip-Streuung von Leitungselektronen an
magnetischen Sto¨rstellen zuru¨ck, indem er das s-d-Modell (Kondo-Modell) sto¨rungstheo-
retisch untersuchte. Seine Beschreibung beru¨cksichtigte Terme 3. Ordnung des im Modell
enthaltenen Kopplungsparameters J, welche die korrekte Vorhersage eines Minimums
lieferte. Sie sagte allerdings auch die unphysikalische Divergenz des Widerstandes bei
T→ 0 voraus. Der Grund dafu¨r ist ein Term der Form ln( 1βTD ), wobei D die Bandbreite
kennzeichnet und βT proportional zu
1
T ist (siehe Definition B.14 in Anhang B.3). Die
Diskrepanz zwischen dem Experiment und der theoretischen Beschreibung von Kondo
wird als Kondoproblem bezeichnet und ist auf den Zusammenbruch der Sto¨rungstheorie
bei der sogenannten Kondo-Temperatur TK zuru¨ckzufu¨hren. TK ist dabei durch (ver-
gleiche beispielsweise [114])
TK ∼ De−
1
Jρ0 (2.97)
erkla¨rt, wobei ρ0 die Zustandsdichte an der Fermikante angibt.
Durch die sogenannte “poor man’s scaling” Hypothese von Anderson [118] konnte ein
wesentlicher Fortschritt beim Versta¨ndnis des Kondoproblems erzielt werden. Ander-
son erkannte, dass ho¨here Anregungen aufgrund der logarithmischen Abha¨ngigkeit der
Sto¨rungsreihe von der Bandbreite D nicht einfach eliminiert werden sollten. Seine Idee
war nun eine Reduzierung der Bandbreite bei gleichzeitiger Renormierung des Kopp-
lungsterms J.
Andersons “scaling” beinhaltete noch Sto¨rungstheorie. Wilson entwickelte hingegen, auf-
bauend auf den Ideen von Anderson, eine nichtsto¨rungstheoretische Methode, die nume-
rische Renormalisierungsgruppe (NRG) [119]. Sie lo¨ste das Kondo-Problem vollsta¨ndig.
Wilson wurde 1982 mit dem Nobelpreis ausgezeichnet.
Wir diskutieren nun noch ausfu¨hrlicher das von Anderson entwickelte Sto¨rstellenmodell
[70]. Dieses kann fu¨r schwache Hybridisierung mit Hilfe der Schrieffer-Wolff Transfor-
mation [120] auf das Modell von Kondo abgebildet werden. Das Anderson-Modell steht
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heute unter Anderem im Zusammenhang mit DMFT [73, 74] (siehe Kapitel 2.6) im
Blickpunkt des Interesses der Forschung.
Die prinzipielle Idee des Anderson-Modells ist die Separation der elektronischen Frei-
heitsgrade in lokalisierte und delokalisierte. Der Hamilton-Operator dieses Modellsy-
stems besteht dann im Wesentlichen aus den jeweiligen Einteilchentermen fu¨r beide
Subsysteme, einem Hybridisierungsterm und einem Wechselwirkungsterm, wobei der
Wechselwirkungsterm nur die Wechselwirkung der lokalisierten Elektronen entha¨lt, da
die Wechselwirkung der delokalisierten Elektronen vernachla¨ssigt wird. Definieren wir
cˆ†kσ als den erzeugenden Operator eines delokalisierten Elektrons und fˆ
†
dσ als den erzeu-
genden Operator eines lokalisierten Elektrons an der Sto¨rstelle d, dann la¨sst sich der
Hamilton-Operator des Anderson Modells wie folgt schreiben:
HˆAnd =
∑
k
∑
σ
εk cˆ
†
kσ cˆkσ +
∑
d
∑
σ
εdfˆ
†
dσfˆdσ +
∑
d,k
∑
σ
V hk,d(cˆ
†
kσfˆdσ + fˆ
†
dσ cˆkσ)
+ U
∑
d
fˆ †d↑fˆd↑fˆ
†
d↓fˆd↓.
(2.98)
V hk,d beschreibt hierbei die Hybridisierungssta¨rke beider Systeme. Beschra¨nkt man nun
die Anzahl der Sto¨rstellen d auf eine einzige Sto¨rstelle d0, dann spricht man vom Single-
Impurity-Anderson-Modell (SIAM). Bei periodischer Anordnung der Sto¨rstellen verwen-
det man des Ku¨rzel PAM (periodisches Anderson-Modell). Im Folgenden wollen wir uns
auf den erstgenannten Fall beschra¨nken.
Um wesentliche Eigenschaften des SIAM’s deutlich zu machen, diskutieren wir zuna¨chst
einen einfachen Spezialfall, welcher in praktisch identischer Form auch in Fuldes Buch
[90] zu finden ist. Hierzu nehmen wir an, dass unsere einzelne Sto¨rstelle nur an ein ein-
ziges “Bad”-Orbital gekoppelt ist, was den obigen Hamilton-Operator 2.98 wesentlich
vereinfacht
Hˆ = εk
∑
σ
cˆ†σ cˆσ + εd
∑
σ
fˆ †σfˆσ + V
∑
σ
(cˆ†σfˆσ + fˆ
†
σ cˆσ) + Ufˆ
†
↑ fˆ↑fˆ
†
↓ fˆ↓. (2.99)
Dieser “Anderson- Dimer” wird uns in unseren spa¨ter diskutierten RDMFT- Rechnungen
(siehe Kapitel 4.7) noch begegnen.
Wie Fulde [90] diskutieren wir nun den Fall halbe Fu¨llung, d. h. die Zahl der Elektronen
ist zwei. Setzen wir in einem ersten Schritt die Hybridisierungssta¨rke V auf 0, dann ist
der Grundzustand des Systems mit einer Sto¨rstelle vierfach entartet. Er besteht aus dem
Singulett
|ΨS=0;V=0〉 = 1√
2
(cˆ†↑fˆ
†
↓ − cˆ†↓fˆ †↑)|0〉 (2.100)
und dem Triplett
|Ψ1S=1〉 = fˆ †↑ cˆ†↑|0〉
|Ψ0S=1〉 =
1√
2
(fˆ †↑ cˆ
†
↓ + fˆ
†
↓ cˆ
†
↑)|0〉
|Ψ−1S=1〉 = fˆ †↓ cˆ†↓|0〉,
(2.101)
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jeweils mit der Grundzustandsenergie E0 = εk+εd. Fu¨r die weitere Diskussion wird noch
den ersten angeregten Zustand des Systems beno¨tigt, welcher ebenfalls ein Singulett ist.
Es handelt sich um den reinen “Bad-Zustand” |ΨBe=1;V=0〉 = cˆ†↑cˆ†↓|0〉, dessen Energie
E = 2εk ist. Gilt nun V 6= 0, dann hybridisiert der Singulett-Zustand |ΨS=0;V=0〉 mit
dem ersten angeregten Zustand, dem Singulett |ΨBe=1;V=0〉 und die vierfache Entartung
des Grundzustandes wird aufgehoben. Die Triplett- Zusta¨nde vera¨ndern sich nicht. An-
gemerkt sei, dass der Einfluss des Zustandes |Ψe=2〉 = fˆ †↑ fˆ †↓ |0〉 verschwindet, da U→∞
vorausgesetzt wird.
Der Grundzustand kann nun mit der Forderung Vεk−εd ≪ 1 durch
|ΨS=0;V 6=0〉 =
[
1− V
2(εk − εd)
]
|ΨS=0;V=0〉 −
√
2V
εk − εd |Ψ
B
e=1;V=0〉 (2.102)
angegeben werden. Der angeregte Zustand |ΨBe=1;V=0〉 = cˆ†↑cˆ†↓|0〉 vera¨ndert sich ebenfalls
und wird zu
|ΨBe=1;V 6=0〉 =
[
1− V
2(εk − εd)
]
|ΨBe=1;V=0〉+
√
2V
εk − εd |ΨS=0;V=0〉. (2.103)
Durch die Hybridisierung wird die Grundzustandsenergie um 2V
2
εk−εd abgesenkt und liegt
dementsprechend genau um diesen Betrag unterhalb des unvera¨nderten Tripletts.
Die kleine Energiedifferenz zwischen Singulett und Triplett ist fu¨r die physikalischen
Eigenschaften des Systems bei tiefen Temperaturen wesentlich. In diesem Fall ist die
Anregung des Spinfreiheitsgrades, also die Anregung des nichtmagnetischen Grundzu-
standes in einen Triplett-Zustand mo¨glich. Im Falle ho¨herer Temperaturen wird hingegen
dieser kleine energetische Unterschied zwischen dem Grundzustand und dem Triplett un-
erheblich und die Anregung in den “reinen Badzustand” |ΨBe=1;V=0〉 = cˆ†↑cˆ†↓|0〉 wichtig.
Eine solche Anregung wird als “Ladungsfreiheitsgrad” bezeichnet, da in diesem Fall das
Elektron die Sto¨rstelle verla¨sst.
Wie in Fulde [90] verweisen wir nun noch auf den Zusammenhang zwischen dem Resul-
tat fu¨r den Anderson- Dimer und einem Ansatz von Yosida [121] bzw. Varma und Yafet
[122] fu¨r die Wellenfunktion des kompletten Anderson-Modells. Bezeichnet |ΨB〉 den un-
gesto¨rte Bad-Zustand (vergleichbar mit |ΨBe=1;V=0〉 = cˆ†↑cˆ†↓|0〉), dann ist fˆ †dσ cˆkσ|ΨB〉 ein
Zustand, welcher das Bad mit einem Loch mit den Quantenzahlen k und σ und eine mit
dem Spin σ besetzte Sto¨rstelle d repra¨sentiert. Der Ansatz fu¨r die Grundzustandswellen-
funktion des Anderson Modells, bezeichnet mit |ΨYVY〉, ist nun eine Superposition von
|ΨB〉 und einer Linearkombination von fˆ †dσ cˆkσ|ΨB〉, d. h. die Variationswellenfunktion
hat die Gestalt
|ΨYVY〉 = A(
∑
k,d,σ
a(k)f †dσck,σ + 1)|ΨB〉. (2.104)
|ΨYVY〉 beschreibt ein Singulett. Im Vergleich zu der Energie eines Multipletts ist des-
sen Energie niedriger, wobei der Energiegewinn des Singuletts durch kBTK beschrieben
wird. Hierbei ist kB die Boltzmannkonstante und TK die Kondotemperatur.
Fu¨r die lokale Spektraldichte des Anderson Modells findet man eine typische 3-Peak-
Struktur (siehe auch Abbildung 2.2). Sie besteht aus dem unteren und dem oberen
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Abbildung 2.2: Lokale Spektraldichte der 6-Platz Hubbard- bzw. Anderson-Kette im
Vergleich bei unterschiedlichen Wechselwirkungssta¨rken und fester Hu¨pf-
Amplitude t=-2. Die Sto¨rstelle des Anderson- Modells liegt auf dem
dritten Gitterplatz von links. Zu erkennen ist, dass beide Spektraldich-
ten im nichtwechselwirkenden Grenzfall identisch sind und bei U=4 nur
kleine Unterschiede vorliegen. Bei U=15 ist bei der Spektraldichte des
Anderson-Modells ein Peak an der Fermi-Kante sichtbar, welcher sich fu¨r
ein unendlich ausgedehntes System zu einem “Kondo Peak” entwickelt.
Anders ist die Situation bei der Hubbard Kette, bei welcher bei glei-
cher Wechselwirkung nur zwei Hubbard-Ba¨nder zu finden sind (“Mott-
Isolator”).
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Abbildung 2.3: Typische bildliche Darstellung der Variationswellenfunktion zur Be-
schreibung des Anderson-Modells (siehe beispielsweise die Lehrbu¨cher
[90] oder auch [125]). Nach einer Idee von Yosida [121] bzw. Varma und
Yafet [122] besteht die Wellenfunktion aus der reinen Wellenfunktion
des Bades (linkes Bild) und einer Superposition aus Slaterdeterminan-
ten, welche eine besetzte Sto¨rstelle und eine unbesetzte Stelle des Bades
aufweisen (rechtes Bild). Siehe hierzu auch Gleichung 2.104.
Hubbard-Band und weist in der Na¨he des Fermi-Niveaus einen scharfen Peak auf, welcher
als Abrikosov-Suhl-Resonanz oder auch Kondo-Resonanz [123] bezeichnet wird. Physika-
lisch ha¨ngt diese Resonanz mit Spin-Flip-Streuprozessen zusammen. Veranschaulichen
kann man sich die Situation wenn man sich vorstellt, dass ein up-Elektron auf einer
einfach besetzten Sto¨rstelle ins Bad tunnelt und gleichzeitig, also virtuell, ein Elektron
mit spin down von dem Bad auf die Sto¨rstelle [115]. Es sei angemerkt, dass dies nur ein
einfaches Bild ist und kein echter, realer Ladungstransfer stattfindet. Da sich real die
Besetzung des lokalen Niveaus nicht a¨ndert, kosten diese Streuprozesse keine Energie,
fu¨hren aber zu einer Phasenverschiebung der Bad-Zusta¨nde. Diese la¨sst sich im Sinne der
Streutheorie (siehe z. B. [124]) mit einer Resonanz in der Streumatrix verbinden, welche
wiederum mit einer entsprechenden Resonanz in der lokalen Zustandsdichte verknu¨pft
ist [114].
2.6 Dynamische Molekularfeldtheorie
Unter der dynamischen Molekularfeldtheorie (DMFT) versteht man allgemein ein Na¨he-
rungsverfahren fu¨r Hubbardmodelle auf einem diskreten Gitter, bestehend aus einer
selbstkonsistenten Abbildung eines Gittermodells auf ein Sto¨rstellenmodell [126]. Ein
wesentlicher Schritt zur Entwicklung der DMFT geht auf Metzner und Vollhardt [73]
zuru¨ck, welche im Jahre 1989 den Grenzfall unendlich vieler Dimensionen fu¨r die Be-
schreibung korrelierter Elektronen einfu¨hrten [127]. Die Beschreibung eines Modellsy-
stems wie des Hubbard Modells vereinfacht sich in diesem Grenzfall erheblich, da die
Selbstenergie des Modells rein lokal wird [128].
Der Grenzfall hoher Dimensionen scheint zuna¨chst wirklichkeitsfern zu sein. Metzner und
Vollhardt [73] bemerkten allerdings, dass selbst der dreidimensionale Fall durch d→∞
recht gut approximiert wird.
Georges und Kotliar [74] und parallel dazu Jarell [129] bildeten 1992 das Hubbard-
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Abbildung 2.4: Illustration der DMFT-Methode. Das Gittermodell (links dargestellt)
wird dabei auf ein “single-site Anderson-impurity”-Modell (rechts)
selbstkonsistent abgebildet. Hierbei ist die Sto¨rstelle (gekennzeichnet mit
rot) an ein Bad (blau) gekoppelt. Die Abbildung wird im Grenzfall von
unendlich vielen Dimensionen exakt (siehe Text).
Modells auf das “single-site Anderson-impurity” Modell selbstkonsistent ab (siehe auch
Bild 2.4 zur Illustration). Diese Abbildung wird im unendlichdimensionalen Grenz-
fall exakt. Damit la¨sst sich das Hubbard-Modell mit den Standardlo¨sungsverfahren
des Sto¨rstellenmodells behandeln. Dies sind neben der Quanten-Monte-Carlo Metho-
de (QMC) (ha¨ufig wird Hirsch und Fye [130] verwendet, wobei in den letzten Jahren
sogenannte “Continues-Time” Monte-Carlo Methoden auf dem Vormarsch sind [siehe
[131] fu¨r einen Ru¨ckblick]) [129] beispielsweise exakte Diagonalisierung (ED) [132], die
“Non-Crossing Approximation” (NCA) [133, 134] oder die numerische Renormalisie-
rungsgruppe [135].
Historisch sei angemerkt, dass man Ideen der DMFT-Methode schon fru¨her findet wobei
hier die Arbeit von Kuramoto [136] aus dem Jahre 1985 bzw. der Beitrag von Brandt
und Mielsch [137] zum Falicov-Kimball-Modell aus dem Jahre 1989 zu nennen sind.
In der klassischen Molekularfeldtheorie reduziert man das Vielteilchenproblem auf ein
Einteilchenproblem. Betrachtet man speziell einen Gitterplatz, dann bedeutet dies, dass
man dessen Umgebung durch ein gemitteltes Feld beschreibt. Dieses Feld wird zu Ehren
von Pierre Weiss auch als Weiss-Feld bezeichnet, welcher diese Vorgehensweise erstmalig
vorschlug. Im klassischen Fall ist das Weiss-Feld allerdings zeit- bzw. energieunabha¨ngig,
also statisch. Im Falle der DMFT gilt dies hingegen nicht. Das Weiss-Feld ist hier explizit
von der Zeit abha¨ngig, also “dynamisch”, was notwendig ist um lokale Quantenfluktua-
tionen einzubeziehen [138].
Sei R ein Gitterplatz und GM,HubR,R die entsprechende lokale Matsubara- Green-Funktion
(sie hierzu auch die Definition 2.58 in Kapitel 2.3.1) des Hubbard-Modells. Wir ver-
einfachen die Schreibweise und schreiben nur kurz GHub, da wir die A¨quivalenz aller
Gitterpla¨tze fordern und immer von der Matsubara- Green-Funktion sprechen. A¨hnlich
schreiben wir GM,AndR0,R0 bzw. G
And fu¨r die lokale Green-Funktion des “single-site Anderson-
impurity”- Modells an der Sto¨rstelle R0. Eine entsprechende Notation soll fu¨r die Selbst-
energien der beiden Modellsysteme gelten. Eine exakte Abbildung des Hubbard-Modells
auf das SIAM liegt dann vor, wenn die lokalen Green-Funktionen oder die Selbstenergi-
en beider Modelle miteinander u¨bereinstimmen, d. h. wenn eine der beiden Beziehungen
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(vergleiche beispielsweise mit [139])
ΣAnd = ΣHub (2.105)
GAnd = GHub (2.106)
gu¨ltig ist. Diese Bedingung la¨sst sich durch Anpassung der Parameter des Sto¨rstellen-
modells εAndk und V
h
k,R0
realisieren.
Sei εHubk vorgegeben. Der selbstkonsistente Zyklus startet dann mit einer Annahme u¨ber
die Selbstenergie ΣHub. Diese ist aufgrund der Tatsache, dass wir den unendlichdimen-
sionalen Grenzfall betrachten, nicht von k sondern nur von der Energie abha¨ngig, d. h.
es gilt
ΣHub(k,En) = Σ
Hub(En). (2.107)
Im ersten Schritt wird nun das chemischen Potential µ selbstkonsistent bestimmt. Un-
ter Verwendung der k-summierten Gleichung 2.63 ergibt sich mittels 2.107 und einer
Annahme u¨ber das chemische Potential µ die lokale Green-Funktion GHub
GHub(En) =
∑
k
1
iEn + µ− εHubk − ΣHub(En)
. (2.108)
Mit GHub la¨sst sich dann die Dichtematrix berechnen und somit die Teilchenzahl. In der
Regel entspricht die Teilchenzahl nicht der vorgegebenen durchschnittlichen Teilchenzahl
pro Gitterplatz des Hubbard-Modells. Ist sie kleiner, erho¨ht man das chemische Poten-
tial, ist sie gro¨ßer, wird es verkleinert. Dieser Prozess findet so lange statt, bis man die
korrekte Teilchenzahl erhalten hat [140].
Mit der Beziehung 2.105 ergibt sich nun GAnd und ΣAnd, womit durch die Dyson Glei-
chung
G−10 =
(
GAnd
)−1
+ΣAnd
ein Weiss-Feld G0 berechnet werden kann. Dieses wird dann an die Routine u¨bergeben,
welche ein Lo¨sungsverfahren des SIAMS beinhaltet. Ausgabe ist die Green-Funktion
GAnd der Sto¨rstelle. Ein zweiter Einschub der Dyson-Gleichung liefert
ΣAnd = G−10 −
(
GAnd
)−1
.
Wird ΣAnd nun wieder mit ΣHub identifiziert, dann ist der selbstkonsistente Zyklus ge-
schlossen. Dieser konvergiert erfahrungsgema¨ß in vielen Fa¨llen gegen eine einheitliche
Lo¨sung. Nur manchmal kann mehr als eine stabile Lo¨sung gefunden werden. Ein solches
Verhalten findet man ha¨ufig in der Na¨he des Mott-U¨bergangs [138].
Die DMFT ist ein sehr ma¨chtiges Verfahren zur Beschreibung von stark korrelierten
Systemen. Mit dieser Methode kann man sowohl Modellsysteme, sowie in Verbindung
mit DFT (LDA+DMFT [141]) auch reale Materialien studieren. Sie liefert einen großen
Beitrag fu¨r unterschiedliche Fragestellungen der Festko¨rperphysik. Wir gehen darauf im
Folgenden noch etwas ausfu¨hrlicher ein.
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Mit DMFT wurde das Versta¨ndnis des Metall-Isolatoru¨bergangs auf eine neue Stufe ge-
hoben. Hierzu gibt es zahlreiche Arbeiten, wobei wir auf die U¨bersichtsartikel [2, 126]
und die dortigen Referenzen verweisen. DMFT beschreibt das Hubbard Modell bei hal-
ber Fu¨llung in der metallischen Phase als Fermiflu¨ssigkeit. Wird U von Null beginnend
vergro¨ßert, dann bilden sich in der Zustandsdichte Hubbard-Ba¨nder heraus, wobei ein
Quasiteilchenpeak an der Fermikante bis zu einem kritischen U-Wert verbleibt. Dieser
wird mit steigendem U-Wert immer schmaler und verschwindet schließlich. Es bleiben
nur die beiden Hubbard-Ba¨nder zuru¨ck, das System ist nun ein Isolator (siehe dazu bei-
spielsweise auch [127]).
Neben dem Metall Isolatoru¨bergang lassen sich mit DMFT auch die magnetischen Eigen-
schaften des Hubbard-Modells untersuchen. Hierbei ist z. B. eine wichtige Fragestellung,
ob der Grundzustand des Hubbard-Modells fu¨r Dimensionen gro¨ßer eins ferromagnetisch
ist oder nicht. Hierzu ist anzumerken, dass dieses Modellsystem urspru¨nglich eigentlich
auch zur Studie von Ferromagnetismus entwickelt wurde, es aber so ausgesehen hat,
dass es im Wesentlichen ein Modell fu¨r Antiferromagnetismus ist. Nur fu¨r wenige Spezi-
alfa¨lle war eine ferromagnetische Lo¨sung bekannt, wobei hier das Theorem von Nagaoka
[142] zu nennen ist, welches einen ferromagnetischen Grundzustand unter bestimmten
Bedingungen fu¨r das Hubbard Modell beweist. Mit der DMFT war es nun mo¨glich, Fer-
romagnetismus numerisch nachzuweisen und zwar sowohl fu¨r U → ∞ [143], sowie auch
bei einem endlichen U-Wert [140, 144].
Mit der Kombination von DFT und DMFT wurden unterschiedliche Fragestellungen er-
folgreich behandelt. Mit LDA+DMFT [141] gelingt beispielsweise die Beschreibung des
Metall-Isolatoru¨bergangs in V2O3, des Weiteren eine Untersuchung der ungewo¨hnlich
großen Volumenvera¨nderung den Cer bei einer Erho¨hung des Drucks zeigt oder die Be-
schreibung von Spektren in unterschiedlichen, dotierten Mott-Isolatoren. Fu¨r die Details
verweisen wir auf die hier verwendete Quelle, den U¨bersichtsartikel von Held et. al. [75]
und die Referenzen dort.
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3 Hybridfunktionale
In der Dichtefunktionaltheorie (DFT) wird die im Prinzip exakte, aber unbekannte
Austausch- und Korrelationsenergie Exc approximiert. In der Vergangenheit sind hierzu
verschiedene Funktionale vorgeschlagen worden und im Moment ist das von Perdew,
Burke und Ernzerhof entwickelte sogenannte PBE-Funktional [33] am weitesten verbrei-
tet. Da die Austauschenergie des nichtwechselwirkenden Kohn-Sham (KS) Systems Ex
exakt u¨ber den von Hartree-Fock bekannten Ausdruck
EKS exaktx = −
1
2
∑
i,j
fifj
∫ ∫
d4xd4x′
ϕ∗i (~x)ϕ
∗
j (~x
′)ϕj(~x)ϕi(~x′)
|~r − ~r′|︸ ︷︷ ︸
:=UKSi,j
(3.1)
berechnet werden kann, liegt der Gedanke nahe, die KS-Austauschenergie exakt zu be-
handeln und nur noch die Korrelationsenergie zu na¨hern. Definiert man Exc als einfache
Linearkombination aus exaktem Austausch und der DFT-Korrelationsenergie
Exc = E
KS exakt
x + E
KS
c , (3.2)
und stellt entsprechende Vergleichsrechnungen (G2-Datenbank) mit einem normalen
GGA Funktional an, dann findet man, dass die Resultate des obigen Funktionals im
Mittel schlechter sind als die des einfachen GGA Funktionals. Den Grund dafu¨r kann
man sich mit Hilfe des einfachst mo¨glichen Beispielsystems H2 deutlich machen, welches
in einem Artikel von Baerends und Gritsenko [145] ausfu¨hrlich diskutiert wird. In der
Publikation findet man eine Abbildung, in welcher Fermi- sowie Coulombloch individuell
dargestellt sind, des Weiteren deren Superposition. Man erkennt, dass beide Gro¨ßen fu¨r
sich alleine betrachtet delokalisiert sind und erst die Superposition von beiden lokalisiert
ist. Folglich ist die individuelle Berechnung der Austauschenergie mittels des deloka-
lisierten exakten Austauschloches keine sonderliche gute Na¨herung. Allerdings zeigen
Rechnungen, dass eine Teilbeimischung von exaktem Austausch zu einer wesentlichen
Verbesserung der u¨blichen DFT-Resultate fu¨hren kann [18].
Eine Teilbeimischung von exaktem Austausch publizierte Becke 1993 [146, 147]. Die theo-
retische Grundlage dieses Ansatzes ist die sogenannte “adiabatic connection”- Methode
von Harris und Jones [31]. Die Elektron-Elektron Wechselwirkungsenergie wird hierbei
mit einem Parameter ν versehen, wobei ν = 0 den nichtwechselwirkenden und ν = 1 den
voll wechselwirkenden Grenzfall beschreibt. Unter Zuhilfenahme des Hellman-Feynman
Theorems kann dann folgende Beziehung fu¨r die Austausch- und Korrelationsenergie
abgeleitet werden
Exc =
1
2
∫
d3rρ(~r)
∫
d3r′
∫ 1
0
dν
ρνxc(~r, ~r
′)
|~r − ~r′| . (3.3)
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Fu¨r eine ausfu¨hrlichere Darstellung sei auf Kapitel 1.5.1 verwiesen.
Das in 3.3 auftretende Integral u¨ber ν ist unbekannt, kann aber approximiert werden.
Hierzu ist zu bemerken dass die Austausch- und Korrelationsenergie fu¨r ν = 0 exakt
berechenbar ist (die HF-Austauschenergie) und fu¨r ν = 1 liefert Exc eine relativ gute
Na¨herung. Fu¨r Zwischenwerte von ν ist hingegen keine Berechnungsmo¨glichkeit bekannt.
Demnach approximiert man das obige Integral mit Hilfe dieser beiden Punkte.
Funktionale, welche eine bestimmte Menge an exaktem Austausch enthalten, werden
Hybrid- oder ACM- Funktionale genannt. ACM steht hierbei fu¨r “adiabatic connection
method”.
Zu den bekanntesten Hybridfunktionalen za¨hlen B3LYP [148] (Becke 3-Parameter (Aus-
tausch), Lee, Yang und Parr (Korrelation)) und PBE0 (Perdew-Burke-Enzerhof, 0 freie
Parameter). Diese beiden Funktionale sind wie folgt definiert (vergleiche z. B. mit [18]):
• B3LYP
EB3LYPxc = (1− a)ELDAx + aEHFx + bEB88x︸ ︷︷ ︸
Austausch
+ cELYPc + (1− c)ELDAc︸ ︷︷ ︸
Korrelation
(3.4)
Die Parameter wurden wie folgt gewa¨hlt:
a=0.20, b=0.72, c=0.81
• PBE0
EPBE0xc = E
PBE
xc +
1
4
(EHFx − EPBEx ) (3.5)
Das B3LYP Funktional wurde urspru¨nglich zur besseren Beschreibung der thermoche-
mischen Eigenschaften von Atomen und Moleku¨len entwickelt. Rechnungen zeigen, dass
es auch recht erfolgreich zur Beschreibung von stark korrelierten Systemen eingesetzt
werden kann (siehe dazu [149] und die dortigen Referenzen). Wird es auf Metalle an-
gewendet, dann zeigt eine Studie von Paier et. al. [150] allerdings, dass die Resultate
mit B3LYP im Durchschnitt schlechter sind als die des PBE0 Funktional. Dies konnte
darauf zuru¨ckgefu¨hrt werden, dass das LYP-Korrelationsfunktional den Grenzfall des
Elektronengases nicht entha¨lt.
Im Zusammenhang mit dem PBE0 Funktional sei zuna¨chst auf das zu PBE0 a¨hnli-
che Funktional HSE [151] verwiesen. Dieses wurde von Heyd, Scuseria und Ernzerhof
aufgrund der aufwendigen Berechnung des exakten (HF) Austausches fu¨r PBE0 vorge-
schlagen. Hierbei unterteilt man die Austauschwechselwirkung in einen lang- und kurz-
reichweitigen Teil und behandelt nur den kurzreichweitigen Beitrag exakt.
Eine weitere Mo¨glichkeit, die Rechenzeit zu reduzieren, la¨sst sich dadurch erreichen,
dass man den exakten Austausch nur auf einem vorher definiertem Unterraum berech-
net. Diese Vorgehensweise geht auf eine Vero¨ffentlichung von Nova´k et. al. [5] zuru¨ck
und wurde von Tran et. al. [4] mit dem Hybridfunktional PBE0 in Verbindung gebracht.
Auf PBE0 selbst und diese auf einen Unterraum beschra¨nkte Variante soll im folgenden
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Kapitel 3.1 noch etwas na¨her eingegangen werden.
Das parameterfreie PBE0 Funktional liefert fu¨r Festko¨rper recht gute Resultate. Ei-
ne ausfu¨hrliche Studie dazu wurde von Marsman et. al. [152] vero¨ffentlicht. In dieser
Arbeit werden Resultate mit den Funktionalen PBE, PBE0, HSE und B3LYP fu¨r un-
terschiedliche Systeme miteinander verglichen. Wesentliche Punkte dieser Studie sind in
der Publikation [152] in tabellarischer Form angegeben. Einen Teil davon geben wir hier
in Kurzform wieder.
• Im Vergleich zum Experiment u¨berscha¨tzt das reine PBE Funktional Gitterkon-
stanten typischerweise. Vergleicht man Resultate fu¨r die Gitterkonstanten von PBE
und PBE0 fu¨r das gleiche Material miteinander, dann findet man, dass das PBE
Resultat durchschnittlich um ca. 0.5 Prozent gro¨ßer ist als das Ergebnis mit PBE0.
Mit HSE erha¨lt man ein zu PBE0 vergleichbares Resultat.
• Die Bandlu¨cke wird von PBE typischerweise unterscha¨tzt. Dieses Resultat kann un-
ter Verwendung von PBE0 und HSE deutlich verbessert werden. PBE0 u¨berscha¨tzt
noch die Bandlu¨cken von Halbleitern und unterscha¨tzt die fu¨r Isolatoren mit großen
Bandlu¨cken.
• Die thermochemischen Eigenschaften von Festko¨rpern (“heats of formation”) wer-
den von PBE0 und HSE durchschnittlich besser beschrieben als mit dem reinem
PBE Funktional.
• Atomisierungsenergien werden von PBE besser beschrieben als mit PBE0. Betrach-
tet man allerdings nur Isolatoren, dann sind die Resultate von PBE und PBE0
vergleichbar.
Marsman et. al. [152] ziehen aus ihren Resultaten den Schluss, dass Moleku¨le und Isola-
toren mit PBE0 bzw. HSE recht gut beschrieben werden. Fu¨r Metalle gilt dies hingegen
nicht.
3.1 PBE0 und PBE0r
Wie in der Einleitung des Kapitels 3 bereits erwa¨hnt, ist ein Hybridfunktional eine nicht
genauer definierte Kombination von einem DFT- Funktional und exaktem Austausch.
Nicht festgelegt ist also, wie groß die Beimischung von exaktem Austausch sein sollte,
bzw. wie man das Integral in Gleichung 3.3 approximiert. Eine sehr einfache Appro-
ximationsmo¨glichkeit wurde von Becke 1996 [153] vorgeschlagen. Motiviert wurde die
nachfolgende Korrektur zu Exc aufgrund der Beobachtung, dass lokale und semilokale
DFT Austausch- und Korrelationsfunktionale im ν = 0 Limit sehr lokalisiert sind, aber
delokalisiert sein sollten:
Exc = E
DFT
xc + a(Ex − EDFTx ). (3.6)
Zu Exc wird also ein bestimmter Anteil von exaktem Austausch hinzugefu¨gt und der
entsprechende Anteil von DFT wird abgezogen.
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Im Jahr 1996 konnten Perdew et. al. [154] zeigen, dass a ≈ 0.25 fu¨r die Atomisierungs-
energien der meisten Moleku¨le beno¨tigt wird. Des Weiteren findet man in diesem Artikel
eine Motivation des Faktors 0.25 mit Hilfe von Sto¨rungstheorie 2. Ordnung. Dement-
sprechend definiert man nun das PBE0 Funktional mit dem Faktor a = 14 :
EPBE0xc = E
PBE
xc +
1
4
(Ex − EPBEx ). (3.7)
0 steht hierbei fu¨r 0 freie Parameter.
Das PBE0 Funktional liefert gute Ergebnisse fu¨r eine Vielzahl von Systemen, allerdings
sind derartige Rechnungen sehr aufwendig. Aus diesem Grunde wurde nach Mo¨glichkei-
ten gesucht, die Rechenzeit zu verringern, um auch komplexere Systeme behandeln zu
ko¨nnen.
Von LDA+U [3, 155] angeregt, vero¨ffentlichen Nova´k et. al. 2006 [5] eine Methode, wel-
che nur die korrelierten Elektronenschalen mit exaktem Austausch behandelt. Hierbei
wird angenommen, dass der Austausch zwischen nichtkorrelierten Elektronen und der
Austausch zwischen korrelierten und nichtkorrelierten Elektronen gut mit DFT beschrie-
ben wird.
Die publizierte Methode von Nova´k et. al. enthielt allerdings noch nicht die in Gleichung
3.7 angegebene Gestalt des PBE0 Hybridfunktionals. Eine solche wurde von Tran et. al.
[4] vorgeschlagen. Um deutlich zu machen, dass hierbei nicht der komplette Raum mit
PBE0 berechnet wird wollen wir in diesem Fall von dem PBE0r- Funtional sprechen. r
steht hierbei fu¨r “restricted” bzw. verweist auf den Gitterplatz R. Wir definieren dieses
Funktional wie folgt
EPBE0
r
xc [ρ] = E
PBE
xc [ρ] +
1
4
(Ex[ρ
c]− EPBEx [ρc]). (3.8)
ρc ist hierbei die Dichte des korrelierten Unterraums, welcher mit Hilfe von lokalisierten
Orbitalen χa definiert werden kann. Darauf wird in Kapitel 3.2 noch na¨her eingegangen.
EPBEx [ρ
c] ist die PBE Austauschenergie fu¨r diesen Unterraum und Ex[ρ
c] dessen exakter
Austausch. Dieser kann mit der korrelierten Dichtematrix ρcaσ,bσ′ und dem U-Tensor
Ua,b,c,d wie folgt berechnet werden:
Ex[ρ
c] = −1
2
∑
σ
∑
a,b,c,d
Ua,b,c,d ρ
c
aσ,dσρ
c
bσ,cσ (3.9)
Fu¨r eine genauere Darstellung u¨ber die Berechnung von ρcaσ,bσ′ bzw. des U-Tensors sei
erneut auf das Kapitel 3.2 verwiesen.
Es sei noch bemerkt, dass Gleichung 3.9 eine a¨hnliche Gestalt aufweist wie die rota-
tionsinvariante Form von LDA+U [155]. Ein wesentlicher Unterschied zwischen beiden
Gleichungen ist allerdings, dass LDA+U auch den Hartree-Term entha¨lt. Des Weite-
ren wird fu¨r LDA+U der abgeschirmte U-Tensor beno¨tig. PBE0r benutzt hingegen den
nichtabgeschirmten Tensor. Da der exakte Austausch von PBE0r noch mit dem Faktor
a = 0.25 multipliziert wird, kann dieser als “screening” Faktor interpretiert werden.
Obwohl PBE0r zu LDA+U relativ a¨hnlich ist, sei hier der konzeptionelle Vorteil von
PBE0r hervorgehoben: PBE0r benutzt keinen systemabha¨ngigen Parameter wie LDA+U.
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3.2 Implementierung von PBE0r in den CP-PAW Code
Fu¨r die Implementierung von PBE0r in das CP-PAW Programm ist die Definition eines
korrelierten Unterraums notwendig. Diese Definition ist nicht eindeutig und kann im
Prinzip den ganzen Raum beinhalten. In der Implementierung von Tran et. al. [4] in
FLAPW im Jahr 2006 ist der korrelierte Unterraum allerdings “on-site”. Wir implemen-
tierten ebenfalls eine “on-site” Variante, wobei die Entwicklung des Codes historisch in
mehreren Schritten erfolgte. Diese soll im Folgenden kurz dargestellt werden bevor auf
Details der Implementierung na¨her eingegangen wird.
Im ersten Schritt wurde von mir im Jahr 2007 eine Version in PAW implementiert, mit
welcher es mo¨glich war, genau eine Schale korreliert zu behandeln. Dieser Code wurde
von Peter Blo¨chl u¨berarbeitet und wesentlich erweitert. Die Erweiterung beinhaltet die
Mo¨glichkeit, mehrere Schalen gleichzeitig korreliert zu behandeln. Des Weiteren wurden
von Blo¨chl lokale Orbitale konstruiert, eine Kern-Valenzkorrektur implementiert und die
Konstruktion des Setups mit dem PBE0 Funktional ermo¨glicht.
Ku¨rzlich erfuhren wir von einer anderen Implementierung von PBE0r in PAW von Jollet
et. al. [156] aus dem Jahr 2009. Diese Implementierung erfolgte in den ABINIT-Code
[157]. Jollet et. al. zeigen die Funktionalita¨t der Implementierung an einer Studie von
NiO, an Plutoniumoxiden und an UO2, wobei hier nur die d- bzw. f-Schale korreliert
behandelt wird. Die genauen Ergebnisse diskutieren wir spa¨ter.
Den korrelierten Unterraum kann man durch lokalisierte Orbitale definieren, welche
wir hier zuna¨chst allgemein mit χα bezeichnen wollen. Eine genauere Definition wird
spa¨ter noch gegeben. Mit χα ist dann die Berechnung der korrelierten Dichtematrix ρ
c
α,β
mo¨glich, des Weiteren die Berechnung des U-Tensors Uα,β,γ,δ. Dies sind neben der PBE
Austauschenergie diejenigen Gro¨ßen, welche zur Berechnung von Ex[ρ
c] in 3.8 notwendig
sind. Der Term EPBEx [ρ
c] ist durch die Routine AUGMENTATION XC des CP-PAW
Codes leicht berechenbar.
Die korrelierte Dichtematrix ρcα,β erhalten wir durch Projektion der Kohn-Sham Zusta¨nde
ϕi. Dies diskutieren wir im Folgenden etwas genauer. Sei dazu πα ein Satz von Projek-
torfunktionen. Es wird nun angenommen, dass man die Kohn-Sham Wellenfunktionen
ϕi als Superposition der lokalen Orbitale χα in der Form
|ϕi〉 =
∑
α
|χα〉〈πα|ϕi〉 (3.10)
darstellen kann. Hierzu sei auch auf den Anhang A.2 verwiesen, wo die Gestalt des
Einsoperators in einer nichtorthogonalen Basis diskutiert wird. Um 3.10 zu erfu¨llen muss
〈πβ |χα〉 = δα,β gelten, wie man leicht nachrechnen kann, wenn man an Gleichung 3.10
von links mit 〈πβ | multipliziert. Neben πα fu¨hren wir des Weiteren π˜α ein, wobei folgende
beiden Eigenschaften gelten sollen
〈π˜α| =
∑
Λ
Aα,Λ〈p˜Λ| (3.11)
〈πα|ϕi〉 = 〈π˜α|ϕ˜i〉. (3.12)
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Die ϕ˜i sind die in Kapitel 1.8 diskutierten Hilfswellenfunktionen und p˜Λ die ebenfalls dort
vorgestellten Projektorfunktionen. Nun betrachten wir den Dichteoperator ρˆ, welchen
wir mit den Besetzungszahlen fi der Kohn-Sham Orbitale |ϕi〉 in der Form
ρˆ =
∑
α,β
|χα〉〈πα|ρˆ|πβ〉〈χβ |
=
∑
α,β
|χα〉
(∑
i
〈πα|ϕi〉fi〈ϕi|πβ〉
)
〈χβ |
(3.13)
angeben ko¨nnen. Dies bedeutet, dass die komplette Dichtematrix die Gestalt
ρα,β =
∑
i
〈πα|ϕi〉fi〈ϕi|πβ〉
=
∑
i
〈π˜α|ϕ˜i〉fi〈ϕ˜i|π˜β〉
(3.14)
hat. Hierbei haben wir Gleichung 3.12 verwendet. Setzen wir nun die Beziehung 3.11 in
3.14 ein, dann ergibt sich
ρα,β =
∑
i,γ,δ
Aγ,α〈p˜α|ϕ˜i〉fi〈ϕ˜i|p˜β〉A†β,δ. (3.15)
Wir sind aber nicht an der kompletten Dichtematrix interessiert, sondern an einer lokalen
Dichtematrix, bezeichnet mit ρcα,β . Diese erhalten wir aus 3.15, indem wir die Summen
auf “on-site” Beitra¨ge einschra¨nken.
3.2.1 Wahl der lokalisierten Orbitale
Fu¨r die Definition der lokalisierten Orbitale wird in der Implementierung in WIEN2K
[158] von Tran et. al. [4] die kugelsymmetrische Dichte ρl00(~r) verwendet, wobei diese
Vorgehensweise in der Arbeit von Nova´k et. al. [5] zu finden ist (siehe Anhang C.2).
Wir entschieden uns hingegen fu¨r eine andere Strategie, welche auf eine Idee von Peter
Blo¨chl zuru¨ckgeht. Wir versuchen “tight binding” Orbitale zu konstruieren, bei denen
die Reichweite durch einen physikalischen Effekt, na¨mlich eine effektive Pauli-Repulsion
auf den Nachbaratomen, eingestellt wird. Diese Orbitale werden in einer LMTO artigen
Darstellung als augmentierte Umhu¨llungsfunktionen (u¨berlagerte Hankel-Funktionen)
repra¨sentiert. Bei diesen Orbitalen wird nur der fu¨hrende Drehimpuls auf dem Zentrala-
tom beru¨cksichtigt und die Beitra¨ge außerhalb des Zentralatoms durch einen exponen-
tiellen Abfall dargestellt. Diese Konstruktion fu¨hrt also zu einem reinen Drehimpuls
bezu¨glich des Zentralatoms.
Historisch sei angemerkt, dass in einem ersten Schritt lokalisierte Orbitale mittels einer
Superposition aus Partialwellen φΛ konstruiert wurden. Bei dieser Konstruktion war die
Wahl eines Radiuses rc notwendig, welcher die Reichweite der Orbitale angab. Es zeigte
sich, dass man mit Hilfe dieser ersten Konstruktion fu¨r verschiedene korrelierte Materia-
lien brauchbare Ergebnisse erhalten kann. Die Resultate sind allerdings relativ stark von
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Abbildung 3.1: Abha¨ngigkeit der Bandlu¨cke von den korrelierten Radien rc. Bei den
vorliegenden Rechnungen von FeO wurde die s- und d-Schale des Eisens
und die s-Schale des Sauerstoffs korreliert behandelt. Gestrichelt sind die
ASA-Radien (“atomic sphere approximation”) von Sauerstoff bzw. Eisen
und der Abstand zu dem na¨chsten Nachbaratom. Innerhalb des so erhal-
tenen Rechtecks erha¨lt man einen Bereich, welcher fu¨r die beiden Radien
erwartet werden kann. Die Bandlu¨cke a¨ndert sich in diesem Bereich stark
(ca. 1.5 eV). Dies fu¨hrte zu einer neuen Definition der lokalen Orbitale,
bei welcher die Struktur explizit einbezogen wurde. Das Bild wurde in
Zusammenarbeit mit Axel Ehrich erstellt.
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dem Parameter rc abha¨ngig. Dies ist beispielhaft fu¨r die Bandlu¨cke von FeO im Rahmen
dieser Arbeit untersucht worden und in der Abbildung 3.1 illustriert.
Es sei angemerkt, dass in der Publikation von Jollet et. al. [156] ebenfalls auf eine starke
Abha¨ngigkeit der Bandlu¨cke der PBE0r Resultate hingewiesen wird, welche aufgrund
von metastabilen Zusta¨nden auftreten. Dies wurde von Jollet et. al. anhand einer Stu-
die von UO2 untersucht. Die hier gefundene starke Abha¨ngigkeit der Bandlu¨cke bei der
Studie von FeO ist aber mit sehr hoher Wahrscheinlichkeit nicht auf solche metastabilen
Zusta¨nde zuru¨ckzufu¨hren. Viel wahrscheinlicher ist, dass sich die Anzahl der korrelier-
ten Elektronen mit dem Radius rc hier stark vera¨ndert hat, was dann zu einer anderen
Bandlu¨cke fu¨hrt, a¨hnlich wie bei LDA+U Rechnungen, wo die Bandlu¨cke ebenfalls stark
von der Besetzung abha¨ngig ist (vergleiche dazu auch Gleichung 2.3).
3.2.2 Kern-Valenz-Korrektur
Die Kern-Valenz-Korrektur wurde von Peter Blo¨chl vorgeschlagen und auch von ihm in
den CP-PAW Code implementiert. Sie wurde aus Konsistenzgru¨nden eingefu¨hrt um alle
“on-site” Beitra¨ge mit PBE0 beschreiben zu ko¨nnen. Wir verwenden diese Approxima-
tion in den vorgestellten Rechnungen und stellen die Korrektur hier in Kurzform vor.
Wir betrachten dazu den Ausdruck fu¨r EKS exaktx in 3.1. Der Index i kann nun sowohl auf
ein Kernelektron ic sowie ein Valenzelektron iv verweisen. Daher la¨sst sich 3.1 durch
EKS exaktx = −
1
2
∑
i,j
fifj U
KS
i,j
= −1
2
(
∑
iv ,jv
fivfjv U
KS
iv ,jv +
∑
ic,jc
ficfjc U
KS
ic,jc)−
∑
iv ,jc
fivfjc U
KS
iv ,jc︸ ︷︷ ︸
:=Ecvx
(3.16)
angeben. Wir sind im Speziellen an dem Kern-Valenz-Austauschterm Ecvx interessiert.
Dieser la¨sst sich mittels eines nichtlokalen Potentials V (~x, ~x′) durch
Ecvx = −
∑
iv ,jc
∫ ∫
d4xd4x′
ϕ∗iv(~x)ϕ
∗
jc
(~x′)ϕjc(~x)ϕiv(~x′)
|~r − ~r′|
= −
∑
iv
fiv
∫ ∫
d4xd4x′ ϕ∗iv(~x)ϕiv(~x
′)
∑
jc
fjc
ϕjc(~x)ϕ
∗
jc
(~x′)
|~r − ~r′|︸ ︷︷ ︸
:=V (~x,~x′)
(3.17)
schreiben. Die Kernwellenfunktionen ϕjc sind jeweils ein Produkt aus einer Kugelfunk-
tion und einer Radialfunktion. Innerhalb der atomaren Region lassen sich die Valenz-
wellenfunktionen ϕiv mittels Partialwellen darstellen, wodurch sich der obige Ausdruck
wesentlich vereinfachen la¨sst.
3.2.3 U-Tensor
Im Unterschied zu LDA+U wird fu¨r das PBE0r Funktional der unabgeschirmte U-Tensor
beno¨tigt. Fu¨r dessen Berechnung nutzen wir im Wesentlichen aus, dass wir dessen Defi-
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nitionsgleichung 2.27 wie folgt umschreiben ko¨nnen
Ua,b,c,d =
∫
d3r
∫
d3r′
e2χ∗a(~r)χ∗b(~r
′)χc(~r)χd(~r′)
4πε0|~r − ~r′|
: =
∫
d3rρca,c(~r)
∫
d3r′
ρcb,d(~r
′)
4πε0|~r − ~r′| .
Der Term
∫
d3r′
ρcb,d(~r
′)
4πε0|~r−~r′| hat die Struktur einer Lo¨sung der aus der Elektrodynamik be-
kannten Poisson-Gleichung. Deswegen kann hier die Subroutine RADIAL$POISSON des
CP-PAW Codes zur Lo¨sung herangezogen werden. Fu¨r eine ausfu¨hrlichere Darstellung
verweisen wir auf den Anhang C.1.
3.3 Resultate
Mit dem in den CP-PAW Code implementierten PBE0r Funktional wurden nun die bei-
den d-Materialien FeO und Fe2O3 sowie die beiden f-Systeme CeO2 und Ce2O3 studiert.
Entsprechende Vergleichsrechnungen mit dem reinen PBE-Funktional wurden ebenfalls
durchgefu¨hrt. Die erhaltenen Ergebnisse werden im Folgenden vorgestellt.
3.3.1 Details der durchgefu¨hrten Rechnungen
Fu¨r unsere Rechnungen mit dem CP-PAW Code wurde sowohl fu¨r die beiden Eisenoxide
sowie fu¨r die beiden Oxides des Cers ein Ebene-Wellen “Cutoff” von 50 Rydberg ver-
wendet. Testrechnungen mit 70 Rydberg fu¨r FeO und CeO2 fu¨hren zu vernachla¨ssigbar
kleinen Vera¨nderungen der Resultate (vergleiche Tabelle 3.1 bzw. 3.3). Die Parameter
der fu¨r die Rechnungen notwendigen Setups sind in Anhang C.3 angegeben. Fu¨r Sauer-
stoff wurden 2210-Projektoren (2s-, 2p-, 1d- und 0 f-Projektoren) verwendet, fu¨r Eisen
2220 und fu¨r Cer 2222.
Die k-Raumzelle wurde fu¨r FeO in 5×6×6 Einheiten unterteilt. Im Realraum benutzen
wir eine asymmetrische Zelle mit zwei Formeleinheiten. Fe2O3 wird mit einer symme-
trischen Zelle im Realraum berechnet (ebenfalls zwei Formeleinheiten), wobei 6× 6× 6
k-Punkten verwendet werden. Aufgrund der vorliegenden antiferromagnetischen Ord-
nung werden fu¨r beide Eisenoxide spinpolarisierte Rechnungen durchgefu¨hrt. Fu¨r die
Rechnungen von Ce2O3 wird eine hexagonale Realraumzelle benutzt (zwei Formelein-
heiten). Es wird mit 6× 6× 4 k-Punkten gerechnet. Die Rechnungen sind ebenfalls alle
spinpolarisiert. Nichtspinpolarisiert wurde hingegen das paramagnetische CeO2 berech-
net. Die Realraumzelle ist symmetrisch mit einer Formeleinheit. Die Rechnungen werden
mit 6× 6× 6 k-Punkten durchgefu¨hrt.
Die Abha¨ngigkeit der entsprechenden Resultate von der Anzahl der k-Punkte wurde
ebenfalls u¨berpru¨ft. Der vernachla¨ssigbare Einfluss ist ebenfalls in der Tabelle des jewei-
ligen Materials zu finden.
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3.3.2 ¨Ubergangsmetalloxide
U¨bergangsmetalloxide sind eine interessante Materialklasse, da sie eine Vielfalt an physi-
kalischen und chemischen Eigenschaften aufweisen. Sie ko¨nnen Isolatoren sein, Halbleiter
oder auch Leiter und zeigen sich ferro-, ferri- oder auch antiferromagnetisch. Aus die-
sem Grunde sind sie technologisch vielfa¨ltig einsetzbar, unter anderem als Werkstoff im
Hochtemperatur- oder Elektrotechnikbereich, in der Katalyse oder auch im IT-Bereich
[159]. Einige von ihren Eigenschaften sind seit der Antike bekannt, wie z. B. die magne-
tischen Eigenschaften von Magnetit (Fe3O4), andere hingegen sind Bestandteil aktueller
Forschung wie die Supraleitfa¨higkeit, welche einige dieser Oxide aufweisen. Fu¨r einen
ausfu¨hrlichen Einblick in die Thematik der U¨bergangsmetalloxide sei auf das Buch von
Cox [160] verwiesen.
Die Kristallstrukturen der U¨bergangsmetalle sind vielfa¨ltig, wobei man z. B. die Korund-
Struktur oft fu¨r Festko¨rper des Typs M2O3 und die Perowskit- Struktur u¨blicherweise
fu¨r AMO3- Verbindungen findet. M entspricht hierbei dem U¨bergangsmetall und A ist
typischerweise ein Metall links von den U¨bergangsmetallen im Periodensystem [160]. Fu¨r
die Monoxide der U¨bergangsmetalle findet man die NaCl Struktur, wobei zu bemerken
ist, dass es kleine Abweichungen davon gibt. Hierzu sei auf die ausfu¨hrliche Diskussion
in [161] und den dortigen Referenzen verwiesen.
3.3.3 FeO
FeO, zu Ehren von F. Wu¨st, dem Gru¨nder des Kaiser-Wilhelm Institutes fu¨r Eisen-
forschung in Du¨sseldorf, auch Wu¨stit genannt (siehe beispielsweise [162]), ist eine der
Hauptkomponenten des Erdmantels. Es kommt unter Normalbedingungen nicht in rei-
nem Zustand vor. Man kann allerdings mittels Oxidation von Eisen und anschließendem
Abschrecken ein metastabiles Oxid erhalten [159].
Wu¨stit nimmt bei niedrigen Dru¨cken und Temperaturen eine rhomboedrisch-verzerrte
NaCl-Struktur (B1) an [163]. Die Gitterkonstante betra¨gt ac = 4.334 A˚ nach [164].
Neueste Studien von fast reinem FeO [165] finden eine monokline Zelle in der Raum-
gruppe C2/m, mit den Dimensionen a=5.2615(1) A˚, b=3.0334 A˚ und c=3.0602(1) A˚.
Der Winkel betra¨gt β=124.649◦.
Wu¨stit ist ein Isolator und unterhalb der Ne´el Temperatur von 195 K antiferromagnetisch
(AF-II, siehe dazu Abbildung 3.2). Fu¨r das magnetische Moment findet man experimen-
tell 3.32µB nach einer Arbeit von Roth [166] bzw. 4.2µB nach Battle et. al. [167]. Wie
in [4] und den dortigen Referenzen bemerkt, ist ein magnetisches Moment von 4.2µB
aufgrund eines Bahnmoments von ungefa¨hr 1µB wahrscheinlicher.
Der genau Wert der Bandlu¨cke wird von vielen Autoren mit 2.4 eV [168] angegeben,
ist allerdings aufgrund einer Arbeit von Balberg und Pinch [169] strittig. Diese fanden
eine schwache optische Adsorption zwischen 0.5 eV und 2.0 eV. Eine weitere Diskussion
gibt es daru¨ber, ob das Material ein Ladungstransfer- oder ein Mott-Hubbard Isolator
ist bzw. welchen Charakter das Valenzband hat. Hier wird entweder ein reiner 3d- [168]
oder ein gemischter O2p/3d- Charakter [170] angegeben. Auf beide Punkte wird eben-
falls in [4] hingewiesen. Hierzu sei noch angemerkt, dass LDA+U Rechnungen zeigen,
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Abbildung 3.2: AF-II Struktur von FeO. Die Eisenatome mit positivem Spin sind in
gru¨n, die Eisenatome mit negativem Spin in blau dargestellt. Rot: Sau-
erstoffatome.
dass sich der Charakter der Bandlu¨cke fu¨r U¨bergangsmetallmonooxide von MnO zu NiO
langsam von einem Mott-Hubbard zu einem Ladungstransferinsolator a¨ndert [171].
Seit Mitte der 80-iger Jahre ist bekannt, dass LDA fu¨r dieses Material eine metallische
Lo¨sung liefert, im Widerspruch zum Experiment [57]. Auch mit GGA erha¨lt man ein
Metall. Mit der LDA+U Methode oder auch mit den Hybridfunktionalen B3LYP, HSE
und PBE0 bzw. PBE0r ist hingegen eine O¨ffnung der Bandlu¨cke mo¨glich (vergleiche mit
Tabelle 3.1).
GGA Funktionale unterscha¨tzen die Gitterkonstante, wobei PBE die Gitterkonstante
sehr gut beschreiben kann. Die von Tran et al. [4] durchgefu¨hrte LDA+U Rechnung
unterscha¨tzt die Gitterkonstante ebenfalls, liegt noch unterhalb des gefundenen PBE
Resultats.
Das magnetische Moment liegt im Falle von PBE zwischen den beiden in Tabelle 3.1
angegebenen experimentellen Werten. Das Resultat liegt mit 3.49 µB allerdings nahe an
dem experimentellen Wert von 3.32 µB, von welchem wir zuvor schon gesagt hatten, dass
dieser eher zu klein ist. Eine entsprechende Korrektur mit LDA+U erho¨ht das magneti-
schen Moment im Vergleich zu einem reinen DFT-Funktional, was fu¨r diese Korrektur
typisch ist. LDA+U liefert daher wohl aufgrund der obigen Anmerkung eine verbesserte
Beschreibung des Moments.
Fu¨r unsere Studien von FeO wurden die in 3.3.1 angegebenen Parameter verwendet.
Die kleinen Abweichungen von der NaCl Struktur, auf welche wir in 3.3.2 hingewiesen
haben, werden vernachla¨ssigt, was auch in [4] so gemacht wurde.
Mit dem PBE Funktional erhalten wir fu¨r FeO wie erwartet eine metallische Lo¨sung im
Widerspruch zum Experiment (vergleiche auch mit der Zustandsdichte in Abbildung 3.3
linke Seite, oberes Bild). Unsere Ergebnisse sind des Weiteren den PBE Resultaten von
Tran et. al. sehr a¨hnlich, wenn man die entsprechenden Werte fu¨r die Gitterkonstante
bzw. das magnetische Moment in Tabelle 3.1 miteinander vergleicht. Die Gitterkonstante
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a [A˚] mt (ml) [µB] ∆ [eV]
PBE [4] 4.30 3.49 (0.08) 0.0
LDA+U [4] (Ueff=5.91) 4.28 4.23 (0.63) 1.7
HSE [152] 4.33 3.63 2.2
PBE0r [4] 4.40 4.30 (0.75) 1.2
PBE 4.29 3.50 0.0
PBE K 4.29 3.50 0.0
PBE 70 4.29 3.50 0.0
PBE0r (Fe-d) 4.46 3.77 1.13
PBE0r (Fe-d) K 4.46 3.77 1.13
PBE0r (Fe-d) 70 4.45 3.77 1.15
PBE0r (Fe-d)∗ 4.44 3.75 1.15
PBE0r (Fe-d) 4.334 3.75 1.39
PBE0r (Fe-sd, O-sp) 4.47 3.75 1.67
PBE0r (Fe-sd, O-sp) K 4.48 3.75 1.73
PBE0r (Fe-sd, O-sp) 70 4.47 3.75 1.70
PBE0r (Fe-sd, O-sp)∗ 4.45 3.75 1.69
PBE0r (Fe-sd, O-sp) 4.334 3.74 2.15
PBE0r (Fe-sd, O-sp, CVT) 4.48 3.84 1.91
PBE0r (Fe-sd, O-sp, CVT) K 4.48 3.84 1.89
PBE0r (Fe-sd, O-sp, CVT) 70 4.47 3.83 1.93
PBE0r (Fe-sd, O-sp, CVT)∗ 4.45 3.83 1.89
PBE0r (Fe-sd, O-sp, CVT) 4.334 3.81 2.19
Expt. 4.334 [166] 3.32 [166], 4.2 [167] 2.4 [168]
∗ ohne PBE0 Setup
CVT: Kern-Valenz Korrektur
70: 70 Rydberg
Tabelle 3.1: Theoretische Beschreibung von FeO im Vergleich zum Experiment. a
kennzeichnet die Gitterkonstante, mt die Superposition aus magnetischem
Spin- und Bahnmoment, welches mit ml gekennzeichnet ist und ∆ ist die
Bandlu¨cke. Details der Rechnungen findet man in Kapitel 3.3.1.
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unterscheidet sich nur um 0.01 A˚, das magnetische Moment um 0.08 µB.
Vergleichen wir die PBE0r Ergebnisse bei korrelierter d-Schale des CP-PAW Codes mit
denen von Tran et. al., dann sehen wir, dass beide Resultate eine Gitterkonstante vor-
hersagen, welche gro¨ßer als das Experiment ist. Das CP-PAW Ergebnis liegt dabei noch
etwas mehr als ein Prozent u¨ber dem FLAPW- Resultat und fast 3 Prozent u¨ber dem
experimentellen Wert. Die Gro¨ße der Bandlu¨cke ist hingegen vergleichbar, unterscheidet
sich um weniger als 0.1 eV. Fu¨r das magnetische Moment des Spins liegt ein Unterschied
von 0.17 µB vor. Behandelt man die s- Schale des Eisens bzw. die s- und p-Schale des
Sauerstoffs zusa¨tzlich korreliert, dann ist der Einfluss auf das magnetische Moment klei-
ner als 0.1 µB und die Gitterkonstante vera¨ndert sich ebenfalls nur um etwa ein halbes
Prozent. Großen Einfluss hat die zusa¨tzlich korrelierte Behandlung der anderen Schalen
hingegen auf die Bandlu¨cke ∆. Diese vergro¨ßert sich um 0.8 eV, wenn wir die Ergebnisse
der Hybridrechnungen mit reiner d-Schale bzw. bei voll eingeschaltetem lokalen Hybrid-
funktional miteinander vergleichen.
Die Gitterkonstante wird bei allen vorliegenden Rechnungen fu¨r FeO mit dem lokalen
Hybridfunktional u¨berscha¨tzt. Diesen Trend finden wir auch bei den anschließend dis-
kutierten Rechnungen fu¨r Fe2O3 bzw. fu¨r beide Oxide des Cers. Wir entschieden uns
daher, auch Hybridrechnungen durchzufu¨hren bei welchen wir das Setup mit PBE0 kon-
struierten. Die Hoffnung war eine verbesserte Beschreibung der Gitterkonstante, was
sich allerdings nicht besta¨tigte. Wir erkennen in Tabelle 3.1, dass Rechnungen mit ei-
nem solchen Setup im Vergleich zu den ansonst a¨quivalenten Hybridrechnungen fu¨r FeO
praktisch identische Ergebnisse liefern. Dies gilt sowohl fu¨r die Gitterkonstante, fu¨r das
magnetische Moment und auch fu¨r die Bandlu¨cke. Ebenfalls fu¨hrten wir Rechnungen bei
fester, experimenteller Gitterkonstante durch. Diese Resultate sind auch in der Tabelle
3.1 aufgelistet. Wir sehen eine praktisch vernachla¨ssigbare Vera¨nderung des Moments im
Vergleich zu den Rechnungen bei optimierter Gitterkonstante und eine um etwa 0.3 bis
0.4 eV gro¨ßere Bandlu¨cke ∆. Hierzu ist zu bemerken, dass man eine Vergro¨ßerung von ∆
bei experimenteller Gitterkonstante mit PBE0r auch vermuten kann, wenn man sich das
in der Tabelle angegebene HSE- Resultat ansieht. Mit HSE findet man na¨mlich praktisch
die experimentelle Gitterkonstante und eine Bandlu¨cke von 2.2 eV. Wir finden bei der
experimentellen Gitterkonstante eine mit 2.19 eV praktisch identische Bandlu¨cke, wenn
unser lokales Hybridfunktional voll eingeschaltet ist.
3.3.4 α− Fe2O3
Eisen(III)-oxid Fe2O3 existiert in drei verschiedenen Modifikationen. Neben dem natu¨rlich
vorkommenden α-Fe2O3, auch Ha¨matit genannt, existieren noch β-Fe2O3 und γ-Fe2O3
[159], wobei γ-Fe2O3 aufgrund der gleichen Zusammensetzung wie Ha¨matit und seiner
zu Magnetit (Fe3O4) a¨hnlichen Struktur Maghemit (steht fu¨r magnetite bzw. hematite)
genannt wird (siehe z. B. [172]). Wir wollen uns im Folgenden allerdings nur mit Ha¨matit
auseinandersetzen.
Ha¨matit ist das am la¨ngsten bekannte Eisenoxid. Man findet es sehr ha¨ufig in Bo¨den
und Felsen. Die Bezeichnung Ha¨matit stammt von dem griechischen Wort haima, was
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Abbildung 3.3: Zustandsdichten der beiden Eisenoxide FeO (linke Seite) und Fe2O3
(rechte Seite), jeweils fu¨r das PBE-Funktional (oben) und fu¨r das Hybrid-
funktional PBE0r mit korrelierte d-Schale (unten). Man erkennt, dass
wir fu¨r FeO mit PBE eine metallische Lo¨sung erhalten, mit PBE0r hin-
gegen einen Isolator. Fu¨r Fe2O3 finden wir fu¨r beide Rechnungen eine
Bandlu¨cke.
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BA
B
A
Abbildung 3.4: Struktur von α-Fe2O3. In Richtung der z-Achse ist der Abstand der Ei-
senatome (blau) unterschiedlich groß. Die kleine Distanz ist hier mit A
gekennzeichnet, die große Distanz mit B.
62
u¨bersetzt Blut bedeutet und ist auf dessen rote Farbe zuru¨ckzufu¨hren. Ha¨matit ist ein
wertvolles Erz und ein wichtiges Pigment [173].
Ha¨matit kristallisiert in der Korund (α− Al2O3) -Struktur (Raumgruppe R3c) [174].
Die Gitterkonstanten der hexagonalen Einheitszelle betragen a=5.029 A˚ und c=13.730 A˚
nach [174] bzw. a=5.035 A˚ und c=13.747 A˚ nach [175]. Das Verha¨ltnis zwischen c und a
betra¨gt bei beiden experimentellen Arbeiten ungefa¨hr 2.73.
Die primitive Zelle von Ha¨matit ist rhomboedrisch mit ar=5.427 A˚ und α = 55, 3
◦ [173].
Es befinden sich zwei Formeleinheiten in der primitiven Zelle. Neben ar und α werden
noch zwei interne Freiheitsgrade beno¨tigt, welche u¨blicherweise mit zFe und xO bezeich-
net werden. Sie ko¨nnen mit zFe = 0.10534 und xO = 0.3056 angegeben werden.
Der Zusammenhang zwischen rhomboedrischer und hexagonaler Zelle lautet wie folgt:
a = 2ar sin(
α
2
)
c = ar
√
3 + 6 cos(α).
In Richtung der z-Achse findet man ein Paar aus Eisenatomen mit einem kleinen und
ein anderes Paar mit einem gro¨ßeren Abstand. Experimentell findet man fu¨r die ku¨rzere
Distanz (Typ A) 2.883 A˚ nach [174] bzw. 2.896 A˚ nach [175]. Fu¨r die gro¨ßere Distanz
erha¨lt man 3.982 A˚ bzw. 3.977 A˚. Dies wird in der Darstellung der Struktur in Abbildung
3.4 illustriert.
Die elektronische Struktur von Ha¨matit wurde mit Hilfe von Photoelektronen- und inver-
ser Photoelektronenspektroskopie untersucht. Da die obere Valenzbandkante hauptsa¨ch-
lich Sauerstoff p Charakter hat, wird α− Fe2O3 als Ladungstransfer-Isolator eingestuft
[176–178]. Die Gro¨ße der Bandlu¨cke betra¨gt 2 eV [179].
Unterhalb der sogenannten Morin Temperatur von 260K ist Ha¨matit antiferromagne-
tisch, daru¨ber bis zur Ne´el- Temperatur von 955K schwach ferromagnetisch und ab der
Curie-Temperatur paramagnetisch [180–183]. Das experimentelle magnetische Moment
betra¨gt 4.9 µB[184].
In der Literatur werden folgende magnetischen Konfigurationen von Ha¨matit diskutiert:
+ + ++, +−−+, +−+− und + +−−. + bzw. − Minus kennzeichnen die zwei unter-
schiedlichen Spinrichtungen. + − −+ bedeutet zum Beispiel, dass die Eisenatome mit
z=0 (unterste blaue Lage der in Bild 3.4 dargestellten Zelle) und die Eisenatome der
Lage z=A+B+A (vierte blaue Lage in 3.4) Spin up einnehmen, die Eisenatome mit
z=A (zweite blaue Lage) und z=A+B (dritte blaue Lage) Spin down. Die Konfiguration
+ +−− ist die experimentell beobachtete antiferromagnetische Grundzustandskonfigu-
ration.
Ha¨matit wurde ku¨rzlich von Rollmann et. al. [185] mit Hilfe der PAW-Implementierung
des VASP Codes [186–189] mit GGA und GGA+U ausfu¨hrlich theoretisch untersucht.
Weitere theoretische Arbeiten existieren von Punkkinen et. al. [190] (PBE+U), Catti et.
al. [191] (HF) und Sandratskii et. al. [192] (LSDA).
Sowohl mit LSDA wie auch mit einem GGA Funktional erha¨lt man eine isolierende
Lo¨sung fu¨r Fe2O3. Die Bandlu¨cke und auch das magnetisches Moment werden mit GGA
allerdings stark unterscha¨tzt. Die Beschreibung der Gitterkonstanten a und c kann hin-
gegen als gut angesehen werden, a wird um weniger als ein Prozent zu klein beschrieben,
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c um weniger als ein Prozent zu groß. Mit LDA+U la¨sst sich die Bandlu¨cke erwartungs-
gema¨ß besser beschreiben, entsprechendes gilt fu¨r die Resultate fu¨r das magnetische
Moment. Optimiert man wie Rollman et. al. auch die Gitterkonstante, dann findet man
mit GGA+U bei ca. U=5 eV den experimentellen Wert von a und ebenfalls das korrekte
Verha¨ltnis von a und c. Hierzu sei auch auf Tabelle 3.2 verwiesen.
In unsere Studie von Fe2O3 konzentrieren wir uns auf ++−− Konfiguration. Unsere Re-
sultate fu¨r Fe2O3 mit dem CP-PAW Code zeigen, dass man mit dem PBE0
r Funktional
sowohl das Resultat fu¨r die Bandlu¨cke, als auch das magnetische Moment im Vergleich
zum Experiment verbessern kann, a¨hnlich zu der diskutierten LDA+U Beschreibung.
Die Bandlu¨cke wird mit PBE0r (Fe-d) um ca. 0.4 eV u¨ber-, das magnetische Moment
hingegen um etwa 0.6 µB unterscha¨tzt (siehe Tabelle 3.2 und auch die Zustandsdichte
in Abbildung 3.3 rechte Seite, unteres Bild). Eine korrelierte Behandlung der s- Orbi-
tale von Eisen bzw. der s- und p- Orbitale des Sauerstoffs [PBE0r (Fe-sd, Osp)] hat
kaum Einfluss auf dieses Resultat. Die Kern-Valenzkorrektur korrigiert das Ergebnis
fu¨r die Bandlu¨cke noch um ca. 0.4 eV nach oben, das magnetisches Moment ist im Ver-
gleich zu den Hybridrechnungen ohne Kern-Valenzkorrektur etwa um etwa 0.1 µB gro¨ßer.
Fu¨r alle Hybrid-Rechnungen von Fe2O3 finden wir die schon in Kapitel 3.3.3 erwa¨hnte
U¨berscha¨tzung der Gitterkonstanten, fu¨r dieses Material etwa um 2.5 bis 3 Prozent je
nach Hybridbeitrag. Hierzu ist anzumerken, dass zwar beide Gitterkonstanten zu groß
beschrieben werden, deren Verha¨ltnis c/a im Vergleich zum Experiment hingegen gut
wiedergegeben wird.
Wie fu¨r Wu¨stit (FeO) fu¨hrten wir auch fu¨r Ha¨matit Rechnungen bei fester, experimentel-
ler Gitterkonstante durch. Die Ergebnisse zeigen, dass man fu¨r das magnetische Moment
praktisch identische Resultate erha¨lt, unabha¨ngig von der Optimierung der Gitterkon-
stante. Entsprechendes gilt fu¨r Ergebnisse der Bandlu¨cke, welche um maximal 0.1 eV
kleiner wird, falls die Gitterkonstante festgehalten wird.
3.4 Ceriumoxide
Lanthanoide: Die auf das Element Lanthan mit der Ordnungszahl 57 fol-
genden na¨chsten 14 Elemente mit den Ordnungszahlen 58 bis 71 werden
Lanthanoide oder auch seltene Erdmetalle genannt. Bei ihnen wird die vier-
te Elektronenschale aufgefu¨llt. Der Begriff seltene Erdmetalle ist historisch
bedingt. Heute ist bekannt, dass diese Elemente nicht so selten sind [159].
Das Element Cer (Ce) mit der Ordnungszahl 58 ist unter den Lanthanoiden das ha¨ufig-
ste. Es wurde 1803 entdeckt. Die Namensgebung erfolgte nach dem zwei Jahre zuvor
entdeckten Himmelsko¨rper Ceres [159]. Die Elektronenkonfiguration ist [Xe]4f26s2.
Die Oxide des Cers spielen als Katalysatoren eine wichtige Rolle [193]. Man glaubt, dass
sie zur Produktion von Wasserstoff zuku¨nftig wesentlich sein ko¨nnten [194, 195].
Die Beschreibung der beiden Oxide des Cers CeO2 und Ce2O3 mit DFT ist aufgrund der
sich unterscheidenden Oxidationszusta¨nde und der damit verbundenen unterschiedlichen
Anzahl von lokalisierten Elektronen sehr unterschiedlich. CeO2 entha¨lt keine besetzten
4f Zusa¨nde und ist demnach mit LDA oder GGA recht gut beschreibbar. Ce2O3 wird
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a [A˚] (c/a) m [µB] ∆ [eV]
GGA [185] 4.998 (2.77) 3.44 0.3
PBE [190] 5.034 (2.73) [fix] 3.43 0.51
GGA+U1 [185] ≈ 5.034 (2.73) [U=5] 4.2 [U=5] 2.0 [U=4]
PBE+U [190] 5.034 (2.73) [fix] 3.84 [U=2] 1.42 [U=2]
PBE 5.01 (2.77) 3.63 0.54
PBE K 5.00 (2.77) 3.63 0.51
PBE 5.03 (2.73) 3.63 0.54
PBE0r (Fe-d) 5.15 (2.72) 4.33 2.44
PBE0r (Fe-d) K 5.16 (2.72) 4.33 2.42
PBE0r (Fe-d)∗ 5.14 (2.72) 4.33 2.46
PBE0r (Fe-d) 5.03 (2.73) 4.31 2.36
PBE0r (Fe-sd, O-sp) 5.18 (2.72) 4.30 2.43
PBE0r (Fe-sd, O-sp) K 5.17 (2.72) 4.30 2.42
PBE0r (Fe-sd, O-sp)∗ 5.15 (2.72) 4.30 2.46
PBE0r (Fe-sd, O-sp) 5.03 (2.73) 4.28 2.35
PBE0r (Fe-sd, O-sp, CVT) 5.19 (2.71) 4.43 2.77
PBE0r (Fe-sd, O-sp, CVT) K 5.19 (2.71) 4.43 2.76
PBE0r (Fe-sd, O-sp, CVT)∗ 5.16 (2.72) 4.43 2.82
PBE0r (Fe-sd, O-sp, CVT) 5.03 (2.73) 4.40 2.75
Expt. 5.029 [174] 5.034 [175] (2.73) 4.9 [184] 2.0 [179]
1 siehe Figur 6 in [185]
∗ ohne PBE0 Setup
CVT: Kern-Valenz Korrektur
K: K=8× 8× 8
Tabelle 3.2: Experimentelle und theoretische Daten fu¨r Fe2O3. Das Verha¨ltnis der beiden
Gitterkonstanten a und c ist mit c/a gekennzeichnet und wurde nach der
Angabe der Gitterkonstante a in runde Klammern gesetzt. Das magnetische
Moment wird mit m bezeichnet und ∆ kennzeichnet die Bandlu¨cke. Fu¨r die
Details der Rechnungen siehe Kapitel 3.3.1.
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hingegen wegen dieser stark lokalisierten Elektronen von Standard-DFT als metallisch
bzw. semi-metallisch (extrem kleine Bandlu¨cke fu¨r das PBE Funktional) beschrieben im
Widerspruch zum Experiment. Dazu sei angemerkt, dass man eine Isolator erha¨lt, wenn
man die 4f Zusta¨nde als Kern-Elektronen behandelt, was von Skorodumova et. al. [196]
nachgewiesen wurde.
Neben den existierenden Standart DFT Rechnungen von Skorodumova et. al. [196], den
LDA+U bzw. GGA+U Berechnungen von Fabris et. al. [197] bzw. Loschen et. al. [198]
wurden beide Oxide ku¨rzlich mit den Hybridfunktionalen PBE0 und HSE von Hay et.
al. [199] und da Silva et. al. [200] untersucht.
Sowohl mit DFT+U als auch mit den Hybridfunktionalen findet man fu¨r den Grundzu-
stand eine isolierende, antiferromagnetische Lo¨sung fu¨r Ce2O3 [197, 199, 200]. Loschen
et. al. [198] konnten zeigen, dass kein einheitlicher U-Parameter fu¨r eine gleichzeitig gute
Beschreibung der Strukturen, relativen Energien und spektroskopischen Eigenschaften
beider Oxide existiert. Ein optimaler U-Parameter kann nur fu¨r eine Eigenschaft der
Oxide angegeben werden.
3.4.1 CeO2
Cerium(IV)oxid kristallisiert in der kubischen Fluorit Struktur von CaF2 (Fm3m) mit
einer Gitterkonstanten von a=5.411 A˚ [201, 202]. Die Struktur ist tolerant gegenu¨ber
einer Reduktion, d. h. es kommt zu keiner Phasena¨nderung. Reines CeO2 ist blass-gelb
wobei die Farbe sensibel auf kleine Beimischungen von anderen Lanthanoiden wie Pr
reagiert [203].
CeO2 ist ein paramagnetischer Isolator mit einer Bandlu¨cke von 3.0 eV [204]. Der ener-
getische Abstand zwischen den O-2p und Ce-5d Niveaus ∆p−d betra¨gt 6.0 eV [204].
Die Beschreibung des Oxides mit LDA bzw. GGA fu¨hrt zu der typischen Unterscha¨tzung
des Gleichgewichtsvolumens fu¨r LDA bzw. der U¨berscha¨tzung fu¨r GGA wie auch in [200]
bemerkt. Mit Hilfe der Hybridfunktionale PBE0 und HSE ist hingegen eine wesentlich
bessere Beschreibung des Gleichgewichtsvolumens mo¨glich.
LDA und auch GGA unterscha¨tzen, wie fu¨r diese Funktionale typisch, die Bandlu¨cke.
Auch die Resultate fu¨r ∆p−d sind um ca. 0.4 eV zu klein. Fu¨r die Hybridfunktionale fin-
det man die entgegengesetzte Situation. Sie u¨berscha¨tzen ∆p−d und auch die Bandlu¨cke.
Hierzu sei auch auf Tabelle 3.3 verwiesen.
Die Details der nun diskutierten Rechnungen mit dem CP-PAW Code finden wir in
Kapitel 3.3.1. Hierbei ist auch anzumerken, dass wir bei unserer Studie der Oxide des
Cer’s zwei unterschiedliche Setupkonfigurationen getestet haben. Unsere Ergebnisse mit
dem PBE-Funktional sind fu¨r beide Setupkonfigurationen nahezu identisch und stimmen
auch sehr gut mit dem des von da Silva et. al. gefundenen PBE Resultat mit der PAW-
Implementierung des VASP Codes [186–189] u¨berein. Die gefundene Gitterkonstante
unterscheidet sich von dem von da Silva et. al. angegebenen Wert nur um 0.02 A˚ fu¨r
die Setupkonfiguration eins bzw. um 0.03 A˚ fu¨r die Setupkonfiguration zwei. Fu¨r ∆p−d
erhalten wir eine Differenz von 0.07 bzw. 0.06 eV (siehe dazu Tabelle 3.3). Wird PBE0r
verwendet, dann bemerken wir zuna¨chst, dass die Resultate fu¨r die Bandlu¨cke ∆ (siehe
auch Zustandsdichte in 3.5) wesentlich sta¨rker von dem verwendeten Setup abha¨ngig sind
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a [A˚] ∆p−d [eV] ∆ [eV]
PBE [200] 5.47 5.64
PBE [199] 5.47 5.8 1.7
PBE+U [200] 5.49 5.3
HSE [200] 5.40 6.96
HSE [199] 5.41 7.0 3.3
PBE0 [200] 5.39 7.93
PBE 5.49 5.71 1.92
PBE K 5.49 5.61 1.82
PBE 70 5.48 5.74 1.93
PBE SE2 5.50 5.7 1.85
PBE0r (Ce-f) 5.60 4.93 2.24
PBE0r (Ce-f) K 5.60 4.85 2.15
PBE0r (Ce-f) 70 5.59 4.96 2.26
PBE0r (Ce-f)∗ SE2 5.62 4.97 1.75
PBE0r (Ce-f)∗ 5.50 5.32 2.30
PBE0r (Ce-f) 5.411 5.23 2.66
PBE0r (Ce-spf, Osp) 5.60 4.78 2.30
PBE0r (Ce-spf, Osp) K 5.60 4.72 2.25
PBE0r (Ce-spf,Osp) 70 5.59 4.80 2.33
PBE0r (Ce-spf, Osp)∗ SE2 5.62 4.76 1.85
PBE0r (Ce-spf, Osp)∗ 5.50 5.22 2.35
PBE0r (Ce-spf, Osp) 5.411 5.06 2.74
PBE0r (Ce-spf, Osp, CVT) 5.60 4.45 2.59
PBE0r (Ce-spf, Osp, CVT) K 5.60 4.43 2.57
PBE0r (Ce-spfCVT,OspCVT) 70 5.59 4.46 2.61
PBE0r (Ce-spf, Osp, CVT) 5.411 4.72 3.08
PBE0r (Ce-spf, Osp, CVT)∗ 5.50 4.93 2.66
PBE0r (Ce-spf, Osp, CVT)∗ SE2 5.63 4.36 2.21
Expt. 5.411 [201, 202] 6.0 [204] 3.0 [204]
∗ ohne PBE0 Setup
CVT: Kern-Valenz Korrektur
SE2: Setup 2
K: K=8× 8× 8
70: 70 Ryd.
Tabelle 3.3: Experimentelle und theoretische Daten (Details der Rechnungen siehe Ka-
pitel 3.3.1) fu¨r CeO2. Neben der Bandlu¨cke ∆ ist der Abstand zwischen den
p-Zusta¨nden des Sauerstoffs und den d-Zusta¨nden des Cers ∆p−d angegeben,
des Weiteren die Gitterkonstante a.
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Abbildung 3.5: Zustandsdichten der beiden Ceriumoxide CeO2 (linke Seite) und Ce2O3
(rechte Seite), jeweils fu¨r das PBE-Funktional (oben) und fu¨r das Hybrid-
funktional PBE0r mit korrelierte f-Schale (unten) bei Setupkonfiguration
eins (siehe Anhang C.3). CeO2 besitzt keine besetzten f-Zusta¨nde und
wird sowohl mit PBE sowie mit PBE0r korrekt als Isolator beschrieben.
Ce2O3 ist mit PBE hingegen (semi-) metallisch und mit PBE0
r nicht-
metallisch.
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Abbildung 3.6: Die Einheitszellen von CeO2 (links) und von Ce2O3 (rechts). Der Atome
des Cer’s sind in blau, die Sauerstoffatome in rot dargestellt. Das Bild
wurde mittels eines Programms von Hendrik Schneider entworfen.
als bei den Rechnungen mit dem PBE Funktional. Wird beispielsweise nur die f-Schale
korreliert, dann finden wir bei der Setupkonfiguration eins eine Bandlu¨cke von 2.24 eV,
fu¨r die Setupkonfiguration zwei eine Bandlu¨cke von 1.75 eV. Der Unterschied ist mit fast
0.5 eV recht betra¨chtlich, mit PBE erha¨lt man hingegen 1.92 eV bzw. 1.85 eV, also einen
Unterschied von nur 0.07 eV. Diesen Trend sehen wir bei all unseren Hybridrechnungen
fu¨r CeO2.
Fu¨r beide Setupkonfigurationen beobachten wir, dass die Bandlu¨cke ∆ umso gro¨ßer
wird, je mehr Schalen mit PBE0r korreliert behandelt werden. Fu¨r ∆p−d finden wir den
entgegengesetzten Trend, ∆p−d verkleinert sich bei zusa¨tzlicher Korrelation. Anzumer-
ken ist hier, dass ein kleinerer Wert fu¨r ∆p−d auch bei der zu PBE0r vergleichbaren
LDA+U Rechnung beobachtet wird. Ebenfalls fu¨r beide Setups finden wir mit dem loka-
len Hybridfunktional die U¨berscha¨tzung der Gitterkonstante. Diese liegt deutlich u¨ber
dem experimentellen Wert (ca. 3.8 Prozent) und ist nahezu unabha¨ngig von der Bei-
mischung des lokalen exakten Austausches. Zuletzt sei noch bemerkt, dass man eine zu
PBE vergleichbare Gitterkonstante mit dem Hybridfunktional PBE0r findet, wenn man
das Setup nicht mit PBE0 sondern mit PBE konstruiert.
3.4.2 Ce2O3
Ce2O3 ist ein antiferromagnetischer Isolator mit einer experimentellen Bandu¨cke von 2.5
eV [205] und einem magnetischen Moment von 2.17 µb [206]. Die Ne´el Temperatur liegt
bei 9 K. Das Material kristallisiert wie die anderen Sesquioxide (sesqui=eineinhalbfach)
der Lanthanide in der Raumgruppe P3m1 mit den Gitterkonstanten a=3.891 A˚ und
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Atomtype x y z
O1 0 0 0
O2 1/3 1/3 1-uO
O3 -1/3 2/3 uO
Ce1 -1/3 2/3 uCe
Ce2 1/3 1/3 1-uCe
Tabelle 3.4: Atompositionen der Sauerstoff bzw. der Atome des Cers von Ce2O3. Es
gilt ~r = x~a1 + y~a2 + z~a3 mit den Gittervektoren ~a1 = a(1, 0, 0), ~a2 =
a(1/2,
√
3/2, 0) und ~a3 = c(0, 0, 1), wobei a=3.891 A˚ und c=6.059 A˚ ist. uCe
bzw. uO ko¨nnen mit uCe = 0.245 bzw. uO = 0.647 angegeben werden [207].
c=6.059 A˚ [207]. Die Struktur besitzt zwei interne Freiheitsgrade und die genauen Atom-
positionen sind in Tabelle 3.4 aufgelistet.
Cerium(III)oxid erscheint gelb (senffarben) [208]. Es ist eine eher seltene Verbindung.
Wie in Kapitel 3.4 bereits erwa¨hnt, beschreiben LDA bzw. GGA (PBE) dieses Material
metallisch bzw. semi-metallisch. Des Weiteren ist der LDA und auch der GGA Grund-
zustand ferromagnetisch. In der Publikation von Fabris et. al. [197] wird zwar auf einen
isolierenden antiferromagnetischen Grundzustand sogar fu¨r das LDA-Funktional hinge-
wiesen, allerdings ist dieser vermutlich auf eine zu große Austauschaufspaltung in der
Pseudopotentialrechnung zuru¨ckzufu¨hren [209] wie auch in [200] bemerkt. LDA+U und
auch die Hybridfunktionale sind hingegen in der Lage, den antiferromagnetischen isolie-
renden Grundzustand korrekt vorherzusagen.
Unsere mit dem CP-PAW Code gefundenen PBE Resultate sind mit denen von da Sil-
va et. al. [200] vergleichbar. Hierzu sei auf die Tabelle 3.5 verwiesen, wo alle Resultate
aufgelistet sind. Die Gitterkonstante a wird mit PBE im Vergleich zum Experiment
um etwas mehr als ein Prozent unter-, c um etwas mehr als ein Prozent u¨berscha¨tzt.
Die Bandlu¨cke kollabiert bzw. mit der zweiten Setupkonfiguration finden wir eine semi-
metallische Lo¨sung mit einer Bandlu¨cke von 0.03 eV (vergleiche hierzu auch mit Abbil-
dung 3.5). Wir finden auch die typische Unterscha¨tzung des magnetischen Moments mit
PBE, bei unseren Rechnungen um fast ein µB im Vergleich zum Experiment. Mit PBE0
r
finden wir hingegen eine isolierende Lo¨sung, unabha¨ngig davon, ob nur die f-Schale oder
auch noch zusa¨tzliche Schalen korreliert behandelt wurden. Wir erhalten ein magneti-
sches Moment in der Gro¨ßenordnung von ca. 1.9 bis 2 µB, je nach Hybridbeitrag. Dieses
Resultat ist praktisch identisch zu den Resultaten der Hybridfunktionale HSE bzw. dem
vollen PBE0 Funktional und auch zu dem Ergebnis mit PBE+U. Beide Gitterkonstanten
werden im Vergleich zum Experiment deutlich u¨berscha¨tzt. Die Gitterkonstante a um bis
zu 2.8 Prozent, c sogar um bis zu 5 Prozent. Anzumerken ist, dass sich die Situation a¨hn-
lich wie bei CeO2 etwas verbessert, wenn man das Setup nur mit dem PBE-Funktional
konstruiert. Dann wird a nur noch um weniger als ein Prozent u¨berscha¨tzt, c allerdings
noch um etwas mehr als 2 Prozent.
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a [A˚] c [A˚] m [µB] ∆ [eV]
PBE(AF) [200] 3.85 6.10 1.52
PBE+U [200] 3.92 6.18 1.94
HSE [200] 3.87 6.08 1.98 2.5
PBE0 [200] 3.87 6.07 1.98 3.5
PBE 3.83 6.15 1.25 0.00
PBE SE2 3.84 6.16 1.31 0.03
PBE0r (Ce-f) 3.98 6.29 2.04 2.53
PBE0r (Ce-f) K 3.98 6.29 2.04 2.59
PBE0r (Ce-f) SE2 3.99 6.30 2.03 2.88
PBE0r (Ce-f)∗ 3.92 6.20 1.97 2.71
PBE0r (Ce-f) 3.891 6.059 2.02 2.28
PBE0r (Ce-spf, O-sp) 3.98 6.29 1.96 2.36
PBE0r (Ce-spf, O-sp) K 3.98 6.30 1.96 2.42
PBE0r (Ce-spf, O-sp) SE2 4.0 6.29 1.96 2.89
PBE0r (Ce-spf, O-sp)∗ 3.92 6.21 1.90 2.71
PBE0r (Ce-spf, O-sp) 3.891 6.059 1.95 2.11
PBE0r (Ce-spf, O-sp, CVT) 3.99 6.29 1.93 1.14
PBE0r (Ce-spf, O-sp, CVT) K 3.99 6.29 1.91 1.21
PBE0r (Ce-spf, O-sp, CVT) SE2 4.0 6.31 1.98 1.69
PBE0r (Ce-spf, O-sp, CVT)∗ 3.92 6.20 1.91 1.67
PBE0r (Ce-spf, O-sp, CVT) 3.891 6.059 1.90 0.87
Expt. 3.891 [207] 6.059 [207] 2.17 [206] 2.5 [205]
∗ ohne PBE0 Setup
CVT: Kern-Valenz Korrektur
SE2: Setup 2
K: K=8× 8× 6
Tabelle 3.5: Theoretische und experimentelle Beschreibung von Ce2O3. Es sind sowohl
die Gitterkonstanten a und c, sowie das magnetische Moment m und die
Bandlu¨cke ∆ aufgelistet (siehe 3.3.1 fu¨r Details der Rechnungen).
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3.4.3 Fazit
Zusammenfassend kann man sagen, dass die Implementierung des PBE0r-Funktionals
in den CP-PAW-Code unkompliziert ist, wenn eine LDA+U Implementierung bereits
vorhanden ist. Der Grund ist, dass PBE0r wie LDA+U “on-site” Korrekturen sind und
man einige von LDA+U bereitgestellten Routinen, wie z. B. die Berechnung der lokalen
Dichtematrix, ebenfalls bei der Implemtierung von PBE0r verwenden kann.
Die mit dem implementierten Funktional gefundenen Resultate sind mit LDA+U ver-
gleichbar. Die Rechenzeit ist im Gegensatz zu vollen PBE0 Rechnungen praktisch iden-
tisch zu einer reinen PBE Rechnung. Zu einem vergleichbaren Schluss kommen auch
Tran et. al. [4] bzw. Jollet et. al. [156].
Im Wesentlichen finden wir fu¨r die mit dem CP-PAW Code studierten Materialien FeO,
Fe2O3 bzw. CeO2 und Ce2O3 eine gegenu¨ber PBE wesentlich verbesserte Beschreibung
der Bandlu¨cke ∆ und des magnetischen Moments m. Des Weiteren la¨sst sich sagen, dass
fu¨r diese Materialien eine zusa¨tzliche korrelierte Behandlung weiterer Schalen in der Re-
gel zu einer Vergro¨ßerung von ∆ und m fu¨hrt.
Gitterkonstanten werden mit PBE0r generell etwa zwei bis vier Prozent zu groß be-
schrieben. Diese Situation ist praktisch nicht davon abha¨ngig, wie viel lokaler exakter
Austausch verwendet wird. Sie kann auch nicht mit einer PBE0 Konstruktion des Se-
tups verbessert werden, die Gitterkonstanten werden dadurch nur noch gro¨ßer. Hierzu
ist anzumerken, dass der Einfluss der Setupkonstruktion auf die Resultate der Gitter-
konstanten fu¨r die beiden f-Materialien CeO2 und Ce2O3 wesentlich sta¨rker ist als auf
die Resultate, welche man fu¨r die beiden Eisenoxide findet. Des weiteren sei bemerkt,
dass man auch in den Arbeiten von Tran et. al. [4] und Jollet et. al. [156] jeweils eine
etwas zu große Gitterkonstante mit PBE0r im Vergleich zum Experiment findet. Dies
gilt fu¨r alle von Tran et. al. studierten Monooxide (MnO, FeO, CoO und NiO) und auch
fu¨r das von [156] studierte UO2 bzw. fu¨r die Plutoniumoxide PuO2. bzw. Pu2O3.
Betrachtet man die Resultate fu¨r volle PBE0 bzw. HSE Rechnungen der Ceriumoxide
von da Silva et. al. [200] (siehe die Tabellen 3.3 und 3.5), dann sieht man, dass diese
beiden Funktionale, welche nichtlokalen exakten Austausch beru¨cksichtigen, eine sehr
gute Beschreibung der Gitterkonstanten liefern. Da in unserer lokalen Beschreibung ein
solcher Beitrag nicht enthalten ist, ist anzunehmen, dass eine explizite Beru¨cksichtigung
von nichtlokalem exakten Austausch dieses Problem behebt. Falls diese Hypothese kor-
rekt ist, dann wa¨re eine Untersuchung u¨ber die notwendige Gro¨ße der entsprechenden
Umgebung nu¨tzlich.
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4 RDMFT mit einem exakten
Dichtematrixfunktional
“...not because they are easy, but because they are hard.”
(J. F. Kennedy)
In diesem Kapitel stellen wir die Grundlagen einer neue Methode zur Beschreibung von
stark korrelierten Materialien vor. Deren theoretische Basis bildet die reduzierte Dich-
tematrixfunktionaltheorie (RDMFT). Ziel ist eine verbesserte Beschreibung des elek-
tronischen Grundzustandes. Mit der Methode sollen lokale Korrelationen des Systems
behandelt werden.
Wir stellen zuna¨chst ein exaktes Dichtematrixfunktional vor. Dann diskutieren wir den
fu¨r die Berechnung des exakten Dichtematrixfunktionals notwendigen CI-Code und ge-
hen auf dessen Numerik ein. Wir stellen des Weiteren einen RDMFT-Code zur Op-
timierung der Dichtematrizen vor und diskutieren erste Ergebnisse von RDMFT+CI
Rechnungen.
4.1 Theoretische Grundlagen
In Kapitel 1.6 haben wir die Grundlagen der reduzierten Dichtematrixfunktionaltheo-
rie (RDMFT) vorgestellt. Ein wesentlicher Vorteil der RDMFT ist, dass sich die Ein-
teilchenterme exakt behandeln lassen und nur der Wechselwirkungsterm approximiert
werden muss. Typische RDMFT-Funktionale wie beispielsweise das bekannte Goedecker-
Umrigar Funktional [35] gehen auf eine Idee von Mu¨ller [210] zuru¨ck, welcher vorschlug,
die exakte Zweiteilchendichte γ2 durch die Einteilchendichtematrizen γ1 (zur Definition
von γ1 bzw. γ2 siehe Kapitel 1.3) mittels
γ2(~x
′
1, ~x
′
2; ~x1, ~x2) ≈
1
2
γ1(~x1; ~x
′
1)γ1(~x2; ~x
′
2)
− 1
2
∑
i,j
f
1
2
+p
i f
1
2
−p
j ϕ
∗
i (~x
′
2)ϕ
∗
i (~x1)ϕ
∗
j (~x
′
1)ϕj(~x2)
(4.1)
zu approximieren, wobei p ein Parameter ist, ϕi die natu¨rlichen Orbitale und fi deren
Besetzungszahlen [81].
Hier wird nun eine ga¨nzlich neue Strategie zur Konstruktion von Dichtematrixfunktiona-
len vorgestellt, welche von Peter Blo¨chl vorgeschlagen wurde und im Rahmen dieser Ar-
beit untersucht und umgesetzt wird. Die Strategie ist exakt, falls die vollsta¨ndige Wech-
selwirkung damit beschrieben wird. Dieses Dichtematrixfunktional wird dabei durch eine
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volle CI-Rechnung unter der Zwangsbedingung einer festen Dichtematrix berechnet. Im
Folgenden wird darauf nun na¨her eingegangen.
Im Rahmen der Dichtefunktionaltheorie gibt der Levy-Beweis [27] eine prinzipielle Stra-
tegie an, wie das Minimum des Energiefunktionals E[ρ] gefunden werden kann. Dieselbe
Strategie la¨sst sich auch auf ein Dichtematrixfunktional anwenden. Seien dazu Ψi nor-
mierte Wellenfunktionen (zuna¨chst ganz allgemein im Fockraum definiert), welche im
Mittel die Einteilchendichtematrix ρβ,α haben, d. h.∑
i
Pi〈Ψi|cˆ†αcˆβ|Ψi〉 = ρβ,α. (4.2)
Die Grundzustandsenergie E0 ist dann durch den Ausdruck
E0 = min
ρα,β→N
(
min
Pi,Ψi→ρα,β
∑
i
Pi〈Ψi|Hˆ|Ψi〉
)
(4.3)
gegeben, wobei Hˆ = Tˆ + Vˆ ext + Wˆ . Die Notation ρα,β → N soll hier kennzeichnen, dass
die Dichtematrix in jedem Fall die Bedingungen der N-Repra¨sentabilita¨t [38]
0 ≤ fi ≤ 1 (4.4)∑
i
fi = N (4.5)
erfu¨llen muss. Mit minPi,Ψi→ρα,β fordern wir, dass das Ensemble Ψi mit den Wahrschein-
lichkeiten Pi der Dichtematrix im Sinne von Gleichung 4.2 genu¨gt.
Offensichtlich ko¨nnen wir 4.3 noch in der Form
E0 = min
ρα,β→N
( ∑
α,β
tα,β ρβ,α
︸ ︷︷ ︸
Konstante bei fixer Dichtematrix
+ min
Pi,Ψi→ρα,β
∑
i
Pi〈Ψi|Wˆ |Ψi〉
)
(4.6)
schreiben, da Tˆ und Vˆ ext Einteilchenoperatoren sind. Hierbei ist tα,β durch Gleichung
2.26 aus Kapitel 2.3 erkla¨rt.
Fu¨r die Minimierung des Ausdrucks
min
Pi,Ψi→ρα,β
∑
i
Pi〈Ψi|Wˆ |Ψi〉 (4.7)
unter der Zwangsbedingung einer festen Dichtematrix und der Orthonormalita¨t der Wel-
lenfunktionen fu¨hren wir nun das exakte Dichtematrixfunktional F Wˆ ein, welches die
Lagrange-Multiplikatoren Vα,β , Λi,j bzw. κ entha¨lt. Es ist durch die Gleichung
F Wˆ [{ρα,β}] : = min
Pi,Ψi
(∑
i
Pi〈Ψi|Wˆ |Ψi〉+
∑
α,β
Vα,β(
∑
i
Pi〈Ψi|cˆ†αcˆβ|Ψi〉 − ρβ,α)
−
∑
i,j
Λi,j(〈Ψi|Ψj〉 − δi,j)− κ(
∑
i
Pi − 1)
) (4.8)
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definiert. Wir definieren zusa¨tzlich eine nu¨tzliche Hilfsgro¨ße GWˆ . Diese ergibt sich durch
den Ausdruck
GWˆ [{ρα,β}, {Ψi}, {Pi}] =
∑
i
Pi〈Ψi|Wˆ |Ψi〉+
∑
α,β
Vα,β(
∑
i
Pi〈Ψi|cˆ†αcˆβ|Ψi〉 − ρβ,α)
−
∑
i,j
Λi,j(〈Ψi|Ψj〉 − δi,j)− κ(
∑
i
Pi − 1).
(4.9)
Fu¨r folgende Diskussionen beno¨tigen wir noch die Ableitung des Funktionals F Wˆ nach
der Einteilchendichtematrix ρα,β . Diese ergibt sich direkt aus den Lagrange-Multiplikatoren
wie wir im Folgenden kurz nachrechnen. Seien dazu Ψ
ρα,β
0,i die vorliegenden Vielteilchen-
wellenfunktionen des Ensembles im Minimum und P
ρα,β
0,i deren zugeho¨rige Wahrschein-
lichkeiten. Dann ist
∂F Wˆ
∂ρα,β
=
∂GWˆ
∂ρα,β
|
Ψ
ρα,β
0,i ,P
ρα,β
0,i
= −Vβ,α +
∑
i
∂GWˆ
∂〈Ψi|
∂〈Ψi|
∂ρα,β
|
Ψ
ρα,β
0,i ,P
ρα,β
0,i
+
∑
i
∂GWˆ
∂|Ψi〉
∂|Ψi〉
∂ρα,β
|
Ψ
ρα,β
0,i ,P
ρα,β
0,i
+
∑
i
∂GWˆ
∂Pi
∂Pi
∂ρα,β
|
Ψ
ρα,β
0,i ,P
ρα,β
0,i
.
(4.10)
Die Ableitungen ∂G
Wˆ
∂|Ψi〉 ,
∂GWˆ
∂〈Ψi| und
∂GWˆ
∂Pi
verschwinden im Extremum, womit
∂F Wˆ
∂ρα,β
= −Vβ,α (4.11)
folgt.
4.1.1 Das Funktional GWˆ im Extremum
Nimmt das Funktional GWˆ (sie hierzu Definition 4.9) ein Extremum an, dann gilt
∂GWˆ
∂〈Ψi| |Ψ0,i,P0,i = 0 (4.12)
∂GWˆ
∂Pi
|Ψ0,i,P0,i = 0. (4.13)
Fu¨hrt man die Ableitungen explizit aus, dann ergibt sich
0 = P0,iWˆ |Ψ0,i〉+
∑
α,β
P0,iVα,β cˆ
†
αcˆβ|Ψ0,i〉 −
∑
j
Λi,j |Ψ0,j〉 (4.14)
0 = 〈Ψ0,i|Wˆ |Ψ0,i〉+
∑
α,β
Vα,β〈Ψ0,i|cˆ†αcˆβ|Ψ0,i〉 − κ = 0. (4.15)
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Eine Multiplikation der ersten Gleichung mit 〈Ψ0,i| und eine Multiplikation der zweiten
Gleichung mit P0,i und jeweils eine Summation u¨ber alle i fu¨hrt zu
0 =
∑
i
P0,i〈Ψ0,i|Wˆ |Ψ0,i〉+
∑
α,β
Vα,β
∑
i
P0,i〈Ψ0,i|cˆ†αcˆβ|Ψ0,i〉 −
∑
i,j
Λi,j〈Ψ0,i|Ψ0,j〉 (4.16)
0 =
∑
i
P0,i〈Ψ0,i|Wˆ |Ψ0,i〉+
∑
α,β
Vα,β
∑
i
P0,i〈Ψ0,i|cˆ†αcˆβ |Ψ0,i〉 − κ
∑
i
P0,i, (4.17)
woraus sich sofort κ =
∑
i Λi,i ergibt, da die Zwangsbedingungen erfu¨llt sind. Des Wei-
teren folgt
F [{ρα,β}] = −
∑
α,β
Vα,βρβ,α + κ︸︷︷︸
=
P
i Λi,i
. (4.18)
Wir diskutieren spa¨ter Rechnungen, in welchen wir uns sehr ha¨ufig auf eine Vielteilchen-
wellenfunktion des Ensembles beschra¨nken. Um diese Rechnungen besser zu verstehen,
ist eine explizite Diskussion dieses eigeschra¨nkten Funktionals im Extremum sinnvoll.
Ein wesentlicher Unterschied im Vergleich zu Rechnungen unter Verwendung eines En-
sembles von Vielteilchenwellenfunktionen ist dabei, dass man sich hier bei vorliegender
fester und ganzer Teilchenzahl nicht allgemein auf reine N-Teilchenwellenfunktionen be-
schra¨nken kann, da es Dichtematrizen gibt, welche nicht durch eine einzige Vielteilchen-
wellenfunktion aus N-Teilchenwellenfunktionen dargestellt werden ko¨nnen (siehe dazu
auch Kapitel 4.2.1 oder 4.4.1).
Eine triviale Konsequenz der Beschra¨nkung auf eine einzige Vielteilchenwellenfunktion
Ψ := Ψ1 ist, dass der Lagrange Multiplikator κ in 4.8 nicht mehr erforderlich ist, da die
Zwangsbedingung
∑
i Pi = 1 automatisch mit P1 = 1 erfu¨llt ist. Es existiert weiterhin
nur noch genau ein Lagrange-Multiplikator Λ1,1, welcher die Normierung der Wellen-
funktion Ψ sicherstellt. Wir definieren
λ := Λ1,1 (4.19)
und ko¨nnen so dieses eingeschra¨nkte, exakte Dichtematrixfunktional in der Form
F Wˆ1WF [{ρα,β}] := min
Ψ
(
〈Ψ|Wˆ |Ψ〉+
∑
α,β
Vα,β(〈Ψ|cˆ†αcˆβ |Ψ〉 − ρβ,α)− λ(〈Ψ|Ψ〉 − 1)︸ ︷︷ ︸
:=GWˆ
1WF [{ρα,β},Ψ]
)
(4.20)
angeben.
Im Extremum kann man nun einen einfachen Zusammenhang zwischen dem Lagrange-
Multiplikator λ und dem Koeffizienten des Vakuumzustandes der Wellenfunktion Ψ c0,...,0
berechnen. Er lautet
λc0,...,0 = 0. (4.21)
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Hierzu betrachten wir Gleichung 4.14 im Sinne einer Wellenfunktion und multiplizieren
sie von links mit dem Vakuumzustand 〈0 . . . 0|. Wir erhalten
〈0 . . . 0|Wˆ |Ψρα,β0 〉︸ ︷︷ ︸
=0
+
∑
α,β
Vα,β 〈0 . . . 0|cˆ†αcˆβ|Ψρα,β0 〉︸ ︷︷ ︸
=0
−λ〈0 . . . 0|Ψρα,β0 〉 = 0.
Entsprechend kann man einen Zusammenhang zwischen den Lagrange-Multiplikatoren
Vα,α, λ und dem Koeffizienten c1,... 1, welcher zu der Slaterdeteriminante mit der maximal
mo¨glichen Teilchenzahl |1 . . . 1〉 geho¨rt ableiten. Er lautet
c1,... 1
(
〈1 . . . 1|Wˆ |1 . . . 1〉+
∑
α
Vα,α − λ
)
= 0. (4.22)
Multipliziert man hingegen mit den Einteilchenzusta¨nden, definiert durch
|Φγ〉 := |0, . . . , 0, 1γ , 0, . . . , 0〉, (4.23)
dann la¨sst sich eine weitere Gleichung im Extremum nachrechnen. Zuna¨chst ist
〈Φγ |Wˆ |Ψρα,β0 〉︸ ︷︷ ︸
=0
+
∑
α,β
Vα,β〈Φγ |cˆ†αcˆβ|Ψρα,β0 〉 − λ〈Φγ |Ψ
ρα,β
0 〉 = 0
⇒
∑
β
Vγ,βc0,...,1β ,...,0 − λc0,...,1γ ,...,0 = 0.
Fu¨r den Spezialfall λ = 0 ergibt sich eine Gleichung der Struktur A~x = ~0, von welcher
aus der linearen Algebra bekannt ist, dass aus dieser Beziehung entweder die triviale
Lo¨sung ~x = ~0 folgt oder dass die Determinante der Matrix verschwindet. Somit ist(
det(V) = 0 undλ = 0
)
oder
(
c0,...,1γ ,...,0 = 0 fu¨r jedes γ undλ = 0
)
. (4.24)
Hierzu sei angemerkt, dass der Fall λ = 0 aufgrund von Gleichung 4.21 ein nicht so
seltener Spezialfall ist.
4.2 Configuration Interaction mit der Car-Parrinello Methode
Fu¨r die Minimierung von GWˆ1WF (siehe Gleichung 4.20) wird die Car-Parrinello Methode
eingesetzt. Im Folgenden diskutieren wir die dafu¨r notwendigen Grundlagen. Angemerkt
sei, dass eine entsprechende Verallgemeinerung auf das Funktional GWˆ (siehe Definition
4.9) von Peter Blo¨chl programmiert wurde. Diese Verallgemeinerung werden wir im
Rahmen dieser Arbeit aber nur bei einigen Testrechnungen beno¨tigen und deswegen
beschra¨nken wir uns auf die Diskussion von GWˆ1WF .
Neben der Entwicklung einer Strategie zur Berechnungen eines Vielteilchenzustandes,
welcher die vorgegebene Dichtematrix hat, ist weiterhin eine Strategie zu finden, wie
man die Lagrange-Multiplikatoren berechnen kann. Darauf wird im Folgenden na¨her
eingegangen. Es sei bemerkt, dass bezu¨glich des Minimierungsprozesses natu¨rlich auch
andere Verfahren eingesetzt werden ko¨nnen und noch nicht gesagt ist, dass sich die Car-
Parrinello-Methode dazu wirklich am Besten eignet. Beispielsweise werden spa¨ter auch
noch einige einfache Transformationen vorgestellt, mit welchen man den Startzustand
im ersten Schritt voroptimieren kann.
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4.2.1 Vielteilchenzusta¨nde und Dichtematrix: Beispiele
Ist Nχ die Anzahl der korrelierten Orbitale, dann existieren auf diesem Raum genau 2
Nχ
Slaterdeterminanten. Wesentlich hierzu ist auch die Anzahl der Slaterdeterminanten mit
N-Teilchen, welche sich durch den Binomialkoeffizienten
(Nχ
N
)
errechnen la¨sst.
Betrachtet man einen beliebigen Operator Aˆ, welcher eine Summe von Produkten aus
Erzeugern und Vernichtern gleicher Anzahl entha¨lt, dann verschwindet der Erwartungs-
wert zwischen Slaterdeterminanten unterschiedlicher Teilchenzahl, d. h.
〈Φi|Aˆ|Φj〉 = 0 falls NΦi 6= NΦj . (4.25)
Hierbei bezeichnet NΦi die Teilchenzahl der Determinante Φi. Die wichtige Gleichung
4.25 wird spa¨ter noch zur Konstruktion eines Startzustandes verwendet.
Im Rahmen der hier vorgestellten Methode muss das Ensemble der Vielteilchenwellen-
funktionen |Ψi〉 mit den Wahrscheinlichkeiten Pi die Zwangbedingungen 4.2 erfu¨llen.
Hierbei soll noch auf die folgenden Spezialfa¨lle aufmerksam gemacht werden:
• Es existiert keine Lo¨sung, weil die Dichtematrix nicht den Bedingungen der N-
Repra¨sentabilita¨t (Gleichung 4.4) genu¨gt.
• Die Lo¨sung besteht nur aus Slaterdeterminanten mit N-Teilchen. Dies ist allge-
mein nur dann mo¨glich, wenn man sich nicht auf eine Vielteilchenwellenfunkti-
on des Ensembles einschra¨nkt, da es mathematisch manchmal keine Lo¨sung gibt,
die Dichtematrix aus einer einzigen Vielteilchenwellenfunktion bestehend nur aus
Slaterdeterminanten mit N-Teilchen zu konstruieren (siehe dazu das diskutierte
Beispiel in Kapitel 4.4.1).
• Hat das Ensemble Ψi mit den Wahrscheinlichkeiten Pi die Dichtematrix ρα,β und
la¨sst sich die i-te Vielteilchenwellenfunktion aus einer Superposition von Funktio-
nen mit unterschiedlichen Teilchenzahlen auffassen, d. h. |Ψi〉 =
∑
N |ΨN,i〉, dann
hat das Ensemble mit den gleichen Wahrscheinlichkeiten Pi und den Vielteilchen-
wellenfunktionen |Ψ′i〉 =
∑
N e
iϕN,i |ΨN,i〉 ebenfalls diese Dichtematrix, da
〈Ψ′i|cˆ†β cˆα|Ψ′i〉 =
∑
N,N ′
eiϕN,ie−iϕN′,i〈ΨN ′,i|cˆ†β cˆα|ΨN,i〉
=
∑
N
eiϕN,i−iϕN,i︸ ︷︷ ︸
=1
〈ΨN,i|cˆ†β cˆα|ΨN,i〉
=
∑
N
〈ΨN,i|cˆ†β cˆα|ΨN,i〉
= 〈Ψi|cˆ†β cˆα|Ψi〉.
Fu¨r den Fall mit einer Wellenfunktion im Ensemble bedeutet dies beispielsweise,
dass man jeden kompletten N-Teilchenkanal mit einem Phasenfaktor multiplizieren
kann und das Ensemble immer noch die gleiche Dichtematrix wie zuvor hat.
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Hierzu fu¨hren wir einige Spezialfa¨lle als Beispiel an. Sei
ρ =
(
a+ ∆ 0
0 a
)
, (4.26)
wobei wir aufgrund der N-Repra¨sentabilita¨t (Gleichung 4.4)
0 ≤ a+ ∆ ≤ 1 (4.27)
0 ≤ a ≤ 1 (4.28)
fordern mu¨ssen. Des Weiteren wollen wir bei diesem Beispiel den Fall genau eines Teil-
chens diskutieren, was bedeutet, dass sich die Spur der Dichtematrix zu eins addieren
muss, d. h.
2a+ ∆ = 1. (4.29)
Bei nur einer Vielteilchenwellenfunktion des Ensembles la¨sst sich die Zwangsbedingung
der Dichtematrix nur mit allen Teilchenzahlkana¨len des Raumes mit Nχ = 2 erfu¨llen
(siehe auch Kapitel 4.4.1). Ein mo¨glicher normierter Vielteilchenzustand, welcher diese
Dichtematrix hat, ist dann gegeben durch
|Ψ〉 = √1− a−∆|00〉+
√
∆|10〉+√a|11〉. (4.30)
Ein anderer mo¨glicher Zustand wa¨re
|Ψ〉 = √1− a−∆|00〉+
√
∆|10〉 − √a|11〉. (4.31)
Dieser unterscheidet sich nur um den Phasenfaktor -1 von dem Zweiteilchenzustand.
Betrachten wir hingegen die Dichtematrix
ρ =
(
a 0
0 a+ ∆
)
,
bei welcher im Gegensatz zum vorherigen Fall nur die Eintra¨ge in der Hauptdiagonalen
vertauscht wurden, dann wird diese Matrix beispielsweise durch den Vielteilchenzustand
|Ψ〉 = √1− a−∆|00〉+
√
∆|01〉+√a|11〉
erfu¨llt. Man erha¨lt diese Lo¨sung, indem man in Gleichung 4.30 die beiden Bits mitein-
ander vertauscht.
Im Falle eines Ensembles muss nicht auf mehrere Teilchenzahlkana¨le zuru¨ckgegriffen
werden. Das Ensemble
|Ψ1〉 = |10 >
|Ψ2〉 = |01 >
mit den Wahrscheinlichkeiten P1 = a + ∆ und P2 = a hat die Dichtematrix 4.26. Die
Zusta¨nde |Ψ1〉 und |Ψ2〉 sind zueinander orthogonal und die Summer der Wahrschein-
lichkeiten ist aufgrund von Gleichung 4.29 genau 1.
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4.2.2 Minimierung des eingeschra¨nkten, exakten Dichtematrixfunktionals
In diesem Abschnitt diskutieren wir die Minimierung des eingeschra¨nkten exakten Dich-
tematrixfunktionals GWˆ1WF , erkla¨rt durch 4.20. Dieses soll mit Hilfe der Car-Parrinello
Methode minimiert werden. Im Folgenden werden dazu die beno¨tigten Gleichungen ab-
geleitet.
Die Lagrange-Funktion L hat dabei folgende Gestalt:
L = m〈Ψ˙|Ψ˙〉 − 〈Ψ|Hˆ|Ψ〉+
∑
α,β
Vα,β(〈Ψ|cˆ†αcˆβ|Ψ〉 − ρβ,α) + λ(〈Ψ|Ψ〉 − 1). (4.32)
Der erste Term beschreibt hierbei die fiktive kinetische Energie der Vielteilchenwellen-
funktion Ψ mit der Masse m, der zweite die potentielle Energie und die beiden letzten
Terme beschreiben die Zwangsbedingungen. Mit Hilfe der Euler-Lagrange-Gleichungen
d
d t
∂L
∂〈Ψ˙| =
∂L
∂〈Ψ| (4.33)
erhalten wir die Bewegungsgleichungen, welche nur noch von den Lagrange- Multiplika-
toren Vα,β bzw. λ abha¨ngig sind:
m|Ψ¨〉 = (−Hˆ +
∑
α,β
Vα,β cˆ
†
αcˆβ + λ)|Ψ〉+mγ|Ψ˙〉. (4.34)
Hierbei ist zu bemerken, dass ein entsprechender Reibungsterm der Form mγ|Ψ˙〉 hinzu-
gefu¨gt wurde.
Nun diskretisieren wir diese Gleichung mit Hilfe des Verlet-Algorithmuses [211, 212].
Wir erhalten
m
∆2
(|Ψ(+)〉 − 2|Ψ(0)〉+ |Ψ(−)〉) =
(−Hˆ +
∑
α,β
Vα,β cˆ
†
αcˆβ + λ)|Ψ(0)〉 −
mγ
2∆
· (|Ψ(+)〉 − |Ψ(−)〉).
|Ψ(+)〉 ist hierbei der gesuchte Vielteilchenzustand im na¨chsten Zeitschritt, |Ψ(0)〉 der
Vielteilchenzustand des aktuellen Zeitschritts (nicht zu verwechseln mit dem Grundzu-
stand |Ψ0〉) und |Ψ(−)〉 der Vielteilchenzustand des vorherigen Zeitschritts.
Wir definieren nun α˜ := ∆γ2 und erhalten nach einigen Umformungen folgendes Ergebnis
fu¨r |Ψ(+)〉
|Ψ(+)〉 = ∆
2
m(1 + α˜)
(−Hˆ +
∑
α,β
Vα,β cˆ
†
αcˆβ + λ)|Ψ(0)〉
+
2
1 + α˜
|Ψ(0)〉 − 1− α˜
1 + α˜
|Ψ(−)〉
: = |Ψ〉+ ∆
2
m(1 + α˜)

∑
α,β
Vα,β cˆ
†
αcˆβ + λ

 |Ψ(0)〉.
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|Ψ(+)〉 kann unter Ausnutzung von V = V†, der Einfu¨hrung der hermiteschen Operato-
ren Cˆk (siehe hierzu deren Definition in Gleichung D.7 des Anhangs D.2) und der reellen
Zahlen λk (Gleichung D.6, ebenfalls Anhang D.2) wie folgt geschrieben werden
|Ψ(+)〉 = |Ψ〉+ ∆
2
m(1 + α˜)
∑
k
λkCˆk|Ψ(0)〉. (4.35)
Hierbei wurden die Indizes α und β auf den Index k = α + Nχ(β − 1) abgebildet. Die
entsprechende Ableitung der Gleichung 4.35 findet man in Anhang D.2. Sie wird in Ka-
pitel 4.2.5 zur Bestimmung der Lagrange-Multiplikatoren beno¨tigt.
Anmerkung: In unserer Implementierung wird der Zustand |Ψ(+)〉 zuerst ohne Zwangs-
kra¨fte propagiert, was zu dem Zustand |Ψ〉 fu¨hrt, welcher die Zwangsbedingungen ge-
ringfu¨gig verletzt. In einem zweiten Schritt werden dann die Lagrange-Multiplikatoren
errechnet (siehe 4.2.5) und der Term
∑
k=1 λkCˆk|Ψ(0)〉 zu |Ψ(+)〉 hinzuaddiert, wodurch
die Zwangsbedingungen wieder erfu¨llt sind.
4.2.3 Startzusta¨nde
Das CI-Programm beno¨tigt zu Beginn der Rechnung einen Startzustand, welcher alle
Zwangbedingungen erfu¨llt. Um solche Zusta¨nde zu berechnen, werden wir nun einige
unterschiedliche Strategien diskutieren. Es sei angemerkt, dass die Konstruktion eines
Startzustandes kein triviales Problem ist. Historisch erfolgte dessen Entwicklung in meh-
reren Phasen. Im ersten Schritt wurde von mir eine Konstruktion unter Verwendung ei-
nes Newton-Verfahren vorgeschlagen. Diese Strategie funktioniert, erweist sich allerdings
als nicht sehr effizient, d. h. zeitlich viel zu aufwendig. Im zweiten Schritt konstruierte
Peter Blo¨chl einen Startzustand bestehend aus allen Teilchenzahlkana¨len des Systems
(Standardkonstruktion). In einem dritten Schritt entwickelte ich diese Idee weiter und
eliminierte durch einfache Transformationen Teilchenzahlkana¨le. Wir werden im Folgen-
den die beiden letztgenannten Entwicklungen ausfu¨hrlicher beschreiben.
Standardkonstruktion des Startzustandes bei einer Vielteilchenwellenfunktion
Die nun vorgestellte Standardkonstruktion des Startzustandes geht auf eine Idee von
Peter Blo¨chl zuru¨ck. Hierbei wird eine normierte Vielteilchenwellenfunktion, welche die
vorgegebene Dichtematrix hat, sehr effizient konstruiert. Die Konstruktion beweist, dass
es fu¨r jede Dichtematrix, deren Eigenwerte zwischen 0 und 1 liegen, mindestens eine
Vielteilchenwellenfunktion im Fockraum gibt, welche diese Dichtematrix hat. Die Kon-
struktion eignet sich hervorragend fu¨r unsere Rechnungen, wenn wir uns auf eine Viel-
teilchenwellenfunktion des Ensembles beschra¨nken.
Wir suchen einen Startzustand |ΨS〉, welcher die Gleichung
〈ΨS |cˆ†αcˆβ|ΨS〉 = ρβ,α (4.36)
erfu¨llt. ρ ist hierbei eine N-repra¨sentable Nχ × Nχ Dichtematrix. Fu¨r die Lo¨sung be-
rechnen wir zuna¨chst einen normierten Vielteilchenzustand |ΨD〉, welcher die diagonale
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Dichtematrix D hat. D kann hierbei aus ρ mit Hilfe der unita¨ren Matrix U erhalten
werden. Es gilt
D = U†ρU. (4.37)
Haben wir |ΨD〉 erhalten, dann nutzen wir im zweiten Schritt die Transformation
cˆ†α →
Nχ∑
β=1
Uβ,αcˆ
†
β, (4.38)
um |ΨS〉 zu berechnen.
Die prinzipielle Idee zur Ableitung unseres normierten Zustandes mit
〈ΨD|cˆ†αcˆβ |ΨD〉 = Dα,αδα,β (4.39)
ist Gleichung 4.25 und die Tatsache, dass ein nichtnormierter Vielteilchenzustand, wel-
cher die Zwangbedingungen 4.39 erfu¨llt, leicht mit Hilfe des Vakuumzustandes u¨ber
|c0|2 = 1−
Nχ∑
N=1
|cN |2 (4.40)
normiert werden kann. Sei also |ΨD〉 gegeben durch
|ΨD〉 :=
Nχ∑
N=0
cN |ΦN 〉 |ΦN 〉 = |1 . . . 1N0 . . . 0〉. (4.41)
Mit Hilfe dieser Definition besteht |ΨD〉 also aus Nχ +1 Slaterdeterminanten mit unter-
schiedlicher Teilchenzahl. Berechnet man nun das Objekt 〈ΦN |cˆ†αcˆβ |ΦN ′〉, dann gilt
〈ΦN |cˆ†αcˆβ|ΦN ′〉 = δα,βδN,N ′θN ′≥β |ΦN 〉 = |1 . . . 1N0 . . . 0〉, (4.42)
wobei θN ′≥β = 1 fu¨r N ′ ≥ β und 0 sonst. Damit ergibt sich fu¨r unsere Dichtematrix
〈ΨD|cˆ†αcˆβ |ΨD〉 =
Nχ∑
N=1
|cN |2θN≥βδα,β
=
Nχ∑
N=β
|cN |2δα,β = Dα,βδα,β .
(4.43)
Da |ΨD〉 per Konstruktion die Zwangbedingungen fu¨r α 6= β erfu¨llt, betrachten wir im
Folgenden nur noch die Nχ Gleichungen mit α = β. Des Weiteren nehmen wir ohne
Beschra¨nkung der Allgemeinheit an, dass Dα,α ≥ Dβ,β fu¨r α ≤ β gilt. Wir subtrahieren
die Gleichung α von der Gleichung α+ 1. Damit erhalten wir
Dα,α −Dα+1,α+1 =
Nχ∑
N=α
|cN |2 −
Nχ∑
N=α+1
|cN |2 = |cα|2, (4.44)
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und somit die Lo¨sung
cN =


±√1−D1,1 N = 0
±√DN−1,N−1 −DN,N 1 ≤ N ≤ Nχ − 1
±√DNχ,Nχ N = Nχ (4.45)
Die Lo¨sung fu¨r N=0 und N = Nχ haben wir hierbei direkt aus den Gleichungen 4.40
und 4.43 erhalten.
Mit den Koeffizienten 4.45 und Gleichung 4.41 ko¨nnen wir also einen Startzustand kon-
struieren, welcher die diagonale Dichtematrix D hat und normiert ist. Fu¨r die Berech-
nung von |ΨS〉 (siehe Gleichung 4.36) verweisen wir auf die ausfu¨hrliche Diskussion im
Anhang D.3.
Startzustand mittels eines Monte-Carlo-Verfahrens
Der Startzustand der Standardkonstruktion entha¨lt alle Slaterdeterminanten der Teil-
chenzahlen 0 bis Nχ.
1 Es kann vorteilhaft sein, einen Startzustand zu besitzen, wel-
cher nicht alle Teilchenzahlkana¨le entha¨lt. Dies hat mehrere Gru¨nde. Zum einen la¨sst
sich somit die Anzahl der Slaterdeterminanten leicht reduzieren, da man sich auf einen
Unterraum von Slaterdeterminaten bestimmter Teilchenzahlen beschra¨nken kann, zum
anderen verhindert man, dass eine kleine Fluktuation von Slaterdeterminanten eines
nichtrelevanten Teilchenzahlkanals zu einer numerischen Fluktuation in den Lagrange-
Multiplikatoren fu¨hrt (siehe auch Kapitel 4.6.1). Weiterhin kann der Startzustand durch
dieses Verfahren in der Regel energetisch optimiert werden.
Fu¨r die Standardkonstruktion des Startzustandes wird im Wesentlichen die Tatsache
ausgenutzt, dass Slaterdeterminanten mit unterschiedlichen Teilchenzahlen zu verschwin-
denden Beitra¨gen in den Nichtdiagonalelementen der Dichtematrix fu¨hren, d. h. es gilt
〈ΦN |cˆ†αcˆβ |ΦN ′〉 = 0 falls NΦN 6= NΦN′ und α 6= β. (4.46)
Der Startzustand wird daher von einem Satz aus Slaterdeterminanten erzeugt, in wel-
chem alle Determinanten unterschiedliche Teilchenzahlen aufweisen. Mittels 4.46 kann
man sich dann auf die Gleichungen der Diagonalbeitra¨ge der Dichtematrix beschra¨nken,
da die Nichtdiagonalbeitra¨ge per Konstruktion automatisch korrekt erfu¨llt sind.
Das nun vorgestellte Verfahren erweitert diese Strategie auf einen Satz von Slaterdeter-
minanten, in welchem auch Slaterdeterminanten gleicher Teilchenzahl verwendet werden
ko¨nnen. Ist |Φi〉 eine Determinante dieses Satzes, dann ist nur darauf zu achten, dass die
Gleichung
〈Φi|cˆ†αcˆβ |Φj〉 = 0 fu¨r α 6= β (4.47)
fu¨r alle beteiligten Slaterdeterminanten des Startzustandes erfu¨llt ist. Haben Φi und Φj
die gleiche Teilchenzahl, dann mu¨ssen sich die Bitmuster von Φi und Φj um mehr als
1In Spezialfa¨llen verschwinden bestimmte Teilchenzahlen. Dies gilt beispielsweise, wenn DN−1,N−1 −
DN,N = 0 ist.
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zwei Bits voneinander unterscheiden, damit 4.47 erfu¨llt werden kann.
Leicht sieht man, dass folgende Aussage gu¨ltig ist: Sei |Ψ〉 ein Vielteilchenzustand der
Form
|Ψ〉 =
∑
i
ci|Φi〉. (4.48)
Gilt 4.47 fu¨r jede Kombination i , j der an |Ψ〉 beteiligten Slaterdeterminanten, dann ist
die aus |Ψ〉 folgende Dichtematrix ρβ,α = 〈Ψ|cˆ†αcˆβ|Ψ〉 diagonal.
Beweis: Sei α 6= β. Dann ist
ρβ,α = 〈Ψ|cˆ†αcˆβ |Ψ〉
=
∑
i,j
c∗jci 〈Φi|cˆ†αcˆβ|Φj〉︸ ︷︷ ︸
=0
= 0.
(4.49)
Damit verschwinden also die Nichtdiagonalbeitra¨ge, d. h. es liegt eine Diagonalmatrix
vor.
Anmerkung: Mit Gleichung 4.47 kann ein Satz von Slaterdeterminanten angegeben wer-
den, der alle Determinanten entha¨lt, welche 4.47 erfu¨llen. Mittels dieses Satzes kann
dann ein Startzustand konstruiert werden. Allerdings ist dieser Satz im Allgemeinfall
nicht eindeutig definiert, es gibt mehrere solcher Sa¨tze. Betrachten wir den Fall Nχ = 4,
dann besteht ein mo¨glicher Satz beispielsweise aus den Determinanten
|0000〉 |1000〉 |1100〉 |0011〉 |1110〉 |1111〉, (4.50)
ein anderer Satz aus
|0000〉 |0100〉 |1001〉 |0110〉 |0111〉 |1111〉. (4.51)
Im diesem Beispiel sind die Sa¨tze vollsta¨ndig angegeben. In der Regel vernachla¨ssigen wir
bei dem betrachteten Satz allerdings viele Teilchenzahlkana¨le. Gibt N die Teilchenzahl
des Gesamtsystems an, dann wird versucht den Startzustand so zu konstruieren, dass
nur die Teilchenzahlkana¨le N-1, N und N+1 eine Rolle spielen. Falls dies nicht mo¨glich
ist, dann mu¨ssen natu¨rlich weitere Teilchenzahlkana¨le hinzugefu¨gt werden.
Die Entscheidung, mo¨glichst nur die Teilchenzahlkana¨le N-1, N und N+1 zu verwenden
wurde a posteriori, also aufgrund von Erfahrung getroffen. Ein strenger mathematischer
Beweis, unter welchen Bedingungen der Grundzustand bestimmte Teilchenzahlkana¨le
entha¨lt bzw. nicht entha¨lt, ist bisher nicht bekannt. Aufgrund der Tatsache, dass der
exakte Grundzustand allgemein fu¨r eine nichtganze Teilchenzahl nur aus aus zwei Teil-
chenzahlkana¨len besteht ko¨nnte man vermuten, dass dies allgemein gilt, wir am Ende
der CI-Rechnung also immer nur zwei Teilchenzahlkana¨le finden. Diese Vermutung ist
aber falsch, wie das Gegenbeispiel aus Kapitel 4.4.1 sofort beweist.
Unser Startzustand mittels eines Monte-Carlo-Verfahren benutzt im ersten Schritt die
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Standardkonstruktion und versucht dann, Teilchenzahlkana¨le zu eliminieren. Warum so
vorgegangen wird, wird im Folgenden ausfu¨hrlicher erla¨utert.
Den Startzustand des Monte-Carlo-Verfahrens wollen wir mit dem Symbol ΨMC kenn-
zeichnen. Wir schreiben a¨hnlich wie 4.41
|ΨMC〉 :=
NMC∑
i=1
c˜i|Φi〉, (4.52)
wobei zuna¨chst nur festgelegt sein soll, dass fu¨r die an |ΨMC〉 beteiligten Determinanten
4.47 gelten muss.
Nun betrachten wir die zu erfu¨llende diagonalen Gleichungen der Dichtematrix, welche
wir in nachfolgender Form aufschreiben:
1 =
NMC∑
i=1
|c˜i|2
D1,1 =
NMC∑
i=1
|c˜i|2θ1∈Φi
...
DNχ,Nχ =
NMC∑
i=1
|c˜i|2θNχ∈Φi .
(4.53)
Hier haben wir ein neues Symbol eingefu¨hrt, das durch
θα∈Φi =
{
1 α ∈ Φi
0 sonst
(4.54)
erkla¨rt ist. α ∈ Φi bedeutet hierbei, dass das Einteilchenorbital mit Index α in der Sla-
terdeterminante Φi besetzt ist.
Mittels der Nχ + 1 Gleichungen 4.53 unter Beru¨cksichtigung der Forderung 4.47 ko¨nnen
im Prinzip eine Vielzahl von Startzusta¨nden errechnet werden. Dies ließe sich praktisch
wie folgt umsetzen:
Sei ein Satz von Slaterdeterminanten |Φi〉 vorgegeben, welcher 4.47 erfu¨llt. Die Anzahl
der Determinanten des Satzes ist in der Regel immer gro¨ßer als die Anzahl der Glei-
chungen. Geben wir nun willku¨rlich eine Anzahl von |c˜i|2 so vor, dass nur noch Nχ + 1
Variablen u¨brig bleiben, dann ko¨nnten die fehlenden Variablen |c˜i|2 einfach durch das
Lo¨sen des entsprechenden Gleichungssystems errechnet werden. Dabei ergibt sich aller-
dings folgendes Problem: Es ist nicht sichergestellt, dass man so u¨berhaupt eine Lo¨sung
erha¨lt. Begru¨ndung: Man erha¨lt oft Lo¨sungen der Form |c˜i|2 < 0, mindestens fu¨r ein
i. Klar ist, dass man durch vielfaches Ausprobieren irgendwann eine Lo¨sung erha¨lt so
dass |c˜i|2 ≥ 0 fu¨r alle i gu¨ltig ist. Allerdings ist diese Vorgehensweise nicht sonderlich
praktikabel, da dies in der Regel fu¨r große Nχ recht lange dauert.
Aufgrund der eben diskutierten Problematik verfolgen wir eine andere Strategie. Wir
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starten mit der Lo¨sung der Standardkonstruktion und suchen nun nach Mo¨glichkei-
ten, um daraus andere Lo¨sungen zu erhalten. Prinzipielle Idee dabei ist das Ersetzen
von Slaterdeterminanten gegen andere. Dies erla¨utern wir zuna¨chst anhand eines einfa-
chen Beispiels mit Nχ = 4. Wir betrachten die Slaterdeterminanten |0000〉 und |1111〉.
Beide sind in der Standardkonstruktion des Startzustandes enthalten, und zwar mit
|c˜0,0,0,0|2 = 1−D1,1 bzw. |c˜1,1,1,1|2 = D4,4. Fu¨r unser Beispiel sei nun D4,4 > (1−D1,1).
Dann lassen sich die Gleichungen 4.53, ausgehend von der Standardkonstruktion, auch
wie folgt schreiben
1 = |c˜0,0,0,0|2︸ ︷︷ ︸
1−D1,1
+|c˜1,0,0,0|2 + |c˜1,1,0,0|2 + |c˜1,1,1,0|2 + |c˜1,1,1,1|2︸ ︷︷ ︸
(1−D1,1)+(D4,4+D1,1−1)
D1,1 = |c˜1,0,0,0|2 + |c˜1,1,0,0|2 + |c˜1,1,1,0|2 + |c˜1,1,1,1|2︸ ︷︷ ︸
(1−D1,1)+(D4,4+D1,1−1)
D2,2 = |c˜1,1,0,0|2 + |c˜1,1,1,0|2 + |c˜1,1,1,1|2︸ ︷︷ ︸
(1−D1,1)+(D4,4+D1,1−1)
D3,3 = |c˜1,1,1,0|2 + |c˜1,1,1,1|2︸ ︷︷ ︸
(1−D1,1)+(D4,4+D1,1−1)
D4,4 = |c˜1,1,1,1|2︸ ︷︷ ︸
(1−D1,1)+(D4,4+D1,1−1)
.
(4.55)
Nun ersetzen wir den kompletten Beitrag des Vakuumzustandes durch einen a¨quivalent
großen Beitrag der Slaterdeterminante |1100〉, einen Teilbetrag der Slaterdeterminate
|1111〉 (der Teilbetrag ist so groß wie der Beitrag des Vakuumzustandes) durch |0011〉.
Diese Ersetzung ist mo¨glich, da die Gleichung 4.47 erfu¨llt ist, die Determinanten |1100〉
und |0011〉 die gleiche Dichtematrix haben wie der Vakuumzustand |0000〉 und der Vier-
teilchenzustand |1111〉, des Weiteren die Norm nicht verletzt wird, weil zwei Beitra¨ge
gegen zwei a¨quivalent große Beitra¨ge ersetzt werden. Damit vera¨ndert sich Gleichung
4.55 wie folgt
1 = |c˜1,1,0,0|2︸ ︷︷ ︸
=1−D1,1
+|c˜1,0,0,0|2 + |c˜1,1,0,0|2 + |c˜1,1,1,0|2 + |c˜0,0,1,1|2︸ ︷︷ ︸
=1−D1,1
+ |c˜neu1,1,1,1|2︸ ︷︷ ︸
D4,4+D1,1−1
D1,1 = |c˜1,0,0,0|2 + |c˜1,1,0,0|2 + |c˜1,1,1,0|2 + |c˜1,1,0,0|2︸ ︷︷ ︸
=1−D1,1
+ |c˜neu1,1,1,1|2︸ ︷︷ ︸
D4,4+D1,1−1
D2,2 = |c˜1,1,0,0|2 + |c˜1,1,1,0|2 + |c˜1,1,0,0|2︸ ︷︷ ︸
=1−D1,1
+ |c˜neu1,1,1,1|2︸ ︷︷ ︸
D4,4+D1,1−1
D3,3 = |c˜1,1,1,0|2 + |c˜0,0,1,1|2︸ ︷︷ ︸
=1−D1,1
+ |c˜neu1,1,1,1|2︸ ︷︷ ︸
D4,4+D1,1−1
D4,4 = |c˜0,0,1,1|2︸ ︷︷ ︸
=1−D1,1
+ |c˜neu1,1,1,1|2︸ ︷︷ ︸
D4,4+D1,1−1
.
(4.56)
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Mittels der Ersetzung haben wir den Nullteilchenzustand komplett eliminiert, da dessen
Beitrag nur in der Normierungsbedingung enthalten war und dieser Beitrag gegen einen
Beitrag eines Zweiteilchenzustandes ersetzt wurde. Es sei bemerkt, dass wir in diesem
Beispiel den Nullteilchenzustand nur deshalb komplett eliminieren ko¨nnen, da wir an-
genommen haben, dass D4,4 > (1 −D1,1) gilt. Im Falle von D4,4 < (1 −D1,1) ko¨nnten
wir hingegen den Vierteilchenzustand komplett ersetzen und wu¨rden einen Teilbetrag
des Nullteilchenzustandes beibehalten. Angemerkt sei, dass man natu¨rlich nicht den
kompletten Vierteilchenzustand ersetzen muss bzw. nicht den kompletten Nullteilchen-
zustand, sondern auch nur Teile davon ersetzen kann. Die eben beschriebene Strategie
ist auch noch einmal fu¨r eine 6× 6 Dichtematrix in Abbildung 4.1 illustriert. Hier sind
sowohl der Startzustand der Standardkonstruktion sowie ein mo¨glicher Schritt mit dem
Monte-Carlo Verfahren dargestellt. Hier wird ebenfalls der Zustand mit der gro¨ßten
Teilchenzahl eliminiert. Die Gleichungen wurden graphisch in ein Bild mit Legosteinen
u¨bersetzt. Diese bildliche Darstellung ist in vielen Fa¨llen sehr hilfreich. Wir werden nun
versuchen die eben an einem Beispiel diskutierte Strategie im Folgenden allgemeiner
darzustellen.
Sei
Dα,β = δα,β
∑
i
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉
1 =
∑
i
|c˜i|2
mit
|ΨMC〉 =
∑
i
c˜i|Φi〉
und Φi ein Satz von Determinanten fu¨r welchen 4.47 gilt. Aus der Menge Ki der Indizies
i, welche im Einzelnen auf die Determinanten Φi verweisen, wird nun eine Teilmenge K
ausgewa¨hlt. 2 Diese Teilmenge gibt die Slaterdeterminanten an, welche zum Teil oder
vollsta¨ndig ersetzt werden sollen. Die verbleibende Menge der i nennen wir L. Es gelten
die Beziehungen
Ki = K ∪ L
K ∩ L = ∅.
Wir definieren nun eine Gro¨ße der Form
c2ν := ν min
i∈K
(|c˜i|2)
wobei ν ein Parameter zwischen 0 und 1 ist.
Seien nun die Teilmengen K und L vorgegeben und ein c2ν fest. Sei weiterhin M eine
2Zum besseren Versta¨ndnis sei angemerkt, dass Ki im ersten Schritt des Monte-Carlo Verfahrens auf
die Determinanten des Startzustandes verweist.
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Abbildung 4.1: Grafische Illustration von Startzusta¨nden mittels “Legosteinen”. Jeder
Legostein steht fu¨r eine Slaterdeterminante des Startzustandes, dessen
Ho¨he das Betragsquadrat der Determinante angibt, seine La¨nge jeweils
deren Teilchenzahl. Die genaue Position gibt Auskunft daru¨ber, ob die
Determinante zu dem jeweiligen Diagonalelement der Dichtematrix bei-
tra¨gt oder nicht. Die Gesamtho¨he aller Steine liefert den Betrag des
entsprechenden Diagonalelements Dα,α der Dichtematrix. Als Beispiel
betrachten wir den blauen Stein der oberen Grafik. Er steht fu¨r die Sla-
terdeterminante |111100〉. Sein Beitrag zu D1,1 D2,2 D3,3 und D4,4 ist
jeweils |c111100|2 = D4,4−D5,5, sein Beitrag zu D5,5 und D6,6 verschwin-
det. Obere Grafik: Standardkonstruktion des Startzustandes einer 6× 6
Dichtematrix. Es werden nur Slaterdeterminanten unterschiedlicher Teil-
chenzahl verwendet. Untere Grafik: Ein mo¨glicher Schritt mittels des
Monte-Carlo Verfahrens. Ausgehend von der Standardkonstruktion wer-
den der 6-Teilchenzustandes und ein Teil des Vakuumzustandes gegen
die Determinanten |111000〉 und |000111〉 ersetzt. Der Vakuumzustand
ist nicht als “Legostein” dargestellt. Die Grafik wurde mit Hilfe eines
Programms von Hendrik Schneider gestaltet.
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Menge aus Indizies, welche die Slaterdeterminanten angibt, die in den Startzustand neu
eingebracht werden sollen. Die Menge M soll dabei kein Element enthalten, welches in
K enthalten ist, d. h.
K ∩M = ∅.
Obwohl nach Voraussetzung M kein Element aus K entha¨lt, kann M Elemente aus L
enthalten. Wir teilen daher die Menge L in zwei Teilmengen L’ und L” auf und definieren
diese u¨ber
L = L′ ∪ L′′
L′ = M ∩ L.
Sei nun |ΨMC〉 ein normierter Vielteilchenzustand, welcher die diagonale Dichtematrix
Dα,β hat. Gilt ∑
i∈K
〈Φi|cˆ†αcˆα|Φi〉 =
∑
i∈M
〈Φi|cˆ†αcˆα|Φi〉 (4.57)
fu¨r jedes α, des Weiteren die Normierungsbedingung∑
i∈K
c2ν =
∑
i∈M
c2ν
⇒ die Mengen K und M sind gleichma¨chtig,
(4.58)
dann erfu¨llt der Vielteilchenzustand
|Ψ′MC〉 =
∑
i∈L′′
c˜i|Φi〉︸ ︷︷ ︸
:=|ΨL′′ 〉
+
∑
i∈L′
√
|c˜i|2 + c2ν |Φi〉︸ ︷︷ ︸
:=|ΨL′ 〉
+
∑
i∈K
√
|c˜i|2 − c2ν |Φi〉︸ ︷︷ ︸
:=|ΨK〉
+
∑
i∈M∧i6∈L′
cν |Φi〉
︸ ︷︷ ︸
:=|Ψ∈M∧6∈L′ 〉
(4.59)
ebenfalls die Normierung und die diagonale Dichtematrix Dα,β , wenn fu¨r jede Determi-
nante von Ψ′MC 4.46 gilt.
Der Beweis dieser Aussage erfolgt durch Nachrechnen der Identita¨ten
〈Ψ′MC |cˆ†αcˆα|Ψ′MC〉 = 〈ΨMC |cˆ†αcˆα|ΨMC〉 (4.60)
bzw.
〈Ψ′MC |Ψ′MC〉 = 〈ΨMC |ΨMC〉 (4.61)
und ist im Anhang D.4 explizit dargestellt. Hierbei wird ausgenutzt, dass der Operator
cˆ†αcˆα jede Slaterdeterminante eines Zustandes |Ψ1〉 =
∑
i∈R ci|Φi〉 entweder reproduziert
oder auf Null abbildet, d. h.
cˆ†αcˆα|Ψ1〉 =
∑
i∈R
θα∈Φici|Φi〉.
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R ist wieder die Menge der Indizies aus welcher der Zustand |Ψ2〉 aufgebaut ist und θα∈Φi
ist durch Gleichung 4.54 erkla¨rt. Existiert nun ein weiterer Zustand |Ψ1〉 =
∑
i∈Q ci|Φi〉
und haben die Mengen R und Q kein gemeinsames Element, d. h.
Q ∩R = ∅, (4.62)
dann folgt direkt, dass fu¨r den Erwartungswert 〈Ψ2|cˆ†αcˆα|Ψ1〉
〈Ψ2|cˆ†αcˆα|Ψ1〉 = 0 (4.63)
gilt.
Zum Versta¨ndnis sei angemerkt, dass der Nachweis von 4.60 und 4.61 fu¨r den kompletten
Beweis ausreicht, da ΨMC Normierung und diagonale Dichtematrix hat und Ψ
′
MC nach
Voraussetzung der Gleichung 4.46 genu¨gen muss, wodurch die Nichtdiagonalbeitra¨ge der
Dichtematrix verschwinden.
Der Programmablauf bei der Konstruktion eines Startzustandes mit dem Monte-Carlo
Verfahren ist in Abbildung 4.2 dargestellt. Man wa¨hlt einen Satz von Teilchenzahlkana¨len
aus, welche in der Grundzustandswellenfunktion vermutet werden. Dann beginnt man
mit der Standardkonstruktion und eliminiert die anderen Teilchenzahlkana¨le soweit dies
mo¨glich ist. Hierzu werden zwei Slaterdeterminanten ausgewa¨hlt, welche nicht in dem
vorgegebenen Satz enthalten sind und versucht, diese gegen zwei andere Determinanten
des vorgegebenen Satzes zu ersetzen. Angemerkt sei, dass man natu¨rlich auch mehr als
zwei Determinanten wa¨hlen ko¨nnte, sich hier aber der Einfachheit halber auf zwei be-
schra¨nkt wurde. Weiterhin sei bemerkt, dass in der aktuellen Version des Programms die
Determinanten immer komplett ersetzt werden, wenn dies mo¨glich ist. Dies bedeutet,
dass ν in 4.57 immer zu eins gewa¨hlt wird. Hier ist also noch Optimierungspotential
vorhanden.
In Abbildung 4.3 sind zwei CI-Rechnungen zu sehen, wobei bei Beiden die gleiche
Dichtematrix vorliegt. Hierbei handelt es sich um die Grundzustandsdichtematrix einer
Hubbard-Kette mit 6 Pla¨tzen bei U=24, t=-2 und halber Fu¨llung. Der volle Wechsel-
wirkungsoperator der Hubbard-Kette wurde an das CI-Programm u¨bergeben. Bei der
einen Rechnung wurde die Standardkonstruktion fu¨r die Berechnung des Startzustandes
verwendet, im anderen Fall das Monte-Carlo Verfahren benutzt. Den energetische Unter-
schied ∆E der beiden Konstruktionen sieht man, wenn man die beiden CI-Energien im
ersten Schritt der CI-Rechnung miteinander vergleicht. Dieser ist fu¨r das gezeigt Beispiel
recht betra¨chtlich. Es ist anzumerken, dass der Energieunterschied von der Gestalt der
Dichtematrix abha¨ngig ist. Dies ha¨ngt damit zusammen, dass die Standardkonstruktion
immer die Determinante mit der maximalen Teilchenzahl beimischt und diese Beimi-
schung mit dem kleinsten Eigenwert der Dichtematrix zusammenha¨ngt. Einen großen
Energiegewinn kann man in der Regel dadurch erzielen, wenn man Slaterdeterminanten
mit einer hohen Teilchenzahl eliminiert, falls dies mit der Dichtematrix vereinbar ist.
Ein einfaches Argument dafu¨r ist, dass diese Determinanten in der Regel viele Doppel-
besetzungen aufweisen.
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1gehe zu
1
überprüfe
neues
gefundene Lösung keine Lösung
wähle Determinante
wähle Determinante
mit
suche
reskaliere Determinanten
|ΨMC〉
|cN |2
|ΨMC〉
|cN |2 6= 0
|cN |2 = 0
|ΦN〉
|ΦN ′〉
|Φi〉, |Φj〉
〈Φi|cˆ†αcˆα|Φi〉 + 〈Φj|cˆ†αcˆα|Φj〉
〈ΦN |cˆ†αcˆα|ΦN〉 + 〈ΦN ′|cˆ†αcˆα|ΦN ′〉 =
Abbildung 4.2: Programmablauf bei der Konstruktion des Startzustandes. Hierbei wer-
den zwei Slaterdeterminanten |ΦN 〉 und |ΦN ′〉 des aktuellen Vielteilchen-
zustandes ausgewa¨hlt, welche nicht zwingend die gleiche Teilchenzahl
aufweisen mu¨ssen. Es wird nach zwei weitere Determinanten |Φi〉 und
|Φj〉 gesucht, welche die gleiche Dichtematrix wie |ΦN 〉 und |ΦN ′〉 haben,
des Weiteren der Bedingung 4.47 genu¨gen. Existiert eine Lo¨sung, dann
wird ein Startzustand |ΨMC〉 berechnet. Existieren mehrere Lo¨sungen,
dann wird die energetisch gu¨nstigste Lo¨sung ausgesucht.
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Abbildung 4.3: Standardkonstruktion des Startzustandes (SK) und Konstruktion mit
Hilfe des Monte-Carlo Verfahrens (MC) im Vergleich zueinander (U=24,
t=-2, N=6). ∆E bezeichnet die energetische Differenz zwischen bei-
den Zusta¨nden. Es wird weiterhin gezeigt, dass man mit beiden Start-
zusta¨nden die gleiche Grundzustandsenergie erha¨lt. Details sind im Text
zu finden.
4.2.4 Startzustand: Ein Ensemble fu¨r Nχ = 4
Wir suchen einen Startzustand fu¨r eine diagonale Dichtematrix Dα,β fu¨r den Spezialfall
Nχ = 4. Fu¨r die Dichtematrix wird
1 ≥ D1,1 ≥ D2,2 ≥ D3,3 ≥ D4,4 ≥ 0 (4.64)
und ∑
i
Di,i = 2 (4.65)
angenommen. Die Vielteilchenwellenfunktionen sollen alle aus Slaterdeterminanten mit
2 Teilchen bestehen. Prinzipielle Idee ist, neben der Slaterdeterminante |1100〉 nur noch
“Einteilchenanregungen” dieser Slaterdeterminante zuzulassen. Die zu betrachtenden
Determinanten sind also
|1100〉 |1010〉 |1001〉 |0110〉 |0101〉. (4.66)
In einem ersten Schritt konstruieren wir nun ein Ensemble aus Wellenfunktionen Ψi, wo-
bei jede Wellenfunktion genau eine der obigen Determinanten entha¨lt. Es werden dabei
nur die Wahrscheinlichkeiten Pi variiert um eine Lo¨sung fu¨r die Dichtematrix zu erhal-
ten. Daran ist vorteilhaft, dass die Nichtdiagonalelemente der Dichtematrix automatisch
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verschwinden und die Vielteilchenwellenfunktionen orthonormal zueinander sind.
Allgemein mu¨ssen nun noch die Zwangsbedingungen
Dα,α =
∑
i
Pi〈Ψi|cˆ†αcˆα|Ψi〉
=
∑
i
Pi〈Φi|cˆ†αcˆα|Φi〉
=
∑
i
Piθα∈Φi
1 =
∑
i
Pi
(4.67)
erfu¨llt werden (d. h. alle anderen Zwangsbedingungen sind per Konstruktion erfu¨llt),
wobei θα∈Φi durch Definition 4.54 erkla¨rt ist. Fu¨r die weitere Vorgehensweise definieren
wir nun zuna¨chst ein Symbol der Form
|10X〉 =
{ |1010〉 oder
|1001〉 (4.68)
Entsprechend soll weiterhin das Symbol |01X〉 erkla¨rt sein. Wir bemerken nun, dass ein
Lo¨sungsansatz der Form
P1 = 1− (1−D1,1)− (1−D2,2) |1100〉
P2 = 1−D1,1 |01X〉
P3 = 1−D2,2 |10X〉
(4.69)
sowohl die Zwangsbedingung der Normierung sowie die Zwangsbedingungen D1,1 bzw.
D2,2 erfu¨llt. Hierbei ist zu beachten, dass die Pi nicht negativ werden ko¨nnen, was man
mit 4.64 und 4.65 recht leicht nachrechnen kann. Nun geben wir mittels Fallunterschei-
dung eine allgemeine Lo¨sung an. Diese ist notwendig, um die nicht erlaubte Lo¨sung
Pi < 0 auszuschliesen.
Sei dazu 1−D1,1 ≤ D3,3. Dann erfu¨llt das Ensemble
P1 = 1− (1−D1,1)− (1−D2,2) |1100〉
P2 = 1−D1,1 |0110〉
P3 = D3,3 − (1−D1,1) |1010〉
P4 = D4,4 |1001〉
(4.70)
die Zwangsbedingungen 4.67. Der Nachweis ergibt sich einfach durch Nachrechnen. Ex-
plizit zeigen wir dies fu¨r D1,1∑
i
Pi〈Ψi|cˆ†1cˆ1|Ψi〉 = 1− (1−D1,1)− (1−D2,2) +D3,3 − (1−D1,1) +D4,4
= 1− 1 +D1,1 − 1 +D2,2 +D3,3 − 1 +D1,1 +D4,4
= D1,1 +D1,1 +D2,2 +D3,3 +D4,4 − 2︸ ︷︷ ︸
=0
= D1,1.
(4.71)
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Fu¨r den noch zu diskutierenden Fall 1 − D1,1 ≥ D3,3 geben wir ebenfalls eine Lo¨sung
an. Wir zeigen dabei zuna¨chst, dass aus 1−D1,1 ≥ D3,3 die Beziehung 1−D2,2 ≤ D4,4
folgt. Hierzu betrachten wir die Gleichung
∑4
i=1 Di,i = 2, welchen wir auch in der Form∑4
i=2 Di,i−1 = 1−D1,1 schreiben ko¨nnen. Mit der Voraussetzung 1−D1,1 ≥ D3,3 ergibt
sich
4∑
i=2
Di,i ≥ D3,3 ⇒ D2,2 +D4,4 − 1 ≥ 0.
Aus D2,2 +D4,4 − 1 ≥ 0 folgt 1−D2,2 ≤ D4,4 und damit ko¨nnen wir nun auch hier eine
Lo¨sung angeben. Sie lautet
P1 = 1− (1−D1,1)− (1−D2,2) |1100〉
P2 = 1−D2,2 |1001〉
P3 = D4,4 − (1−D2,2) |0101〉
P4 = D3,3 |0110〉.
(4.72)
Der Nachweis erfolgt auch hier durch einfaches Nachrechnen.
Wir diskutieren nun noch, wie wir die Anzahl der zu betrachtenden Wellenfunktionen
in diesem Ensemble reduzieren ko¨nnen. Betrachten wir dazu 4.70 bzw. 4.72 und die
beiden, jeweils nur aus einer Determinante bestehenden Wellenfunktionen |Ψ2〉 = |1001〉
und |Ψ4〉 = |0110〉 des entsprechenden Ensembles. Wir suchen nun nach einer normierten
Wellenfunktion der Form
|Ψ2〉 = a|1001〉+ b|0110〉 P 2 = P2 + P4, (4.73)
welche die gleiche Dichtematrix wie P2|Ψ2〉 + P4|Ψ4〉 hat. Unter dieser Voraussetzung
kann dann das Ensemble mit nur noch drei Vielteilchenwellenfunktionen Ψ1, Ψ2 und Ψ3
und den dazugeho¨rigen Wahrscheinlichkeiten P1, P 2 und P3 verwendet werden. Hierfu¨r
ko¨nnen wir uns erneut auf die Diagonalelemente der Dichtematrix konzentrieren, da
〈Ψ2|cˆ†αcˆβ |Ψ2〉 = 0 ist, falls α 6= β. Wir erhalten nun folgende Gleichung
P2〈Ψ2|cˆ†αcˆα|Ψ2〉+ P4〈Ψ4|cˆ†αcˆα|Ψ4〉 = P 2〈Ψ2|cˆ†αcˆβ|Ψ2〉. (4.74)
Setzen wir fu¨r α explizit die mo¨glichen Werte eins bis vier ein, dann sind zwei der vier er-
haltenen Gleichungen zueinander a¨quivalent. Die beiden verbleibenden, nicht zueinander
a¨quivalenten Gleichungen lauten
P2 = P 2a
2 (4.75)
P4 = P 2b
2. (4.76)
Daraus kann man direkt eine Lo¨sung fu¨r a und b erhalten, das weiteren die Aussage,
dass Ψ2 normiert ist, da a
2 + b2 = 1 gilt.
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4.2.5 Behandlung der Lagrange-Multiplikatoren
Zur Berechnung der Lagrange-Multiplikatoren wurden im Rahmen dieser Arbeit zwei
unterschiedliche Verfahren eingesetzt, die nach Isaac Newton und Joseph Raphson be-
nannte Newton-Raphsonsche Methode und das auf Ryckaert et. al. [213] zuru¨ckgehende
sogenannte SHAKE- Verfahren. Auf beide soll im Folgenden na¨her eingegangen werden.
Fu¨r die Darstellung beginnen wir mit der aus Kapitel 4.2.2 bekannten Beziehung
|Ψ(+)〉 = 2|Ψ(0)〉 − |Ψ(−)〉+ ∆
2
m
Hˆ|Ψ(0)〉︸ ︷︷ ︸
:=|Ψ〉
− ∆
2
m(1 + α˜)
∑
k
λkCˆk|Ψ(0)〉, (4.77)
wobei der Term − ∆2m(1+α˜)
∑
k λkCˆk|Ψ(0)〉 Zwangskra¨fte beschreibt und λk sowie die Ope-
ratoren Cˆk durch die Darstellung in Anhang D.2 erkla¨rt sind. Wir fordern, dass |Ψ(+)〉
gegeben durch Gleichung 4.77 die Zwangsbedingungen erfu¨llen soll, d. h. es muss
〈Ψ(+)|Cˆk|Ψ(+)〉 = Rk (4.78)
gelten. Rk ist hierbei durch D.9 gegeben. Wird der Ausdruck 4.77 in Gleichung 4.78
eingesetzt, dann erha¨lt man eine Beziehung der Form
Rk = 〈Ψ|Cˆk|Ψ〉 − ∆
2
m(1 + α˜)
∑
l
λl(〈Ψ|CˆkCˆl|Ψ(0)〉+ 〈Ψ(0)|CˆlCˆk|Ψ〉)
+
(
∆2
m(1 + α˜)
)2∑
l,m
λlλm〈Ψ(0)|CˆlCˆkCˆm|Ψ(0)〉.
(4.79)
Hierbei haben wir ausgenutzt, dass die λk per Konstruktion reelle Zahlen sind und
die Operatoren Cˆk hermitesch. Wir haben einen Satz von gekoppelten quadratischen
Gleichungen fu¨r λk erhalten, mit welchen wir die Lagrange-Muliplikatoren u¨ber D.6
berechnen ko¨nnen. Zur Lo¨sung der gekoppelten quadratischen Gleichungen gibt es un-
terschiedliche numerische Verfahren, wobei wir die vorstellen, welche im Rahmen dieser
Arbeit eingesetzt wurden.
Newton-Raphson Verfahren
Ein Standardverfahren zur Lo¨sung von gekoppelten nichtlinearen Gleichungssystemen
ist das Newton-Raphson Verfahren. Dieses Verfahren ist eine Mo¨glichkeit, um die Glei-
chungen 4.79 zu lo¨sen.
Sei allgemein ~f(~x) eine differenzierbare Abbildung von Rn → Rn. Gesucht sei eine Lo¨sung
~x0 der Gleichung ~f(~x) = ~0. Zuna¨chst entwickeln wir fi nach Taylor bis zur ersten Ord-
nung um einen Vektor ~x1. ~x1 soll hierbei eine erste Na¨herung der Nullstelle sein. Wir
erhalten
fi(~x) = fi(~x1) +
∑
j
∂fi
∂xj
|~x1(xj − xj,1) + ho¨here Terme (4.80)
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Unter Verwendung der Definition der Jakobi-Matrix J, gegeben durch
Ji,j :=
∂fi
∂xj
(4.81)
erhalten wir die zweite Na¨herung, welche wir mit ~x2 bezeichnen wollen:
~f ≈ ~f |~x1 + J(~x2 − ~x1) = 0 ⇒ ~x2 = −J−1 ~f |~x1 + ~x1. (4.82)
Setzt man dieses Verfahren fort, dann kann eine allgemeine Beziehung fu¨r ~xn+1 angege-
ben werden:
~xn+1 = ~xn−J−1 ~f |~xn︸ ︷︷ ︸
~sn
. (4.83)
Bei der numerischen Durchfu¨hrung des Verfahrens sollte die aufwendige Berechnung der
Inversen von J vermieden werden. Wir stellen aus diesem Grunde den Korrekturterm ~sn
durch das Gleichungssystem
J|~xn~sn = −~f |~xn (4.84)
dar. Dieses Gleichungssystem kann dann mit einer LR- oder QR-Zerlegung gelo¨st und
somit auf das Berechnen von J−1 verzichtet werden.
Das Newton-Raphson Verfahren konvergiert allgemein nur lokal. Dies bedeutet anschau-
lich, dass ein geeigneter Startpunkt, also ein Punkt in der Na¨he der Lo¨sung, verwendet
werden muss, damit das Verfahren konvergiert. Ko¨nnte ein beliebiger Startwert inner-
halb des Definitionsbereiches von ~f verwendet werden, dann wu¨rde man von globaler
Konvergenz sprechen. Konvergiert das Verfahren, dann liegt quadratische Konvergenz
vor. Man spricht allgemein von der Konvergenzordnung p, falls
|~xn+1 − ~x0| ≤ c|~xn − ~x0|p (4.85)
fu¨r alle n ≥ n0 gilt [214].
SHAKE-Verfahren
Ein anderer Ansatz zur Berechnung der Lagrange-Multiplikatoren λk ist das schon
erwa¨hnte SHAKE-Verfahren [213]. Es wurde urspru¨nglich entwickelt, um Absta¨nde von
Atomen konstant zu halten. Um die Idee des Verfahrens zu verstehen sei zuna¨chst ge-
sagt, dass man |Ψ〉 als erste Approximation von |Ψ(+)〉 interpretieren kann, d. h. die
Abweichung von 〈Ψ|Cˆk|Ψ〉 − Rk im Vergleich zu 〈Ψ(+)|Cˆk|Ψ(+)〉 − Rk ist nicht sehr
groß, falls der Zeitschritt ∆ klein gewa¨hlt wird. Betrachten wir die Gleichung 4.79, dann
ergibt sich fu¨r die Differenz von 〈Ψ(+)|Cˆk|Ψ(+)〉 −Rk und 〈Ψ|Cˆk|Ψ〉 −Rk
〈Ψ(+)|Cˆk|Ψ(+)〉 − 〈Ψ|Cˆk|Ψ〉 = − ∆
2
m(1 + α˜)
∑
l
λl(〈Ψ|CˆkCˆl|Ψ(0)〉+ 〈Ψ(0)|CˆlCˆk|Ψ〉)
+
(
∆2
m(1 + α˜)
)2∑
l,m
λlλm〈Ψ(0)|CˆlCˆkCˆm|Ψ(0)〉.
(4.86)
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Wir erkennen, dass entsprechende Korrekturterme in den Ordnungen ∆2 bzw. ∆4 auftre-
ten. Vernachla¨ssigen wir die Terme der 4. Ordnung, dann liegt eine lineare Gleichung in
λk vor, d. h. wir ko¨nnen eine Na¨herung der korrekten Lagrange-Multiplikatoren bestim-
men und damit eine verbesserte Approximation fu¨r |Ψ(+)〉. Das Verfahren kann iterativ
fortgesetzt werden und konvergiert zu einem Fixpunkt [40, 42, 215].
4.3 Testrechnungen und numerische Probleme
Im Folgenden diskutieren wir einige Testrechnungen, welche mit dem CI-Code durch-
gefu¨hrt wurden. Wir gehen des Weiteren auf dessen Numerik genauer ein.
4.3.1 Funktionalita¨t: Energieerhaltung und Minimierungsprozess
Um die Funktionsweise des CI-Programmes zu testen, wurde zuna¨chst u¨berpru¨ft, ob die
Gesamtenergie eine Erhaltungsgro¨ße ist. Fu¨r den Test wurde die Reibung auf Null gesetzt
und dann sowohl Gesamtenergie, potentielle Energie sowie fiktive kinetische Energie in
Abha¨ngigkeit der RDMFT-Zeit aufgetragen. Das Ergebnis dieses Tests ist in Abbildung
4.4 zu sehen. Es wird deutlich, dass die Gesamtenergie na¨herungsweise eine Konstante
ist. Allerdings treten kleine Fluktuationen auf, welche u¨ber die Gro¨ße des Zeitschrittes
∆ kontrolliert werden ko¨nnen.
Nun u¨berpru¨fen wir den Minimierungsprozess. Fu¨r diesen Test berechnen wir den Grund-
zustand und die Grundzustandsenergie einer Hubbard Kette mit 4 Pla¨tzen zuna¨chst
mittels exakter Diagonalisierung und berechnen dann die Dichtematrix des Grundzu-
standes. Diese u¨bergeben wir an das CI-Programm und u¨berpru¨fen die Gesamtenergie.
Die Parameter des Hamilton-Operators wurden hierbei mit t = −2 und U = 2 gewa¨hlt.
Es wurden nun mehrere CI-Rechnungen durchgefu¨hrt, wobei der Startzustand, der Zeit-
schritt ∆ und auch die konstant gewa¨hlte Reibung α variiert wurde. Fu¨r ∆ wurden die
Werte ∆ = 0.01, 0.05 und 0.1 untersucht, fu¨r α 0.1, 0.05 und 0.01.
In Abbildung 4.5 findet man das Ergebnis dieser Rechnungen. Generell sehen wir fu¨r jede
der vorgestellten Rechnungen, dass wir die mittels exakter Diagonalisierung errechnete
Grundzustandsenergie finden, unabha¨ngig von dem vorgegebenen Startzustand bzw. den
zuvor angegebenen Parametern ∆ oder α. Die kleinen numerischen Abweichungen von
dem exakten Resultat treten erst in der 7. Nachkommastelle auf.
4.4 Unstetigkeiten
Unstetigkeitstellen des Potentials werden sowohl in der Dichtefunktionaltheorie [58] als
auch in der Dichtematrixfunktionaltheorie [80] diskutiert. Hierbei werden nichtganzzah-
lige Systeme mit der Teilchenzahl M als ein statistisches Gemisch aus einem N- bzw.
einem N+1 Teilchensystem beschrieben. Betrachtet man nun die Grundzustandsenergie
als eine Funktion der Teilchenzahl M, d. h. E0(M), dann tritt bei der Ableitung von E0
nach der Teilchenzahl bei ganzzahliger Teilchenzahl N eine Unstetigkeitstelle auf, deren
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Abbildung 4.4: CI-Testrechnung: Es wird gezeigt, dass die Gesamtenergie eine Erhal-
tungsgro¨ße ist. Hierbei wird die Gesamtenergie in Abha¨ngigkeit von der
CI-Zeit aufgetragen. Die CI-Zeit ist hierbei durch das Produkt aus dem
Zeitschritt ∆ und der Anzahl der CI-Simulationsschritte erkla¨rt. Großes
Bild: Gesamtenergie (blau), potentielle Energie (rot) und fiktive kineti-
sche Energie (schwarz) der Wellenfunktion in Abha¨ngigkeit der CI-Zeit
bei ∆ = 5 ∗ 10−2. Kleines Bild: Fluktuationen der Gesamtenergie bei
∆ = 5 ∗ 10−2 und ∆ = 2 ∗ 10−2.
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Abbildung 4.5: CI-Testrechnung: Der Minimierungsprozess bei unterschiedlichen Zeit-
schritten ∆ und Reibungen α bei vorliegender Grundzustandsdichtema-
trix einer Hubbard-Kette mit 4 Pla¨tzen mit t = −2 und U = 2. Der
CI-Code findet die exakte Grundzustandsenergie, unabha¨ngig vom vor-
gegebenen Startzustand (S1 kennzeichnet die Standardkonstruktion des
Startzustandes, S2 eine kleine Variation von diesem) und der hier ver-
wendeten Parameter ∆ bzw. α.
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Betrag mit dem der Bandlu¨cke ∆ a¨quivalent ist, d. h. es gilt
∆ = lim
a→0
(
∂E0(M)
∂M
|N+a − ∂E0(M)
∂M
|N−a
)
. (4.87)
In unseren Rechnungen treten ebenfalls Unstetigkeitsstellen auf, deren Ursprung wir im
Folgenden genauer diskutieren.
4.4.1 Unstetigkeitsstellen am Beispiel mit zwei Orbitalen
Wir diskutieren einen einfachen Spezialfall mit zwei Orbitalen d. h. Nχ = 2. Fu¨r die-
sen weisen wir Unstetigkeitsstellen des Potentials explizit durch Nachrechen nach. Die
Vielteilchenwellenfunktion Ψ kann dabei ganz allgemein in der Form
|Ψ〉 = c0,0|00〉+ c1,0|10〉+ c0,1|01〉+ c1,1|11〉 (4.88)
geschrieben werden. Wir suchen zuna¨chst eine allgemeine Lo¨sung fu¨r unsere Zwangsbe-
dingungen, wobei wir fu¨r die Normierungsbedingung die Gleichung
1 = |c0,0|2 + |c1,0|2 + |c0,1|2 + |c1,1|2 (4.89)
erhalten und fu¨r die Beitra¨ge der Dichtematrix ρα,β
ρ1,1 = |c1,0|2 + |c1,1|2 (4.90)
ρ2,2 = |c0,1|2 + |c1,1|2 (4.91)
ρ1,2 = c
∗
1,0c0,1 (4.92)
ρ2,1 = c
∗
0,1c1,0. (4.93)
Daraus lassen sich direkt folgende Beziehungen ableiten
c1,0
4.90
=
√
ρ1,1 − |c1,1|2eiφ1,0 (4.94)
c0,1
4.91
=
√
ρ2,2 − |c1,1|2eiφ0,1 (4.95)
c0,0
4.89
=
√
1− (|c1,0|2 + |c0,1|2 + |c1,1|2)eiφ0,0
=
√
1− (ρ1,1 − |c1,1|2 + ρ2,2 − |c1,1|2 + |c1,1|2)eiφ0,0
=
√
1− (ρ1,1 + ρ2,2 − |c1,1|2)eiφ0,0 .
(4.96)
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Nun betrachten wir das Produkt aus ρ1,2 und ρ2,1
ρ1,2ρ2,1 = c
∗
1,0c0,1c
∗
0,1c1,0
= |c1,0|2|c0,1|2
= (ρ1,1 − |c1,1|2)(ρ2,2 − |c1,1|2)
= ρ1,1ρ2,2 − ρ1,1|c1,1|2 − ρ2,2|c1,1|2 + |c1,1|4
= ρ1,1ρ2,2 − (ρ1,1 + ρ2,2)|c1,1|2 + |c1,1|4
= ρ1,1ρ2,2 − 2ρ1,1 + ρ2,2
2
|c1,1|2 + |c1,1|4
= ρ1,1ρ2,2 −
(
ρ1,1 + ρ2,2
2
)2
+
(
ρ1,1 + ρ2,2
2
)2
− 2ρ1,1 + ρ2,2
2
|c1,1|2 + |c1,1|4
= ρ1,1ρ2,2 −
(
ρ1,1 + ρ2,2
2
)2
+
(
|c1,1|2 − ρ1,1 + ρ2,2
2
)2
Daraus ergibt sich direkt eine Beziehung fu¨r |c1,1|2 der Form
|c1,1|2 = ρ1,1 + ρ2,2
2
±
√(
ρ1,1 + ρ2,2
2
)2
− (ρ1,1ρ2,2 − ρ1,2ρ2,1)
=
ρ1,1 + ρ2,2
2
±
√(
ρ2,2 − ρ1,1
2
)2
+ ρ1,2ρ2,1
Da die Wechselwirkungsenergie nur von c1,1 abha¨ngig ist, la¨sst sie sich sofort fu¨r eine
beliebige 2× 2 Dichtematrix angeben:
E = U |c1,1|2 = U ρ1,1 + ρ2,2
2
± U
√(
ρ2,2 − ρ1,1
2
)2
+ ρ1,2ρ2,1.
Mit Hilfe dieser Gleichung ko¨nnen wir nun die Lagrange-Multiplikatoren berechnen,
welche sich u¨ber die Ableitung der Energie nach der Dichtematrix ergeben. Wir erhalten
V1,1 = − ∂E
∂ρ1,1
= −U
2
∓ U
2
−ρ2,2+ρ1,1
2√(
ρ2,2−ρ1,1
2
)2
+ ρ1,2ρ2,1
(4.97)
V2,2 = − ∂E
∂ρ2,2
= −U
2
± U
2
−ρ2,2+ρ1,1
2√(−ρ2,2+ρ1,1
2
)2
+ ρ1,2ρ2,1
(4.98)
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fu¨r die Hauptdiagonalelemente von V und
V1,2 = − ∂E
∂ρ1,2
= ∓U
2
ρ2,1√(
ρ2,2−ρ1,1
2
)2
+ ρ1,2ρ2,1
(4.99)
V2,1 = − ∂E
∂ρ2,1
= ∓U
2
ρ1,2√(
ρ2,2−ρ1,1
2
)2
+ ρ1,2ρ2,1
.
(4.100)
fu¨r die Elemente der Nebendiagonale. Fu¨r den Spezialfall diagonaler Dichtematrizen
finden wir
V =
( −U2 ∓ U2 0
0 −U2 ± U2
)
. (4.101)
Das Vorzeichen ± erha¨lt man urspru¨nglich aus der Gleichung fu¨r c1,1, gegeben durch
|c1,1|2 = ρ1,1 + ρ2,2
2
±
√(
ρ2,2 − ρ1,1
2
)2
+ ρ1,2ρ2,1. (4.102)
Im Falle einer diagonalen Dichtematrix mit ρ1,1 > ρ2,2 bzw. ρ1,1 = ρ2,2 + ∆ und ∆ > 0
vereinfacht sich diese Beziehung zu
|c1,1|2 = ρ2,2 + ∆
2
± ∆
2
.
Wir zeigen nun durch Widerspruch, dass fu¨r diesen Fall (ρ1,1 > ρ2,2) die Lo¨sung mit
dem positiven Vorzeichen nicht existiert. Dazu setzen wir |c1,1|2 = ρ2,2 + ∆ in 4.91 ein.
Wir finden einen Widerspruch, da der Betrag einer Zahl reell und gro¨ßer gleich Null ist:
|c0,1|2 = −∆ ∆ > 0 ⇒ Widerspruch.
A¨hnlich leicht kann man u¨berpru¨fen, dass die Lo¨sung mit dem negativen Vorzeichen fu¨r
ρ1,1 < ρ2,2 nicht existiert.
Dementsprechend nimmt das Potential fu¨r den Fall diagonaler Dichtematrizen mit ρ1,1 >
ρ2,2 die Gestalt
Vρ1,1>ρ2,2 =
(
0 0
0 −U
)
(4.103)
an. Dies macht Sinn, da beispielsweise ein gro¨ßeres ρ1,1 bei sonst fester Dichtematrix
durch eine zusa¨tzliche Beimischung des Einteilchenzustandes |10〉 realisiert wird und ein
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Einteilchenzustand die Wechselwirkungsenergie nicht erho¨ht.
Im Falle ρ1,1 < ρ2,2 finden wir fu¨r V
Vρ1,1<ρ2,2 =
( −U 0
0 0
)
. (4.104)
Durch Vergleich mit Vρ1,1>ρ2,2 erkennt man, dass eine Unstetigkeitsstelle des Potentials
bei ρ1,1 = ρ2,2 vorliegen muss. Dies ist in Abbildung 4.6 illustriert.
Obwohl es sich bei dem hier vorgestellten Beispiel um einen sehr einfachen Spezialfall
handelt, ist dieser sehr nu¨tzlich. Neben dem Beweis der Unstetigkeitsstellen erha¨lt man
außerdem noch ein Gegenbeispiel fu¨r die Vermutung, dass am Ende einer CI-Rechnung
generell nur zwei Teilchenzahlkana¨le beitragen. Hier finden wir fu¨r fast jede vorliegende
Dichtematrix drei Teilchenzahlkana¨le.
4.4.2 Unstetigkeitstellen des Potentials am Beispiel diagonaler Dichtematrizen
Auf auftretenden Unstetigkeitsstellen des Potentials wurde bereits in Abschnitt 4.4.1
verwiesen. Im Folgenden werden nun Rechnungen mit dem CI-Code durchgefu¨hrt, um
diese Diskontinuita¨ten mit dem CI-Code zu untersuchen. Wir beschra¨nken uns bei die-
ser Studie auf ein System mit Nχ = 4. Des Weiteren betrachten wir der Einfachheit
halber nur diagonale Dichtematrizen. Die Matrixelemente ρ2,2, ρ3,3 und ρ4,4 halten wir
mit ρ2,2 = 0.1, ρ3,3 = 0.7 und ρ4,4 = 0 fest, ρ1,1 wird hingegen als Parameter behandelt.
Angemerkt sei, dass ρ4,4 aus Gru¨nden der U¨bersichtlichkeit Null gesetzt wurde. So kann
man sich fu¨r die Diskussion auf die Determinanten beschra¨nken, bei welchen das vierte
Orbital nicht besetzt ist.
Der Hamilton-Operator ist fu¨r diesen Test der Operator der Wechselwirkung des Hubbard-
Dimers mit U=2. Der Parameter ρ1,1 wird von 0 bis 1 vera¨ndert. Die gefundene Wech-
selwirkungsenergie, die Ableitung der Wechselwirkungsenergie nach der Dichtematrix
(entspricht −V1,1) und die jeweiligen Koeffizienten fu¨r Ψ0 tragen wir in Abha¨ngigkeit
von ρ1,1 auf. Die Ergebnisse sind in Abbildung 4.7 zu sehen. Wir versuchen im Folgen-
den dieses Ergebnis zu verstehen. Wir starten mit der Dichtematrix mit ρ1,1 = 0:
ρ =


0.0 0.0 0.0 0.0
0.0 0.1 0.0 0.0
0.0 0.0 0.7 0.0
0.0 0.0 0.0 0.0

 . (4.105)
Zuna¨chst sei bemerkt, dass man eine solche Dichtematrix niemals nur mit dem Null-
und den Einteilchenzusta¨nden realisieren kann (Beschra¨nkung auf eine Vielteilchenwel-
lenfunktion des Ensembles vorausgesetzt), obwohl die Anzahl der Elektronen kleiner als
eins ist. Ein einzelner Einteilchenzustand genu¨gt offensichtlich fu¨r die Darstellung der
Dichtematrix nicht und jeder zusa¨tzliche andere Einteilchenzustand fu¨hrt zu Beitra¨gen
der Dichtematrix in den Nichtdiagonalelementen. Eine Realisierung mit einem Dreiteil-
chenzustand ist auch nicht mo¨glich, da ein solcher auch zu einem nichtverschwinden-
den Beitrag in ρ1,1 oder ρ4,4 fu¨hren wu¨rde. Dementsprechend besteht die Lo¨sung aus
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ρ1,1
ρ2,2
E
d)
c)
0−Teilchen 1−Teilchen
2−Teilchen1−Teilchen
E
50% 0−,
E
1−Teilchen
50% 2−Teilchen
1−Teilchen
2−Teilchen1−Teilchen0−Teilchen
b)
a)
ρ
2,2
1,1
ρ
50% 0−,
50% 2−Teilchen
Abbildung 4.6: Bild a) Gesamtenergie von Hˆ = nˆ1↑nˆ1↓ in Abha¨ngigkeit von ρ1,1 bzw.
ρ2,2 bei festem ρ1,2 = 0. Bei ρ1,1 = ρ2,2 ist die Funktion nicht diffe-
renzierbar. Bild b) Die x-y Ebene von Bild a). Auf den roten Linien
ist die Gesamtzahl der Elektronen identisch, auf den blauen Linien liegt
gleiche Wechselwirkungsenergie vor. Bild c) Wechselwirkungsenergie bei
fixer Elektronenzahl N=1. Die Wechselwirkunsenergie verschwindet an
den Punkten ρ1,1 = 1 und ρ2,2 = 0 bzw. ρ1,1 = 0 und ρ2,2 = 1. An den
anderen Punkten liegt eine Beimischung des 2-Teilchenzustandes vor. Die
Wechselwirkungsenergie verschwindet nicht. Bild d) Grundzustandsener-
gie in Abha¨ngigkeit von der Teilchenzahl.
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Abbildung 4.7: Abha¨ngigkeit der Wechselwirkungsenergie, des Potentials und des
Grundzustandes |Ψ0〉 von ρ1,1. Oberes Bild: Wechselwirkungsenergie
(rechte y-Achse) und die Potentiale (linke y-Achse) −V1,1, −V2,2 und
−V3,3. Im Bereich von 0.0 < ρ1,1 < 0.1 ist das Potential −V3,3 (tu¨rkise
Linie) nicht Null sondern steigt auf einen Maximalwert von ca. 0.012 bei
ρ1,1 ≈ 0.05 an bevor es wieder auf Null abfa¨llt. Die Werte fu¨r −V1,1 und
−V2,2 sind im Bereich von 0.7 < ρ1,1 < 1 identisch. Die entsprechenden
Kurven liegen also exakt u¨bereinander. Mittleres Bild: Beitra¨ge des Null-
teilchenzustandes und der Einteilchenzusta¨nde zum Grundzustand. Un-
teres Bild: Zweiteilchenzusta¨nde und Dreiteilchenzustand. Es wird deut-
lich, dass an den Unstetigkeitsstellen der Beitrag von mindestens einem
Zustand verschwindet, wa¨hrend mindestens ein anderer Zustand relevant
wird.
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einer Superposition von Slaterdeterminanten mit null, einem und zwei Teilchen (sie-
he auch Abbildung 4.7). Der U¨berlapp zwischen ρ2,2 und ρ3,3 von 0.1 la¨sst sich mit
Hilfe des Zustandes
√
0.1|0110〉 realisieren und den zusa¨tzlichen Beitrag in ρ3,3 erha¨lt
man mit
√
0.6|0010〉. Fu¨r die Normierung des Zustandes ist noch eine Beimischung von√
1− (0.1 + 0.6)|0000〉 notwendig.
Nun betrachten wir die Situation an der ersten Unstetigkeitsstelle, welche genau dann
beobachtet wird, wenn ρ1,1 und ρ2,2 a¨quivalent sind bzw. wenn zwei Eigenwerte mitein-
ander u¨bereinstimmen. Fu¨r diesen Fall liegt die Dichtematrix
ρ =


0.1 0.0 0.0 0.0
0.0 0.1 0.0 0.0
0.0 0.0 0.7 0.0
0.0 0.0 0.0 0.0

 (4.106)
vor. Der von CI gefundene Grundzustand besteht erneut aus einem Null-, einem Ein-
und einem Zweiteilchenzustand, d. h. es wurde kein neuer Teilchenzahlkanal beigemischt.
Es ergibt sich
|Ψ0〉 =
√
1− (0.1 + 0.7)|0000〉+
√
0.7|0010〉+
√
0.1|1100〉. (4.107)
Die zweite Unstetigkeitsstelle finden wir wieder an der Stelle, wo zwei Eigenwerte gleich
sind, na¨mlich bei ρ1,1 = ρ3,3. Fu¨r die vorliegende Dichtematrix finden wir einen Viel-
teilchenzustand, welcher nur die Determinanten |1010〉, |0100〉 und den Vakuumzustand
entha¨lt, d. h.
|Ψ0〉 =
√
1− (0.1 + 0.7)|0000〉+
√
0.1|0100〉+
√
0.7|1010〉. (4.108)
Dieser Zustand entha¨lt an keinem der beiden Gitterpla¨tze eine Doppelbesetzung, d. h. die
Wechselwirkungsenergie verschwindet, wie wir in Abbildung 4.7 auch erkennen ko¨nnen.
Die dritte Unstetigkeitsstelle des Potentials finden wir bei ρ1,1 = 0.9. Hier liegt nicht die
Situation vor, dass Eigenwerte miteinander vertauschen. Wir sehen anhand der Abbil-
dung 4.7, dass fu¨r ρ1,1 = 0.9−∆ (∆ klein und ∆ > 0) der Vakuumzustand beigemischt
ist, dessen Beitrag fu¨r ρ1,1 = 0.9 verschwindet. Fu¨r ρ1,1 = 0.9 + ∆ finden wir hingegen
erstmals einen Dreiteilchenzustand im Grundzustand, was diese Unstetigkeitsstelle des
Potentials erkla¨rt.
Die Unstetigkeitsstellen bei ρ1,1 = ρ2,2 bzw. ρ1,1 = ρ3,3 ko¨nnen nicht durch die Bei-
mischung eines anderen Teilchenzahlkanals erkla¨rt werden, weil immer der Null-, Ein-
und Zweiteilchenkanal vorliegt. Wir sehen aber beispielsweise (Abbildung 4.7), dass der
Grundzustand fu¨r ρ1,1 = 0.1 − ∆, bezeichnet mit Ψ<, bestimmte Slaterdeterminanten
entha¨lt, welche in dem Grundzustand fu¨r ρ1,1 = 0.1+∆ (von nun an mit Ψ
> bezeichnet)
nicht enthalten sind. Z. B. entha¨lt Ψ< die Determinante |1000〉, Ψ> hingegen nicht. Wir
ko¨nnen also Unstetigkeitstellen erwarten, wenn der Grundzustand eine, bzw. mehrere
neue Slaterdeterminanten entha¨lt. Wichtig ist weiterhin, dass man mit dem Zustand
Ψ< auf die Determinanten von Ψ> schließen kann, wenn wir das erste und zweite Bit
jeder Slaterdeterminante des Vielteilchenzustandes Ψ< miteinander vertauschen. Bei
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ρ1,1 = ρ3,3 finden wir eine entsprechende Situation bei Vertauschung der Bits eins und
drei.
Die Teilchenzahl ist fu¨r ρ1,1 = 0 bis ρ1,1 = 0.2 kleiner als eins, fu¨r ρ1,1 = 0.2 bis ρ1,1 = 1
zwischen eins und zwei. Obwohl die Teilchenzahl fu¨r 0 < ρ1,1 < 0.2 kleiner als eins ist, ist
mindestens ein Zweiteilchenzustand im Grundzustand enthalten. Der Grund dafu¨r ist,
dass wir uns auf nur eine Vielteilchenwellenfunktion im Ensemble beschra¨nkt haben und
es somit mathematisch keine Mo¨glichkeit gibt, auf diesen zu verzichten. Wu¨rden wir ein
Ensemble aus vier Vielteilchenwellenfunktionen verwenden, dann ko¨nnten wir mit dem
Ensemble
|Ψ1〉 = |1000〉 P1 = ρ1,1
|Ψ2〉 = |0100〉 P2 = 0.1
|Ψ3〉 = |0010〉 P3 = 0.7
|Ψ4〉 = |0000〉 P4 = 1− (ρ1,1 + 0.1 + 0.7)
(4.109)
fu¨r 0 < ρ1,1 < 0.2 immer eine Lo¨sung erhalten, bei welcher die Wechselwirkung Null
wu¨rde. Daraus folgert eine konstante Ableitung fu¨r 0 < ρ1,1 < 0.2 und die Erkenntnis,
dass die bei uns vorliegende Unstetigkeitsstelle bei ρ1,1 = 0.1 dann nicht mehr auftreten
wu¨rde. Diese Tatsache begru¨ndet die Vermutung, dass viele Unstetigkeitsstellen, welche
im Rahmen dieser Theorie beobachtet werden, nur aus der Beschra¨nkung auf eine Wel-
lenfunktion des Ensembles resultieren.
Abschließend diskutieren wir die Wechselwirkungsenergie (Abbildung 4.7, obere Figur,
graue Linie). Die Kurve besteht fu¨r 0.1 < ρ1,1 < 0.7, 0.7 < ρ1,1 < 0.9 und 0.9 < ρ1,1 < 1
aus linearen Segmenten, wobei jeweils unterschiedliche Steigungen vorliegen. Fu¨r 0.0 <
ρ1,1 < 0.1 ist die Kurve hingegen nichtlinear. Wir gehen zuna¨chst auf diese linearen
Segmente etwas ausfu¨hrlicher ein. Ist beispielsweise 0.9 < ρ1,1 < 1, dann ist |1110〉 die
einzige im jeweiligen Grundzustand enthaltene Slaterdeterminante, welche zur Wechsel-
wirkungsenergie beitragen kann (vergleiche Abbildung 4.7 mittlere und untere Figur bei
0.9 < ρ1,1 < 1). Klar ist, dass der Vakuumzustand und die Einteilchenzusta¨nde nicht
beitragen ko¨nnen. Die fu¨r 0.9 < ρ1,1 < 1 noch im Grundzustand enthaltenen Determi-
nanten |1010〉 und |0110〉 ebenfalls nicht, da keine Doppelbesetzung vorliegt. Quadriert
man den Beitrag von |1110〉, dann sieht man eine fu¨r 0.9 < ρ1,1 < 1 linear steigende
Kurve, was bedeutet, dass auch die Wechselwirkungsenergie linear steigen muss, was ja
auch beobachtet wird. Wir merken an, dass wir in Abbildung 4.6 ebenfalls lineares Ver-
halten erkennen. Die Frage ist nun, ob dieses lineare Verhalten fu¨r das eingeschra¨nkte
exakte Dichtematrixfunktional F Wˆ1WF (vergleiche Gleichung 4.20) typisch ist oder nicht.
Darauf konnte im Rahmen dieser Arbeit noch keine endgu¨ltige Antwort gegeben werden.
4.4.3 Unstetigkeiten des Potentials: Ensemble
In 4.4.2 haben wir Beispiele fu¨r Unstetigkeitsstellen bei einer Vielteilchenwellenfunktion
diskutiert. Hierbei wurde ein System mit variabler Teilchenzahl behandelt. Nun fu¨hren
wir eine a¨hnliche Studie durch, wobei wir uns auf ein System beschra¨nken, indem sich die
Teilchenzahl nicht vera¨ndert. Hierbei wird mit einem Ensemble aus drei Vielteilchenwel-
lenfunktionen gearbeitet werden, welche jeweils reine N-Teilchenwellenfunktionen sind.
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Ziel dieser Untersuchung ist die Beantwortung der Frage, ob man auch im Falle eines
Ensembles aus Vielteilchenfunktionen Unstetigkeitsstellen des Potentials zu erwarten
hat oder nicht. Hierzu ist anzumerken, dass auf jeden Fall ein Teil der Unstetigkeits-
stellen bei einer Ensemblebetrachtung verschwindet, da alle Unstetigkeiten entfallen,
welche durch die Beimischung von Slaterdeterminanten anderer Teilchenzahlkana¨le ent-
stehen. Als Testsystem wa¨hlen wir dazu den Hubbard-Dimer bei halber Fu¨llung mit
den Parametern U=16 und t=-2. Als Startzustand wird das in Kapitel 4.2.4 diskutier-
te Ensemble benutzt, wo ein Ensemble aus drei Vielteilchenwellenfunktionen bestehend
aus reinen Zweiteilchenwellenfunktionen konstruiert wurde. Andere Teilchenzahlkana¨le
ko¨nnen so fu¨r diese Betrachtung immer komplett eliminiert werden. Die Dichtematrizen
haben dabei die Form
ρ =


x 0.0 0.0 0.0
0.0 0.9 0.0 0.0
0.0 0.0 1− x 0.0
0.0 0.0 0.0 0.1

 . (4.110)
Hierbei mu¨ssen zwei Elemente auf der Hauptdiagonalen gea¨ndert werden, da sich sonst
die Teilchenzahl vera¨ndern wu¨rde. In Abbildung 4.8 findet sich das Ergebnis der Testrech-
nung. Wir erkennen, dass die Wechselwirkungsenergie (CI-Energie) linear mit x skaliert.
Die Gestalt der Wellenfunktionen fu¨r 0 ≤ x ≤ 0.1 und von 0.1 ≤ x ≤ 0.4 vera¨ndert sich
nicht, sondern nur deren Wahrscheinlichkeiten Pi (siehe aufgelistete Wellenfunktionen
unten). Die Steigung ∂E∂x ergibt sich durch
∂E
∂x
=
∂E
∂ρ1,1
∂ρ1,1
∂x
+
∂E
∂ρ3,3
∂ρ3,3
∂x
= −V1,1 + V3,3.
Fu¨r den Fall 0 ≤ x < 0.1 ist V1,1 = 8,V3,3 = −8, die Steigung also -16, fu¨r den Fall
0.1 < x ≤ 0.4 liegt V1,1 = −8 und V3,3 = 8 vor, die Steigung ist demnach +16. Die
errechneten Vielteilchenwellenfunktionen fu¨r bestimmte x-Werte mit den entsprechenden
Wahrscheinlichkeiten lauten
• x=0
|Ψ1〉 = |0110〉 P1 = 0.9
|Ψ2〉 = |0011〉 P2 = 0.1
|Ψ3〉 = 1√
2
(|1010〉+ |0101〉) P3 = 0.0
• x=0.1
|Ψ1〉 = |0110〉 P1 = 0.8
|Ψ2〉 = |0011〉 P2 = 0.0
|Ψ3〉 = 1√
2
(|1010〉+ |0101〉) P3 = 0.2
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Abbildung 4.8: Oberes Bild: CI-Energie und Potential in Abha¨ngigkeit des Parameters
x (siehe 4.110). Die CI-Energie a¨ndert sich linear. Bei x=0.1 tritt eine
Unstetigkeitsstelle des Potentials auf. Unteres Bild: Die Wahrscheinlich-
keiten Pi in Abha¨ngigkeit von x.
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• x=0.2
|Ψ1〉 = |0110〉 P1 = 0.7
|Ψ2〉 = |1100〉 P2 = 0.1
|Ψ3〉 = 1√
2
(|1010〉+ |0101〉) P3 = 0.2.
Wir haben also den expliziten Nachweis der Existenz von Unstetigkeitstellen bei einem
Ensemble aus Vielteilchenwellenfunktionen gefu¨hrt.
4.5 RDMFT+CI
In den vorherigen Abschnitten haben wir den CI-Code ausfu¨hrlich diskutiert. Nun dis-
kutieren wir die Grundlagen, wie wir eine Kombination aus einem RDMFT-Code und
dem CI-Code realisieren ko¨nnen. Hierzu wurde ein auf der CP-Methode basierendes Pro-
gramm entworfen, um die vorgeschlagene Methode an kleinen Modellsystemen studieren
zu ko¨nnen. Es werden des Weiteren Na¨herungen des exakten Dichtematrixfunktionals
untersucht und auftretende numerische Probleme analysiert.
Die Dichtematrix wird mit Hilfe eines Satzes zueinander orthogonaler Einteilchenwellen-
funktionen |ϕi〉 mit den Besetzungszahlen fi optimiert. Fu¨r die Darstellung der Dichte-
matrix wa¨hlen wir einen weiteren Satz orthogonaler Wellenfunktionen |χα〉, welcher im
Gegensatz zu dem Satz |ϕi〉 fixiert ist, sich also wa¨hrend der Rechnung nicht vera¨ndert.
Dies sind die erzeugenden Funktionen der in CI verwendeten Slaterdeterminanten. U¨ber
die bereits aus Kapitel 3.2 bekannte Gleichung
ρα,β =
∑
i
〈χα|ϕi〉fi〈ϕi|χβ〉 (4.111)
la¨sst sich dann die Dichtematrix berechnen. Die Definition der Besetzungszahlen fi wird
in der Form
fi :=
1
2
(1− cos(xi)) (4.112)
gewa¨hlt, wodurch die Zwangsbedingungen 0 ≤ fi ≤ 1 automatisch erfu¨llt werden ko¨nnen.
Fu¨r die Berechnung der Bewegungsgleichungen stellen wir nun die Lagrangefunktion L
auf. L ergibt sich durch
L = mϕ
∑
i
fi〈ϕ˙i|ϕ˙i〉+ mx
2
∑
i
x˙2i −
(∑
α,β
tα,βρβ,α + ECI({ρα,β})
︸ ︷︷ ︸
:=ERDMFT+CI({ρα,β})
)
+
∑
i,j
Λi,j(〈ϕi|ϕj〉 − δi,j) + µRDMFT (
∑
i
fi −N).
(4.113)
Hierbei bezeichnet mϕ die fiktive Masse der Wellenfunktionen ϕi, mx die fiktive Masse
der Besetzungszahlen fi, µRDMFT der Lagrange-Multiplikator, welcher zum Festhalten
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der vorgegebenen Teilchenzahl notwendig ist und Λi,j die Lagrange-Multiplikatoren, um
die Orthogonalita¨t der Wellenfunktionen |ϕi〉 sicherzustellen. Angemerkt sei, dass im
Rahmen dieser Arbeit nicht der Term mϕ
∑
i fi〈ϕ˙i|ϕ˙i〉 in 4.113 den Code implementiert
wurde, sondern
mϕ
∑
i
〈ϕ˙i|ϕ˙i〉, (4.114)
wobei wir hier aber mϕ
∑
i fi〈ϕ˙i|ϕ˙i〉 diskutieren.
Die Energie des CI-Systems stimmt mit dem Wert des exakten Dichtematrixfunktio-
nals F Wˆ [{ρα,β}] (siehe Gleichung 4.8) u¨berein, wenn die Wechselwirkungsenergie exakt
behandelt wird, d. h.
ECI({ρα,β}) = F Wˆ [{ρα,β}]. (4.115)
Wichtig ist, dass der Code so gestaltet ist, dass jede Na¨herung der Wechselwirkungsener-
gie E≈Wˆ ({ρα,β}) einfach implementiert werden kann, wenn neben E≈Wˆ das Potential
∂E≈Wˆ
∂ρα,β
:= −V ≈Wˆβ,α (4.116)
bekannt ist. Diese Mo¨glichkeit ist sehr nu¨tzlich, da wir in Kapitel 4.7 solche Na¨herungen
untersuchen werden.
Als Vorbetrachtung geben wir zuna¨chst im Folgenden beno¨tigte Ableitungen an. Sie wer-
den hier fu¨r den Spezialfall exakter Wechselwirkung diskutiert, ko¨nnen aber mittels der
einfachen Ersetzung ECI → E≈Wˆ bzw. Vβ,α → V ≈Wˆβ,α auf jede Na¨herung der Wechsel-
wirkungsenergie u¨bertragen werden. Mit ∂ECI∂ρα,β = −Vβ,α ergeben sich die nachfolgenden
beiden Gleichungen
∂ERDMFT+CI
∂〈ϕi| =
∑
α,β
∂ERDMFT+CI
∂ρα,β
∂ρα,β
∂〈ϕi|
=
∑
α,β
|χβ〉(tβ,α − Vβ,α)〈χα|ϕi〉fi
:= hˆ|ϕi〉fi
(4.117)
∂ERDMFT+CI
∂fi
=
∑
α,β
(tβ,α − Vβ,α)〈χα|ϕi〉〈ϕi|χβ〉. (4.118)
Wendet man die Euler-Lagrange Gleichungen
d
dt
∂L
∂x˙i
=
∂L
∂xi
(4.119)
d
dt
∂L
∂〈ϕ˙i| =
∂L
∂〈ϕi| (4.120)
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auf die Lagrange-Funktion 4.113 an 3, dann folgt
|ϕ¨i〉 = − 1
mϕ
hˆ|ϕi〉+
∑
j
Λi,j
mϕfi
|ϕj〉 − (γϕ + f˙i
fi
)|ϕ˙i〉 (4.121)
x¨i =
(
mϕ〈ϕ˙i|ϕ˙i〉 − 〈ϕi|hˆ|ϕi〉+ µRDMFT
)
∗ 1
2mx
sin(xi)− γxx˙i (4.122)
Wichtig ist, dass die beiden Gleichungen 4.121 und 4.122 durch den Term f˙ifi miteinander
gekoppelt sind. Diskretisiert man na¨mlich die erste Gleichung 4.121, dann ergibt sich ein
Ausdruck, welcher proportional zu fi(+) ist. Wird
f˙i
fi
in 4.121 allerdings vernachla¨ssigt,
dann la¨sst sich die diskretisierte Gleichung nach |ϕi(+)〉 auflo¨sen und dieses Ergebnis in
der ebenfalls diskretisierten Gleichung fu¨r xi(+) verwenden. Hierzu sei angemerkt, dass
der “Kopplungsterm” f˙ifi als eine zu γϕ zusa¨tzliche Reibung auf die Wellenfunktionen
interpretiert werden kann (siehe Gleichung 4.121). Dies ist eine Motivation dafu¨r, diesen
Term im Folgenden zu ignorieren.
Durch Diskretisieren ergibt sich nun
|ϕi(+)〉 = 2
1 + αϕ
|ϕi(0)〉 − 1− αϕ
1 + αϕ
|ϕi(−)〉 − ∆
2
mϕ(1 + αϕ)
hˆ|ϕi(0)〉︸ ︷︷ ︸
|ϕi〉
+
∆2
mϕ(1 + αϕ)
∑
j
Λi,j
fi(0)
|ϕj(0)〉
(4.123)
xi(+) =
2
1 + αx
xi(0)− 1− αx
1 + αx
xi(−)− ∆
2
mx(1 + αx)
(
−mϕ〈ϕ˙i|ϕ˙i〉+ 〈ϕi|hˆ|ϕi〉
) sin(xi(0))
2
+
∆2
mx(1 + αx)
sin(xi(0))
2
µRDMFT
:= xi +
∆2
2mx(1 + αx)
sin(xi(0))︸ ︷︷ ︸
:=qi
µRDMFT .
(4.124)
Fu¨r die Berechnung von Λi,j ko¨nnen wir die Routine WAV ES ORTHO XC des CP-
PAW Codes einsetzen. Fu¨r die Berechnung des chemischen Potentials µRDMFT fordern
wir wieder, dass die Zwangsbedingung der festen Teilchenzahl im na¨chsten Zeitschritt
erfu¨llt wird, d. h. es muss
0 =
∑
i
1
2
(
1− cos(xi + qiµRDMFT︸ ︷︷ ︸
=xi(+)
)
)−N
(4.125)
gelten.
Der Programmablauf einer RDMFT+CI-Rechnung ist in Bild 4.9 in vereinfachter Form
3Beachte: d
dt
∂L
∂〈ϕ˙i|
= d
dt
(mϕfi|ϕ˙i〉) = mϕf˙i|ϕ˙i〉 + mϕfi|ϕ¨i〉
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RDMFT−Schleife
berechne CI−Energie
CI−Schleife propagiere ohne Zwangsbedingungen
propagiere ohne Zwangsbedingungen
berechne Zwangsbedingungen
CI−Schleife
nein ja
neue 
nein ja
berechne Zwangsbedingungen
neue
selbstkonsistent?
selbstkonsistent?
berechne Ausgabegrößen
Energie und Potential für RDMFT−Schleife
Annahme über
Annahme über
berechne Dichtematrix
berechne Einteilchenterm/Potential
Pi, |Ψi〉
|ϕi〉, fi
Pi, |Ψi〉
|ϕi〉, fi
Abbildung 4.9: Programmablauf einer RDMFT+CI Rechnung. Fu¨r die Optimierung der
CI-Wellenfunktion (rechts) sowie fu¨r die Optimierung der Dichtema-
trix (links) verwenden wir ein Car-Parrinelloverfahren, wodurch sich die
Struktur beider Codes a¨hneln. Die weiteren Details sind im Text auf-
gefu¨hrt.
illustriert. Man beginnt mit einem Satz zueinander orthonormaler Einteilchenwellenfunk-
tionen |ϕi〉 bzw. dem festen Satz |χα〉, wobei die Orthogonalita¨t mittels eines Gram-
Schmidt Verfahrens sichergestellt wird. Des Weiteren wa¨hlt man Besetzungszahlen fi,
welche in der Summe die Teilchenzahl ergeben. Die Dichtematrix ist dann durch 4.111
berechenbar. Mit dieser kann
∑
α,β tα,βρβ,α, also die Energie des Einteilchenterms, be-
rechnet werden. Die Dichtematrix wird an das CI-Programm u¨bergeben. Dieses lie-
fert die CI-Energie ECI und die Lagrange-Multiplikatoren Vα,β . Durch die Gleichun-
gen 4.117 bzw. 4.118 erhalten wir dann die notwendigen Ableitungen der RDMFT+CI-
Energie nach den Einteilchenwellenfunktionen bzw. nach deren Besetzungen. Wir pro-
pagieren nun zuna¨chst die Einteilchenwellenfunktionen |ϕi〉 ohne Zwangsbedingungen d.
h. wir berechnen |ϕi〉 (siehe Gleichung 4.123) und errechnen anschließend die Lagrange-
Multiplikatoren Λi,j . Damit erhalten wir |ϕi(+)〉 und somit ist |ϕ˙i〉 bekannt. Mit |ϕ˙i〉
la¨sst sich xi berechnen (siehe Gleichung 4.124). Im letzten Schritt berechnen wir dann
den Lagrange-Multiplikator µRDMFT , womit xi(+) berechenbar ist.
4.6 Numerik des RDMFT+CI Programms
In diesem Abschnitt diskutieren wir die Numerik des RDMFT+CI Programms und gehen
nochmals auf die Unstetigkeitsstellen ein.
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Abbildung 4.10: Gesamtenergie der RDMFT+CI Rechnung in Abha¨ngigkeit der
RDMFT-Zeit. Die RDMFT-Zeit ist hierbei durch das Produkt aus dem
Zeitschritt ∆ und der Anzahl der RDMFT-Simulationsschritte erkla¨rt.
Die Rechnung (∆ = 0.05) konvergiert zuna¨chst und ab einem gewissen
Simulationszeitpunkt treten Fluktuationen in der Gesamtenergie auf
(siehe Text). Die Masse mϕ wurde zu eins gewa¨hlt. Dies wurde auch
bei allen anderen Rechnungen so gemacht.
4.6.1 Fluktuationen aufgrund von Unstetigkeitsstellen
Aufgrund der in den Kapiteln 4.4.1 und 4.4.2 diskutierten Unstetigkeitsstellen kann es
zu numerischen Fluktuationen in der RDMFT+CI Gesamtenergie kommen. Dies erfor-
dert eine genaue Analyse, die im Folgenden vorgestellt wird. Als Testsystem wa¨hlen wir
den Hubbard-Dimer, welchen wir in 2.5.2 bereits vorgestellt haben. Dessen Hamilton-
Operator ist durch Gleichung 2.92 gegeben. Der Parameter t wurde immer mit t=-2
gewa¨hlt. Fu¨r U wurden unterschiedliche Werte zu Testzwecken verwendet, welche je-
weils angegeben werden. Das System wird zuna¨chst bei halber Fu¨llung, also fu¨r N=2
diskutiert.
In Abbildung 4.10 findet sich die Gesamtenergie des Systems in Abha¨ngigkeit der RDMFT-
Zeit. Es wird U=2 verwendet. Die Gesamtenergie na¨hert sich dem mittels exakter Diago-
nalisierung errechneten Minimum, fluktuiert dann allerdings und erreicht das Minimum
nicht genau. Sieht man sich das entsprechende CI-Potential an, dann erkennt man, dass
dieses bis zu einem gewissen Simulationszeitpunkt relativ stabil ist, dann allerdings mas-
sives Rauschen auftritt, was der Grund fu¨r die Fluktuation der Gesamtenergie ist.
Das CI-Potential “rauscht” aufgrund der in Abschnitt 4.4.2 beschriebenen Unstetigkeits-
stellen. Im Prinzip treten solche Unstetigkeitsstellen wa¨hrend der ganzen RDMFT+CI
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Abbildung 4.11: Unstetigkeitsstelle des CI-Potentials in Abha¨ngigkeit von der RDMFT-
Zeit (siehe Definition in der Beschreibung der Abbildung 4.10, ∆ =
0.00075) am Beispiel des Hubbard-Dimers mit t=-2 und U=16. Auf der
linken y-Achse ist das Potential aufgetragen, auf der rechten die Eigen-
werte. Die Eigenwerte werden durch Diagonalisierung der Dichtematrix
berechnet und dann von der Routine geordnet. Die Vertauschung kann
man im Bild erahnen.
Rechnung auf. Allerdings gibt es ein einfaches Argument, warum diese Unstetigkeitstellen
am Ende der Simulation des bei halber Fu¨llung des Dimers ha¨ufiger auftreten als zu
Beginn der Rechnung. Der Grund ist, dass der Grundzustand selbst zu einem “Hoch-
symmetriepunkt” geho¨rt, d. h. die Teilchenzahl jeder zum Grundzustand beitragenden
Slaterdeterminante ist genau zwei und auch die Eigenwerte der Grundzustandsdichte-
matrix sind jeweils entartet. Beispielhaft zeigen wir Unstetigkeitsstellen, welche durch
Vertauschung der Eigenwerte verursacht werden in der Abbildung 4.11.
Angemerkt sei, dass fu¨r den Dimer a¨hnlich viele Unstetigkeitstellen in der Na¨he von ange-
regten Zusta¨nden beobachtet wurden. Des Weiteren bemerken wir, dass man sagen kann,
dass die im Rahmen dieser Arbeit beobachteten Unstetigkeitsstellen und die damit ver-
bundenen numerischen Probleme fu¨r den Dimer am “sta¨rksten” sind, was vermutlich mit
dem sehr kleinen System, der hohen Symmetrie und den verha¨ltnisma¨ßig wenigen mathe-
matischen Mo¨glichkeiten zusammenha¨ngt, die Dichtematrix mit einer Wellenfunktion des
Ensembles darzustellen. Dadurch wird es manchmal notwendig, einen Teilchenzahlkanal
beizumischen, welcher zuvor nicht vorhanden war und der dann eine Unstetigkeitstelle
im Potential verursacht. Hierbei sind auch Teilchenzahlkanalfluktuationen mo¨glich, d.
h. eine kleine Beimischung eines Teilchenzahlkanals entsteht plo¨tzlich und verschwin-
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det wieder. In diesem Zusammenhang sollte eventuell hier auch noch zwischen numeri-
schen Fluktuationen unterschieden werden und der “mathematischen Unmo¨glichkeit”,
die Dichtematrix mit bestimmten Teilchenzahlkana¨len darzustellen. Numerische Fluk-
tuationen ko¨nnen beispielsweise dadurch entstehen, dass die CI-Rechnung nicht vo¨llig
auskonvergiert wurde und sind somit vermeidbar. Den zweiten Fall, also die Tatsache,
dass die mathematische Mo¨glichkeit fehlt die Dichtematrix mit bestimmten Teilchen-
zahlkana¨len darzustellen kann man eventuell mit Zwangsbedingungen umgehen, oder
vieleicht auch mit Hilfe eines Ensembles aus Vielteilchenfunktionen. Man kann sich fu¨r
den Dimer beispielsweise leicht u¨berlegen, dass es zumindest fu¨r jede Dichtematrix der
Form
ρ =


D1,1 0.0 0.0 0.0
0.0 D1,1 0.0 0.0
0.0 0.0 D2,2 0.0
0.0 0.0 0.0 D2,2

 (4.126)
mit
∑
i,iDi,i = 2 immer eine mathematische Mo¨glichkeit gibt, diese mit einer einzi-
gen, normierten Wellenfunktion zu erfu¨llen, welche nur aus Zweiteilchendeterminanten
besteht. Sie hat die Gestalt
|Ψ〉 = √D1,1|1100〉+√D2,2|0011〉. (4.127)
Leicht kann man verallgemeineren, dass diese Aussage auch fu¨r jede beliebige Dichte-
matrix des Dimers mit
∑
α ρα,α = 2 gilt, wenn jeweils zwei Eigenwerte u¨bereinstimmen.
Damit ko¨nnte man also per Zwangsbedingung die Teilchenzahlfluktuationen bei halber
Fu¨llung vollsta¨ndig unterdru¨cken. Als weitere Anmerkung sei gesagt, dass die numeri-
schen Probleme fu¨r die im Rahmen dieser Arbeit untersuchten Ketten mit vier bzw.
sechs Pla¨tzen nicht komplett verschwinden.
Die Ergebnisse fu¨r den Dimer bei einer Wellenfunktion ko¨nnen so interpretiert werden,
dass das energetische Minimum genau auf einer Unstetigkeitsstelle liegt. Um damit um-
zugehen, wurde zuna¨chst ein Modellsystem entwickelt welches in 4.6.2 vorgestellt und
genauer analysiert wird.
4.6.2 Modellsystem der Unstetigkeitsstellen
Im Folgenden stellen wir ein eindimensionales Modellsystem vor, bei welchem die Si-
tuation vorliegt, dass sich eine Unstetigkeitsstelle im Minimum der potentiellen Energie
befindet. Die potentielle Energie sei durch die Gleichung
Epot = c|x| (4.128)
gegeben, wobei c eine Konstante ist, welche wir als gro¨ßer Null annehmen. Wir disku-
tieren nun den Fall verschwindender Reibung. Aus der Differentialgleichung
F = −dEpot
dx
= mx¨ (4.129)
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la¨sst sich folgende Lo¨sung fu¨r x(t) angeben
x = − c
2m
t2 + v0t+ x0 x > 0
x = +
c
2m
t2 + v0t+ x0 x < 0.
(4.130)
Startet das Teilchen zum Zeitpunkt t = 0 bei x0 mit verschwindender Anfangsgeschwin-
digkeit (v0 = 0), dann erreicht es x = 0 zur Zeit t1 =
√
2mx0
c . Die potentielle Energie
vera¨ndert sich dabei parabelfo¨rmig, d. h.
Epot(t) = − c
2
2m
t2 + cx0. (4.131)
Das Potential fu¨r x < 0 wirkt abbremsend und aufgrund der Energieerhaltung erreicht es
bei t = 2t1 den Punkt −x0. Zu seinem Ausgangspunkt bei x0 kehrt es nach der Periode
T = 4
√
2mx0
c
(4.132)
zuru¨ck. Da das Teilchen die Unstetigkeitsstelle in jeder Periode zwei Mal passiert, steigt
die Ha¨ufigkeit dieser Situation pro Zeitintervall ∆t, je kleiner x0 gewa¨hlt wird bzw. je
na¨her die Energie des Teilchens dem Grundzustand ist.
Diskretisiert man den Zeitschritt mit Hilfe des Verlet-Algorithmuses [211, 212], dann
la¨sst sich die Bewegung in der Na¨he des Minimums nicht mehr auflo¨sen, da das Teilchen
praktisch in jedem Zeitschritt die Unstetigkeitstelle passiert. Dies zeigen wir anhand
eines einfachen Beispiels. Hierzu diskretisieren wir die Gleichung x¨ = ∓ cm
x(+)− 2x(0) + x(−)
∆2
= ∓ c
m
.
Es folgt
x(+) = ∓ c
m
∆2 + 2x(0)− x(−), (4.133)
wobei das negative Vorzeichen dann vorliegt, wenn x(0) > 0 ist, das positive im Fall
x(0) < 0. Sei nun x(a∆) x zum Simulationszeitpunkt a∆, x0 > 0 und − cm∆2 + x0 < 0.
Gilt x(−∆) = x(0) = x0, dann la¨sst sich aus 4.133 die nachfolgende Folge angeben
x(−∆) = x0
x(0) = x0
x(∆) = − c
m
∆2 + x0
x(2∆) = − c
m
∆2 + x0
x(3∆) = x0
... .
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Abbildung 4.12: Parabelsegmente der RDMFT+CI Rechnung: Ab dem Zeitpunkt der
Energiefluktuationen wird die Reibung auf 0 gesetzt und der Zeitschritt
verkleinert (großer Zeitschritt ∆g = 0.075, kleiner Zeitschritt ∆k =
0.00075). Neben den Parabelsegmenten finden wir Energieerhaltung.
x nimmt nur zwei Werte an, was auch fu¨r die potentielle Energie zutrifft. Diese beiden
Werte sind Epot = cx0 und Epot =
c2
m∆
2 − cx0. Die potentielle Energie fluktuiert also in
der Gro¨ßenordnung
∆Epot =
c2
m
∆2 (4.134)
und kann somit durch die Gro¨ße des Zeitschrittes bzw. die Gro¨ße der Masse kontrolliert
werden.
Nun diskutieren wir den Zusammenhang zwischen diesem einfachen Modellsystem und
dem RDMFT+CI System. Hierzu fu¨hren wir eine Rechnung durch, bis die Fluktuationen
in der Energie auftreten. Dann setzen wir, wie zu Beginn dieses Abschnittes beschrieben,
die Reibung auf Null und verkleinern den Zeitschritt um einen Faktor 10. Die Kurve der
potentielle Energie sollte na¨herungsweise Parabelsegmente aufweisen, falls unser Mo-
dellsystem korrekt ist. Das Ergebnis dieser Rechnung findet man in Abbildung 4.12.
Die Parabelsegmente sind zu erkennen, allerdings sehen wir auch, dass in der Na¨he des
Minimums mehr als nur eine Unstetigkeitsstelle existieren muss, da es sich um unter-
schiedliche Parabelsegmente handelt.
Wir pru¨fen nun auch, ob die Energiefluktuationen mittels des Zeitschritts bzw. der Mas-
se kontrolliert werden ko¨nnen. Hierzu konvergieren wir erneut eine Rechnung bis zu
den auftretenden Energiefluktuationen, verkleinern den Zeitschritt, setzen die Reibung
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Abbildung 4.13: Die RDMFT+CI-Energie in Abha¨ngigkeit der RDMFT-Zeit (siehe Defi-
nition in der Beschreibung der Abbildung 4.10, ∆ = 0.025) einmal grob
(großes Bild) und fein (kleines Bild) aufgelo¨st. Die Energiefluktuationen
aufgrund der Unstetigkeitsstellen sind im kleinen Bild zu erkennen. Ab
der RDMFT-Zeit 40 (gestrichelte schwarze Linie) wird die Masse mx
um einen Faktor 100 erho¨ht, wodurch die Fluktuationen um den Faktor
100 kleiner werden (siehe Text).
allerdings nicht auf Null. Wir sehen, dass die Fluktuationen um ein Vielfaches kleiner
sind als zuvor, dass diese allerdings nicht vollsta¨ndig verschwinden, a¨hnlich wie durch
4.134 vorhergesagt. Eine entsprechende Situation finden wir, wenn wir die Masse fu¨r die
Besetzungszahlen mx erho¨hen. Dies ist in Abbildung 4.13 illustriert.
4.6.3 Unterdru¨ckung bestimmter Teilchenzahlkana¨le
Fu¨r RDMFT+CI Rechnungen kann eine Beschra¨nkung auf gewisse Teilchenzahlkana¨le
sehr nu¨tzlich sein, da Fluktuationen nicht relevanter Teilchenzahlkana¨le die Rechnungen
aufgrund der damit verbundenen Unstetigkeitsstellen des Potentials destabilisieren. Des
Weiteren kann man so die Anzahl der zu betrachtenden Slaterdeterminanten reduzie-
ren. Daher wurde entschieden, Slaterdeterminanten mit einer bestimmten Teilchenzahl
energetisch ungu¨nstiger zu machen und sie so zu eliminieren. Hierzu wurde wie folgt
vorgegangen. Sei Wˆ der Operator der Wechselwirkung und Pˆ ein Projektionsoperator.
Sei weiterhin M die Menge der irrelevanten Teilchenzahlkana¨le. Dann definieren wir Pˆ
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einfach u¨ber
Pˆ =
∑
i
|Φi〉〈Φi|δNΦi∈M , (4.135)
wobei δNΦi∈M = 1 falls Φi eine Teilchenzahl entha¨lt, welche in M ist und sonst ver-
schwindet. Nun definieren wir weiterhin einen neuen Operator Wˆ ′ wie folgt
Wˆ ′ = Wˆ + cPˆ . (4.136)
Hierbei soll c eine Konstante sein, welche groß genug gewa¨hlt wird, um die entspre-
chenden Teilchenzahlkana¨le energetisch ungu¨nstig zu machen. Wir haben uns fu¨r die
Wahl
c = U (4.137)
entschieden, wobei U der U-Parameter ist.
Unsere CI-Rechnungen werden nun mit dem obigen Operator Wˆ ′ durchgefu¨hrt. Auf
jede Slaterdeterminante der nichtrelevanten Teilchenzahlkana¨le wirkt zusa¨tzlich zu Wˆ
der Operator cPˆ mit c = U . Entha¨lt |Ψ〉 beispielsweise den Vakuumzustand |0 . . . 0〉 und
ist der Teilchenzahlkanal Null- Teilchen in M, dann gilt
〈0 . . . 0|Wˆ ′|0 . . . 0〉 = U. (4.138)
Damit wird beispielsweise der Vakuumzustand so energetisch unvorteilhaft, dass er
verdra¨ngt wird, wenn dies mathematisch mo¨glich ist. Fluktuationen von Teilchenzahl-
kana¨len kann man nun dadurch verhindern, dass man alle Determinanten eines bestimm-
ten Teilchenzahlkanals lo¨scht, wenn dessen Beitrag zu |Ψ〉 nicht mehr wichtig ist. Sei
dazu
|Ψ〉 =
∑
N
|ΨN 〉, (4.139)
wobei |ΨN 〉 nur Slaterdeterminanten mit N-Teilchen entha¨lt. Ist nun c2 eine noch zu
wa¨hlende Konstante und gilt 〈ΨN |ΨN 〉 < c2 fu¨r ein N eines irrelevanten Teilchenzahl-
kanals, dann kann dieser Teilchenzahlkanal komplett eliminiert werden, falls c2 nicht
zu groß ist. c2 darf nicht zu groß sein, da sonst die Zwangsbedingungen im na¨chsten
CI-Schritt nicht mehr erfu¨llt werden ko¨nnen. Hierbei ist
c2 ≈ 10−5 (4.140)
eine recht gute Wahl. Die Rechnungen zeigen, dass es so fu¨r die “gro¨ßeren” Hubbard-
Ketten wie die Kette mit vier bzw. sechs Pla¨tzen sehr ha¨ufig mo¨glich ist, sich auf zwei
relevante Teilchenzahlkana¨le zu beschra¨nken. Im Falle des Dimers ist diese Strategie
hingegen mit Vorsicht zu betrachten, da die CI-Rechnung dadurch stark destabilisiert
wird.
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4.6.4 ¨Ubertrag des CI-Zustandes
Sei ρα,β(n) die Dichtematrix, welche im RDMFT-Schritt n vorliegen soll und ρα,β(n+1)
die Dichtematrix des darauf folgenden RDMFT-Schrittes. Ist |Ψρα,β(n)0,i 〉 mit den Wahr-
scheinlichkeiten P
ρα,β(n)
i das von CI gefundene energetisch gu¨nstigste Ensemble, wel-
ches die Dichtematrix ρα,β(n) hat, dann la¨sst sich dieses nicht automatisch als “Star-
tensemble” fu¨r den RDMFT-Schritt n + 1 verwenden. Der Grund ist, dass |Ψρα,β(n)0,i 〉
und P
ρα,β(n)
i nicht die Dichtematrix ρα,β(n+ 1) haben. Allerdings kann man annehmen,
dass sich die beiden Dichtematrizen nicht sonderlich stark voneinander unterscheiden
und die entsprechenden beiden Lo¨sungen |Ψρα,β(n)0,i 〉 und P
ρα,β(n)
i bzw. |Ψ
ρα,β(n+1)
0,i 〉 und
P
ρα,β(n+1)
i eine a¨hnliche Gestalt haben. Dementsprechend genu¨gt in der Regel eine klei-
ne Korrektur an |Ψρα,β(n)0 〉 und an P
ρα,β(n)
i , um die entsprechenden Zwangsbedingungen
korrekt zu erfu¨llen. Eine solche Korrektur kann beispielsweise mit Hilfe der Lagrange-
Multiplikatoren errechnet werden.
Im Falle einer Vielteilchenwellenfunktion kann der CI-Zustandes mittels dieser Tech-
nik sehr ha¨ufig als Startzustand fu¨r den na¨chsten Schritt verwendet werden. Es gibt
allerdings Fa¨lle wo dies nicht mo¨glich ist, welche oft genau dann auftreten, wenn Unste-
tigkeitsstellen vorliegen. Dann konvergiert das verwendete SHAKE- oder Newton Verfah-
ren zur Berechnung der Lagrange-Multiplikatoren nicht (siehe auch Kapitel 4.2.5). Die
Gro¨ße des RDMFT Schritts hat natu¨rlich einen Einfluss darauf, wie ha¨ufig der Zustand
u¨bertragen werden kann.
4.6.5 Unstetigkeitsstellen bei Zwangsbedingungen
Im Folgenden diskutieren wir, wie man RDMFT+CI Rechnungen mit Hilfe einer Zwangs-
bedingung stabilisieren kann. Als Vorbetrachtung diskutieren wir die Rechnung einer
Hubbard-Kette mit 4 Pla¨tzen bei halber Fu¨llung mit U=16 und t=-2. Wir konvergieren
die Rechnung soweit dies mit den Unstetigkeitsstellen mo¨glich ist und betrachten nahe
dem Grundzustand die Anzahl der Elektronen mit Spin up bzw. mit Spin down. Da
halbe Fu¨llung vorliegt ist die Anzahl der up bzw. der down Elektronen jeweils exakt
zwei, wenn wir den exakten Grundzustand erreicht ha¨tten. Da wir uns dem Grundzu-
stand aufgrund der Unstetigkeitsstellen aber nur sehr gut gena¨hert haben, fluktuiert die
jeweilige Elektronenanzahl mit Spin up bzw. down um den Wert zwei. Wir stellen nun
den Lagrange-Multiplikatoren V1,1 und die Anzahl der up-Elektronen, bezeichnet mit
N↑ in der Abbildung 4.14 dar. 4 Wir erkennen, dass Unstetigkeitsstellen offensichtlich
dann auftreten ko¨nnen, wenn N↑ von einem Wert kleiner zwei zu einem Wert gro¨ßer zwei
u¨bergeht. Wir verfolgen diesen Hinweis und versuchen die Anzahl der Teilchen mit spin
up und die Anzahl der Teilchen mit spin down festzuhalten um den destabilisierenden
U¨bergang zu vermeiden.
Wir fu¨hren die eben diskutierte Rechnung (t = −2, U = 16 und N=4.0) noch einmal
4Die explizite Darstellung der down-Elektronen ist nicht notwendig, da sich diese aus der gesamten
Elektronenzahl N=4 u¨ber N↓ = N − N↑ ergibt.
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Abbildung 4.14: Anzahl der Elektronen mit Spin up (linke y-Achse, rot) und Lagrange-
Multiplikator V1,1 (rechte y-Achse, schwarz) der CI-Rechnung in
Abha¨ngigkeit der RDMFT-Zeit (siehe Definition in der Beschreibung
der Abbildung 4.10) bei fast auskonvergierter Rechnung der Hubbard-
Kette mit 4 Pla¨tzen (U=16, t=-2, N=4). Fu¨r diese Rechnung wurde
∆ = 0.001 gewa¨hlt (sonst u¨blich ∆ = 0.01), um die Situation klar her-
auszuarbeiten. Im Fall N↑ < 2 liegt fu¨r V1,1 ein konstanter Wert c1 vor,
im Fall von N↑ > 2 ein konstanter Wert c2. Die wenigen Abweichungen
davon sind vermutlich numerische Fehler.
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bis zu dem Punkt durch, bis die Anzahl der up-Elektronen um den Wert zwei fluktuiert.
Diese Rechnung wird nun bei einem Zeitschritt von ∆ = 0.01 neu gestartet und zwar ein-
mal mit einer Version des RDMFT-Programms, bei welchem die Anzahl der Teilchen mit
Spin up, bzw. mit Spin down mittels zweier Lagrange-Multiplikatoren µ↑ bzw. µ↓ festge-
halten wird und einmal ohne diese Fixierung bei aber sonst identischem Programm. Bei
diesen beiden Rechnungen wird versucht, den Vielteilchenzustand des RDMFT-Schritts
n als Startzustand des Vielteilchenschritts n+1 zu verwenden (siehe dazu Kapitel 4.6.4).
Falls dies nicht gelingt wird die CI-Rechnung mit der Standardkonstruktion des Start-
zustandes (siehe 4.2.3) neu gestartet. Angemerkt sei, dass es vorteilhaft ist, im Fall einer
festen Anzahl von Spin up bzw. Spin down Elektronen nicht exakt auf der Symmetrie
(N↑ = N↓ = 2) zu fixieren, da selbst hier winzige Fluktuationen zur Destabilisierung
der Rechnung beitragen, weil ein Lagrange-Multiplikator die Anzahl der Teilchen zwar
sehr genau, aber nicht exakt festhalten kann.
Mit Hilfe der Zwangsbedingungen erhalten wir eine bisher nicht erreichte Stabilita¨t der
RDMFT+CI Rechnung (siehe dazu Abbildung 4.15). Wir ko¨nnen auch zum ersten Mal
bei fast auskonvergierter Rechnung den CI-Zustand praktisch immer von einem RDMFT-
Schritt auf den na¨chsten u¨bertragen. Vorher war dies in der Regel nur zu Beginn und
Mitte der Simulation recht oft mo¨glich, da am Ende so viele Unstetigkeitstellen auftraten
und der U¨bertrag auch in Beziehung mit den Unstetigkeitsstellen steht.
Wir untersuchen nun die Wellenfunktionen, wenn keine Zwangsbedingung vorliegt. Die
Wellenfunktion, welche im Fall von N↑ ≥ 2 vorliegt bezeichnen wir hierbei mit Ψ↑>2,
die andere mit Ψ↓>2. Wir starten die praktisch auskonvergierte Rechnung neu und re-
duzieren den Zeitschritt von ∆ = 0.01 auf ∆ = 0.001 um die Vera¨nderung der jeweiligen
Wellenfunktion klein zu machen. Wir speichern Ψ↑>2 und entsprechend Ψ↓>2. Verglei-
chen wir beide Wellenfunktionen miteinander, dann erkennen wir, dass sich beide im
wesentlichen nur um genau folgende beiden Slaterdeterminanten unterscheiden
|10101010〉 und |01010101〉. (4.141)
In Ψ↑>2 finden wir einen Beitrag der Slaterdeterminante |10101010〉 und keinen Beitrag
von |01010101〉, fu¨r Ψ↓>2 ist es entsprechend umgekehrt.
Dieses Beispiel dokumentiert, dass Fluktuationen einzelner Slaterdeterminanten eine
RDMFT+CI Rechnung destabilisieren ko¨nnen, egal ob es sich dabei um eine Deter-
minante eines anderen Teilchenzahlkanals handelt oder nicht. Es sind des weiteren Un-
tersuchungen notwendig, wie ha¨ufig man mit Zwangsbedingungen Unstetigkeitsstellen
vermeiden kann.
4.6.6 Fluktuationen des chemisches Potentials
In die Berechnung des chemischen Potentials µRDMFT (siehe Gleichungen 4.113 und
4.125) fließt das CI-Potential indirekt mit ein, da es durch 4.124 u¨ber xi(+) (Gleichung
4.124) bestimmt wird und in xi(+) der Hamilton-Operator hˆ (siehe Gleichung 4.121) und
somit auch das CI-Potential eingeht. Da das CI-Potential Diskontinuita¨ten aufweist, wir-
ken sich diese auch auf das chemische Potential aus. Das wollen wir im Folgenden etwas
genauer verstehen.
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Abbildung 4.15: Gesamtenergie der RDMFT+CI Rechnung einer Hubbard-Kette mit 4
Pla¨tzen (t = −2, U = 16 und N=4.0) in Abha¨ngigkeit der RDMFT-Zeit
(siehe Definition in der Beschreibung der Abbildung 4.10, ∆ = 0.01) ein-
mal bei fester Anzahl der Elektronen mit spin up bzw. down (violette
Kurve) und einmal ohne diese Zwangsbedingung (blau). Zu erkennen
ist, dass die Gesamtenergie der RDMFT+CI Rechnung mit der Zwangs-
bedingung stabil ist, wa¨hrend diese Gro¨ße ohne Zwangsbedingung fluk-
tuiert.
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Unser Testsystem ist eine Hubbard-Kette mit vier Pla¨tzen bei der Teilchenzahl N = 3.99
und den Parametern t = −2 und U = 24. Bevor wir die Ergebnisse diskutieren, ma-
chen wir einige Vorbetrachtungen. Diese sind wichtig, um die gefundenen Ergebnisse
reproduzieren zu ko¨nnen. Zuna¨chst ist zu bemerken, dass der Grundzustand des 3-
Teilchensystems ein Dublett ist. Wir schreiben fu¨r die beiden Grundzustandswellen-
funktionen |Ψ(1)0,N=3〉 bzw. |Ψ(2)0,N=3〉. Dies bedeutet, dass jede Wellenfunktion der Gestalt
|Ψ0〉 = a|Ψ0,N=4〉+ b(c1|Ψ(1)0,N=3〉+ c2|Ψ(2)0,N=3〉), (4.142)
eine Grundzustandswellenfunktion des Systems ist, wobei |Ψ0,N=4〉 die Grundzustands-
wellenfunktion des Systems mit vier Teilchen angibt. Starten wir unserer Rechnungen
spinpolarisiert und kollinear, dann tendiert das System dazu, gegen eine der beiden spe-
ziellen Lo¨sungen
|Ψ10〉 = a|Ψ0,N=4〉+ b|Ψ(1)0,N=3〉 (4.143)
|Ψ20〉 = a|Ψ0,N=4〉+ b|Ψ(2)0,N=3〉 (4.144)
zu konvergieren. Die erste Lo¨sung fu¨hrt in dem von uns betrachteten Fall von 3.99 Teil-
chen zu 2 up- und 1.99 down-Elektronen, bei der anderen Lo¨sung ist es entsprechend
umgekehrt.
Fu¨hrt man die RDMFT+CI- Rechnung durch, dann findet man auch bei einer nicht-
ganzen Teilchenzahl die gleichen Schwierigkeiten, welche wir in Kapitel 4.6.5 diskutiert
haben, d. h. es treten Unstetigkeitsstellen des CI-Potentials auf, wenn die Teilchenzahl
der up- (down-) Elektronen um zwei fluktuiert (N↓(↑) = N − N↑(↓), wobei N=3.99).
Man sieht weiterhin eine Fluktuation des chemischen Potentials µRDMFT am Ende der
RDMFT+CI-Rechnung (vergleiche Bild 4.16). Wa¨hrend der Lagrange-Multiplikator V1,1
fluktuiert, ist V2,2 stabil und stimmt mit dem exakten chemischen Potential µexakt u¨be-
rein, welches wir mit Hilfe von zwei Rechnungen mit exakter Diagonalisierung u¨ber
µexakt = E0(N = 4)− E0(N = 3) (4.145)
errechnet haben (vergleiche auch mit den Gleichungen 2.4 bzw. 2.7). Hierzu sei ange-
merkt, dass wir Aufgrund der Diskussion in Kapitel 4.8.1 einen Zusammenhang zwischen
den Hauptdiagonalelementen der Lagrange-Multiplikatoren und dem exakten chemischen
Potential vermutet haben.
Fixiert man wie in 4.6.5 die Anzahl der Elektronen mit Spin-up bzw. down, dann vermei-
det man auch im Fall einer nichtganzen Teilchenzahl die Unstetigkeitsstellen und kann
die Rechnung ohne Fluktuationen der Gesamtenergie auskonvergieren. Allerdings erha¨lt
man so am Ende der Rechnung nicht das exakte chemische Potential. Dies ist allerdings
bei exakter Rechnung kein Problem, da es eine andere Mo¨glichkeit gibt, das chemische
Potential zu errechnen wie wir in Kapitel 4.6.6 noch diskutieren werden.
Berechnung des chemischen Potentials bei exakter Rechnung
Im Falle einer exakten Rechnung kann das chemische Potential trotz der Fluktuationen
des CI-Potentials genau berechnet werden. Hierbei nutzen wir aus, dass wir mit dem
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Abbildung 4.16: Chemisches Potential und die Lagrange-Multiplikatoren V1,1 und V2,2
am Ende einer RDMFT+CI Rechnung (Hubbard-Kette mit 4 Pla¨tzen,
U=24, t=-2) in Abha¨ngigkeit der RDMFT-Zeit (siehe Definition in der
Beschreibung der Abbildung 4.10, ∆ = 0.01). Im Bild bei RDMFT-Zeit
315.5 bis etwa 316.5 zu sehen: Das chemische Potential fluktuiert, ent-
sprechend der Lagrange-Multiplikator V1,1. Der Lagrange-Multiplikator
V2,2 ist hingegen stabil und praktisch identisch mit dem exakten che-
mischen Potential. Es wurde keine Fixierung der up- bzw. down Elek-
tronenzahl vorgenommen. RDMFT-Zeit 316.5 bis 317.5: Die up- bzw.
down Elektronenzahl wurde festgehalten. V1,1 und µRDMFT fluktuieren
nicht mehr.
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CI-Programm die korrekte Wellenfunktion sehr gut bestimmen ko¨nnen. Wir diskutieren
dazu die Theorie etwas ausfu¨hrlicher. Wir betrachten das Dichtematrixfunktional
F Tˆ+Vˆ
ext+Wˆ
1WF [{ρα,β}] = minΨ
(
〈Ψ|Tˆ + Vˆ ext + Wˆ |Ψ〉+
∑
α,β
Vα,β(〈Ψ|cˆ†αcˆβ |Ψ〉 − ρβ,α)
− λ(〈Ψ|Ψ〉 − 1)
)
,
(4.146)
welches sich von F Wˆ1WF (siehe Gleichung 4.20) nur dadurch unterscheidet, dass wir
hier statt des Operators Wˆ den Operator Tˆ + Vˆ ext + Wˆ eingesetzt haben. Liegt die
Grundzustandsdichtematrix ρα,β vor, oder eine sehr gute Na¨herung davon, dann ko¨nnen
wir die Vielteilchenwellenfunktion |Ψ〉 als eine Superposition von einer fast reinen N-
Teilchenwellenfunktion |ΨN 〉 und einer reinen N+1-Teilchenwellenfunktion |ΨN+1〉 schrei-
ben. Entsprechende Fluktuationen anderer Teilchenzahlkana¨le sind zwar eventuell mo¨glich,
aber bei der folgenden Betrachtung nicht relevant. Den Grund erla¨utern wir ausfu¨hrli-
cher.
Mit den beiden Gleichungen
1 = 〈Ψ|Ψ〉
= 〈ΨN |ΨN 〉+ 〈ΨN+1|ΨN+1〉
ρα,β = 〈Ψ|cˆ†β cˆα|Ψ〉
= 〈ΨN |cˆ†β cˆα|ΨN 〉+ 〈ΨN+1|cˆ†β cˆα|ΨN+1〉
(4.147)
erhalten wir nachfolgende Beziehung fu¨r 4.146
F Tˆ+Vˆ
ext+Wˆ
1WF [{ρα,β}] = minΨ
(
〈ΨN |Tˆ + Vˆ ext + Wˆ |ΨN 〉+ 〈ΨN+1|Tˆ + Vˆ ext + Wˆ |ΨN+1〉
+
∑
α,β
Vα,β(〈ΨN |cˆ†β cˆα|ΨN 〉+ 〈ΨN+1|cˆ†β cˆα|ΨN+1〉 − ρβ,α)
− λ(〈ΨN |ΨN 〉+ 〈ΨN+1|ΨN+1〉 − 1)
)
,
Die Variation von F Wˆ1WF nach 〈ΨN | bzw. 〈ΨN+1| verschwindet jeweils im Minumum des
Funktionals und es ergibt sich
〈ΨN,0|Tˆ + Vˆ ext + Wˆ |ΨN,0〉
〈ΨN,0|ΨN,0〉︸ ︷︷ ︸
=E0,N
=
∑
α,β
Vα,β
〈ΨN,0|cˆ†β cˆα|ΨN,0〉
〈ΨN,0|ΨN,0〉︸ ︷︷ ︸
ρN
α,β
+λ
〈ΨN+1,0|Tˆ + Vˆ ext + Wˆ |ΨN+1,0〉
〈ΨN+1,0|ΨN+1,0〉︸ ︷︷ ︸
=E0,N+1
=
∑
α,β
Vα,β
〈ΨN+1,0|cˆ†β cˆα|ΨN+1,0〉
〈ΨN+1,0|ΨN+1,0〉︸ ︷︷ ︸
ρN+1
α,β
+λ.
(4.148)
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Wir subtrahieren nun beide Gleichungen voneinander und erhalten
E0,N+1 − E0,N =
∑
α,β
Vα,β(ρ
N+1
α,β − ρNα,β)
= µRDMFT .
(4.149)
Die Energiedifferenz E0,N+1−E0,N ist eine extrem stabile Gro¨ße am Ende der Rechnung,
woraus folgt, dass
∑
α,β Vα,β(ρ
N+1
α,β − ρNα,β) und damit auch µRDMFT mit sehr hoher
Genauigkeit bestimmt werden kann. Im exakten Fall ist die Berechnung des chemischen
Potentials also u¨berhaupt kein Problem, wenn man die Gleichung 4.149 verwendet.
4.7 RDMFT+CI: Hubbard-Ketten mit Anderson-Modellen
Im Folgenden betrachten wir Hubbard-Ketten, Modellsysteme mit 2, 4 und 6- Gitter-
pla¨tzen, bei welchen neben der kinetischen Energie nur die “on-site” Coulomb-Wechsel-
wirkung beru¨cksichtigt wird. Diese Systeme sollen bei unterschiedlichen Wechselwirkun-
gen U und unterschiedlicher Anzahl von Teilchen im Rahmen einer Na¨herung untersucht
werden, wobei wir uns auf eine Vielteilchenwellenfunktion im Ensemble beschra¨nken.
Zwar lassen sich diese kleinen Modellsysteme im Rahmen unserer Theorie auch exakt
beschreiben, dies ist allerdings hier nicht unser Ziel. Wir wollen diese Theorie auf reale
Materialien anwenden und dementsprechend sind sinnvolle Approximationen zu finden.
Hier wird nun der erste Schritt gemacht und eine lokale Na¨herung untersucht. Hierbei
wird eine Hubbard-Kette mit N Pla¨tzen auf N Anderson Modelle abgebildet. Diese Ab-
bildung wird in 4.7.1 ausfu¨hrlicher diskutiert. Die erhaltenen Resultate werden mit dem
exakten Resultat der Hubbard-Ketten und mit Resultaten, welche wir mittels Moleku-
larfeldna¨herung (siehe Kapitel 4.7.2) der Wechselwirkung erhalten, verglichen.
4.7.1 EDMF(R)-Na¨herung
Sei WˆR der Operator der Coulomb-Wechselwirkung am Gitterplatz R. Dann la¨sst sich
die Grundzustandsenergie in nachfolgender Form approximieren
E0 = min
ρα,β→N
(
min
Ψ→ρα,β
〈Ψ|Hˆ|Ψ〉
)
= min
ρα,β→N
(∑
α,β
tα,βρβ,α + min
Ψ→ρα,β
〈Ψ|Wˆ |Ψ〉
)
= min
ρα,β→N
(∑
α,β
tα,βρβ,α + min
Ψ→ρα,β
∑
R
〈Ψ|WˆR|Ψ〉
)
≈ min
ρα,β→N
(∑
α,β
tα,βρβ,α +
∑
R
min
ΨR→ρα,β
〈ΨR|WˆR|ΨR〉
)
.
(4.150)
Die Approximation 4.150 wollen wir im Folgenden “exaktes Dichtematrixfunktional am
Gitterplatz R” nennen und dafu¨r das Ku¨rzel EDMF(R) einfu¨hren. Sie wird in den fol-
genden Grenzfa¨llen exakt:
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• im nichtwechselwirkenden Grenzfall, d. h. im Fall von U=0
• im atomaren Grenzfall, d. h. Ut →∞.
Fu¨r den ersten Fall ist dies offensichtlich. Ein Argument fu¨r den zweiten Fall ist, dass
wir bei diesem N voneinander unabha¨ngige Atome beschreiben, wobei jedes Atom mit
einem einzigen Anderson-Modell beschrieben wird.
Die Darstellung der Gesamtenergie in Gleichung 4.150 hat eine a¨hnliche Struktur wie
die von LDA+U oder PBE0r. In beiden Funktionalen wird zu dem Einteilchenterm eine
entsprechende lokale Korrektur hinzugefu¨gt und ein “double-counting” Term abgezogen.
Der “double-counting” Term ist in der obigen Gleichung noch nicht erkennbar. Addiert
man allerdings einen Einteilchenterm und subtrahiert ihn wieder, dann la¨sst sich diese
Form aus 4.150 erhalten. Sei dazu HˆAndR ein Hamilton-Operator eines Anderson-Modells
der Form
HˆAndR = Tˆ + Vˆ
ext + WˆR. (4.151)
Dann kann man 4.150 auch wie folgt schreiben
E0 ≈ min
ρα,β→N

∑
α,β
tα,βρβ,α +
∑
R
(
min
ΨR→ρα,β
〈ΨR|HˆAndR |ΨR〉 −
∑
α,β
tα,βρβ,α
) . (4.152)
4.7.2 Molekularfeldna¨herung
Betrachtet man die Identita¨t
AˆBˆ = (Aˆ− 〈Aˆ〉)(Bˆ − 〈Bˆ〉) + Aˆ〈Bˆ〉+ Bˆ〈Aˆ〉 − 〈Aˆ〉〈Bˆ〉 (4.153)
und vernachla¨ssigt bei diesem Ausdruck die Fluktuation um die Mittelwerte, d. h.
AˆBˆ ≈ Aˆ〈Bˆ〉+ Bˆ〈Aˆ〉 − 〈Aˆ〉〈Bˆ〉, (4.154)
dann spricht man allgemein von einer Molekularfeldna¨herung (MF) [83]. Wendet man
diese Approximation auf den Wechselwirkungsterm des Hubbard-Modells an, dann ergibt
sich
U
∑
R
nˆR↑nˆR↓ = U
∑
R
[
(nˆR↑ − 〈nˆR↑〉) (nˆR↓ − 〈nR↓〉) + nˆR↑〈nR↓〉
+ nˆR↓〈nˆR↑〉 − 〈nˆR↑〉〈nˆR↓〉
]
≈ U
∑
R
[nˆR↑〈nˆR↓〉+ nˆR↓〈nˆR↑〉 − 〈nˆR↑〉〈nˆR↓〉] .
(4.155)
Bildet man nun den Erwartungswert, dann la¨sst sich die Wechselwirkungsenergie im
Rahmen der Molekularfeldna¨herung EMF einfach in der Form
EMF = U
∑
R
ρR↑,R↑ρR↓,R↓ (4.156)
darstellen.
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Abbildung 4.17: Unterschiedliche Minima bei der Beschreibung der Hubbard-Kette mit
6 Pla¨tzen mittels Molekularfeldna¨herung (∆ = 0.05). Bei den hier ge-
zeigten Rechnungen wurde U=10 und t=-2 gewa¨hlt.
4.7.3 Durchfu¨hrung der Modellrechnungen und Ergebnisse
Bei der Untersuchung der Hubbard-Ketten (2,4 und 6 Pla¨tze) mittels der EDMF(R)-
Na¨herung wurde zuna¨cht ein großer Zeitschritt mit einer kleinen Masse verwendet. Falls
starke Fluktuationen aufgrund der diskutierten Unstetigkeitsstellen auftraten wurde ver-
sucht, die Rechnungen mit einer Vergro¨ßerung der Masse bzw. einer Verkleinerung des
Zeitschritts zu stabilisieren (siehe dazu auch Abbildung 4.13). Im Fall der Molekular-
feldna¨herung treten zwar keine Schwierigkeiten aufgrund von Unstetigkeitsstellen auf.
Allerdings ist bei der Durchfu¨hrung der Rechnungen darauf zu achten, dass man wirk-
lich das globale Minimum gefunden hat. Hierzu sei auf Abbildung 4.17 verwiesen. Hierbei
wurde eine Hubbard-Kette mit 6 Pla¨tzen bei U=10 und t=-2 zwei Mal berechnet, wobei
jeweils ein unterschiedlicher Startpunkt verwendet wurde. In beiden Fa¨llen konvergiert
die Rechnung, allerdings gegen verschiedene Gesamtenergien. Die Besetzungszahlen fu¨r
jede der beiden Rechnungen sind entweder 0 oder 1. Sie befinden sich jeweils am Rand des
zula¨ssigen Definitionsbereichs (Stichwort “pinned states”, vergleiche mit Kapitel 2.2.1).
Gesamtenergie
Wir untersuchen die Gesamtenergie der EDMF(R)-Na¨herung fu¨r die Modellsysteme bei
halber Fu¨llung und unterschiedlicher Wechselwirkungssta¨rke. Um eine zufriedenstellende
Beschreibung der Gesamtenergie zu erhalten muss dabei mit zunehmender Wechselwir-
kung die Doppelbesetzung auf den Gitterpla¨tzen langsam veringert werden. Eine ver-
gleichbares Problem ist aus der Quantenchemie bekannt, na¨mlich “Dissoziation”. Darauf
wurde bei der Diskussion des Hubbard-Dimers in Kapitel 2.5.2 schon ausfu¨hrlicher ein-
gegangen.
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Abbildung 4.18: Studie von Hubbard-Ketten mit der EDMF(R)-Na¨herung 4.150 und
der Molekularfeld-Approximation bei halber Fu¨llung. Obere Kurve:
Grundzustandsenergie des Hubbard-Dimers (L=2) mittels EDMF(R)-
Na¨herung im Vergleich mit dem exakten Resultat (schwarze, durchge-
zogene Linie) und der MF-Approximation (schwarze, gestrichelte Li-
nie). Entsprechende Kurven fu¨r das 4-Platzsystems (L=4) bzw. das 6-
Platzsystem (L=6). Bei allen Rechnungen wurde t = −2 verwendet.
Aus Abbildung 4.18 erkennen wir, dass die Gesamtenergie bei verwendeter EDMF(R)-
Na¨herung fu¨r den Hubbard-Dimer exakt ist und bei den Systemen mit 4 bzw. 6 Pla¨tzen
unterhalb der Energie des Grundzustandes liegt. Dies steht im Gegensatz zu dem Ergeb-
nis mittels Molekularfeldna¨herung (MF), welches immer oberhalb der korrekten Grund-
zustandsenergie zu finden ist. Dieses Resultat la¨sst sich dadurch verstehen, dass die An-
zahl der Freiheitsgrade von
∑
R minΨR→ρα,β 〈ΨR|WˆR|ΨR〉 gro¨ßer ist als die von
∑
R〈Ψ|WˆR|Ψ〉.
Es gilt also die Abscha¨tzung
min
Ψ→ρα,β
∑
R
〈Ψ|WˆR|Ψ〉 ≥
∑
R
min
ΨR→ρα,β
〈ΨR|WˆR|ΨR〉 (4.157)
und dementsprechend ist EEDMF (R) ≤ E0.
Die Gesamtenergie EMF im Rahmen der MF-Approximation verha¨lt sich im Bereich von
0 ≤ U/t ≤ K (K ist eine von der Gro¨ße des Systems abha¨ngige Konstante, K ≈ 2) line-
ar, dann sprunghaft nichtlinear. Eine genauere Analyse zeigt, dass hier ein magnetischer
Phasenu¨bergang von einer paramagnetischen zu einer antiferromagnetischen Lo¨sung vor-
liegt. Ein solcher U¨bergang ist ein Artefakt der MF-Approximation und tritt sowohl bei
der korrekten Lo¨sung als auch im Rahmen unserer EDMF(R)-Na¨herung nicht auf.
Hierzu sei noch folgendes angemerkt: In Textbu¨chern wie beispielsweise in [101] wird
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davon gesprochen, dass die Molekularfeldna¨herung eine ferromagnetische Lo¨sung liefert.
Es wird hier allerdings ein unendlich ausgedehntes System diskutiert, bei welchem jeder
Gitterplatz gleich behandelt wird, d. h. die energetisch gu¨nstigere Lo¨sung mit antiferro-
magnetischer Ordnung kann so nicht festgestellt werden.
Die Gesamtenergie der Hubbard-Ketten wurde auch bei unterschiedlicher Fu¨llung unter-
sucht. Dadurch la¨sst sich eine Aussage u¨ber die Bandlu¨cke treffen, da sich diese aus der
Diskontinuita¨t des chemischen Potentials ergibt (siehe Gleichung 2.8 in Kapitel 2.2.1),
welches sich wiederum aus der Ableitung der Gesamtenergie nach der Teilchenzahl er-
mitteln la¨sst (Gleichung 2.7).
Betrachtet man die Gesamtenergie in Abha¨ngigkeit von der Teilchenzahl, dann zeigen
die Rechnungen (siehe Abbildung 4.19), dass das exakte Resultat fu¨r kleine und sehr
große U-Werte (U/t = 0.5 bzw. U/t = 90) sehr gut mittels 4.150 approximiert werden
kann. Dies gilt fu¨r alle Fu¨llungen des Systems. Dies war zu erwarten, da die EDMF(R)-
Na¨herung im Falle von U = 0 bzw. im Falle U → ∞ exakt wird. Betrachtet man die
Kurven allerdings im Detail, dann erkennt man, dass hier kleine Abweichungen von dem
exakten, linearen Verhalten zwischen zwei ganzen Teilchenzahlen auftreten, die Kurve
“ha¨ngt durch”. Fu¨r eine mittlere Wechselwirkunsgssta¨rke (U/t = 3) bildet sich dieses
nichtlineare Verhalten sehr deutlich sichtbar aus. Die Kurven des chemischen Potenti-
als (Abbildung 4.20) besta¨tigen dies, die Diskontinuita¨ten werden a¨hnlich wie bei den
Rechnungen mit typischen RDMFT-Funktionalen ausgeschmiert [80].
Wellenfunktionen und Magnetismus
Wir untersuchen die gefundenen Vielteilchenwellenfunktionen auf den jeweiligen Ander-
son- Modellen ΨR, welche bei auskonvergierter RDMFT-CI Rechnung vorliegen und ver-
gleichen diese mit der entsprechenden Grundzustandswellenfunktion der Hubbard-Kette.
Hierbei bescha¨ftigen wir uns mit der Frage, ob diese reine N-Teilchenwellenfunktionen
sind, wenn wir nur eine Wellenfunktion des Ensembles betrachten. Eine weitere wichtige
Fragestellung ist, ob diese Singuletts sind oder nicht.
Fu¨r diese Studie beschra¨nken wir uns auf die Hubbard-Kette mit 4 Pla¨tzen bei halber
Fu¨llung mit festem Parameter t=-2. U wurde von kleinen bis zu sehr großen Werten
variiert. Als Anmerkung zur Durchfu¨hrung der Rechnungen sei gesagt, dass der Rei-
bungsparameter der CI-Rechnung fu¨r große U-Werte klein gewa¨hlt werden sollte, da nur
kleine Energieunterschiede vorliegen.
Die Vielteilchenwellenfunktionen auf den jeweiligen Anderson Modellen unterscheiden
sich voneinander, obwohl sie natu¨rlich die gleiche Dichtematrix haben. Dies ist einsich-
tig, da das jeweilige Anderson Modell versucht, eine Doppelbesetzung am Gitterplatz
mit der Wechselwirkung zu vermeiden, wenn dies mit der Dichtematrix vereinbar ist.
Beispielsweise ist ein großer Beitrag der Slaterdeterminante |11110000〉 auf den Pla¨tzen
R=3 und R=4 energetisch vorteilhaft, da hier keine Doppelbesetzung vorliegt, wa¨hrend
sie sich auf den ersten beiden Pla¨tzen hingegen als unvorteilhaft erweist.
Die gefundenen Wellenfunktionen ΨR fu¨r die Kette mit 4 Pla¨tzen sind reine N-Teil-
chenwellenfunktionen fu¨r jedes Anderson-Modell. Die Erwartungswerte mit den Opera-
toren ~ˆS2 und Sˆz (fu¨r die Definition der Spinoperatoren ~ˆS bzw. Sˆz verweisen wir auf
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Abbildung 4.19: Gesamtenergie der 2-,4- und 6-Platz Hubbard-Kette in Abha¨ngigkeit
der Teilchenzahl. Im Falle von kleinen und sehr großen Wechselwir-
kungssta¨rken U/t (oberes Bild U/t = 0.5, unteres Bild U/t = 90)
stimmt das errechnete Resultat bei praktisch jeder Fu¨llung sehr gut
mit dem exakten Resultat u¨berein. Im Falle von U/t = 3 (mittleres
Bild) ha¨ngt die Kurve hingegen deutlich durch.
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Abbildung 4.20: Chemisches Potential der 4- (links) und 6-Platz (rechts) Hubbard-Kette
in Abha¨ngigkeit der Teilchenzahl N/L bei unterschiedlichen Werten von
U/t. Das chemische Potential wird fu¨r alle Wechselwirkungssta¨rken aus-
geschmiert
134
den Anhang B.2) verschwinden d. h. es liegen Singuletts vor. 5 Angemerkt sei, dass fu¨r
große Wechselwirkungssta¨rken eine Vielzahl von (quasi-) entarteten Zusta¨nden beob-
achtet wurden, wobei diese Zusta¨nde nicht unbedingt reine N-Teilchenwellenfunktionen
sein mu¨ssen. Das CI-Programm kann die geringen energetischen Unterschiede dann nicht
mehr auflo¨sen. Um dies noch etwas deutlicher zu machen konstruieren wir als Beispiel
fu¨r den Dimer im Grenzfall U →∞ zwei Zusta¨nde, welche mit der EDMF(R) Na¨herung
fu¨r die jeweiligen Anderson- Modelle gefunden werden ko¨nnten. Dies sind keine rei-
nen N-Teilchenwellenfunktionen, haben aber die Grundzustandsdichtematrix und sind
energetisch zu dem Grundzustand mit zwei Teilchen a¨quivalent. Wir gehen darauf im
Folgenden etwas ausfu¨hrlicher ein.
Die Grundzustandsdichtematrix nimmt im Grenzfall U →∞ die Gestalt
ρα,β = 0.5 δα,β (4.158)
an. Die beiden Zusta¨nde |ΨR=1〉 und |ΨR=2〉
|ΨR=1〉 = 1√
2
(|1000〉+ |0111〉) (4.159)
|ΨR=2〉 = 1√
2
(|1110〉+ |0001〉) (4.160)
sind normiert und genu¨gen der Dichtematrix 4.158. Findet man |ΨR=1〉 auf dem Ander-
son Modell eins und |ΨR=2〉 auf dem Anderson Modell zwei, dann sehen wir direkt, dass
die Wechselwirkungsenergie jeweils verschwindet, weil die Doppelbesetzung der beiden
obigen Wellenfunktionen jeweils auf dem Platz ist, wo keine Wechselwirkung vorliegt.
Erga¨nzend sei bemerkt, dass man die Zusta¨nde 4.159 bzw. 4.160 mit der in Kapitel 4.6.3
angegebenen Strategie leicht unterdru¨cken kann.
Wir untersuchen nun die Eigenschaften der Wellenfunktionen ΨR mit der Spin-Spin
Korrelationsfunktion
SRR′,R′′ := 〈ΨR| ~ˆSR′ ~ˆSR′′ |ΨR〉. (4.161)
Bei exakt vorliegender Grundzustandswellenfunktion der Hubbard Kette findet man
eine antiferromagnetische Ordnung, wobei die entsprechenden Matrixelemente SRR′,R′′ ,
umso gro¨ßer sind, je gro¨ßer die Wechselwirkung U ist. Hierzu ist anzumerken, dass
der Zustand SˆR,α|Φ〉 verschwindet, wenn |Φ〉 eine Slaterdeterminante ist, welche eine
Doppelbesetzung aufweist. Die mit CI gefundenen Wellenfunktionen ΨR weisen eben-
falls antiferromagnetische Ordnung auf, welche mit der Gro¨ße des U-Parameters skaliert
(siehe Bild 4.21).
In Abbildung 4.22 vergleichen wir nun die wichtigsten Slaterdeterminanten der Grund-
zustandswellenfunktion des 4-Platz-Systems und der Wellenfunktionen auf dem Rand-
platz links und dem inneren Platz links fu¨r U=2 und U=16. Fu¨r U=2 erkennen wir
nur kleine Unterschiede fu¨r den Beitrag der jeweiligen Slaterdeterminanten. Die Phasen
5Es gibt kleine Abweichungen, welche vermutlich darauf zuru¨ckzufu¨hren sind, dass die Rechnungen
aufgrund der Instabilita¨ten wegen der Unstetigkeitsstellen des Potentials sehr gut, aber nicht vo¨llig
auskonvergiert werden ko¨nnen.
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Abbildung 4.21: Die Matrixelemente SRR′,R′′ (Gleichung 4.161) fu¨r die Hubbard-Kette mit
vier Pla¨tzen bei U=2 (beide Figuren oben) und U=16 (untere Figuren).
t ist -2. Es liegt antiferromagnetische Ordnung vor.
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Abbildung 4.22: Die wichtigsten Slaterdeterminanten der Hubbard-Kette mit vier
Pla¨tzen fu¨r U=2 (oben) und U=16 (unten) bei t=-2. Das exakte Resul-
tat ist zum Vergleich aufgetragen. Balken links: exakte Lo¨sung. Balken
Mitte: Randplatz links. Balken rechts: Innerer Platz links.
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Abbildung 4.23: Eigenwerte der Hubbard-Kette mit 6-Pla¨tzen in Abha¨ngigkeit von U/t
im Vergleich mit dem exakten Resultat (durchgezogene Linie). Die Ei-
genwerte sind bei vorliegender Wechselwirkung von 0 bzw. 1 verschie-
den.
der wichtigsten Slaterdeterminanten werden korrekt beschrieben. Fu¨r U=16 erhalten
wir ebenfalls die korrekten Phasen der Slaterdeterminanten, der jeweilige Beitrag weist
allerdings gro¨ßere Abweichungen im Vergleich zum exakten Resultat auf.
Eigenwerte und natu¨rliche Orbitale
In Kapitel 2.5.1 haben wir bereits darauf hingewiesen, dass eindimensionale Systeme von
wechselwirkenden Elektronen sogenannte Luttinger-Flu¨ssigkeiten [105] sind. Betrachtet
man die Besetzungszahlen in Abha¨ngigkeit von k, dann unterscheidet sich die Luttinger-
Flu¨ssigkeit nur durch die nicht vorhandene Diskontinuita¨t an der Fermikante von einer
Fermiflu¨ssigkeit. Die Besetzungszahlen sind jeweils nichtganzahlig, außer fu¨r den Fall
verschwindender Wechselwirkung.
Betrachten wir nun die Eigenwerte der Dichtematrix fu¨r unterschiedliche Werte von U/t,
dann finden wir das typische Verhalten der Luttinger- bzw. Fermiflu¨ssigkeit fu¨r unsere
Rechnungen mit der EDMF(R)-Na¨herung fu¨r die Hubbard-Ketten wieder (siehe hierzu
Abbildung 4.23). Die Besetzungszahlen sind im nichtwechselwirkenden Grenzfall exakt 0
oder 1 und mit steigender Wechselwirkung werden unbesetzte Zusta¨nde teilweise besetzt
und vorher vollsta¨ndig besetzte Zusta¨nde nun nur noch teilweise besetzt. Im Grenzfall
U →∞ liegt jeweils Halbbesetzung vor.
Im Gegensatz zu der EDMF(R)-Na¨herung finden wir fu¨r die MF-Beschreibung generell
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Abbildung 4.24: Natu¨rliche Orbitale des 6-Platzsystems. Der Radius von jedem Kreis
ist dabei proportional zum dem Beitrag des natu¨rlichen Orbitals auf
dem jeweiligen Gitterplatz. Die unterschiedlichen Vorzeichen sind mit
schwarz bzw. weiß kenntlich gemacht. Die natu¨rliche Orbitale bei U=0
sind links dargestellt, rechts die bei U=16. Die Orbitale vera¨ndern ih-
re Gestalt nur geringfu¨gig mit steigender Wechselwirkung. Deutlicher
a¨ndern sich hingegen deren Besetzungszahlen.
ganzzahlige Eigenwerte fu¨r die Grundzustandsdichtematrix, falls die Anzahl der Elek-
tronen ganzzahlig ist. Diese Aussage gilt fu¨r jede Gro¨ße des U-Parameters. Fu¨r eine
nichtganzzahlige Elektronenanzahl sind Nϕ − 1 der insgesamt Nϕ Eigenwerte der Dich-
tematrix 0 oder 1, einer nimmt eine entsprechende nichtganzzahlige Besetzung an, so
dass die Teilchenzahl des Systems korrekt wird. Im paramagnetischen Fall, d. h. fu¨r alle
0 ≤ U/t ≈ K ist die Grundzustandsdichtematrix mit der des nichtwechselwirkenden
Systems immer identisch.
In Abbildung 4.24 sind die natu¨rlichen Orbitale der Dichtematrix fu¨r U/t = 0 und
U/t = 8 dargestellt, welche wir mittels der EDMF(R)-Na¨herung gefunden haben. Be-
merkenswert ist, dass sich diese trotz recht großer Wechselwirkung von U/t = 8 nur
wenig von dem nichtwechselwirkenden Grenzfall unterscheiden. Die Besetzungszahlen
a¨ndern sich jedoch deutlich.
Doppelbesetzung
Im Falle der Hubbard-Ketten sind auf jedem Gitterplatz nur die vier Konfigurationen
leerer Platz, einfach besetzter Platz mit Spin up oder Spin down bzw. Doppelbesetzung
mo¨glich. Bei halber Fu¨llung betra¨gt die durchschnittliche Besetzung eines Gitterplat-
zes genau 1. Die Doppelbesetzung an Gitterplatz R, welche man mittels des Operators
DˆR := nˆR↑nˆR↓ errechnen kann, ist eine Gro¨ße fu¨r die Sta¨rke der Ladungsfluktuatio-
nen innerhalb des Systems und ist ein exemplarisches Beispiel fu¨r eine statische Gro¨ße,
welche wir mit Hilfe der Wellenfunktion errechnen ko¨nnen. Im nichtwechselwirkenden
Grenzfall ist jede der oben erwa¨hnten vier Konfigurationen im Falle von halber Fu¨llung
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Abbildung 4.25: Doppelbesetzung des 6-Platz-Systems in Abha¨ngigkeit von U/t. Die
Kurvencharakteristik wird von der Approximation 4.150 (Kreise bzw.
Ka¨stchen) korrekt wiedergegeben, ebenso die Randeffekte. In Rot ist
des Resultat der MF-Na¨herung zum Vergleich zu sehen.
gleichwahrscheinlich, d. h. fu¨r U=0 nimmt die Doppelbesetzung den Wert 0.25 an. Fu¨r
U →∞ muss die Doppelbesetzung hingegen fu¨r jedes R verschwinden. Wir untersuchen
nun die Doppelbesetzung im Rahmen der EDMF(R)- und der MF-Na¨herung und ver-
gleichen sie mit dem exakten Resultat.
Zur Bestimmung der Doppelbesetzung an Gitterplatz R wird bei der EDMF(R)-Na¨he-
rung einfach der Erwartungswert der vorliegenden Wellenfunktion |ΨR〉 mit dem Ope-
rator DˆR gebildet. Bei der Molekularfeldapproximation muss hingegen noch vorher eine
Vielteilchenwellenfunktion berechnet werden. Da bei halber Fu¨llung genau die Ha¨lfte der
Eigenwerte exakt 1 ist, die andere Ha¨lfte 0, wird das System genau durch die einzelne
Slaterdeterminante cˆ†1 . . . cˆ
†
Nχ2
|0〉 beschrieben. Wendet man nun die Transformationsvor-
schrift cˆ†α →
∑Nχ
β=1 Uβ,αcˆ
†
β (zur Definition der Matrix Uβ,α siehe Gleichung 4.37) auf diese
Determinanten an, dann kann so eine Vielteilchenwellenfunktion der MF-Approximation
angegeben werden.
Abbildung 4.25 zeigt die Doppelbesetzung in Abha¨ngigkeit von U/t, sowohl fu¨r die
EDMF(R) als auch fu¨r die MF-Na¨herung. Ersichtlich ist, dass die Doppelbesetzung
auf allen Gitterpla¨tzen durch die EDMF(R)-Na¨herung qualitativ korrekt wiedergege-
ben wird, ebenfalls die Tatsache, dass sich diese am Randplatz etwas anders verha¨lt als
auf den jeweiligen inneren Pla¨tzen. Sie wird fu¨r kleine U/t-Werte leicht unterscha¨tzt und
na¨hert sich fu¨r gro¨ßere U/t-Werte dem korrekten Ergebnis an.
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Im Falle der MF-Na¨herung liegt fu¨r die paramagnetische Lo¨sung (0 ≤ U/t ≈ K wobei
K ≈ 2) hingegen immer die gleiche Doppelbesetzung von 0.25 vor. Dies ist eine direkte
Folgerung aus der Tatsache, dass sich die Dichtematrix fu¨r diesen Fall nicht von der
Dichtematrix des nichtwechselwirkenden Systems unterscheidet. Da sich die Wellenfunk-
tion |ΨMF 〉 direkt aus der Dichtematrix ergibt, liegt im paramagnetischen Fall immer
die gleiche Wellenfunktion, na¨mlich die Wellenfunktion des nichtwechselwirkenden Sy-
stems, vor. Im antiferromagentischen Fall erha¨lt man eine zufriedenstellende Beschrei-
bung der Doppelbesetzung, insbesondere fu¨r große Wechselwirkungssa¨rken. Im Vergleich
zur EDMF(R)-Na¨herung weicht sie allerdings auch hier sta¨rker vom exakten Resultat
ab.
4.8 Erkenntnisse zu Spektraleigenschaften
Bisher wurden im Rahmen dieser Arbeit Grundzustandseigenschaften untersucht. Die
Frage ist, ob man mit der hier vorgestellten Methode auch Informationen u¨ber das ange-
regte Spektrum erhalten kann oder nicht. Mit dieser Frage wurde sich im Verlauf dieser
Arbeit etwas ausfu¨hrlicher bescha¨ftigt. Prinzipielle Idee ist, die Grundzustandswellen-
funktion zu nutzen um die Greensfunktion und damit das Spektrum zu erhalten. Hierzu
wird die Greensfunktion mit der Kettenbruchmethode berechnet, welche wir in Kapitel
2.3.2 bereits vorgestellt haben. Diese Methode wurde im Rahmen dieser Arbeit aufpro-
grammiert und auf die Erkenntnisse daraus soll im Folgenden etwas na¨her eingegangen
werden.
Als Vorbetrachtung sei gesagt, dass im Falle exakter Rechnung keine Schwierigkeiten
auftreten das korrekte Anregungsspektrum im Rahmen dieser Theorie zu produzie-
ren. Der Grund ist, dass der Hamilton-Operator bekannt ist, in unserem Fall hier der
Hamilton-Operator der Hubbard-Kette, und des weiteren die Grundzustandswellenfunk-
tion und auch die Grundzustandsenergie E0 sehr genau bestimmt werden kann, selbst
dann wenn Unstetigkeiten vorliegen. Schwierigkeiten treten aber bei einer Approxima-
tion des exakten Dichtematrixfunktionals auf, weil dann die Definition eines Hamilton-
Operators auf dem jeweiligen Anderson-Modell notwendig wird um die Green’sche Funk-
tion damit zu berechnen. Um sinnvolle Spektraleigenschaften zu erhalten muss dazu die
Wechselwirkung auf den anderen Gitterpla¨tzen “effektiv” beru¨cksichtigt werden. Hier-
zu ist zu sagen, dass vermutet wurde, einen solchen Hamilton-Operator mit Hilfe der
Lagrange-Multiplikatoren definieren zu ko¨nnen. Um dies besser zu verstehen betrachten
wir zuna¨chst den exakten Fall und das durch Gleichung 4.20 definierte Funktional GWˆ1WF
im Extremum. Mit
∂GWˆ
1WF
∂〈Ψ| = 0 ko¨nnen wir eine Gleichung der Form(∑
α,β
Vα,β cˆ
†
αcˆβ + Wˆ︸ ︷︷ ︸
:=Hˆ1WF
)
|Ψ〉 = λ|Ψ〉 (4.162)
angeben, welche die Gestalt einer Schro¨dingergleichung hat. Hier haben wir einen Hamilton-
Operator Hˆ1WF definiert, welchen wir im folgenden Kapitel 4.8.1 noch ausfu¨hrlicher dis-
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kutieren werden.
Im Falle der EDMF(R)-Na¨herung (Gleichung 4.150) ko¨nnen wir eine zu 4.162 entspre-
chende Beziehung fu¨r jedes Anderson-Modell ableiten, welche wir in der Form(∑
α,β
V Rα,β cˆ
†
αcˆβ + WˆR︸ ︷︷ ︸
:=HˆR
)
|ΨR〉 = λR|ΨR〉 (4.163)
schreiben.
Die Hoffnung war nun, dass man mit HˆR einen Hamilton-Operator definiert hat, welchen
man nutzen kann um mit |ΨR〉, λR und der Kettenbruchmethode Spektraleigenschaften
berechnen zu ko¨nnen, welche sinnvolle Approximationen zu dem Spektrum der Hubbard-
Kette liefern. Es sei betont, dass dies nur eine “Analogiebetrachtung” ist. Wir werden
darauf im folgenden Abschnitt na¨her eingehen.
4.8.1 Der Zusammenhang zwischen Vα,β und tα,β
Im Folgenden diskutieren wir den Zusammenhang zwischen tα,β (siehe Gleichung 2.26
aus 2.3) und den Lagrange-Multiplikatoren Vα,β zuna¨chst bei exakter Rechnung und
anschließend fu¨r den Fall bei EDMF(R)- Na¨herung (Gleichung 4.150). Dieser Zusam-
menhang liefert eine Aussage u¨ber die Gestalt der in den Gleichungen 4.162 und 4.163
definierten Operatoren Hˆ1WF bzw. HˆR. Hierzu betrachten wir ein Funktional H der
Form
H[{ρα,β}] =
∑
α,β
tα,β ρβ,α + F
Wˆ [{ρα,β}]− µRDMFT (
∑
α
ρα,α −N). (4.164)
F Wˆ [{ρα,β}] ist hierbei das exakte Dichtematrixfunktional (Gleichung 4.8), N die Teil-
chenzahl und µRDMFT ein Lagrange-Multiplikator.
Wir nehmen nun an, dass die Ableitung von H[{ρα,β}] nach ρα,β existiert. Hierzu sei ge-
sagt, dass man mit dieser einfachen Annahme die Gestalt der Lagrange-Multiplikatoren
im Extremum sehr einfach verstehen kann wie wir dann auch noch mittels des Programms
nachweisen werden, allerdings ist diese Annahme aufgrund der gefundenen Unstetig-
keitsstellen des exakten Dichtematrixfunktionals F Wˆ [{ρα,β}] durchaus nicht unproble-
matisch. In einem solchen Fall erhalten wir mit dem CI-Code natu¨rlich auch Lagrange-
Multiplikatoren, allerdings sind diese nicht eindeutig definiert bzw. mehrdeutig.
Falls die Ableitung existiert, dann la¨sst sich fu¨r ein Extremum folgende Aussage direkt
angeben
0 =
∂H
∂ρα,β
|ρ0
α,β
= tβ,α − Vβ,α − µRDMFT δα,β
⇒ Vα,β = tα,β + µRDMFT δα,β .
(4.165)
Hierbei ist ρ0α,β die Grundzustandsdichtematrix und Vα,β sind die gefundenen Lagrange-
Multiplikatoren bei dieser Dichtematrix.
142
Im exakten Fall ko¨nnen wir einen direkten Zusammenhang zwischen den Lagrange-
Multiplikatoren und dem Einteilchenterm herstellen, wenn die exakte Grundzustands-
dichtematrix vorliegt. Setzen wir 4.165 in die Definition von Hˆ1WF (Gleichung 4.162)
ein, dann ist Hˆ1WF bis auf den Term der Form µRDMFT
∑
α cˆ
†
αcˆα mit dem exakten
Hamilton-Operator identisch.
Man kann nun vermuten, dass auch im Fall der EDMF(R)- Na¨hrung ein Zusammen-
hang zwischen tβ,α und V
R
α,β existiert. Fu¨r diesen Fall argumentieren wir a¨hnlich wie im
exakten Fall. Hierzu ist ein Funktional H˜ durch
H˜[{ρα,β}] =
∑
α,β
tα,β ρβ,α +
∑
R
F˜ WˆR [{ρα,β}]− µRDMFT (
∑
α
ρα,α −N) (4.166)
erkla¨rt, wobei F˜ WˆR mit dem exakten Dichtematrixfunktional F˜ (Gleichung 4.8) identisch
ist, wenn wir fu¨r den Operator der vollen Wechselwirkung Wˆ nur die Wechselwirkung
WˆR einsetzen. Mit der Definition
∂F˜ WˆR
∂ρα,β
:= V Rβ,α ergibt sich
0 =
∂H˜
∂ρα,β
|ρ0
α,β
= tβ,α −
∑
R
V Rβ,α − µRDMFT δα,β
⇒
∑
R
V Rα,β = tα,β + µRDMFT δα,β
(4.167)
Auch hier mu¨ssen wir natu¨rlich die Existenz der Ableitung voraussetzen.
In Kapitel 4.8 hatten wir schon erwa¨hnt, dass wir fu¨r die Berechnung von Spektra-
leigenschaften bei EDMF(R) Na¨herung (Gleichung 4.150) einen Hamilton-Operator fu¨r
jedes Anderson-Modell definieren mu¨ssen. Der durch
HˆR =
∑
α,β
Vα,β cˆ
†
αcˆβ + WˆR (4.168)
gegebene Hamilton-Operator wurde fu¨r die Berechnung der Spektren verwendet, λR als
E0 interpretiert (vergleiche hierzu auch Gleichung 4.163). Bei den Rechnungen wur-
den allerdings zwei Probleme festgestellt. Eines davon ist die Fluktuation der Lagrange-
Multiplikatoren (Unstetigkeitsstellen) und die damit verbundene sich sta¨ndig vera¨ndern-
de Form des Operators nahe dem Grundzustand. Hierzu ist anzumerken, dass dieses
Problem bei dem Hubbard-Dimer am massivsten aufgetreten ist. Das andere Problem
ist, dass man einen Teil der Information des Einteilchenspektrums verliert. Hierzu ist zu
sagen, dass 4.167 dafu¨r eine Erkla¨rung liefert, da nur die Superposition aller Lagrange-
Multiplikatoren aller Anderson-Modelle den vollen Einteilchenterm ergibt. Es sei ange-
merkt, dass das zweite Problem, also der Verlust eines Teils der Information des Einteil-
chenspektrums, bestehenbleibt, unabha¨ngig davon ob es gelingt, die Unstetigkeitsstellen
zu kontrollieren oder nicht. Es ist daher noch weiterer Forschungsaufwand notwendig,
um die Frage zu kla¨ren ob mit der vorgestellten Methode im Rahmen der EDMF(R)
Na¨herung Spektraleigenschaften untersucht werden ko¨nnen oder nicht.
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4.8.2 Vα,β bei vorliegender Grundzustandsdichtematrix
Die Gleichungen 4.165 bzw. liefern 4.167 einen einfachen Zusammenhang zwischen Vα,β
bzw. V Rα,β und tα,β bei vorliegender Grundzustandsdichtematrix. Diese Gleichungen ha-
ben wir allerdings unter Annahme der Existenz der Ableitung ∂E∂ρα,β abgeleitet und be-
gru¨ndet, warum diese Annahme zumindest problematisch ist. Wir fu¨hren nun Rechnun-
gen mit dem Programm durch um zu sehen, ob wir diese Gleichungen besta¨tigen ko¨nnen.
Fu¨r die U¨berpru¨fung von 4.165 und 4.167 gehen wir wie im Folgenden beschrieben vor.
Wir beschra¨nken uns auf den Hubbard-Dimer bei halber Fu¨llung und berechnen mit
Hilfe exakter Diagonalisierung den Grundzustand |Ψ0〉 und dann die Grundzustands-
dichtematrix ρ0α,β = 〈Ψ0|cˆ†β cˆα|Ψ0〉 fu¨r unterschiedliche Werte von U. Dies ist die Grund-
zustandsdichtematrix, welche wir sowohl im Falle der exakten Rechnung als auch im
Falle der EDMF(R)-Approximation finden, da diese fu¨r diesen Spezialfall ebenfalls ex-
akt ist. Nun u¨bergeben wir die Grundzustandsdichtematrix an das CI-Programm und
fu¨hren einmal eine CI-Rechnung mit voller Wechselwirkung Wˆ bzw. zwei CI-Rechnungen
mit WˆR=1 und WˆR=2 durch und untersuchen die Lagrange-Multiplikatoren im letzten
Schritt.
Im exakten Fall erhalten wir fu¨r unterschiedliche U-Werte immer das folgende Ergebnis
Vα,β =


tα,β mit α 6= β
C(U) mit α = β
0 sonst
. (4.169)
Hierbei ist C(U) eine von dem verwendeten U-Parameter abha¨ngige Konstante. Wir
erkennen, dass wir t bis auf eine Konstante auf der Hauptdiagonalen reproduzieren
ko¨nnen, welche dann mit µRDMFT identisch ist, wie durch 4.165 vorhergesagt wurde.
Erga¨nzend sei angemerkt, dass die obige Lo¨sung fu¨r den Hubbard Dimer instabil ist. Um
dies zu demonstrieren wurde die Grundzustandsdichtematrix ρ0α,β fu¨r unterschiedliche U
Werte berechnet und dann auf Diagonalform gebracht. Nun wurde eine kleine Zahl auf
das Element D1,1 addiert und eine gleich große kleine Zahl von D2,2 subtrahiert um die
Teilchenzahl nicht zu vera¨ndern. Die nun erhaltene diagonale Matrix wurde mit
ρ = UDU† (4.170)
wieder auf Nichtdiagonalform gebracht. Mit dieser, sich nur wenig von ρ0α,β unterschei-
denden Dichtematrix wurden dann CI-Rechnungen durchgefu¨hrt. Die so gefundenen
Lagrange-Multiplikatoren unterscheiden sich stark von denen bei exakt vorliegender
Dichtematrix ρ0α,β was die Unstetigkeitsstelle im Minimum nachweist. Hierbei ist anzu-
merken, dass der so erhaltene Vielteilchenzustand Ψ nicht mehr ein reiner Zweiteilchen-
zustand ist. Er besteht aus den Teilchenzahlkana¨len eins zwei und drei. Es wurde mit der
in 4.6.3 beschriebenen Strategie versucht, diese Teilchenzahlkana¨le zu verdra¨ngen, was
allerdings nicht mo¨glich war. Vermutlich existiert im Falle einer Vielteilchenwellenfunk-
tion des Ensembles mathematisch hier keine Mo¨glichkeit, die konstruierte Dichtematrix
nur mit Zweiteilchenzusta¨nden darzustellen.
Setzen wir statt Wˆ fu¨r die Wechselwirkung WˆR=1 bzw. WˆR=2 ein, dann ergibt sich
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hingegen folgendes Ergebnis
V R=1α,β =


tα,β
2 mit α 6= β
C1(U) mit α = β Rα = 1
C2(U) mit α = β Rα = 2
0 sonst
(4.171)
V R=2α,β =


tα,β
2 mit α 6= β
C2(U) mit α = β Rα = 1
C1(U) mit α = β Rα = 2
0 sonst
. (4.172)
Hierbei gibt Rα an, welcher Gitterplatz vorliegt wenn α einen bestimmten Wert an-
nimmt. C1(U) bzw. C2(U) sind zwei Konstanten, welche jeweils von der Gro¨ße des U
Parameters abha¨ngig sind. Addieren wir VR=1 und VR=2, dann erhalten wir genau V.
Diese Aussage wurde fu¨r jedes untersuchte U gefunden, d. h. mittels Superposition der
Lagrange-Multiplikatoren kann erneut t bis auf die Konstante errechnet werden (siehe
Gleichung 4.167). Angemerkt sei noch, dass die Differenz der beiden Konstanten auf der
Hauptdiagonale bei VR=1 bzw. VR=2 genau U/2 betra¨gt, d. h.
|C1(U)− C2(U)| = U
2
. (4.173)
Diese Aussage gilt ebenfalls fu¨r jedes U.
4.9 Cluster-Approximation
Die Na¨herung 4.150 la¨sst sich nur fu¨r relativ kleine Systemgro¨ßen umsetzen da die An-
zahl der Slaterdeterminanten der Vielteilchenwellenfunktion mit 22NR wa¨chst. NR ist
dabei die Anzahl der Gitterpla¨tze. Eine Mo¨glichkeit, um mit diesem Problem umzu-
gehen ist eine Cluster-Approximation, in welcher das CI-System auf eine relativ kleine
Anzahl an Gitterpla¨tzen beschra¨nkt wird. Eine solche Na¨herung wird nun anhand eines
eindimensionalen Modellsystems diskutiert. Wir berechnen dafu¨r zuna¨chst die Dichte-
matrix ρRσ,R′σ′ des unendlich großen Systems im nichtwechselwirkenden Grenzfall und
beschra¨nken ρRσ,R′σ′ anschließend auf eine gewissen Anzahl na¨chster Nachbarn.
Fu¨r die folgende Diskussion der Dichtematrix wurde [216] als Quelle verwendet. Die dor-
tige Darstellung wurde abgea¨ndert und erweitert.
Wir betrachten einen Satz lokalisierter Einteilchenwellenfunktionen |χRσ〉. In deren Basis
la¨sst sich der Hamilton-Operator bei verschwindender Wechselwirkung in der Form
Hˆ =
∑
R,R′
∑
σ
tR,R′ cˆ
†
Rσ cˆR′σ (4.174)
angeben, wobei tR,R′ die Hu¨pf-Amplitude ist, welche durch 2.26 definiert ist. Sei nun
|ϕkσ〉 ein noch nicht na¨her definierter Satz von Einteilchenwellenfunktionen mit den
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Besetzungszahlen fkσ. Die Dichtematrix ergibt sich nun durch
ρRσ,R′σ′ =
∑
kσ′′
〈ϕk,σ′′ |χRσ〉fkσ′′〈χR′σ′ |ϕkσ′′〉
=
∑
kσ′′
〈ϕk,σ′′ |χRσ〉fkσ′′〈χR′σ′ |ϕkσ′′〉∆k
∆k
=
1
∆k
∑
kσ′′
〈ϕk,σ′′ |χRσ〉fkσ′′〈χR′σ′ |ϕkσ′′〉∆k
≈ 1
∆k
∑
σ′′
∫
dk〈ϕk,σ′′ |χRσ〉fkσ′′〈χR′σ′ |ϕkσ′′〉,
(4.175)
wobei ∆k = 2πNRa gilt und a den Abstand der Kerne bezeichnet. Im letzten Schritt haben
wir fu¨r die Anzahl der Gitterpla¨tze NR → ∞ angenommen und die k-Summe in ein
Integral u¨bergehen lassen (siehe auch Anhang B.4).
Zur Bestimmung von εkσ mittels der Eigenwertgleichung Hˆ|ϕkσ〉 = εkσ|ϕkσ〉 benutzen
wir
|ϕkσ〉 = 1√
NR
∑
R
eikxR |χRσ〉 (4.176)
als Lo¨sungsansatz. xR bezeichnet hierbei die Kernposition, welche immer ein ganzzahli-
ges Vielfaches des Abstands a sein soll, d. h. xR = Ra. Setzt man diesen Ansatz in die
Schro¨dingergleichung ein, dann ergibt sich zuna¨chst
εkσ|ϕkσ〉 = Hˆ|ϕkσ〉
=
1√
NR
∑
R,R′
∑
σ
tR,R′ cˆ
†
Rσ cˆR′σ
∑
R′′
eikxR′′ |χR′′σ′′〉
=
1√
NR
∑
R,R′
eikxR′ tR,R′ |χRσ〉.
(4.177)
Multipliziert man von links mit 〈χR′′σ′′ |, dann erhalten wir mit 〈χR′′σ′′ |χRσ〉 = δR,R′′δσ,σ′′
und 4.176
εkσ〈χR′′σ′′ |ϕkσ〉 = 1√
NR
∑
R,R′
eikxR′ tR,R′〈χR′′σ′′ |χRσ〉
εkσ
1√
NR
∑
R
eikxR〈χR′′σ′′ |χRσ〉 = 1√
NR
∑
R,R′
eikxR′ tR,R′δR,R′′δσ,σ′′
δσ,σ′′εkσe
ikxR′′ = δσ,σ′′
∑
R′
eikxR′ tR′′,R′ .
(4.178)
Ist nun σ = σ′′ (anderenfalls gilt die Identita¨t 0 = 0), dann folgt
εkσ =
∑
R′
eik(xR′−xR′′ )tR′′,R′ . (4.179)
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Wir diskutieren nun den Fall R′′ = 0 und beschra¨nken die tR,R′ auf “on-site” Terme und
Beitra¨ge na¨chster Nachbarn d. h.,
tR,R′ :=


t0 falls R = R
′
t1 falls |R−R′| = 1
0 sonst
.
Aus 4.179 erha¨lt man dann die Beziehung
εkσ = t0 + 2t1 cos(ka).
Angemerkt sei, dass eine Beru¨cksichtigung der Beitra¨ge von tR,R′ mit |R−R′| = 2, also
Beitra¨ge u¨berna¨chster Nachbarn, dann zu einem weiteren Kosinusterm mit doppelter
Frequenz, also εkσ = t0 +2t1 cos(ka)+2t2 cos(2ka) fu¨hren wu¨rde. Fu¨r Details sei auf die
hier verwendete Quelle [216] verwiesen.
Durch Einsetzen von Gleichung 4.176 in 4.175 berechnen wir nun die Dichtematrix. Es
ergibt sich
ρRσ,R′σ′ =
NRa
2π
∑
σ′′
∫
dk
1
NR
∑
R′′
∑
R′′′
eik(xR′′−xR′′′)〈χR′′′σ′′ |χRσ〉fkσ′′〈χR′σ′ |χR′′σ′′〉
=
a
2π
∫
dk
∑
σ′′
eik(xR′−xR)fkσ′′δσ′′,σδσ′,σ′′
=
a
2π
∫
dkeik(xR′−xR)fkσδσ,σ′ .
(4.180)
Wir diskutieren nun die Gestalt der Dichtematrix im Falle verschwindender Wechselwir-
kung. Hier sind die Besetzungszahlen fkσ genau 0 oder 1 und das entsprechende Integral
u¨ber die Brillouin-Zone kann leicht ausgewertet werden. Es ergibt sich
ρRσ,R′σ′ =
a
2π
δσ,σ′
∫ kF
−kF
dkeik(xR′−xR)
=
a
2π
δσ,σ′
1
ia(R′ −R)e
ik(xR′−xR)|kF−kF
=
1
π(R′ −R)δσ,σ′ sin
(
akF (R
′ −R)) .
(4.181)
Wir wollen uns nun auf den Fall halber Fu¨llung beschra¨nken. Fu¨r diesen Spezialfall ist
kF =
π
2a und dementsprechend sind die einzelnen Beitra¨ge zur Dichtematrix u¨ber 4.181
leicht berechenbar.
Wir untersuchen nun die Gesamtenergie pro Gitterplatz in Abha¨ngigkeit der Gro¨ße des
CI-Systems bei halber Fu¨llung. Hierbei wird angenommen, dass die Dichtematrix des
nichtwechselwirkenden Systems (Gleichung 4.181) na¨herungsweise mit der Dichtematrix
des Systems bei kleiner Wechselwirkungssta¨rke U u¨bereinstimmt, d. h. es wird nicht wei-
ter u¨ber die Dichtematrizen optimiert. Die Dichtematrix wird bis zu einer gewissen An-
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Abbildung 4.26: Wechselwirkungsenergie des CI-Systems pro Gitterplatz bei unter-
schiedlicher Anzahl na¨chster Nachbarn fu¨r U = 0.1. Im Falle einer
verschwindenden Anzahl na¨chter Nachbarn liegt die Lo¨sung fest, d. h.
die Energie kann nicht weiter optimiert werden. Es wird deutlich, dass
selbst fu¨r eine relativ geringen Anzahl na¨chster Nachbarn die Wechsel-
wirkungsenergie recht gut beschrieben wird.
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zahl na¨chster Nachbarn berechnet und dann eine entsprechende CI-Rechnung mit dieser
errechneten Dichtematrix durchgefu¨hrt. Da die Rechnungen mit steigender Systemgro¨ße
immer aufwendiger werden, wurde sich hier auf maximal 4 na¨chste Nachbarn, also auf ins-
gesamt 9 Gitterpla¨tze beschra¨nkt. Das Ergebnis dieser Rechnungen findet sich in Abbil-
dung 4.26. Anhand dieser Abbildung sehen wir, dass wir schon mit zwei na¨chsten Nach-
barn eine recht zufriedenstellende Beschreibung der Wechselwirkungsenergie erhalten.
Allerdings ist zu bemerken, dass die gefundenen Vielteilchenwellenfunktionen keine rei-
ne N-Teilchenwellenfunktionen sind. Im Falle einer verschwindenden Anzahl von na¨chster
Nachbarn ist dies beispielsweise klar, da die Matrix diagonal ist und ρ1,1 = ρ2,2 = 0.5
gilt. Aufgrund der aus Kapitel 4.4.1 bekannten Gleichungen 4.96, 4.94, 4.95 und 4.102
besteht die Wellenfunktion jeweils zu 50 Prozent aus dem Vakuum- und dem Zweiteil-
chenzustand. Die gefundene Wechselwirkungsenergie ist demnach U/2 = 0.05, wie wir
in 4.26 auch erkennen ko¨nnen.
Abschließend sei angemerkt, dass diese Studie nur der allererste Schritt ist, um eine
Cluster-Approximation zu realisieren. Vermutlich ist es nu¨tzlich, eine solche auch fu¨r
große Wechselwirkungssta¨rken durchzufu¨hren, wobei dann auch die Dichtematrix op-
timiert werden mu¨sste, da die korrekte Dichtematrix dann nicht mehr zu der nicht-
wechselwirkenden Dichtematrix a¨hnlich ist. Des Weiteren ko¨nnen dann auch viel gro¨ßere
Hubbard-Ketten mit einer Cluster-Approximation untersucht werden.
4.10 Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde ein exaktes Dichtematrixfunktional vorgestellt, welches
mittels eines CI-Ansatzes berechnet wird. Dieses exakte Dichtematrixfunktional wurde
ausfu¨hrlich theoretisch untersucht. Des Weiteren wurde ein RDMFT-Code entwickelt
und damit RDMFT+CI Rechnungen an kleinen Hubbard-Ketten durchgefu¨hrt. Hierbei
wurde eine lokale Na¨herung des exakten Dichtematrixfuntionals untersucht. Es wurde
gezeigt, dass man mit dieser lokalen Approximation eine sehr zufriedenstellende Be-
schreibung von Grundzustandseigenschaften erha¨lt.
Auf die Diskontinuita¨ten der Ableitung des exakten Dichtematrixfunktionals nach der
Dichtematrix wurde im Rahmen dieser Arbeit hingewiesen. Sie treten bei bestimmten
Symmetrien der Dichtematrix auf und fu¨hren zur Destabilisierung einer RDMFT+CI
Rechnung. Es wurden einige unterschiedliche Verfahren vorgestellt, um mit diesen Schwie-
rigkeiten umzugehen, wie beispielsweise die Kontrolle der Rechnung durch Parameter wie
die Masse der Besetzungszahlen.
Um auch reale Materialien mit dieser Methode beschreiben zu ko¨nnen sind noch einige
Fragen zu beantworten. Wir werden darauf im Folgenden etwas darauf eingehen.
Die CI-Rechnungen, also die Berechnung des exakten Dichtematrixfunktionals, sind im
Moment noch recht zeitaufwendig. Es wa¨re deswegen empfehlenswert, sich zuna¨chst mit
dieser Problematik auseinanderzusetzen. Hierzu ist zu sagen, dass im Rahmen dieser Ar-
beit bisher noch keine wirklich systematische Strategie entwickelt wurde, unter welcher
Voraussetzung man eine Slaterdeterminante vernachla¨ssigen kann oder nicht. Des Wei-
teren wurde der CI-Code nicht parallelisiert, was einen weiteren Geschwindigkeitsvorteil
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bringen wu¨rde. Eventuell ist es sogar nu¨tzlich, hier eine anderer Strategie zu untersuchen
als die Minimierung mittels des Verfahrens von Car und Parrinello bzw. eine Kombinati-
on von unterschiedlichen Verfahren. Die in dieser Arbeit vorgestellte Voroptimierung des
Startzustandes mittels eines Monte-Carlo-Verfahrens bietet hierzu beispielsweise einen
Ansatzpunkt.
Die Rechenzeit einer RDMFT+CI Rechnung ko¨nnte weiter dadurch gesenkt werden,
wenn der durch CI berechnete Vielteilchenzustand immer als Startzustand des folgen-
den Rechenschritts verwendet werden ko¨nnte. Dies ist bisher nicht immer der Fall, da
der Zustand des letzten Zeitschrittes die Zwangsbedingungen im neuen Zeitschritt nicht
erfu¨llt.
Fu¨r den Umgang mit den zuvor schon erwa¨hnten Unstetigkeitsstellen konnten zwar im
Rahmen dieser Arbeit einige Strategien entwickelt werden, allerdings ist es notwendig,
sich noch einmal damit auseinanderzusetzen. Hierfu¨r gibt es unterschiedliche Mo¨glichkei-
ten, die man ausprobieren ko¨nnte. Eine einfache Mo¨glichkeit ist eine numerische Appro-
ximation des Potentials, d. h. ein “Auschmieren” der jeweiligen Unstetigkeitsstelle. Die
Schwierigkeit ist hier, ein solches “Auschmieren” so zu definieren, dass es allgemein funk-
tioniert. Eine andere Mo¨glichkeit ist, die Unstetigkeitsstellen mit Hilfe von Zwangsbedin-
gungen generell zu vermeiden, was im Rahmen dieser Arbeit mittels einer festgehalteten
up- bzw. down Elektronenanzahl bereits untersucht wurde. Die Resultate zeigen, dass ein
solcher Ansatz sehr vielversprechend ist, auch deshalb, weil der Vielteilchenzustand mit
dieser Technik als Startzustand fu¨r den neuen RDMFT-Schritt verwendet werden konn-
te. Allerdings ist zum heutigen Zeitpunkt noch unklar, ob diese Vorgehensweise wirklich
eine Strategie ist, welche immer funktioniert. Es sei weiterhin angemerkt, dass ein En-
semble aus Vielteilchenzusta¨nden vermutlich eine weitere Mo¨glichkeit bietet, bestimmte
Unstetigkeitsstellen zu vermeiden. Eine entsprechende Studie ist sinnvoll, wie stabil die
Rechnungen sind, wenn ein Ensemble verwendet wird und falls es einen wesentlichen
Stabilita¨tsvorteil bringt, wie viele Vielteilchenwellenfunktionen dann beru¨cksichtigt wer-
den mu¨ssen.
In den hier diskutierten Rechnungen im Rahmen der lokalen Na¨herung wird sich auf
ein abgeschlossenes System beschra¨nkt. Der na¨chste Schritt ist, auch offene Systeme
mit einer lokale Na¨herung zu untersuchen. Nur dann hat man eine Mo¨glichkeit, auch
reale Materialien mit dieser Theorie zu studieren. Hierbei ist es wichtig herauszufinden,
wie groß die Umgebung des Gitterplatzes mit Wechselwirkung sein muss, um sinnvol-
le Ergebnisse zu erhalten. Bei dieser Untersuchung ist es empfehlenswert, in mehreren
Schritten vorzugehen. Zuna¨chst ko¨nnen auch hier einfache Hubbard-Ketten untersucht
werden um mo¨gliche Schwierigkeiten im Vorfeld zu kla¨ren. Erst in einem zweiten Schritt
sollte die Methode dann mit dem CP-PAW Code kombiniert werden.
Fu¨r die Kombination des exakten Dichtematrixfunktionals mit dem CP-PAW Code muss
man sich im Wesentlichen “nur” mit den Unstetigkeitsstellen auseinandersetzen und dem
Einfluss der Umgebung, wobei dieser in einer groben Approximation zuna¨chst komplett
vernachla¨ssigt werden ko¨nnte. Der Grund ist, dass die mathematischen Struktur des
exakten Dichtematrixfunktionals mit LDA+U bzw. PBE0r u¨bereinstimmt, d. h. die An-
bindung ist praktisch identisch zu lo¨sen. Man u¨bergibt hierbei einfach den Wert des
Funktionals und dessen Ableitung nach der Dichtematrix an den CP-PAW Code. Ange-
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merkt sei noch, dass die Unstetigkeitsstellen und die damit verbundenen Instabilita¨ten
auch der einzige Grund waren, warum im Rahmen dieser Arbeit keine realen Materialien
mit dem exakten Dichtematrixfunktional studiert wurden.
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A Mathematischer Anhang
A.1 Funktionalableitung
Fu¨r diese Darstellung der Funktionalableitung wurde der Anhang von [20] und [217]
herangezogen, wobei die dortigen Darstellungen nur wenig vera¨ndert wurden.
Ein Funktional ist eine Abbildung einer Funktion auf eine Zahl. Ein einfaches Beispiel
dafu¨r ist ein definiertes Integral. Neben dem Funktional selbst ist noch die Funktional-
ableitung sehr nu¨tzlich, um beispielsweise dessen Extremum zu berechnen.
Wir beginnen mit einer Funktion mit einer Vielzahl von Variablen fi, welche wir mit
F (f1, f2, . . .) bezeichnen. Dann ergibt sich dF u¨ber die Gleichung
dF =
∑
i
∂F
∂fi
dfi. (A.1)
Betrachten wir die Punkte fi als kontinuierlich, dann wird aus allen fi eine Funktion
f(x). Wir verallgemeinern daher A.1 zu
δF =
∫
dx
δF [f ]
δf(x)
δf(x). (A.2)
δF bezeichnet man als Variation des Funktionals F [f ] und diese la¨sst sich auch in der
Form
δF = F [f + δf ]− F [f ] (A.3)
schreiben.
Wir variieren nun die Funktion f(x) am Punkt y unter Verwendung des Parameters
ε, d. h. wir betrachten
δf(x) = εδ(x− y), (A.4)
wobei δ(x−y) die Diracsche Deltadistribution ist. Setzen wir A.4 in A.2 ein, dann ergibt
sich
δF =
∫
dx
δF [f(x)]
δf(x)
δf(x)
= ε
∫
dx
δF [f ]
δf(x)
δ(x− y)
= ε
δF [f ]
δf(y)
.
(A.5)
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Benutzen wir nun Gleichung A.3 und lassen wir ε gegen Null streben, dann ko¨nnen wir
die Funktionalableitung δFδf a¨hnlich wie eine ganz normale Ableitung in der Form
δF
δf(y)
:= lim
ε→0
F [f(~x) + εδ(x− y)]− F [f(x)]
ε
(A.6)
angeben.
Will man ein Produkt aus Funktionalen ableiten, d. h. sucht man die Funktionalableitung
von F [f ] = G[f ]H[f ] nach f(x), dann gilt die Produktregel
δF
δf(x)
=
δG
δf(x)
H[f ] +
δH
δf(x)
G[f ]. (A.7)
Ebenfalls nu¨tzlich ist die Kettenregel. Sei dazu F [G(f)]. Dann ist
δF
δf(y)
=
∫
dx
δF
δG(x)
δG(x)
δf(y)
. (A.8)
A.2 Nichtorthogonale Basis
In einer nichtorthogonalen Basis wird der Einsoperator 1ˆ allgemein wie folgt dargestellt
1ˆ =
∑
α,β
|Xα〉S−1α,β〈Xβ |. (A.9)
Dabei ist die Matrix Sα,β durch den U¨berlapp zwischen den Basisfunktionen Xα und
Xβ gegeben, d. h. Sα,β = 〈Xα|Xβ〉. Die in Lehrbu¨chern oft zu findende Form 1ˆ =∑
α |Xα〉〈Xα| gilt nur fu¨r den Spezialfall einer orthonormalen Basis, d. h. fu¨r den Fall
Sα,β = S
−1
α,β = δα,β .
Betrachten wir nun einen Operator Aˆ dann ist dieser wie folgt darstellbar
Aˆ =
∑
α,β,γ,δ
|Xα〉S−1α,β〈Xβ |Aˆ|Xγ〉S−1γ,δ〈Xδ|. (A.10)
Diese Darstellung wurde durch Einfu¨gen des Einsoperators auf der linken und rechten
Seite gewonnen. Durch umschreiben der obigen Gleichung gewinnen wir die Matrixele-
mente des Operators in der nichtorthogonalen Basis
Aˆ =
∑
α,δ
|Xα〉
∑
β,γ
(
S−1α,β〈Xβ |Aˆ|Xγ〉S−1γ,δ
)
︸ ︷︷ ︸
Aα,δ
〈Xδ|. (A.11)
Es sei angemerkt, dass wir bei der Diskussion der Dichtematrix spa¨ter noch folgende
Schreibweise fu¨r den Einsoperator verwenden werden
1ˆ =
∑
α
|Xα〉〈πα|. (A.12)
Hierbei sind πα Projektorfunktionen.
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B Physikalischer Anhang
B.1 Raum- und Spinorbitale
Die Wellenfunktion eines Elektrons beschreibt sowohl Raum- als auch Spinanteile. Beide
Eigenschaften beschreibt man mit Hilfe eines sogenannten Spinorbitals bzw. mit Spino-
ren. Um diese kurz darzustellen verwenden wir [99].
Wir definieren zuna¨chst Spinwellenfunktionen ησ, welche durch die Beziehung
η↑ :=
(
1
0
)
(B.1)
η↓ :=
(
0
1
)
(B.2)
erkla¨rt sind. Sei nun ϕiσ(~r) ein Raumorbital, welchem die Quantenzahlen i und σ zuge-
ordnet sind. Dann definieren wir ein Spinorbital ψi(~x) als ein Produkt von ϕiσ(~r) und
ησ, d. h.
ψi(~x) := ϕiσ(~r)ησ. (B.3)
Dies ist der allgemeinst mo¨gliche Fall bzw. im Sinne des Quantenchemikers “unrestric-
ted”, da das Raumorbital ϕiσ(~r) selbst noch von der Quantenzahl σ abha¨ngt. Im be-
schra¨nkten Falle nimmt man hingegen den unabha¨ngigen Fall an, d. h.
ψi(~x) := ϕi(~r)ησ. (B.4)
B.2 Spinoperatoren
Hier werden die Definitionsgleichungen von Spinoperatoren im Folgenden kurz wiederge-
geben. Ausfu¨hrlich dargestellt werden Spinoperatoren beispielsweise in den Lehrbu¨chern
[83] oder [99] bzw. als Erga¨nzung in [102] oder [76]. Diese Lehrbu¨cher dienten fu¨r die
Folgende kurze Zusammenfassung als Quellen.
Seien σα die Pauli-Matrizen, welche in der Form
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
(B.5)
angegeben werden ko¨nnen. Bezeichnet R den Gitterplatz, dann la¨sst sich die Komponente
α des Gesamtspins ~ˆS mittels σα in der Form
Sˆα =
1
2
∑
R
∑
σ,σ′
cˆ†Rσ cˆR′σ′(σ
α)σ,σ′ (B.6)
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schreiben. Wichtig sind ebenfalls die Spinoperatoren am Gitterplatz R, welche wir mit
dem Symbol ~ˆSR kennzeichnen. Dies kann man allgemein durch
SˆR,α =
1
2
∑
σ,σ′
cˆ†Rσ cˆR′σ′(σ
α)σ,σ′ (B.7)
und explizit mit
SˆR,x =
1
2
(cˆ†R↑cˆR↓ + cˆ
†
R↓cˆR↑) (B.8)
SˆR,y = − i
2
(cˆ†R↑cˆR↓ − cˆ†R↓cˆR↑) (B.9)
SˆR,z =
1
2
(cˆ†R↑cˆR↑ − cˆ†R↓cˆR↓) (B.10)
angegeben.
Die Operatoren
~ˆS2 =
(∑
R
~ˆSR
)2
=
∑
R,R′
~ˆSR ~ˆSR′ =
∑
R,R′
∑
α
SˆR,αSˆR′,α (B.11)
und Sˆz (definiert durch B.6) besitzen einen gemeinsamen Satz von Eigenzusta¨nden
|ΨS,Sz〉. Es gilt
Sˆz|ΨS,Sz〉 = MS |ΨS,Sz〉 (B.12)
~ˆS2|ΨS,Sz〉 = S(S + 1)|ΨS,Sz〉, (B.13)
wobei S und MS Quantenzahlen des Spins sind. S kann dabei die Werte 0,
1
2 , 1,
3
2 , . . .
annehmen. Ist S fest, dann ist MS ∈ {−S,−S + 1, . . . , S − 1, S}. Die Bezeichnung der
Zusta¨nde richtet sich nach der Multiplizita¨t 2S+1. Im Falle von (2S+1) = 1, also S = 0,
spricht man von einem Singulett, bei (2S + 1) = 2, also S = 12 von einem Dublett und
so fort. Fu¨r eine Diskussion der Spinoperatoren ist beispielsweise auch [102] nu¨tzlich.
B.3 Großkanonische Zustandssumme und Erwartungswert
Wir geben hier ganz kurz die fu¨r die Darstellung von Temperatureffekten (im Wesent-
lichen fu¨r die Diskussion der Greenschen-Funktionen) notwendigen Gleichungen aus der
statistischen Physik an. Wir verwenden dafu¨r die Lehrbu¨cher von Nolting [218], [83] und
auch [82]. Wir definieren zuna¨chst eine Variable βT durch
βT :=
1
kBT
, (B.14)
wobei kB die Boltzmann- Konstante ist und T die Temperatur. Wir merken an, dass
wir hier ganz bewusst nicht das dafu¨r u¨bliche Symbol, das reine β verwenden, weil β bei
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uns sehr ha¨ufig als Sammelindex fu¨r Quantenzahlen verwendet wird und wir Verwirrung
vermeiden wollen. Sei nun
Hˆ = Hˆ − µNˆ, (B.15)
wobei Hˆ der Hamilton- Operator ist, µ das chemische Potential und Nˆ der Teilchenzahl-
operator. Wir definieren nun die großkanonische Zustandssumme ZG in der Form
ZG = Tr (e
−βT Hˆ). (B.16)
Weiterhin erkla¨ren wir den statistischen Operator ρˆG durch die Beziehung
ρˆG =
e−βT Hˆ
ZG
. (B.17)
Sei nun Xˆ ein beliebiger Operator. Dann la¨sst sich dessen Erwartungswert mit Hilfe von
B.16 und B.17 in der folgenden Form darstellen
〈Xˆ〉 = Tr (ρˆGXˆ)
=
1
ZG
Tr (e−βT HˆXˆ).
(B.18)
B.4 Reziprokes Gitter, Brillouin Zone und Blochs Theorem
In diesem Abschnitt diskutieren wir einige theoretische Grundlagen der Festko¨rperphy-
sik. Fu¨r deren Darstellung wurden [19], [219] und [1] als Anregung herangezogen.
Wir beginnen mit der Definition des Bravais-Gitters, ein fundamentales Konzept der
Festko¨rperphysik. Hierbei handelt es sich um ein unendlich große Ansammlung diskre-
ter Punkte ~T , welches durch die Menge aller ganzahligen ni wie folgt definiert ist
~T =
d∑
i=1
ni~ai. (B.19)
Die Vektoren ~ai sind die primitiven Translationsvektoren des Gitters und d gibt die
Anzahl der Dimensionen an. Das von den Vektoren ~ai aufgespannte Volumen, die pri-
mitive Einheitszelle, wollen wir von hier an mit ΩZ bezeichnen. Neben der primitiven
Einheitszelle findet man in der Literatur die Definition der Wigner-Seitz Zelle. Sie ist als
derjenige Bereich definiert, welcher na¨her an einem festen Gitterpunkt ist als an jedem
anderen Punkt des Gitters [19, 219].
Ein realer Festko¨rper ist natu¨rlich nicht unendlich ausgedehnt und dementsprechend
muss die Menge der ni durch 0 ≤ ni ≤ Ni eingeschra¨nkt werden. Fu¨r die Wellenfunk-
tion ist nun eine Bedingung notwendig, wie sie sich außerhalb des Volumens ΩK des
Festko¨rpers verhalten soll. Dies fu¨hrt zu den sogenannten Born-Von Karman Bedingun-
gen [220]. Man fordert
ϕ(~r) = ϕ(~r +Ni~ai) (B.20)
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fu¨r jede Dimension i. Man ha¨tte die Wellenfunktion auch außerhalb des Festko¨rpervo-
lumens als verschwindend annehmen ko¨nnen. Dies wu¨rde allerdings zu unerwu¨nschten
Oberfla¨cheneffekten fu¨hren.
Wir diskutieren nun im Speziellen den fu¨r uns interessanten dreidimensionalen Fall. Ziel
ist die Motivation und Definition des reziproken Gitters. Wir betrachten dazu allgemein
eine Funktion f(~r), fu¨r welche
f(~r) = f(~r + ~T ) (B.21)
fu¨r jeden Vektor ~T , definiert durch B.19 (beachte den Spezialfall d=3), gelten soll. Diese
schreiben wir mit Hilfe einer Fouriertransformation in der Form
f(~q) =
1
ΩK
∫
ΩK
d3rf(~r)ei~q~r. (B.22)
Dabei bezeichnet ΩK das Volumen des Festko¨rpers. Wir betrachten nun einen festen
Vektor ~r + ~T , wobei ~r in der primitiven Einheitszelle mit dem Volumen ΩZ liegen soll,
des Weiteren den Ausdruck f(~r + ~T )ei~q(~r+
~T ), welchen man in dem Integral von B.22
findet, wenn man ~r gegen ~r+ ~T ersetzt. Unter Verwendung der Gleichung B.21 la¨sst sich
dieser schreiben als f(~r)ei~q(~r+
~T ). Diese Umformung ist fu¨r jeden der obigen Vektoren
mo¨glich. Dementsprechend ergibt sich
f(~q) =
1
ΩK
∫
ΩK
d3rf(~r)ei~q~r
=
1
ΩK
∑
~T
ei~q
~T
∫
ΩZ
d3rf(~r)ei~q~r.
(B.23)
Eine weitere Vereinfachung von f(~q) folgt, wenn man fordert, dass ~q ~T immer ein Viel-
faches von 2π ist. Um diese Forderung zu erfu¨llen stellen wir ~q zuna¨chst in einer Basis
mit den Basisvektoren ~bi dar, d. h. es ist ~q =
∑3
i=1 qi
~bi fu¨r einen beliebigen Vektor ~q.
Wir definieren die Basisvektoren ~bi nun so, dass die Beziehung
~bi~aj = 2πδi,j (B.24)
gu¨ltig ist. Hierzu sei angemerkt, dass dies im dreidimensionalen Fall genau neun Glei-
chungen fu¨r die neun Variablen der zu bestimmenden Basisvektoren ~bi sind. Mit dieser
Definition folgt dann fu¨r das Skalarprodukt von ~q und ~T unter Verwendung von B.19
und B.24
~q ~T = 2π
3∑
i=1
niqi. (B.25)
Da die ni per Definition ganzzahlig sind mu¨ssen die qi ebenfalls ganzzahlig sein um die
Forderung zu erfu¨llen, dass ~q ~T ein Vielfaches von 2π ist. So wollen wir einen beliebigen,
reziproken Gittervektor ~G definieren. Wir schreiben
~G = m1~b1 +m2~b2 +m3~b3 mit mi ∈ N. (B.26)
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Die Wigner-Seitz Zelle des reziproken Gitters wird als Brillouin Zone (BZ) bezeichnet.
Ihr Volumen bezeichnen wir mit ΩBZ. U¨ber
ΩBZ =
(2π)3
ΩZ
(B.27)
ist ein reziproker Zusammenhang zwischen ΩBZ und dem Volumen der Einheitszelle ΩZ
gegeben. Unter Verwendung der Definition reziproker Gittervektoren (Gleichung B.26)
kann B.23 zu
f(~G) =
1
ΩZ
∫
ΩZ
d3rf(~r)ei
~G~r (B.28)
vereinfacht werden (vergleiche [19]). Angemerkt sei noch, das man die hier vorgestellten
Gleichungen fu¨r den dreidimensionalen Fall leicht auf eine beliebige Dimension d u¨ber-
tragen kann.
Fu¨r die nun folgende Darstellung des Theorems von Felix Bloch [221] haben wir [1]
als Quelle verwendet. Die dortige Notation wurde angepasst und die Darstellung etwas
geku¨rzt. Bei diesem Blochschen Theorem handelt es sich um ein fundamentales Theorem
der theoretischen Festko¨rperphysik. Es liefert eine allgemeine Aussage u¨ber die Gestalt
der Eigenfunktionen ϕ(~r) der Gleichung[
−1
2
~∇2 + V ext(~r)
]
ϕ(~r) = εϕ(~r), (B.29)
wobei angenommen wird, dass das Potential V ext gitterperiodisch ist, d. h. dass die Glei-
chung V ext(~r) = V ext(~r+ ~T ) fu¨r jeden beliebigen Gittervektor ~T (siehe Gleichung B.19)
erfu¨llt ist. Unter dieser Voraussetzung la¨sst sich zeigen, dass sich die Eigenfunktionen
nach Wellenvektoren ~k indizieren lassen und nachfolgende Gestalt aufweisen
ϕ~k(~r) = u~k(~r)e
i~k~r. (B.30)
Hierbei ist die Funktion u~k(~r) wie V
ext gitterperiodisch, d. h.
u~k(~r) = u~k(~r +
~T ). (B.31)
Die Eigenfunktionen ϕ~k(~r) bezeichnen wir von nun an als Bloch-Wellen. Man kann be-
weisen, dass Bloch-Wellen, welche sich nur um einen reziproken Gittervektor ~G (siehe
Definition B.26) unterscheiden, identisch sind, was bedeutet, dass
ϕ~k+ ~G(~r) = ϕ~k(~r) (B.32)
gilt. Eine entsprechende Aussage existiert fu¨r die Eigenwerte ε~k, na¨mlich ε~k = ε~k+ ~G. Auf-
grund dieser Beziehungen kann man sich also auf Wellenvektoren ~k der ersten Brillouin-
Zone beschra¨nken. Anzumerken ist noch, dass die Vektoren ~k keine beliebigen Werte
annehmen. Wendet man na¨mlich das Blochsche-Theorem auf die Born-Von Karman Be-
dingungen B.20 an, dann ergibt sich die Forderung
eiNi
~k~ai = 1. (B.33)
Fu¨r eine Dimension bedeutet dies beispielsweise mit L = Na, dass nur k-Werte zula¨ssig
sind, fu¨r welche k = 2πL ∗ ganze Zahl gu¨ltig ist. Fu¨r Details sei auf die hier verwendete
Quelle [1] verwiesen.
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B.5 Spektraldarstellung der Green’schen Funktion
Im Folgenden wird nachgerechnet, dass die retadierte Green-Funktion in der Form
Gη
Aˆ,Bˆ
(E) = lim
s→0
1
2π
∫ ∞
−∞
dE′
C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)
E − E′ + is
geschrieben werden kann. Es sei auf [83] verwiesen, wo eine a¨hnliche Ableitung zu fin-
den ist. Fu¨r die Herleitung verwenden wir zuna¨chst nur die Definitionsgleichungen aus
Kapitel 2.3.1:
Gη
Aˆ,Bˆ
(E)
2.41
=
∫ ∞
−∞
d(t− t′)G+
Aˆ,Bˆ
(t, t′)eiE(t−t
′)
2.33
= −i
∫ ∞
−∞
d(t− t′)θ(t− t′)〈[AˆH(t), BˆH(t′)]+〉eiE(t−t′)
2.38
= −i
∫ ∞
−∞
d(t− t′)θ(t− t′) 1
2π
∫ ∞
−∞
dE′[C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)]e−iE
′(t−t′)eiE(t−t
′)
=
−i
2π
∫ ∞
−∞
dE′[C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)]
∫ ∞
−∞
d(t− t′)θ(t− t′)ei(E−E′)(t−t′).
Im letzten Schritt haben wir einfach nur die Symbole umgeordnet. Nun stellen wir die
Heavisidefunktion in der Form
θ(t− t′) = lim
s→0
i
2π
∫ ∞
−∞
dx
e−ix(t−t′)
x+ is
dar. Damit ergibt sich
Gη
Aˆ,Bˆ
(E) =
−i
2π
∫ ∞
−∞
dE′[C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)]
∫ ∞
−∞
d(t− t′) lim
s→0
i
2π
∗
∫ ∞
−∞
dx
e−ix(t−t′)
x+ is
ei(E−E
′)(t−t′)
= lim
s→0
1
2π
∫ ∞
−∞
dE′[C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)]
∫ ∞
−∞
dx
1
x+ is
∗ 1
2π
∫ ∞
−∞
d(t− t′)ei(E−E′−x)(t−t′)
= lim
s→0
1
2π
∫ ∞
−∞
dE′[C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)]
∫ ∞
−∞
dx
1
x+ is
δ(x− E + E′)
= lim
s→0
1
2π
∫ ∞
−∞
dE′
C>
Aˆ,Bˆ
(E′) + C<
Bˆ,Aˆ
(E′)
E − E′ + is .
Dies war zu zeigen.
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C Anhang zu PBE0r
C.1 Berechnung des U-Tensors
Zur Berechnung des U-Tensors schreiben wir diesen zuna¨chst ganz allgemein in der
folgenden Form
Ua,b,c,d =
∫
d3r
∫
d3r′
e2χa(~r)χb(~r
′)χc(~r)χd(~r′)
4πε0|~r − ~r′|
: =
∫
d3r ρa,c(~r)
∫
d3r′
ρcb,d(~r
′)
4πε0|~r − ~r′| .
(C.1)
Hierbei sind χa(~r) unsere lokalen Orbitale, welche sich als Produkt aus einer Radial-
funktion χa(r) und einer reellen, kubisch harmonischen Kugelfla¨chenfunktion Clm(Ω)
ausdru¨cken la¨sst. Weiterhin sei bemerkt, dass wir in C.1 die Kurznotation ρa,b(~r) :=
χa(~r)χb(~r) eingefu¨hrt haben. Der Grund fu¨r diese Umformung ist, dass wir nun die
Poisson-Gleichung ∆Φ(~r) = −ρ(~r)ε0 zur Lo¨sung des Problems heranziehen ko¨nnen, da
eine Lo¨sung dieser Gleichung die Gestalt
Φ(~r) =
∫
d3r′
ρ(~r′)
4πε0|~r − ~r′| (C.2)
aufweist. Fu¨r den Beweis sei auf die Literatur der Elektrodynamik wie beispielsweise
auf [222] verwiesen. Wir wollen dazu nur anmerken, dass der Nachweis einfach ist, wenn
man die Beziehung ∆ 1|~r−~r′| = −4πδ(~r − ~r′) als bekannt voraussetzt.
Sei nun ρ(~r) eine Dichte, welche man mit Hilfe der kubisch harmonischen Kugelfla¨chen-
funktionen Clm(Ω) entwickeln kann. Entsprechendes gilt fu¨r das Potential Φ(~r), d. h. es
gelten die Beziehungen
ρ(~r) =
∑
l,m
ρlm(r)Clm(Ω) (C.3)
Φ(~r) =
∑
l,m
Φlm(r)Clm(Ω). (C.4)
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Wir bezeichnen nun das Potential zu der Dichte ρa,b(~r) = χa(~r)χb(~r) mit Φ
a,b(~r). Mit
Hilfe dieser Definition kann der U-Tensor dann wie folgt geschrieben werden
Ua,b,c,d =
∫
d3rρa,c(~r)Φb,d(~r)
=
∑
l,m
∫
d3rρa,c(~r)Φb,dlm(r)Clm(Ω)
=
∑
l,m
∫
d3r χa(r)Clamaχc(r)ClcmcΦ
b,d
lm(r)Clm(Ω)
=
∑
l,m
∫
dΩClama(Ω)Clm(Ω)Clcmc(Ω)
∫
dr r2χa(r)χc(r)Φ
b,d
lm(r).
(C.5)
Fu¨r die explizite Berechnung des obigen Ausdruck werden nun Subroutinen verwendet,
welche der CP-PAW Code bereitstellt. Das Objekt Φb,dlm(r) kann mit Hilfe der Subroutine
RADIAL$POISSON erhalten werden. Das auftretende Integral u¨ber Ω lo¨st man mit der
Subroutine CLEBSCH und das auftretende Integral u¨ber r mit RADIAL$INTEGRAL.
C.2 Lokalisierte Orbitale mit ρl00(~r)
In der Publikation von Nova´k et. al. [5] findet man eine kurze Diskussion, wie man die
lokalisierten Orbitale u¨ber die kugelsymmetrische Dichte ρl00(~r) definieren kann. l steht
hier fu¨r den Drehimpuls der korrelierten Schale. Auf diese Mo¨glichkeit wollen wir im
folgenden etwas na¨her eingehen. Es sei bemerkt, dass wir im Vergleich zu der Diskussion
in [5] eine ein wenig ausfu¨hrlichere Darstellung angeben. Wir rechnen des Weiteren im
Gegensatz zu der Darstellung von Nova´k et. al. mit kubisch harmonischen Kugelfla¨chen-
funktionen Clm(Ω) und nicht mit spha¨rischen, wobei dies auf das Ergebnis der Rechnung
keinen Einfluss hat. Weiterhin sei bemerkt, dass wir im Folgenden der U¨bersicht halber
den Index c bei dem Symbol der Dichte bzw. Dichtematrix vernachla¨ssigen , welcher auf
die korrelierte Dichte verweist.
Allgemein kann ρ(~r) mit Hilfe der Dichtematrix ρα,β wie folgt errechnet werden
ρ(~r) =
∑
α,β
χα(~r)ρα,βχβ(~r). (C.6)
Hierbei sind χα(~r) lokalisierten Orbitale, welche als Produkt von Radialfunktion und
kubisch harmonischen Kugelfla¨chenfunktionen dargestellt werden ko¨nnen. Damit erha¨lt
man
ρ(~r) =
∑
α,β
χlα(r)ρα,βχlβ (r)Clαmβ (Ω)Clβmβ (Ω). (C.7)
Ein Produkt der kubisch Harmonischen la¨sst sich nun als Superposition aus einfachen ku-
bisch harmonischen Kugelfla¨chenfunktion Clm darstellen (Entwicklungssatz). Mit Hilfe
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des Entwicklungssatzes ergibt sich aus der Gleichung C.7
ρ(~r) =
∑
α,β
∑
l′,m′
χlα(r)χlβ (r)ρα,βc(lαmα, l
′m′, lβmβ)Cl′m′(Ω). (C.8)
Will man nur den kugelsymmetrischen Term beru¨cksichtigen, d. h. setzt man l′ und m′
gleich Null und beschra¨nkt man sich des Weiteren auf eine Schale mit den Quantenzahlen
lα = lβ = l, des Weiteren auf ρlmσ,lm′σ′ = 0 falls σ 6= σ′ ist, dann ergibt sich
ρl00(~r) =
∑
m,m′
∑
σ
χl(r)
2ρlmσ,lm′σc(lm, 00, lm
′)C00(Ω). (C.9)
Diesen Ausdruck kann noch mit c(lm, 00, lm′) = 1√
4π
δm,m′ vereinfachen d. h.
ρl00(~r) = C00ρ
l
00(r) =
1√
4π
χl(r)
2
∑
m
∑
σ
ρlmσ,lmσ. (C.10)
Somit erha¨lt man als Ergebnis
χl(~r) =
√
ρl00(r)√∑
m
∑
σ ρlmσ,lmσ
=
√
ρl00(r)√
Nl
.
(C.11)
C.3 Verwendete Setups
Im Folgenden sind die Parameter der Setups fu¨r Sauerstoff, Eisen und Cer aufgelistet.
Sie wurden direkt aus der Datei stp.cntl kopiert und sind hier angegeben, um die Ergeb-
nisse reproduzieren zu ko¨nnen. Fu¨r Cer wurden zwei unterschiedliche Setups verwendet,
welche beide aufgelistet sind.
!SETUP ID=’O’ EL=’O’ ZV= 6.
TYPE=’HBS’ RBOX/RCOV=1.2 RCSM/RCOV=.25
RCL/RCOV=.75 .75 .75 .75
LAMBDA= 6. 6. 6. 6.
!GRID DMIN=5.E-6 DMAX=.15 RMAX=9. !END
!POT POW=3. RC/RCOV=.65 !END
!CORE POW=2. RC/RCOV=.65 !END
!END
!SETUP ID=’FE’ EL=’FE’ ZV=8.
TYPE=’HBS’ RBOX/RCOV=1.2 RCSM/RCOV=.25
RCL/RCOV=.7 .7 .7 .7
LAMBDA=5. 5. 5. 5.
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!GRID DMIN=5.E-6 DMAX=.15 RMAX=9. !END
!POT POW=3. RC/RCOV=.65 !END
!CORE POW=2. RC/RCOV=.65 !END
!END
!SETUP ID=’CE_SE1’ EL=’CE’ ZV=12.
TYPE=’HBS’ RBOX/RCOV=1.2 RCSM/RCOV=0.25
RCL/RCOV= 0.50 0.50 0.50 0.50
LAMBDA= 3.5 3.5 3.5 3.5
!GRID DMIN=5.E-6 DMAX=0.2 RMAX= 15. !END
!POT POW=3. RC/RCOV=0.66 !END
!CORE POW=3. RC/RCOV=0.66 !END
!END
!SETUP ID=’CE_SE2’ EL=’CE’ ZV=12.
TYPE=’HBS’ RBOX/RCOV=1.2 RCSM/RCOV=.3
RCL/RCOV=.65 .65 .65 .65
LAMBDA=4. 4. 4. 4.
!GRID DMIN=5.E-6 DMAX=.15 RMAX=9. !END
!POT POW=3. RC/RCOV=.6 !END
!CORE POW=2. RC/RCOV=.6 !END
!END
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D Anhang zu CI
D.1 Einteilchendichtematrix
Hier wird gezeigt, dass die Gleichung ρα,β = 〈Ψ|cˆ†β cˆα|Ψ〉 gu¨ltig ist. Hierzu betrachten wir
zuna¨chst einen allgemeinen Einteilchenoperator Aˆ1, welchen wir nach Gleichung 2.23 in
der Form
Aˆ1 =
∑
n
Aˆ
(n)
1 (D.1)
schreiben ko¨nnen. Des Weiteren nutzen wir eine allgemeine Darstellung der Dichtematrix
mit Einteilchenfunktionen ϕα, d. h.
γ(~x, ~x′) =
∑
α,β
ϕα(~x)ρα,βϕ
∗
β(~x
′). (D.2)
Diese Beziehung ist die Verallgemeinerung der Gleichung 1.19 aus Kapitel 1.3. Den Er-
wartungswert eines beliebigen Einteilchenoperators kann man mit Hilfe der Einteilchen-
dichtematrix ausdru¨cken. Es gilt
〈Ψ|Aˆ1|Ψ〉 =
∫
d4x lim
~x′→~x
(
Aˆ
(1)
1 (~x)γ(~x, ~x
′)
)
. (D.3)
Hierbei haben wir vorausgesetzt, dass der Einteilchenoperator lokal ist. Nun setzen wir
D.2 in D.3 ein. Wir erhalten
〈Ψ|Aˆ1|Ψ〉 =
∫
d4x lim
~x→~x′
(
Aˆ
(1)
1 (~x)
∑
α,β
ϕα(~x)ρα,βϕ
∗
β(~x
′)
)
=
∑
α,β
ρα,β
∫
d4x lim
~x→~x′
(
ϕ∗β(~x
′)Aˆ(1)1 (~x)ϕα(~x)
)
=
∑
α,β
ρα,β
∫
d4xϕ∗β(~x)Aˆ
(1)
1 (~x)ϕα(~x).
(D.4)
Wenn wir die Darstellung des Einteilchenoperators Aˆ1 in zweiter Quantisierung verwen-
den und den Erwartungswert bilden, dann ergibt sich
〈Ψ|Aˆ1|Ψ〉 =
∑
α,β
∫
d4xϕ∗β(~x)Aˆ
(1)
1 (~x)ϕα(~x) 〈Ψ|cˆ†β cˆα|Ψ〉. (D.5)
Ein Vergleich von D.4 und D.5 liefert die gesuchte Beziehung ρα,β = 〈Ψ|cˆ†β cˆα|Ψ〉.
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D.2 Erga¨nzung zur Berechnung der Lagrange-Multiplikatoren
Im Folgenden wird der Zustand |Ψ(+)〉 = |Ψ〉 + ∆2m(1+α˜)
(∑
α,β Vα,β cˆ
†
αcˆβ + λ
)
|Ψ(0)〉
unter Ausnutzung von V = V† umgeschrieben. Hierzu wird zuna¨chst der Ausdruck∑
α,β Vα,β cˆ
†
αcˆβ auf eine andere Form gebracht:∑
α,β
Vα,β cˆ
†
αcˆβ =
∑
α
Vα,α cˆ
†
αcˆα +
∑
α>β
Vα,β cˆ
†
αcˆβ +
∑
α<β
Vα,β cˆ
†
αcˆβ
=
∑
α
Vα,α cˆ
†
αcˆα +
∑
α>β
Vα,β cˆ
†
αcˆβ +
∑
α>β
Vβ,α cˆ
†
β cˆα
=
∑
α
Vα,α cˆ
†
αcˆα +
∑
α>β
(
Vα,β cˆ
†
αcˆβ + V
∗
α,β cˆ
†
β cˆα
)
=
∑
α
ℜ (Vα,α) cˆ†αcˆα +
∑
α>β
(
(ℜ (Vα,β) + iℑ (Vα,β)) cˆ†αcˆβ + (ℜ (Vα,β)− iℑ (Vα,β)) cˆ†β cˆα
)
=
∑
α
ℜ (Vα,α) cˆ†αcˆα +
∑
α>β
ℜ (Vα,β) (cˆ†αcˆβ + cˆ†β cˆα) + i
∑
α>β
ℑ (Vα,β)(cˆ†αcˆβ − cˆ†β cˆα)
=
∑
α
ℜ (Vα,α) cˆ
†
αcˆα + cˆ
†
αcˆα
2
+ 2
∑
α>β
ℜ (Vα,β)
cˆ†αcˆβ + cˆ
†
β cˆα
2
+ 2i
∑
α<β
ℑ (Vβ,α)
cˆ†β cˆα − cˆ†αcˆβ
2
=
∑
α
ℜ (Vα,α) cˆ
†
αcˆα + cˆ
†
αcˆα
2
+ 2
∑
α>β
ℜ (Vα,β)
cˆ†αcˆβ + cˆ
†
β cˆα
2
− 2i
∑
α<β
ℑ (Vα,β)
cˆ†β cˆα − cˆ†αcˆβ
2
=
∑
α
ℜ (Vα,α) cˆ
†
αcˆα + cˆ
†
αcˆα
2
+ 2
∑
α>β
ℜ (Vα,β)
cˆ†αcˆβ + cˆ
†
β cˆα
2
+ 2i
∑
α<β
ℑ (Vα,β)
cˆ†β cˆα − cˆ†αcˆβ
2i
=
∑
α
ℜ (Vα,α) cˆ
†
αcˆα + cˆ
†
αcˆα
2
+ 2
∑
α>β
ℜ (Vα,β)
cˆ†αcˆβ + cˆ
†
β cˆα
2
− 2i
∑
α<β
ℑ (Vα,β)
cˆ†αcˆβ − cˆ†β cˆα
2i
Fu¨r eine weitere vereinfachende Schreibweise bildet man nun die Indizes α und β auf
den Index k = α+Nχ(β − 1) ab und definiert λk u¨ber die Beziehungen
λk =


ℜ (Vα,β) fu¨r α = β
2ℜ (Vα,β) fu¨r α > β
−2iℑ (Vα,β) fu¨r α < β
λ fu¨r k = N2χ + 1.
(D.6)
Des Weiteren definiert man eine Klasse von hermiteschen Operatoren Cˆk u¨ber
Cˆk =


1
2
(
cˆ†αcˆβ + cˆ
†
β cˆα
)
α ≥ β
1
2i
(
cˆ†αcˆβ − cˆ†β cˆα
)
α < β
1ˆ k = N2χ + 1.
(D.7)
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Setzt man die obigen Beziehungen in die Gleichung fu¨r |Ψ(+)〉 ein, so ergibt sich schließ-
lich die nachfolgende Gleichung
|Ψ(+)〉 = |Ψ〉+ ∆
2
m(1 + α˜)
∑
k
λkCˆk|Ψ(0)〉. (D.8)
Fu¨r die Berechnung der Lagrange- Multiplikatoren fu¨hren wir der U¨bersicht halber noch
eine weitere Definition ein. Wir bilden dazu die Dichtematrix auf die reelle Zahlen Rk
ab. Wir definieren
Rk =


ℜ(ρα,β) α ≥ β
ℑ(ρα,β) α < β
1 k = N2χ + 1.
(D.9)
D.3 Erga¨nzung zur Berechnung des Startzustandes
In 4.2.3 haben wir einen Zustand |ΨD〉 gefunden, welcher die diagonale Dichtematrix D
hat. Hierbei haben wir angenommen, dass |ΨD〉 wie folgt geschrieben werden kann:
|ΨD〉 =
Nχ∑
N=0
cN |ΦN 〉 =
Nχ∑
N=0
cN
N∏
α=1
cˆ†α|0〉. (D.10)
Nun wollen wir beweisen, dass der Zustand |ΨS〉
|ΨS〉 =
Nχ∑
N=0
cN
N∏
α=1
Uˆ †α|0〉. (D.11)
mit den Operatoren
Uˆ †α :=
Nχ∑
β=1
Uβ,αcˆ
†
β
Uˆα :=
Nχ∑
β=1
U †α,β cˆβ
(D.12)
die allgemeine Gleichung
ρβ,α = 〈ΨS |cˆ†αcˆβ|ΨS〉 (D.13)
erfu¨llt und normiert ist. Der Zusammenhang zwischen der diagonalen Dichtematrix D
und der allgemeinen Dichtematrix ρ ist hierbei mit Hilfe der unita¨re Matrix U u¨ber
ρ = UDU† (D.14)
gegeben. Es sei noch bemerkt, dass der Zustand |ΨS〉 aus dem Zustand |ΨD〉 gewonnen
werden kann, wenn man einfach jeden Operator cˆ†α durch
∑Nχ
β=1 Uβ,αcˆ
†
β ersetzt. Dies sieht
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man durch einen einfachen Vergleich von D.10, D.11 und Definition D.12.
Bevor wir nun mit dem eigentlichen Beweis von Gleichung D.13 beginnen, bereiten wir
diesen mit einigen Hilfssa¨tzen vor. Hierbei handelt es sich um Aussagen, welche man
u¨ber die Operatoren D.12 treffen kann.
Lemma 1: Fu¨r den Antikommutator [Uˆα, Uˆ
†
β]+ gilt
UˆαUˆ
†
β + Uˆ
†
βUˆα = δα,β . (D.15)
Beweis:
UˆαUˆ
†
β =
Nχ∑
γ
Nχ∑
δ
U †α,γUδ,β cˆγ cˆ
†
δ
= −
Nχ∑
γ
Nχ∑
δ
U †α,γUδ,β cˆ
†
δ cˆγ +
Nχ∑
γ
Nχ∑
δ
U †α,γUδ,β δγ,δ
= −
Nχ∑
δ
Uδ,β cˆ
†
δ
Nχ∑
γ
U †α,γ cˆγ +
Nχ∑
γ
U †α,γUγ,β
= −Uˆ †βUˆα + δα,β
⇒ Behauptung
Folgerung 1: Es gilt
Uˆβ
N∏
α=1
Uˆ †α|0〉 =
{
(−1)β−1∏Nα=1;α 6=β Uˆ †α|0〉 β ∈ [1, N ]
0 sonst.
(D.16)
Beweis: Sei zuna¨chst β 6∈ [1, N ]. Dann folgt durch vielfaches Anwenden von D.15:
UˆβUˆ
†
1 · · · Uˆ †N |0〉 = (−1)N Uˆ †1 · · · Uˆ †N Uˆβ|0〉
= 0,
da Uˆβ|0〉 verschwindet.
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Sei nun β ∈ [1, N ]. Dann ist
UˆβUˆ
†
1 · · · Uˆ †β−1Uˆ †βUˆ †β+1 · · · Uˆ †N |0〉 = −Uˆ †1 UˆβUˆ †2 · · · Uˆ †β−1Uˆ †βUˆ †β+1 · · · Uˆ †N |0〉
= Uˆ †1 Uˆ
†
2 Uˆβ · · · Uˆ †β−1Uˆ †βUˆ †β+1 · · · Uˆ †N |0〉
= . . .
= (−1)β−1Uˆ †1 Uˆ †2 · · · Uˆ †β−1 UˆβUˆ †β︸ ︷︷ ︸
=1−Uˆ†
β
Uˆβ
Uˆ †β+1 · · · Uˆ †N |0〉
= (−1)β−1
N∏
α=1;α 6=β
Uˆ †α|0〉
− (−1)β−1Uˆ †1 Uˆ †2 · · · Uˆ †β−1Uˆ †βUˆβUˆ †β+1 · · · Uˆ †N |0〉︸ ︷︷ ︸
=0
= (−1)β−1
N∏
α=1;α 6=β
Uˆ †α|0〉
Lemma 2: Wendet man den Operator cˆβ auf den Zustand Uˆ
†
1 · · · Uˆ †N |0〉 an, dann gilt
cˆβUˆ
†
1 · · · Uˆ †N |0〉 =
N∑
γ=1
(−1)(γ−1)Uβ,γUˆ †1 · · · Uˆ †γ−1Uˆ †γ+1 · · · Uˆ †N |0〉
=
N∑
γ=1
(−1)(γ−1)Uβ,γ
N∏
α=1;α 6=γ
Uˆ †α|0〉
(D.17)
Beweis: Zuna¨chst zeigen wir das
cˆβUˆ
†
α = Uβ,α − U †αcˆβ (D.18)
gu¨ltig ist:
cˆβUˆ
†
α =
Nχ∑
γ=1
Uγ,α cˆβ cˆ
†
γ︸︷︷︸
=δβ,γ−cˆ†γ cˆβ
= Uβ,α −
Nχ∑
γ=1
Uγ,αcˆ
†
γ cˆβ = Uβ,α − U †αcˆβ.
Mit diesem Ergebnis erhalten wir
cˆβUˆ
†
1 · · · Uˆ †N |0〉
D.18
= Uβ,1Uˆ
†
2 · · · Uˆ †N |0〉 − Uˆ †1 cˆβUˆ †2 · · · Uˆ †N |0〉
= Uβ,1Uˆ
†
2 · · · Uˆ †N |0〉 − Uβ,2Uˆ †1 Uˆ †3 · · · Uˆ †N |0〉+ Uˆ †1 Uˆ †2 cˆβUˆ †3 · · · Uˆ †N |0〉
= . . .
=
N∑
γ=1
(−1)(γ−1)Uβ,γUˆ †1 · · · Uˆ †γ−1Uˆ †γ+1 · · · Uˆ †N |0〉+ Uˆ †1 · · · Uˆ †N cˆβ |0〉︸ ︷︷ ︸
=0
⇒ Behauptung.
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Folgerung 2:
〈0|UˆN · · · Uˆγ+1Uˆγ−1 · · · UˆδUˆδ−1 · · · Uˆ1Uˆ †1 · · · Uˆ †δ−1Uˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉 =
〈0|

 N∏
α=1;α 6=γ
Uˆ †α

† N∏
β=1;β 6= δ
Uˆ †β|0〉 =
δγ,δ.
. (D.19)
Sei zuna¨chst δ 6∈ γ. Vom Ausdruck
〈0|UˆN · · · Uˆγ+1Uˆγ−1 · · · Uˆδ+1UˆδUˆδ−1 · · · Uˆ1Uˆ †1 · · · Uˆ †δ−1Uˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉 (D.20)
betrachten wir zuna¨chst nur
Uˆ1Uˆ
†
1 · · · Uˆ †δ−1Uˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉.
A¨hnlich wie in D.16 gilt
Uˆ1Uˆ
†
1︸ ︷︷ ︸
=1−Uˆ†1 Uˆ1
Uˆ †2 · · · Uˆ †δ−1Uˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉 = Uˆ †2 · · · Uˆ †δ−1Uˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉
− Uˆ †1 Uˆ1Uˆ †2 · · · Uˆ †δ−1Uˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉︸ ︷︷ ︸
=0
Wendet man diesen Trick δ − 1-Mal an, dann ergibt sich aus D.20
〈0|UˆN · · · Uˆγ+1Uˆγ−1 · · · Uˆδ+1UˆδUˆ †δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉. (D.21)
Dieser Ausdruck verschwindet aufgrund von
UˆδUˆ
†
δ+1 · · · Uˆ †γ · · · Uˆ †N |0〉 = 0. (D.22)
Sei nun γ = δ. Dann gilt a¨hnlich wie D.16
〈0|UˆN · · · Uˆγ+1Uˆγ−1 · · · Uˆ1Uˆ †1 · · · Uˆ †γ−1Uˆ †γ+1 · · · Uˆ †N |0〉 =
〈0|UˆN · · · Uˆγ+1Uˆγ−1Uˆ †γ−1Uˆ †γ+1 · · · Uˆ †N |0〉 =
〈0|0〉 = 1.
Damit ist D.19 bewiesen.
Es folgt nun der eigentliche Beweis des nachfolgenden Satzes.
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Satz 1: Sei |ΨS〉 =
∑Nχ
k=0 ck
∏k
α=1 Uˆ
†
α|0〉. Falls ρ die Dichtematrix ist, welche durch
die unita¨re Matrix U und die diagonale Matrix D in der Form
ρ = UDU† (D.23)
darstellbar ist und weiterhin
|c0|2 = 1−D1,1 (D.24)
|ck|2 = Dk,k −Dk+1,k+1 1 ≤ k ≤ Nχ − 1 (D.25)
|cNχ |2 = DNχ,Nχ (D.26)
gilt, dann erfu¨llt |ΨS〉 die Gleichungen
ρβ,α = 〈ΨS |cˆ†αcˆβ |ΨS〉 (D.27)
1 = 〈ΨS |ΨS〉. (D.28)
Beweis: Wir betrachten zuna¨chst den N-Teilchenzustand |Ψ˜(N)〉 = cN
∏N
µ=1 Uˆ
†
µ|0〉. Dann
ist 〈Ψ˜(N)|cˆ†αcˆβ|Ψ˜(N)〉 in nachfolgender Form darstellbar:
〈Ψ˜(N)|cˆ†αcˆβ|Ψ˜(N)〉 = |cN |2〈0|
N∏
ν=1
(
Uˆν
)
cˆ†αcˆβ
N∏
µ=1
(
Uˆ †µ
)
|0〉
D.17
= |cN |2
N∑
γ=1
N∑
δ=1
(−1)γ−1(−1)δ−1Uβ,γU †δ,α 〈0|
N∏
ν=1; ν 6=δ
(
Uˆν
)∏ˆN
µ=1;µ 6=γ
(
Uˆ †µ
)
|0〉
︸ ︷︷ ︸
D.19
= δγ,δ
= |cN |2
N∑
γ=1
Uβ,γU
†
γ,α
(D.29)
Anmerkung: Aus
∑N
γ=1 Uβ,γU
†
γ,α folgt nicht δα,β , da die Summation hier nur bis N geht
und nicht bis Nχ.
Wir addieren nun mit Hilfe des Ergebnisses D.29 die Terme 〈Ψ˜(Nχ−1)|cˆ†αcˆβ|Ψ˜(Nχ−1)〉
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und 〈Ψ˜(Nχ)|cˆ†αcˆβ|Ψ˜(Nχ)〉:
〈Ψ˜(Nχ−1)|cˆ†αcˆβ|Ψ˜(Nχ−1)〉+ 〈Ψ˜(Nχ)|cˆ†αcˆβ|Ψ˜(Nχ)〉 = |cNχ−1|2
Nχ−1∑
γ=1
Uβ,γU
†
γ,α
+ |cNχ |2
Nχ∑
γ=1
Uβ,γU
†
γ,α
= (DNχ−1,Nχ−1 −DNχ,Nχ)
Nχ−1∑
γ=1
Uβ,γU
†
γ,α
+ DNχ,Nχ
Nχ∑
γ=1
Uβ,γU
†
γ,α
= DNχ−1,Nχ−1
Nχ−1∑
γ=1
Uβ,γU
†
γ,α
+ DNχ,NχUβ,NχU
†
Nχ,α
.
Eine weitere Addition von 〈Ψ˜(Nχ−2)|cˆ†αcˆβ|Ψ˜(Nχ−2)〉 fu¨hrt zu
〈Ψ˜(Nχ−2)|cˆ†αcˆβ|Ψ˜(Nχ−2)〉+ 〈Ψ˜(Nχ−1)|cˆ†αcˆβ |Ψ˜(Nχ−1)〉+ 〈Ψ˜(Nχ)|cˆ†αcˆβ |Ψ˜(Nχ)〉 =
(DNχ−2,Nχ−2 −DNχ−1,Nχ−1)
Nχ−2∑
γ=1
Uβ,γU
†
γ,α +DNχ−1,Nχ−1
Nχ−1∑
γ=1
Uβ,γU
†
γ,α +DNχ,NχUβ,NχU
†
Nχ,α
= DNχ−2,Nχ−2
Nχ−2∑
γ=1
Uβ,γU
†
γ,α +DNχ−1,Nχ−1Uβ,Nχ−1U
†
Nχ−1,α +DNχ,NχUβ,NχU
†
Nχ,α
.
Daraus folgern wir
Nχ∑
N=1
〈Ψ˜(N)|cˆ†αcˆβ|Ψ˜(N)〉 =
Nχ∑
γ=1
Dγ,γUβ,γU
†
γ,α
=
Nχ∑
γ=1
Uβ,γDγ,γU
†
γ,α
= ρβ,α,
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womit Aussage D.27 bewiesen ist, da
〈ΨS |cˆ†αcˆβ |ΨS〉 =
Nχ∑
N=0
Nχ∑
N ′=0
〈Ψ˜(N ′)|cˆ†αcˆβ|Ψ˜(N)〉
=
Nχ∑
N=0
〈Ψ˜(N)|cˆ†αcˆβ|Ψ˜(N)〉
=
Nχ∑
N=1
〈Ψ˜(N)|cˆ†αcˆβ|Ψ˜(N)〉.
Im letzten Schritt haben wir verwendet, dass der Vakuumzustand nicht zur Dichtematrix
beitra¨gt.
Fu¨r den Nachweis von D.28 betrachten wir nun
〈ΨS |ΨS〉 =
Nχ∑
N=0
Nχ∑
N ′=0
〈Ψ˜(N ′)|Ψ˜(N)〉
=
Nχ∑
N=0
〈Ψ˜(N)|Ψ˜(N)〉
=
Nχ∑
N=0
|cN |2〈0|

 N∏
β=1
Uˆ †β

† N∏
α=1
Uˆ †α|0〉
=
Nχ∑
N=0
|cN |2
= 1−D1,1 +
Nχ−1∑
N=1
(DN,N −DN+1,N+1) +DNχ,Nχ
= 1−D1,1 +
Nχ−2∑
N=1
(DN,N −DN+1,N+1) +DNχ−1,Nχ−1
...
= 1−D1,1 +D1,1
= 1
Damit ist Satz 1 bewiesen.
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D.4 Erga¨nzung zu dem Startzustand mittels Monte-Carlo
Wir rechnen hier explizit die beiden Gleichungen 4.60 und 4.61 unter Ausnutzung von
4.63 nach.
〈Ψ′MC |cˆ†αcˆα|Ψ′MC〉 =
(〈ΨL′′ |+ 〈ΨL′ |+ 〈ΨK |+ 〈Ψ∈M∧6∈L′ |)cˆ†αcˆα
∗ (|ΨL′′〉+ |ΨL′〉+ |ΨK〉+ |Ψ∈M∧6∈L′〉)
4.63
= 〈ΨL′′ |cˆ†αcˆα|ΨL′′〉+ 〈ΨL′ |cˆ†αcˆα|ΨL′〉
+ 〈ΨK |cˆ†αcˆα|ΨK〉+ 〈Ψ∈M∧6∈L′ |cˆ†αcˆα|Ψ∈M∧6∈L′〉
=
∑
i∈L′′
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉+
∑
i∈L′
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉+
∑
i∈L′
c2ν〈Φi|cˆ†αcˆα|Φi〉
+
∑
i∈K
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉 −
∑
i∈K
c2ν〈Φi|cˆ†αcˆα|Φi〉+
∑
i∈M∧i6∈L′
c2ν〈Φi|cˆ†αcˆα|Φi〉
=
∑
i∈L
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉+
∑
i∈M
c2ν〈Φi|cˆ†αcˆα|Φi〉
+
∑
i∈K
(|c˜i|2 − c2ν)〈Φi|cˆ†αcˆα|Φi〉
4.57
=
∑
i∈L
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉+
∑
i∈K
c2ν〈Φi|cˆ†αcˆα|Φi〉
+
∑
i∈K
(|c˜i|2 − c2ν)〈Φi|cˆ†αcˆα|Φi〉
=
∑
i∈L
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉+
∑
i∈K
|c˜i|2〈Φi|cˆ†αcˆα|Φi〉
= 〈ΨMC |cˆ†αcˆα|ΨMC〉
〈Ψ′MC |Ψ′MC〉 = (〈ΨL′′ |+ 〈ΨL′ |+ 〈ΨK |+ 〈Ψ∈M∧6∈L′ |)(|ΨL′′〉+ |ΨL′〉+ |ΨK〉+ |Ψ∈M∧6∈L′〉)
= 〈ΨL′′ |ΨL′′〉+ 〈ΨL′ |ΨL′〉+ 〈ΨK |ΨK〉+ 〈Ψ∈M∧6∈L′ |Ψ∈M∧6∈L′〉
=
∑
i∈L′′
|c˜i|2 +
∑
i∈L′
|c˜i|2 +
∑
i∈L′
c2ν +
∑
i∈K
|c˜i|2 −
∑
i∈K
c2ν +
∑
i∈M∧i6∈L′
c2ν
=
∑
i∈L
|c˜i|2 +
∑
i∈K
|c˜i|2 +
∑
i∈M
c2ν −
∑
i∈K
c2ν
4.58
=
∑
i∈L
|c˜i|2 +
∑
i∈K
|c˜i|2
= 〈ΨMC |ΨMC〉
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Is reduced-density-matrix functional theory a suitable vehicle to import explicit
correlations into density-functional calculations?
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A variational formulation for the calculation of interacting fermion systems based on the density-
matrix functional theory is presented. Our formalism provides for a natural integration of explicit
many-particle effects into standard density-functional-theory based calculations and it avoids am-
biguities of double-counting terms inherent to other approaches. Like the dynamical mean-field
theory, we employ a local approximation for explicit correlations. Aiming at the ground state only,
trade some of the complexity of Green’s function based many-particle methods against efficiency.
Using short Hubbard chains as test systems we demonstrate that the method captures ground state
properties, such as left-right-correlation, beyond those accessible by mean-field theories.
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I. INTRODUCTION
One of the most successful theories in solid-state
physics is the density-functional theory (DFT)1,2. Its
present implementations predict properties of materials
with an accuracy, which makes it a standard tool for
material scientists both in fundamental research and in
industry.
One of the major deficiencies of currently available
density functionals is the description of materials with
strong electron correlations. Strong electron correlations
develop when the interaction between the electrons dom-
inates over the kinetic energy. While the kinetic energy
favors delocalized electron states and well-defined energy
bands in reciprocal space, strong interactions may lead
to a complete breakdown of the band picture.
Strongly correlated materials often contain 3d
transition-metal elements or rare-earth elements with
partially filled f-electron shells. The d- and f-electrons
are on the one hand localized core-like states, but, on
the other hand, they are located energetically in the re-
gion of valence states. Thus, their nature is right at the
border between localized and delocalized behavior.
Strong correlations are responsible for a wealth of
new properties with potential technological relevance.
Among them are heavy-fermion systems3, Mott insula-
tors and the Mott-Hubbard metal-insulator transition
(MHMIT)4, high-temperature superconductors5 and the
colossal magnetoresistance6. More recently, the vicinity
to phase transitions in those systems has opened the field
of quantum criticality7.
It is a fascinating challenge to unravel the underlying
mechanisms behind these phenomena and eventually to
rationally design applications exploiting them. A theo-
retical treatment of these systems, however, turns out to
be a rather big challenge and has been at the frontier of
research in condensed matter physics since nearly half a
century.4 The use of explicit many-body tools is nearly
impossible for complex materials like perovskites. There-
fore, the many-body community tries to identify the min-
imal set of degrees of freedom relevant for the physical
properties and sets up a model hamiltonian for these de-
grees of freedom. The best known of these models is the
Hubbard model8–10, which has been the working horse
for correlation effects in transition metal compounds for
almost 50 years.
A first attempt to combine DFT with techniques from
many-body theory was made with the GW method11,
which supplements DFT with certain classes of Feynman
diagrams. While the GW scheme was applied to semi-
conductors with some success11, it still fails to describe
the physics of the MHMIT.
A partial success along this line was achieved by the
so-called LDA+U approach, which complements the den-
sity functionals by Hartree-Fock type local correlations12.
Hybrid density functionals13, which replace part of the
exchange energy with the exact non-local exchange en-
ergy, capture essentially the same physics. These func-
tionals lead to a large improvement of the band gaps,
and transition-metal oxides appear correctly as antiferro-
magnetic charge-transfer insulators, where conventional
GGA-type functionals erroneously predict metals or a
small d-d band gap.14 It is, however, important to em-
phasize that within LDA+U one can only describe mate-
rials with ordered ground states satisfactorily, while the
MHMIT in the paramagnetic state, as in V2O3, cannot
be explained with this method.
A quantum leap in the understanding of the MHMIT
2was achieved by the invention of the dynamical mean-
field theory (DMFT)15, which provides an efficient and
reliable tool to approximately solve the correlation prob-
lem for Hubbard type models with local interactions4.
DMFT keeps the local dynamics intact, which turns out
to be essential for the MHMIT. Hence, this theory can
actually describe the competition between the Fermi liq-
uid and the interaction driven insulator15,16, and also
allows for the inclusion of ordered phases beyond stan-
dard Hartree theory17–19. The price to pay is the ne-
glect of non-local physics and that DMFT fails to cap-
ture phenomena like unconventional superconductivity or
quantum criticality based on spatial fluctuations7. Note,
however, that these effects can be re-included to a certain
extent by extending the original theory20
Rather soon it was realized, that the DMFT can be
combined with DFT in a fashion similar to GW.21–23 In-
deed, early successes of the method comprise the proper
description of spectral properties of (Sr,Ca)VO3, the
MHMIT in V2O3, the energetics of the volume collapse
in cerium23, and the lattice properties of plutonium24, to
name a few.
However, as the DMFT is model-hamiltonian based,
it requires the definition of a Hubbard model prior to
its application. This means, that one needs to extract
from DFT (i) the hopping parameters of the Hubbard
model and (ii) the local Coulomb parameters. Both are
highly ill-defined quantities, because the results strongly
depend on the basis set and the sub-manifold of orbitals
taken into account. Here, a large effort has been put
forward during the past years to define a fairly universal
interface between the wave-function based DFT and the
Green function based DMFT25–29.
Besides these technical problems, there are further
caveats of the method. Firstly, the DFT does already
include certain correlation effects. These have to be
“subtracted” from the DFT prior to the calculation of
tight-binding and interaction parameters to avoid double-
counting in the DMFT calculation. This subtle aspect is
one of the most challenging problems in the combination
of DFT and DMFT so far, because nobody knows to
what extent and in what form in the diagrammatic lan-
guage correlations effects are included in DFT and how
to actually properly remove them22.
Secondly, within a many-body formulation, the inter-
actions within the subspace of the correlated orbitals will
be screened by the other electronic degrees of freedom in
the spirit of GW30. This means, that the actual interac-
tions become retarded. This poses a serious challenge for
the computational tools necessary to solve the effective
quantum impurity model arising within DMFT.
And last, but not least, the combination of DFT
and DMFT cannot be put rigorously on a variational
basis. One can, in principle, formulate an extremal
principle22,25 involving both wave function for DFT and
Green functions for DMFT, but the actual connection
between these two worlds and a proper subtraction of
double counting terms is not obvious.
Therefore, a method, which is fully variational and al-
lows to include both correlations as they are described
by conventional density functionals and a reasonable and
controlled approximation for strong local correlations, is
clearly desirable. The aim of this paper is to propose
such an approach. The guiding idea is to reformulate the
variational problem in terms of the one-particle density
matrix, which is known as reduced-density-matrix func-
tional theory (rDMFT). This problem is of the same com-
plexity as a complete many-particle calculation. There-
fore we introduce a local approximation to avoid the di-
mensional bottleneck.
The origin of rDMFT goes back to Gilbert’s theorem31.
Gilbert proved that every ground-state observable can be
written as a functional of the one-particle density ma-
trix. Analogously to the development in the field of
density-functional theory, research is directed towards
the formulation of approximate density-matrix func-
tionals. Most applications use a variation of Mu¨ller’s
functional32–37. Recent functionals have been able to
describe the Mott band gap of transition metal oxides
within a non-magnetic description37, while density func-
tionals tend to form antiferromagnets instead. This prob-
lem is related to the broken-symmetry states of DFT.
In this paper, we explore the main principles of the
method. We do not yet approach the question on how to
exploit the local nature of the interaction in the Anderson
impurity models.
The paper is organized as follows. In the following
section II, we present the formulation of the theory in
detail. In section III, we sketch the evaluation of the
reduced-density-matrix functional using a dynamical op-
timization similar to the Car-Parrinello method38. The
workings of our theory will be explored in section IV,
where its results for short Hubbard chains are compared
with rigorous many-particle calculations.
II. THEORETICAL FOUNDATIONS
A. Notation
While our goal is to incorporate many-particle effects
into a general electronic structure method such as the
projector augmented-wave (PAW) method method39, the
first step will be to map the electronic structure onto a
basisset of local spin orbitals χα(~r, σ) = 〈~r, σ|χα〉. The
spin coordinate σ ∈ {↑, ↓} can assume the values spin-up
and spin-down. Each orbital is a two-component spinor,
even though we may choose the orbitals such that they
only have one non-zero spin component.
In order to decompose an arbitrary one-particle wave
function |ψ〉 into the contribution of the orbitals |χα〉
according to
|ψ〉 =
∑
α
|χα〉〈πα|ψ〉 , (1)
3we introduce so-called projector states |πα〉. The projec-
tor states πα(~r, σ) = 〈~r, σ|πα〉 obey the bi-orthogonality
condition
〈πα|χβ〉 = δα,β . (2)
The identity Eq. 1 is valid whenever the wave function
can be expanded completely into the orbital set. For a
complete orthonormal basisset of local orbitals, the pro-
jector states can also be chosen identical to the local or-
bitals. However, in the most general form, the projector
functions differ from the orbitals.
The projector states |πα〉 are conceptually related to
the projector functions of the PAW method39. They dif-
fer from those used for the augmentation, because they
provide the amplitudes of the local orbitals instead of
partial waves amplitudes provided by the latter. How-
ever, in the PAW method the projector states |πα〉 for
the local orbitals are naturally constructed as superposi-
tion of the projector states for the partial waves.
The creation and annihilation operators in terms of lo-
cal orbitals can be expressed by the field operators ψˆ(~r, σ)
and ψˆ†(~r, σ) via
cˆ†α =
∑
σ
∫
d3r ψˆ†(~r, σ)πα(~r, σ) (3)
cˆα =
∑
σ
∫
d3r π∗α(~r, σ)ψˆ(~r, σ) . (4)
The back transform is
ψˆ†(~r, σ) =
∑
α
χ∗α(~r, σ)cˆ
†
α (5)
ψˆ(~r, σ) =
∑
α
cˆαχα(~r, σ) . (6)
Creation and annihilation operators obey the anti-
commutator relation[
cˆ†α, cˆβ
]
+
= 〈πα|πβ〉 (7)[
cˆ†α, cˆ
†
β
]
+
= 0 (8)
[cˆα, cˆβ]+ = 0 . (9)
Note, that the anti-commutator between creators and
annihilators, i.e. the overlap between projector states, is
not necessarily equal to δi,j . This is due to our general-
ization to non-orthonormal local orbitals.
The Hamilton operator is given by
Hˆ = hˆ+ Wˆ , (10)
where hˆ is the one-particle part of the Hamilton operator,
containing kinetic energy and external potential. Wˆ is
the Coulomb repulsion between the electrons.
The non-interacting Hamiltonian
hˆ =
∑
α,β
hα,β cˆ
†
αcˆβ (11)
has the matrix elements
hα,β = 〈χα|
pˆ2
2me
+ Vˆext|χβ〉 . (12)
The interaction energy has the form
Wˆ =
1
2
∑
α,β,γ,δ
Wα,β,γ,δ cˆ
†
αcˆ
†
β cˆδ cˆγ (13)
with the matrix elements
Wα,β,γ,δ =
∑
σ,σ′
∫
d3r
∫
d3r′
×
e2χ∗α(~r, σ)χ
∗
β(
~r′, σ′)χγ(~r, σ)χδ(~r′, σ
′)
4πǫ0|~r − ~r′|
.(14)
Note the order of the indices of Wα,β,γ,δ in Eqs. 13 and
14.
B. Reduced-density-matrix-functional theory
As shown by Gilbert31, every ground-state property of
an electron gas can be expressed as functional of a one-
particle reduced density matrix. Let us review the basis
of the theory:
The ground-state energy for a given external potential
can be written as
E(h) = min
|Φ〉,E
(
〈Φ|
∑
α,β
hα,β cˆ
†
αcˆβ + Wˆ |Φ〉
− E (〈Φ|Φ〉 − 1)
)
. (15)
The minimization is performed over all fermionic many-
particle wave functions |Φ〉. E is the Lagrange multiplier
for the normalization constraint of the wave function.
The particle number is not restricted and the Fermi level
is placed at the energy zero: that is, we implicitly employ
a grand-canonical description for the electrons: Electrons
are taken from some vacuum level that defines our energy
zero and added to the system as long as this addition
lowers the total energy.
Let us perform a Legendre transform of the total en-
ergy, Eq. 15, with respect to the one-particle Hamiltonian
h.
F Wˆ (ρ) = min
h
[E(h)− Tr(hρ)] . (16)
The minimum condition of Eq. 16 with respect to h,
ρα,β(h) =
∂E
∂hβ,α
= 〈Φ|cˆ†β cˆα|Φ〉 , (17)
identifies the conjugate variable ρ with the one-particle
reduced density matrix of the ground state |Φ〉 of the
Hamiltonian hˆ+ Wˆ .
4The result of the Legendre transform is the reduced-
density-matrix functional
F Wˆ (ρ) = min
|Φ〉,h,E
[
〈Φ|Wˆ |Φ〉+
∑
α,β
hα,β
(
〈Φ|cˆ†αcˆβ |Φ〉 − ρβ,α
)
− E (〈Φ|Φ〉 − 1)
]
. (18)
The reduced-density-matrix functional F Wˆ [ρ] is univer-
sal in the sense that it is an intrinsic property of the inter-
acting electron gas and that it is independent of the ex-
ternal potential. We introduced the interaction Wˆ as su-
perscript in the notation for the reduced-density-matrix
functional because we will use different interactions in
the course of this paper.
The one-particle Hamiltonian h required in Eq. 16
to produce a specified density matrix ρ is obtained, up
to the different sign, as derivative of the density-matrix
functional with respect to the density matrix, namely as
hα,β(ρ) = −
∂F Wˆ
∂ρβ,α
. (19)
The range of allowed arguments ρ for the universal
functional is only a subset of all hermitian matrices in
the one-particle Hilbert space. The range is limited to
the matrices that can be constructed by Eq. 17 with any
fermionic many-particle state |Φ〉 from the Fock space.
Matrices of this form are called N-representable52
According to a theorem due to Coleman40, the eigen-
values of all N-representable matrices lie between zero
and one and all matrices with eigenvalues between zero
and one are N-representable.
The eigenstates |ψn〉 of the one-particle reduced den-
sity matrix are called natural orbitals41 and the eigen-
values fn are their occupations. The one-particle density
matrix expressed in terms of natural orbitals and occu-
pations is given by
ρα,β =
∑
n
〈πα|ψn〉fn〈ψn|πβ〉 . (20)
Hence, the total energy can be expressed by a Legendre
back-transform as
E(h) = min
{|ψn〉,xn,Λm,n}
[
F Wˆ
({∑
n
〈πα|ψn〉f(xn)〈ψn|πβ〉
})
+
∑
n,α,β
〈πα|ψn〉f(xn)〈ψn|πβ〉hn,m
−
∑
n,m
Λn,m (〈ψn|ψm〉 − δm,n)
]
. (21)
In order to respect the limited range of values for the
occupations we introduce the transformation f(x) =
sin2(pi2x) from an unrestricted real variable x to the in-
terval [0, 1]. The Λn,m are the Lagrange multipliers for
the orthonormality constraint of the natural orbitals.
Starting from the basic formulation of reduced-density-
matrix-functional theory, the usual route taken is to find
and explore approximate but analytic expressions for the
density-matrix functional. We follow a different route,
namely to determine the functional on the fly using the
explicit constrained-search method of Levy42.
C. Local approximation
Up to now, the formulation has been exact. How-
ever, the evaluation of the density-matrix functional us-
ing the constrained search algorithm42 requires the solu-
tion of a full many-particle problem. Because the many-
particle Hilbert space grows exponentially with system
size, we introduce approximations that avoid this dimen-
sional bottleneck.
To this end, we introduce clusters CR of orbitals for
which the correlations will be treated explicitly. Such a
cluster may include all orbitals from the d- or f-electron
shell of an atom; alternatively, it may include all orbitals
centered on a single atom, or it may include all or a
certain subset of orbitals from several atoms. In analogy
to the Anderson impurity model, we will refer to these
clusters in the following as ”impurities”.
Besides the full interaction of Eq. 13, we introduce a
local interaction Wˆloc. Two electrons interact with the
local interaction only if both reside on the same impurity,
i.e. in the same cluster CR of correlated orbitals.
Wˆloc =
∑
R
WˆR (22)
WˆR :=
1
2
∑
α,β,γ,δ∈CR
Wα,β,γ,δ cˆ
†
αcˆ
†
β cˆδ cˆγ . (23)
Such an interaction is well-known in model-based studies
of interaction effects. For example, the Hubbard model
uses an interaction of this form.8–10
In order to establish the link between DFT and DMFT,
let us also introduce an approximate density-matrix-
functional F WˆDFT [ρ] calculated from a density functional
as
F WˆDFT [ρ] :=
1
2
∫
d3r
∫
d3r′
e2n(~r)n(~r′)
4πǫ0|~r − ~r′|
+ Exc[n(~r)] ,(24)
where n(~r) :=
∑
α,β ρα,βχ
∗
β(~r)χα(~r) is the electron den-
sity.
With the approximate functional from Eq. 24, the
density-matrix functional with the full interaction can
be written in the form F Wˆ = F WˆDFT + (F
Wˆ − F WˆDFT ),
i.e. as DFT plus a correction describing many-particle
effects explicitly. Irrespective of the choice of the density
functional in Eq. 24, this form of the functional is exact,
because it simply adds and subtracts the same term to
and from the full functional F Wˆ .
The first approximation of our theory is to replace the
interaction in the correction term with the sum of local
5interactions
F Wˆ ≈ F WˆDFT +
(
F
∑
R WˆR − F
∑
R
WˆR
DFT
)
. (25)
On this level, the theory describes interactions on the
impurities with the full functional, while the non-local
parts of the Coulomb interaction are captured on the
DFT level.
The second approximation of our theory is to replace
the correction term in Eq. 25 by a sum of local correction
terms
F Wˆ ≈ F WˆDFT +
∑
R
(
F WˆR − F WˆRDFT
)
. (26)
In this approximation, the environment of each cluster is
replaced by a non-interacting electron gas. Each term
F WˆR has precisely the structure of a so-called multi-
orbital single-impurity Anderson model.43
For the sake of completeness, let us quote the error
term for the approximation of Eqs. 25 and 26,
∆F Wˆ =
(
F Wˆ −
∑
R
F WˆR
)
−
(
F WˆDFT −
∑
R
F WˆRDFT
)
. (27)
With Eq. 26 we obtain, after including the particle-
number constraint, the following expression for the total
energy.
E¯[Vˆext, N ] = min
{ψn,xn}
{∑
n
f(xn)〈ψn|
pˆ2
2me
+ Vˆext|ψn〉+
1
2
∫
d3r d3r′
e2n(~r)n(~r′)
4πǫ0|~r − ~r′|
+ Exc[n(~r)]
+
∑
R
{
F WˆR
[
〈πα|ψn〉f(xn)〈ψn|πβ〉
]
−
1
2
∫
d3r d3r′
e2n
χ
R(~r)n
χ
R(
~r′)
4πǫ0|~r − ~r′|
− EWˆRxc [n
χ(~r)]
}
−
∑
n,m
Λn,m
(
〈ψm|ψn〉 − δn,m
)
− µ
(∑
n
f(xn)−N
)}
, (28)
where, with fn = f(xn),
n(~r) =
∑
σ
∑
n
〈~r, σ|ψn〉fn〈ψn|~r, σ〉 , (29)
nχ(~r) =
∑
σ
∑
α,β
〈~r, σ|χα〉
×
∑
n
〈πα|ψn〉fn〈ψn|πβ〉〈χβ |~r, σ〉 , (30)
and
n
χ
R(~r) =
∑
σ
∑
α,β∈CR
〈~r, σ|χα〉
×
∑
n
〈πα|ψn〉fn〈ψn|πβ〉〈χβ |~r, σ〉 . (31)
For the sake of simplicity, we write the expression for
density functionals and not for spin-density functionals.
The generalization is straightforward.
The second line in Eq. 28 can be considered as a corre-
lation correction to the density functional: In the absence
of the correlation correction, the theory recovers the con-
ventional expression of density-functional theory.
D. Exchange-correlation with local interaction
Finding an expression of the exchange-correlation func-
tional for the interaction is not straightforward.
The exchange-correlation energy can be expressed
by the interaction-strength averaged hole function44
hλ(~r, ~r′) as
Exc[n]=
∫
d3r n(~r)
[∫ 1
0
dλ
1
2
∫
d3r′
e2hλ(~r, ~r′)
4πǫ0|~r − ~r′|
]
.(32)
The hole function is defined via the two-particle density
n
(2)
λ (~r,
~r′) of the ground state for a given density n(~r) or
spin density nσ,σ′(~r) as
hλ(~r, ~r′) =
1
n(~r)
[
n
(2)
λ (~r,
~r′)− n(~r)n(~r′)
]
. (33)
The parameter λ scales the interaction Wˆ . The corre-
sponding hole function is obtained from the wave func-
tion for this scaled interaction. The λ-average accounts
for the difference of the kinetic energy between the inter-
acting and the non-interacting electron gas.
Because the restricted interaction WˆR is nonlocal in
the coordinates of each particle, it needs to be modified
before it can be used in a density functional. We propose
6to use the following model for the local interaction
vWˆR(~r, ~r′) =
n
χ
R(~r)
nχ(~r)
e2
4πǫ0|~r − ~r′|
n
χ
R(
~r′)
nχ(~r′)
, (34)
where nχR(~r) and n
χ(~r) are defined by Eqs. 30 and 31.
This choice for the interaction is consistent with the ex-
pression for the Hartree energy. It can systematically
be extended to the full exchange correlation energy by
including the remaining pair terms.
If we use the model for the restricted interaction from
Eq. 34 in Eq. 32, we obtain
EWˆRxc =
∫
d3r n
χ
R(~r)
[
1
2
∫
d3r′
e2h(~r, ~r′)
4πǫ0|~r − ~r′|
n
χ
R(
~r′)
nχ(~r′)
]
.(35)
Here, the λ-averaged hole function is used. Hole func-
tions for some of the commonly used density functionals
have been developed45,46.
Eq. 35 reflects that only electrons on the same impurity
interact with each other. Our approximation assumes
that the exchange-correlation hole of the Anderson im-
purity model is identical to that of the fully interacting
system. This is strictly valid for the exchange part, while
it is an approximation for the correlation contribution.
If the hole function is not available, the most simple
approximation is
EWˆRxc =
∫
d3r n
χ
R(~r)ǫxc[n
χ
σ,σ′(~r)]
n
χ
R(~r)
nχ(~r)
, (36)
where ǫxc is the exchange correlation energy per electron.
E. Coulomb matrix elements
FIG. 1: Scheme to demonstrate the case where an electron
leaves a correlated region. In the local approximation the in-
teraction with the electron remaining on the correlated cluster
is completely removed, explaining the need for renormalizing
the Coulomb interaction.(Color online)
One of the important ingredients to our theory is the
Coulomb tensor (23) projected onto the impurity or-
bitals. The first idea is to calculate this tensor using the
local orbitals |χα〉 with the bare Coulomb interaction.
However, as in other local approximations, such an ap-
proach would result in too large Coulomb parameters for
the reason schematically depicted in Fig. 1: If an elec-
tron leaves a correlated orbital, it is likely to be located
nearby, so that only a portion of the interaction is lost.
In the local approximation the Coulomb interaction is
completely removed for a particle leaving the correlated
impurity. Thus the energy required to add or remove an
electron from the impurity is overestimated in the local
approximation, respectively charge fluctuations are arti-
ficially suppressed. Therefore, our method will require
an appropriate renormalization of the local U-tensor to
account for those screening channels.
There are several possible approaches to obtain this
effect. One can in principle enlarge the impurity and in-
clude more extended orbitals in the correlated cluster.
This will lead at least partially to the desired renormal-
ization: The screening is taken over by the extended
orbitals. Another route, which has proven to be more
efficient, is to perform additional calculations using con-
strained DFT47, which will also provide an estimate of
the renormalization due to screening from other orbitals.
F. Extension to ensemble density-matrix functional
theory
The formulation of the density-matrix-functional the-
ory used so far is based on pure states, that, however,
are not necessarily eigenstates of the particle-number
operator. Usually, density-matrix-functional theory is
formulated for ensembles of many-particle states. The
generalization to ensemble rDMFT is straightforward.
A density-matrix-functional for an ensemble of many-
particle states has the form
F Wˆ (ρ) = min
{|Φi〉,Pi}
[∑
i
Pi〈Φi|Wˆ |Φi〉
+
∑
α,β
hα,β
(∑
i
Pi〈Φi|cˆ
†
αcˆβ |Φi〉 − ρβ,α
)
−
∑
i,j
Λi,j (〈Φi|Φj〉 − δi,j) + λ
(∑
i
Pi − 1)
]
,
(37)
where Pi are probabilities for the many-particle states
|Φi〉. In order to ensure that the probabilities fall between
zero and one, we represent them as square Pi = X
2
i of a
real number Xi.
Formally, the theory can be extended to finite tem-
peratures by adding an additional entropy term −ST =
kBT
∑
i Pi ln(Pi), that represents a heat bath, to the den-
sity matrix functional.
III. EVALUATION OF THE DENSITY-MATRIX
FUNCTIONAL
The reduced-density-matrix functional F WˆR in Eq. 28
is determined directly using the constrained-search for-
malism of Levy42. The details of the methodology will
be described elsewhere.
7In order to evaluate the density-matrix functional,
we translate the fictitious Lagrangian methodology of
Car and Parrinello for ab-initio molecular dynamics38 to
many-particle wave functions |Φ〉.
The problem of ab-initio molecular dynamics and of
a many-particle problem are related, as far as they are
applied to the search for ground states: in both cases
one has to determine one or a few of the lowest states
of a highly-dimensional Hamiltonian. Furthermore, the
fictitious Lagrangian formalism lends itself to the search
of a minimum under constraints. In the Car-Parrinello
method38, the constraints are the orthonormality con-
straints for the Kohn-Sham wave functions. In our case
it is the norm and the requirement that the wave function
produces a specified reduced one-particle density matrix.
We start from a fictitious Lagrangian defined as
L(|Φ〉, |Φ˙〉) = 〈Φ˙|mΦ|Φ˙〉 − 〈Φ|Wˆ |Φ〉
−
∑
α,β
hα,β
(
〈Φ|cˆ†αcˆβ |Φ〉 − ρβ,α
)
+ E
(
〈Φ|Φ〉 − 1
)
. (38)
In practice, each many-particle wave function is repre-
sented by a coefficient array of the Slater determinants.
Including a friction term, the equation of motion has
the form
mΦ|Φ¨〉 = −(
∑
α,β
hα,β cˆ
†
αcˆβ + Wˆ − E)|Φ〉 − |Φ˙〉κ .(39)
This equation of motion is discretized using the Verlet
algorithm48, and the constraints are taken into account
using the method of Ryckaert et al.49.
The Car-Parrinello method is not only used to optimize
the many-particle wave function for each Anderson im-
purity model. It is also used more conventionally to opti-
mize dynamically the natural orbitals and occupations in
the “outer loop”. This is analogous to the conventional
Car-Parrinello method, which optimizes the Kohn-Sham
wave functions. Both, natural orbitals and Kohn-Sham
wave functions are single-particle wave functions.
IV. MODEL CALCULATIONS
In order to explore the workings of the formalism de-
scribed in the previous sections, we performed calcula-
tions on model systems that allow comparison to exact
results.
The model systems are Hubbard chains with Ns = 2,
Ns = 4, and Ns = 6 sites. Their Hamiltonian is
Hˆ = Tˆ +
Ns∑
R=1
WˆR , (40)
where Tˆ describes the non-interacting part of the Hamil-
tonian
Tˆ = −t
Ns−1∑
R=1
∑
σ∈{↑,↓}
(
cˆ
†
R,σ cˆR+1,σ + cˆ
†
R+1,σ cˆR,σ
)
, (41)
and WˆR is the interaction on a the R-th site
WˆR = UnˆR,↑nˆR,↓ . (42)
t is the hopping parameter and U is the Coulomb param-
eter. nˆR,σ = cˆ
†
R,σ cˆR,σ is the particle-number operator for
the specified orbital.
We adapted Eq. 28 to the Hubbard chain by ignoring
Hartree and exchange energy terms. They cancel exactly
on this level of the theory.
E¯(N) = min
{|ψn〉,xn}
{∑
n
f(xn)〈ψn|Tˆ |ψn〉+
∑
R
F WˆR({ρα,β})
−
∑
n,m
Λn,m
(
〈ψm|ψn〉 − δm,n
)
− µ
(∑
n
f(xn)−N
)
, (43)
where the f(xn) are the occupations defined in Eq. (21), and the one-particle states |ψn〉 are the natural orbitals.
The density-matrix functional for for each site has the form
F WˆR ({ρα,β}) = min
|Φ〉
[
〈Φ|WˆR|Φ〉+
∑
α,β
hα,β
(
〈Φ|cˆ†αcˆβ|Φ〉 − ρβ,α
)
− E
(
〈Φ|Φ〉 − 1
)]
. (44)
The total energy for half filling is shown in figure 2 as
function of the interaction strength U . Of interest is if
and how the interaction switches off the covalent interac-
tion due to left-right correlation50. Left-right correlation
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FIG. 2: Energy as function of the interaction strength of the
2-, 4-, and 6-site Hubbard chains at half filling. Results from
our theory (symbols) are compared with the exact result (solid
line) and the mean-field approximation (dashed line).
describes that two electrons forming a bond avoid being
on the same site in order to lower their Coulomb repul-
sion and plays a major role in chemistry, because it is vi-
tal for understanding the dissociation of chemical bonds.
Due to this effect, the covalent interaction energy is com-
pletely lost as the interaction grows. To make contact to
the correlation effects in solids, we note that left-right
correlation describes the same physical mechanism that
is responsible for the Mott band gap.
For the dimer at half filling, our theory reproduces the
exact result, because the many-particle wave function for
the two-particle state is completely determined by the
density matrix. For the other systems, our theory un-
derestimates the exact result. This finding is explained
in the appendix A. The underestimation is strongest for
intermediate interactions and vanishes for weak and for
strong interactions. However, most importantly, our the-
ory describes the nature of the ground state correctly
as a quantum mechanical singlet with proper left-right
correlations, which manifest themselves as strong anti-
ferromagnetic correlations in the present model. This
feature is evident from Fig. 3 where we present the spin-
spin correlation function SR,R′ = 〈ΦR| ~ˆSR ~ˆSR′ |ΦR〉 for
the 4-site chain with U/t=1 (top) and U/t=8 (bottom)
at half filling compared to the exact result. Note that
one observes an increase of the nearest-neighbor correla-
tion with increasing U , which is in accordance with the
general tendency of the Hubbard model towards anti-
ferromagnetism at half filling. The correlation length is
well reproduced within our theory, albeit somewhat un-
derestimated as compared to the exact result. The lat-
ter point is to be expected, because the one-dimensional
Hubbard model is a Luttinger liquid with a slow alge-
braic decay of spin-spin correlations, while for our local
-1
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FIG. 3: Spin-spin correlation function SR,R′ =
〈ΦR| ~ˆSR ~ˆSR′ |ΦR〉 for the 4-site chain with U/t=1 (top)
and U/t=8 (bottom) at half filling. The many-particle
wave functions |ΦR〉 is that of the Anderson model with the
impurity at the site of the first site index of SR,R′ . Site one is
the left terminal site and site two is the left central site. The
results from our theory, shown as black bars are compared
with the exact result for the Hubbard chain, shown as white
bars. The results show the antiferromagnetic coupling of the
approximate ground states. The antiferromagnetic correla-
tion grows with increasing U . The correlation length of the
is well described by our theory, even though underestimated
for large U .
approximation we can expect that the corresponding cor-
relation function is rather that of a Fermi liquid with the
standard Friedel oscillation exponent.
A correct description of the ground state, in particular
reproducing the proper anti-ferromagnetic correlations,
is by no means trivial. The reason is that left-right
correlation in a singlet cannot be captured by a single
Slater determinant. Thus, it cannot be obtained in an
independent-electron picture.
In order to compare our results with the independent-
electron picture, we performed calculations based on a
static mean-field theory. To generate a static mean-field
9description within our density-matrix functional frame-
work, one simply has to replace F WˆR [ρ] in Eq. 43 by the
expression WMFR [ρ] = UρR↑,R↑ρR↓,R↓.
The ground state in the mean-field approximation
is a single Slater determinant. For small interaction
strengths, the wave function is formed from the two
bonding orbitals and the electrons remain uncorrelated.
As a consequence the total energy raises with constant
slope with the interaction strength. At approximately
U = 2t, the mean-field ground-state wave function under-
goes a transition to an anti-ferromagnetic state. As in a
typical second order transition, the magnetization grows
with an approximate square-root behavior away from the
transition. In the large-U limit, each site has the mag-
netic moment of one electron. The anti-ferromagnetic
state is a so-called broken-symmetry state, which is not
an eigenstate of the total spin. For the dimer, such a
broken-symmetry state can be described as a superpo-
sition of a singlet and a triplet state. The true ground
state, however, is a pure singlet, because only the singlet
state can profit from some remaining covalency.
Another interesting quantity for the Hubbard model is
the double occupancy, defined as dR = 〈Φ|nˆR,↑nˆR,↓|Φ〉.
In the Hubbard model, the interaction energy depends
exclusively on the sum of the double occupancies.
In our theory, we extract the double occupancy of a
given site from the Anderson impurity model with the
interaction at that site. Hence, the double occupancy is
calculated for each site from a different Anderson impu-
rity model and thus from a different wave function.
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FIG. 4: Double occupancy the 6-site Hubbard chain at half-
filling as function of the interaction strength from our theory
(symbols) in comparison with the exact result (lines). Finite-
size effects can be estimated by comparing the central sites
(black squares) with the subsurface (open squares) and sur-
face sites (open circles). The exact result does not distinguish
appreciably between central and subsurface sites, which indi-
cates that the underestimation by our theory is not a finite
size effect.
FIG. 5: Natural orbitals of the 6-site Hubbard chain for U=0
(left) and U/t=8 (right). The radius of each sphere is propor-
tional to the amplitude of the natural orbital, and the area
is proportional to the site occupation. Full and open circles
represent the different signs of the orbital coefficients. The
orbitals are arranged with decreasing occupation from bot-
tom to top. For each spatial orbital shown, there are two spin
orbitals.
The double occupancy for the 6-site Hubbard chain
is shown in figure 4. The continuous suppression of the
double occupancy with increasing interaction strength is
well reproduced. Also the difference between surface sites
and the center of the chain is in agreement with the exact
calculation. However, our theory tends to underestimate
the double occupancy resulting in a somewhat steeper
slope in the small-U limit. The large-U limit is well re-
produced.
The double occupancy provides clear evidence for the
strength of the presented theory as compared to the
mean-field theory. In the mean-field theory, the dou-
ble occupancy remains at d = 14 until U ≈ 2t, from
where it starts to decrease as the system builds up anti-
ferromagnetic correlations. In the exact result, and in our
approximation, the double occupancy starts to decrease
as soon as the interaction is switched on. The failure of
mean-field theory is due to its inability to produce the
correct singlet ground state.
While the Anderson impurity models provide a local
perspective and insight on electron correlations as they
are present in the many-particle wave function, the den-
sity matrix provides the global perspective. The density
matrix is fully described by a set of one-particle orbitals,
the natural orbitals, and their occupations. While the
natural orbitals are distinct from Kohn-Sham orbitals of
density-functional theory, they provide similar type of
information on the system.
It is striking that the natural orbitals depend very little
on the interaction strength as seen in figure 5. Qualita-
tively there is no difference and the quantitative changes
are barely visible in this representation. However, the in-
teraction strength has a strong effect on the occupations
as shown in figure 6. While the occupations in the (non-
degenerate) ground state of a non-interacting system are
always either zero or one, all occupations become frac-
10
 0.25
 0.75
 0  4  8  12
f n
U/t
FIG. 6: Occupations fn of the natural orbitals as function of
the interaction strength from our theory (circles) compared
to exact result. The occupations become more equally dis-
tributed with increasing interaction strength.
tional if the interaction is switched on. From a chemical
point of view, the depopulation of bonding orbitals and
the population of formerly unoccupied antibonding or-
bitals reflects the depression of the covalent interaction
by the interaction. From a solid-state point of view, the
behavior seen in Fig. 6 is reminiscent of the momentum
distribution functions of a Fermi-liquid or the Luttinger
liquid. While for noninteracting particles the momentum
distribution has a sharp drop of the occupations from one
to zero at the Fermi momentum, for the interacting elec-
tron systemm, it exhibits a gradual decrease with either
a drop of size Z−1 < 1, the quasi-particle renormaliza-
tion factor of a Fermi liquid, or, for a Luttinger liquid, a
sharp change with an algebraic singularity at the Fermi
momentum
The smearing out of the occupations implies that the
number of one-particle wave functions to be considered
must be larger than that required for density-functional
theory. If we venture into an extrapolation of our find-
ings to real systems, we expect that it will be necessary to
include one-particle wave functions |ψn〉 up to the anti-
bonding orbitals of bonds for which left-right correlation
is important. This implies that we need to include or-
bitals up to several electron volts above the Fermi-level.
Working in our favor is that in the strongest bonds, with
high-lying antibonding states, the kinetic energy is large
and therefore dominating over the Coulomb repulsion.
Correlations are dominant in relatively weak bonds, ei-
ther when they are stretched to the dissociation limit, or
when they involve d- and f-electron orbitals or π bonds.
One of the major problems plaguing density-functional
calculations is the band-gap problem. Here, we do not
refer to the optical band gap, which is an excited state
property and which, in a strict sense, is neither accessible
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FIG. 7: Chemical potentials µ versus filling N/L from our the-
ory (spheres and dashed lines) and the exact Hubbard chain
(solid lines) for the four-site (left) and the six-site (right) Hub-
bard chains as function of the particle number for U/t = 1/2,
U/t = 3 and U/t = 90 from top to bottom. The dashed lines
are a guide to the eye and connect the data points. (Color
online)
by ground-state DFT nor by our theory. Instead we in-
vestigate here the thermodynamic gap, which we define
as
∆ = lim
δ→0
(
dE
dN
∣∣∣∣
N+δ
−
dE
dN
∣∣∣∣
N−δ
)
.
Because E(N) is a series of line-segments interpolating
between the values for integer particle numbers N , this
definition is identical to the more common expression
∆ = E(N+1)−2E(N)+E(N−1), which is the difference
∆ = A− I between electron affinity A and ionization po-
tential I. Because E(N) is a true ground-state property,
it should be properly described both by our theory and
by correct density-functional theory. A failure of describ-
ing the thermodynamic gap has a fundamental impact on
the defect chemistry in semiconductors and insulators.
The chemical potential µ(N) = dE
dN
for different in-
teraction strengths calculated with our theory is shown
in figure 7 and compared to the exact thermodynamic
band gap, included as horizontal lines in the figure. It
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FIG. 8: Total energy for fractional particle numbers N divided
by the number of sites L of the Hubbard chains for U/t = 1/2
(first panel), U/t = 3 (second) and U/t = 90 (third). Symbols
denote results from our theory, lines the exact behavior.
is obvious that our theory does not yield a discontinu-
ity. Despite of this, the value of the band band gap can
nevertheless be obtained using Slater’s transition rule as
∆ = µ(N + 12 ) − µ(N −
1
2 ) from the difference of the
chemical potentials at half-integer occupations.
The failure to describe the discontinuity of the chem-
ical potential, and thus the band gap, reminds of the
behavior of approximate density-matrix functionals.51
These functionals do not make the local approximation,
but use approximate numerical representations of the ex-
change correlation energy. Also here, the discontinu-
ity vanishes, while the band gap calculated with half-
occupied orbitals are satisfactory predictions.
Except for the non-interacting case, the total energy
appears to be a continuous function of the particle num-
ber within our theory, while the exact result has jumps in
the slope at integer fillings. We attribute this deficiency
of our theory to its tendency to underestimate the total
energy. As seen in figure 8 this underestimation is most
prominent for fractional particle numbers at intermediate
interaction strengths. For small or huge values of U the
effect is less visible; but here, too, the variation across in-
teger fillings is smooth, as it is apparent from Fig. 7. As
discussed in appendix A this defect is related to the fact
that the wave function for each Anderson-impurity model
is optimized individually. An approximation based on a
common wave function for all sites may direct towards a
remedy of this problem.
V. CONCLUSION
We proposed a pathway to include explicit correlations
into density-functional based calculations. The guiding
ideas have been to develop a strict variational approx-
imation of the interacting electron gas, that avoids the
dimensional bottleneck of may-particle quantum theory,
and that allows seamless incorporation into electronic
structure methodology of density-functional theory.
Let us summarize what we have accomplished so far:
Based on a general formulation using a density-matrix-
functional description of the solid, the many-particle
problem for the lattice with the full interaction has been
replaced by a collection of generalized multi-orbital An-
derson impurity models, defined through the functionals
FWR , see Eq. (26). These Anderson impurity models are
defined relative to the DFT functional as accurate way
to obtain the quasi-particle dispersion including effects
of non-local correlations and proper screening. Since
the local DFT contributions can be explicitly subtracted
from the density-matrix functional, the problem of dou-
ble counting can be treated without further assumptions
in this approach. Restricting the actual correlations to
one site only has proven to be a powerful idea in many-
particle schemes such as Dynamical Mean-Field theory.
We believe that the density-matrix functional approach
plus local approximation as proposed in this paper, when
properly implemented, will provide a tool to treat corre-
lation effects in a spirit similar to DMFT, however using
the information of the density-matrix only.
As test case we applied our method to finite Hubbard
chains as simple model systems. The extremalization of
the the density-matrix functional is done on the fly using
an explicit constrained-search algorithm42. This itera-
tive approach has been solved by a dynamical approach
inspired by the Car-Parrinello method. The iterative na-
ture of the constrained-search algorithm holds promise
to important cost reductions in an outer self-consistency
loop.
In contrast to static mean-field theory, our method pro-
duces at half filling the correct singlet state with strong
anti-ferromagnetic correlations, and thus gives a quali-
tative description of left-right correlation. The local ap-
proximation smears out the band-gap, which has been
observed similarly in approximate density-matrix func-
tionals. The energy levels of the many-particle system
are, however, well approximated using the chemical po-
tentials half-integer particle numbers.
Presently, each of these Anderson impurity models still
represents a nontrivial many-particle problem on the infi-
nite lattice. Thus, apparently nothing has been gained so
far regarding a calculation of physical properties in this
12
approximation. The important next step now is to refor-
mulate the effective quantum impurity problem in a way
that it can be solved efficiently. In standard DMFT the
important aspect is that the actual lattice structure only
enters through the density of states. As consequence, the
solution of the effective quantum impurity problem can
be done without ever resorting to the actual lattice.
It is obviously important to develop a similar ap-
proach for the local density-matrix functional. The most
straightforward idea here would be to treat the quantum
impurity as open quantum system and apply techniques
developed in this field to facilitate the creation of an ef-
ficient impurity solver for our theory.
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Appendix A: Local approximation
Here we show that distributing the interaction into
many Anderson-impurity models leads to an underesti-
mation of the energy, i.e.
F
∑
R
WˆR [ρ] ≥
∑
R
F WˆR [ρ] . (A1)
Let |Φ0[ρ]〉 be the ground-state wave function for the
interaction
∑
R WˆR and a one-particle term hˆ0 so that[
hˆ0[ρ] +
∑
R
WˆR − E0[ρ]
]
|Φ0[ρ]〉 = 0 . (A2)
The one-particle term hˆ0[ρ] is determined such that
|Φ0[ρ]〉 produces the specified reduced density matrix ρ.
Let furthermore |ΦR[ρ]〉 be the ground-state wave func-
tion with only a local interaction on site R and with the
specified reduced density matrix:
[
hˆR[ρ] + WˆR − ER[ρ]
]
|ΦR[ρ]〉 = 0 . (A3)
With these definitions, we obtain the desired inequality
Eq. A1:
F
∑
R
WˆR [ρ] =
∑
R
〈
Φ0[ρ]
∣∣∣∣WˆR
∣∣∣∣Φ0[ρ]
〉
≥
∑
R
〈
ΦR[ρ]
∣∣∣∣WˆR
∣∣∣∣ΦR[ρ]
〉
=
∑
R
F WˆR [ρ] . (A4)
The argument rests on the simple fact that the energy
decreases, if one optimizes wave functions for each im-
purity model individually, rather than to select one wave
function that needs to suit all local interactions simulta-
neously.
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