Abstract. This paper is concerned with the construction of local observers for nonlinear systems without inputs, satisfying an observability rank condition. The aim of this study is, rst, to dene an homogeneous approximation that keeps the observability property unchanged at the origin. This approximation is further used in the synthesis of a local observer which is proven to be locally convergent for Lyapunov-stable systems. We compare the performance of the homogeneous approximation observer with the classical linear approximation observer on an example.
Introduction
Observers design for nonlinear systems has been an active research area for the last decades. Explicit constructions for nonlinear systems have been investigated, for example high gain observers (see [8, 9, 16, 20] ) or backstepping observers (see [2, 19] ). But these constructions only apply to very specic class of systems. That is why many tools have been developed in order to transform systems into a suitable form for observer design. The rst results have been obtained using dierential geometry. Necessary and sucient conditions for exact linearization of nonlinear systems can be found in [17] for systems without inputs and in [18] for systems with inputs. These papers give explicit change of coordinates, nevertheless there is two restrictions to there application. First, the class of systems which are exactly linearizable is restrictive. Second, even if the conditions are met, the computation of the transformation becomes quickly very heavy as the dimension increases, see [22] . A theory which has similar considerations has been developed in the early 90's, see [6] and [7] for recent developpment. The algebraic observability characterizes systems for which the state can be written as a function of the input and output and a nite number of their derivatives. This theory uses dierential algebra, and instead of solving dierential equations to nd the transformation, we need to solve algebraic equations. Just as exact linearization, these equations can be very complex for nonlinear systems. The restrictions of the previous approaches have been alleviated since then. Conditions for the transformation of nonlinear systems into more general forms than exact linear systems have been explored. These classes of systems consists in systems which are made up of a particular linear part and a nonlinear part satisfying some Keywords and phrases: homogeneity, approximations, local observer conditions, and are characterized using algebro-geometric tools, see [3, 5, 10, 21, 24] for example. The common point in all these approaches is that the output function is always linearized, hence, this still restrict the class of systems considered while it allows to obtain global or semi-global convergence. Another construction which does not require to linearize the output function has been developed in [15] , it uses the Lyapunov auxiliary Theorem and a direct coordinate transformation. Conditions for the existence of this transformation have been further study, especially in [1] . The main drawback is that it requires to solve a set of partial dierential equations and is then not constructible in general. An alternative method is to consider approximations and to design the observer considering only a part of the system. This allow to reduce the complexity of the system and then to actually design an observer. But, generally, only local convergence is obtained for the observer. Nevertheless, if the considered system is too complex, this can be the only possibility since other methods cannot be applied in practice. Some of the previous approaches cited here, especially the one derived from exact linearization, can be viewed as approximation design, since the observer is designed using the linear part only while the conditions on the nonlinear part ensure convergence of the observer. Here, we are interested in a dedicated approach to approximation for the observability problem, which applied to a wide class of systems, that is systems verifying an observability rank condition. Unlikely to the works derived from the exact linearization, here we aim at designing an approximation for both the vector eld and the output function. The simplest strategy when the system is too complex is the linear approximation. It gives an ecient procedure to design a local observer and apply to a wide class of systems. Two options are available, we can consider the linear approximation in the neighborhood of a point or along a trajectory. Although the linear approximation along a trajectory leads to better results, a very few results exist about the convergence and lead to very restrictive conditions. Thus, we consider here approximation in the neighborhood of a point, without loss of generality, we assume that this point is the origin. We believe that a more ecient approximation can be designed, since the linear one is not directly induced by the problem of observability. We want to construct an approximation which is specially adapted to the observability problem. In order to obtain such an approximation, we consider the tool of homogeneity which gives the necessary freedom for this construction. This tool has already been used for the construction of homogeneous approximations for controlled systems and has been worked out by numerous authors [4, 12, 13, 25, 27] . It is rooted from the theory of hypo-elliptic operators [11, 23] . It has been proved that for any nonlinear control system which is fully accessible, there always exists an homogeneous approximation which remains fully accessible, see [13] . More precisely, given a control systeṁ
the rank of the Lie algebra spanned by the vector elds f 0 , . . . , f m is assumed to be n. A change of coordinates is derived from a suitable ltration of this Lie algebra. The homogeneous approximation of system (Σ) is then obtained by taking the rst term in the homogeneous expansion of the vector elds {f 0 , f 1 , . . . , f m } written in the new system of coordinates.
To the best of our knowledge, the dual problem of the existence of an observable homogeneous approximation for an observable nonlinear system has not been investigated yet. This problem is solved next (locally at the origin). It is shown that this homogeneous approximation always exists and is explicitly constructed. Similarly to the case of controllability we construct a ag on the space of observability, which is spanned by the one-forms associated to the output functions and their Lie derivative along the vector eld of the system. There are two main issues which make the dierence between accessible homogeneous approximation and observable homogeneous approximation. First, the space of observability is a subspace of the space of one-forms on R n and not the algebra of vector elds. Second, an homogeneous approximation has to be constructed that copes with both state equation and output equation. The resulting system has to consist simultaneously of an approximation for the vector elds and of an approximation for the output function.
The approximation obtained here is further used in order to construct an observer for a general class of nonlinear systems. Sucient conditions are given for the convergence of the obtained observer. The construction presented here is compared with the linear approximation observer. The performance of both methods is illustrated by an example.
The paper is organized as follows. In section 1, denitions and notations are given, which will be used in the paper. Section 2 contains the main theoretic development of this paper. The approximation induced by the observability property of a system without inputs is constructed. Properties of the space of observation of the approximating system are stated. An observer is designed using the previously constructed approximation, in section 3. Sucient conditions for the convergence of this observer are stated. In section 4, an example is given which illustrate the performance of the observers obtained by a linear approximation and an homogeneous approximation. Section 5 contains the proofs. Finally, the conclusion is given in section 6
1. Definitions and notations 1.1. Notations
In the sequel, we denote:
• R the set of real numbers, • N the set of nonnegative integers, • span the linear span on the corresponding vector space over the eld R, • L f h the Lie derivative of the function h : R n → R along the vector eld f :
• [f, g] the Lie bracket of the vector elds f, g :
• ad i f g, where i ∈ N is dened by induction with ad 0 f g = g and ad
n , where ω is a 1-form on R n and g is a vector eld on R n ,
• an open subset U of R n is said to be positively invariant under systemẋ(t) = f (x(t)) if every solution x(t) of this system starting in U stays in U .
• . i,k the i-norm on R k , where i, k ∈ N (if not specied, norm 2 will be used), • . M the norm associated to the symmetric denite positive matrix M ,
αn n , where α ∈ N and (z 1 , . . . , z n ) are coordinates.
Throughout the paper, the functions and vector elds are supposed to be analytic.
Homogeneity
We recall here the denition of homogeneity and direct properties, see [13, 14] for more details.
Denition 1. The function
is called a dilation with respect to the weights r = (r 1 , . . . , r n ) ∈ N n , where ǫ > 0. 
2) for all ǫ > 0. Equivalently, we say that h is homogeneous of degree d with respect to the weights (r 1 , . . . , r n ). 
is homogeneous of degree 2 with respect to the weights (r 1 , r 2 ) = (2, 1).
The following lemma shows that the Lie derivative and the Lie bracket are compatible with the notion of homogeneity. Proof. a), b) are given by property 2 and c) by property 1 in [13] . A direct computation gives d).
Order induced by homogeneity
Let h : R n → R and f : R n → R n be a function and a vector eld, respectively. Let ∆ r ǫ be a dilation with nonnegative integer weights. Then h and f admit an homogeneous expansion of the following form
where each h l : R n → R and f l : R n → R n are homogeneous function and vector eld, respectively, of degree l with respect to ∆ r ǫ . Indeed, h an f are analytic, therefore an expansion in polynomial functions exists. Since the weights are nonnegative integer, each polynomial function is homogeneous of a certain degree. We can switch the terms of this series, because it is absolutely convergent, in order to obtain the homogeneous expansion. 
with the weights (r 1 , r 2 ) = (1, 2), admits the following homogeneous expansion
Construction of an homogeneous approximation for the observability problem
Consider the following system
where x is the state and y is the measured output. Functions f and h are supposed to be analytic and to satisfy f (0) = 0 and h(0) = 0. We assume that system (2.1) fullls an observability rank condition, i.e.
(2.4) The space O is called the observability space of system (2.1). The construction of the approximation is divided into two parts. First, we construct a change of coordinates
Then, we show that these new coordinates allow us to dene an approximation which keeps observability properties unchanged at the origin.
Construction of new coordinates
The construction of the change of coordinates is split into four part (1) denition of a ag on dO (2) denition of a basis of 1-forms for the ag, at the origin (3) construction of a dual basis of vector elds (4) denition of the change of coordinates 2.1.1. Denition of the ag In order to dene an approximation which keeps the informations of the observability space at the origin of the original system, we need to put a structure on this space. This structure has to describe the action of the vector eld f on the output function, performs by the Lie derivative. Therefore, we consider the following ag
The ag {L j } j≥1 has the following properties
Denition of the basis
Now that a structure on the space of observability has been dened, we need a related basis. Let us dene rst
where the number d is a nite integer because of (2.2). We dene next a basis (ω i ) 1≤i≤n , following a recursive procedure:
Remark 2. By the denition of dO, each ω i , 1 ≤ i ≤ n is exact, then we can associate a unique real function
Construction of the dual basis of vector elds
The delicate part for the construction of the change of coordinates is to nd a dual basis of vector elds with the required properties. We proceed as follow, rst we state what properties are needed for the dual basis and then, we show that there always exists such a basis. We dene a basis of vector elds at the origin, of R n , as a set of n vector elds g 1 , . . . , g n dened on a neighborhood U of the origin and such that g 1 (0), . . . , g n (0) are independent. Let V be the Lie algebra generated by g 1 , . . . , g n and f , and (V j ) j≥0 the increasing sequence of subspaces of V , dened by
(2.10)
A dual basis adapted to the ag (2.5) is dened as a basis g 1 , . . . , g n of vector elds at the origin which verify the following assumption:
where j ∈ {1, . . . , d} is such that n j−1 + 1 ≤ i ≤ n j , and
(v) For k = 1, . . . , n and j ∈ {1, . . . , d} verifying n j−1 + 1 ≤ k ≤ n j , the following equality holds true
Remark 3. Conditions (i)-(iii) are the same as in [13] and are used to obtain the approximation of the vector eld. Condition (iv) is for the output function approximation. And the last condition ensures that the basis of vector elds are ordered with respect to (V j ) as illustrated on gure 1.
Figure 1
Now, we exhibit a vector elds basis satisfying assumption 1. Consider the matrix M (x) for which the columns are the components of the 1-forms ω 1 , . . . , ω n , i.e.
Since the observability rank condition is fullled at the origin, the matrix M is invertible on a neighborhood U of the origin. Hence, there exist analytics vector eldsg 1 , . . . ,g n dened on U , such that
(2.12)
(2.13) where j ∈ {1, . . . , d} is such that n j−1 ≤ n − j + 1 ≤ n j . Then we have the following result. But as demonstrated by Proposition 1, we do not need to take an exact dual basis. Furthermore, this would make the computations for the change of coordinates unnecessarily complicated, or even impossible.
Denition of the change of coordinates
Consider a basis of vector elds at the origin g 1 , . . . , g n verifying assumption 1. Then, we can dene new
We call z, coordinates adapted to the ag (2.5). In the coordinates z dened by (2.15), the system (2.1) becomes 
Approximation design for the observability
We now investigate the properties of the system (2.1) in the new coordinates dened by (2.15 ). This will allow us to dene an homogeneous approximation which contains the informations of the observability space at the origin.
Denition of the approximation
We rst dene the weights (r 1 , . . . , r n ) adapted to the ltration (L j ) j≥1 at the origin by
The following main result is fundamental for our study, indeed, it shows that the order of H 1 , . . . H n and F are suited to the denition of an homogeneous approximation with respect to the weights dened by (2.19). 
Remark 5. We have obtained properties on the order of the functions (H i ) i=1,...,n . Thus, to dene an approximation of the system (2.16), we need to have the same property to apply to the output function. That is why, in the following, we assume that dh 1 (0), . . . , dh p (0) are independent and that
The one-forms dh 1 , . . . , dh p associated to the output function of system (2.1) belong to L 1 by construction. Hence, applying Theorem 1, the homogeneous expansion of F and H i , i = 1, . . . , p (given by (2.12)), with respect to the weights (r 1 , . . . , r n ) can be written as
where for each l, F l and H l i are homogeneous of degree l with respect to the weights (2.19).
Denition 5. The approximation of system (2.16) with respect to the ag (L j ) j≥1 is dened as
(2.23) Remark 6. The approximation simply consists in taking the rst term in the homogeneous approximation with respect to the given weights.
Properties of the approximation
The following result states, in a precise way, the correspondence between the observability space of the original system (2.1) and its approximating system
Theorem 2. Let ω ∈ L 1 and letω be the corresponding one-forms given by the approximating system (2.24).
Let (L j ) j≥1 be the ag associated to the approximating system (2.24), the following corollary is a direct consequence of Theorem 2 and hence will not be proved. In this section, we present the construction of a local observer, using the approximation developed in the previous section. We consider the case of a system with an output of dimension 1 to avoid unnecessary complicated notations, but the extension to the multi-output case follows the same lines. Let us consider the system
where f and h are analytics. We assume that
Hence system (3.1) veries the observability rank condition. According to the previous section, there exists new coordinates z dened by z = ϕ −1 (x) and weights r i = n − i, i = 1, . . . , n, such that, in the new coordinates, F (z) = (∂ϕ −1 /∂x)(ϕ(z)).f (ϕ(z)) and H(z) = h(ϕ(z)) are of order greater or equal to −1 and r 1 = n − 1 respectively. The approximating system is then given by
are the rst terms of the homogeneous expansion of F and H respectively, with respect to weights r i = n − i, i = 1, . . . , n. In order to construct an observer for system (3.1), we rst design an observer for system (3.3). We use the high gain observer presented in [9] after having transformed the system (3.3) into an observability canonical form. The observer for the original system is then obtained simply by replacingf andh by f and h.
The second change of coordinates is given by
. . . (3.6) where the gain K(θ) is given by
(3.7)
In the original coordinates x, the gain K h (θ,x) reads 8) and the observer for the original system (3.1)
(3.9)
We have the following result of convergence for the observer (3.9).
Proposition 3. Assume that system (3.1) veries property (3.2). Then, there exists θ * > 0 such that for all θ > θ * , there exist V 1 (θ) and V 2 (θ), two neighborhoods of the origin, such that:
if V 1 positively invariant under system (3.1) then the observer (3.8)-(3.9) is convergent on V 2 .
Remark 7. Proposition 3 states that for every θ > θ * , there exists a set in which the approximation is valid. Thus if the solutions of system (3.1) stay in this set, the observer is locally convergent.
The following proposition is similar to proposition 3 but with dierent assumptions. Proposition 4. If system (3.1) veries property (3.2) and if its origin is Lyapunov stable, then there exists a real number θ * > 0, such that for all θ > θ * , there exists a neighborhood of the origin U (θ) such that observer (3.8)-(3.9) is convergent on U .
Remark 8. Proposition 3 and 4 can be seen as an application of Theorem 1 in [26] , which is derived from the center manifold theory. But we propose here an original proof, derived from Lyapunov theory, which give the possibility to obtain an analytic estimation of the domain of convergence.
Example
In this section, we apply the methodology developed in this paper on a particular example and we compare it to the observer given by the linear approximation.
System
The considered system is This system fulll the observability rank condition, since
Thus dim dO(0) = 3.
Observer design by homogeneous approximation
We can apply our method:
• Computation of the rst change of coordinates:
A basis for the ag is given by
It is straightforward to check that the following dual basis fulll the requirements of assumption 1
Then the dieomorphism (2.15) is given by
Hence, we obtain the following approximation
(4.3)
• Construction of the second change of coordinates:
(4.5)
• Construction of the observer:
The change of coordinates from x to ξ is given by
The observer is given by
(4.8)
Observer design by linear approximation
In order to compare our approach with the linear approximation, we apply the same method:
• Denition of the linear approximation
(4.9)
• Computation of the change of coordinates
(4.10)
• Construction of the observer
(4.11)
T . We obtain the following observer
(4.12)
Results of simulations
We have computed an estimation of the domain of convergence of both observers by numerical means. More precisely, we have determined the larger δ > 0 such that B(0, δ) × B(0, δ) is in the domain of convergence U of the observer. For each δ, we have run 100 000 simulations where each corresponds to a couple of initial conditions taken randomly in B(0, δ) × B(0, δ). An initial condition is said to be into the domain of convergence if at time t simulation = 30s the error between the original system and the observer is less than ǫ simulation = 10 −3 . The results are given in (4.13).
δ observer by homogeneous approximation δ observer by linear approximation
We illustrate the convergence of both observers for particular initial conditions. We consider the initial condition In order to prove Proposition 1, we need the following technical result:
Lemma 2. Let g : U → R be an analytic vector eld and ω be an analytic one form dened on U , where U is a neighborhood of the origin in R n , such that ω(g)(x) = 0, ∀x ∈ U.
If we denote g (k) the Taylor expansion of g up to order k, then
Proof of lemma 2. Since g and ω are analytics, we can write g as followed: where ω i k (x) is the k-th term in the Taylor expansion of ω i . Thus
is the Taylor expansion of the function ω(g). Since ω(g) is analytic and vanish in a neighborhood U of the origin, we necessarily have Proof of Proposition 1.
Points (i) and (v)
These properties are direct consequences of the denition of (g i ) 1≤i≤n and (V j ) j≥1 .
Point (iv)
Let i ∈ {1, . . . , n}, then there exists j ∈ {1, . . . , d} such that n j−1 + 1 ≤ i ≤ n j . We have to prove that for all
(5.10)
by denition of B, g k ∈ {g 1 , . . . , g n−n d−p }. Apply lemma 2 with equation (2.13), we get
Since V is spanned by f and {g 1 , . . . , g n }, we just have to show that, for a given k ∈ N and vector elds g 1 , . . . , g k ∈ {g 1 , . . . , g n , f } verifying k l=1 w(g l ) = j, the following property is veried
i.e., we have to prove that
(5.14) The left hand-side of equation (5.14) can be rewritten as
For two vector eldsf,g : U → R n and a functionh : U → R n , we have
Hence (5.15) can be written as the sum of terms of the type cL gs 1 . . . L gs k h i with {s 1 , . . . , s k } = {1, . . . , k} and c = ±1. There is two possible cases. First, assume that g s k belongs to {g 1 , . . . , g n }. In this case, the idea of the proof is the same that for property (iv). Indeed, we have to prove that
where (5.17) can be proven exactly in the same fashion than property (iv). The second case happens when g s k = f . In that case, we have
If there is only f vector elds, then equation (5.15) holds true because f (0) = 0 and h i (0) = 0. This ends the proof.
Proof of Theorem 1
Order of the vector eld f . Following the notations of [13] , a basis adapted to the ltration (V j ) j≥1 is given by g n , . . . , g 1 . More specically,
is a basis of V 2 at zero, etc. According to Theorem 2.1 in [13] , in the the new coordinates z dened by the inverse of the function 20) where
is the vector eld g written in the new coordinates. The basis taken here is in reverse order (for the index) compared to the one in [13] , it explains why the weights are reversed too. In particular, the vector eld f belongs to V 1 , since ω i (f )(0) = 0 for all i = 1, . . . , n. Applying (5.20), we obtain the result.
Order of the functions H i , i = 1, . . . , n. We need to prove the following statement
By assumption 1-(iv), we know that, in the x coordinates,
In the following, we will prove that (5.22) actually implies (5.21). First, we rewrite (5.22) in the new coordinates. Let us denote G 1 , . . . , G n for the vector elds g 1 , . . . , g n in the new coordinates, that is
(5.23)
In the same fashion, we have
Then, for i = 1, . . . , n and k = 1, . . . , n, we obtain
(5.27)
In the new coordinates z, (5.22) becomes
where
(5.29)
We are now going to prove (5.21) by induction on the order α r .
Case α r = 1
Since α r = 1, we necessarily have |α| = 1 and α i = 0 if i = 1, . . . , n d−1 . Hence we have to prove that
According to Proposition 2.1 in [13] , G k (0) = ∂/∂z k , for k = 1, . . . , n, then by (5.28), we get
which prove this case.
We assume now that (5.21) holds true for α ∈ N n , such that
(5.32)
The expression
is a sum of terms of the form
where, for l = 1, . . . , s, i l ∈ {1, . . . , n}. Furthermore, we have the following property Let us consider E = {α ∈ N n | α r = k + 1} and E l = {α ∈ E | |α| = l}, then E is the disjoint union of E l , l = 1, . . . , k + 1. We are going to prove that ∂ α /∂z α H i (0) = 0, α ∈ E l for l = 1, . . . , k + 1, by induction on l.
. . . L 
Proof of Theorem 2
Before proving the Theorem, we need the following lemma. Proof of Theorem 2. Let H : R n → R be the unique function such that dH = ω and H(0) = 0. Since L 1 is spanned by H 1 , . . . , H n1 , it is sucient to prove the Theorem for H = H i , i = 1, . . . , n 1 . We prove only the cases k = 0 and 1, other cases can be proved in the exact same fashion. According to Theorem 1, H is of order greater or equal to d − 1 with respect to the weights (2.19), hence we can write dH(z)
where H l is homogeneous of degree l with respect to the weights (2.19). Similarly, F admit an homogeneous expansion of the form
where F l is homogeneous of degree l with respect to the weights (2.19).
Case k = 0
We apply lemma 3 to the right hand-side of equation (5.43), it comes l1≥0 dH l1 (0) = 0 and dH(0)
Evaluating both sides of equation (5.43) at the origin gives the conclusion.
Using equations (5.43) and (5.44), we obtain
According to lemma 1, LFH is of degree (d − 2) and H R is the sum of homogeneous functions of degree greater or equal to (d − 1). Applying lemma 3 and evaluating both sides of equation (5.47) at the origin, again, gives the result.
Proof of Propositions 3 and 4
We are going to prove Propositions 3 and 4 in the ξ coordinates, since the Lyapunov stability is a property independent of the coordinates. For this purpose, we introduce rst some notations. We denote system (3.1) (5.48) and the error systemė = G(ξ + e, H(ξ)) − F(ξ), (5.49) where e =ξ − ξ and G is the vector eld associated to system (3.9) in the ξ coordinates dened by equation (3.4) . We need to state two lemmas before proving Propositions 3 and 4. Proof. We have the following identity
(5.50)
(5.51) Since the function Φ is homogeneous, we get
(5.52)
and
This equality is true for every x in R n , since Φ is a dieomorphism.
Lemma 5. The function (e, ξ) → G(e + ξ, H(ξ)) − F(ξ) can be written as
where E = A − KC, α(e, ξ) is a matrix of dimension n × n such that α(0, 0) = 0 and γ is a function of the form
with e i = (e 1 , . . . , e i ) and each γ i :
. By construction, system (5.49) can be written as
where M is a n × n real matrix and α(e, ξ) is a matrix of dimension n × n such that α(0, 0) = 0. Then, all is left to prove is that the linear parts of (5.57) and (5.58) are upper triangular. We rst consider (5.57), it is sucient to prove that
(5.60)
By construction, the vector eld z → R f (z) is a sum of homogeneous vector elds of degree higher or equal to 0, with respect to the weights r i = n − i, i = 1, . . . , n. The function Φ l is homogeneous of degree 0 with respect to the weights r i = n − i, i = 1, . . . , n (as a vector eld), thus, according to lemma 4, the inverse function Φ −1 l is homogeneous of degree 0 with respect to the weights r i = n − i, i = 1, . . . , n. We obtain that the vector eld
is a sum of homogeneous vector elds of degree higher or equal than 0, which gives the result. We now consider (5.58). It can be proved in the same way than for (5.57). Indeed, by construction the real valued function z → R h (z) is a sum of homogeneous functions of degree higher or equal to r 1 + 1 = n with respect to the same weights (r i ) 1≤i≤n . Then applying lemma 4 gives the result.
We prove propositions 3 and 4 in the meantime. Indeed, the rst part of the proof is the same for both propositions, only the end is dierent.
Proof of Propositions 3 and 4. We have to prove that the error systeṁ This Lyapunov function veries:
• V (0) = 0, • V (e) > 0, e = 0,
• V is of class C 1 . Now, we need to show that the derivative of V is negative denite along the solutions of system (5.62). According to lemma 5, we can write G(e + ξ(t), H(ξ(t))) − F(ξ(t)) = Ee + α(ξ(t), e)e + γ(e), (5.65) with:
• E = A − KC,
• α(ξ(t), e) is a matrix of dimension n × n such that α(0, 0) = 0, • γ(e) is linear and in a triangular form. Hence, it givesV |(5.62) = −θe T S ∞ (θ)e − (Ce) 2 + 2e T S ∞ (θ)(α(ξ(t), e)e)2e T S ∞ (θ)(γ(e)).
(5.66)
We overvalue the last two terms in the previous equation. The rst over-valuation is done following the same computations as in [9] . The second one is obtained by applying rst the Cauchy-Schwarz inequality and then the mean value Theorem. For all e in V 2 , where V 2 is a neighborhood of the origin that will be set later, we The origin of system (5.48) is Lyapunov stable since Lyapunov stability is invariant under change of coordinates, thus there exists a neighborhood of the origin V 4 such that any solution of system (5.48) starting in V 4 stays in V 1 . Let V 3 be a neighborhood of the origin included in V 4 such that for all x, y ∈ V 3 , (x − y) ∈ V 2 . We then obtain that lim t→+∞ ξ(t) −ξ(t) = 0 if ξ(0),ξ(0) ∈ V 3 . Finally, we dene U = ϕ • Φ In this paper, we have constructed a homogeneous approximation for systems with multi-output and without input, satisfying an observability rank condition. This approximation retains pertinent information relative to observability, particularly, it has the same observability space as the original system. The construction given here is not always easy to compute, even if it is explicit. But, we have exhibited sucient conditions which give some degree of freedom for the construction. This approximation has been further used for the design of a local observer which has been shown to be convergent for Lyapunov stable systems. Once the change of coordinates is obtained, the observer design is straight and simple. The performance of the proposed method has been illustrated on an example and compared with linear approximation. It appears that our observer presents a substantially wider domain of convergence for this system.
