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Tracking of markers placed on anatomical landmarks is a com-
mon practice in sports science to perform the kinematic analysis 
that interests both athletes and coaches. Although different 
software programs have been developed to automatically track 
markers and/or features, none of them was specifically designed 
to analyze underwater motion. Hence, this study aimed to evalu-
ate the effectiveness of a software developed for automatic 
tracking of underwater movements (DVP), based on the Ka-
nade-Lucas-Tomasi feature tracker. Twenty-one video re-
cordings of different aquatic exercises (n = 2940 markers’ posi-
tions) were manually tracked to determine the markers’ center 
coordinates. Then, the videos were automatically tracked using 
DVP and a commercially available software (COM). Since 
tracking techniques may produce false targets, an operator was 
instructed to stop the automatic procedure and to correct the 
position of the cursor when the distance between the calculated 
marker’s coordinate and the reference one was higher than 4 
pixels. The proportion of manual interventions required by the 
software was used as a measure of the degree of automation. 
Overall, manual interventions were 10.4% lower for DVP 
(7.4%) than for COM (17.8%). Moreover, when examining the 
different exercise modes separately, the percentage of manual 
interventions was 5.6% to 29.3% lower for DVP than for COM. 
Similar results were observed when analyzing the type of mark-
er rather than the type of exercise, with 9.9% less manual inter-
ventions for DVP than for COM. In conclusion, based on these 
results, the developed automatic tracking software presented can 
be used as a valid and useful tool for underwater motion analy-
sis. 
 






The kinematic analysis of sports and clinical movements 
provides useful information to athletes and coaches for 
evaluating the technical performance during competitions 
and training sessions. In every sport, including swimming 
and other aquatic disciplines, this information can be used 
to optimize training activities (Ito and Okuno, 2010; 
Pogalin et al., 2007; Slawson et al., 2010). Kinematic 
analysis requires excellent accuracy and robustness of the 
methods used for data collection, as even little variations 
in kinematic indices can be important. Thus, there is a 
great interest in developing measuring techniques for a 
highly  accurate  and  sensitive  analysis  of human move- 
ments. 
The majority of the methods for kinematic analysis 
are based on markers, attached or fixed to the human 
body that enable tracking of specific anatomical land-
marks. In dry conditions, passive markers are commonly 
used, consisting of discs or spheres of different sizes 
covered by retro-reflective tape (Berthouze and Mayston, 
2011; Cappozzo et al., 1995; Davis et al., 1991; Frigo et 
al., 1998; Knuesel et al., 2005). Recently, Kjendlie and 
Olstad (2012) evaluated an automatic motion capture 
system designed to analyze human swimming using 
spherical markers with a diameter of 19 mm, reporting a 
7% to 10% increase in the passive drag due to the resis-
tance exerted by the 24 markers attached to the swimmer. 
Although further data are needed to support their findings, 
the formers may lead to the conclusion that the use of 
markers of non-negligible volume in the water is ques-
tionable. Indeed, an increased passive drag could nega-
tively affect the performance of the swimmer.  
A possible approach to avoid increment of passive 
drag consists in replacing the spherical markers with bi-
adhesives placed on the swimsuit, or with non-reflective 
markers drawn on the swimmer’s skin (Ceccon et al., 
2013; McCabe et al., 2011; McCabe and Sanders, 2012). 
When this setup is used, movements are filmed through 
conventional underwater cameras, and the resulting video 
recordings are analyzed using specific software for track-
ing of features. Manual tracking represents the roughest 
solution to analyze movements performed in the water. 
However, this tracking method requires an extensive 
amount of time. For example, Psycharakis and Sanders 
(2008) used manual digitation to analyze 19 anatomical 
landmarks for 4 stroke cycles in 10 swimmers performing 
a 200-m front-crawl trial. The mean stroke frequency was 
0.74 Hz, involving a total duration of approximately 5.4 s 
for the examined fraction (4 cycles) of each swim. Six 
cameras at 50 frames per second were used, therefore, 
about 1620 frames digitized for each swimmer. Although 
not all the markers had to be digitized in each frame 
(some were not visible by one or more cameras), a well-
trained operator would have reasonably used no less than 
one minute per frame, involving a total digitation time of 
27 hours for each swimmer. Therefore, the availability of 
appropriate software for automatic tracking would repre-
sent a significant advance in the practical use of kinematic 
analysis in swimming and other aquatic sports. This ap-
Research article 





proach would provide a quick feedback on the kinematic 
characteristics of swimming to swimmers and coaches.  
Several commercial computer software are avail-
able to track the markers, measure the kinematic vari-
ables, and present the data intuitively to coaches and 
athletes (Barris and Button, 2008). Although many of 
these software have tools to perform automatic tracking of 
markers, little is known about their algorithms and tech-
niques of analysis. The awareness of this information is 
essential to optimize the automatic tracking procedure in 
every environments and conditions. While the process of 
tracking has been thoroughly established already, it is not 
necessarily easy to select features that can be tracked 
properly (Shi and Tomasi, 1994), therefore a wide variety 
of algorithms has been proposed that aim at developing 
the most robust algorithm with less computational time. 
Common tracking methods are the “point track-
ing”, based on the detection of points that represents ob-
jects in consecutive frames, and the “kernel tracking”, 
representing the objects as primitive shapes and comput-
ing their motion from frame to frame (Yilmaz et al., 
2006). To the authors’ knowledge, only Figueroa et al. 
(2003) described in detail the algorithms used in a soft-
ware program (DVideo) designed for automatic tracking 
of markers in human motion analysis. In that software, 
based on the kernel tracking, the motion is computed by 
template matching where a similarity measure, e.g. cross 
correlation, is used to search for the object template in 
each image. While this kind of approach has a number of 
advantages for the analysis of sports gestures under nor-
mal visibility conditions (Figueroa et al., 2003), it may 
not prove to be as much effective when dealing with un-
derwater images. The analysis of video recordings per-
formed in an underwater environment involves additional 
difficulties linked to the small target size, the low image 
quality and the presence of background clutters. With 
high probability, these aspects make underwater tracking 
process harder. 
An alternative tracking approach, that could prove 
to be useful in handling the typical difficulties of under-
water motion analysis, is represented by optical flow 
techniques, such as the popular Kanade-Lucas-Tomasi 
(KLT) tracking (Lucas and Kanade, 1981; Tomasi and 
Kanade, 1991). Optical flow is a flexible representation of 
visual motion that is particularly suitable for computers 
analysing digital images. The algorithm explicitly opti-
mizes the tracking performance by classifying a feature as 
appropriate if it can be tracked successfully. This tech-
nique is reported to be the most efficient and accurate 
among optical flow techniques in terms of average angu-
lar deviations from the correct space-time orientation 
(Barron et al., 1994). The method based on optical flow is 
complex, but it can detect the motion accurately even 
without knowing the background (Lu et al., 2007). In this 
context KLT had proven to be accurate and efficient in 
computing optical flow (Barron et al., 1994; Galvin et al., 
1998; Liu et al., 1996; Lu et al., 2007). Barron et al. 
(1994) compared the accuracy of different optical flow 
techniques on both real and synthetic image sequences, 
and found the KLT the most reliable one. His findings 
were confirmed by Liu et al. (1996) who analyzed the 
accuracy and the efficiency trade-offs in various optical 
flow algorithms, and showed that KLT presents better 
accuracy with reduced computation time. Finally, Galvin 
et al. (1998) evaluated eight optical flow algorithms and 
concluded that the KLT method consistently produces 
accurate depth maps with a low computational time, 
showing good tolerance to the presence of noise. More 
recently, this technique has proven to be the most efficient 
in automatically estimating vehicle speed from video 
sequences acquired with a fixed mounted camera for its 
robustness in presence of noise (Shukla and Patel, 2013). 
Therefore, our hypothesis was that the KLT feature track-
er could be the most appropriate technique for tracking 
underwater images. 
The aim of the present study was to evaluate the ef-
fectiveness of a software for automatic tracking of user-
defined features in underwater conditions. The software 
has been developed starting from a free open-source im-
plementation of the KLT feature tracker (Sinha et al., 
2011), and was already used in a previous study that ana-
lysed the front crawl swimming (Ceccon et al., 2013). It is 
recognized that an important characteristic of an effective 
tracking algorithm is a limited amount of manual inter-
ventions required throughout the tracking process (Chiari 
et al., 2005; Figueroa et al., 2003). The percentage of 
manual interventions necessary to supervise the automatic 





Automatic tracking of underwater movements was per-
formed by a developed (DVP) and commercially avail-
able software (COM, SIMI Reality Motion Systems 
GmbH, version 7.5.288). To our knowledge, there is no 
commercial automatic tracking software available with 
known characteristics and precision. Therefore, COM was 
chosen as the reference software based on the considera-
tion that it is one of the most widespread software in hu-
man movement research.  
 
Developed tracking algorithm 
The algorithm has been specifically developed to perform 
the automatic tracking of passive markers, providing a 
simple user interface to Birchfield’s implementation of 
the KLT tracker (Birchfield, 1997). Given an initial posi-
tion of a marker, set by an experienced operator, the au-
tomatic tracker uses the gradient of the spatial intensity to 
optimally search for the vector that minimizes the differ-
ence between the surroundings of the feature in adjacent 
frames, as proposed by Lucas and Kanade (1981) and 
developed by Tomasi and Kanade (1991). In brief, the 
algorithm aims to find the displacement of small patches 
between two consecutive images. Under brightness con-
stancy assumption, the changes in the image intensity are 
only due to motion. Thus, the intensity of a patch should 
correspond to the intensity of the patch in the following 
image. This correspondence can be expressed in function 
of the displacement that has occurred on the image plane. 
The value of the displacement is calculated by minimizing 
the residual error, after having approximated the intensity 
 
 












              Figure 1. Types of marker used: A) full black circle; B) full white circle; C) partial black circle; and D) cross. 
 
function by its Taylor series expansion truncated to the 
linear term. The minimization step is repeated iteratively 
in a Newton-Raphson style, upon registration of the im-
age patches according to the current solution (Lucas and 
Kanade, 1981). The algorithm used here has the advan-
tage of being easily implementable starting from the KLT 
algorithm open source codes, available at the Intel Open 






A sample of 21 AVI video files (720 x 572 pixels, re-
corded at 50 frames·s-1) was used to perform both manual 
and automatic tracking of sports underwater movements. 
The videos were taken from preliminary studies in which 
each participant had signed an informed consensus in 
accordance with the local institutional board. Conven-
tional underwater analogic cameras (Sony Hyper Had, 
TS-6021PSC, Japan) were connected to a computer 
through an Analogic to Digital Video Converter (Canopus 
ADVC55, Grass Valley, USA). The cameras were auto-
matically synchronized with an ad-hoc software applica-
tion (Ceseracciu et al., 2011). In regards to the geometric 
distortion correction, the calibration of the cameras’ in-
trinsic parameters was achieved from a dry land acquisi-
tion of a checkerboard pattern that was corrected for un-
derwater application (Lavest et al., 2003; Zhang, 1999). 
This kind of calibration was used because it was easier to 
be performed thanks to the absence of bubbles and water 
turbulences. Then, a correction factor of 1.333 was ap-
plied, taking into account that the acquisitions were per-
formed with the same cameras but in underwater condi-
tions (Lavest et al., 2003). Videos corrected from geomet-
ric distortion were used as input for the analysis. The 
recorded sequences were de-interlaced before the tracking 
procedure. 
Four different types of markers were used, with 
black-on-white or white-on-black contrasts between the 
markers and the background: full black circles on the 
white skin, full white circles on the black swimsuit, black 
crosses on the white skin, and partially black circles (two 
full and two empty quarters) on the white skin (Figure 1). 
The markers were created by drawing them on the skin 
with indelible and harmless ink, or by attaching white 
circular bi-adhesive tapes (BTS, Milan, Italy) on the 
swimsuit. For each specific movement analyzed, the 
markers were positioned on three of the following ana-
tomical landmarks: styloid process of the ulna (SU), ole-
cranon of the ulna (OU), acromion of the scapula (AS), 
inferior angle of the scapula (IS), greater trochanter of the 
femur (GF), lateral epicondyle of the femur (LE), and 
lateral malleolus of the fibula (LM). The examined videos 
were divided into six sets, according to the underwater 
activity performed: 1) two videos of walking on a water 
treadmill (Figure 2A) with examined markers (full black 








Figure 2. Underwater exercise modes: A) treadmill; B) elliptical machine; C) front crawl swimming; D) walking; 
E) towed swimming (brief swimsuit); F) towed swimming (full body swimsuit); and G) flutter kick swimming. 






simulation on a water elliptical machine (Figure 2B) with 
examined markers (full black circles) on GF, LE and LM; 
3) six videos of front crawl swimming (Figure 2C) with 
examined markers (partially black circles) on SU, OU and 
AS (Figure 2C); 4) two videos of walking in the swim-
ming pool (Figure 2D) with examined markers (black 
crosses) on GF, LE and LM; 5) six videos of passive 
towed swimming in a prone position, using a traditional 
brief swimsuit (Figure 2E) (n = 3 videos) or a full body 
swimsuit (Figure 2F) (n = 3 videos) with examined mark-
ers (full black circles in the first case, both full black and 
white circles in the second case) on IS, GF and LE; and 6) 
three videos of flutter kick swimming (Figure 2G) with 
examined markers (black circles) on IS, GF and LE. One 
underwater camera was used to record the subject’s sagit-
tal view in all sets of videos, with the exception of front 
crawl swimming, where six cameras were used as the 
setup for a 3D analysis. In this last case, the six cameras 
were positioned to maximize both the sagittal and coronal 
views of the swimmer’s right upper limb, as described in 
a previous study (Ceccon et al., 2013). Regarding the 
other five motor tasks, each of them was recorded with 
one camera only. The camera was fixed to the pool’s edge 
using a support 2 m apart from the exercising subject, 30 
cm below the surface of the water for towed and flutter 
kick swimming videos, and 50 cm for walking, running 
and elliptical machine videos. 
 
Data analysis 
Each video was tracked manually by an experienced op-
erator using the manual-tracking mode of the COM soft-
ware to determine the reference for the 2D coordinates of 
the center of the markers. Subsequently, the 21 videos 
were tracked automatically by using both DVP and COM. 
Considering that any tracking techniques may produce 
false targets, to track the true target (in both DVP and 
COM) an operator stopped the automatic tracking proce-
dure and performed a manual intervention to correct the 
software cursor position when the distance between the 
estimated center of the marker and the reference one (i.e., 
determined using the manual tracking) was higher than 4 
pixels. The 4-pixel threshold was used because it almost 
corresponded to the radius of the markers (about 2 cm) for  
all the examined markers. It must be pointed out that a 
manual intervention was needed in those frames in which 
the software cursor went outside the marker’s edge be-
cause, in the following frames, the software would have 
not found the marker. This procedure was proposed to 
have a unique objective criterion of comparison. Given 
the multidirectional movements of the limbs and trunk 
during the performed activities, some markers were not 
visible in some frames. In such cases, the markers (n = 
599, about 20%) were excluded from the calculation, i.e. 
the manual and automatic tracking were performed only 
on visible markers (n = 2940). One video (22 frames, 66 
marker’s positions) was manually tracked five times by 
the same operator with the COM software. To assess the 
intra-operator reliability, the intra-class correlation (ICC, 
calculated through one-way analysis of variance), and the 
standard error of measurement (SEM) were used.  
Assuming that a better automatic tracking proce-
dure would require less human intervention, the percent-
age of manual interventions required for a given number 
of analyzed marker’s positions was used as the criterion 
to evaluate the effectiveness of the automatic tracking 
algorithm. The proportions of manual interventions ob-
served in DVP and COM were compared using odds 
ratios (OR). The comparison was carried out separately 
for the different exercise modes and types of marker. 
Odds ratios were estimated from data of 2x2 contingency 
tables (software x manual intervention), as (n11·n00) / 
(n10·n01), where n11, n00, n10 and n01 are respectively: the 
number of marker’s positions not requiring manual inter-
vention in COM, the number of marker’s positions requir-
ing manual intervention in DVP, the number of marker’s 
positions requiring manual intervention in COM, and the 
number of marker’s positions not requiring manual inter-
vention in DVP. Asymptotic interval confidences for odds 
ratios were derived from the standard error of the loga-
rithm of the odds ratio, calculated as indicated by Agresti 
(2002). All the statistical analyses were carried out using 




The intra-operator reliability for the manual tracking 
 
   Table 1. Number of frames automatically  tracked and number of manual interventions for each software and underwater 
movement. 
Movement Software Automatic tracks Manual  interventions 
Percentage of manual  








































20.3 .67 * .46 – .98 






7.3 .10* .04 – .29 






8.8 .16 * .08 – .32 






17.8 .37 * .31 – .44 
    CI, confidence interval for odds ratio.* p < 0.05, significantly different from 1 











Figure 3. Right knee flexion angle obtained from COM (light gray solid line with circles), DVP (dark gray solid 
line with squares) and manual tracking (black solid line) during a full cycle of the “Elliptical machine“ exercise.  
For DVP and COM, straight lines at the bottom of the plot represent the frames in which all the visible markers 
were tracked automatically (solid segments), and those requiring manual interventions for at least one marker 
(dotted segments).  
 
procedure was high (ICC = 0.99, SEM = 0.449 pixels). 
The right knee flexion angle values obtained through the 
examined procedures for one subject in the “elliptical 
machine” exercise are shown, as an example, in Figure 3. 
In this case, there was no manual intervention in the great 
majority of frames for DVP, while manual interventions 
were frequent for COM. The angular values assessed with 
the two methods and with the reference manual tracking 
were very similar throughout the entire period considered 
(Figure 3). 
For almost all the analyzed exercise modes, an OR 
significantly lower than 1 was observed (p < 0.05), mean-
ing that the proportion of manual interventions was lower 
in DVP than in COM. Towed swimming represented the 
only exception, in which both software performed the 
automatic tracking practically without requiring manual 
interventions. To quantify the duration of both manual 
and automatic tracking processes, one video of towed 
swimming that did not require any manual intervention 
was taken as an example: the time required to perform the 
automatic tracking of 32 frames (96 markers) was 
4min16s, that is, less than one half the time employed to 
manually track the same frames (10min40s). 
For each examined exercise, the difference be-
tween the percentages of manual interventions required 
by both the DVP and the COM software ranged from 
5.6% to 29.3% (Table 1). Considering the whole set of 
exercises, the proportion of manual interventions showed 
a difference of 10.4% between DVP (7.4%) and COM 
(17.8%). Similar results were found when the type of 
marker was analyzed. For full black circles, DVP required 
9.9% less manual interventions than COM, while for the 
full white circles no manual intervention was required in 




The aim of this study was to assess the effectiveness of a 
software developed for automatic tracking of features in 
underwater conditions. The assessment was based on the 
degree of automation of the software, calculated as the 
percentage of required manual interventions throughout 
the tracking process. The percentage of manual interven-
tions for the examined videos ranged from 0.4% to 17% 
in the developed software, while it reached higher values 
(up to 46.3%) in the commercial software regarded as the 
 
     Table 2. Number of automatic tracks and manual interventions for each software and type of marker. 
Type of 
























0 ∞ -∞ – ∞ 
     CI, confidence interval for odds ratio. * P < .05, significantly different from 1. 
 






reference (Table 1). Odds ratios computed by the number 
of frames automatically tracked and those that required a 
manual intervention in the two software were lower than 
1 (p < 0.05), demonstrating that the automatic tracking of 
DVP had, for the whole sets of videos with exception of 
“towed swimming”, a higher degree of automation than 
COM. Furthermore, using different types of markers, a 
similar difference was observed (Table 2). Hence, the 
results showed an overall better automatic tracking effec-
tiveness of DVP when compared to COM.  
The different effectiveness observed for DVP and 
COM cannot be explained by the type of video recordings 
or by the operator’s markers identification criterion, be-
cause they were the same in both cases. Therefore, a like-
ly reason for the difference observed between the two 
software lies into the algorithm used to track the markers. 
Indeed, analysing underwater movements presents a se-
ries of challenges due to intrinsic difficulties in obtaining 
images with overall good visibility. The DVP algorithm, 
derived from the KLT feature tracker (Lucas and Kanade, 
1981, Tomasi and Kanade, 1991), exploits the overall 
flexibility provided by optical flow methods. This finds 
agreement with Shirageri et al. (2013) and Shukla and 
Patel (2013). Reasonably, this characteristic allows the 
algorithm to overcome, at least partially, the difficulties of 
markers tracking in the underwater environment, resulting 
in a good degree of automation. Unfortunately, the auto-
matic tracking method used by COM is not available for 
verification; therefore it was not possible to specifically 
individuate which characteristics of the two algorithms 
were more decisive to their different automatic tracking 
effectiveness. 
 The results relative to the single exercise modes 
can provide important elements for better understanding 
the automatic tracking effectiveness of DVP. For those 
videos with a high contrast between the markers and the 
background (for example, towed swimming) both soft-
ware showed a very high degree of automation, with no 
manual intervention required. In the elliptical machine, on 
the contrary, a relatively high percentage of manual inter-
ventions were necessary for both software. This was due 
to the presence of background elements not clearly con-
trasting the marker (e.g., the foot support of the elliptical 
machine) that, being close to one or more markers in 
some phases of the movement, may have hindered the 
automatic tracking algorithms. However, a difference of 
86 manual interventions (29.3%) was observed between 
COM and DVP, demonstrating that the tracking process 
of DVP tends to be more efficient even under disadvanta-
geous conditions. This observation was confirmed by the 
analysis of software effectiveness when using different 
types of markers. No intervention was required by any 
software in the favourable condition represented by white 
circular markers on the black swimsuit. On the other 
hand, DVP required about 10% less interventions when 
considering full black circles as markers in all the videos 
together (Table 2). Thus, arranging an appropriate back-
ground contrast seems to be a key element for an effective 
automatic tracking. If this is not possible for some reason, 
using DVP may be a valid solution to reduce, at least 
partially, the processing time due to manual interventions 
for correcting the position of the cursor. The greatest 
advantage of the automatic tracking system is the elabora-
tion time shortening, as demonstrated above, as automatic 
tracking of both COM and DVP was about 2.5 times 
faster than manual tracking. Furthermore, we extrapolate 
that the automatic tracking procedure of DVP is signifi-
cantly less time consuming than that of COM when taking 
the whole video set into account due to the highest degree 
of automation of DVP. We can hypothesize that this is 
true also when the analysis does not concern an aquatic 
environment, and similar conclusions could be extended 
to the automatic tracking of movements performed out-
side the water. 
The front crawl swimming (Figure 2C) and flutter 
kick (Figure 2G) exercise modes present the most unde-
sirable characteristics of underwater recordings, with 
unavoidable bubbles and turbulences that negatively af-
fect the visibility of the markers (Ceccon et al., 2013). 
Furthermore, the brightness of video recordings is unlike-
ly to be constant in the presence of bubbles and turbu-
lence, and this may cause more difficulty in the automatic 
tracking of markers. Actually, the analysis of these two 
exercises required a high number of manual interventions 
in both DVP and COM, thus showing a general limit of 
automatic tracking under conditions specifically related to 
a water environment. Once again, however, DVP required 
a lower number of manual interventions, demonstrating a 
higher degree of automation (OR = 0.67 and 0.34 for 
flutter kick swimming and front crawl swimming, respec-
tively).  
A further aspect related to the front crawl swim-
ming exercise is that the movement was recorded from a 
multi-planar view (using six cameras) to perform the 3D 
analysis. In this case, due to the complexity of the move-
ment and to the difficulty in identifying a joint’s or an 
anatomical landmark’s center, the automatic tracking 
process might require a specific manual supervision. A 
practical compromise between using more features, that 
means more accurate 3D motion analysis reconstruction, 
and a reasonably short elaboration time should be pur-
sued. In this respect, results found in a previous study 
performed in dry condition with a stereo-photogrammetric 
system (Cappozzo et al., 1995) can be considered valid 




The features tracking algorithm presented can be used in 
research involving underwater motion analysis, due to its 
good degree of automation and overall effectiveness in 
tracking different types of passive non-reflective markers 
when analysing underwater exercises.  
 
References   
 
Agresti, A. (2002) Categorical data analysis: Wiley-interscience. 
Barris, S. and Button, C. (2008) A review of vision-based motion 
analysis in sport. Sports Medicine 38(12), 1025-1043. 
Barron, J.L., Fleet, D.J. and Beauchemin, S.S. (1994) Performance of 
optical flow techniques. International Journal of Computer 
Vision 12(1), 43-77. 
Berthouze, L. and Mayston, M. (2011) Design and validation of surface-
marker clusters for the quantification of joint rotations in 





general movements in early infancy. Journal of Biomechanics 
44(6), 1212-1215. 
Birchfield, S. (1997) Derivation of Kanade-Lucas-Tomasi tracking 
equation. Technical Report (serial online). Available from 
URL: http://www.ces.clemson.edu/~stb/klt/birchfield-klt-
derivation.pdf 
Cappozzo,  A.,  Catani,  F.,  Della  Croce,  U.  and  Leardini,  A.  (1995)  
Position and orientation in space of bones during movement: 
anatomical frame definition and determination. Clinical 
biomechanics (Bristol, Avon) 10(4), 171-178. 
Ceccon, S., Ceseracciu, E., Sawacha, Z., Gatta, G., Cortesi, M., Cobelli, 
C. and Fantozzi, S. (2013) Motion analysis of front crawl 
swimming applying CAST technique by means of automatic 
tracking. Journal of Sports Science 31(3), 276-287. 
Ceseracciu, E., Sawacha, Z., Fantozzi, S., Cortesi, M., Gatta, G., 
Corazza, S. and Cobelli, C. (2011) Markerless analysis of front 
crawl swimming. Journal of  Biomechanics 44(12), 2236-2242. 
Chiari, L., Della, C.U., Leardini, A. and Cappozzo, A. (2005) Human 
movement analysis using stereophotogrammetry. Part 2: 
instrumental errors. Gait and Posture 21(2), 197-211. 
Davis, R. B., Ounpuu, S., Tyburski, D. and Gage, J.R. (1991) A gait 
analysis data collection and reduction technique. Human 
Movement Science 10(5), 575-587. 
Figueroa, P.J., Leite, N.J. and Barros, R.M.L. (2003) A flexible software 
for tracking of markers used in human motion analysis. 
Computer Methods and Programs in Biomedicine 72(2), 155-
165. 
Frigo, C., Rabuffetti, M., Kerrigan, D.C., Deming, L.C. and Pedotti, A. 
(1998) Functionally oriented and clinically feasible quantitative 
gait analysis method. Medical & Biological Engineering & 
Computing 36(2), 179-185. 
Galvin, B., McCane, B., Novins, K., Mason, D. and Mills, S. (1998) 
Recovering Motion fields: an evaluation of eight optical flow 
algorithms. In: BMVC 98: Proocedings of the 9th British 
Machine Vision Conference, 14-17 September 1998, 
Southampton, UK,, Eds.: Nixon M and Carter J. 195-204. 
Ito, S. and Okuno, K. (2010) Visualization and motion analysis of 
swimming. Procedia Engineering 2(2), 2851-2856. 
Kjendlie, P.L. and Olstad, B.H. (2012) Automatic 3D motion capture of 
swimming: marker resistance. Medicine & Science in Sports & 
Exercise 44(5), S320. 
Knuesel, H., Geyer, H. and Seyfarth, A. (2005) Influence of swing leg 
movement on running stability. Human Movement Science 
24(4), 532-543. 
Lavest, J.M., Rives, G. and Laprest, J.T. (2003) Dry camera calibration 
for underwater applications. Machine Vision and Applications 
13(5-6), 245-253. 
Liu, H., Hong, T.-H., Herman, M. and Chellappa, R. (1996) Accuracy 
vs. efficiency trade-offs in optical flow algorithms. In: 
Computer Vision—ECCV'96. Eds.: Buxton B., and Cipolla, R. 
Springer. 174-183. 
Lu, N., Wang, J., Yang, L. and Wu, Q. H. (2007) Motion detection 
based on accumulative optical flow and double background 
filtering. In: Proocedings of World Congress on Engineering 
2007, 2-4 July 2007, London, UK,.Eds.:Ao, S.I., Gelman, L., 
Hukins, D.W.L., Hunter, A., and Korsunsky A.M.. 602-607. 
Lucas, B.D. and Kanade, T. (1981) An Iterative Image Registration 
Technique with an Application to Stereo Vision. In: 
Proceedings of the 7th International Joint Conference on 
Artificial Intelligence, 24-28 August 1981, Vancouver, Canada, 
Ed.: Hayes, P.J. 674 - 679. 
McCabe, C.B., Psycharakis, S. and Sanders, R. (2011) Kinematic 
differences between front crawl sprint and distance swimmers at 
sprint pace. Journal of Sports Science 29(2), 115-123. 
McCabe, C.B. and Sanders, R.H. (2012) Kinematic differences between 
front crawl sprint and distance swimmers at a distance pace. 
Journal of Sports Science 30(6), 601-608. 
Pogalin, E., Thean, A.H.C., Baan, J., Schipper, N.W. and Smeulders, 
A.W.M. (2007) Video-based training registration for swimmers. 
International Journal of Computer Science in Sport 6(1), 4-17. 
Psycharakis, S.G. and Sanders, R.H. (2008) Shoulder and hip roll 
changes during 200-m front crawl swimming. Medicine & 
Science in Sports & Exercise 40(12), 2129-2136. 
Shi, J. and Tomasi, C. (1994) Good features to track. In: Proceedings of 
IEEE Conference on Computer Vision and Pattern Recognition, 
21-23 June 1994, Seattle, USA. 593-600. 
Shirageri, M.S., Udupi, G.R. and Bidkar, G.A. (2013) Design and 
development of Optical flow based Moving Object Detection 
and Tracking (OMODT) System. International Journal of 
Advanced Research in Electronics and Communication 
Engineering 2(4), 475-480. 
Shukla, D. and Patel, E. (2013) Speed determination of moving vehicles 
using Lucas-Kanade Algorithm. International Journal of 
Computer Applications Technology and Research 2(1), 32-36. 
Sinha, S.N., Frahm, J.M., Pollefeys, M. and Genc, Y. (2011) Feature 
tracking and matching in video using programmable graphics 
hardware. Machine Vision and Applications 22(1), 207-217. 
Slawson, S.E., Conway, P.P., Justham, L.M. and West, A.A. (2010) The 
development of an inexpensive passive marker system for the 
analysis of starts and turns in swimming. Procedia Engineering 
2(2), 2727-2733. 
Tomasi, C. and Kanade, T. (1991) Detection and tracking of point 
features. Technical Report CMU-CS-91-132, Carnegie Mellon 
University. 
Yilmaz, A., Javed, O. and Shah, M. (2006) Object tracking: A survey. 
ACM Computing Surveys 38(4), 1-45. 
Zhang, Z. (1999) Flexible camera calibration by viewing a plane from 
unknown orientations. In: Computer Vision, 1999. The 
Proceedings of the Seventh IEEE International Conference on 





• The availability of effective software for automatic 
tracking would represent a significant advance for 
the practical use of kinematic analysis in swimming 
and other aquatic sports.  
• An important feature of automatic tracking software 
is to require limited human interventions and super-
vision, thus allowing short processing time. 
• When tracking underwater movements, the degree 
of automation of the tracking procedure is influ-
enced by the capability of the algorithm to overcome 
difficulties linked to the small target size, the low 
image quality and the presence of background clut-
ters. 
• The newly developed feature-tracking algorithm has 
shown a good automatic tracking effectiveness in 
underwater motion analysis with significantly small-
er percentage of required manual interventions when 
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