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Consider the model y, =f(j/ n) + E,, j = 1,. , n, where the y,‘s are observed, f is a smooth but 
unknown function, and the F,‘S are unobserved errors from a zero mean, strictly stationary process. 
The problem addressed is that of estimating the covariance function c(k) = E(F~F~) from the 
observations y, , , y,, without benefit of an initial estimate off: It is shown that under appropriate 
conditions on f and the error process, & consistent estimators of c(k) can be constructed from 
second differences of the observed data. The estimators of c(k) utilize only periodogram ordinates 
at frequencies greater than some small positive number S that tends to 0 as n +a~. Tapering the 
differenced data plays a crucial role in constructing an efficient estimator of c(k). 
time series * covariance estimation * spectrum * Fourier coefficients * kernel regression 
1. Introduction 
Suppose that data y,, . . . , y,, are observed according to the model 
yj=f(j/n)+&j, j=l,..., n, (1.1) 
where{Ej:j=l,..., n} is a sample from a zero mean, strictly stationary time series, 
and f is a smooth function. The yj’s might be, for example, measurements taken at 
equally spaced time points. Model (1.1) allows for the possibility that the mean 
function, E(yj) = pj, is not constant over time. By assuming that pj is of the form 
f(j/n) for some smooth A we are insisting that the mean change slowly over time. 
The focus of this paper will be on using differences of the observed data to estimate 
the covariance function, c(k), of the error process. The author was led to consider 
this problem during a study of kernel-type smoothers of correlated data (see Hart, 
1987). Hart (1987) and Chiu (1987) have proposed modified versions of cross- 
validation for choosing the bandwidth of a kernel estimate off in model (1.1). To 
use these modifications, it is necessary to have some knowledge of c(k). In other 
words, to achieve the goal of objectively smoothing a kernel estimate, it is necessary 
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to have an estimate of the covariance function that does not require an initial 
estimate off: 
Differencing, of course, has long been used as a device for de-trending a non- 
stationary time series (see, e.g., Box and Jenkins, 1976, and Priestley, 1981). If the 
trend is a dth order polynomial, then differencing the data d + 1 times eliminates 
the trend. Presumably, one could then consistently estimate the stationary part of 
the model from the differenced data. In practice, though, it seems doubtful that the 
trend (i.e., f in (1.1)) will be a polynomial of any finite order, and so differencing 
the data any number of times will fail to completely remove the trend. In this paper 
differencing will be viewed as an approximate de-trending device. It will be shown 
that if the trend in (1.1) is merely smooth (as opposed to being a polynomial), then 
consistent estimates for the covariance function of .sj can be obtained from second 
differences of the observed data. Similarly, first differences can be used to consistently 
estimate the covariance function. However, if, as is usual in the setting of nonpara- 
metric regression, one assumes that the trend has at least two derivatives, then 
second differences lead to a bias of smaller order than do first differences. 
The proposed estimator of the covariance function may be described as follows. 
Let dj=yj+,-2yj+yj_,, j=2 ,..., n - 1, and define the periodogram of a tapered 
version of the dj by 
n-l 2 
Id(w)=+ .g t(j/n)d,e-‘“’ , ” EL--T, nl, 
n I 2 
where t is a smooth function that vanishes at 0 and 1 and T,, = 2n Cyzi t’(j/n). 
Now, let [y] denote the largest integer less than or equal to y, and define wj = 2nj/n, 
j=l,..., [n/2]. The estimator of c(k) to be studied is 
c,(k) =4” ‘nfl c0S(wjk)ll-ei"JI~41~(~j), 
n j=j(S) 
(1.2) 
where 6 is some small positive number and j(S) = [ n6/(27r)]. Note that c,(k) is an 
approximation of the integral 
I 
?l 
2 cos(ok)ll -ei”l-41d(W) dw. 
s 
It will be shown that under certain conditions on f and on the error process, the 
estimator (1.2) is consistent for c(k) when n + ~0, S + 0, and n6 + 03. Furthermore, 
if additional conditions are placed on the rate at which 6 tends to zero, then 
(1.3) 
where 
(1.4) 
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and 
2 
IE(U)=$ .g t(j/H)Ej edi”’ , w E [ -?T, lT]. 
n I 1 
This last result shows that in model (1.1) it is possible to obtain a &t consistent 
estimator of c(k) even though no parametric model is assumed for the trend. 
Furthermore, (1.3) and results in Dahlhaus (1985) imply that cg( k) is asymptotically 
normally distributed. 
An important aspect of the theory to be developed is the role played by the taper 
t. By using a sufficiently smooth taper that vanishes at 0 and 1, the bias in c,(k) 
due to f is generally smaller than it is when no tapering is done. This improvement 
results from the fact that, whenever f”(O+) #f”( l-), the Fourier coefficients of the 
function t -f” converge to zero at a faster rate than do those off”. (See, for example, 
Tolstov, 1976). By considering the case where f is a straight line, it will also be seen 
that tapering the data eliminates a great deal of the error that results from multiplying 
Id(w) by 11 -eiwlm4 at low frequencies w. 
Before proceeding, some recent work related to the present topic should be 
mentioned. Gasser, Sroka, and Jennen-Steinmetz (1986) propose using second 
differences in a model like our (1.1) to estimate the variance function of heteroscedas- 
tic (but uncorrelated) errors. Chiu (1987) considers our model (1.1) with a parametric 
model, S(w; 13), for the spectrum of the error process. He shows that the parameter 
0 can be consistently estimated by using weighted least squares to fit the model 
11 -ei”J2S(w; 8) to the periodogram of the first differenced data. Much the same 
approach for estimating 0 was suggested independently by Hart (1987), who investi- 
gated his method via simulation for the special case of a first order autoregressive 
process. 
2. Consistency of covariance function estimator 
To get started, we state the following assumptions, which will be in force for the 
rest of the paper. 
(2.1) The trendf has three continuous derivatives on [0, 11, andfc4’ is absolutely 
integrable. 
(2.2) The error process { ej} is strictly stationary and has all moments. Furthermore, 
if y( u, , . . . , uk_,) is the kth orderjoint cumulant of E,, , . . . , F,,_, , so, then we assume 
that 
for each k = 2,3,. . . and that 
1 C&‘/k!<oo 
k 
for z in a neighborhood of zero. 
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(2.3) The taper t is a function that vanishes outside (0, l), is symmetric about +, 
has a continuous derivative and a Lipschitz continuous second derivative, and 
satisfies t(u) = O(u’) as u + 0. One example of such a taper is 
10(10~)~-15(10u)4+6(10u)s, O~u<0.1, 
t(u)= 1, 
( 
0.1 < u =S 0.5, 
t(1 -u), OS<u=Sl. 
Assumption (2.2) concerning the error process is found on pp. 26-27 of Brillinger 
(1981). This assumption is sufficient for obtaining a uniform (in w) bound on the 
tapered periodogram of the cj’s, a bound that is used in proving Theorem 1 below. 
An, Chen and Hannan (1983) provide the same type of bound for untapered 
periodograms under much weaker conditions than in assumption (2.2). If their 
results are also true for tapered periodograms, then Lemma 1 and Theorem 1 of 
the current paper are true for all error processes satisfying the conditions of An, 
Chen and Hannan (1983). This point, however, will not be pursued further here. It 
is worth pointing out that if the error process is Gaussian and strictly stationary, 
then assumption (2.2) is met whenever c(k) is absolutely summable. 
Before stating the main result, we give a lemma that illustrates the behavior of 
the periodogram of the differenced data. 
Lemma 1. Let (b(j) be the jth Fourier coeficient oft. f ‘I, i.e., 
4(j)= ’ 
I 
t( u)f “( u) epzmiju du. 
0 
Under model (1.1) and assumptions (2.1)-(2.3), we have, for j = 0, 1, . . . , 
n-1 
rs2 t(r/n)d, eeiwlr= -11 -ei”‘~12 i, t(r/n)e, e-““~‘+ll -ei”~lZ,,,(wj) 
+ -G2(@j) +i kT(W;)[+(j) +%,jl, 
where 
g(w) = iw/(e’” - eelw), 
1 
la,jl<u,=O - 0 n ’ 
log n 
IZnl(wj)l~znl=oP n (J > 
(2.4) 
and 
IZn2(Oj)( s zn2=“P (; pg. 
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Proof. From the smoothness off; 
d,=jf”(x,)+d*, 
where x,E[(Y-l)/n,(r+l)/n] and dT=&,+l-2s,+tEl_,. It is easy to show that 
i ng: t(r/n)f”(x,) e-iw~r = g(wj) 
I 
1 
h,(u) e-2Tvu du, 
I l/n 
where h,(u) =C:Ii t(r/n)f”(x,)J,(,~,,,,,(,+,,/,,(u), and Jra,bj denotes the indicator 
function on the interval [a, b). By the assumptions on t and J; 
I 
1 
h, ( u 1 e-2+iu 
du = 4(j) + an,j, 
I/n 
where a,,j = O(n-‘) uniformly in j. Since t vanishes outside (0, l), 
n--l 
rz2 t(r/n)dT euiwlr = .=t, t(r/n)dr eei“‘lr - t(l/n)d: e?‘J 
with t( l/n)dT e -iw~ = 0,(C2). We can write 
.=z, f(r/n)dF e-iwlr = -11 -ei”l12 f t(r/n)s, emi”‘fr 
I=--m 
where 
and 
---IA f [f((r-1)/n)-t(r/n)]e,e-‘“’ 
(eiw 
znl(0) = 11 _ eiw( T=_-oc 
+‘~~~e;Ww~) =E [t((r+l)/n)-t(r/n)].s,e-iw’ 
r ‘x 
For some set of x:‘s satisfying (r - 1)/n 5 XT 4 r/n, 
where 2: = O,,(e) by Theorem 4.5.1 of Brillinger (1981). Using the fact that 
t has a Lipschitz continuous second derivative, the random function Z,,,( .) can be 
bounded in exactly the same way as was Z,,,( .), which completes the proof of 
Lemma 1. 
We note that the term g( wj)[ 4( j) + Q,,~]/ n in Lemma 1 is due to the trend J; while 
the first three terms to the right of the equal sign are independent off and thus 
present even when f= 0. Lemma 1 will be used in proving the following main result 
concerning c6( k). 
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had success using this method in several data analyses, including an analysis of 
yearly Beveridge wheat price indices (a data set found in Newton 1988). See Hart 
(1987) for an illustration of the method on yearly mile run records. 
In the kernel regression setting to which the author has applied c&(k), the quantity 
of interest is a functional of c(k). In the simulation study of Hart (1987), useful 
estimates of this functional were obtained by taking 6 as large as 0.05~r to 0.1~. 
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