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Purpose of Talk
This talk is devoted to a 
functional analytic approach to 
the subelliptic oblique derivative 
problem for the Laplacian with a 
complex parameter.
We prove generation theorems of analytic
semigroups for the subelliptic oblique 
derivative problem for the Laplacian in 
the       topology and in the topology of 
uniform convergence.
Main Results
pL
These rather surprising results (elliptic 
estimates for a degenerate problem) work, 
since we are considering the homogeneous 
boundary condition.
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Historical Background
Due to Poincare, it is known that the 
oblique derivative problem arises 
naturally when determining the 
gravitational field of the moon, the 
earth and the other celestial bodies.
Henri Poincare
Henri Poincare (1854-1912)
French Mathematician
H. Poincare:
Lecons de mechanique celeste, Tome III,
Gauthier-Villars, Paris, 1910


Motivation of Talk (1)
In physical geodesy, investigations of the 
Earth's gravity field based on surface 
gravity data are usually associated with a 
simultaneous determination of the figure of 
the Earth. 
Motivation of Talk (2)
The precise 3D positioning by the Global 
Navigation Satellite Systems (GNSS) has 
brought new possibilities in gravity field 
modelling.  Terrestrial gravimetric 
measurements located by precise satellite 
positioning yield oblique derivative 
boundary conditions in the form of surface 
gravity disturbances.
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Motivation of Talk (3)
Now the shape of the Earth can be obtained 
by geometric satellite triangulation and 
satellite altimetry over the oceans.  In this 
way, the (linearized) fixed gravimetric 
boundary value problem in physical 
geodesy is an oblique derivative problem 
for the Laplace equation in the Earth's 
exterior.
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Motivation of Talk (4)
Nowadays we only pick up the data sent 
from the satellites not on the horizontal.
We neglect the data sent from the satellites 
on the horizontal.
(Elliptic case)

Conclusion (Subelliptic case)
(1)We can make use of the data sent from 
the satellites even on the horizontal.
(2) We can economize the number of 
satellites around the Earth.
Example: The viewpoint of the first 
approximation to the weather forecast data.

In this talk we will deal with an interior 
oblique derivative problem in a bounded 
domain. 
The analysis of harmonic functions in an 
exterior domain can be reduced to that of 
harmonic functions in a bounded domain by 
using the Kelvin transform.
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Functional analytic approach to the 
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Conclusion
(1)We can make use of the data sent from 
the satellites even on the horizontal.
(2) We can economize the number of 
satellites around the Earth.
The viewpoint of the first approximation 
to the weather forecast data.
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We make use the Dirichlet-Neumann
operator in the exterior domain in 
reducing the oblique derivative problem 
to the study of a pseudo-differential 
operator on the boundary.
The First Idea of Approach
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We make use of Agmon's technique of 
treating a spectral parameter as a second-
order elliptic differential operator of an extra 
variable on the unit circle and relating the 
old problem to a new one with the additional 
variable.
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