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Abstrak 
 
Model hidden Markov terdiri dari sepasang proses stokastik yaitu proses 
observasi dan proses yang memengaruhi observasi. Proses stokastik yang 
memengaruhi observasi ini diasumsikan membentuk rantai Markov dan 
tidak diamati. Model Poisson hidden Markov (MPHM) adalah salah satu 
model hidden Markov diskret dan proses observasinya jika diketahui 
proses yang memengaruhinya diasumsikan menyebar Poisson. Salah satu 
ciri MPHM adalah bersifat overdispersi, yaitu ragam data lebih besar dari 
rataannya. Permasalahan utama MPHM ialah  menduga parameter yang 
memaksimumkan fungsi likelihood. Fungsi likelihood dihitung 
menggunakan algoritme Forward-Backward. Algoritme Expectation 
Maximization (algoritme EM) digunakan untuk memaksimumkan fungsi 
likelihood. Penduga parameter MPHM yang diperoleh menggunakan 
algoritme EM konvergen ke titik stasioner dari fungsi likelihood. 
 
Kata Kunci: model Poisson hidden Markov, overdispersi, algoritme 
Forward-Backward, algoritme Expectation Maximization. 
 
1. PENDAHULUAN 
 
Terdapat banyak kejadian atau fenomena yang terjadi dalam kehidupan 
sehari-hari yang bersifat tidak pasti. Ketidakpastian ini dapat dijelaskan dengan 
proses stokastik. Hal ini dikarenakan proses stokastik merupakan suatu model 
yang dibangun dengan aturan-aturan peluang. Model ini dapat diterapkan dalam 
berbagai bidang pada kehidupan sehari-hari seperti nilai tukar rupiah, kedatangan 
pelanggan ke suatu pusat layanan, dan banyaknya klaim pada suatu perusahaan 
asuransi. 
Ketidakpastian pada suatu fenomena dapat disebabkan oleh beberapa 
faktor. Faktor-faktor penyebab ini seringkali sulit diamati. Model hidden Markov 
dapat diandalkan untuk memodelkan permasalahan ini. 
Model hidden Markov terdiri dari sepasang proses stokastik, yaitu proses 
observasi dan proses yang memengaruhi observasi. Proses stokastik penyebab 
observasi ini diasumsikan tidak diamati dan membentuk rantai Markov, yaitu 
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peluang terjadinya penyebab kejadian pada suatu waktu tertentu hanya bergantung 
pada penyebab kejadian pada satu satuan waktu sebelumnya. Penyebab observasi 
ini biasa disebut state. 
Model Poisson hidden Markov (MPHM) adalah salah satu model hidden 
Markov diskret di mana observasi (kejadian yang diamati) jika diketahui 
penyebab kejadiannya diasumsikan menyebar Poisson. Salah satu ciri MPHM 
adalah bersifat overdispersi, yaitu ragam dari data observasi pada setiap waktu 
lebih dari rataannya. 
Permasalahan utama pada MPHM ialah menduga parameter yang 
memaksimumkan fungsi likelihood. Karya ilmiah ini akan membahas pendugaan 
parameter MPHM menggunakan algoritme Expectation Maximization (EM) 
berdasarkan karya ilmiah Dempster et al. [2], kemudian membahas 
kekonvergenan parameter MPHM berdasarkan karya ilmiah Wu [6]. 
 
 
2. MODEL POISSON HIDDEN MARKOV 
 
2.1 Definisi 
 
Model Poisson hidden Markov adalah model dengan waktu diskret yang 
terdiri dari sepasang proses stokastik {𝑋𝑡, 𝑌𝑡}𝑡∈ℕ. {𝑋𝑡}𝑡∈ℕ merupakan penyebab 
kejadian yang diasumsikan tidak diamati dan membentuk suatu rantai Markov. 
Sedangkan {𝑌𝑡}𝑡∈ℕ adalah proses observasinya yang hanya bergantung pada 
{𝑋𝑡}𝑡∈ℕ. Kemudian peubah acak 𝑌𝑡 diketahui 𝑋𝑡 adalah diasumsikan peubah acak 
Poisson, untuk setiap 𝑡 ∈ ℕ. 
 
2.2 Karakteristik Model Poisson Hidden Markov 
 
1. Diasumsikan {𝑋𝑡}𝑡∈ℕ adalah rantai Markov diskret, homogen dan ergodic  
dengan ruang state 𝑆𝑋 = {1,2, ⋯ , 𝑚}. 
2. Matriks peluang state transisi Γ = [𝛾𝑖𝑗], di mana Γ matriks berukuran 𝑚 × 𝑚 
dan 𝑖, 𝑗 ∈ 𝑆𝑋 ,  memenuhi: 
 𝛾𝑖𝑗 = 𝑃(𝑋𝑡 = 𝑗|𝑋𝑡−1 = 𝑖) = 𝑃(𝑋2 = 𝑗|𝑋1 = 𝑖),  
 𝛾𝑖𝑗 ≥ 0,   
 ∑ 𝛾𝑖𝑗
𝑚
𝑗=1 = 1, untuk setiap 𝑖 = 1,2, … , 𝑚.  
Dalam model Poisson hidden Markov, Saat 𝑋𝑡 berada pada state i 
(𝑖 ∈ 𝑆𝑋), maka sebaran bersyarat 𝑌𝑡 jika diketahui 𝑋𝑡 = 𝑖 (𝑡 ∈ ℕ) adalah 
peubah acak Poisson dengan parameter 𝜆𝑖. Untuk setiap 𝑦 ∈ {0,1,2, … }, 
matriks peluang dari proses observasi Π = [𝜋𝑦𝑖], dengan 
𝜋𝑦𝑖 = 𝑃(𝑌𝑡 = 𝑦|𝑋𝑡 = 𝑖) = 𝑒
−𝜆𝑖
𝜆𝑖
𝑦
𝑦!
,  
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∑ 𝜋𝑦𝑖
∞
𝑦=0
= 1.  
3. Vektor peluang state awal 𝛿 = [𝛿𝑖], di mana 𝛿 merupakan vektor berukuran 
𝑚 × 1 dan 𝑖 ∈ 𝑆𝑋 , dengan 
𝛿𝑖 = 𝑃(𝑋1 = 𝑖),  
∑ 𝛿𝑖
𝑚
𝑖=1
= 1.  
Karena rantai Markov {𝑋𝑡}𝑡∈ℕ diasumsikan rantai Markov yang ergodic, 𝛿 
merupakan sebaran yang stasioner sehingga memenuhi 
Γ𝛿 = 𝛿. (1) 
 
 
4. Untuk setiap 𝑡 ∈ ℕ dan 𝑦 ∈ {0,1,2, … }, fungsi sebaran marginal dari 𝑌𝑡, yaitu 
𝑃(𝑌𝑡 = 𝑦) = ∑ 𝑃(𝑌𝑡 = 𝑦|𝑋𝑡 = 𝑖)𝑃(𝑋𝑡 = 𝑖)
𝑚
=𝑖=1
= ∑ 𝛿𝑖𝜋𝑦𝑖
𝑚
𝑖=1
 .  
5. Nilai harapan dari 𝑌𝑡 diberikan oleh 
𝐸(𝑌𝑡) = ∑ 𝑦 𝑃(𝑌𝑡 = 𝑦)
∞
𝑦=0
= ∑ ∑ 𝑦 𝑃(𝑌𝑡 = 𝑦|𝑋𝑡 = 𝑖)𝑃(𝑋𝑡 = 𝑖)
∞
𝑦=0
𝑚
𝑖=1
 
= ∑  𝐸(𝑌𝑡|𝑋𝑡 = 𝑖)𝑃(𝑋𝑡 = 𝑖)
𝑚
𝑖=1
= ∑ 𝜆𝑖𝛿𝑖 = 𝛿
′𝜆
𝑚
𝑖=1
, 
 
dengan 𝜆 merupakan vektor yang didefinisikan sebagai (𝜆1, … , 𝜆𝑚). 
6. Ragam dari 𝑌𝑡 diberikan oleh 
Var(𝑌𝑡) = 𝐸(𝑌𝑡
2) − (𝐸(𝑌𝑡))
2
 
= ∑(𝜆𝑖
2 + 𝜆𝑖)𝛿𝑖 − (∑ 𝜆𝑖𝛿𝑖
𝑚
𝑖=1
)
2𝑚
𝑖=1
 
= 𝜆′𝐷𝜆 + 𝛿′𝜆 − (𝛿′𝜆)2, 
 
dengan 𝐷 merupakan diag(𝛿). Berdasarkan [3] dapat ditunjukkan bahwa 
terjadi overdispersi. 
Berdasarkan pembahasan karakteristik MPHM di atas, model Poisson 
hidden Markov {𝑋𝑡, 𝑌𝑡}𝑡∈ℕ dicirikan oleh parameter 𝜙 = (Γ, 𝜆, 𝛿), dengan 
𝛿 = [𝛿𝑖]    𝑖 ∈ 𝑆𝑋 ,  
Γ = [𝛾𝑖𝑗]     𝑖, 𝑗 ∈ 𝑆𝑋 ,  
𝜆 = (𝜆1, 𝜆2, ⋯ , 𝜆𝑚)
′.  
Hal yang sangat penting pada MPHM ialah mengestimasi parameter 
model. Akan tetapi berdasarkan persamaan (1), 𝛿 dengan mudah diperoleh ketika 
Γ diperoleh, sehingga cukup mengestimasi parameter 𝜙 = (Γ, 𝜆). Pada tesis ini 
untuk mengestimasi parameter model dilakukan menggunakan metode maksimum 
likelihood. 
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3. PENDUGAAN PARAMETER 
 
Misalkan 𝑇 merupakan banyaknya observasi, 𝑚 banyaknya state, dan 𝑦 =
(𝑦1, 𝑦2, … , 𝑦𝑇 ) merupakan barisan observasi. Diberikan sebarang 𝜀 > 0 cukup 
kecil mendekati 0. 𝚽 = {𝜙 = (Γ, 𝜆) ∶  Γ ∈ [0,1]m
2
, 𝜆 ∈ [𝜀,
1
𝜀
]
𝑚
} merupakan 
ruang parameter MPHM.  
 Untuk setiap ∈ 𝚽, Γ(𝜙) = (𝛾𝑖𝑗(𝜙)), 𝜆(𝜙) = (𝜆𝑖(𝜙)), 𝛿(𝜙) = (𝛿𝑖(𝜙)), 
memenuhi asumsi sebagai berikut. 
Asumsi Kekontinuan Parameter MPHM 
1. 𝛾𝑖𝑗: 𝚽 → ℝ, dengan 𝛾𝑖𝑗(𝜙) = 𝛾𝑖𝑗 merupakan fungsi yang kontinu di 𝚽, ∀ 
𝑖, 𝑗 ∈ 𝑆𝑋, 
2. 𝜆𝑖: 𝚽 → ℝ, dengan 𝜆𝑖(𝜙) = 𝜆𝑖 merupakan fungsi yang kontinu di 𝚽, ∀ 𝑖 ∈
𝑆𝑋, 
3. 𝛿𝑖: 𝚽 → ℝ, dengan 𝛿𝑖(𝜙) = 𝛿𝑖 merupakan fungsi yang kontinu di 𝚽, ∀ 𝑖 ∈ 𝑆𝑋. 
 
Selanjutnya, misalkan: 
1. 𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑇), data dari proses {𝑌𝑡}𝑡=1
𝑇  (biasa disebut data tak lengkap), 
2. 𝑥 = (𝑖1, 𝑖2, … , 𝑖𝑇), penyebab dari 𝑦 yang tak diamati dan merupakan data dari 
proses {𝑋𝑡}𝑡=1
𝑇 , 
3. 𝑧 = (𝑖1, 𝑦1, … , 𝑖𝑇 , 𝑦𝑇) = (𝑥, 𝑦), data dari proses {𝑋𝑡, 𝑌𝑡}𝑡=1
𝑇  (biasa disebut data 
lengkap), 
4. 𝑌 = {𝑌𝑡}𝑡=1
𝑇 , 
5. 𝑋 = {𝑋𝑡}𝑡=1
𝑇 , 
6. 𝑍 = {𝑋𝑡, 𝑌𝑡}𝑡=1
𝑇 , 
7. 𝑃(𝑍 = 𝑧|𝜙) = 𝑝(𝑧; 𝜙) = 𝑝(𝑥, 𝑦|𝜙), merupakan fungsi massa peluang dari 𝑍, 
8. 𝑃(𝑌 = 𝑦|𝜙) = 𝑝(𝑦|𝜙) merupakan fungsi massa peluang dari 𝑌, 
9. 𝐿𝑇
𝑐 (𝜙) = 𝑝(𝑧|𝜙) = 𝑝(𝑥, 𝑦|𝜙), merupakan fungsi likelihood dari data lengkap, 
10. 𝑃(𝑋 = 𝑥|𝑌 = 𝑦, 𝜙) = 𝑝(𝑥|𝑦, 𝜙)merupakan fungsi massa peluang dari 𝑋 
dengan syarat 𝑌 = 𝑦 diberikan, yaitu 𝑝(𝑥|𝑦, 𝜙) =
𝑝(𝑧|𝜙)
𝑝(𝑦|𝜙)
=
𝑝(𝑥,𝑦|𝜙)
𝑝(𝑦|𝜙)
=
𝐿𝑇
𝑐 (𝜙)
𝐿𝑇(𝜙)
. 
Fungsi likelihood dari proses observasi 𝑌 didefinisikan sebagai berikut: 
𝐿𝑇(𝜙) = 𝑃(𝑌1 = 𝑦1, 𝑌2 = 𝑦2, … , 𝑌𝑇 = 𝑦𝑇|𝜙) 
= 𝑝(𝑦1, 𝑦2, … , 𝑦𝑇|𝜙) 
= 𝑝(𝑦|𝜙) 
= ∑ … ∑ (𝜋𝑦1𝑖1𝜋𝑦2𝑖2 … 𝜋𝑦𝑇𝑖𝑇) × (𝛿𝑖1𝛾𝑖1𝑖2𝛾𝑖2𝑖3 … 𝛾𝑖𝑇−1𝑖𝑇)
𝑚
𝑖𝑇=1
𝑚
𝑖1=1
 
= ∑ … ∑ 𝛿𝑖1𝜋𝑦1𝑖1 ∏ 𝛾𝑖𝑡−1𝑖𝑡𝜋𝑦𝑡𝑖𝑡
𝑇
𝑡=2
𝑚
𝑖𝑇=1
𝑚
𝑖1=1
. (2) 
 
( ) 
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Permasalahan utama pada MPHM ialah mencari parameter 𝜙∗ ∈ 𝚽 yang 
memaksimumkan fungsi likelihood 𝐿𝑇(𝜙). Untuk banyaknya data observasi 𝑇 
yang cukup besar, menghitung fungsi likelihood ini dibutuhkan waktu yang cukup 
lama. Algoritme forward-backward dapat digunakan untuk menangani masalah 
ini. 
3.1 Algoritme Forward-Backward 
 
Algoritme forward-backward digunakan untuk menghitung peluang 
terjadinya barisan observasi (𝑦1, 𝑦2, ⋯ , 𝑦𝑇) secara rekursif, hal ini sangat berguna 
untuk mempercepat waktu komputasi. Algoritme ini terbagi menjadi dua,  yaitu 
algoritme forward  dan  algoritme backward. 
Baum et al. [1] mendefinisikan peluang  forward  sebagai berikut: 
𝛼𝑡(𝑖|𝜙) = 𝑃(𝑌1 = 𝑦1, 𝑌2 = 𝑦2, … , 𝑌𝑡 = 𝑦𝑡, 𝑋𝑡 = 𝑖|𝜙), 
dan peluang backward 
𝛽𝑡(𝑖|𝜙) = 𝑃(𝑌𝑡+1 = 𝑦𝑡+1, … , 𝑌𝑇 = 𝑦𝑇|𝑋𝑡 = 𝑖, 𝜙), 
untuk 𝑡 = 1,2, … 𝑇, dan 𝑖 ∈ 𝑆𝑋 . 
MacDonald dan Zucchini [3] merumuskan peluang forward dan peluang 
backward secara rekursif, yang biasa disebut algortime forward  sebagai berikut: 
𝛼1(𝑖|𝜙) = 𝜋𝑦1𝑖𝛿𝑖, 
𝛼𝑡+1(𝑗|𝜙) = ( ∑ 𝛼𝑡(𝑖|𝜙)𝛾𝑖𝑗
𝑖∈𝑆𝑋
) 𝜋𝑦𝑡+1𝑗, 
dan algoritme backward 
𝛽𝑇(𝑗|𝜙) = 1, 
𝛽𝑡(𝑗|𝜙) = ∑ 𝛽𝑡+1(𝑖|𝜙)𝜋𝑦𝑡+1𝑖
𝑖∈𝑆𝑋
𝛾𝑗𝑖 , 
untuk 𝑡 = 1, … , 𝑇 − 1, dan 𝑖, 𝑗 ∈ 𝑆𝑋 . 
Kemudian MacDonald dan Zucchini [3] menggunakan algoritme forward 
dan algoritme backward untuk menghitung fungsi likelihood 𝐿𝑇(𝜙), yang biasa 
disebut algoritme forward-backward sebagai berikut: 
𝐿𝑇(𝜙) = ∑ 𝛼𝑡(𝑖|𝜙)𝛽𝑡(𝑖|𝜙)
𝑖∈𝑆𝑋
, 
untuk sebarang 𝑡 = 1,2,.  .  . , 𝑇, dan 𝑖 ∈ 𝑆𝑋 . 
Fungsi likelihood dari data lengkap MPHM adalah sebagai berikut: 
𝐿𝑇
𝑐 (𝜙) = 𝛿𝑖1𝜋𝑦1𝑖1 ∏ 𝛾𝑖𝑡−1𝑖𝑡𝜋𝑦𝑡𝑖𝑡
𝑇
𝑡=2
. (3) 
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Berdasarkan persamaan (2) dan (3), keterkaitan antara fungsi likelihood data tak-
lengkap dan data lengkap adalah sebagai berikut: 
𝐿𝑇(𝜙) = 𝑝(𝑦|𝜙) = ∑ … ∑ 𝛿𝑖1𝜋𝑦1𝑖1 ∏ 𝛾𝑖𝑡−1𝑖𝑡𝜋𝑦𝑡𝑖𝑡
𝑇
𝑡=2
𝑚
𝑖𝑇=1
𝑚
𝑖1=1
 
= ∑ 𝑝(𝑦, 𝑥|𝜙)
𝑥
 
= ∑ 𝐿𝑇
𝑐 (𝜙)
𝑥
. 
Untuk memperoleh 𝜙∗ ∈ 𝚽 yang memaksimumkan 𝐿𝑇(𝜙) merupakan 
masalah yang sulit. 𝜙∗ ∈ 𝚽 yang memaksimumkan ln 𝐿𝑇(𝜙) juga akan 
memaksimumkan 𝐿𝑇(𝜙). 
Untuk 𝜙 ∈ 𝚽, berlaku 
ln 𝑝(𝑥|𝑦, 𝜙) = ln
𝐿𝑇
𝑐 (𝜙)
𝐿𝑇(𝜙)
   ⟹ ln 𝐿𝑇(𝜙) = ln 𝐿𝑇
𝑐 (𝜙) − ln 𝑝(𝑥|𝑦, 𝜙). 
Perhatikan bahwa untuk sebarang ?̂? ∈ 𝚽 juga berlaku 
𝐸?̂?(ln 𝐿𝑇(𝜙) |𝑦) = 𝐸?̂?(ln 𝐿𝑇
𝑐 (𝜙) |𝑦) − 𝐸?̂?(ln 𝑝(𝑥|𝑦, 𝜙)|𝑦), (4) 
dan 
𝐸?̂?(ln 𝐿𝑇(𝜙) |𝑦) = ∑ ln 𝐿𝑇(𝜙) 𝑝(𝑥|𝑦, ?̂?)
𝑥
 
= ∑ ln 𝑝(𝑦|𝜙) 𝑝(𝑥|𝑦, ?̂?)
𝑥
 
= ∑ ln 𝑝(𝑦|𝜙)
𝑝(𝑥, 𝑦|?̂?)
𝑝(𝑦|?̂?)
𝑥
 
=
ln 𝑝(𝑦|𝜙)
𝑝(𝑦|?̂?)
∑ 𝑝(𝑥, 𝑦|?̂?)
𝑥
 
=
ln 𝑝(𝑦|𝜙)
𝑝(𝑦|?̂?)
𝑝(𝑦|?̂?) 
= ln 𝑝(𝑦|𝜙) 
= ln 𝐿𝑇(𝜙), (5) 
 
sehingga berdasarkan persamaan (4), dan (5) diperoleh 
ln 𝐿𝑇(𝜙) = 𝑄(𝜙|?̂?) − 𝐻(𝜙|?̂?), (6) 
dengan 𝑄(𝜙|?̂?) = 𝐸?̂?(ln 𝐿𝑇
𝑐 (𝜙)|𝑦) dan 𝐻(𝜙|?̂?) = 𝐸?̂?(ln 𝑝(𝑥|𝑦, 𝜙) |𝑦). 
JMA, VOL. 15, NO. 1, JULY 2016, 45-54 51 
 
Langkah pertama untuk memperoleh 𝜙∗ yang memaksimumkan ln 𝐿𝑇(𝜙) 
adalah menyelesaikan persamaan 𝜕𝜙(ln 𝐿𝑇(𝜙)) = 0 untuk mendapatkan titik 
stasioner. Dengan mengikuti pola persamaan (4), dengan mudah diperoleh 
𝜕𝜙(ln 𝐿𝑇(𝜙)) = 𝐸?̂?(𝜕𝜙(ln 𝐿𝑇(𝜙))|𝑦). (7) 
Akibat persamaan (6) dan (7), maka 
𝜕𝜙(ln 𝐿𝑇(𝜙)) = 𝐸?̂?(𝜕𝜙(ln 𝐿𝑇(𝜙))|𝑦) 
= 𝐸?̂?(𝜕𝜙 ln 𝐿𝑇
𝑐 (𝜙) |𝑦) − 𝐸?̂?(𝜕𝜙 ln 𝑝(𝑥|𝑦, 𝜙)|𝑦). (8) 
Definisikan 
𝐷10𝑄(𝜙|?̂?) = 𝐸?̂? (
𝜕
𝜕𝜙
ln 𝐿𝑇
𝑐 (𝜙)|𝑦), (9) 
dan 
𝐷10𝐻(𝜙|?̂?) = 𝐸?̂? (
𝜕
𝜕𝜙
ln 𝑝(𝑥|𝑦, 𝜙) |𝑦), (10) 
sehingga dengan mensubstitusikan persamaan (9) dan (10) ke persamaan (8) akan 
diperoleh 
𝜕𝜙(ln 𝐿𝑇(𝜙)) = 𝐷
10𝑄(𝜙|?̂?) − 𝐷10𝐻(𝜙|?̂?). 
Karena 𝐷10𝐻(?̂?|?̂?) = 0 untuk setiap ?̂? ∈ 𝚽 dan 𝐻(𝜙|?̂?) ≤ 𝐻(?̂?|?̂?) untuk 
setiap 𝜙, ?̂? ∈ 𝚽,  sehingga berdasarkan [6] untuk mencari titik stasioner dari 
ln 𝐿𝑇(𝜙) cukup mencari titik stasioner dari 𝑄(𝜙|?̂?) terhadap 𝜙 ∈ 𝚽. Akan tetapi 
𝐷10𝑄(𝜙|?̂?) merupakan fungsi tak-linear dan sulit diselesaikan secara eksplisit 
terhadap parameter 𝜙 ∈ 𝚽, akibatnya untuk memperoleh titik stasioner dari 
𝑄(𝜙|?̂?) terhadap 𝜙 ∈ 𝚽 secara analitik merupakan persoalan yang sulit, sehingga 
permasalahan ini diselesaikan dengan pendekatan numerik. Pada tesis ini 
digunakan algoritme Expectation Maximization. 
3.2 Algoritme Expectation Maximization 
 
Algoritme Expectation Maximization (EM) adalah algoritme iteratif yang 
terdiri atas dua langkah pada setiap iterasinya, yaitu langkah E dan langkah M. 
Langkah-langkah dalam algoritme EM yaitu, ambil 𝜙(𝑘) sebagai penduga 
parameter MPHM yang didapat pada iterasi ke-(𝑘). Pada iterasi ke-(𝑘 + 1) 
langkah E dan langkah M didefinisikan sebagai berikut: 
1. Berikan nilai awal parameter 𝜙(𝑘) untuk 𝑘 = 0, 
2. Langkah E – diberikan 𝜙(𝑘), hitung 
𝑄(𝜙; 𝜙(𝑘)) = 𝐸𝜙(𝑘)(ln 𝐿𝑇
𝑐 (𝜙)|𝑌 = 𝑦) 
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= ∑
𝛼1(𝑖|𝜙
(𝑘))𝛽1(𝑖|𝜙
(𝑘))
∑ 𝛼𝑡(𝑙 |𝜙
(𝑘))𝛽𝑡(𝑙|𝜙
(𝑘))𝑙∈𝑆𝑋
ln 𝛿𝑖(𝜙)
i∈SX
+ ∑
∑ 𝛼𝑡(𝑖|𝜙
(𝑘))𝛽𝑡(𝑖|𝜙
(𝑘))𝑇𝑡=1
∑ 𝛼𝑡(𝑙|𝜙
(𝑘))𝛽𝑡(𝑙|𝜙
(𝑘))𝑙∈𝑆𝑋i∈SX
ln 𝑃(𝑌𝑡 = 𝑦𝑡|𝑋𝑡 = 𝑖, 𝜙)
+ ∑ ∑
∑ 𝛾𝑖𝑗(𝜙
(𝑘))𝛼𝑡(𝑖|𝜙
(𝑘))𝑃(𝑌𝑡+1 = 𝑦𝑡+1|𝑋𝑡+1 = 𝑗, 𝜙
(𝑘))𝛽𝑡+1(𝑗|𝜙
(𝑘))𝑇−1𝑡=1
∑ 𝛼𝑡(𝑙|𝜙
(𝑘))𝛽𝑡(𝑙|𝜙
(𝑘))𝑙∈𝑆𝑋j∈SXi∈SX
ln 𝛾𝑖𝑗(𝜙), 
3. Langkah M – cari 𝜙(𝑘+1) yang memaksimumkan 𝑄(𝜙; 𝜙(𝑘)), sehingga 
𝑄(𝜙(𝑘+1)|𝜙(𝑘)) ≥ 𝑄(𝜙|𝜙(𝑘)), 
untuk setiap 𝜙 ∈ 𝚽, 
4. Ganti 𝑘 dengan 𝑘 + 1 dan ulangi langkah 2 sampai langkah 4 hingga 
|ln 𝐿𝑇(𝜙
(𝑘+1)) − ln 𝐿𝑇(𝜙
(𝑘))| kurang dari galat yang diinginkan, dengan kata 
lain {ln 𝐿𝑇(𝜙
(𝑘+1))} konvergen. 
Pada Langkah M, untuk memperoleh parameter 𝛾𝑖𝑗(𝜙
(𝑘+1)) yang 
memaksimumkan 𝑄(𝜙|𝜙(𝑘)) terhadap 𝜙 ∈ 𝚽  ialah menggunakan metode 
pengali Lagrange dengan kendala ∑ 𝛾𝑖𝑗(𝜙)
𝑚
𝑗=1 = 1, untuk 𝑖 = 1,2, … , 𝑚. Misalkan 
𝐺(𝜙|𝜙(𝑘)) = 𝑄(𝜙|𝜙(𝑘)) − ∑ 𝜃𝑖(∑ 𝛾𝑖𝑗(𝜙) − 1∀𝑗 )
𝑚
𝑖=1 , untuk sebarang 𝜃𝑖 ∈ ℝ. 
Maka menurut Paroli dan Spezia [5], 
𝜕𝐺(𝜙|𝜙(𝑘))
𝜕𝛾𝑖𝑗(𝜙)
= 0 mengimplikasikan 
𝛾𝑖𝑗(𝜙
(𝑘+1)) =
∑ 𝛾𝑖𝑗(𝜙
(𝑘))𝛼𝑡(𝑖|𝜙
(𝑘))𝑃(𝑌𝑡+1 = 𝑦𝑡+1|𝑋𝑡+1 = 𝑗, 𝜙
(𝑘))𝛽𝑡+1(𝑗|𝜙
(𝑘))𝑇−1𝑡=1
∑ 𝛼𝑡(𝑖|𝜙
(𝑘))𝛽𝑡(𝑖|𝜙
(𝑘))𝑇−1𝑡=1
. 
Kemudian, untuk memperoleh parameter 𝜆𝑖(𝜙
(𝑘+1)) yang 
memaksimumkan 𝑄(𝜙|𝜙(𝑘)) terhadap 𝜙 ∈ 𝚽 dari persamaan 
𝜕𝑄(𝜙|𝜙(𝑘))
𝜕𝜆𝑖(𝜙)
= 0, 
berdasarkan [5] diperoleh penduga 𝜆𝑖 ke 𝑘 + 1 adalah 
𝜆𝑖(𝜙
(𝑘+1)) =
∑ 𝛼𝑡(𝑖|𝜙
(𝑘)) 𝛽𝑡(𝑖|𝜙
(𝑘)) 𝑦𝑡
𝑇
𝑡=1
∑ 𝛼𝑡(𝑖|𝜙
(𝑘)) 𝛽𝑡(𝑖|𝜙
(𝑘))𝑇𝑡=1
. 
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4. KEKONVERGENAN PENDUGA PARAMETER 
 
Akan dibuktikan barisan {ln 𝐿𝑇(𝜙
(𝑘))} konvergen ke ln 𝐿𝑇(𝜙
∗) 
menggunakan algoritme EM, dengan 𝜙(𝑘) merupakan penduga parameter MPHM 
pada iterasi ke−𝑘 dan 𝜙∗ merupakan titik stasioner dari fungsi ln 𝐿𝑇(𝜙). Hal ini 
akan dibahas pada Teorema Wu. Sebelum membahas Teorema Wu, perlu dibahas 
kondisi Wu untuk kasus MPHM yang dibuktikan oleh Paroli et al. [4] sebagai 
berikut. 
 
Kondisi Wu 
Misalkan 𝑇 merupakan banyaknya observasi, dan 𝑚 banyaknya state. Diberikan 
sebarang 𝜀 > 0 cukup kecil mendekati 0. 𝚽 = {𝜙 = (Γ, 𝜆) ∶  Γ ∈ [0,1]m
2
, 𝜆 ∈
[𝜀,
1
𝜀
]
𝑚
} merupakan ruang parameter MPHM. Maka 4 kondisi berikut terpenuhi. 
1. 𝚽 adalah himpunan bagian terbatas dari ℝ𝑚
2+𝑚, 
2. ln 𝐿𝑇(𝜙) adalah kontinu pada 𝚽 dan terdiferensialkan di dalam interior 𝚽, 
3. 𝚽𝜙(0) =  {𝜙 ∈ 𝚽: ln 𝐿𝑇(𝜙) ≥ ln 𝐿𝑇(𝜙
(0))} adalah himpunan kompak, untuk 
sebarang 𝜙(0) ∈ 𝚽, dengan ln 𝐿𝑇(𝜙
(0)) >  −∞, 
4. 𝑄(𝜑|𝜙) adalah fungsi kontinu terhadap 𝜑 dan 𝜙 pada  𝚽 × 𝚽. 
 
Teorema Wu 
Misalkan 𝑄(𝜑|𝜙)  fungsi yang kontinu terhadap 𝜑, 𝜙 di 𝚽 × 𝚽. Misalkan {𝜙(𝑘)} 
adalah barisan penduga MPHM yang diperoleh menggunakan algoritme EM. 
Maka, 
1. Jika lim
𝑘→∞
𝜙(𝑘) = 𝜙∗, maka 𝜙∗ adalah titik stasioner dari fungsi ln 𝐿𝑇(𝜙), 
2. lim
𝑘→∞
ln 𝐿𝑇(𝜙
(𝑘)) = ln 𝐿𝑇(𝜙
∗), di mana kekonvergenannya monoton naik. 
 
Berdasarkan Teorema Wu di atas, kekonvergenan fungsi likelihood yang 
diperoleh hanya akan menuju titik stasioner dari fungsi likelihood tersebut. 
Sehingga menentukan nilai awal penduga parameter MPHM pada algoritme EM 
merupakan hal yang sangat penting. 
 
 
5. SIMPULAN 
 
MPHM yang diasumsikan rantai Markovnya homogen dan ergodic serta 
memenuhi Asumsi Kekontinuan Parameter, maka  
1. Pendugaan parameter MPHM menggunakan algoritme EM menghasilkan 
rumusan yang memaksimumkan fungsi likelihood, 
2. Penduga parameter yang diperoleh konvergen ke titik stasioner dari fungsi 
likelihood tersebut. 
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