Thanks to the advancements in multichannel intracranial neural recordings, magnetic neuroimaging and magnetic neurostimulation techniques (including magnetogenetics), it is now possible to perform large-scale high-throughput neural recordings while imaging or controlling neural activity in a magnetic field. Analysis of neural recordings performed in a switching magnetic field, however, is not a trivial task as gradient and pulse artefacts interfere with the unit isolation. Here we introduce a toolbox called PASER, Processing and Analysis Schemes for Extracellular Recordings, that performs automated denoising, artefact removal, quality control of electrical recordings, unit classification and visualization. PASER is written in MATLAB and modular by design. The current version integrates with third party applications to provide additional functionality, including data import, spike sorting and the analysis of local field potentials. After the description of the toolbox, we evaluate 9 different spike sorting algorithms based on computational cost, unit yield, unit quality and clustering reliability across varying conditions including self-blurring and noise-reversal. Implementation of the best performing spike sorting algorithm (KiloSort) in the default version of the PASER provides the end user with a fully automated pipeline for quantitative analysis of broadband extracellular signals.
Introduction
Magnetic control of neural activity is an emerging technology that promises non-invasive brain stimulation [1, 2] . Because magnetic fields can penetrate the body largely undisturbed, magnetic stimulation can be performed without implanting a probe in the brain [3, 4] . Magnetic neural stimulation can be combined with optical and electrical methods for multimodal observation and control of neural circuits. It offers faster temporal resolution than other noninvasive brain stimulation techniques (e.g. ultrasound, transcranial magnetic stimulation) [1, 5] .
Electrical recording in a switching magnetic field is nonetheless not a trivial task due to electromagnetic interference and the associated electrical, including gradient and pulse, artefacts [6, 7] . Gradient artefacts are bipolar signals that are several orders of magnitude larger than the neural signals, caused by a switch in magnetic field. Because they are transients, triggered externally, they could be largely removed by subtracting an average gradient artefact trace from broadband neural signals [8] . Alternatively they could be isolated using various blind and supervised source separation techniques [9] [10] [11] [12] , all of which have been previously applied to human electroencephalographic data [13] [14] [15] . Pulse artefacts are smaller than gradient artefacts and vary primarily based on blood motion [7] . It has been suggested that pulse artefacts are caused by a) electromagnetic induction [16] , b) the Hall effect which is due to the movement of conductive fluid in a static magnetic field, inducing electrical potentials [17] , and c) the pulsatile motion of the living tissue, caused (at least in part) by the blood flow dynamics in vasculature [7] . Although various independent component analysis (ICA) methods [6, 14, 18, 19] have been developed to remove pulse artefacts, ICA decomposition requires source to be stationary, hence it performs poorly when subjects are in motion in respect to the conductor (electrode). Moreover, in experimental conditions where the distance between a conductor and electromagnet varies across trials, gradient artefacts would vary significantly, requiring detection and removal of each artefact separately. For these reasons chronic neural recordings in a pulsing magnetic field requires novel signal processing approaches. Here we introduce a toolbox called PASER, Processing and Analysis Schemes for Extracellular Recordings, that performs automated denoising and quality control of electrical recordings. PASER is written in MATLAB and modular by design. The current version integrates third party applications to provide additional functionality, including with OpenEphys [20] for data import, KiloSort [21] for spike sorting and FieldTrip [22] for the analysis of local field potentials. PASER also provides quantitative measures of unit quality based on statistical criteria for objective classification of spike sorting results. The toolbox is distributed freely via github.com/DepartmentofNeurophysiology/Paser and should facilitate high-throughput, automated analysis of invasive neural recordings made under challenging conditions, including during electromagnetic interference. Figure 1 illustrates the off-line data processing pipeline implemented by PASER. Broadband extracellular signals are measured typically by a polytrode and is sampled at ~30 kHz [23] [24] [25] [26] [27] [28] . We show a tetrode in the diagram for illustrative purposes, but higher-channel probes are also supported by the toolbox. What follows are descriptions of the various processing steps carried out by PASER and that are presented in Figure 1 . Note that many of these stages likely to have alternative solutions, which is why PASER has a modular pipeline, so that each stage can easily be modified as methodology develops further. The processing steps are under user control through global parameters.
Methods and Results
In the text, we report default parameter values, but the user can provide their own combination of parameter values in an external script that can be loaded by the toolbox as the pipeline can be run in a fully automated manner.
After the description of the processing steps, we evaluate 9 different spike sorting algorithms based on computational cost, unit yield, unit quality, and clustering reliability (robustness) when signals are disturbed through self-blurring and noise-reversal [29] and implement one of the best performing spike clustering methods, i.e. KiloSort [21] , in PASER to provide the end-user a fully automated pipeline.
Figure 1:
The flow-chart of PASER. The pipeline takes the raw broadband extracellular signals measured by any number of electrodes or polytrodes (here shown as a tetrode), removes electromagnetic and other stimulus related artefacts before isolating units and LFP data for analysis. In the figure, steps are represented by boxes, where a solid outline indicates a mandatory step while a dashed outline is optional, but often recommended. See main text for descriptions of each step.
Pre-processing
In the first section of the pipeline, we carry out operations on the raw signal to eliminate noise and extract metadata, before splitting the pipeline into the spike and LFP processing branches. To respect the memory capacity of typical workstations, data is partitioned and processed individually.
Step 1.0: Stimulus detection and synchronization
Stimulus delivery, let it be sensory or through brain stimulation, is a popular choice in experimental designs that aim to address the causality between neural activity and (network and organismal)
behavior. In these experiments the timing of each stimulus is synchronized with the clock of the extracellular measurement in order to capture the neurophysiological response. Since this synchronization procedure is experiment dependent, PASER allows the user to provide stimulus information. The detected stimulus timestamps are subsequently stored as metadata in the final output file for use in the analysis.
Step 1.1: Stimulus-induced artifact removal
During electrical recordings performed in pulsating magnetic fields, changes in the gradient cause a (large) deflection in the voltage time-series due to electromagnetic induction (see Figure 2 ). If these transients are not removed, the data around them are dramatically distorted due to the appearance of prominent high-frequency ringing artifacts after band-pass filtering (see Step 1.3), ruling out any possibility of spike detection around the stimulus. To correct for this contamination, we remove the transients after detecting them using a derivative threshold of 10 times the median absolute deviation (MAD) and then translating the intermediate data segment bounded by the two transients so that it interpolates between start and end points, which conserves the data segment for further processing.
Only spikes can be retrieved within the filtered signal, because significant low frequency contamination remains, so the LFP is lost due to linear interpolation.
Step 1.2: Frequency domain artifact removal
PASER can adaptively remove noise from external sources such as power lines and electronic oscillators by turning to the frequency domain. The neural signal is expected to have a power that is inversely proportional to the frequency (1/f), while external sources of noise will often exhibit narrow peaks in the power spectrum [30] . Fast Fourier transform (FFT) is applied to the raw data and outliers in the resulting spectrum are detected using a 5 MAD threshold, which are subsequently removed by setting them to zero and then applying inverse FFT to retrieve the filtered data.
Figure 2:
Magnetic stimulus artifact removal. The magnetic pulses produce large transient events in voltage time series due to electromagnetic induction. These peaks, if left intact, will introduce ringing artifacts upon band-pass filtering. The artifacts are thus removed by silencing the transients and then transforming the segment in-between. The transformation is denoted by the four arrows in the right plot. In this case, the resulting signal ends up having a large downward slope, but this lowfrequency component is removed by band-pass filtering before spike detection.
Step 1.3: Zero-phase filtering
To separate the spikes from the LFP, we band-pass filter the signal between 600-6000 Hz to produce the data for spike detection, while a 300 Hz low-pass filter is used to form the LFP signal after filtering out the mains hum using a notch filter (50 Hz). Zero-phase filtering is applied, because phase nonlinearities have been shown to distort spike shapes and generate artificial spikes [31, 32] .
Low-frequency signal processing
In this branch of the pipeline, we take the low-pass filtered local field potential signal and prepare it for time-frequency analysis by removing noise and artifacts.
Step 2.0: Remove high noise channels
Before further LFP processing, we remove channels that have a mean absolute amplitude that is three standard deviations greater than the overall mean of the other channels. This is done to avoid detecting an excessive amount of artifacts in the upcoming stages. Such channels often do not contain usable signals due to broken wiring in the electrodes or inadequate electrode impedance [33] .
Step 2.1: Common average referencing
External noise, such as mechanical displacements and electromagnetic interference, will often occur simultaneously on neighbouring channels. We can reduce correlated noise by subtracting the average across all channels from each channel, a technique referred to as common average referencing (CAR) [30, 34] . Care should be taken when implementing CAR for probes with a relative low channel count, such as stereotrodes or tetrodes [35] , given that the LFP signal could be strongly correlated across the channels of the probe, causing the CAR to remove relevant LFP signatures as well.
Step 2.2: Detect amplitude artifacts
Artifacts in extracellular recordings are frequently characterised as having significantly larger magnitudes and sharper signal transitions compared to the neural data of interest. For this reason, we classify data sections as artifacts if they have an absolute signal magnitude and/or derivative greater than an upper threshold of 6 MAD. These artifact regions are then demarcated using a lower threshold of 2 MAD (see Figure 3 ). The derivative is calculated using a step-size of 6 ms, which is a temporal resolution that was empirically found to correspond with the time-scale of the typical artifact rampup. Furthermore, we use the average signal across the channels of each probe to detect the artifacts on a probe-by-probe basis, since high-amplitude artifacts are generally shared across the channels of the same probe, but not across different probes.
Step 2.3: Detect power spectral density artifacts
Artifacts can also be identified by their power spectral density (PSD). For example, a mechanical motion artifact will have high power signal bands that are spread across the whole frequency spectrum [36] . Therefore, we split the recording session into segments of 0.5 seconds with 0.25 seconds of overlap and calculate the PSD in every segment using Welch's method for 64 frequencies evenly distributed between 10 and 100 Hz. We then normalize the PSD for each frequency by dividing by the average PSD for that frequency across all data segments and subsequently sum the PSDs across all frequencies. This results in a scalar value representing the PSD magnitude for each segment.
Step 2.4: Artifact removal
The artifact intervals detected in Step 2.2 & 2.3 are set to Not-a-Number (NaN) in the data, so these sections can be ignored during the analysis. Certain analyses, however, cannot be performed on data containing NaNs, so in those cases NaNs are substituted by zeros or an interpolation between neighbouring real numbers. Before NaN substitution, adjacent artifact intervals are joined together when there is less than 0.5 seconds between them, where we make the assumption that the intermediate region is probably contaminated by noise. . The data section that is deleted is indicated by the red shaded area. We use the absolute value of the signal, so only one pair of thresholds needs to be set. We classify a segment as an artifact if its PSD magnitude exceeds 3 MAD, where the MAD is calculated across all segments of the recording.
Step 2.5: Time-frequency analysis
To perform time-frequency analysis on the LFP data, the toolbox provides wrapper functions to call routines in the external MATLAB software toolbox FieldTrip [22] . These include the calculation of time-frequency representations using sliding time windows or the plotting of spectrograms and power spectra. Users can also create their own custom analysis scripts that take the processed LFP data as input and perform more sophisticated and detailed analyses for their particular experiment.
High-frequency signal processing: Action potential detection
In this branch of the pipeline, we take the band-pass filtered signal, detect the spikes contained within and associate them with their source neurons, which is followed by noise removal routines and quality control.
Step 3.0: Determine background noise level
For a number of stages during spike processing, it is necessary to have a reliable estimate of the background noise level, σ, for every channel. However, common measures such as the standard deviation or the root-mean-square of the signal are heavily influenced by high amplitude artifacts as well as the spike waveforms themselves, leading to an excessive magnitude of σ. A better estimate can be obtained by either calculating the MAD or the signal envelope, which are less sensitive to peaks in the data. The toolbox uses the signal envelope by default, which is given by the magnitude of the analytical signal calculated through Hilbert transform [37] .
Step 3.1: Spike detection
By default PASER extracts a window of 1.5 ms in length around any negative peak in the signal that exceeds 3σ in any channel. In case of overlap between spike windows, we keep the spike that has the highest relative amplitude compared to σ. The resulting spike waveforms and corresponding timestamps are then stored for further processing.
Step 3.2: Spike sorting
Usually an electrode will measure the activity of multiple surrounding neurons, each producing a spike with a characteristic waveform. To assign each waveform to a "unit", spike sorting is performed.
Details of the spike sorting as well as a detailed comparison across 9 different toolboxes are provided below. For now, we simply note that spike sorting will output a number of distinct spike waveform clusters, where each cluster of spikes putatively belongs to a particular neuron. We will use the term unit rather than neuron, in accordance with the spike sorting literature, due to the fact that the clusters are the result of statistical inference [38] .
Step 3.3: Remove oscillatory noise
One common observation in the spike sorting output is the presence of high-frequency oscillatory noise [39] that has been erroneously labelled as a spike. One example of this is shown in Figure 4 .
These waveforms are typified by repeating sinusoidal waves, unlike waveforms of physiological spikes, which allows us to use FFT to detect them. For each cluster of spikes and every channel individually, we calculate the FFT of its median waveform in time windows of approximately 7 ms and then find the maximum amplitude in the resulting power spectrum. If the largest peak exceeds 0.15 of the total spectral power, the channel is classified as a "ripple" and is masked with Gaussian white noise with standard deviation equal to σ. We typically calculate the median waveform, rather than the mean waveform, because the median is less susceptible to high-amplitude outliers (see Step 3.5).
Figure 4:
Example of high-frequency oscillatory noise. The red shaded region indicates the erroneously extracted spike waveform.
Step 3.4: Remove noise in non-spiking channels
When recording with polytrodes not every channel necessarily records action potentials. When we detect a spike on one or more channels, it would be preferable if the other channels are noise-free. This is particularly crucial when we have clusters that are mistakenly split up due to noise in nonspiking channels, but should in fact be merged together as these clusters collectively contain spikes that were fired by the same neuron. We can differentiate between noise and genuine spikes by comparing the median waveform in each channel with the median waveform in the largest amplitude channel, relative to σ.
Spikes of individual cells are often recorded simultaneously by several channels of the probe, where the largest amplitude waveform corresponds with the electrode that is closest to the neuron and smallest amplitude for the farthest [40] . Therefore, channels containing an extracellular spike waveform should be similar in shape, but not necessarily in magnitude. For this reason, we normalize the waveform in each channel by dividing the waveform by the median amplitude, so the magnitude in each channel should be approximately equal, centred around 1.0. We then calculate the meansquared error (MSE) between each channel and the largest amplitude channel. If MSE > 0.05, the channel is masked by Gaussian white noise, similarly as in Step 3.3. Furthermore, the peak of the spike waveform should be approximately temporally aligned across the different channels in which it is observed, so we also calculate the difference (∆T) in peak location between the largest amplitude channel and the other channels (see Figure 5 ). If ∆T > 0.15 ms, the channel is replaced by Gaussian white noise as well. Figure 5 . Different channels on the same probe are expected to show the same waveform shape when detecting a spike, but with varying amplitudes. Significant discrepancy between channels is indicative of noise contamination or multiple spikes overlapping. We detect this divergence by calculating the MSE between the waveforms and also the timing difference between the peaks (∆T).
Step 3.5: Remove noise spikes
Spike sorting algorithms regularly insert artifacts that have action potential like waveform (see Figure   6 ). Due to their high amplitude, the artifacts are detected along with the physiological spikes, but are not put in their own separate cluster, because of their uniquely idiosyncratic waveforms and relatively low prevalence, so they are arbitrarily distributed over all clusters. These artifacts are dealt with by calculating the MSE between the cluster's median waveform and every spike in that cluster, and then removing every spike with an MSE > 12σ. We also discard any spike that is detected at the location of the raw signal artifacts from Step 1.1.
Step 3.6: Re-align spikes
After deleting noisy spikes, we (re-)align all remaining spikes to the position of the maximum amplitude (normalized by σ) in the cluster's median waveform. This is crucial when merging spike clusters (see Step 3.7), because a slight temporal misalignment between the average waveforms of two clusters can prevent merging from happening, even though the two waveforms are otherwise identical and are highly likely to belong to the same unit. Step
3.7: Merge similar clusters
To avoid under-estimation of action potential statistics, it is important that clusters corresponding to the same unit are merged. Merging clusters is typically a necessary post-hoc step, because spike sorting algorithms frequently produce a fixed number of clusters as their output and if this number is too large, then this leads to so-called over-clustering, i.e. two or more clusters corresponding to the same unit [33] , which requires merging. Instead of merging, we could in theory prevent overclustering from happening in the first place by tuning the parameters of the spike sorting algorithm more carefully, but over-clustering is actually desirable, because it helps with noise cancellation in the steps directly after spike sorting (see Steps 3.3-3.5). Furthermore, the opposite effect referred to as under-clustering, i.e. one cluster corresponding to multiple neurons, is harder to correct for, so we like to err on the side of over-clustering. In many spike sorting toolboxes, merging is done manually.
However, we want this step to be automatic so it is more user-friendly and less subjective. We use the method employed by Yger et al. (2016) as our merging criterion, which is the normalized distance in principal component space between two clusters projected on the axis joining their two centroids [41] .
Step 3.8: Calculate cluster features
Ideally, each resulting cluster corresponds to a single unique neuron. We refer to such clusters as isolated single units. Unfortunately, we often obtain clusters that only partially account for all the spikes of a neuron, or clusters that contain spikes of multiple neurons. We require objective quality control metrics that can be used to differentiate between these different types of units. Table 1 lists the most important cluster features that the toolbox calculates, which are subsequently used to score the quality of the unit (see Step 3.9) . For descriptions of more cluster features, see the README file of the PASER toolbox at https://github.com/DepartmentofNeurophysiology/Paser/blob/master/README.md .
Step 3.9: Classify cluster quality
The flow-chart of Figure 7 is used to provide clusters with different quality labels, depending on which and how many feature thresholds the cluster passes. Noise clusters are always excluded from the final output as these cannot be confidently viewed as neuronal activity, but rather fuzzy background activity at best. During the analysis, the user can decide which of the other three classes of units should be included in the analysis, which is dependent on the experimental question under investigation. The user is also free to ignore these quality classifications and instead rely on a custom classification routine based on different combinations of cluster features supplied by the toolbox as detailed in Table 1 . For an in-depth quality control discussion see Section 3.2. Table 1 for the description of each metric.
Step 3.
10: Spike analysis
As with the LFP analysis (see Step 2.5), we also use FieldTrip to analyse and visualize the spiking data. PASER provides wrapper functions for plotting figures such as the inter-spike interval histogram, (joint) peri-stimulus time histogram, (cross-)correlogram and spike raster plot. To quantify differences between spike trains, PASER has a wrapper function for the external toolbox cSPIKE [42] to calculate spike train distance measures such as the (rate independent) SPIKE-distance [43, 44] .
Lastly, an implementation of the multi-scale relevance to determine how relevant a neuron is for encoding the animal's observed behaviour [45] is also included in the PASER toolbox. Table 1 : List of cluster features that are computed by the toolbox and are utilized to quantify the unit quality. Each feature has a particular threshold, which a high-quality unit is expected to pass.
Spike sorting
Spike sorting plays a central role in the data processing pipeline, because accurate identification of response properties of single neurons is essential for understanding the principles of neural coding and activity dependent expression of plasticity in networks [46] [47] [48] [49] [50] . A reason why response properties of single neurons cannot be predicted by the local population dynamics is that individual neurons can display significantly different firing patterns compared to adjacent neurons. For example, sparsely firing neurons can be tuned for particular stimuli and this selectively will be overlooked if their responses are not separated from the collective activity that is being measured [31, 38] , since their sparse coding is often outweighed by the high firing rate of less selective neurons [51] .
Therefore, we wish to assign each detected spike to the neuron that fired it, which is made possible because each neuron close to the electrode (< 50 µm [52] ) fires spikes that appear in the signal as a uniquely distinctive waveform. This is due to the position of the neuron relative to the multiple contacts of the electrode, the cell's morphology and the filtering properties of the medium [23, 24, 30, 40, 53, 54] . Over the years many spike sorting algorithms have been developed to perform spike sorting independent from the differences in electro-physiological recording methods and hardware [55] , complex background noise, highly non-Gaussian variance in waveform shape, electrode drift and time-overlapping spikes [53, 56, 57] . Therefore, PASER implements several of these methods. To determine the performance of spike sorting using each of these approaches, here
we present a detailed performance evaluation.
Method comparison
An ideal way of comparing the performance of spike sorting algorithms is through the use of groundtruth test data [52, 55] , which is obtained from simultaneous intra-and extracellular recordings [31] , resulting in a data set where the neuronal source of each spike is known a priori. However, such data sets are difficult to acquire and typically yield only a small number of simultaneously recorded neurons. Instead, we will investigate the efficiency of each method by running it on authentic in-vivo data [2] and compare spike sorting methods against each other based on computational speed, unit yield/quality and reliability (see below).
We limit ourselves to spike sorting methods that use the MATLAB language, since PASER as well as a majority of state-of-the-art toolboxes specialized in processing and analysis of extracellular recordings are developed in MATLAB [58] . This allows us to create a single-language toolbox, which improves its ease-of-use and development. Therefore, we exclude numerous open-source spike sorting programs written in other programming languages (primarily Python and C++), which pertains to recently published algorithms such as BOTMpy [39, 59] , Combinato [33] , Herding Spikes [60] , Klusta [61] , MountainSort [56] , Spyking CIRCUS [41] and YASS [62] . As a result we evaluated nine different spike sorting algorithms, including CBPSpikesort [53] , FMMSpikeSorter [63] , ISO-SPLIT [64] , KFMM [65] , Kilosort [21] , MClust [66] , opass [67] , OSort [68] , UltraMegaSort2000 [38] , WaveClus [69] . Note that the MClust and WaveClus methods both rely on super-paramagnetic clustering (SPC) and are therefore treated as a single method for this comparison. The SPC implementation adopted by the MClust toolbox is used in the analysis. Furthermore, the UltraMegaSort2000 algorithm has been adapted by vectorizing large sections of the original source code in order to speed up processing time by one order of magnitude. Since we are only interested in the final output of each algorithm, we will not go into details about their modes of operation, but instead refer the reader to the respective papers for further details. Treating the methods as black boxes is also key for keeping the PASER toolbox modular and plugin-based. Not tying the toolbox to any particular spike sorting routine makes it future-proof, because it will be easier to incorporate a new and improved method when it is released later down the road.
To carry out the comparison, we run the aforementioned spike sorting algorithms using default parameters on extracellular recordings obtained in freely behaving mice using measured by tetrodes, template matching approaches that operate directly on the filtered time series data, which assume that the signal can be decomposed as a sum of templates plus noise [71] .
Computational time
If we run a neural recording session for an hour with 16 tetrodes simultaneously sampling at a rate of 30 kHz, then we have to process several billions of data points, containing hundreds of thousands of spikes in total. When dealing with such large datasets, we have to make sure that the data can be processed within a realistic time frame, e.g. no longer than an order of magnitude beyond the time it took to record the data. Spike sorting methods that are poorly optimized in this respect must immediately be disregarded, even if they deliver accurate results. For this reason, we first evaluate the duration of spike sorting for the selected methods for data sections of 100 and 1000 seconds, where each duration is repeated 16 times ( Figure 8 ). The CBP, KFM and OPS algorithms exceeded the maximum computational time of 10 minutes that was allotted for this analysis and are therefore excluded from further testing. The remaining six methods show similar computational speeds for the 100 seconds data section, but start to display significantly different results when scaled to 1000 seconds. For FMM and KST, the computational time scales well to the larger data set, but for OST and UMS the scaling is poor. Figure 9 shows how many units of each quality (see Figure 7 ) have been obtained for the six remaining methods for 1000 seconds of data recorded by 16 tetrodes. The relative unit isolation performance of ISO, OST and UMS cannot be justified given their computational speed, so these methods are rejected from the rest of the analysis. The remaining three approaches are implemented on three more recording sessions of identical duration, but with varying degrees of noise. The results of this investigation are shown in Figure 10 . In contrast to the first case, the unit yield of SPC is now drastically smaller compared to FMM and KST. For this reason, only FMM and KST are considered for the last assessment.
Unit yield and quality

Figure 9: Unit yield and quality.
For every unit quality type (noise cluster, multi-unit, partial and isolated single unit), a histogram is shown with the number of units obtained for that type by each of the six spike sorting methods (FMM, ISO, KST, OST, SPC and UMS). Each method processed the same data set of 1000 seconds recorded by 16 tetrodes.
Reliability
Spike sorting results are more reliable when the output units are stable across multiple repetitions, so for the final evaluation we test the degree of repeatability of the remaining two methods. Of course, when the spike sorting method is deterministic, the output results will be identical if applied on the same data set, so we have to slightly perturb the data for each repetition in order to obtain a meaningful measure of stability. Two different perturbation techniques are employed, which are self-blurring and noise-reversal [29] . In the former case, we calculate for every spike the difference between its waveform and the mean waveform of its cluster, which results in a noise distribution for that cluster.
A random permutation of the noise distribution is then added to every spike in the cluster, where we scale the addition by 0.3. This has the effect of broadening (blurring) the noise range of the cluster, but does not change the general waveform shape. Noise-reversal, on the other hand, works by flipping the sign of the background noise and reflecting the spike noise around the mean waveform of the cluster. So, for example, if a particular spike waveform has an amplitude that is 10 µV larger than the mean waveform, after noise-reversal it will be 10 µV smaller. After applying these perturbations, we check the correspondence of the results between the unperturbed, self-blurred and noise-reversed data by calculating a normalized confusion matrix. Each spike is put in a cell of the confusion matrix depending on the cluster it was assigned to in the first and second data set (e.g. unperturbed and selfblurred). Our stability measure is defined as the average value of the main diagonal of the confusion matrix. For FMM and KST, we respectively obtain average stability measures of 0.71±0.16 and 0.61±0.22 when considering partial and isolated single units, where the error is given by the standard deviation.
Figure 10:
As in Figure 9 but now for three different recording sessions of 1000 seconds using 16 tetrodes and only for the three remaining spike sorting methods: FMM (left), KST (centre) and SPC (right).
The choice of spike sorting algorithm
We have evaluated nine different open-source spike sorting algorithms on the basis of computational speed, unit yield/quality and reliability (stability) using in-vivo extracellular tetrode recordings in freely behaving mice [2] . Two spike sorting algorithms demonstrated significantly superior results over the other methods. These are the dictionary learning and mixture modelling approach of FMM, together with the template matching plus GPU acceleration technique of KST. When contrasting these two methods, we observed approximately equal processing time for 1000 second data. KST, however, retrieved a greater number of high-quality units for three separate recordings relative to FMM.
Conversely, FMM displayed greater stability of results over multiple repetitions. Ultimately, we opted to use KST as the default method for the PASER toolbox, where the deciding factor is that KST scales better to very long recording sessions and to higher-density probes with respect to computational speed (data not shown). This choice does not mean that the performance of KST is universally and objectively better than all other investigated methods, but rather that KST superiorly fits our subjective needs of ease-of-use, efficiency and quality of results for our particular set-up. PASER user can opt to integrate any of the implemented options, although the default of the toolbox is the KST.
Data visualization and quality control
To evaluate the fidelity of the spike sorting output for each identified unit on an individual basis PASER provides tools for automatic quality assessment as well as visualization schemes for manual curation, some of which were already introduced in Section 2.3 and will be further expanded in this section. Figure 11 is a representation of the typical visualization that PASER generates for every cluster, which the user can use to manually judge the quality of the cluster, to confirm the automated classification of the units as described in Step 3.9. 
Visualization
Amplitude
At the very least, a high-quality cluster should have a mean waveform amplitude that is significantly greater than the default spike detection threshold of 3 times the background noise level, σ. This is a requirement, because the default spike threshold is purposefully set to an exceedingly low level in order to not miss any spikes, but the median waveform of a genuine single unit should have a better signal-to-noise ratio, which is why the minimum median amplitude is set at 4σ by default.
Furthermore, biologically unrealistic excessively high amplitudes are not acceptable either, as these are indicative of artifacts or possibly axonal signals (see Table 1 for amplitude threshold values). cross the detection threshold if we assume that the amplitudes are distributed according to a distribution determined a priori (e.g. a Gaussian distribution) [38] . Note that this method is only sensible when actually using a spike detection threshold, which does not apply to template matching techniques, like the KiloSort (KST), where we can directly calculate the fraction of sub-threshold spikes in the cluster. For all other cases, Figure 12 shows a representative visualization of how the fraction of sub-threshold spikes is computed. The plot shows a histogram of normalized amplitude values, which are obtained by dividing the absolute amplitudes by the spike detection threshold, set to 3σ. We then fit a Gaussian on this distribution, while taking into consideration that the left tail might be cut off. The region below the fitted curve and to the left of the spike detection threshold then corresponds with the fraction of sub-threshold spikes (orange shaded area). In our quality control scheme, single units can have up to a maximum of 10% of their spikes below the detection threshold.
Firing rate stability
Non-stationarities in the amplitude is often evidence for electrode drift or tissue movement, while atypical deviations in firing rate are indicative of noise contamination. The latter is quantified by segmenting the recording session into 10 second intervals, with 5 second overlap, and counting the number of spikes that occur in each segment. Empirically, we have determined that this distribution of spike counts typically follow a Gaussian distribution with a standard deviation of λ 3/2 , where λ is the average number of spikes per interval. In Figure 11 (E), this theoretical distribution is shown as a red curve, where λ = 135, while the histogram of spike counts is shown in black. As a single evaluation metric for the firing rate stability of the unit, we use the ratio of the dispersion around λ between the theoretical and observed spike count distributions. Ideally, this ratio should be 1, but we allow the observed distribution to have a dispersion value that is at most 4 times greater than the dispersion of the theoretical distribution. For our measure of dispersion, we use the average MSE between λ and each spike count:
Where S is the dispersion, N is the total number of 10 sec intervals in the session and ni is the spike count in interval i. The firing rate stability measure, F Smse, is then calculated through:
The benefit of using the MSE is that extreme outliers in the observed spike count distribution incur a heavy penalty to the stability measure, even when we only have a few of them, since we are squaring the difference. This is preferable because these types of outliers are never conventional and should significantly degrade the quality of the unit.
In Figure 13 , quality control plots are shown for a unit with highly non-stationary firing rates. The spikes of the unit appear in bursts with limited activity in between. Such spiking behaviour is typically due to noise corruption, where the bursting sections coincide with noisy regions in the raw data.
Unsurprisingly, the theoretical and observed spike count distributions are significantly divergent (see bottom-right plot in Figure 13 ). The theoretical distribution has many more occurrences of small and large spike counts compared to what is expected from a stable unit, resulting from the silent and bursting sections. For this unit we obtain a FSmse of 12.6, which exceeds the maximum allowable value, so we do not classify it as a high-quality single unit (as per the criteria detailed in Figure 7) . In contrast, the FSmse of the unit in Figure 11 is 1.5. This disparity in quality between the two units would not have been elucidated if we had judged them by their waveform shape alone.
Figure 13
: Example of quality control plots for a unit with poor firing rate stability. See Figure  11 for descriptions of the three sub-plot types. The highly irregular firing pattern potentially results from systematic noise influencing the waveform shape, leading to a sub-cluster that only shows activity whenever the noise is present.
Further stability analyses are also possible, such as carrying out linear regression on the waveform amplitudes as a function of time (see top-plot in Figure 11 (D)), where a regression slope that strongly deviates from zero would be an indication of non-stationarity. Additionally, the fidelity of the Gaussian fit on the empirical amplitude distribution (see Figure 12 ), where a poor fit also suggests irregular amplitudes, can be visualized.
Refractory period
Following an action potential, there exists a short period of time where a neuron cannot generate another action potential, termed the refractory period. Whenever we evaluate the quality of a unit, we should check how many of its spikes occur within the refractory period (set to 1.5 ms) of the previous spike in the cluster, known as refractory period violations (RPVs). These RPVs can be caused either by noise contamination or the superimposed activity of another neuron. In the latter case, we are dealing with a multi-unit and we should classify the cluster accordingly. The frequency of RPVs can also be inferred from Figure 11 (F), which shows the autocorrelation of the clustered spikes after binning them into 1 ms bins. A significant dip in the autocorrelation function is expected around zero lag, up to the refractory period (marked by the red shaded area).
Isolation quality
Lastly, we require a means of quantifying the degree to which a cluster uniquely represent the activity from a single neuron. This measure is generally referred to as the isolation quality of a unit, which is typically gauged by looking at differences in waveform shapes between clusters measured on the same polytrode. Various methods to assess this difference have been identified in the literature, which all necessitate that the spike sorted waveforms are represented in a lower dimensional feature space, using a dimensionality reduction technique such as principal component analysis (PCA). This procedure is depicted in Figure 14 , where the high dimensional waveforms are reduced to their first two principal components after performing PCA, resulting in two easily visualized clusters in twodimensional feature space. To determine how isolated each of these clusters are, we can use measures such as the Lratio [72] or the Isolation Distance [70] , both of which employ the Mahalanobis distance to quantify the level of separation [73] . Rather than exploring the exact details of each metric, we instead note that both methods come with drawbacks. The Isolation Distance is ill-defined for large clusters [73] , while the Lratio is difficult to interpret [74] . Furthermore, both methods lack a global scale, which makes it infeasible to set a general threshold for differentiating between well and poorly isolated units [75] . As an alternative, we can go with a model-based approach, where we assume that the clusters in feature space can be modelled according to a particular distribution and calculate isolation quality metrics based on that assumption. For example, we can fit a multivariate Gaussian mixture model on the clustered data and then compute the probability of false-positive (FP) and false-negative (FN) errors for each unit, under the assumption of a Gaussian cluster shape [38, 60] . A particular unit has FP errors when spikes are misassigned to a different cluster. In contrast, FN errors occur when spikes associated with the unit were missed, discarded or grouped with some other unit [29] . The downside of using a mixture of Gaussians to calculate FP and FN errors is that it does not adequately account for cluster drift and heavy tails observed in experimental data [74] . For this reason, we incorporate the method developed by Shan et al. (2017) , whereby a mixture of drifting t-distributions is fitted on the clustered data, which gives increased performance over a mixture of Gaussians for long chronic recordings [74] . However, instead of letting the resulting FP and FN probabilities represent the final isolation quality of a cluster, we condense both values into a single evaluation metric, the F1-score, to simplify quality classification:
Where p and r are precision and recall respectively. The harmonic mean between p and r then evaluates to the F1-score, where we uphold the criterion that isolated single units should have F1 > 0.9, which is passed by both units in Figure 14 . In some cases, it might be wiser to consider FP and FN errors separately since they have different implications. Random FN errors can lead to an underestimation of firing rate, while FP errors can have the more disastrous consequence of wrong conclusions being drawn about information encoding [52] , so we may want to exercise greater caution when confronted with FPs.
Discussion
We have presented a methodology for processing chronic extracellular neural recordings, where existing methods from the literature and self-developed techniques are combined to achieve an acceptable trade-off between automation and speed while maximizing the accuracy in signal processing. The resulting processing pipeline has been integrated into a MATLAB toolbox named PASER, which is available for download at github.com/DepartmentofNeurophysiology/Paser. We paid particular attention to the detection, categorization and refinement of action potentials identified in the voltage trace measured by the intracranial multichannel electrodes.
A key step in this routine is the spike sorting process: the assignment of spikes to the source neuron that fired it. A wide variety of open-source spike sorting algorithms are freely available online, with varying levels of performance. Currently, no spike sorting algorithm exists that consistently demonstrates a high degree of accuracy across a broad range of experimental conditions. This is partly due to a lack of validation methods, since ground truth data is difficult to come by. A potential solution to this problem is measuring the reliability of spike sorting algorithms on synthetic data, which can be generated using complex biophysical simulations or by extracting isolated spikes from real data and then randomly inserting them into a different recording [52, 55] . However, reproducing important features of real recordings, e.g. non-Gaussian clusters and multi-unit activity [31] , remains a serious modelling challenge.
Additionally, issues such as overlapping spikes and nonstationarities, which complicate the spike sorting process, continue to be largely unresolved. Spike overlap occurs whenever two nearby neurons fire in short succession of each other, leading to a complex superposition of their two waveforms in the electrode signal. This waveform superposition is often significantly distinct from the waveforms of the two constituent neurons, which means that the spikes are either discarded or put into an entirely separate cluster [76] . Template matching techniques can provide a partially automated solution to deal with overlapping spikes [57] . Furthermore, long lasting chronic recordings in-vivo introduce the issue of non-stationary spike waveforms, resulting from electrode drift, tissue relaxation, bursting activity, prolonged firing, changing cellular factors and dynamic experimental protocols [52, 53, 65, 71] , which can gradually alter both the amplitude and shape of the neuron's waveform over time. A basic, but non-ideal, way of accounting for nonstationarities is to spike sort the data in temporally segmented blocks and then merging clusters that belong to the same unit across these blocks [33, 77] .
However, more robust frameworks are required when carrying out spike sorting in real-time [71] .
Among other reasons, real-time spike sorting is attractive due to the substantial reduction in data transmission and storage [68] , which becomes especially advantageous when recording with highdensity probes for long sessions at the typically sampling rate of extracellular signals (around 30 kHz). The massive size of the subsequent raw voltage traces will make it infeasible to store them for offline processing. Moreover, real-time spike sorting allows for experimental conditions that adapt according to the neural responses that are observed which makes room for wider scientific investigation including but not limited to the neural basis of adaptive sensorimotor computation [78, 79] , contextual information processing [80] [81] [82] [83] and storage [84] [85] [86] [87] , navigation [88] [89] [90] , and information transfer in neural circuits [46, 48] . Brain-machine-interfaces (BMI), like limb prosthetics, also necessitate that spike sorting is performed in real-time on a time-scale of hundreds of milliseconds [65] , as these are usually controlled by direct neuronal signalling that is measured invasively by an array of electrodes [91] . Although, for BMI applications, the exact identity of each spike may actually not be crucial and the spike sorting stage can be omitted entirely [52] .
Looking towards the future, it is imperative that the presented toolbox remains under active development, so that it can be rapidly updated whenever novel methodology is published that demonstrates improved performance in any of the aforementioned areas or when state-of-the art algorithms are released that are able to fully resolve some of the outstanding problems (e.g.
overlapping spikes). For this reason, PASER is made modular and has not been integrated into a graphical user interface, which may increase user-friendliness, but can also constrain development.
Ultimately, we wish to end up with a data processing pipeline that is able to detect and sort spikes with higher speed and accuracy, as well as more objectively assess the quality of the resulting units, while maintaining full automation.
