Recently, V. Cruz, J. Mateu and J. Orobitg have proved a T(1) theorem for the Beurling transform in the complex plane. It asserts that given 0 ă s ď 1, 1 ă p ă 8 with sp ą 2 and a Lipschitz domain Ω Ă C, the Beurling transform Bf "´p.v. 1 πz 2˚f is bounded in the Sobolev space W s,p pΩq if and only if BχΩ P W s,p pΩq. In this paper we obtain a generalized version of the former result valid for any s P N and for a larger family of Calderón-Zygmund operators in any ambient space R d as long as p ą d. In that case we need to check the boundedness not only over the characteristic function of the domain, but over a finite collection of polynomials restricted to the domain. Finally we find a sufficient condition in terms of Carleson measures for p ď d. In the particular case s " 1, this condition is in fact necessary, which yields a complete characterization.
Introduction
The aim of the present article is to find necessary and sufficient conditions on certain singular integral operators to be bounded in the Sobolev space of a Lipschitz domain.
An operator T defined for f P L 1 loc pR d q and x P R d zsupppf q as
Kpx´yqf pyqdy, is called a smooth convolution Calderón-Zygmund operator of order n if it is bounded in the Sobolev space W n,p pR d q (the space of L p functions with distributional derivatives up to order n in L p ) for every 1 ă p ă 8 and its kernel K satisfies
for 0 ď j ď n (see Section 2 for more details). In the complex plane, for instance, the Beurling transform, which is defined as the principal value is a smooth convolution Calderón-Zygmund operator of any order with kernel Kpzq "´1 π z 2 .
In the recent article [CMO13] , Víctor Cruz, Joan Mateu and Joan Orobitg, seeking for some results on the Sobolev smoothness of quasiconformal mappings proved the next theorem. In this paper, we consider the extension of the theorem above to higher orders of smoothness s and other ambient spaces R d . We have restricted ourselves to the study of the classical Sobolev spaces, where the smoothness is a natural number, so we denote it by n. The first result of the present article is the next theorem. a) The operator T is bounded in W n,p pΩq.
MP (Departament de
b) For every polynomial P of degree at most n´1 restricted to the domain, we have that T pP q P W n,p pΩq.
The notation is explained in Section 2. Note that we do not assume the kernel to be even. This result reminds us the results by Rodolfo H. Torres in [Tor91] , where the characterization of some generalized Calderón-Zygmund operators which are bounded in the homogeneous Triebel-Lizorkin spaces in R d is given in terms of its behavior over polynomials. Let us also remark that in [Vah09] Antti V. Vähäkangas obtained some T1 theorem for weakly singular integral operators on domains. Roughly speaking, he showed the image of the characteristic function being in a certain BMO-type space to be equivalent to the boundedness of T : L p pΩq Ñ 9 W m,p pΩq where m is the degree of the singularity of T's kernel.
In 2009, Víctor Cruz and Xavier Tolsa found a sufficient condition weaker than ε ą s for the validity of the corollary. Namely, they proved in [CT12] that if Ω Ă C is a Lipschitz domain and its unitary outward normal vector N is in the Besov space B s´1{p p,p pBΩq (following the notation in [Tri78] ), then one has Bpχ Ω q P W s,p pΩq. Furthermore, the parameterizations of the boundary are in B
s´1{p`1 p,p pBΩq Ă C 1`ǫ pBΩq if sp ą 2 (see [Tri78, Section 2.7.1]), so one can use the result in [CMO13] , leading to the boundedness of the Beurling transform. Xavier Tolsa proved in [Tol13] that this geometric condition is necessary when the Lipschitz constants of BΩ are small. The result in [CT12] can be extended to n ě 2 but it is out of reach of the present article. This will be the subject of a forthcoming paper by us.
In Section 8 we define the shadows Shpxq and Ă Shpxq for every point x in a Lipschitz domain Ω close enough to BΩ. Those shadows can be understood as Carleson boxes of the domain. We say that a positive and finite Borel measure µ is a p-Carleson measure if for every a P Ω and close enough to the boundary, ż Ă Shpaq distpx, BΩq Theorem 1.2. Let T be a smooth convolution Calderón-Zygmund operator of order n, and consider a Lipschitz domain Ω and let 1 ă p ď d. If the measure |∇ n T P pxq| p dx is a p-Carleson measure for every polynomial P of degree at most n´1 restricted to the domain, then T is a bounded operator on W n,p pΩq.
This condition is in fact necessary for n " 1: Theorem 1.3. Let T be a smooth convolution Calderón-Zygmund smooth operator of order 1, and consider a Lipschitz domain Ω and 1 ă p ă 8. The following statements are equivalent:
1. T is a bounded operator on W 1,p pΩq.
2. The measure |∇T χ Ω pxq| p dx is a p-Carleson measure for Ω.
The plan of the paper is the following. In Section 2 we begin by stating some remarks and definitions and then we cite some results that we will use. In Section 3 we define an oriented Whitney covering and we discuss about its properties. To end with the preliminaries, we present some approximating polynomials for a given function f P W n,p pΩq in Section 4. These polynomials will be the cornerstone of the proof of Theorems 1.1 and 1.2. Before we prove them, we devote the rather technical Section 5 to show the existence of weak derivatives of T f in Ω as long as f P W n,p pΩq. The expert reader may skip it. In Section 6 we prove a Key Lemma which is the first step toward the proofs of Theorems 1.1, 1.2 and 1.3. Afterwards we prove Theorem 1.1 in Section 7, Theorem 1.2 in Section 8 and Theorem 1.3 in Section 9. Finally, in Section 10 we sketch an alternative argument for Theorem 1.3 in the planar case using complex analysis.
Notation and well-known facts
Along this paper m stands for the Lebesgue measure and H k for the k-th dimensional Hausdorff measure. We write dx for dmpxq when integrating on subsets of R d with respect to the Lebesgue measure if there is no risk of confusion.
We call P n the vector space of polynomials of degree smaller or equal than n (in R d ). Given a set U Ă R d , we write P n pU q for the family of functions p¨χ U with p P P n . The polynomials and derivatives will be written with the multiindex notation. For every multiindex α P N d (where we assume the natural numbers to include the 0), α " pα 1 ,¨¨¨, α d q, we define its modulus as |α| " ř d j"1 α j and its factorial α! :" ś d j"1 α j !, leading to the usual definitions of combinatorial numbers. For two multiindices α, β P N d we write α ď β whenever α i ď β i for 1 ď i ď d, and we write α ă β if α ď β and α ‰ β.
(infinitely many times differentiable with compact support), let D α φ :"
In general, for any open set U , and every distribution f P D 1 pU q, the α distributional derivative of f is defined by xD α f, φy :" p´1q |α| xf, D α φy for every φ P C 8 c pU q. If the distribution is regular, that is D α f P L 1 loc , we say it is a weak derivative in U . We write |∇ n f | " ř |α|"n |D α f |. We say that f P L p pU q is in the Sobolev space W n,p pU q if it has weak derivatives up to order n and D α f P L p pU q for |α| ď n. We say that f P W n,p loc pU q if those derivatives are in the space L p loc pU q instead. We will use the norm
For Lipschitz domains, it is enough to consider the higher order derivatives and the function itself,
Definition 2.1. We say that a measurable function K P W n,1 loc pR d zt0uq is a smooth convolution Calderón-Zygmund kernel of order n if
and that kernel can be extended to a tempered distribution W K in R d in the sense that for Schwartz function φ P S with 0 R supppφq, one has xW K , φy " pK˚φqp0q.
We will use the classical notation p f for the Fourier transform of a given Schwartz function,
and q f will denote its inverse. It is well known that the Fourier transform can be extended to the whole space of tempered distributions by duality and it induces an isometry in L 2 (see for example [Gra08, Chapter 2]). Definition 2.2. We say that an operator T : S Ñ S 1 is a smooth convolution Calderón-Zygmund operator of order n with kernel K if K is a smooth convolution Calderón-Zygmund kernel of order n such that y
for every φ P S, and T extends to an operator bounded in L p for every 1 ă p ă 8.
One can see using the results in [Ste70, Chapter IV] and [Gra08, Chapter 4], for instance, that this boundedness property is equivalent to having y W K P L 8 . It is a well-known fact that the Schwartz class is dense in L p for p ă 8. Thus, if f P L p and x R supppf q, then
Example 2.3. In the complex plane, the Beurling transform (1.1) is a smooth convolution Calderón-Zygmund operator of any order associated to the kernel Kpzq "´1 π z 2 and its multiplier is y W K pξq "ξ ξ . Thus, the Beurling transform is an isometry in L 2 .
For any cube Q we write ℓpQq for its side-length. Given r P R we write rQ for the cube concentric with Q and side length rℓpQq.
Definition 2.4. Let Ω Ă R d be a domain (open and connected). We say that a cube Q with sidelength R ą 0 and center x P BΩ is an R-window of the domain if it induces a local parameterization of the boundary, i.e. there exists a continuous function A Q : R d´1 Ñ R such that, after a suitable rotation that puts all the faces of Q parallel to the coordinate axes,
(we use the double cube 2Q in order to ensure that the central point of the upper face of Q is far from the boundary of Ω).
We say that a bounded domain Ω is a pδ, Rq-Lipschitz domain if for each x P BΩ there exists an R-window Q centered in x with A Q Lipschitz with a uniform bound }∇A Q } 8 ă δ.
We say that an unbounded domain Ω is a special δ-Lipschitz domain if there exists a Lipschitz function A such that }∇A} 8 ă δ and
With no risk of confusion, we will forget often about the parameters δ and R and we will talk in general of Lipschitz domains and windows without further explanations.
In Section 9 we will solve a Neumann problem by means of the Newton potential: given an integrable function with compact support g P L 1 0 pR d q, its Newton potential is
where w d stands for the surface measure of the unit sphere in R d . Recall that the gradient of N g is the pd´1q-dimensional Riesz transform of g,
It is well known that ∆N gpxq " gpxq for x P R d (see [Fol95, Theorem 2 .21] for instance). We recall now two results that we will use every now and then. The first is the Leibnitz' Formula, which states that for f P W n,p pΩq and |α| ď n, W3. The union of the cubes in W is Ω.
W4. There exists a constant C W such that C W ℓpQq ď distpQ, BΩq ď 4C W ℓpQq.
W5. Two neighbor cubes Q and R (i.e.Q XR ‰ H, Q ‰ R) satisfy ℓpQq ď 2ℓpRq.
W6. The family t10Qu QPW has finite superposition, that is ř QPW χ 10Q ď C. We do not prove here the existence of such a covering because this kind of covering is well known and widely used in the literature.
Recall that we say that Q is an R-window of Ω if it is a cube centered in BΩ, with side-length R inducing a Lipschitz parameterization of the boundary (see Definition 2.4). We can choose a number N « H d´1 pBΩq{R d´1 and a collection of windows tQ k u
where δ 1 ă 1 4 is a value to fix later (in Remark 3.4). Each window Q k is associated to a parameterization A k in the sense that, after a rotation,
Thus, each Q k induces a vertical direction, given by the eventually rotated y d axis. The following is an easy consequence of the previous statements and the fact that the domain is Lipschitz:
W7. The number of Whitney cubes in Q k with the same side-length intersecting a given vertical line is bounded by a constant depending only on the Lipschitz character of Ω, where the "vertical" direction is the one induced by the window. This is the last property of the Whitney cubes we want to point out. Next we define paths connecting Whitney cubes. First, we use that the notion of vertical direction allows us to say that one cube is above another one even if the faces of the Whitney cubes are not parallel to the faces of Q k . Definition 3.2. We say that a cube S is above Q with respect to Q k if Q, S Ă Q k , there is a line parallel to the vertical direction induced by Q k intersecting the interior of both cubes and there exists a point x P S such that for every y P Q, x d ą y d in local coordinates.
We distinguish the cubes in the central region from those which are close to the boundary of the domain. Definition 3.3. We say that Q is central if sup xPQ distpx, BΩq ą δ 2 R, where δ 2 ă 1 2 is a constant to fix in Remark 3.4. We denote this subcollection of cubes by W 0 .
We say that Q is peripheral if it is not central.
Remark 3.4. Consider δ 0 ă 1 2 to be fixed. We call δ 0 Q k X Ω the canvas of the window Q, and we divide the peripheral cubes in collections W k " tQ P WzW 0 : Q Ă δ 0 Q k X Ωu. For Whitney constants big enough and for δ 0 , δ 1 and δ 2 small enough we have that 1) The union of central cubes is a connected set.
2) Every peripheral cube is contained in a window canvas. The subcollections W k are not disjoint and, if two peripheral cubes Q and S are not contained in any common W k , then distpQ, Sq « R.
3) For each peripheral cube Q P W k there exists a cube S Ă Q k above Q which is central.
Furthermore, 4) All the central cubes have comparable side-length.
Next we provide a tree-like structure to the family of cubes.
Definition 3.5. We say that C " pQ 1 , Q 2 ,¨¨¨, Q M q is a chain connecting Q 1 and Q M if Q i and Q i`1 are neighbors for every i ă M . We will call the next cube to N C pQ i q " Q i`1 . In general, we consider the iteration N j C pQ i q " Q i`j whenever i`j ď M . We want to have a somewhat rigid structure to gain some control on the chains we use, so we need to introduce a chain function r¨,¨s :
We state three rules. The first one is on the definition of chain function.
First rule:
1.1: For any cubes Q, S P W, rQ, Ss is a chain connecting Q and S.
Abusing notation we will also write rQ, Ss for the non-ordered collection tQ i u M i"1 so that we can say that Q i P rQ, Ss.
Given two cubes Q, S, we will use the open-close interval notation pQ, Sq :" rQ, SsztQ, Su, rQ, Sq :" rQ, SsztSu, pQ, Ss :" rQ, SsztQu.
Now we can state the second rule, concerning the central cubes. For that purpose, assume that we have fixed a central cube Q 0 . Second rule:
2.1 For every central cube Q P W 0 , rQ, Q 0 s is a chain of central cubes connecting these two cubes with minimal number of steps. 
2.2 For any central cubes Q, S P W 0 with S P rQ, Q 0 s, we have rS, Q 0 s Ă rQ, Q 0 s. Thus, we can define rQ, Ss " rQ, Q 0 szpS, Q 0 s (see Figure 3 .1).
2.3 Given two different central cubes Q and S, let Q S be the first cube in rQ, Q 0 s with a neighbor in rS, Q 0 s and letS Q be the first neighbor of Q S in rS, Q 0 s. Then, rQ, Ss " rQ, Q S s Y rS Q , Ss (see Figure 3 .2).
Note that S Q may be different fromS Q . Abusing notation we will always write S Q . This completes the central structure. For every cube Q Ă δ 0 Q k , we define rQ, Q 0 s k as a chain connecting Q and Q 0 and such that each cube S P rQ, Q 0 s k is either central or above Q with respect to Q k , and in case S is central, then rQ, Q 0 s k " rQ, Ss k YrS, Q 0 s, where rQ, Ss k is the subchain of rQ, Q 0 s k limited by Q and S (see Figure 3. 3). The chain rQ, Q 0 s k exists in virtue of Remark 3.4. Now we can add the rule for peripheral cubes.
Third rule:
3.1: Given two diferent peripheral cubes which are both contained in, at least, one common window canvas Q, S P W k , fix k and use r, s k : Define Q S P rQ, Q 0 s k , S Q P rS, Q 0 s k and rQ, Ss " rQ, Q S s k Y rS Q , Ss k as in rule 2.3.
3.2:
For every peripheral cube S, fix any k such that S P W k and define rS, Q 0 s :" rS, Q 0 s k .
3.3: Given two diferent cubes Q and S in any situation different from 3.1, use rule 2.3.
Definition 3.6. Given a Lipschitz domain Ω, we say that tW, tQ k u N k"1 , Q 0 , r¨,¨su is an oriented Whitney covering of Ω if W is a Whitney covering of Ω (see Definition 3.1), Q k are windows satisfying (3.1), the cube Q 0 P W is a central cube of Ω with respect to those windows and r¨,¨s is a chain function satisfying the three rules explained before. All the constants are fixed in Remark 3.4.
We say that the covering is properly oriented with respect to a window Q k if the cubes in the Whitney covering have sides parallel to the faces of Q k .
Definition 3.7. If Q, S P rP, Q 0 s for some P and N j rP,Q0s pQq " S for some j ě 0, then we say that Q ď S. We will say that Q ă S if Q ď S and Q ‰ S.
Remark 3.8. If the covering is properly oriented with respect to Q k and Q, S P W k , then Q ď S if and only if S P rQ, Q 0 s. Otherwise, Q ď S does not imply that S P rQ, Q 0 s, but if Q and S are peripheral it implies that their vertical projections in some window have non-empty intersection.
Definition 3.9. Given two cubes Q and S of an oriented Whitney covering, we define the long distance DpQ, Sq " ℓpQq`ℓpSq`distpQ, Sq.
Remark 3.10. Using the properties of the Whitney covering, Remark 3.4 and the chain function rules 2.3, 3.1 and 3.3, one can prove that, for P P rQ, Q S s, DpP, Sq « DpQ, Sq and DpP, Qq « ℓpP q.
Now we consider the Hardy-Littlewood maximal operator,
It is a well known fact that this operator is bounded in L p for 1 ă p ď 8.
Lemma 3.11. Assume that g P L 1 loc and r ą 0. For every Q P W, we have 1) If η ą 0, ÿ
3) In particular, ÿ
Proof. The sum in 1) can just bounded by
for every y P Q, and this can be bounded separating the integral region in dyadic annuli. The sum in (2) can be bounded by an analogous reasoning. Using the property W7 of Definition 3.1 we can see that 3) is a particular case of 2) for η " d.
Note that we used the Lipschitz character of Ω only to prove 3). In Section 9 we will make use of the following technical results, specific for Lipschitz domains, which sharpen the results of the previous lemma for g constant. Proof. First assume that Q is not central. Selecting the cubes by their side-length, we can write
Using W7 and Remark 3.8 we get that #tS ă Q : ℓpSq " 2´jℓpQqu ď C2 This is bounded if a ą d´1. By the same token, given an R-window
Thus, the lemma is also valid for Q central by the last statement of Remark 3.4. Proof. Let us assume that Q P W k . First of all we consider the cubes contained in Q k and we classify those cubes by their side-length and their distance to Q:
Note that the value of j in the last sum must be greater or equal than i because, otherwise, the last cardinal would be zero. Using again W7, we can see that
Thus,
On the other hand, when S Ć Q k the long distance DpQ, Sq is always bounded from below by a constant times R (because Q Ă δ 0 Q k ), so separating W in subcollections W k and using Lemma 3.12,
To prove the Lemma for a central cube Q P W 0 , just apply an argument analogous to (3.2).
Approximating Polynomials
Recall that the Poincaré inequality tells us that, given a cube Q and a function f P W 1,p pQq with 0 mean in the cube,
with universal constants once we fix d and 1 ď p ă 8 (see, for example, [Zie89, Theorem 4.4
.2]).
If we want to iterate that inequality, we also need the gradient of f to have 0 mean on Q. That leads us to define the next approximating polynomials.
Definition 4.1. Let Ω be a domain and a cube Q Ă Ω. Given f P L 1 pQq with weak derivatives up to order n, we define P n Q pf q P P n pΩq as the unique polynomial (restricted to Ω) of degree smaller or equal than n such that
for every multiindex β P N d with |β| ď n.
Note that these polynomials can be understood as a particular case of the projection L :
Lemma 4.2. Given a cube Q and f P W n´1,1 p3Qq, the polynomial P n´1 3Q f P P n´1 pΩq exists and is unique. Furthermore, this polynomial has the next properties:
P1. Let x Q be the center of Q. If we consider the Taylor expansion of
then the coefficients m Q,γ are bounded by
P2. Furthermore, if f P W n,p p3Qq, for 1 ď p ă 8 we have
P3. Given an oriented Whitney covering W with chain function r¨,¨s associated to Ω, and given two Whitney cubes Q, S P W and f P W n,p pΩq,
Proof. Note that (4.1) is a triangular system of equations on the coefficients of the polynomial. Indeed, for γ fixed, if the polynomial exists and has Taylor expansion (4.2), then
When we take means on the cube 3Q,
which is a triangular system of equations on the coefficients m Q,β . Solving for m Q,γ , since C γ,γ ‰ 0 we obtain the explicit expression
For |γ| " n´1 this gives the value of m Q,γ in terms of D γ f ,
Using induction on n´|γ| we get the existence and uniqueness of P n´1 3Q f . Taking absolute values we obtain P1.
The equality (4.1) allows us to iterate the Poincaré inequality
that is, P2.
To prove P3, we consider the chain function in Definition 3.6 to write
where we write N pP q instead of N rS,Qs pP q from Definition 3.5. For every polynomial q P P n´1 , from the equivalence of norms of polynomials of bounded degree P n´1 pQp0, 1qq it follows that
Using this estimate in (4.4) and P2 we get
5 Some remarks on the derivatives of T f
From now on, we assume T to be a smooth convolution Calderón-Zygmund operator of order n.
Recall that for f P L p and x R supppf q,
where the kernel K has derivatives bounded by
Given a function f P W n,p pΩq, we want to see that its transform T f is in some Sobolev space and, thus, we need to check that its weak derivatives exist up to order n. Indeed that is the case.
Lemma 5.1. Given a function f P W n,p pΩq, the weak derivatives of T f in Ω exist up to order n.
Before proving this, we consider the functions defined in all R d .
Remark
Proof. Take a compactly supported smooth function φ P C Proof of Lemma 5.1. Take a classical Whitney covering of Ω, W, and for every Q P W, define a bump function ϕ Q P C 8 c such that χ 2Q ď ϕ Q ď χ 3Q . On the other hand, let tψ Q u QPW be a partition of the unity associated to t 3 2 Q : Q P Wu. Consider a multiindex α with |α| " n. Then take f Q 1 " ϕ Q¨f , and f
This function is defined almost everywhere in Ω and is the weak derivative D α T f . Indeed, given a test function φ P C 8 c pΩq, then, since φ is compactly supported in Ω, its support intersects a finite number of Whitney double cubes and, thus, the following additions are finite:
where φ Q " ψ Q¨φ . In the local part we can use (5.2), so
When it comes to the non-local part, bearing in mind that f Q 2 has support away form 2Q and φ Q P C 8 c p2Qq, we can use the Lemma 5.4 and we get
Back to (5.3) we have
that is g " D α T f in the weak sense.
The Key Lemma
To prove Theorem 1.1 we need the following lemma which says that it is equivalent to bound the transform of a function and its approximation by polynomials.
Key Lemma 6.1. Let Ω be a Lipschitz domain, W an oriented Whitney covering associated to it (see Definition 3.6), T a smooth convolution Calderón-Zygmund operator of order n P N. Then the following statements are equivalent:
i) For every f P W n,p pΩq one has
where C depends only on n, p and the Lipschitz character of Ω.
ii) For every f P W n,p pΩq one has
Proof. Given a multiindex α with |α| " n, we will bound the difference ÿ
For each cube Q P W we define a bump function
« ℓpQq´j for every j P N. Then we can break (6.1) into local and non-local parts as follows:
First of all we will show that the local term in (6.2) satisfies
To do so, notice that ϕ Q pf´P n´1 3Q f q P W n,p pR d q and, by (5.2) and the boundedness of
, where }¨} pp,pq stands for the operator norm in L p pR d q. Using first the Leibnitz formula (2.2), and then using j times the Poincaré inequality as in P2 from Lemma 4.2, we get
Summing over all Q we get (6.3). For the non-local part in (6.2),
we will argue by duality. We can write
Note that given x P Q, by Lemma 5.4 one has
Taking absolute values and using Definition 2.1, we can bound
By property P3 in Lemma 4.2 we have
so plugging this expression and (6.5) into (6.4), we get
Finally, we use that P P rS, Qs implies DpP, Sq À DpQ, Sq (see Remark 3.10) to get
We consider first the term 2.1 where P P rS, S Q s and, thus, by Remark 3.10 the long distance DpQ, Sq « DpP, Qq. Rearranging the sum,
Next we perform a similar argument with 2.2 . Note that when P P rQ, Q S s, we have DpQ, Sq « DpP, Sq, leading to 2.2 À sup
and, by Hölder inequality and the boundedness of the Hardy-Littlewood maximal operator in L
7 Proof of Theorem 1.1
Proof. The implication aq ñ bq is trivial. To see the converse, fix a point x 0 P Ω. We have a finite number of monomials P λ pxq " px´x 0 q λ χ Ω pxq for multiindices λ P N d and |λ| ă n, so the hypothesis can be written as
Assume f P W n,p pΩq. By the Key Lemma, we have to prove that ÿ
We can write the polynomials
where x Q stands for the center of each cube Q. Taking the Taylor expansion in x 0 for each monomial, one has
Recall the property P1 in Lemma 4.2, which states that
Raising (7.2) to the power p, integrating in Q and using (7.3) we get
By the Sobolev Embedding Theorem, we know that
as long as p ą d. If we add with respect to Q P W and we use (7.1) we get ÿ
with constants depending on the diameter of Ω, p, d and n.
Carleson measures
Theorem 1.1 provides us with a nice tool to check if an operator is bounded in W n,p pΩq as long as p ą d. Our concern for this section is to find a sufficient condition valid even if p ď d. We want this condition to be related to some test functions (the polynomials of degree smaller than n seem the right choice) but somewhat more specific than the condition in the Key Lemma. In particular we seek for some Carleson condition in the spirit of the celebrated article [ARS02] by N. Arcozzi, R. Rochberg and E. Sawyer. In the next section we will check that, when we consider only the first derivative, that is for W 1,p pΩq, the sufficient condition below is in fact necessary. To use their techniques we need to have some tree structure coherent with the shadows of the cubes. We will use a local version of the Key Lemma in order to get rid of some technical difficulties:
Lemma 8.1. Let Ω Ă R d be a Lipschitz domain, T a smooth convolution Calderón-Zygmund operator of order n P N. Then the following statements are equivalent. i) For every f P W n,p pΩq one has
ii) For every window Q and every f P W n,p pΩq with f | pδ0Qq c " 0 one has
where the whitney covering W Q is properly oriented with respect to Q, that is, with the dyadic grid parallel to the local coordinates (see Definition 3.6).
Sketch of the proof. To see that i) implies ii) just use the Key Lemma with an appropriate dyadic grid. To see the converse, one can choose a finite a collection of windows tQ k u
c0 Q k is a covering of the boundary of Ω, call Q 0 to the inner region Ωz Ť δ0 2 Q k , and let tψ k u be a partition of the unity related to the covering tQ 0 u Y tδ 0 Q k u N k"1 . Consider a function f P W n,p pΩq. Since ψ 0 f P W n,p pR d q, using the Remark 5.2 one can see that
Now, following the proof for the Key Lemma but replacing f by ψ k f and using an appropriate Whitney covering for every single window, one can get
Choosing ψ k as bump functions with the usual estimates on the derivatives
, one can get (8.1) using the Leibnitz formula.
Next we recall some useful results from [ARS02] . First we need to introduce some notation. Definition 8.2. We say that a connected, loopless graph T is a tree, and we will fix a vertex o P T and call it its root. This choice induces a partial order in T , given by x ě y if x P ro, ys where ro, ys stands for the geodesic path uniting those two vertices of the graph (see Figure 8 .1). We call shadow of x in T to the collection Sh T pxq " ty P T : y ď xu.
We say that a function ρ : T Ñ R is a weight if it takes positive values (by a function we mean a function defined in the vertices of the tree). i) There exists a constant C " Cpµq such that
ii) There exists a constant C " Cpµq such that for every r P T one has
For every 1 ď p ď 8, we say that a non-negative measure µ is a p-Carleson measure for pI, ρ, pq if there exists a constant C " Cpµq such that the condition i) is satisfied.
Given an R-window Q of a Lipschitz domain Ω with a properly oriented Whitney covering W, for every x P Q, we write x " px 1 , x d q P R d´1ˆR and, if x is contained in a Whitney cube Q P W, we define the shadow of x as Shpxq "
Note that if x is the center of the upper pn´1q-dimensional face of Q, the vertical projection of Shpxq (which is a pn´1q-dimensional square) coincides with the vertical projection of Q (see Figure 8 .2). Finally, we define the vertical extension of Shpxq,
More generally, given a set U Ă Q we call its shadow
ShpU q " y P Q X Ω : there exists x P U such that y d ă x d and x 1 " y 1 ( .
Recall that we have a proper orientation in the Whitney covering. Thus, given a Whitney cube Q, we call the father of Q, F pQq the neighbor Whitney cube which is immediately on top of Q with respect to the vertical direction. This parental relation induces an order relation (P ď Q if P is a descendant of Q). This would provide a tree structure to the Whitney covering W if there was a common ancestor Q 0 for all the cubes. This does not happen, but we can add a "formal" cube Q 0 (root of the tree) and then we can write Q ď Q 0 for every Q Ă Q. If we call T to the tree with the Whitney cubes as vertices complemented with Q 0 and the strucutre given by the order relation ď, then for every Whitney cube Q Ă Q, Figure 8 .2). Since we will only consider functions and measures supported in the window canvas δ 0 Q X Ω, we can extend any of them formally in Q 0 as the null function. Now, some minor modifications in the proof of [ARS02, Proposition 16] allow us to rewrite this theorem in the following way.
Proposition 8.6. Given 1 ă p ă 8 and an R-window Q of a Lipschitz domain Ω with a properly oriented Whitney covering W, consider the weights ρpxq " distpx, BΩq d´p , ρ W pQq " ℓpQq d´p . For a positive Borel measure µ supported on δ 0 Q X Ω, the following are equivalent:
2. For every P P W one has
In virtue of [ARS02, Theorem 1], when d " 2 and the domain Ω is the unit disk in the plane, the first condition is equivalent to µ being a Carleson measure for the analytic Besov space B p pρq, that is, for every analytic function defined on the unit disc D, Figure 8 .2: The shadows Shpxq and ShpQq coincide when x is the center of the upper face of the cube. Furthermore, P Ă ShpQq if and only if P P Sh T pQq. Definition 8.7. We say that a measure satisfying the hypothesis of the previous theorem is a p-Carleson measure for Q.
We say that a positive and finite Borel measure µ is a p-Carleson measure for a Lipschitz domain Ω if it is a p-Carleson measure for every R-window of the domain.
We are ready to prove the second theorem. This proof is very much in the spirit of Theorem 1.1. Again we fix a point x 0 P Ω and we use the polynomials P λ pxq " px´x 0 q λ χ Ω pxq for every multiindex |λ| ă n, but now the key point is to use the Poincaré inequality instead of the Sobolev Embedding Theorem. Our hypothesis is reduced to dµ λ pxq " |∇ n T P λ pxq| p dx being a p-Carleson measure for Ω for every |λ| ă n.
Proof of Theorem 1.2. Consider a fixed R-window Q and a properly oriented Whitney covering W, that is, with dyadic grid parallel to the window faces. Making use of Lemma 8.1, we only need to bound ÿ
for every f P W n,p pΩq with f | pδ0Qq c " 0. Fix such a function f . Using the expression (4.2) and expanding it as in (7.2) at a fixed point
Moreover, by induction on (4.3), the coefficients are bounded by
Taking into account that f | pδ0Qq c " 0, we have ffl
and we can use the Poincaré inequality to find that
By assumption, µ λ is a p-Carleson measure for every |λ| ă n, that is, it satisifies both conditions of Proposition 8.6. By Theorem 8.5, we have that, for every h P l p pρ W q,
where ρ W pQq " ℓpQq d´p . Let us fix β and λ momentarily and take hpP q " ℓpP q ffl 5P |∇D β f | dm in (8.4). Using Jensen's inequality and the finite overlapping of the quintuple cubes, we have
Plugging (8.5) into (8.3) for each β and λ, we get
9 The remaining implication in Theorem 1.3
In this section we prove the implication 1. ùñ 2. in Theorem 1.3. First we need some tools from partial differential equations.
Remark 9.1. Given g P L 1 0 pR d q and d ą 2, consider the function
where N denotes the Newton potential (2.1), R pd´1q d stands for the vertical component of the vectorial pd´1q-dimensional Riesz transform R pd´1q and dσ is the hypersurface measure in BR d . This function is well defined since
and, thus, the right-hand side of (9.1) is an absolutely convergent integral for each x P R d , with Then h has weak derivatives in R d and for every φ P C
Furthermore, if B 1 has radius r 1 then for every x P R d zB 1 we have
3) and |∇hpxq| À 1 |x| d´1ˆ1`ˇl og
Remark 9.3. Note that h can be understood as a weak solution to the Neumann problem
Sketch of the proof of Lemma 9.2. Let us define F as in (9.1). Then,
and h " F´N g. It is an exercise to check that F and N g are C 1 up to the boundary, with
proving (9.2).
To prove the pointwise bounds for ∇h, recall that
On the other hand, consider z P supppgq Ă 1 4 B 1 and x R B 1 . Then, for y P BR d X Bp0, |x|{2q one has |x´y| « |x|, for y P BR d X Bp0, 2|x|qzBp0, |x|{2q one has |y´z| « |x| and otherwise |y´x| « |y´z| « |y|. Thus,ˇˇR pd´1q rpR
The first term can be bounded by C To prove the pointwise bounds for h, recall that
When d ą 2 we use the same method as in (9.5) and (9.6) using Newton's potential instead of the vectorial pd´1q-dimensional Riesz transform to get
When d " 2 the Newton potential is logarithmic, but the spirit is the same. In this case, arguing as before, |h s pxq| À log |x|}g} 1`r 1 }g} 1 |x|`|x| log |x|`x 2 log x 2 |x| 2 .
Proposition 9.4. Let 1 ă p ă 8. Given a window Q of a special Lipschitz domain Ω with a Whitney covering W and given f P W 1,p pΩq, define the Whitney averaging function
If µ is a finite positive Borel measure supported on δ 0 Q with µpShpQqq ď CℓpQq d´p for every Whitney cube Q Ă Q, (9.8)
Proof. We will argue by duality. Let us assume that the window Q " Qp0, R 2 q is of side-length R and centered at the origin, which belongs to BΩ. Note that the boundedness of A is equivalent to the boundedness of its dual operator
We also assume that µ " 0 in a neighborhood of BΩ. One can prove the general case by means of truncation and taking limits since the constants of the Carleson condition (8.2) and the the norm of the averaging operator will not get worse by this procedure. Fix a cube P . Analogously to [ARS02, Theorem 3], we apply the boundedness of A˚to the test function g " χ ShpP q to get Given any f P W 1,p pΩq, using (9.7) and Fubini's Theorem, xA˚g, f y "
where we wrote x¨,¨y for the duality pairing. Consider
Note that r g is in L 8 with norm depending on the distance from the support of µ to BΩ by (9.8), but the norm of r g in L 1 is }r g} L 1 " µpShpP qq. Consider also the change of variables ω :
where A is the Lipschitz function whose graph coincides with BΩ, and to every Whitney cube Q assign the set Q ω " ω´1pQq and its shadow Sh ω pQq " ω´1pShpQqq (see Figure 9 .1). Then, for every x P R d we define g 0 pxq :" r gpωpxqq|detpDwpxqq|, (9.11) where detpDwp¨qq stands for the determinant of the jacobian matrix. Note that still }g 0 } L 1 " }r g} L 1 " µpShpP qq, and
The key of the proof is using
where we use the brackets for the dual pairing of test functions and distributions. Using Hölder's inequality and the estimate (9.4) one can see that the error term in (9.17) is bounded by ż 3B1zB1
Note that C only depends on r 1 , which can be expressed as a function of the Lipschitz constant δ 0 and the window side-length R.
It is well known that the vectorial d-dimensional Riesz transform, The advantage of f r is that it is compactly supported, while only the laplacian of f φ is compactly supported. Recall that ∆f φ " B dd I φ P C By the Lipschitz character of Ω we know that | det Dωpzq| « 1 for every z P R d . Thus, by (9.10) and (9.11), given Q ď P we have For every x P Q ω , using (9.27) and (9.28) first and then (9.26) we get Then, raising to the power p 1 , averaging with respect to x P Q ω and summing with respect to Q ď P with weight ρ W pQq " ℓpQq p´d p´1 , since pd´1qp
1`p´d p´1´d " 0, we get Claim 9.7.
Finally, we bound the negative contribution of the pd´1q-dimensional Riesz transform in (9.25), that is we bound 2 . Proof. Consider x, z P R d with x d ă z d and two Whitney cubes Q and S such that x P Q ω and z P ω´1p3Sqzω´1p3Qq, then Proof. The implication 1 ùñ 2 is Theorem 1.2. To prove that 2 ùñ 1 we will use the previous proposition. Let us assume that we have a properly oriented Whitney covering W associated to an R-window Q of a Lipschitz domain Ω, where we assume that the window Q " Qp0, If the domain Ω is Lipschitz with small constant depending on p (in particular if it is C 1 ), then this condition is satisfied (see [Bek86, Theorem 2.1]).
Remark 10.2. We want to point out some open problems to conclude this exposition. First of all, when n ą 1 we have found a sufficient condition in terms of Carleson measures, but we do not know if this condition (or a similar one) is necessary.
Secondly, it would be interesting to study the fractional Sobolev spaces, W s,p pΩq for s R N. Finally we have obtained some results connecting the boundedness of the even smooth convolution Calderón-Zygmund operators to the geometry of the boundary of planar domains Ω which will be published in a forthcoming paper.
