Tsunami wave generation by submarine and aerial landslides is examined in this paper. Two different two-dimensional numerical methods have been used to simulate the time histories of fluid motion, free surface deformation, shoreline movement, and wave runup from tsunami waves generated by aerial and submarine landslides. The first approach is based on the Navier-Stokes equation and the volume of fluid (VOF) method: the Reynolds Averaged Navier-Stokes (RANS)-based turbulence model simulates turbulence, and the VOF method tracks the free surface locations. The second method uses Smoothed Particle Hydrodynamics (SPH)-a numerical model based on a fully Lagrangian approach. In the current work, two-dimensional numerical simulations are carried out for a freely falling wedge representing the landslide and subsequent wave generations. Numerical simulations for the landslide-driven tsunami waves have been performed with different values of landslide material densities. Numerical results obtained from both approaches are compared with experimental data. Simulated results for both aerial and submerged landslides show the complex flow patterns in terms of the velocity field, shoreline evolution, and free-surface profiles. Flows are found to be strongly transient, rotational, and turbulent. Predicted numerical results for time histories of free-surface fluctuations and the runup/rundown at various locations are in good agreement with the available experimental data. The similarity and discrepancy between the solutions obtained by the two approaches are explored and discussed.
INTRODUCTION
Tsunamis are typically generated by coseismic sea bottom displacement due to earthquakes. However, submarine or aerial landslides can trigger devastating tsunamis. Underwater landslides represent the second most important source of tsunami generation and create more devastating tsunamis than co-seismic tsunami sources of moderate strength. These types of tsunamis can produce large runup heights that flood the coast [1] . While the mechanisms that generate these types of tsunami flows are generally understood, the ability to predict the flows they produce at coastlines still represents a formidable challenge due to the complexities of coastline formations and the presence of numerous coastal structures that interact and alter the flow. Tsunami hazards posed by submarine landslides depend on the landslide scale, location, type, and process. Even small submarine landslides can be dangerous when they occur in coastal areas. Examples include the 1996 Finneidfjord slide [2] and the 1929 Grand Banks earthquake that resulted in submarine landslides, turbidity current, and a tsunami that caused significant casualties [3, 1, 4] .
Although the generation and propagation of earthquake-generated tsunamis have been studied for the last four decades and are now relatively well understood, the causes and effects of landslide-generated tsunamis are much less known. The generation and effects of landslidegenerated tsunamis are complex and variable. Historical landslide-generated tsunamis have produced locally extreme wave heights of hundreds of meters, as exemplified by the greater than 100-foot wave heights in Lituya Bay, Alaska, that were generated by the 1958 Lituya Bay landslide [5] .
Theoretical approaches for solving the landslide-generated tsunami problems are extremely difficult to apply due to strong nonlinearities of tsunamis, the threedimensionality of the flow, and the turbulence that develops from a breaking tsunami. Depth averaged techniques, including Boussinesq models [6] , do not predict the flowfield details accurately. Recent advances in computational fluid dynamics (CFD) have made it possible to use CFD techniques for investigation of tsunami runup. However, three-dimensional simulations of tsunami wave propagation are very difficult due to the complexity, the physical scales of the flow regimes, and the presence of the free surface. Grilli, et al. [7] used three-dimensional boundary element numerical models to predict the initial propagation of the surface disturbance. Conventionally, the Eulerian formulation is widely used to simulate tsunami flows, because it is relatively easy to implement the conservation laws of motion. Prior simulations of landslide-generated tsunamis [8] [9] [10] [11] used models based on Navier-Stokes equations. These analyses [8] [9] [10] [11] either used two-dimensional Navier-Stokes simulations with a VOF-type free surface tracking or a multi-fluid finite elementbased Navier-Stokes model [11] in which air and water motion were simulated. Most of the simulations were carried out in a twodimensional framework; the results were quite promising, but a full three-dimensional NavierStokes analysis [12, 13] was computationally very expensive. Liu, et al. [14] used a Eulerian grid-based Large Eddy Simulation (LES) technique to study the waves and runup/rundown generated by three-dimensional sliding mass. Christensen and Deigaard [15] and Lin and Liu [16, 17] used RANS models to simulate breaking waves in a surf zone. They [16, 17] used the k-ε nonlinear eddy viscosity closure model to simulate turbulence and the VOF method to track free surface locations.
RANS based approaches for simulating tsunami generation and wave propagation are computationally much more expensive than the potential flow based boundary integral equation approach. However, the RANS approach is capable of simulating the turbulence effects in tsunami wave generation and propagation. The absence of turbulence models is a deficiency of the potential flow based boundary integral equation method. However, problems of numerical diffusion in the advection terms are a complicated issue in Navier-Stokes equations. In addition, when the deformation of the free surface is very large, the numerical diffusion poses great challenge in capturing the surface accurately. In addition, the treatment of the solid material increases the complexity in these RANS based approaches of tsunami modeling.
Another class of numerical methods is based on the Lagrangian formulation. Several Lagrangian formulations based on meshfree methods have been proposed in recent years, including SPH and the Lattice Boltzmann Method (LBM) [18] . Of the different techniques developed over the past decade, SPH has been the most popular and successful when applied to free-surface hydrodynamics. SPH, a fully Lagrangian approach, was originally developed to simulate non-axisymmetric problems in astrophysics that predict the motion of discrete particles with time. SPH obtains approximate numerical solutions of the equations of fluid dynamics by replacing the fluid with a set of points. Using a kernel function, these points can be used to discretize partial differential equations of fluid dynamics without any underlying mesh. The basic theory of SPH is based on the discrete summation over disordered points as an approximation to integrals. One of the major advantages of SPH is that the need for fixed computational grids is removed when calculating spatial derivatives. Since its initial development by Gingold and Monaghan [19] and Lucy [20] , the technique has been applied to many other problems including free-surface hydrodynamics [18, 21, and 22] , fracture problems [18] , and impact modeling [18] . SPH techniques have been successfully applied for simulating water waves [21] [22] [23] [24] . Liu and Liu [18] have provided a very good description of the meshfree SPH method in simulating a wide range of fluid dynamics problems.
Due to its ability to effectively simulate complex fluid structure interaction problems involved in wave impacts and wave sloshing, the SPH method is a viable and attractive alternative for simulating tsunami propagation problems. However, there are some inherent problems in SPH related to implementation of boundary conditions on fluidsolid surface. In addition, the numerical stability of the SPH method is determined by the kernel function and particle smoothing length.
In the present work, both the Navier-Stokes equations as well as the SPH model [24] are used to predict the aerial and submerged landslide movement and the subsequent generation and propagation of tsunami waves. The two approaches are assessed in terms of their relative advantages and disadvantages for simulation of tsunami generation and propagations. Twodimensional simulations are carried out for the Navier-Stokes equations; the flow solver FLOW-3D [25] is used. The VOF method is used in FLOW-3D to track the free surface and shoreline movement. Turbulence in the Navier-Stokes equations is simulated using the renormalization group (RNG)-based turbulence model [26] . For the SPH simulations, the baseline SPH code provided by Liu and Liu [24] was modified for the current applications. Numerical results from the simulations are compared with experimental data [27, 14] . The two approaches are compared for the tsunami wave generation by aerial and submarine landslides. The predicted solution by the Navier-Stokes equations and preliminary results from the SPH simulations are compared with the available experimental data [27, 14] for the time histories of free-surface fluctuations and the runup/rundown at various locations.
NAVIER-STOKES SOLVER
METHODOLOGY FLOW-3D [25] , developed by Flow Sciences, is a general purpose CFD simulation software package based on the algorithms for simulating fluid flow that were developed at Los Alamos National Laboratory in the 1960s and 1970s [28] [29] [30] . The basis of the solver is a finite volume or finite difference formulation, in Eulerian framework, of the equations describing the conservation of mass, momentum, and energy in a fluid. The code is capable of simulating two-fluid problems, incompressible and compressible flow, and laminar and turbulent flows. The code has many auxiliary models for simulating phase change, nonNewtonian fluids, non-inertial reference frames, porous media flows, surface tension effects, and thermo-elastic behavior. FLOW-3D solves the fully three-dimensional transient Navier-Stokes equations using the Fractional Area/Volume Obstacle Representation (FAVOR) [31] and the volume of fraction [28] method. The solver uses finite difference or finite volume approximation to discretize the computational domain. Most of the terms in the equations are evaluated using the current time-level values of the local variables in an explicit fashion, though a number of implicit options are available. The pressure and velocity are coupled implicitly by using the timeadvanced pressures in the momentum equations and the time-advanced velocities in the continuity equations. It solves these semiimplicit equations iteratively using relaxation techniques. FAVOR [31] 
RNG TURBULENCE MODEL
The RNG turbulence model [26] solves for the turbulent kinetic energy (k) and the turbulent kinetic energy dissipation rate (ε). This RNG approach applies statistical methods to derive the averaged equations for turbulent quantities, such as turbulent kinetic energy (k) and its dissipation rate. The RNG-based models rely less on empirical constants while setting a framework for the derivation of a range of parameters to be used at different turbulence scales. The RNG model uses equations similar to those for the k-ε model. However, equation constants that are found empirically in the standard k-ε model are derived explicitly in the RNG model. Generally, the model has wider applicability than the standard k-ε one.
SMOOTHED PARTICLE HYDRODYNAMICS
The SPH model is based on two fundamental ideas: every flow characteristic is smoothed over the spatial domain by using an appropriate kernel function and the smoothed flow is approximated by particles, whose time evolution is governed by a Lagrangian scheme [32] . There are no constraints imposed on the geometry of the system or on how far it may evolve from the initial conditions. The SPH equations are obtained from the continuum equations of fluid dynamics by interpolating from a set of points that may be disordered. The interpolation is based on the theory of integral interpolants using interpolation kernels, which approximate a delta function. The interpolants are analytic functions, which can be differentiated without the use of grids. The gradient and divergence terms in the fluid dynamical equations can therefore be obtained from information at neighboring points, which can be thought of as particles. As a consequence, the equations of fluid dynamics reduce to a set of ordinary differential equations for the motion of each particle. The simulation of a fluid then becomes an n-body problem with the interactions between the particles determining how their properties change. In the SPH numerical implementation, the fluid domain is represented by a certain finite number of particles, carrying the physical variable at the points occupied by their volumes. SPH enables the user to perform computation with any arbitrary distribution of particles and deal with extremely large deformation [33] [34] [35] . The SPH formulation used in the code is detailed in references 24, 33, and 34 and is not described in this paper. The artificial viscosity used in the code is based on Monaghan's formula [34] , and Batchelor's formula [36] has been used for the relationship between pressure and density. The boundary condition based on the repulsive force as given by Monaghan [23, 34] is used in the current simulations.
EXPERIMENT
Two sets of simulations were carried out in the present work. They are the sliding wedge wave tank experiment at Oregon State University [14] and the experiment involving wave generation by a rigid wedge sliding into water along an incline by Heinrich [27] . The first experiment on the sliding wedge wave tank was conducted at Oregon State University. The wave tank has a length of 104 m, a width of 3.7 m, and a depth of 4.6 m. A plane slope (a beach with an inclination of two horizontal to one vertical) was located near one end of the tank and a dissipating beach at the other end. For all experiments, the water depth in the wave tank was about 2.44 m. The landslide was represented by a sliding wedge. The sliding wedge moved down the slope by gravity, rolling on specially designed vshaped wheels (with low friction bearings) that ride on aluminum strips with shallow grooves inset into the slope. Figure 1 shows the schematic sketch of the experiment and the nomenclature used in the experiments. The length of the wedge (b) is 91.44 cm; a front face dimension (a) is 45.72 cm high. In Figure 3 , the distance, x, is measured seaward from the intersection of the seawater level (SWL) with the slope. The runup, R, is measured vertically from the SWL, and Δ is the vertical distance from the SWL to the highest point measured positively upward from the SWL. In the experiment, a sufficient number of wave gauges were used to determine the seaward-propagating waves (the waves propagating to either side of the sliding bodies).
The second experiment was by Heinrich [27] . The experiments were carried out in a channel that was 20-m long, 0.55 m wide, and 1.50 m deep in the Hydraulic National Laboratory, Chatou, France [27] . In this experiment, water waves were generated by allowing a wedge to freely slide down a plane inclined at 45° on the horizontal. The wedge was triangular in cross section (0.5 m × 0.5 m) with a 2000 kg/m 3 density. The water depth was 1 m and the top of the edge was initially 1 cm below the horizontal free surface. The box was equipped with four rollers, slid into the water under the influence of gravity only, and was abruptly stopped as it reached the bottom by a 5-cm-high rubber buffer. The box was held in its initial position by a hydraulic jack moving laterally through the unglazed side wall [27] . The experimental setup [27] is shown in Figure 2. 
COMPUTATIONAL DETAILS
The Navier-Stokes solutions were obtained with FLOW-3D. Figure 3 shows the computational domain and grid for the simulations with the Oregon State University experimental configuration [14] . A twodimensional flow domain representing the experiment setup Liu, et al. [14] described was defined within the framework of the FLOW-3D software. The entire flow domain is 100 m in length and 5.6 m in height. The flow domain near the ramp is detailed in Figure 3 . The ramp in these experiments has a 1:2 slope, and the wedge is placed so that its leading edge is initially at the undisturbed water surface. The water depth is specified as 4.6 m and the ramp is 10.114 m down the length of the flow domain. The sliding block is about 0.457 m in height and 0.914 m in length.
The computational grid for these simulations consisted of 400 × 56 grids in the x and y directions, respectively. The grid is nearly uniform in the region covering the ramp, and the x-grid expands from the end of the ramp to the end of the flow channel. The grid also covers the initial air space above the water to accommodate the block motion and the surface waves. This feature is required in the FLOW-3D software as part of its VOF free-surface tracking algorithm. All surfaces of the flow domain were defined as no-slip smooth walls. Similarly, the faces of the wedge and ramp were also smooth no-slip surfaces. The wedge motion is specified as a constant 2.9 m/s down the ramp consistent with the average velocity of the wedge in one of the test runs Liu, et al. [14] described. The fluid in the channel was specified as water with a density of 1000 kg/m 3 and a viscosity of 1 cP. In the experiments Liu, et al. [14] described, air filled the space above the water. In these current simulations, however, this was empty space that did not interact with the water. First a laminaronly condition for the entire flowfield was used. Second, an RNG turbulence model was used to capture any turbulence effects near the moving wedge. Figure 4 shows the computational domain and grid for the simulations with the experimental data of Heinrich [27] . A twodimensional flow domain representing the experiment setup described was defined within the framework of the FLOW-3D software. The entire flow domain, Figure 6 , is 4.1 m in length and 1.2 m in height. The ramp in these experiments has a 1:1 slope, and the wedge is placed so that its top face is submerged 0.1 m below the water surface. The water depth is specified as 1.0 m. The coordinate system for these simulations has its origin at the bottom of the flow channel directly below the location where the water surface meets the boundary. The computational grid comprises a uniform grid of 120 × 40 cells in the x and z directions, respectively. Note that the grid also covers the initial air space above the water to accommodate the block motion and the surface waves as required in the FLOW-3D software as part of its VOF free-surface tracking algorithm. All surfaces of the flow domain were defined as noslip smooth walls. Similarly, the faces of the wedge and ramp were also smooth no-slip surfaces. The wedge motion follows the prescribed velocity profile Ashtiani, et al. [37] specified. This velocity profile is a piecewise linear fit to the following function V(t)=86tanh(0.0175t), t ≤ 0.4s
(1) V(t)=0.6 t > 0.4s (2) where the velocity units are m/s. The prescribed time history of the wedge speed is described in Figure 5 . Note that the velocity profile is very nearly linear during the block acceleration. In these simulations, the block was decelerated to a stop between t=1.4 s and t=1.45 s so that it rested at the bottom of the ramp. The fluid in the channel was specified as water with a density of 1000 kg/m 3 and a viscosity of 1 cP. In the experiments described [27, 37] , air filled the space above the water. In these simulations, however, this was empty space that did not interact with the water. Laminar flow conditions prevail over most of the flow domain except near the moving edge. Consequently, two scenarios were simulated. Turbulence was simulated using the RNG turbulence model to capture any turbulence effects near the moving wedge.
The SPH simulations used the same experimental configuration and geometry [14, 27] . The simulations for the experimental configuration of Heinrich [27] The repulsive boundary condition of Monaghan [22] was used for the wall boundary condition.
RESULTS AND DISCUSSIONS
Computational results are presented for the Navier-Stokes simulations and the SPH simulations of the two experimental configurations [14, 27] . Presented results include the unsteady fluid configurations at different times and comparison of the predicted water surface height and elevation with experimental observations.
Figures 6 through 10 present computational results for the Heinrich [27] simulations. Figure  6 present fluid configurations at different times. The initial wave is shown at time t=0.6 s, when the trough behind the wave is about at its minimum position. The fluid configuration at 1.2 s shows that the second wave is just being formed as a result of the continued wedge motion and the reflection of the back of the initial wave from the ramp. Finally, at time t=1.8 s, the second wave is seen to be propagating down the channel just above the block. Note that the vortex initially behind the top corner of the block has detached from the block by time t=1.8 s.
The experimental and simulated wave profiles are compared in Figure 7 . The fluid surface shape for times t=0.5 s and t=1.0 s are shown in Figure 7 . At time t=0.5 s, the latter half of the wedge is just beginning to be covered by fluid as the initial wave is generated. At t=1.0 s, the wave is running up on the ramp behind the wedge. Simulated results closely agree with the experimental observation [27] . Figure 8 shows the initial fluid configuration for the SPH simulations with the configuration of Heinrich [27] . Figure 9 presents the particle configuration due to the wedge movement at different times from the SPH simulations. Close agreement can be seen between the water surface elevation obtained from the Navier-Stokes simulations ( Figure 6 ) and the SPH results. Simulated SPH results show the generation of waves and their reflection from the left wall. The water surface is nearly horizontal at t=1.5 seconds. It can be observed from figure 9 that at t=1 s, a vortex is being generated above the wedge, and at t=1.5 s, the wedge reaches the bottom. The formation of the vortex and the flowfield structure obtained from the SPH simulations are in good agreement with the results obtained from the Navier-Stokes simulations. However, note that the SPH simulations did not use any turbulence model for simulating the turbulence. The general viscosity formulation of Monaghan [22] has been used for the artificial viscosity. The artificial vorticity formulation has successfully predicted the vortex structure in the flowfield. Figure 10 shows the comparison of the water surface elevations at t=0.5 s and t=1.0 s the SPH simulations predicted with the experimental data. Note that the SPH simulations have predicted the correct trend of the water surface elevations. However, their magnitudes are overpredicted compared to the experimental results because the fact that the current simulations did not have any turbulence models. Comparing figures 7 and 10, one can see that the Navier-Stokes simulations also overpredicted the water surface elevation up to 0.75 m after which the elevation level was underpredicted. Future simulations with the SPH models will aim at evaluating the effect of turbulence models and turbulence viscosity on the solution.
Figures 11 through 15 present the results from the simulations with the experimental configuration of Oregon State University [14] . Figure 11 shows the flowfield at different time levels obtained from the Navier-Stokes solution. In all of these figures, the fluid surface and the pressure contours are shown. The pressure contours are increasing from atmospheric value at the surface to the bottom, corresponding to a value of about 45 kPa. At t=0.6 s, the initial wave is created when the wedge is just submerged. The front of this wave begins to travel downstream, and the back of the wave breaks backward over the top of the wedge. At t=1.2 s, the wave has completely broken over the wedge and begins to run up the ramp. At 2.6 s, the flow has the maximum wave runup on the ramp. A small vortex forms as the wedge slides down. At t=4.0 s, a second wave is formed and propagates down the channel. Figure 12 shows the snapshots of velocity vectors on the centerline vertical plain for the sliding wedge from the three-dimensional LES results of Liu, et al. [14] . Comparing Figures 11  and 12 , shows a qualitative agreement between the current simulations and the LES of Liu, et al. [14] . Even though the simulations by Liu, et al. [14] used LES and a much larger grid compared to the current simulations, the present simulations show good agreement with their results.
The predicted wave height from the current two-dimensional Navier-Stokes simulations is compared to the measured wave heights and the three-dimensional numerical predictions of Liu, et al. [14] in Figure 13 . Note that the wave heights the two-dimensional simulations predicted are greater than those measured in the experiments because the lateral spreading of the wave is not captured in the two-dimensional simulations. The wave frequency predicted from the two-dimensional simulations, however, is in relatively good agreement with the measurements. Figure 14 shows the initial fluid configuration for the SPH simulations with the configuration of Liu et al. [14] . Figure 15 shows the unsteady flowfield and sequential fluid runup at different times for the SPH simulations of the configuration of Liu et al. [14] . The SPH simulations can capture the basic features of the flowfield. The SPH model has predicted the formation of the initial wave, the reflection of the wave, and subsequent runup. The formation of a vortex over the wedge as it slides down the ramp can also be observed in the figures. Comparing figures 11 and 15, the predicted wave runup is greater for the SPH simulations compared to the Navier-Stokes RANS simulations. However, there is qualitative agreement between the velocity field predicted by the RANS model and the SPH model.
CONCLUSIONS
Two two-dimensional numerical modelsthe Navier-Stokes RANS with a VOF freesurface method and the SPH method-have been presented for simulations of tsunami wave generation by aerial landslides. Simulations are carried out for two experimental configurations. The capability and accuracy of these models are evaluated by comparing the numerical results with available experimental data. Simulated results for both landslide configurations show the complex flow patterns in terms of the velocity field, shoreline evolution, and free-surface profiles. In general, the numerical results obtained from both the models are in reasonable agreement with the experimental data in terms of the water surface elevation and the flowfield. The RANS model appears to better predict the surface elevation profile compared to the SPH. The SPH simulations overpredict the surface elevation profiles. This can be due to the lack of sufficient diffusion in the SPH numerical scheme. The velocity fields predicted by the RANS model and the SPH model are in good qualitative agreement. The differences in prediction between the SPH and the RANS models can be attributed to numerical resolution, numerical diffusion, and turbulence models. Future studies will provide in-depth analysis of the effect of numerical resolution, diffusion, and the turbulence model on the SPH predictions. 
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