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Abstract—We propose a new method with Nadaraya-Watson
that maps one N-dimensional distribution to another taking into
account available information about correspondences. We extend
the 2D/3D problem to higher dimensions by encoding overlapping
neighborhoods of data points and solve the high dimensional
problem in 1D space using an iterative projection approach. To
show potentials of this mapping, we apply it to colour transfer
between two images that exhibit overlapped scene. Experiments
show quantitative and qualitative improvements over previous
state of the art colour transfer methods.
Index Terms—Nadaraya-Watson estimator, Iterative Distribu-
tion Transfer, Colour Transfer
I. INTRODUCTION
Colour variations between photographs often happen due
to illumination changes, using different cameras, different in-
camera settings or due to tonal adjustments of the users.
Colour transfer methods have been developed to transform a
source colour image into a specified target colour image to
match colour statistics or eliminate colour variations between
different photographs. Applications of colour transfer in image
processing problems are various, ranging from colour correc-
tion for image mosaicing and stitching [1], to colour enhance-
ment and style manipulation for artistic design applications
[2]. An example of application of colour transfer is illustrated
in Figure 2: light fields have become a major research topic
and among the different methods used to capture a light
field are the lenslet cameras that extract sub-aperture images
(SAI), each with a very wide depth of field and representing
different viewpoints of the scene. However, as can be seen,
the extracted views suffer from a number of artifacts such as
colour discrepancies [3], [4].
When target and source images are from the same scene,
correspondences can be found to guide the process for re-
colouring [5]. The SIFT flow algorithm [6] is well suited for
matching densely sampled, pixel-wise SIFT features between
the two images [7] and is used in our proposed pipeline (cf.
Fig. 1). In this paper, we propose to use these correspondences
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between source and target images for performing colour
transfer with a new algorithm (cf. Sec. II) noted INWDT (cf.
Fig. 1). We compare our approach against state of the art
techniques for colour transfer [2], [5], [8]–[10] (Sec. III) and
show competitive results, both quantitatively and qualitatively.
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Fig. 1. Proposed Pipeline: Following [7], correspondences between target and
source are found using SIFT flow [6]. These correspondences are used in our
proposed INWDT algorithm (cf. Alg. 1) to compute recoloured candidates that
are then merged using the same process as [10] to compose the recoloured
source image.
II. ITERATIVE NADARAYA-WATSON DISTRIBUTION
TRANSFER
We explain our INWDT algorithm (Alg. 1) in Section II-A.
It is derived from the Iterative Distribution Transfer (IDT)
algorithm originally proposed by Pitie et al. [8] as a solution
to optimal transport in N-dimensional spaces. Our algorithm is
part of our overall pipeline (Fig. 1) that is explained in Section
II-B.
A. Nadaraya-Watson Vs Optimal transport solution in 1D
The IDT algorithm [8] proposes to project two multidi-
mensional independent datasets {xi} and {yi} sampled for
two random vectors x ∈ Rd and y ∈ Rd with respective
distributions px and py , in a one dimensional space (cf. line 6
in Alg. 1). This projection creates two datasets {ui} and {vi}
whose cumulative distributions Pu and Pv are registered using
the 1D optimal transport solution in IDT [8]:
φOT (u) = P−1v ◦ Pu(u) (1)
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Fig. 2. Results on SAI light fields images. Our method NW_cp successfully
corrects colour inconsistencies in the selected outer views images using the
centre view image (SAI 0707) as the target image. The flow fields show the
motion changes between the target and each source image. The top row on
the right shows flow field visualization based on the code in [11]: each pixel
denotes a flow vector where the orientation and magnitude are represented by
the hue and saturation of the pixel, respectively.
Algorithm 1 Iterative Nadaraya-Watson Distribution Transfer
1: Input: Target & Source datasets with correspondences
{(xi, yi)}ni=1, samples of r.v. (x, y) ∈ Rd × Rd
2: Initialisation: k ← 0 and ∀i, x(0)i ← xi
3: repeat
4: Generate N random unit vectors in Rd stored in matrix
R = [e1, ..., eN ]
5: for j = 1 to N do
6: Compute projections ∀i ui = eTj x(k)i and vi = eTj yi
7: Compute 1D NW estimate v = φj(u) with {(ui, vi)}
8: end for
9: Remap the source dataset
x
(k+1)
i = x
(k)
i + R
−1

φ1(e
T
1 x
(k)
i )− eT1 x(k)i
...
φN (e
T
Nx
(k)
i )− eTNx(k)i

10: k ← k + 1
11: until convergence L2(px, py)→ 0 (noted k ≡ ∞)
12: Result: With the recoloured patches {x(∞)i }i=1,··· ,n, the
final one-to-one mapping Φ in Rd is given by xi →
Φ(xi) = x
(∞)
i , ∀i.
We replace φOT used in IDT by the Nadaraya-Watson (NW)
estimate (cf. Alg. 1 line 7) taking advantage of the corre-
spondences {(xi, yi)} giving correspondences {(ui, vi)} in the
projective space:
φNW (u) =
∑n
i=1 vi Kh(u− ui)∑n
i=1Kh(u− ui)
' Epu|v [u|v] (2)
The NW estimator computes the estimate of an expectation
of u given v using a kernel (e.g. Gaussian) with bandwidth
h. This bandwidth controls the smoothness of the estimated
function φNW . Fig 3 presents the two estimates φOT and
φNW estimated as part of one iteration of our algorithm. Not
having correspondences, φOT is by definition (Eq. 1) a strictly
increasing function, whereas φNW provides a smooth non-
monotonic mapping function u to v.
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Fig. 3. Illustration of the non-parametric Nadaraya-Watson mapping function
(φNW ) that accounts for correspondences compared with the strictly increas-
ing Optimal transport function (φOT ) that does not take into account the
correspondences.
B. Pipeline
1) Patch correspondences: We use the same process ex-
plained in [7] to create a set of corresponding patches
{(xi, yi)} (patch size neighborhood m × m, creating data
dimension d = m × m × 3), where each pair corresponds
to two vectors xi and yi. SIFT flow motion estimation [6] is
used to define the correspondences {(xi, yi)}ni=1. We consider
likewise patches containing only colour information of a
pixel neighborhood, and as an alternative definition, patches
define with pixel location information in addition to colour
information [7].
2) Iterative Nadaraya-Watson Distribution Transfer: Our
algorithm outlined in Algorithm 1 is applied to our
set {(xi, yi)}ni=1 (input) to compute recoloured patches
{x(∞)i }ni=1. Fig. 4 illustrates several iterations k of our al-
gorithm visualised in 2D space.
3) Merge recoloured candidates.: Because the same pixel is
present in overlapping patches {x(∞)i }ni=1, the average colour
value from all the candidates is selected for recolouring [7],
[10].
III. EXPERIMENTAL ASSESSMENT
We provide quantitative and qualitative evaluations to val-
idate both of our NW solutions - using colour patches only,
annotated in the results as NW_c, and using colour patches
with pixel location information, annotated as NW_cp. We
compare our methods to different state of the art colour
transfer methods noted IDT [8], PMLS [2], GPS/LCP and
FGPS/LCP [9], L2 [5], PCT_OT [10] and OT_NW [7]. In
these evaluations we use image pairs with similar content
from an existing dataset provided by Hwang et al. [2]. The
dataset includes registered pairs of images (source and target)
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Fig. 4. Example of pdf of the transferred source patches projected in 2D
space (RG). The patch size chosen is 1× 1 and only the colour information
is used d = 3 (space RGB). The L2 distance [5] is computed at each iteration
to illustrate the convergence of the original distribution to the target one by
our transfer method.
taken with different cameras, different in-camera settings, and
different illuminations and recolouring styles.
A. Colour space and parameters settings
We use the RGB colour space and we found a patch size
of 3 × 3 captures enough of a pixel’s neighbourhood. For
our NW_cp version, each pixel is represented by its 3D RGB
colour values and its 2D pixel position (i.e 5D). The patches
with combined colour and spatial features create a vector in
45 dimensions (d = 3 × 3 × 5 = 45). For NW_c, pixel
position is not accounted for, and only RGB colours are used
(d = 3 × 3 × 3 = 27). We experimented with different
bandwidth values (cf. Eq. 2) and we found a fix value of
h = 5 gives best results.
B. Evaluation metrics
To quantitatively assess the recolouring results, four metrics
are used: peak signal to noise ratio (PSNR) [12], structural
similarity index (SSIM) [13], colour image difference (CID)
[14] and feature similarity index (FSIMc) [15]. These metrics
are often used when considering source and target images
of the same content [2], [5], [9], [16], [17]. Note that the
results using PMLS were provided by the authors [2]. It has
already been shown in [5] that PMLS performs better than
two other more recent techniques using correspondences [18],
[19], so PMLS is the one reported here with [7], [10] and
[5] as algorithms that incorporate correspondences in their
methodologies.
C. Experimental Results
Figures 5, 6, 8 and 9 show detailed tables of quantitative
results with means and standard errors (SE) for each metric
alongside with box plots carrying a lot of statistical details.
The purpose of the box plots is to visualize differences among
methods and to show how close our method is to the state
of the art algorithms. Figure 5 (b) and Figure 9 (b) shows
PSNR and FSIMc metrics results respectively, although our
method NW_cp outperforms other state of the art methods
in many cases as measured by PSNR as shown in the table,
by examining the box plots in both figures we see that the
methods PMLS, L2, PCT_OT, OT_NW, NW_c and NW_cp are
greatly overlap with each other, the median and mean values
(the mean shown as red dots in the plots) are the highest
among all algorithms and are very close in value and the
whiskers length almost similar indicating similar data variation
and consistency. Similarly, Figure 6 (b) shows SSIM box plot,
we can see that NW_cp gives a closer performance to OT_NW,
PMLS and L2 scoring highest values while PCT_OT greatly
overlap with NW_c. In Figure 8, CID metric shows that NW_cp
that combines the spatial and colour information better than
NW_c in giving a similar performance with top methods. In
conclusion, the quantitative metrics and the standard errors
show that statistically our algorithms with Nadaraya-Watson
give a comparative performance with top methods PMLS [2],
L2 [5], OT_NW [7] and PCT_OT [10] and outperforms the rest
of the state of the art algorithms [8], [9].
Figure 10 provides qualitative results. For clarity, the results
are presented in image mosaics, created by switching between
the target image and the transformed source image column
wise (Figure 10, top row). If the colour transfer is accurate, the
resulting mosaic should look like a single image (ignoring the
small motion displacement between source and target images),
otherwise column differences appear.
While PMLS and PCT_OT provide equivalent results to
our method in terms of metrics measures, PMLS on the one
hand introduces visual artifacts if the input images are not
registered correctly (Figure 7), while our method is robust
to registration errors. Note that although the accuracy of the
PSNR, SSIM, CID and FSIMc metrics relies on the fact that
the input images are registered correctly; if this is not the
case, these metrics may not accurately capture all artifacts
(Figures 7 and 10). On the other hand, PCT_OT can create
shadow artifacts when there are large changes between target
and source images (Figure 7, in example ‘building’), while our
proposed methods with and without incorporating positions
information can correctly transfer colours between images
that contain significant spatial differences and alleviates the
shadow artifacts, as can be seen in Figure 7 with examples
’illum’, ’mart’ and ’building’. In addition, NW approach
allows to create a smoother colour transfer result, and can also
alleviate JPEG compression artifacts and noise (cf. Figure 7
for comparison).
IV. CONCLUSION
We have shown how to use the Nadaraya-Watson estimator
to adapt the IDT algorithm for accounting for input corre-
spondences in registering high dimensional probability density
functions. Our approach is shown to be competitive to state of
the art for colour transfer in images where spaces of dimension
up to 45 have been used. Future work will look into combining
solution φOT and φNW to tackle semi-supervised situations
where correspondences are only partially available [5], [20].
IDT     
2007
PMLS 
2014
GPS/LCP 
2018
FGPS/LCP 
2018
L2       
2019
PCT_OT 
2019
OT_NW 
2020
NW_c   
3x3
NW_cp 
3x3
Gangnam1 25.354 35.725 24.048 23.936 35.358 31.479 33.565 30.353 32.241
Gangnam2 27.116 36.553 25.952 25.944 35.524 35.502 33.627 31.350 32.783
Gangnam3 22.372 35.007 21.908 21.913 33.284 26.393 28.217 27.069 29.269
Illum 19.822 20.167 19.785 19.960 19.079 20.306 20.858 20.236 21.066
Building 20.554 22.634 22.736 22.769 20.499 25.019 24.039 22.726 22.895
Playground 27.184 27.835 25.501 25.436 27.647 28.482 28.491 28.532 28.625
Flower1 24.238 26.981 23.765 23.706 26.857 25.186 27.158 26.973 27.530
Flower2 25.417 25.760 25.259 25.223 25.772 26.373 26.497 26.326 26.445
Tonal1 30.082 37.215 31.617 31.413 37.332 37.044 37.151 36.264 36.719
Tonal2 27.992 31.508 25.062 25.087 31.356 32.049 31.579 31.755 32.394
Tonal3 29.575 36.246 28.136 28.065 36.644 33.793 35.014 33.889 34.900
Tonal4 28.605 34.521 28.852 28.848 34.344 33.819 35.320 34.118 35.202
Tonal5 30.330 35.260 29.580 29.448 34.303 36.437 36.616 34.356 35.656
Mart 22.747 24.742 23.183 23.196 24.450 24.509 25.189 25.271 25.574
Sculpture 29.884 32.062 29.037 28.820 32.067 31.237 32.735 32.857 33.356
Mean 26.085 30.814 25.628 25.584 30.301 29.842 30.404 29.472 30.310
SE 0.905 1.459 0.841 0.821 1.518 1.306 1.291 1.202 1.249
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Fig. 5. Metric comparison, using PSNR [12]. (a) Red, blue, and green indicate
1st, 2nd, and 3rd best performance respectively in the table (higher values
are better), (b) visualized in box plot (best viewed in colour and zoomed in).
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