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An ideal quantum measurement collapses the wave function of a quantum system to an eigen-
state of the measured observable, with the corresponding eigenvalue determining the measurement
outcome. For a quantum non-demolition (QND) observable, i.e., one that commutes with the
Hamiltonian generating the system’s time evolution, repeated measurements yield the same result,
corresponding to measurements with minimal disturbance. This concept applies universally to single
quantum particles as well as to complex many-body systems. However, while QND measurements
of systems with few degrees of freedom has been achieved in seminal quantum optics experiments,
it is an open challenge to devise QND measurement of a complex many-body observable. Here, we
describe how a QND measurement of the Hamiltonian of an interacting many-body system can be
implemented in a trapped-ion analog quantum simulator. Through a single shot measurement, the
many-body system is prepared in a narrow energy band of (highly excited) energy eigenstates, and
potentially even a single eigenstate. Our QND scheme, which can be carried over to other platforms
of quantum simulation, provides a novel framework to investigate experimentally fundamental as-
pects of equilibrium and non-equilibrium statistical physics including the eigenstate thermalization
hypothesis (ETH) and quantum fluctuation relations.
I. INTRODUCTION
Recent experimental advances provide unprecedented
opportunities in the preparation, manipulation, and mea-
surement of the quantum state of engineered complex
many-body systems. This includes the ability to ad-
dress individual sites of lattice systems enabling single-
shot read-out of single-particle observables, as demon-
strated by the quantum gas microscope for atoms in opti-
cal lattices [1, 2], single-spin or qubit read-out of trapped
ions [3–7] and Rydberg tweezers arrays [8–12], and super-
conducting qubits [13, 14]. In contrast, we are interested
below in developing single-shot measurements of many-
body observables such as the Hamiltonian Hˆ of an in-
teracting many-body system. For an isolated quantum
system, Hˆ represents a QND observable, and our goal is
to implement a QND measurement of ‘energy’ of a quan-
tum many-body system in an analog simulator setting.
We note that quantum optics provides with several ex-
amples of QND measurements; however these have so far
been confined to observables representing few quantum
degrees of freedom [14–20].
Developing QND measurement of a many-body Hamil-
tonian Hˆ provides us first of all with the unique oppor-
tunity to distill—in a single run of the experiment—an
energy eigenstate |`〉 from an initial, possibly mixed, or
finite temperature state, by observing in particular run
the energy eigenvalue E`. In case of measurement with
finite resolution, this will prepare states in a narrow en-
ergy window, reminiscent of a microcanonical ensemble.
We emphasize that state preparation by measurement
is intrinsically probabilistic, i.e., will vary from shot to
shot, reflecting the population distribution. Further-
more, this provides us with a tool to determine pop-
ulations and population distributions of (excited) en-
ergy eigenstates, as required in, e.g., many-body spec-
troscopy [21]. The ability to prepare and measure (sin-
gle) energy eigenstates provides us with a unique tool to
address experimentally fundamental problems in quan-
tum statistical physics, such as the eigenstate thermaliza-
tion hypothesis (ETH) [22–24], which asserts that single
energy eigenstates of an (isolated) ergodic system ‘en-
code’ thermodynamic equilibrium properties. Develop-
ing the capability to turn QND measurements on and
off allows one to alternate between time periods of free
evolution of the unobserved many-body quantum sys-
tem, and energy measurement. This allows quantum
feedback in a many-body system conditional to measure-
ment outcomes, and in particular provides a framework
to monitor non-equilibrium dynamics and processes in
quantum thermodynamics [25], including measurement
of work functions and quantum fluctuation relations [26–
28]. These relations express fundamental constraints on,
e.g. the work performed on a quantum system in an arbi-
trary non-equilibrium process, imposed by the universal
canonical form of thermal states and the principle of mi-
croreversibility.
Our aim below is to develop QND measurement of Hˆ in
physical settings of analog quantum simulation. We will
demonstrate this in detail for the example of an analog
trapped-ion quantum simulator, realizing a long-range
transverse Ising Hamiltonian and the associated QND
measurement. Our implementation in an analog quan-
tum device should be contrasted to QND measurement
of Hˆ via a phase estimation algorithm [29], which how-
ever requires a universal (digital) quantum computer.
II. QND MEASUREMENT OF Hˆ
On a more formal level, we define QND measurement
of a many-body Hamiltonian Hˆ as an indirect measure-
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2FIG. 1. QND measurement of a many-body Hamiltonian Hˆ in a quantum simulator setting. The many-body spin system S,
shown in (a), is entangled with an ancillary system M (‘meter’) by the unitary UˆSM(t) = exp{−i
∫ t
0
dt′[Hˆ ⊗ I+ ϑ(t′)Hˆ ⊗ Pˆ ]}.
(b) Subsequent reading of a meter value x` ≡ x0 + E`
∫ t
0
dt′ϑ(t′) prepares the many-body system in an energy eigenstate |`〉
with the eigenvalue E`. (c) Single trajectory simulation (4), (5) of an ideal QND measurement for the Ising Hamiltonian (3)
for N = 5 spins, α = 1.5, h/J = 1.5. The window-filtered homodyne current Iτ (t) (red curve) fluctuates around a value
corresponding to the eigenenergy prepared by the measurement of Hˆ. The thin horizontal lines show the system eigenenergies
E` and the blue color indicates the conditional populations P`(t) of the corresponding eigenstates. (d) Observation of quantum
jumps due to the mismatch of the transverse fields Hˆ ′ = Hˆ + δh˜
∑
j σˆ
z
j with δh˜/J = −0.2. The filtered photocurrent (red)
clearly shows sudden jumps between eigenstates at times t1 and t2. (e) Preparation of energy eigenstates or microcanonical
ensembles by the ideal QND measurement for N = 8 spins, α = 1.5, h/J = 0.8. The estimate of the system energy given
by the cumulative time-average of the homodyne current Iτ (red line) gradually converges to a single eigenenergy (grey lines)
as averaging time τ increases. The corresponding uncertainty (red area) due to shot noise decreases as ∼ 1/√γτ . Inset:
conditional population of the energy eigenstates (grey points) at times t∗1, t
∗
2, and t
∗
3 is well captured by gaussian distributions
of widths J/
√
4γt∗1,2,3 describing the fluctuations of the shot noise averaged over τ = t
∗
1,2,3 (red curve).
ment by coupling the system of interest S, illustrated in
Fig. 1(a), to an ancillary systemM as ‘meter’. In a first
step, the system is entangled with the meter according
to the time evolution U(t) = exp(−iHˆQNDt) generated
by the QND Hamiltonian
HˆQND = ϑHˆ ⊗ Pˆ , (1)
with coupling strength ϑ (~ = 1). To be specific and
in light of examples below, we consider here as meter
a continuous variable system with a pair of conjugated
quadratures Xˆ and Pˆ obeying the canonical commuta-
tion relation [Xˆ, Pˆ ] = i. Consider now an initial state
of the joint system prepared as |Ψ〉 = |ψ〉 ⊗ |x0〉, where
|ψ〉 ≡ ∑` c` |`〉 is a superposition of energy eigenstates,
Hˆ |`〉 = E` |`〉 , and |x0〉 is an (improper) eigenstate of Xˆ
(or squeezed state). We obtain for the time-evolved state
|Ψ(t)〉 = Uˆ(t) |ψ〉 ⊗ |x0〉 =
∑
` c` |`〉 ⊗ |x0 + ϑE`t〉. Read-
ing the meter as x` ≡ x0 +ϑE`t, and thus measuring the
eigenvalue E`, will prepare the system in |`〉 (or in the
relevant subspace in case of degeneracies). The proba-
bility for obtaining the particular measurement outcome
E` is P` = |c`|2. Repeating the QND measurement will
reproduce the particular E` with certainty, with the sys-
tem remaining in |`〉. The above discussion is readily
extended to mixed initial system states, and to initial
meter states e.g. as coherent states.
In an analog quantum simulator setting, QND mea-
surement of the many-body Hamiltonian Hˆ is incorpo-
rated by engineering the extended system-meter Hamil-
tonian HˆSM = Hˆ ⊗ I + ϑHˆ ⊗ Pˆ . In an interaction
picture with respect to Hˆ ⊗ I, the joint system then
evolves according to the Hamiltonian Hˆ intSM ≡ HˆQND re-
alising the QND measurement discussed above and illus-
trated in Fig. 1(b). On the other hand, by allowing the
system–meter coupling ϑ(t) to be switched on and off
in time, we can alternate between the conventional free-
evolution simulation and QND measurement mode of the
system. In an actual implementation, as discussed below
for trapped ions, we will achieve building the extended
system-meter Hamiltonian
HˆSM = Hˆ ′ ⊗ I+ ϑHˆ ⊗ Pˆ , (2)
where Hˆ ′ and Hˆ may differ (slightly). We note that
the QND measurement of Hˆ is obtained by fine-tuning
Hˆ ′ = Hˆ. A mismatch Hˆ ′ 6= Hˆ will be visible as ‘quantum
jumps’ between energy eigenstates in repeated measure-
ments.
In the trapped-ion example discussed below the many-
body Hamiltonian Hˆ will be a long-range transverse Ising
3model [30–33],
Hˆ = −
N∑
i<j
Jij σˆ
x
i σˆ
x
j − h
N∑
j
σˆzj , (3)
where Jij = J/ |i− j|α with 0 < α < 3 and h the trans-
verse field. Remarkably, in our implementation, the
Hamiltonian Hˆ ′ will differ from Hˆ just by the transverse
field taking on the value h′. We will be able to tune
h = h′ thus achieving the QND condition.
As last step in our formal development, we wish to for-
mulate QND measurement of Hˆ as measurement contin-
uous in time [34–37]. Physically, this amounts to making
frequent and, in a continuum limit, continuous readouts
X(t) of the meter variable Xˆ, with the quantum many-
body system evolving according to (2). Following a well-
established formalism of quantum optics [38, 39] we write
for the system under continuous observation a stochastic
master equation (SME) for a conditional density matrix
ρˆc(t) of the many-body system. In our context this SME
reads
dρˆc(t) =− i[Hˆ ′, ρˆc(t)]dt+ γD[Hˆ/J ]ρˆc(t) dt
+
√
γH[Hˆ/J ]ρˆc(t) dW (t), (4)
dX(t) ≡I(t)dt = 2√γ〈Hˆ/J〉cdt+ dW (t). (5)
with dW (t) a Wiener increment, to be interpreted as
an Itoˆ stochastic differential equation. In a quantum
optical setting, as in the ion trap example below, I(t)
is identified with photocurrent in homodyne detection
of scattered light [38]. Monitoring the photocurrent
I(t) ∼ 〈Hˆ〉c thus provides continuous read out of the
many-body Hamiltonian Hˆ with 〈. . .〉c ≡ Tr[. . . ρˆc(t)]
up to shot noise. Thus ρˆc(t) describes the many-body
quantum state conditional to observing a particular pho-
tocurrent trajectory I(t), as can be observed in a sin-
gle run of an experiment. In (4) and (5) γ is an effec-
tive measurement rate, and  is a measurement efficiency.
Furthermore, we have defined a Lindblad superoperator
D[sˆ]ρˆc ≡ sˆρˆcsˆ† − (sˆ†sˆρˆc + H.c.)/2 describing decoher-
ence due to the quantum measurement backaction, and
the nonlinear superoperator H[sˆ]ρˆc ≡ (sˆ− 〈sˆ〉c)ρˆc + H.c.
which updates the density matrix conditioned on the ob-
servation of the homodyne photocurrent. Finally, not
reading the meter, i.e. averaging over all measurement
outcomes I(t), the SME (4) reduces to a master equation
with Lindblad term ∼ D[Hˆ]ρˆ, i.e. realizing a reservoir
coupling with ‘jump operator’ Hˆ, which erases all off-
diagonal terms of the averaged density matrix ρˆ in the
energy eigenbasis.
Equations (4), (5) allow us to simulate single measure-
ment runs corresponding to a stochastic trajectory I(t).
Fig. 1(c) illustrates ideal QND measurement, Hˆ ′ = Hˆ,
of the Hamiltonian (3) by plotting a sample trajectory
of a filtered photocurrent, obtained by averaging I(t)
over a time window τ , Iτ (t) = (2N√γτ)−1
∫∞
0
dt′I(t−
t′)e−t
′/τ . As initial condition we take all spins point-
ing against the transverse field. As seen in Fig. 1(c)
the trajectory Iτ (t) (red curve) stabilizes on a time scale
∼ γ−1 on a particular energy eigenvalue E` of (3) (up to
fluctuations from shot noise). In this figure we consider
and show only the eigenstates and eigenenergies (thin
horizontal lines) within the symmetry sector contain-
ing the ground state of the Ising model with J, h > 0,
see Appendix D. The collapse, and thus preparation of
the many-body wavefunction in the corresponding en-
ergy eigenstate is indicated by plotting the populations
P`(t) ≡ 〈`| ρˆc(t) |`〉 [blue shadings in Fig. 1(c)]. Fig-
ure 1(d) shows quantum jumps between energy eigen-
states induced by Hˆ ′ 6= Hˆ. For weak perturbation
(
∣∣[Hˆ ′, Hˆ]∣∣ |Hˆ|2) there are rare jumps between the en-
ergy eigenstates, indicated as t1 and t2 for the trajectory
in Fig. 1(d). Finally, Fig. 1(e) plots the integrated cur-
rent Iτ = (2N√γτ)−1
∫ τ
0
I(t)dt and its fluctuations as
a function of total integration time τ . For N = 8 spins
starting in a thermal state the integrated current Iτ (red
curve) exhibits a collapse at a rate ∼ γ to a particular en-
ergy eigenstate. The insets shows the probabilities P` for
various times, and the narrowing of the energy resolution
as ∆E/J ∼ 1/√γτ with growing τ (see Appendix C);
first to small energy window containing a few eigenstates
as in a microcanonical ensemble, and eventually to a sin-
gle energy eigenstate.
III. IMPLEMENTATION WITH TRAPPED
IONS
We now provide a trapped ion implementation of
the system-meter Hamiltonian HˆSM (2). As shown in
Fig. 2(a), we consider a string of N ions in a linear Paul
trap representing spin-1/2 {|↓〉i , |↑〉i}. These two-level
atoms can be driven by laser light |↓〉 → |↑〉, where the
recoil associated with absorption and emission of pho-
tons provides a coupling to vibrational eigenmodes of the
ion chain. This includes in particular the center-of-mass
motion (COM) with Xˆ and Pˆ position and momentum
operators, respectively, which play the role of meter vari-
ables.
To generate in HˆSM both the Ising interaction
−∑i<j Jij σˆxi σˆxj ⊗ I, as well as the Ising term coupled to
COM, −ϑ∑i<j Jij σˆxi σˆxj ⊗Pˆ , we choose a laser configura-
tion consisting of two pairs of counterpropagating laser
beams [c.f. Fig. 2(a)]. In generalization of [40, 41] we
call this a double Mølmer-Sørensen configuration. The
first pair of MS beams (shown as amber in Fig. 2) is de-
tuned by ±∆ from atomic resonance, while the second
pair (blue) is detuned by ±∆′. Furthermore, we choose
∆′ − ∆ = ω0 with ω0 the COM frequency. These four
laser beams give rise to laser induced two-photon pro-
cesses involving pairs of atoms, which are depicted in
Figs. 2(b,c).
First, as shown in Fig. 2(b), absorption of a photon
from the one of the amber MS laser beam followed by
an absorption from the counterpropagating amber beam
gives rise to a two-photon excitation |↓↓〉 → |↑↑〉, which
4FIG. 2. Trapped-ion implementation of the system-meter Hamiltonian HˆSM. (a) Ion string with N system ions (white)
illuminated by four laser beams in a double Mølmer-Sørensen configuration. As described in the text this generates HˆSM
[see Eq. (2)] with transverse Ising Hamiltonians Hˆ ′ (6) and Hˆ (3), and the meter variable Pˆ representing the COM motion.
The meter variable Xˆ is read by driving one, or potentially several ancilla ions (red) with a laser (red beam) tuned to the
red motional COM sideband (see text). Homodyne detection of the scattered light to read Xˆ, and thus revealing Hˆ in the
photocurrent I(t) ∼ 〈Hˆ〉c [see Eq. (5)]. (b) Level scheme of a pair of ions sharing the COM phonon mode, illustrating one of
the elementary processes contributing to the Ising term −∑i<j Jij σˆxi σˆxj ⊗ I in second order in η. (c) Level scheme showing the
corresponding third order processes contributing to −ϑ∑i<j Jij σˆxi σˆxj ⊗ Pˆ (see text).
is resonant with twice the (bare) atomic transition fre-
quency of the two-level atom. We emphasize that this
process leaves the motional state of the ion chain un-
changed, as illustrated by |n〉 → |n〉 for the COM mode
with n the phonon occupation number. This process will
thus contributes a term ∼ σˆ+i σˆ+j to the effective spin-
spin interaction. The second pair of MS beams (blue)
will again contribute a resonant two-photon excitation,
which adds coherently to the first contribution. By con-
sidering all possible processes, we obtain the effective
Ising interaction −∑i<j Jij σˆxi σˆxj ⊗ I in HˆSM. An ex-
plicit expression for Jij is given in Appendix A in second
order perturbation theory in the Lamb-Dicke parameter
η = k/
√
2mω0  1, where m is the ion mass, and k is
the magnitude of the laser wavevector.
Second, with the choice ∆′ − ∆ = ω0 two-photon
processes involving absorption from an amber MS beam
and a blue MS beam will be detuned by the COM fre-
quency from two-photon resonance, i.e. be resonant with
the motional sidebands ±ω0 [c.f. Fig. 2(c)]. These
processes will change the phonon number by one, and
by considering all possible processes contribute a term
−ϑ∑i<j Jij σˆxi σˆxj ⊗ Pˆ to HˆSM. Here ϑ ' −η√2/N , and
Jij is identical to the couplings obtained above. We note
that this term is of order η3 (for details see Appendix A).
By considering a (small) imbalance of Rabi frequen-
cies in MS laser configurations, we can create in HˆSM
a transverse-field term −h∑j σˆzj ⊗ I, and in addition a
term +ϑh
∑
j σˆ
z
j ⊗ Pˆ (see Appendices A and F). Thus,
our laser configuration generates Hˆ and Hˆ ′ with the same
Ising term but opposite transverse field ±h. To rectify
the transverse-field mismatch, we can offset the detuning
of the four lasers by a small amount ±∆(′) → ±∆(′)−2B.
We obtain Hˆ as in Eq. (3) and
Hˆ ′ = −
N∑
i<j
Jij σˆ
x
i σˆ
x
j − (B − h)
N∑
j
σˆzj . (6)
The choice B = 2h thus allows us to tune to the QND
sweetspot Hˆ ′ = Hˆ as in Fig. 1(e), while away from this
point we obtain Hˆ ′ 6= Hˆ as considered in Fig. 1(f).
Finally, the homodyne current (5) corresponding to a
continuous measurement of the COM quadrature Xˆ, and
thus of the Hamiltonian Hˆ can be measured via homo-
dyne detection of the scattered light from an ancillary
ion driven by a laser on the red motional COM sideband
[c.f. Fig. 2(a) and Appendix B].
IV. WORK DISTRIBUTIONS AND
EIGENSTATE THERMALIZATION HYPOTHESIS
Implementation of HˆSM with time-dependent system-
meter coupling ϑ(t) allows protocols where we switch
between time-windows of unobserved quantum simula-
tion, and measurement of energy, and thus preparation
of energy eigenstates, which is verified by observing con-
vergence of the filtered photocurrent. In addition, the
Hamiltonians (3) and (6) can be made time-dependent,
e.g. with a time-dependent magnetic field. This allows us
to perform work on the system, and measure work distri-
bution functions via measurement of energy [25]. Thus
our setting provides an experimental framework to ad-
dress fundamental problems of (non-equilibrium) statisti-
cal mechanics in analog quantum simulation. We outline
this below for ETH [42, 43] and illustrate measurement
of the quantum work distribution function [25].
5FIG. 3. Excited-state phase transition in the Ising model (3) with α = 1.5. (a) Ferro-paramagnet crossover in the Ising
model of N = 14 spins prepared by the energy measurements in microcanonical ensembles of width ∆E/(JN) = 0.1. The
transition between magnetically ordered phase 〈mˆ2x〉mc ≈ 1 (dark blue) to disordered phase 〈mˆ2x〉mc ≈ 0 (light blue) is shown
as function of the mean energy density ε = 〈Hˆ〉mc /(JN) and the transverse field h. An estimate of the critical energy
density in the thermodynamic limit, obtained with Monte-Carlo simulation of canonical ensembles of 512 spins with rescaled
interactions (see Appendix E), is shown as black dashed line. The inset shows the order parameter distribution P (mx) for
h/J = 1 and ε = 0.1, 0.8, 1.8 in blue, orange, and green, respectively. Test of ETH (within the symmetry sector {+1,−1}
see Appendix D): (b) order-disorder transition is seen as crossover from bi-modal distribution of P (mx) at low energies to a
single-peak distribution at high energies, shown on the level individual eigenstates. Color intensity and the dot size indicate
the corresponding probability. (c, d) Qualitatively similar energy dependence of P (mx) shown for a system of just 5 spins. (d)
Signatures of the phase transition visible for representative sample of eigenstates.
ETH asserts that even single energy eigenstates |`〉 en-
code thermodynamic properties, which we typically as-
sociate with a microcanonical or canonical ensemble de-
scribing systems in thermodynamics equilibrium. This
eigenstate thermalization concerns on the one hand ex-
pectation values of few-body observables, leading to
the remarkable prediction that diagonal matrix elements
〈`|Oˆ|`〉 have to agree with the microcanonical average
at energy E`, 〈`|Oˆ|`〉 = O(E`) = tr(OˆρˆmcE` ). Here
ρˆmcE` is the microcanonical density operator as a mix-
ture of energy eigenstates within a narrow range cen-
tered around E`. On the other hand, ETH imposes
constraints on dynamical properties for diagonal and off-
diagonal matrix elements 〈`′|Oˆ|`〉; e.g. two-time correla-
tion functions and dynamical susceptibilities have to be
related by the fluctuation-dissipation theorem [42]. To be
more specific, ETH suggests a structure [44] 〈`′|Oˆ|`〉 =
O(E¯)δ`′`+e
−S(E¯)/2fOˆ(E¯, ω)R`′` where diagonal and off-
diagonal matrix elements are determined by the functions
O(E¯) and fOˆ(E¯, ω), respectively, which depend smoothly
on their arguments E¯ = (E` + E`′)/2 and ω = E`′ − E`.
S(E¯) is the thermodynamic entropy at the mean energy
E¯, and R`′` is a random number with zero mean and
unit variance. An experimental test of ETH, therefore,
requires the ability to measure both diagonal and off-
diagonal elements, something which is provided by our
ion toolbox.
The transverse Ising model (3), as realized with ions,
provides a rich testbed for ETH [45]. It features a quan-
tum phase transition between para- and ferromagnetic
phases for all values of α > 1. Furthermore, the ferro-
magnetic phase extends to finite energy densities above
the ground state for 1 < α ≤ 2. For reference, the mi-
crocanonical phase diagram of this model is shown in
Fig. 3(a) for an experimentally accessible system size
of N = 14 spins and α = 1.5. With the trapped-
ion QND toolbox, microcanonical ensembles of variable
width can be prepared in single experimental runs as il-
lustrated above in Fig. 1. In Fig. 3(a), we show fluc-
tuations of the order parameter, i.e., the magnetization
mˆx = N
−1∑
j σˆ
x
j . Non-vanishing fluctuations 〈mˆ2x〉 6= 0
serve as a proxy for the presence of order, which does not
require introducing additional symmetry-breaking fields.
Indeed, in the absence of symmetry-breaking fields, the
expectation value of the order parameter vanishes in each
microcanonical energy window. However, the transi-
tion is manifest in the distribution of the magnetization
P (mx), which is bimodal in the ferromagnetically ordered
phase [see the inset in Fig. 3(a)]. The bimodal distribu-
tion of mˆx leads to non-vanishing fluctuations 〈mˆ2x〉 6= 0,
while 〈mˆ2x〉 ∼ 1/N vanishes in the thermodynamic limit
in the paramagnetic phase. A trapped-ion quantum sim-
ulator provides the ability to perform single-site resolved
read-out of spins, thus giving direct access to the distri-
bution P (mx) and, consequently, the fluctuations 〈mˆ2x〉.
Due to the quasi-diagonal structure of 〈`′|Oˆ|`〉 of ETH-
satisfying observables Oˆ (see above), the hypothesis is ex-
pected to hold for any power of such observables and, in
60 1 2 3ε` − ε0
1
10
S
`
N = 6
N = 10
N = 14
FIG. 4. Structure factor for single energy eigenstates for
N = 6, 10, 14 (black, blue, red dots). The narrowing of fluc-
tuations of the eigenstate expectation values with increasing
system size is a clear indication of the occurrence of eigenstate
thermalization. The Ising model parameters are α = 1.5 and
h/J = 0.75.
particular, also for the full probability distribution func-
tion P (mx) of the order parameter [44]. Indeed, we find
clear signatures of the transition in P (mx) for individ-
ual energy eigenstates both for N = 14 and even much
smaller, experimentally simpler systems of only N = 5
spins [see Figs. 3(b) and (c,d), respectively].
The observation of the Ising transition in single eigen-
states gives a qualitative indication of eigenstate ther-
malization in diagonal matrix elements. To assess
ETH quantitatively, we show that fluctuations of single-
eigenstate expectation values 〈`|Oˆ|`〉 around the micro-
canonical average tr(OˆρˆmcE` ) are suppressed with increas-
ing system size [42]. Suitable expectation values for this
purpose are fluctuations of the magnetization, 〈`|mˆ2x|`〉,
and the structure factor, S` ≡ N〈`|mˆ2x|`〉, which re-
main finite in the thermodynamic limit in the ordered
and disordered phase, respectively. Using these quan-
tities, numerical tests of ETH have been performed for
the two-dimensional transverse Ising model with nearest-
neighbor interactions [46], and in the one-dimensional
model (3) [45]. In experiments with the trapped ion tool-
box, the system size for which single eigenstates can be
prepared is limited by the increasing measurement time
which is required to resolve many-body energy level split-
tings. Since for experimentally relevant system sizes the
number of states in the disordered phase exceeds the one
in the ordered phase (see Fig. 3), the most promising
prospect to test ETH quantitatively in experiments is to
consider the structure factor S` in the disordered phase.
For this quantity, the suppression of eigenstate to eigen-
state fluctuations is clearly demonstrated in Fig. 4.
Off-diagonal matrix elements are encoded in the dy-
namics, e.g. in transition probabilities between energy
eigenstates in response to a weak perturbation. Using the
trapped-ion QND toolbox, these transition probabilities
are accessible through the protocol, which is illustrated
in Fig. 5(a): The preparation (i) of an eigenstate of Hˆ
with energy E` at a given value h of the transverse field
is followed by a period (ii) of length ∆t of free evolution
[ϑ = 0 in Eq. (2)] according to a perturbed Hamiltonian
0.0 0.5
Jt
(ii)
P`(t)
0.1 1 10
γ²τ
−1
0
1
Iτ
(iii)
−5 0 5
W = E`′ − E`=6
0.01
0.1
1
P(W )
a b
(i)
E`=6
E`′
10−3 1
FIG. 5. Measuring off-diagonal matrix elements of a local
observable Vˆ = h˜ σˆzj in the energy eigenbasis via the work
probability distribution P (W ). (a) Protocol to measure the
work distribution P (W ) as described in the text. (i) The sys-
tem of N = 5 spins is prepared in an energy eigenstate |` = 6〉
with energy E`=6. (ii) By applying the perturbation Vˆ at the
middle spin (j = 3 and h˜ = J) during a time J∆t = 0.5, the
system is driven into a superposition of eigenstates |`〉 with
probabilities P`(t) (blue shading). (iii) A second measure-
ment of energy collapses the state of the system continuously
to a final state |`′〉. An exemplary trajectory is shown in dark
red. Repeating steps (i), (ii), and (iii) produces a sample of
trajectories (light red), which gives access to the full distri-
bution P (W ) of work W = E`′ − E`. (b) Normalized work
distribution P(W ) = P (W )/∑W P (W ) (blue columns). For
weak perturbations, the work distribution is determined by
off-diagonal matrix elements 〈`′|Vˆ |`〉 of the perturbation. The
corresponding approximation to P(W ) is indicated by black
dots.
Hˆ ′ = Hˆ + Vˆ ; this is followed by another measurement
(iii) of Hˆ which yields a value E`′ . The measurement
outcomes determine the work W = E`′ − E` performed
on the system by the perturbation Vˆ . To the lowest
order in the perturbation, the work distribution is de-
termined by off-diagonal matrix elements 〈`′|Vˆ |`〉 in the
energy eigenbasis, P (W ) = δ`′` + (∆t)
2 |〈`′|Vˆ |`〉|2. For
|〈`′|Vˆ |`〉|,W  (∆t)−1, we find good agreement between
the exact work distribution and the lowest-order approx-
imation as illustrated in Fig. 5(b).
V. OUTLOOK
We have developed a QND toolbox in analog quantum
simulation realising single-shot measurement of the en-
ergy of an isolated quantum many-body system, as a key
element towards experimental studies in non-equilibrium
quantum statistical mechanics. This comprises ETH
and quantum thermodynamics, including quantum work
distribution and Jarzynski and Crooks fluctuations
relations [25] in quantum many-body systems. The
present work outlines an ion-trap implementation with
COM phonons as meter. However, the concepts and
techniques carry over to other platforms including
CQED with atoms [47] and superconducting qubits [48],
7where the role of the meter can be represented by cavity
photons read with homodyne detection, and Rydberg
tweezer arrays [8–12] by coupling to a small atomic
ensemble encoding the continuous meter variables [49],
respectively. Finally, while the present work considers
QND measurement of the total Hamiltonian Hˆ of an
isolated system, our approach generalizes to measuring
Hamiltonians HˆA of subsystems, as is of interested in
quantum transport of energy, or energy exchange in
coupling the many-body system of interest to a bath.
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Appendix A: System-meter coupling Hamiltonian
We choose for the four lasers in our double MS config-
uration the detuning and the Rabi frequency as (∆,Ω),
(−∆,Ω + δΩ), (∆′,Ω), (−∆′,Ω + δΩ), where δΩ ∝ η2Ω
is a small imbalance we use to generate the transverse
field term in the spin model. We are interested in the
regime of sufficiently large detunings compared to the
Rabi frequency Ω, such that single lasers only virtu-
ally excite the ions and the phonon modes, Ω  ∆(′),
ηqΩ  |∆(′) − ωq|, where ωq is the oscillation frequency
of the q-th phonon mode and ηq ≡ η
√
ω0/ωq. On
large timescales t  1/∆(′), 1/ω0, we obtain an effec-
tive Hamiltonian HˆSM describing the coupled dynam-
ics of the system and the meter, i.e., the spins and the
COM phonon mode, by performing the Magnus expan-
sion [53] to the time evolution operator in the interac-
tion picture (details see Appendix F). We further ex-
pand HˆSM in terms of η. In second order in η we
recover the transverse field Ising Hamiltonian [30, 32],
Hˆ
(2)
SM = (−
∑
i<j Jij σˆ
x
i σˆ
x
j +h
∑
j σˆ
z
j )⊗ I ≡ Hˆ ′⊗ I, where
the spin-spin couplings
Jij = −η2ω0
∑
q
MiqMjq
[
Ω2
∆2 − ω2q
+
Ω2
(∆′)2 − ω2q
]
(A1)
include contributions from the two MS configurations in-
dependently with Miq denoting the distribution matrix
element of the q-th phonon mode. The transverse field
strength is h = ΩδΩ (1/∆ + 1/∆′) /2.
Crucially, under the condition ∆′ − ∆ = ω0, the
crosstalk between the two MS configurations leads to
an extra resonant processes as exemplified by Fig. 2(c).
These are described by expanding the effective Hamilto-
nian HˆSM to third order in η (see Appendix F), Hˆ
(3)
SM =
(−η√2Mi0)(−
∑
i<j Jij σˆ
x
i σˆ
x
j − h
∑
j σˆ
z
j )⊗ Pˆ ≡ ϑHˆ ⊗ Pˆ ,
where Mi0 ' 1/
√
N is the (equal) distribution ma-
trix element of the COM mode. Combining Hˆ
(2)
SM and
Hˆ
(3)
SM gives the desired system-meter Hamiltonian (2).
The transverse field in Hˆ
(2)
SM and Hˆ
(3)
SM can be indepen-
dently tuned with the method discussed in the main text.
Higher order terms beyond Hˆ
(3)
SM have negligible effects,
for details see Appendix F.
Our double MS configuration can be implemented
with both axial and transverse phonon modes. Exper-
imental considerations and scalability are discussed in
the Appendix F.
Appendix B: Continuous readout of Xˆ
We assume that in Fig. 2 the ancillary ion does not see
the four MS lasers (amber and blue) and, similarly, the
system ions do not couple to the read-out laser (red), i.e
we assume single-ion addressability [54] or with mixed-
species [5]. The read-out laser is tuned in resonance with
the red sideband of the COM mode, ∆e = ω0, under
the resolved-sideband condition ω0  Γe,Ω0, where Γe
is the spontaneous emission rate of the cooling transition
|e〉 → |g〉 while Ω0 and ∆e are the Rabi frequency and
the detuning of the cooling laser respectively. In this
regime, the emitted electric field is proportional to 〈aˆ0〉
with aˆ0 the annihilation operator of the COM mode (see
Appendix F). Homodyne detection then directly reveals
the quadrature of the COM phonon (the meter). The
homodyne current can be written as (see Appendix F)
dX(t) ≡ I(t)dt =
√
2γs〈Xˆ〉c + dW (t), (B1)
where  is the photon detection efficiency, γs '
k20Ω
2
0/(2ΓeNm0ω0) is the measurement rate with k0 the
cooling laser wavevector and m0 the ancillary ion mass,
and we have chosen the homodyne phase to maximize
the homodyne current (see Appendix F). Correspond-
ingly, the evolution of the conditional state ρSMc (t) of
spin system plus the meter is described by a SME
dρSMc (t) =− i[HˆSM, ρSMc (t)]dt+ γsD [aˆ0] ρSMc (t)dt
+
√
γsH [aˆ0] ρSMc (t)dW (t), (B2)
Eliminating the meter under the condition γs  |ϑJ |, we
realize continuous QND readout of the spin Hamiltonian
as described by Eqs. (4) and (5) with γ = 2(ϑJ)2/γs.
We further emphasize that the readout laser, which
is tuned to the red sideband, also acts as cooling of the
COM mode. Furthermore, the readout signal can be
enhanced with several ancilla ions.
8Appendix C: Energy measurement resolution
Here we estimate the Signal-to-Noise Ratio (SNR)
which allows us to distinguish two adjacent energy levels
separated by ∆E. The difference of photocurrents (5)
corresponding to the two energy levels integrated over
time τ reads∫ τ
0
[I1(t)−I2(t)]dt = 2√γ(∆E/J)τ︸ ︷︷ ︸
Signal
+
∫ τ
0
[dW1(t)− dW2(t)]︸ ︷︷ ︸
Noise
.
Considering the shot noises W1,2(t) of two measurements
as uncorrelated and using the Wiener increment property
dW 21,2(t) = dt we obtain SNR = 2γ(∆E/J)
2τ . For a
given averaging time τ , the condition SNR 1 provides
us with the minimal energy difference we can distinguish
∆E/J  1/√2γτ .
Appendix D: Symmetries of the long-range
transverse field Ising model
The transverse field Ising model (3) is invariant under
the reflection and spin inversion symmetry transforma-
tions. We now provide an operational definition of these
symmetries and the corresponding symmetry sectors.
Consider a product state vector in the σx basis |φ〉 =
|sx1 . . . sxN 〉. The reflection operator can be defined by its
action on the |φ〉 state as R |sx1 , . . . , sxN 〉 ≡ |sxN , . . . , sx1〉.
Analogously, the spin inversion operator can be defined
as P |sx1 . . . sxN 〉 ≡ |−sx1 , . . . ,−sxN 〉. Both operators have
two eigenvalues ±1 and commute with each other and the
Hamiltonian Eq. (3), thus, representing QND observables
which can also be measured in the non-destructive way
as presented in the paper.
The Hamiltonian can be independently diagonalized
in each of the subspaces corresponding to eigenvalues of
the R and P operators. The ground state of the Ising
model with J, h > 0 belongs to the {+1,+1} symmetry
sector. For the test of ETH in Fig. 3 we consider the
symmetry sector with eigenvalues of R and P given by
{+1,−1}, respectively. The subspace can be reached
from the {+1,+1} sector by flipping odd number of
spins (along the σz direction) in the limit of strong
transverse field.
Appendix E: Interaction renormalization
In numerical simulations in Fig. 3 we renormalize the
interaction strength coefficient J such that the aver-
age interaction strength matches its value in thermo-
dynamic limit. More precisely, for the N -spin Ising
model (3) we rescale J → JN ≡ J · SN/S∞ with
SN ≡ 1N
∑N
i,j=1 1/ |i− j|α. The results are then ex-
pressed in units of J14.
Appendix F: Details on the implementation with
trapped ions
In the main text we have outlined the implementa-
tion of our QND measurement scheme in a trapped-ion
quantum simulator. In this section we elaborate on the
detailed derivations behind the short presentation in the
main text, and discuss the experimental feasibility of the
proposed scheme. The section is structured as follows.
In Sec. F 1 we discuss the double Mølmer-Sørensen
(MS) laser configuration (see Fig. 2 of the main text),
which realizes the system-meter coupling Hamiltonian
HˆSM, see also Eq. (2) of the main text (we set ~ = 1
hereafter)
HˆSM = Hˆ ′ ⊗ I+ ϑHˆ ⊗ Pˆ , (F1)
where Pˆ ≡ i(aˆ†0 − aˆ0)/
√
2 is the quadrature operator
of the center-of-mass (COM) phonon mode, with aˆ0(aˆ
†
0)
the annihilation(creation) operator for the COM phonon
mode. Both Hˆ and Hˆ ′ are many-body spin Hamiltonians
of the Ising type,
Hˆ = −
N∑
i<j
Jij σˆ
x
i σˆ
x
j − h
N∑
j=1
σˆzj , (F2)
Hˆ ′ = −
N∑
i<j
Jij σˆ
x
i σˆ
x
j − (B − h)
N∑
j=1
σˆzj , (F3)
By adjusting the transverse field strength B, we are able
to tune the measurement from QND (B = 2h) to imper-
fect QND (B ' 2h) which supports the observation of
quantum jumps.
In Sec. F 2 we describe the continuous readout of the
spin Hamiltonian Hˆ, achieved by sideband laser cooling
of the motion of an ancilla ion at the edge of the ion chain
and homodyne detection of its fluorescence, as schemati-
cally shown in Fig. 2(a) of the main text. We will derive
the resulting dynamics of the spin system as described
by the stochastic master equation (SME)
dρˆc = −i[Hˆ ′, ρˆc]dt+γD[Hˆ/J ]ρˆcdt+√γH[Hˆ/J ]ρˆcdW (t),
(F4)
where γ is an effective measurement rate,  and overall
detection efficiency and dW (t) the white noise Wiener
increment. The corresponding homodyne current reads
I(t) = 2
√
γ〈Hˆ/J〉c + ξ(t), (F5)
with ξ(t) the white shot noise satisfying dW (t) = ξ(t)dt.
We conclude Sec. F 2 with a brief discussion on the fil-
tering of the homodyne current.
In Sec. F 3 we discuss some experimental considera-
tions on the proposed trapped-ion implementation, in-
cluding the analysis of its scalability, and the discussion
of its robustness against major experimental imperfec-
tions. Sec. F 3 also provides typical numbers for a proof-
of-principle experiment.
9We comment that our QND measurement scheme can
be implemented with either axial or transverse phonon
modes of the ion string. For concreteness, in Secs. F 1
and F 2 we will derive the equations by assuming axial
phonon modes are exploited. These derivations essen-
tially also apply to the implementation with transverse
phonons. In Sec. F 3, we will discuss the features and
experimental requirements of both implementation.
1. Double Mølmer-Sørensen configuration
In this section we provide a laser configuration which
generates the unitary evolution of the ions according to
HˆSM Eq. (F1). We also derive the higher-order correc-
tions to HˆSM and show that they are indeed negligible
under typical experimental conditions.
a. Light-ion coupling
We consider N ions trapped in a linear Paul trap. The
internal structure of each ion is assumed to be a two level
system (TLS), consisting of two qubit states |↓〉 and |↑〉.
The transition |↓〉 → |↑〉 is driven by two pairs of laser
beams, such that each pair realizes a Mølmer-Sørensen
(MS) configuration, as shown schematically in Fig. 2 of
the main text. The first pair, shown as the amber beams,
are detuned by ±∆ from the qubit transition frequency
ω↑↓ ≡ E↑ − E↓ respectively, and have wave vector pro-
jection ±k along the ion chain (the z axis). The second
pair of MS lasers includes laser beam 3 and 4. They
are detuned by ±∆′ from ω↑↓, and have wave vector ∓k
along the ion chain. In the frame rotating at ω↑↓, the
full Hamiltonian of the internal and motional degrees of
freedom (DOFs) of the ion chain reads
Hˆfull = Hˆ0 + Vˆ . (F6)
Here Hˆ0 is the Hamiltonian of the external motion of
the ions, and can be expressed in terms of the collective
phonon modes
Hˆ0 =
∑
q
ωqaˆ
†
qaˆq, (F7)
where the modes are ordered according to their energy
(i.e., ωq < ωq+1 with q = 0 being the axial COM mode),
and ωq and aˆq respectively denote the frequency and the
annihilation operator of mode q. The interaction between
the ions and the lasers is described by the Hamiltonian
Vˆ =
1
2
N∑
j=1
σˆ+j
(
Ω1e
−i∆t+ikZˆj+iζ1j + Ω2ei∆t−ikZˆj+iζ
2
j
+ Ω3e
−i∆′t−ikZˆj+iζ3j + Ω4ei∆
′t+ikZˆj+iζ4j
)
+ H.c.
(F8)
Here Ωm (m ∈ [1, 4]) denotes the Rabi frequency of the
m-th laser, which is assumed to be real and positive for
concreteness. For the j-th ion, σˆ+j ≡ |↑〉j 〈↓| is its in-
ternal raising operator, and ζmj is the phase of laser m
at its equilibrium position. The operator Zˆj describes
its (small-amplitude) displacement along the z direction
from the equilibrium position, and can be expressed in
terms of the phonon operators as Zˆj =
∑
q ηqMjq zˆq ≡∑
q ηqMjq
(
aˆq + aˆ
†
q
)
, where the Lamb-Dicke (LD) param-
eters are defined as ηq = η
√
ω0/ωq, η = k/
√
2mω0 and
Mjq is the distribution matrix element of mode q.
Hereafter we will consider the Rabi frequencies of the
four laser beams being approximately equal up to a small
offset,
Ω1 = Ω3 = Ω,
Ω2 = Ω4 = Ω + δΩ. (F9)
As will be detailed in Sec. F 1 c, the small Rabi frequency
mismatch δΩ creates the desired transverse field term of
the Ising Hamiltonian [the second term of Eq. (F3)], with
the transverse field strength h ∝ δΩ.
A pair of Mølmer-Sørensen laser beams is known to
create the Ising spin Hamiltonian Eq. (F3) in the off-
resonance regime ∆(′)  Ω, |∆(′) − ωq|  ηqΩ (see
Refs. [55] and the discussion below). In our double MS
configuration, however, an additional term describing the
QND coupling between the Ising spin Hamiltonian and
the COM phonon mode is generated [see the second term
of Eq. (F1)]. This is achieved by tuning ∆′ = ∆ + ω0,
i.e., by choosing the beating between the two pairs of MS
lasers to match the COM phonon excitation frequency.
It leads to a resonant crosstalk between the two MS con-
figuration, thus resulting in the desired QND coupling
term.
In the following we derive Eq. (F1) via Magnus expan-
sion of the time evolution of the ion chain in the interac-
tion picture.
b. Magnus expansion: effective Hamiltonian
Performing the gauge transformation σˆ+j →
σˆ+j exp
[−i (ζ1j + ζ2j )/ 2] and moving into the inter-
action picture with respect to Hˆ0, Eq. (F8) becomes
VˆI =
1
2
N∑
j=1
σˆ+j
[
Ωe−i∆t+ikZˆj(t)+iϕj
+ (Ω + δΩ)ei∆t−ikZˆj(t)−iϕj
+ Ωe−i∆
′t−ikZˆj(t)+i(θ+ϕ′j)
+ (Ω + δΩ)ei∆
′t+ikZˆj(t)+i(θ−ϕ′j)
]
+ H.c. (F10)
where the time-dependent position operator can be ex-
pressed in terms of the phonon modes as kZˆj (t) =∑
q ηqMjq zˆq(t) with zˆq(t) ≡ aˆqexp(−iωqt) + h.c.,
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and the relative laser phases are denoted as θ =(
ζ3j + ζ
4
j − ζ1j − ζ2j
)
/2, ϕj =
(
ζ1j − ζ2j
)
/2, and ϕ′j =(
ζ3j − ζ4j
)
/2. We note that the phase θ is independent
of the ion index n in our laser configuration.
We consider the regime where the MS lasers drive the
phonon sidebands off-resonantly, ∆(′)  Ω, |∆(′)−ωq| 
ηqΩ. The evolution operator corresponding to Eq. (F10)
can be formally written as a Magnus series, i.e.,
Uˆ(t) ≡ exp
[
−iGˆ(t)
]
= T exp
[
−i
∫ t
0
dt1VˆI (t1)
]
,
Gˆ (t) =
∞∑
l=1
Gˆl(t). (F11)
In the considered parameter regime we can truncate the
expansion to the lowest two orders, Gˆ (t) ≈ Gˆ1(t) +
Gˆ2(t), and define an effective Hamiltonian Hˆeff ≡
limt→∞ Gˆ (t) /t describes the slow dynamics of the ion
chain on a time scale much longer than the phononic os-
cillation period 1/ω0 [55]. The lowest two terms of the
Magnus series are given by
Gˆ1(t) =
∫ t
0
dt1VˆI (t1) dt1,
Gˆ2(t) = − i
2
∫ t
0
dt1
∫ t1
0
dt2
[
VˆI (t1) , VˆI (t2)
]
. (F12)
In the next section we derive Hˆeff via explicit calcula-
tion of Eq. (F12). In such a calculation we will further
perturbatively expand VˆI in terms of the small Lamb-
Dicke parameters ηq  1. This allows us to construct
Hˆeff order by order as a systematic expansion in ηq.
c. Expansion with respect to the Lamb-Dicke parameter
We now construct the effective Hamiltonian Hˆeff as
an expansion with respect to the Lamb-Dicke parameter,
Hˆeff =
∑∞
`=0 Hˆ
(`)
eff with Hˆ
(`)
eff ∝ (ηq)`. In order to do that,
we first expand the interaction Hamiltonian Eq. (F10) as
VˆI =
∑∞
`=0 Vˆ
(`)
I , with
Vˆ
(`)
I (t) =
1
2× p!
N∑
j=1
σˆ+j
[
i
∑
q
ηqMjq zˆq (t)
]`
×
[
Ωe−i∆t+iϕj + (−1)` (Ω + δΩ)ei∆t−iϕj
+ (−1)` Ωe−i∆′t+i(θ+ϕ′j)
+ (Ω + δΩ)ei∆
′t+i(θ−ϕ′j)
]
+ H.c. (F13)
To simplify the analysis, hereafter we will consider θ = 0,
and choose ϕj+1 − ϕj = 2pis, ϕ′j+1 − ϕ′j = −2pis with
s ∈ Z. Experiment this can be achieved, e.g., by using
the central part of an ion chain in a standard Paul trap
with nearly equal spacing d (or alternatively by using
ions in equal-distance ion traps [56–59]) and by choos-
ing appropriate wavevector k of the MS beams such that
kd = 2pis. We note, for the implementation using trans-
verse phonon modes, this condition is automatically sat-
isfied, with s = 0.
Substituting the expression Eq. (F13) into Eq. (F12)
and taking into account the condition |∆|  Ω, |∆ −
ωq|  ηqΩ, we immediately see that Gˆ1(t) does not con-
tribute to Hˆeff. Indeed, Gˆ1(t) describes small-amplitude
fast oscillations at frequency ∼ ∆ which averages to zero
in the long time regime we are interested in. Below we
derive the remaining contribution from Gˆ2 (t) as an ex-
pansion in the Lamb-Dicke parameter. In this derivation,
we will implicitly assume the small offset of the Rabi fre-
quency [see Eq. (F9)] satisfies δΩ/Ω ∼ O(η2q ).
Transverse field terms. The zeroth order expansion
of Hˆeff is readily constructed by plugging Vˆ
(0)
I into
Eq. (F12),
Hˆ
(0)
eff = −
i
2t
∫ t
0
dt1
∫ t1
0
dt2
[
Vˆ
(0)
I (t1) , Vˆ
(0)
I (t2)
]
= h
N∑
j=1
σˆzj . (F14)
It provides the transverse field term of the quantum Ising
Hamiltonian, with the transverse field strength given by
h =
ΩδΩ
2
(
1
∆
+
1
∆′
)
. (F15)
Similarly, the first order expansion Hˆ
(1)
eff is given by
Hˆ
(1)
eff = −
i
2t
∑
`+m=1
∫ t
0
dt1
∫ t1
0
dt2
[
Vˆ
(`)
I (t1) , Vˆ
(m)
I (t2)
]
= −ϑh
N∑
j=1
σˆzj ⊗ Pˆ , (F16)
where Pˆ ≡ i(aˆ0eiϕ−aˆ†0e−iϕ)/
√
2 is a quadrature operator
of the COM phonon mode, with ϕ ≡ ϕj − ϕ′j an angle
dependent on the laser phases, and ϑ = −η0
√
2Mi0 '
−η0
√
2/N the dimensionless coupling strength. In the
following, we will absorb the phase ϕ into the definition
of aˆ0, aˆ0e
iϕ → −aˆ0, thus Pˆ = i(aˆ†0 − aˆ0)/
√
2.
Ising terms. The second order expansion of Hˆeff can
be analogously constructed,
Hˆ
(2)
eff = −
i
2t
∑
`+m=2
∫ t
0
dt1
∫ t1
0
dt2
[
Vˆ
(`)
I (t1) , Vˆ
(m)
I (t2)
]
= −
∑
i<j
Jij σˆ
x
i σˆ
x
j . (F17)
In this derivation we have dropped terms ∼ η2qδΩ under
our assumption δΩ/Ω ∝ η2q . We will discuss the effect
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of these higher-order terms in Sec. F 1 e. Equation (F17)
describes the Ising-type spin-spin coupling with the cou-
pling strength
Jij =− Ω2
∑
q
η2qωqMiqMjq
×
[
1
∆2 − (ωq)2
+
1
(∆ + ωz)2 − (ωq)2
]
, (F18)
which includes two independent contributions from the
two MS laser configuration. Neglecting the boundary
effects, the coupling strength has the characteristic form
Jij ' J/|i− j|α, with J = Ji,i+1 and α ∈ [0, 3].
Finally, the third order expansion of Hˆeff can be cal-
culated in a analogous (though lengthy) way
Hˆ
(3)
eff = −
i
2t
∑
`+m=3
∫ t
0
dt1
∫ t1
0
dt2
[
Vˆ
(`)
I (t1) , Vˆ
(m)
I (t2)
]
= −ϑ
(∑
i<j
Jij σˆ
x
i σˆ
x
j + E
)
⊗ Pˆ . (F19)
Here, the spin-spin interaction strength Jij is defined in
Eq. (F18), and ϑ and Pˆ are defined below Eq. (F16).
E ≡ ∑j Jjj/2 is a constant driving field for the COM
quadrature, which we will neglect in the following as it
just leads to a constant component in the measured sig-
nal. Equation (F19) results from a resonant cross-talk
between the two MS laser configuration under the con-
dition ∆′ = ∆ + ωz, and describes the QND coupling
between the spin Hamiltonian and the quadrature of the
COM phonon mode.
In deriving Eq. (F19), an important assumption we
made is that there is no other resonance processes which
is third order in the Lamb-Dicke parameter. This is guar-
anteed by the condition
|ωq − ωz|  η3Ω, ∀q, (F20)
While for implementation with axial phonon modes this
condition is well satisfied when increasing ion number,
the phonon spectrum does get denser for increasing num-
ber of ions. Thus the validity of condition (F20) sets a
limit on the scalability of the proposed scheme when ex-
ploiting transverse phonon modes. This will be analyzed
in detail in Sec. F 3.
Combining Eqs. (F14), (F16), (F17) and (F19), the
effective Hamiltonian of the ion chain Hˆeff can be written
in the form of Eq. (F1), with the identification
Hˆ = −
∑
i<j
Jij σˆ
x
i σˆ
x
j − h
N∑
j=1
σˆzj ,
Hˆ ′ = −
∑
i<j
Jij σˆ
x
i σˆ
x
j + h
N∑
j=1
σˆzj , (F21)
ϑ ' −η0
√
2/N and Pˆ = i(aˆ†0 − aˆ0)/
√
2.
d. Tuning of HˆSM
Here we describe a method to further tune the trans-
verse field in Hˆ and Hˆ ′ [cf. Eq. (F21)] independently,
thus allowing to reach the QND sweetspot Hˆ = Hˆ ′.
To this end, we consider the same laser configuration
as in Sec. F 1 a, nevertheless the detunings of the MS
lasers are now respectively modified to B ± ∆, B ± ∆′,
with B ∼ J  ∆,∆′. In the frame rotating at fre-
quency ω↑↓ + B, we get an additional term B
∑N
j=1 σˆ
z
j
in the Hamiltonian of the laser-driven ion chain Hˆfull [cf.
Eq. (F6)]. Repeating the same derivation as described in
Subsecs. F 1 a and F 1 c, we recover exactly the same Hˆ
that is coupled to the meter DOFs, while H ′ is modified
as
H ′ =
∑
i<j
Jij σˆ
x
i σˆ
x
j − (h−B)
∑
j
σˆzj .
By choosing B = 2h we realize the QND condition Hˆ ′ =
Hˆ, while offsetting B slightly from 2h allows us to observe
quantum jumps between different eigenstates of Hˆ.
e. Higher-order corrections
To complete our discussion on the double MS scheme,
in this section we derive the corrections to the QND
Hamiltonian Eq. (F1) resulting from higher-order terms
in the Lamb-Dicke expansion. We will show that these
terms do not change the QND character of the proposed
measurement scheme.
By straight forward calculation, we find the fourth or-
der expansion of the effective Hamiltonian can be written
as
Hˆ
(4)
eff = −
i
2t
∑
`+m=4
∫ t
0
dt1
∫ t1
0
dt2
[
Vˆ
(`)
I (t1) , Vˆ
(m)
I (t2)
]
= −
∑
i<j
J
(4)
ij σˆ
x
i σˆ
x
j , (F22)
with the spin-spin coupling
J
(4)
ij =−
Ω2
2
∑
qp
η2qη
2
pMiqMjqMipMjp(ωq + ωp)
×
[
1
∆2 − (ωq + ωp)2 +
1
∆2 − (ωq + ωp)2
]
+
Ω2
2
η20ωz
∑
p
η2p(M
2
ip +M
2
jp)
×
∑
q
MiqMjq
[
1
∆2 − ω2q
+
1
(∆ + ωz)2 − ω2q
]
.
In the derivation of Eq. (F22), we have dropped terms
proportional to the phonon-occupation under the as-
sumption 〈aˆ†qaˆq〉  1.
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Besides Hˆ
(4)
eff , another correction to the QND Hamil-
tonian that is fourth order in η comes from the term
∼ η2qδΩ ∝ η4q which we have dropped in Eq. (F17).
Via straightforward calculation we find this term can be
written as a transverse field Ising Hamiltonian with site-
dependent transverse field,
−
∑
i<j
tij σˆ
x
i σˆ
x
j −
∑
j
λj σˆ
z
j , (F23)
with the coefficients
tij =− ΩδΩ
∑
q
ωqη
2
qMiqMjq
×
[
1
∆2 − ω2q
+
1
(∆ + ωz)2 − ω2q
]
,
λj =− 2ΩδΩ
∑
q
η2qM
2
jq
(
1
∆
+
1
∆ + ωz
)
. (F24)
Importantly, the corrections to the QND Hamilto-
nian up to fourth order in the Lamb-Dicke parameter,
Eq. (F22) and (F23), only involve spin DOFs and do not
involve phonon DOFs. Thus, they only slightly renor-
malize the coefficients of Hˆ ′ [cf. Eq. (F21)], introducing
tiny mismatch between Hˆ ′ and Hˆ. As described in the
main text, these mismatch only introduce rare quantum
jumps between energy eigenstates [cf. Fig. 1(3) of the
main text], whereas the QND character of the measure-
ment is maintained.
2. Continuous readout of the spin Hamiltonian
With the implementation of the system-meter coupling
Hamiltonian Eq. (F1) at hand, in this section we present
the detailed discussion on the readout of the transverse
Ising Hamiltonian via continuous monitoring the center-
of-mass phonon quadrature Xˆ, extending the short de-
scription presented in Appendix section of the main text.
The experimental setup we have in mind is shown
schematically in Fig. 2 of the main text. Here, aside from
the ions j ∈ [1, N ] which generates the QND Hamiltonian
Eq. (F1), an ancilla ion j = 0 is trapped at the edge of
the ion chain and is subjected to sideband resolved laser
cooling. The fluorescence emitted by the ancilla ion is
collected by a lens setup and is continuously detected by
a homodyne apparatus. We assume the MS lasers doesn’t
interact with the ancilla ion, nor does the cooling laser
impact the ions j ∈ [1, N ]. As such, the ancilla ion par-
ticipates in the collective vibrations of the ion chain and
serves as a ‘transducer’ to couple light and phonons, thus
allowing for monitoring the latter.
In the following, we introduce the quantum optical
model for our considered setup in Sec. F 2 a, using the
language of a quantum stochastic Schro¨dinger equation
(QSSE) (see, e.g., Chap. 9 in Ref. [60] for an introduc-
tion). Based on it, in Sec. F 2 b we derive a QSSE de-
scribing the coupling between the phonons and light by
adiabatically eliminating the internal DOFs of the ancilla
ion. Finally, in Sec. F 2 c we derive the stochastic mas-
ter equation for continuous homodyne detection of the
spontaneously emitted light and arrive at Eqs. (F4) and
(F5).
a. Quantum stochastic Schro¨dinger equation
To be specific, we consider a standing-wave cooling
configuration, i.e., the ancilla ion locates at the node of
the standing wave [61]. In the frame rotating with the
frequency of the cooling laser ωL, the internal dynamics
of the auxiliary ion is described by
HˆTLS = −∆e|e〉〈e|+ Ω0
2
(|e〉〈g|+ h.c.) sin(k0Zˆ0). (F25)
Here, |g〉(|e〉) is the ground(excited) level of the cool-
ing transition respectively and ∆e = ωL − ωeg is the
frequency detuning between the cooling laser and the
|g〉 → |e〉 transition. We assume the cooling laser is
along the z axis, with wavevector k0 and Rabi frequency
Ω0. The operator Zˆ0 describes the (small-amplitude) dis-
placement of the ancilla ion around its equilibrium posi-
tion, and is related to the collective phonon modes of the
ion chain by Zˆ0 =
∑
qM0q(aˆq + aˆ
†
q)/
√
2m0ωq with m0
the mass of the ancilla ion.
Besides the internal structure of the ancilla ion, the
rest DOFs of our model includes the internal pseudo-
spins of ion j ∈ [1, N ] and the N+1 axial phonon modes.
For convenience, we define the Hamiltonian for the spin-
phonon system
Hˆsys = HˆSM +
∑
q
ωqaˆ
†
qaˆq, (F26)
i.e., as the sum of the QND Hamiltonian Eq. (F1) and
the free Hamiltonian of all the phonon modes.
The time evolution of the total system is described by
the (Itoˆ) QSSE [60] for the ions and the external electro-
magnetic field (bath DOFs),
d|Ψ〉 =− i
(
Hˆsys + HˆTLS − i
2
Γe|e〉〈e|
)
|Ψ〉dt
+
∫
du
√
ΓeN(u)|g〉〈e|e−ik0uZˆ0dBˆ†(u, t)|Ψ〉.
(F27)
In Eq. (F27), the first line includes the spin-phonon
Hamiltonian Hˆsys, the internal Hamiltonian of the an-
cilla ion HˆTLS, and the spontaneous decay of the ancilla
ion at a rate Γe. The second line describes spontaneous
emission of the ancilla ion into the 3D electromagnetic
modes. Here, the function N(u) reflects the dipole emis-
sion pattern of the cooling transition, which, for the 1D
ionic motion considered here, depends on a single vari-
able u ≡ cos ν ∈ [−1, 1] with ν the angle between the
wavevector of the emitted photon and the z axis. The
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spontaneous emission is accompanied by the momentum
recoil described by the operator e−ik0uZˆ0 , with k0 the
wavevector of the emitted photon (approximately the
same as the wavevector of the cooling laser). To account
for the relevant electromagnetic modes in the emission
direction u, quantum optics introduces the correspond-
ing bosonic noise operators bˆu(t) and bˆ
†
u(t), satisfying
the white-noise commutation relations [bˆu(t), bˆ
†
u(t
′)] =
δ(u−u′)δ(t− t′) [60]. In the Itoˆ QSSE (F27) these noise
operators are transcribed as Wiener operator noise in-
crements, bˆu(t)dt → dBˆ(u, t). Assuming the 3D bath is
initially in the vacuum state, they obey the Itoˆ table [60],
dBˆ(u, t)dBˆ†(u′, t) = dtδ(u− u′),
dBˆ†(u, t)dBˆ(u′, t) = 0,
dBˆ(u, t)dBˆ(u′, t) = dBˆ†(u, t)dBˆ†(u′, t) = 0.
(F28)
We note, apart from the explicit ion-bath coupling in
the second line of Eq. (F27), the inclusion of the 3D
electromagnetic field bath also introduces a decay term
−iΓe|e〉〈e|/2 in the first line of Eq. (F27). Mathemat-
ically, this non-Hermitian term appears as an “Itoˆ cor-
rection” when applying the Itoˆ stochastic calculus to de-
scribe physical systems [60].
Based on Eq. (F27), in the next section we derive a
QSSE describing the coupling between the phonon modes
and the electromagnetic field bath by adiabatically elim-
inating the internal dynamics of the ancilla ion.
b. Adiabatic elimination of the internal dynamics of the
ancilla ion
We consider the following parameter regime. (i) The
ancilla ion is weakly excited by the cooling laser, η0qΩ0 
Γe, where η
0
q ≡ k0/
√
2m0ωq is the Lamb-Dicke param-
eter corresponding to the cooling laser. (ii) The QND
interaction is much weaker than the spontaneous emis-
sion strength of the ancilla ion, |HˆSM|  Γe. (iii) The
sideband resolved regime ωq  Γe. Condition (i) and (ii)
guarantees that the internal dynamics of the ancilla ion
is much faster than the dynamics of the rest of the sys-
tem, allowing us to adiabatically eliminate the internal
dynamics of the ancilla ion. Condition (iii) enables us to
selectively enhance the center-of-mass phonon contribu-
tion in the detected photon current (see detailed discus-
sion in Sec. F 2 c).
To perform the adiabatic elimination, we formally de-
compose the state of the total system [see Eq. (F27)]
into two components, |Ψ〉 = |ψe〉|e〉 + |ψg〉|g〉, with
|ψe(g)〉 ≡ 〈e(g)|Ψ〉. By the expansion up to second or-
der in the small Lamb-Dicke parameter η0q , Eq. (F27)
becomes two coupled equations for |ψe(g)〉,
d|ψe〉 =− i
[
Hˆsys −
(
∆e +
i
2
Γe
)]
|ψe〉dt
− iΩ0
2
∑
q
η0qM0q
(
aˆ†q + aˆq
) |ψg〉dt, (F29)
d|ψg〉 =− iHˆsys|ψg〉dt− iΩ0
2
∑
q
η0qM0q
(
aˆ†q + aˆq
) |ψe〉dt
+
∫
du
√
ΓeN(u)
[
1− i
∑
q
η0qM0q
(
aˆ†q + aˆq
)
− 1
2
(∑
q
η0qM0q
(
aˆ†q + aˆq
) )2]
dBˆ†(u, t)|ψe〉.
(F30)
From Eq. (F29) it is easy to see |ψe〉 ∼ O(η0q ). To keep
|ψg〉 accurate to O[(η0q )2], we can neglect the second order
Taylor expansion in the last term of Eq. (F30).
Under conditions (i) and (ii) introduced in the begin-
ning of this section, Eq. (F29) can be solved adiabatically
|ψe〉 = Ω0
2
∑
q
η0qM0q
(
aˆ†q
∆e−ωq+ i2Γe
+
aˆq
∆e+ωq+
i
2Γe
)
|ψg〉.
Plugging the solution into Eq. (F30), we arrive at a
QSSE which describes the slow dynamics of the system
assuming the ancilla ion staying in its internal stationary
(ground) state,
d|ψg〉 =− i
{
HˆSM +
∑
q
[
ω˜q − i
2
(
A+q +A
−
q
)]
aˆ†qaˆq
}
|ψg〉dt
+
∫
du
√
ΓeN(u)Jˆ dBˆ†(u, t)|ψg〉, (F31)
where dt  1/Γe is the coarse-grained time increment
and dBˆ†(u, t) is the corresponding coarse-grained quan-
tum noise increment. ω˜q ≡ ωq + δωq is the renormalized
frequency of the q-th phonon mode, with
δωq = (η
0
qM0qΩ0)
2
[
∆e + ωq
4(∆e+ωq)2+Γ2e
+
∆e − ωq
4(∆e−ωq)2+Γ2e
]
.
Under the weak driving condition we have δωq  ωq. In
the following we will neglect such a tiny frequency shift
and approximate ω˜q = ωq. The damping rates A
±
q for
the q-th phonon mode are defined as
A±q =
(η0qM0qΩ0)
2
4(∆e ± ωq)2 + Γ2e
Γe. (F32)
The operator Jˆ is a collective quantum jump operator
including all phonon modes,
Jˆ = Ω0
2
∑
q
η0qM0q
(
aˆ†q
∆e − ωq + i2Γe
+
aˆq
∆e + ωq +
i
2Γe
)
.
(F33)
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The QSSE (F31) describes the coupling between the
phonon DOFs and the external electromagnetic field
bath. This allows us to read out the COM quadrature Xˆ
via homodyne detection of the external bath, as detailed
in the next section.
c. Homodyne detection of the fluorescence
We consider continuous homodyne detection of the
laser cooling fluorescence, as shown schematically in
Fig. 1 of the main text. In such a measurement, the
fluorescence photons are collected by linear optical ele-
ments, e.g., by a lens setup, and are then mixed with a
reference laser at a beam splitter. Photon counting of
the mixed beam then allows for the measurement of the
phase information of the fluorescence photons.
We assume the lens system covers a solid angle Ω, and
define
 =
∫
Ω
duN(u) (F34)
as the fraction of photons collected by the lens setup.
The corresponding quantum noise increment is
dBˆ(t) =
1√

∫
Ω
du
√
N(u)dBˆ(u, t). (F35)
The homodyne measurement corresponds to making a
measurement of the following quadrature operator [60,
62]
dQˆ(t) = dBˆ(t)e−iφ + dBˆ†(t)eiφ, (F36)
with φ the phase of the local oscillator. The measurement
will project the state of the bath onto an eigenstate of
dQˆ(t) corresponding to the eigenvalue dq(t), which de-
fines the homodyne current via dq(t) ≡ I(t)dt. It can
be shown [60, 62] that the measurement outcome dq(t)
obeys a normal distribution centered at the mean value
of the quantum jump operator Jˆ , i.e.,
dq(t) ≡ I(t)dt =
√
Γe〈Jˆ e−iφ+Jˆ †eiφ〉c+dW (t), (F37)
where dW (t) is a random Wiener increment, which is re-
lated to the shot noise by dW (t) = ξ(t)dt. The expecta-
tion value 〈. . . 〉c = Tr(. . . µc) is taken with a conditional
density matrix µc of the spin-phonon system. The evo-
lution of ρc is given by a SME derived from Eq. (F31)
by projecting out the bath DOFs following the standard
procedure [60, 62],
dµc =− i
[
HˆSM +
∑
q
ωqaˆ
†
qaˆq, µc
]
dt
+
∑
q
(
A+q D[aˆ†q] +A−q D[aˆq]
)
µcdt
+
√
ΓeH[Jˆ e−iφ]µcdW (t), (F38)
with D[Oˆ]ρ ≡ OˆρOˆ† − 12 Oˆ†Oˆρ− 12ρOˆ†Oˆ being the Lind-
blad superoperator, and H[Oˆ]ρ ≡ Oˆρ−Tr(Oˆρ)ρ+ H.c. a
superoperator corresponding to homodyne measurement.
The first two lines of Eq. (F38) is akin to the laser cool-
ing master equation of trapped particles [60, 61], while
the third line describes the measurement backaction of a
continuous homodyne detection.
Under the condition of resolved sideband ωq  Γe, we
can enhance the component corresponding to the COM
phonon mode in the homodyne signal Eq. (F37), by tun-
ing the cooling laser in resonance with the red sideband
of the COM mode, ∆e = −ω0. Under this condition,
we have Jˆ ' −iΩ0η0qM0qaˆ0/Γe [see Eq. (F33)], and
A+0 ' A±q ' 0 for q 6= 0. Defining ρˆSMc = Trph,q 6=0(µˆc)
by trancing out the phonon modes except for the COM
mode, we have
I(t) =
√
2γs〈Xˆ〉c + ξ(t),
dρSMc =− i[HˆSM, ρSMc ]dt+ γsD [aˆ0] ρSMc dt
+
√
γsH [aˆ0] ρSMc dW (t). (F39)
where Xˆ = (aˆ0 + aˆ
†
0)/
√
2 is the x-quadrature of the
COM phonon mode, γs = (Ω0η
0
qM00)
2/Γe is an effective
measurement rate, with M00 ' 1/
√
N , and we choose
φ = −pi/2.
Equation (F39) already describes continuous QND
readout of the transverse field Ising Hamiltonian. To sim-
plify the analysis, we can further adiabatically eliminat-
ing the COM phonon mode in Eq. (F39) under the con-
dition γs  ϑJ , and arrive at Eqs. (F4) and (F5) with
the identification γ ≡ 2J2ϑ2/γs = 2Γe(ϑJ/Ω0η0qM0q)2.
d. Filtering of the homodyne current
The homodyne current Eq. (F5) is noisy, as it contains
the (white) shot noise ξ(t) inherited from the vacuum
fluctuation of the electromagnetic field environment. To
suppress the noise, we filter the homodyne current with
a suitable linear lowpass filter
Iτ (t) =
∫
dt′hτ (t− t′)I(t′), (F40)
where hτ (t) is the filter function with a frequency band-
width ∼ 1/τ , and I(t) is the filtered homodyne current.
The filter attenuates the component of the shot noise
with frequency higher than 1/τ thus allowing us to ex-
tract out the signal we are interested in.
We adopt two filters in the main text. The first
one is a simple cumulative time-average, I(τ) =
(2N
√
γτ)−1
∫ τ
0
dtI(t). This allows us to attenuate the
shot noise as much as possible, and is especially suit-
able for QND measurement (cf. Fig. 1e of the main
text). In contrast, for imperfect QND measurement
we are interested in resolving the quantum jumps be-
tween different energy eigenstates as a competition be-
tween coherent evolution and measurement backaction.
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To achieve this, we filter the homodyne current via
Iτ (t) = (2N√γτ)−1
∫∞
0
dt′e−t
′/τI(t− t′) and call Iτ (t)
the window-filtered homodyne current. The time window
τ is chosen to ensure 1/γ  τ  Tdwell with γ the mea-
surement rate and Tdwell the typical time that the system
dwells in particular eigenstates. This allows us to atten-
uate the shot noise as much as possible while still being
able to resolve the quantum jumps.
3. Experimental feasibility
Having discussed our QND measurement scheme of
the transverse-field Ising model in trapped-ion setups,
in this section we show that state-of-the-art trapped-ion
experiments provide all ingredients for its implementa-
tion. First, in Sec. F 3 a, we summarize the experimen-
tal requirements of our scheme and discuss their feasi-
bility under experimental imperfections. We then dis-
cuss some practical considerations on the implementa-
tion of our scheme with axial and transverse phonon
modes in Sec. F 3 b and Sec. F 3 c respectively. Finally,
in Sec. F 3 d we present experimental parameters for a
proof-of-principle realization of our scheme with axial
phonon modes.
a. Experimental requirements and practical imperfections
In the implementation of homodyne detection of the
spin system, we have assumed that the MS lasers does
not interact with the ancilla ion, nor does the cooling
laser impact the ions j ∈ [1, N ]. This can be achieved by
individual addressing of each ion in realizing the MS con-
figuration. Alternatively, this can be achieved, by global
MS lasers and by choosing the extra ion from a different
ion species [5, 63], thus it is decoupled from the MS lasers
due to its different internal electronic structure. We note,
however, an ancilla ion with a different mass will change
the equal-distribution character of the COM mode. This
has to be rectified in order to perform our QND measure-
ment scheme, e.g., via local adjustment of the trapping
potential of the ancilla ion using optical potential [64].
Realistic trapped-ion systems have multiple sources of
decoherence. One major detriment is the phonon heat-
ing due to the electromagnetic field noise. Operating at
cryogenic temperature can reduce phonon heating signif-
icantly. For example, the phonon heating rate for axial
phonons at ωz ' 2pi × 2.3MHz can be reduced as low as
70/s for ion-spacing d ∼ 30µm in the cryogenic surface
traps in the NIST group [65]. Even lower phonon heating
rates are being actively pursued [66]. Another important
decoherence source is fluctuations of the global magnetic
field defining the quantization axis, which results in de-
phasing of the internal spins of the ions. Encoding the
spin in ionic internal states first-order insensitive to mag-
netic field fluctuations greatly suppresses the dephasing
rate (typically below 1/s) [67]. These decoherence rates
are far smaller than the measurement rate of our pro-
posed QND measurement (typical numbers are presented
in Sec. F 3 d). Thus, our QND measurement scheme is
robust under realistic imperfections.
The effectiveness of our QND measurement scheme de-
pends on the collection efficiency  of the photons scat-
tered by the ancilla ion. Collection efficiency around 15%
is experimentally feasible for a single trapped ion [68],
and we expect similar collection efficiency can be reached
in our proposed setup. Even larger photon collection rate
can be achieved by coupling the ancilla ion to optical cav-
ities [69] or by simultaneous detection of the fluorescence
of several ancilla ions.
b. Implementation with axial phonon modes
The spectrum of axial phonon modes of an ion string
in a linear Paul trap is extensive, i.e., it broadens with in-
creasing number of ions N . To implement the long range
Ising model with adjustable power-law decaying interac-
tion strength Jij ' J/|i − j|α, the detunings ∆(∆′) of
the double MS configuration should also increase with
the number of ions. Thus, to keep the spin-spin coupling
J ∝ (Ω/∆)2(k2/2m) [see Eq. (F18)] finite, the power of
the MS laser beams also goes up with increasing N . The
achievable laser power in the laboratory thus puts a prac-
tical limitation on the scalability of the implementation
wit axial phonon modes.
On the other hand, the implementation with axial
phonon modes benefits a relative large system-meter cou-
pling HˆSM as a result of the large Lamb-Dicke parameter
η associated with axial phonon modes (we note that in
HˆSM, ϑ ∝ η). from the effective measurement rate with
the relatively large Lamb-Dicke parameter. Thus, the
implementation with axial phonon modes best serves as
a small-scale proof-of-principle demonstration of the our
proposed QND measurement scheme. We will provide
the typical experimental parameters for it in Sec. F 3 d.
c. Implementation with transverse phonon modes
In contrast to the axial phonon modes, the transverse
phonon modes in a linear Paul trap have a dense spec-
trum of width ∝ ω2z/ωx, almost independent of the ion
number N , where ωz(x) is the trapping frequency along
the axial(transverse) direction respectively. As a result,
the long range Ising model can be implemented by a dou-
ble MS configuration with fixed detunings ∆(′) and Rabi
frequency Ω, for increasing number of ions. This leads to
better scalability regarding the laser power, compared to
the implementation with axial phonon modes.
The scalability in this case is limited by the condition
Eq. (F20) [note that for the transverse phonon case un-
der consideration, ωq in Eq. (F20) represents transverse
phonon frequencies, while ωz in Eq. (F20) should be re-
placed by ωx], since longer ion chain will leads to denser
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phonon spectrum which eventually violates Eq. (F20).
To derive an upper limit of the ion number N , we note
that the validity of Eq. (F20) requires ω2z/ωx  η3Ω. On
the other hand, to prevent zig-zag transition we require
ωx/ωz ≥ 0.73N0.86 [70]. Combining these two condi-
tions we find N  [ωz/(η3Ω)]1.16. The latter quantity
typically exceeds 103 in experiments, thus the implemen-
tation with transverse phonon modes allows for scaling
up to a few hundreds of ions.
d. Parameters for a proof-of-principle experiment
Here we provide experimental parameters for a
proof-of-principle experiment of our QND measurement
scheme. To be concrete, we consider N = 5 9Be+ ions in
a Paul trap [71], and use the axial COM phonon mode
as the meter. The internal spin of a 9Be+ ion consists
of two hyperfine states driven by a Raman transition in-
volving two 313nm single-photon transitions, of which
the recoil energy is Er = 2pi × 226.5kHz. We choose the
axial trapping frequency ωz = 2pi × 3MHz, leading to a
moderate Lamb-Dicke parameter η ' √Er/ωz ' 0.27.
We choose ∆ = 3ωq=4 and Ω = 0.15∆ to stay in the
off-resonance regime. The resulting spin-spin coupling
strength J ' 2pi × 5kHz and ϑ ' −0.17. We choose
the laser cooling rate of the ancilla ion γs = 2pi × 5kHz.
Consequently, the effective measurement rate is γ '
2pi × 290Hz. Assuming a photon collection efficiency
 = 0.15, our QND measurement has a resulting char-
acteristic time scale 1/γ ' 3.7ms [cf. Fig. 1(c-d)
of the main text] much shorter than the typical single
qubit dephasing time ∼ 1s [71]. Specifically, an averag-
ing time τ = 10/γ achieves an energy resolution (see
Appendix C) ∆E/J ∼ 0.22, smaller than the minimal
energy gap in this five-spin Ising model. This enables
the preparation of single eigenstates via QND measure-
ment, which suffices to exhibit the basic features related
to ETH, e.g., phase transition in single eigenstates as
well as the off-diagonal matrix elements of local pertur-
bations, cf. Fig. 3 (c-d) and Fig. 4. This also allows
for the observation of quantum jumps between different
eigenstates in the imperfect QND regime.
4. Numerical verification of the double
Mølmer-Sørensen configuration
In this section we verify the adiabatic elimination pro-
cedure described above. To this end, we perform nu-
merical simulation of the periodically driven system of
N = 3 ions interacting via 3 phonon modes accord-
ing to the full Hamiltonian Hˆfull(t) given by Eq. (F6).
We choose commensurable detunings ∆ = −7ω0, ∆′ =
−6ω0, such that the overall dynamics is periodic with
frequency ω0. Next, the operator of unitary evolution
Uˆ(t) = T exp
[
−i ∫ t
0
dt1Hˆfull(t1)
]
is numerically evalu-
ated for one period of the oscillation. The logarithm of
eigenvalues of Uˆ(2pi/ω0) provides E
Floquet
` the quasi spec-
trum of the effective Hamiltonian.
In Fig. 6(a) we compare the Floquet quasi spectrum
EFloquet` (blue dotted lines) with the spectrum E
Ising
` of
the effective Ising Hamiltonian (F3) with adjusted trans-
verse field B = 2h (dashed lines) for various values of the
Rabi frequency mismatch δΩ expressed as a transverse
field h via Eq. (F15). The figure clearly indicates that
the exact eigenvalues EFloquet` are well represented by the
effective Ising model.
Next, we study the coupling of the Ising Hamiltonian
to the COM phonon mode. Here we consider the non-
hermitian Hamiltonian of the full system (ions+phonons)
Hˆfull(t)−iγs2 a†0a0 with the non-hermitian term describing
the decay of the COM mode due to the read-out. The
Floquet eigenstates with the quasi energies around 0 and
small imaginary parts represent the steady states of the
open system. The COM mode displacements 〈a0 + a†0〉
averaged over these Floquet states are shown in Fig. 6(b)
with red lines. The displacement is proportional to the
corresponding eigenenergy of the Ising Hamiltonian (F2)
shown with dashed lines. The resulting read-out pho-
tocurrent is sensitive to the amplitude of the COM mode
oscillations and, therefore, reveals the eigenenergies of
the desired Ising model.
Appendix G: Numerical simulations of the phase
transition
In this section we provide details on Monte-Carlo
canonical ensemble simulations of the transverse field
Ising model. We also discuss the phase transition in the
case of of long- and short-range interactions.
1. Monte-Carlo simulations
Here we provide details on the numerical simulations
of the phase transition of the Ising model in canonical
ensemble ρˆth (T ) ≡ e−Hˆ/T /Tr
[
e−Hˆ/T
]
using the quan-
tum Monte-Carlo technique. It allows us to calculate the
critical energy ε using the finite-size scaling analysis of
the Binder cumulant, defined as:
U4 ≡ 1−
〈
mˆ4x
〉
3 〈mˆ2x〉2
By its construction[72], this cumulant distinguishes the
ordered phase with U4 ≈ 2/3, from the disordered phase
with U4 ≈ 0. As a result, when crossing the phase tran-
sition, the Binder cumulant has a sharp jump between
these two values at the critical temperature Tc. This
allows us to determine Tc for the Ising model. The re-
sults of the Monte-Carlo simulation for α = 1.5, h/J = 1
shown in Fig. 7(a) for different system sizes N . For suf-
ficiently large number of spins the curves of U4 cross ap-
proximately at the same temperature, which provides a
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FIG. 6. Numerical verification of the double Mølmer-Sørensen
configuration. (a) test of the free evolution term Hˆ ⊗ I of the
effective system-meter Hamiltonian (F1). Blue lines show the
exact Floquet spectrum depending on the effective transverse
field h (see text), dashed lines represent eigenenergies of the
effective Ising model. (b) The system-meter coupling ϑHˆ⊗ Pˆ
test. Red lines show the COM mode displacement 〈a0 + a†0〉
averaged over the exact Floquet eigenstates (see text), dashed
lines represent the corresponding eigenenergies of the effective
Ising model. The following parameters are used: η = 0.3,
∆ = −7ω0, ∆′ = −6ω0, Ω = ω0, 0 < δΩΩ < 2 × 10−3, γs =
3 ηJ√
N
(
ηΩ
∆
)2
. The COM mode is described by 6 Fock states,
the other modes use 3 Fock states.
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FIG. 7. Phase transition of the Ising model in the canonical
ensemble. (a), (c) Binder cumulant as a function of temper-
ature for different system sizes. (b), (d) the corresponding
energy of the system.
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FIG. 8. Excited-state phase transition in the Ising model with
α = 3. (a) Ferro-paramagnet crossover in the Ising model of
N = 14 spins prepared by the energy measurements in mi-
crocanonical ensembles of width ∆E/(JN) = 0.1. The tran-
sition between magnetically ordered phase 〈mˆ2x〉mc ≈ 1 (dark
blue) to disordered phase 〈mˆ2x〉mc ≈ 0 (light blue) is shown
as function of the mean energy density ε = 〈Hˆ〉mc /(JN) and
the transverse field h. Test of ETH for the symmetry sector
{+1,+1} is shown in the inset: only the ground state has a
bimodal distribution P (mx).
good estimate of the Tc. The corresponding critical en-
ergy density ε ≡ Tr
[
Hˆρˆth (Tc)
]
/NJ can be easily de-
termined from energy-temperature conversion curve is
shown in Fig. 7 (b).
We also study the Ising model with α = 3 shown in
Fig. 7(c-d). The Binder cumulant curves show no cross-
ing at finite temperature indicating the absence of ther-
mal phase transitions as it should be in case of short-
range interactions α > 2 [73]. Below we study if the
same thermodynamic properties are exhibited by the in-
dividual eigenstates as can be expected if the ETH holds
in this regime.
2. Case of short-range interactions
We now study the phase transition for the case
α = 3 in the microcanonical ensemble and on the level
of individual eigenstates. The phase diagram in the
microcanonical ensemble is shown in Fig. 8. It is clearly
visible that contrary to the long-range Ising model, the
ordering remains only in the vicinity of  ≈ 0. This
is also reflected by the order parameter probability
distribution P (mx) for the individual eigenstates shown
in inset of Fig. 8, which shows bimodal behavior only for
the ground state. We note that this observation is com-
patible with the eigenstate thermalization hypothesis.
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