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CORES OF GRADED ALGEBRAS WITH TRIANGULAR
DECOMPOSITION
GWYN BELLAMY AND ULRICH THIEL
Abstract. We consider self-injective finite-dimensional graded algebras ad-
mitting a triangular decomposition. In the preceding paper [7] we have shown
that the graded module category of such an algebra is a highest weight category
and has tilting objects in the sense of Ringel. In this paper we focus on the
degree zero part of the algebra, the core of the algebra. We show that the core
captures essentially all relevant information about the graded representation
theory. Using tilting theory, we show that the core is cellular. We then describe
a canonical construction of a highest weight cover, in the sense of Rouquier, of
this cellular algebra using a finite subquotient of the highest weight category.
Thus, beginning with a self-injective graded algebra admitting a triangular
decomposition, we canonically construct a quasi-hereditary algebra which en-
codes key information, such as the graded multiplicities, of the original algebra.
Our results are general and apply to a wide variety of examples, including
restricted enveloping algebras, Lusztig’s small quantum groups, hyperalgebras,
finite quantum groups, and restricted rational Cherednik algebras. We expect
that the cell modules and quasi-hereditary algebras introduced here will provide
a new way of understanding these important examples.
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1. Introduction
The goal of this paper, and the preceding paper [7], is to develop new structures
in the representation theory of a class of algebras commonly encountered in alge-
braic Lie theory: finite-dimensional Z-graded algebras 𝐴 which admit a triangular
decomposition, i.e., a vector space decomposition
𝐴− ⊗ 𝑇 ⊗𝐴+ ∼−→ 𝐴
into graded subalgebras given by the multiplication map, where we assume that 𝐴−
is concentrated in negative degree, 𝑇 in degree zero, and 𝐴+ in positive degree.
There are a variety of examples of such algebras:
(1) Restricted enveloping algebras 𝑈(g𝐾);
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(2) Lusztig’s small quantum groups u𝜁(g), at a root of unity 𝜁;
(3) Hyperalgebras u𝑟(g) := Dist(𝐺𝑟) on the Frobenius kernel 𝐺𝑟;
(4) Finite quantum groups 𝒟 associated to a finite group 𝐺;
(5) Restricted rational Cherednik algebras Hc(𝑊 ) at 𝑡 = 0;
(6) RRCAs H1,c(𝑊 ) at 𝑡 = 1 in positive characteristic.
We refer to the above list as the VIP examples. For more details, see [7] and
the references therein. The representation theory of these algebras has important
applications to other areas of mathematics. For instance, to symplectic algebraic
geometry [22], [4], [5], [6], to algebraic combinatorics [25], [38], and to algebraic
groups in positive characteristic [27], [1]. The applications mostly derive in one way
or another from computing the graded character of irreducible modules.
In this article, we propose a fundamentally new approach to the problem of
computing these characters. Our approach focuses on understanding the subalgebra
𝐴0 of 𝐴 formed by the elements of degree zero, which we call the core of 𝐴. In
Section 3 we show that 𝐴0 captures, in a precise sense, essentially all information
about the graded representation theory of 𝐴. The advantage of considering 𝐴0 is
that it possess additional structure that 𝐴 itself need not have. In Sections 4 and 5,
under mild assumptions on 𝐴, we construct two such structures:
∙ a cellular structure on 𝐴0, in the sense of Graham–Lehrer [24],
∙ a quasi-hereditary algebra covering 𝐴0, in the sense of Rouquier [40].
The proof of these results build on the foundational material of [7]. We explain these
results in more detail below.
1.1. Cellularity. In the seminal paper [24], Graham and Lehrer introduced cellular
algebras to representation theory. Providing a means to combinatorially describe the
representation theory of algebras, cellularity has become an important and influential
concept in representation theory. This can be see in the concentrated effort, ever
since the appearance of [24], to find new examples of cellular algebras–our work
provides several infinite families of cellular algebras that have never been considered
in the literature before.
More generally, by dropping the anti-involution from the definition, Du and Rui
[17] introduced a broader class of algebras called standardly based algebras. Ab-
stractly, it can be shown that every finite-dimensional algebra is actually standardly
based, see Koenig–Xi [28, Section 5]. However, exhibiting an explicit standard basis
is computationally very difficult and provides, through the associated cells and cell
modules, meaningful combinatorial information about the representation theory of
the algebra.
We obtain cellularity of 𝐴0 from a very general result, proved in Appendix A,
concerning the endomorphism algebra of a tilting object in a highest weight category:
Theorem 1.1. Let 𝒞 be a highest weight category (possibly with infinitely many
simple objects), equipped with enough tilting objects1. Let 𝑇 ∈ 𝒞 be a tilting object.
(1) The decomposition of 𝑇 into indecomposable tilting objects defines a standard
datum for End𝒞(𝑇 ).
(2) If 𝒞 is equipped with a duality D such that D(𝑇 ) ≃ 𝑇 , then D induces an
anti-involution on End𝒞(𝑇 ), making it into a cellular algebra.
The proof of this theorem is a modification of very recent work of Andersen–
Stroppel–Tubbenhauer [3], who prove this in the case of quantum groups. Unfortu-
nately, one essential ingredient in loc. cit. is the notion of weight spaces, which is
1See Appendix A for the precise definition.
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not available in an arbitrary highest weight category (in particular, such a structure
does not exist for 𝒢(𝐴)). We explain the necessary modifications to their arguments
in Appendix A. By results of [7], the categories 𝒢(𝐴) satisfy the assumptions of
Theorem 1.1. Applying Theorem 1.1 to the tilting object 𝐴 in 𝒢(𝐴), we obtain (see
Theorem 4.6):
Theorem 1.2. Assume that 𝑇 is semisimple and 𝐴 is self-injective.
(1) The decomposition of 𝐴 into indecomposable tilting modules provides a
canonical standard datum for 𝐴0.
(2) If 𝐴 is graded Frobenius and admits a triangular anti-involution, then 𝐴0 is
a cellular algebra.
The notion of a triangular anti-involution was introduced in [7]. Such an involution
induces a duality D on 𝒢(𝐴), and in case 𝐴 is graded Frobenius this fixes the tilting
object 𝐴, see Corollary 6.4 of loc. cit. We have shown in loc. cit. that all VIP
examples listed above satisfy the assumptions of Theorem 1.2, giving a canonical
standard datum for their cores. The only obstruction to being cellular is the existence
of a triangular anti-involution. Again as noted in loc. cit., this exists for all VIP
examples, except for restricted rational Cherednik algebras associated to non-real
reflection groups. Regardless, one can now define cell modules and cells for all VIP
examples. Multiplicities of simple modules in cell modules leads to the decomposition
matrix for 𝐴0. This raises the obvious problem:
∙ Compute the decomposition matrix for 𝐴0.
We show that this problem is equivalent to computing the character of the simple
graded 𝐴-modules.
1.2. Highest weight covers. We show, in Proposition 4.11, that the core 𝐴0 is
quasi-hereditary if and only if 𝐴 is semi-simple. Thus, the core is (essentially) never
quasi-hereditary. The main goal of this article is to “resolve” this “singular” algebra by
finding a highest weight cover, in the sense of Rouquier [40]. We recall that a highest
weight cover of 𝐴0 is a highest weight category ℬ (necessarily with finitely many
simple objects), together with a projective object 𝑃 ∈ ℬ such that 𝐴0 ≃ Endℬ(𝑃 )op
and the corresponding exact functor
𝐹 = Homℬ(𝑃,−) : ℬ →ℳ(𝐴0)
is fully faithful on projectives. It is shown in [40] that a highest weight cover, if it
exists, is essentially unique.
In Section 5 we show that 𝐴0, under some mild assumptions satisfied by all
VIP examples, admits a highest weight cover. This cover is explicitly constructed
by taking a subquotient 𝒢[𝑁 ](𝐴) of the highest weight category 𝒢(𝐴). First, by
bounding from above the degrees of the simple composition factors that are allowed
to occur in a module 𝑀 , we get for each integer 𝑑 a Serre subcategory 𝒢≤𝑑(𝐴) of
𝒢(𝐴). Since these subcategories come from an ideal in the poset Irr𝒢(𝑇 ), they are
also highest weight categories. More importantly, for each positive integer 𝑑, the
subfactors
𝒢[𝑑](𝐴) := 𝒢≤𝑑(𝐴)/𝒢<0(𝐴)
are also highest weight categories. These categories have finitely many simple objects
and enough projectives. Thus, there exists a basic quasi-hereditary algebra 𝐶𝑑 such
that 𝒢[𝑑](𝐴) is equivalent to the category ℳ(𝐶𝑑) of finite dimensional 𝐶𝑑-modules.
In this way, 𝐴 gives rise to an infinite family {𝐶𝑑} of quasi-hereditary algebras.
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In general, the algebras 𝐶𝑑 are very difficult to describe. A simple motivating
example is given by 𝐴 = C[𝑥, 𝑦]/(𝑥2, 𝑦2). Here 𝒢(𝐴) is equivalent to the category of
finite-dimensional modules for the quiver
· · · 𝑒𝑖−2 𝑒𝑖−1 𝑒𝑖 𝑒𝑖+1 · · ·
𝑦𝑖−2
𝑥𝑖−1
𝑦𝑖−1
𝑥𝑖
𝑦𝑖
𝑥𝑖+1
with relations 𝑥𝑖+1 ∘ 𝑦𝑖 = 𝑦𝑖−1 ∘ 𝑥𝑖 and 𝑦𝑖+1 ∘ 𝑦𝑖 = 𝑥𝑖+1 ∘ 𝑥𝑖 = 0. In this case, the
quotient category 𝒢[𝑑](𝐴) is equivalent to the highest weight category PervC(P𝑑) of
perverse sheaves on projective space, stratified with respect to the usual Schubert
stratification.
Assume that 𝐴 is graded symmetric. Then the socle of 𝐴+ equals the top non-zero
graded piece 𝐴+𝑁 . Choosing 𝑑 ≥ 𝑁 , we set ℓ := 𝑁 − 𝑑 and let
𝐴⟨ℓ⟩ := 𝐴[0]⊕𝐴[1]⊕ . . .⊕𝐴[ℓ].
This is an object of 𝒢[𝑑](𝐴). In Theorem 5.1, we show that it is projective-injective
and that
End𝒢[𝑑](𝐴)(𝐴⟨ℓ⟩) = End𝒢(𝐴)(𝐴⟨ℓ⟩) (=: 𝐵ℓ) .
Since 𝐴[0, ℓ] is projective in 𝒢[𝑑](𝐴), it defines an exact functor
𝐹𝑑 := Hom𝒢[𝑑](𝐴)(𝐴⟨ℓ⟩,−) : 𝒢[𝑑](𝐴) →ℳ(𝐵ℓ) ,
where ℳ(𝐵ℓ) denotes the category of finite-dimensional 𝐵ℓ-modules. Our main
result, Theorem 5.4, states:
Theorem 1.3. If 𝐴 is graded symmetric, well-generated and ambidextrous, then
𝐹𝑑 is a highest weight cover of 𝐵ℓ.
The assumptions of Theorem 1.3 are not particularly restrictive. By well-generated
we mean that 𝐴± is generated as a 𝐾-algebra in degree ±1. The notion of am-
bidextrous was introduced in [7], and says that after swapping 𝐴− with 𝐴+, the
multiplication map 𝐴+ ⊗𝐾 𝑇 ⊗𝐾 𝐴− → 𝐴 is still an isomorphism. The assumptions
may be relaxed somewhat, see Section 5.1, but all the VIP examples mentioned at
the beginning of the introduction satisfy them; see loc. cit. for details. The proof
of Theorem 5.4 relies on a technical result, Lemma 5.25, about the socle of certain
graded modules over the algebras 𝐴+ and 𝐴−. Remarkably, though the statement is
the same for both algebras, they play opposite roles. Namely, the result applied to
𝐴− implies that 𝐹𝑑 is faithful on projectives. In fact, it is faithful on all standardly
filtered modules. On the other hand, when applied to 𝐴+ it implies that 𝐹𝑑 is full
on projectives. Taking 𝑑 = 𝑁 , we have 𝐵0 = 𝐴
op
0 and:
Theorem 1.4. If 𝐴 is graded symmetric, well-generated and ambidextrous, then
𝐹𝑁 : 𝒢[𝑁 ](𝐴) →ℳ(𝐴op0 )
is a highest weight cover.
Though 𝐹𝑁 is (−1)-faithful, in the sense of [41], it is not in general 0-faithful.
When 𝑑 < 𝑁 , there is no natural functor 𝒢[𝑑](𝐴) →ℳ(𝐴0), and when 𝑑 > 𝑁 , one
can show that 𝐹𝑑 is not a highest weight cover. See Section 5.9 for more details on
0-faithfulness. Our results raise a number of important questions:
∙ For which algebras 𝐴 are the highest weight categories 𝒢[𝑑](𝐴) Koszul?
The categories 𝒢(𝐴), for 𝐴 self-injective, are Ringel self-dual since the tilting modules
are precisely the projective modules. This no longer holds for the subquotients
𝒢[𝑑](𝐴).
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∙ What is the Ringel dual of 𝒢[𝑑](𝐴)?
We hope to answer these questions in future work. Identifying the infinite family of
quasi-hereditary algebras 𝐶𝑑 seems to be a difficult problem. We note that in the
important case of the VIP examples, we do not as yet have any explicit description
of these quasi-hereditary algebras. Toy examples are given in section 5.8.
Cellularity of 𝐴. Based on Theorem 1.2, it is natural to expect that the algebra 𝐴
itself is cellular, at least when equipped with a triangular anti-involution. In Section
4.3 we explain that a key obstruction to cellularity is given by the blockwise rank
one property of the decomposition matrix. This implies that most VIP examples are
in fact not cellular. More precisely (see Proposition 4.18):
Proposition 1.5. Let 𝐴 be one of the following VIP examples:
(1) Restricted enveloping algebras 𝑈(g𝐾);
(2) Lusztig’s small quantum groups u𝜁(g), at a root of unity 𝜁 of odd order;
(3) Restricted rational Cherednik algebras Hc(𝑊 ) at 𝑡 = 0, with c non-generic
in case all factors of 𝑊 are among the groups 𝐺(𝑚, 1, 𝑛) and 𝐺4;
Then 𝐴 is not cellular.
For the remaining VIP examples, see Remark 4.17.
Remark 1.6. We wish to note one other interesting application of Theorem 1.1. Let
ℋ𝑞(𝑊 ) be the cyclotomic Hecke algebra, defined over C, associated to the complex
reflection group 𝑊 at parameter 𝑞. By [21, Theorem 5.15], there exists a parameter c
and a projective object 𝑃KZ in category 𝒪 for the corresponding rational Cherednik
algebra H1,c(𝑊 ), at 𝑡 = 1, such that
ℋ𝑞(𝑊 ) = EndH1,c(𝑊 )(𝑃KZ)op.
Moreover, 𝑃KZ is tilting in 𝒪 by [21, Proposition 5.21]. Therefore, by Theorem 1.1,
the decomposition of 𝑃KZ into indecomposables defines an explicit standard datum
for ℋ𝑞(𝑊 ) . In particular, when 𝑊 is a Coxeter group there is an anti-involution
on H1,c(𝑊 ) under which 𝑃KZ is self-dual. In this case, Theorem 1.1 shows that
ℋ𝑞(𝑊 ) is a cellular algebra. This gives a short case-free proof of a special case of an
important theorem by Geck [19]. It may be an interesting problem to investigate the
cell modules and cells we obtain for the Hecke algebra ℋ𝑞(𝑊 ) for 𝑊 any complex
reflection group.
Remark 1.7. In case of restricted rational Cherednik algebras Hc(𝑊 ) attached to a
complex reflection group 𝑊 , we have C𝑊 ⊆ Hc(𝑊 )0. We expect that the cells for
Hc(𝑊 )0 obtained from the canonical standard datum should give rise to a notion
of cells in 𝑊 . The Gaudin operators used by Bonnafé–Rouquier [8] to construct
cellular characters for an arbitrary complex reflection group 𝑊 are contained in
the core of the (non-restricted) rational Cherednik algebra Hc(𝑊 ). This suggests
a close connection, when 𝑊 is a Coxeter group, between our notion of cells and
Kazhdan–Lusztig cells.
Outline. In Section 2 we recall the relevant notation and conventions from [7]. This
includes a precise statement of the three key results from loc. cit. mentioned at the
beginning of the introduction.
In Section 3, we describe precisely in what sense the core captures the graded
representation theory of 𝐴. We do not assume in this section that 𝐴 admits a
triangular decomposition.
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Using the general theory of endomorphism algebras of tilting objects developed in
Appendix A, we prove in Section 4 that the core 𝐴0 is cellular. Theorem 4.6 provides
further details about the cellular structure. In Section 4.2, we discuss cell modules
and in Proposition 4.9 we show how the parametrization of simple 𝐴0-modules via
the cellular structure is related to the natural parametrization obtained from 𝒢(𝐴).
In Section 5 we construct the highest weight cover of 𝐴0. This is broken up into
several steps. The precise statement of the main results are summarized in Section
5.1. Then, in Section 5.2, we take a closer look at filtered pieces of the highest weight
category 𝒢(𝐴). In Section 5.3 we consider certain subquotients of 𝒢(𝐴). Section
5.4 considers the endomorphism algebra of 𝐴⟨ℓ⟩. In Section 5.5, we prove our main
result: that our construction gives a highest weight cover. This is done is slightly
greater generality than is stated in the introduction. We show in Section 5.6 that
the setup considered in the introduction fits this more general framework. In Section
5.8 we compute some explicit examples of highest weight covers, and in Section 5.9
we address the problem of 0-faithfulness.
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2. Notation
We will use the same notation and conventions as in [7]. We recall the relevant
material. Unless otherwise stated, all modules are left modules and graded always
means Z-graded. For a graded vector space 𝑀 , we denote by 𝑀𝑖 the homogeneous
component of degree 𝑖. We denote by 𝑀 [𝑛] the right shift of 𝑀 by 𝑛 ∈ Z, i.e.,
𝑀 [𝑛]𝑖 = 𝑀𝑖−𝑛. So, if 𝑀 is concentrated in degree zero, then 𝑀 [𝑛] is concentrated
in degree 𝑛. The support of 𝑀 is defined to be Supp𝑀 := {𝑖 ∈ Z |𝑀𝑖 ̸= 0}.
Let 𝐴 be a finite-dimensional graded algebra over a field 𝐾. We denote by ℳ(𝐴)
the category of finitely generated 𝐴-modules and by 𝒢(𝐴) the category of graded
finitely generated 𝐴-modules with morphisms preserving the grading. We use the
symbol 𝒞 to denote either of the two categories, i.e., 𝒞 ∈ {ℳ,𝒢}. By Irr 𝒞(𝐴) we
denote the set of isomorphism classes of simple objects of 𝒞(𝐴).
If 𝑀 is a graded vector space, we write 𝑀op for the same vector space, but with
grading reversed, i.e.,
𝑀op𝑖 := 𝑀−𝑖 .
We thus have Supp𝑀op = −Supp𝑀 . With the reversed grading the opposite ring
𝐴op of 𝐴 is again graded, see [36, 1.2.4]. If𝑀 is a (graded) right 𝐴-module, then𝑀op
is naturally a (graded) left 𝐴op-module and vice versa. The assignment 𝑀 ↦→𝑀op
with the identity on morphisms thus yields a natural identification between 𝒞(𝐴op)
and the category of finitely generated (graded) right 𝐴-modules. For a 𝐾-vector
space 𝑀 we denote by 𝑀* := Hom𝐾(𝑀,𝐾) its dual. If 𝑀 ∈ 𝒞(𝐴), then 𝑀* is
naturally an object in 𝒞(𝐴op) with grading defined by
(𝑀*)𝑖 := {𝑓 ∈𝑀* | 𝑓(𝑀𝑗) = 0 for all 𝑗 ̸= 𝑖} ≃𝑀*𝑖
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and 𝐴op-action on 𝑀* defined by (𝑎op𝑓)(𝑚) := 𝑓(𝑎𝑚), for 𝑓 ∈𝑀*, 𝑎op ∈ 𝐴op, and
𝑚 ∈𝑀 . With Hom𝐾(−,𝐾) on morphisms, this defines a contravariant functor
(−)* : 𝒞(𝐴) → 𝒞(𝐴op) ,
called standard duality. Since 𝐴 is finite-dimensional, this functor is indeed a duality,
i.e., (−)* ∘ (−)* ≃ id𝒞(𝐴). It induces a bijection Irr 𝒞(𝐴) ≃ Irr 𝒞(𝐴op). We have
𝑀*[𝑛] = 𝑀 [𝑛]* and Supp𝑀* = Supp𝑀 .
We recall the definition of a triangular decomposition from [7, Section 3] and the
three main results proven in loc. cit. Throughout, 𝐴 is a finite-dimensional graded
algebra over a field 𝐾.
Definition 2.1. A triangular decomposition of 𝐴 is a triple 𝒯 = (𝐴−, 𝑇, 𝐴+) of
graded subalgebras of 𝐴 such that:
(a) the multiplication map 𝐴− ⊗𝐾 𝑇 ⊗𝐾 𝐴+ → 𝐴 is an isomorphism of vector
spaces,
(b) Supp𝐴+ ⊂ Z≥0, Supp𝐴− ⊂ Z≤0, and 𝑇 is concentrated in degree zero,
(c) 𝐴−0 = 𝐾 = 𝐴
+
0 ,
(d) 𝐴+𝑇 = 𝑇𝐴+ and 𝐴−𝑇 = 𝑇𝐴− as subspaces of 𝐴,
(e) 𝑇 is a split 𝐾-algebra, i.e., End𝐾(𝜆) = 𝐾 for all simple 𝑇 -modules 𝜆.
As discussed in loc. cit., all VIP examples listed in the introduction have such a
decomposition. In order for 𝒢(𝐴) to be highest weight, we assume here (as is done
in the latter half of loc. cit.) that 𝑇 is semisimple. Once again, this assumption is
satisfied by all VIP examples. For each 𝜆 ∈ Irr𝒢(𝑇 ), there is a standard module
∆(𝜆) and a costandard module ∇(𝜆) in 𝒢(𝐴), such that the head 𝐿(𝜆) of ∆(𝜆) is a
simple object of 𝒢(𝐴) and the set {𝐿(𝜆) | 𝜆 ∈ Irr𝒢(𝑇 )} is a complete, irredundant,
set of simple objects of 𝒢(𝐴). Thus, 𝜆 ↦→ 𝐿(𝜆) is a bijection between the simple
objects of 𝒢(𝑇 ) and the simple objects of 𝒢(𝐴). Since 𝑇 is concentrated in degree
zero, each simple graded 𝑇 -module 𝜆 is concentrated in a single degree, which we
denote by deg 𝜆. We define a partial ordering < on the indexing set Irr𝒢(𝑇 ) by
𝜆 < 𝜇⇐⇒ deg 𝜆 < deg𝜇 .
The following theorem is [7, Corollary 4.13]:
Theorem 2.2. 𝒢(𝐴) is a highest weight category with respect to the ordering ≤.
We recall that an object 𝑆 in 𝒢(𝐴) is said to be tilting if it has both a filtration
by standard modules, and a filtration by costandard modules. In [7, Theorem 5.1]
we have shown:
Theorem 2.3. The tilting objects in 𝒢(𝐴) are precisely the objects which are both
projective and injective.
Hence, if we assume that 𝐴 is self-injective, the indecomposable tilting objects
are precisely the indecomposable projective objects. In [7, Corollary 5.9] we have
shown:
Theorem 2.4. The category 𝒢(𝐴) has indecomposable tilting objects in the sense
of Ringel [39]: for each 𝜆 there is an indecomposable tilting object 𝑇 (𝜆), uniquely
characterized by the property that it has highest weight 𝜆, an injection ∆(𝜆) →˓ 𝑇 (𝜆),
and a surjection 𝑇 (𝜆) ∇(𝜆). All indecomposable tilting modules are obtained this
way.
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As noted in loc. cit. it is generally not true that 𝑃 (𝜆) = 𝑇 (𝜆). Rather, there is a
permutation ℎ on Irr𝒢(𝑇 ) such that 𝑃 (𝜆) = 𝑇 (𝜆ℎ); see [7, Corollary 5.9]. As noted
in [7], all VIP examples are self-injective.
3. Representation theory of the core
In this section, 𝐴 can be an arbitrary finite-dimensional graded 𝐾-algebra. The
degree zero part 𝐴0 of 𝐴 is a subalgebra of 𝐴 which we call the core of 𝐴 (in [23]
this is called the initial subring). The graded representation theory of 𝐴 and the
ungraded representation theory of 𝐴0 are related via the functor
(−)0 : 𝒢(𝐴) →ℳ(𝐴0)
sending 𝑀 to its subspace of degree zero, and the induction functor
Ind𝐴𝐴0 = 𝐴⊗𝐴0 − : ℳ(𝐴0) → 𝒢(𝐴) .
Notice that since 𝐴 =
⨁︀
𝑖∈Z𝐴𝑖 as (𝐴0, 𝐴0)-bimodules, for each 𝑀 ∈ ℳ(𝐴0) we
have a canonical direct sum decomposition
Ind𝐴𝐴0 𝑀 =
⨁︁
𝑖∈Z
𝐴𝑖 ⊗𝐴0 𝑀
as 𝐴0-modules, allowing us to view Ind𝐴𝐴0 𝑀 as a graded 𝐴-module.
Lemma 3.1. For any 𝑑 ∈ Z the shifted induction functor (Ind𝐴𝐴0 −)[𝑑] : ℳ(𝐴0) →𝒢(𝐴) is left adjoint to the functor (−)𝑑 : 𝒢(𝐴) →ℳ(𝐴0) projecting onto the 𝑑-th
homogeneous component. The unit of the adjunction is an isomorphism.
Proof. Let 𝑀 ∈ ℳ(𝐴0). Since 𝐴 · 𝐴0 = 𝐴, it follows that the 𝐴-module Ind𝐴𝐴0 𝑀
is generated by its degree zero component (Ind𝐴𝐴0 𝑀)0 = 𝐴0 ⊗𝐴0 𝑀 = 𝑀 . After
shifting, we see in general that (Ind𝐴𝐴0 𝑀)[𝑑] is generated by its degree-𝑑 component
𝑀 . In particular, a graded 𝐴-module morphism 𝑓 : (Ind𝐴𝐴0 𝑀)[𝑑] → 𝑁 is uniquely
determined by its degree-𝑑 component, which is an 𝐴0-module morphism 𝑓𝑑 : 𝑀 →
𝑁𝑑. It is now straightforward to see that this gives the adjunction and that the unit
of this adjunction is an isomorphism. 
Proposition 3.2. The functor (−)0 induces a bijection between
Irr𝒢(𝐴) := {𝐿 ∈ Irr𝒢(𝐴) | 𝐿0 ̸= 0}
and Irrℳ(𝐴0).
Proof. Let us first show that this map is well-defined, so assume that 𝐿0 ̸= 0. Let
𝑆 ⊆ 𝐿0 be a simple 𝐴0-submodule. Because of the adjunction in Lemma 3.1 the
embedding 𝑆 →˓ 𝐿0 induces a graded 𝐴-module morphism 𝑓 : Ind𝐴𝐴0 𝑆 → 𝐿, which
is non-zero since 𝑆 →˓ 𝐿 is non-zero. Since 𝐿 is simple, 𝑓 must be surjective. Then
the component map 𝑓0 : 𝑆 → 𝐿0 is a surjective 𝐴0-module morphism. Hence 𝑆 ≃ 𝐿0
is a simple 𝐴0-module.
To show that the given map is injective, we first argue that if 𝑆 ∈ Irrℳ(𝐴0),
then among all graded 𝐴-submodules 𝑁 ′ of 𝑀 := Ind𝐴𝐴0 𝑆 with the property that
𝑁 ′0 = 0 there is a unique maximal one. Let Σ be the set of all graded submodules
𝑁 ′ of 𝑀 with 𝑁 ′0 = 0. Let 𝑁 be the submodule generated by the submodules in Σ.
If we can show that 𝑁0 = 0, then existence and uniqueness are clear. So, let 𝑛 ∈ 𝑁0.
Then 𝑛 =
∑︀
𝑘 𝑛𝑘 for some homogeneous 𝑛𝑘 ∈ 𝑁 (𝑘) with 𝑁 (𝑘) ∈ Σ. Since 𝑁0 is
graded, we can assume that 𝑛𝑘 ∈ 𝑁0 for all 𝑘. Hence, 𝑛𝑘 ∈ 𝑁 (𝑘) ∩𝑁0 = 𝑁 (𝑘)0 = 0,
so 𝑛 = 0.
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Now, assume that 𝐿,𝐿′ ∈ Irr 𝒢(𝐴) are such that 𝐿0 and 𝐿′0 are isomorphic to
the same simple 𝐴0-module 𝑆. By the adjunction in Lemma 3.1 we get surjective
graded 𝐴-module morphisms 𝑓 : 𝑀  𝐿 and 𝑓 ′ : 𝑀  𝐿′, where 𝑀 := Ind𝐴𝐴0 𝑆.
From the exact sequence
0 Ker(𝑓) 𝑀 𝐿 0
𝑓
we get the exact sequence
0 Ker(𝑓)0 𝑀0 𝐿0 0 .
𝑓0
But 𝑓0 is the isomorphism 𝑆 = 𝑀0 ≃ 𝐿0 we started with, so Ker(𝑓)0 = 0, implying
that Ker(𝑓) ⊆ 𝑁 , where 𝑁 is the submodule of 𝑀 from above. Similarly, we see
that Ker(𝑓 ′) ⊆ 𝑁 . Hence, 𝑀/𝑁 is both a (non-zero) quotient of 𝐿 and of 𝐿′. As
the latter modules are simple, it follows that 𝐿 ≃𝑀/𝑁 ≃ 𝐿′.
To show that the map is surjective, let 𝑆 ∈ Irrℳ(𝐴0). Let 𝐿 be a graded simple
quotient of 𝑀 := Ind𝐴𝐴0 𝑆. Since 𝑀 is generated by 𝑀0, it follows that the 𝐴0-
module 𝐿0 is a quotient of 𝑀0 which generates 𝐿. Hence, 𝐿0 ̸= 0 and since 𝐿0 = 𝑆,
it follows that 𝐿0 = 𝑆. 
By considering the number of simple modules, we immediately deduce:
Corollary 3.3. If the 𝐾-algebra 𝐴 is split then 𝐴0 is split. 
Let Pimℳ(𝐴) be the set of isomorphism classes of indecomposable projective
objects in ℳ(𝐴). For these objects we have a similar classification:
Proposition 3.4.
(a) Every primitive idempotent of 𝐴0 is a primitive idempotent of 𝐴.
(b) The maps (−)0 and Ind𝐴𝐴0 induce pairwise inverse bijections between the
sets Pimℳ(𝐴0) and
Pim𝒢(𝐴) := {𝑃 (𝑆) | 𝑆 ∈ Irr𝒢(𝐴)} .
This bijection is compatible with taking projective covers, i.e., the diagram
Irr𝒢(𝐴) Pim𝒢(𝐴)
Irrℳ(𝐴0) Pimℳ(𝐴0)
(−)0
𝑃
(−)0
𝑃
commutes.
(c) The decomposition of 𝐴 into indecomposable projective objects in 𝒢(𝐴) is
given by
𝐴 ≃
⨁︁
𝑃∈Pim𝒢(𝐴)
𝑃⊕𝑛𝑃
for certain 𝑛𝑃 ∈ N>0.
Proof. The first statement is due to Green–Gordon [23, Proposition 5.8]. Let 𝑃 ∈
Pimℳ(𝐴0). Then 𝑃 = 𝐴0𝑒 for a primitive idempotent 𝑒 ∈ 𝐴0. Considering 𝐴
as an 𝐴0-module, there is a canonical isomorphism Ind𝐴𝐴0 𝐴0 = 𝐴 ⊗𝐴0 𝐴0 ≃ 𝐴 of
𝐴0-modules given by multiplication. This map is certainly 𝐴-linear and graded, thus
an isomorphism of graded 𝐴-modules. This isomorphism induces a graded 𝐴-module
isomorphism Ind𝐴𝐴0 𝑃 ≃ 𝐴𝑒. Hence, by the first statement, Ind𝐴𝐴0 𝑃 ∈ Pim𝒢(𝐴).
Since (−)0 ∘Ind𝐴𝐴0 ≃ id, it follows that the map Pimℳ(𝐴0) → Pim𝒢(𝐴) is injective.
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By Proposition 3.2, we have 𝑃 ≃ 𝑃 (𝑆0) for some 𝑆 ∈ Irr𝒢(𝐴). By the adjunction
of Lemma 3.1, we have
0 ̸= Homℳ(𝐴0)(𝑃 (𝑆0), 𝑆0) ≃ Hom𝒢(𝐴)(Ind𝐴𝐴0 𝑃 (𝑆0), 𝑆) .
Hence, there is a non-zero morphism Ind𝐴𝐴0 𝑃 (𝑆0) → 𝑆, which is surjective since 𝑆
is simple. Hence, Ind𝐴𝐴0 𝑃 (𝑆0) ≃ 𝑃 (𝑆). This shows that Ind𝐴𝐴0 𝑃 ∈ Pim𝒢(𝐴) and
that the map Ind𝐴𝐴0 : Pimℳ(𝐴0) → Pim𝒢(𝐴) is surjective. Taking degree zero
components we deduce that 𝑃 (𝑆0) ≃ 𝑃 (𝑆)0. This shows the commutativity of the
diagram. Finally, we have a direct sum decomposition 𝐴 ≃⨁︀𝑃∈Pimℳ(𝐴0) 𝑃⊕𝑛𝑃 for
certain 𝑛𝑃 ∈ N>0. Inducing this to 𝐴 gives the claimed direct sum decomposition
of 𝐴 in 𝒢(𝐴). 
Corollary 3.5. 𝐹 (Irr𝒢(𝐴)) = Irrℳ(𝐴). 
Since 𝐴0 is concentrated in degree zero, the decomposition of graded modules
into homogeneous components yields a decomposition 𝒢(𝐴0) =
⨁︀
𝑑∈Z 𝒢𝑑(𝐴0) with
𝒢𝑑(𝐴0) ≃ℳ(𝐴0). Using this, we can relate graded multiplicities in 𝒢(𝐴) to ungraded
multiplicities in ℳ(𝐴0):
Proposition 3.6. Let 𝑀 ∈ 𝒢(𝐴) and 𝐿 ∈ Irr𝒢(𝐴). Then for any 𝑑 ∈ Z such that
𝐿𝑑 ̸= 0 we have
[𝑀 : 𝐿]𝒢(𝐴) = [𝑀𝑑 : 𝐿𝑑]ℳ(𝐴0) .
Proof. We may assume without loss of generality that 𝑀 is semi-simple. Thus,
𝑀 ≃⨁︀𝐿∈Irr𝒢(𝐴) 𝐿⊕𝑛𝐿 for some 𝑛𝐿. Now the equation is an immediate consequence
of Proposition 3.2, since 𝐿𝑑 is a simple 𝐴0-module for each 𝐿 ∈ Irr𝒢(𝐴) with
𝐿𝑑 ̸= 0. 
4. Cellularity of the core
For the remainder of the paper we assume that 𝐴 is a graded with triangular
decomposition 𝐴 ≃ 𝐴− ⊗𝐾 𝑇 ⊗𝐾 𝐴+ as in Definition 2.1. Moreover, we
assume that 𝑇 is semisimple.
Since
𝐴 = 𝐴− ⊗𝐾 𝑇 ⊗𝐾 𝐴+ =
⨁︁
𝑖,𝑗∈Z
𝐴−𝑖 ⊗𝐾 𝑇 ⊗𝐾 𝐴+𝑗 ,
we have
𝐴0 =
⨁︁
𝑖∈Z
𝐴−𝑖 ⊗𝐾 𝑇 ⊗𝐾 𝐴+−𝑖 ,
and
dim𝐴0 = dim𝑇 ·
∑︁
𝑖∈Z
dim𝐴−𝑖 · dim𝐴+𝑖 .
In §3 we have already seen some general connections between the graded repre-
sentation theory of 𝐴 and the ungraded representation theory of 𝐴0. First of all, we
deduce from [7, Proposition 3.15] and Corollary 3.3 that:
Corollary 4.1. The core 𝐴0 is a split 𝐾-algebra. 
Moreover, it follows from Proposition 3.2 that
(1) Irrℳ(𝐴0) = {𝐿(𝜆)0 | 𝜆 ∈ Irr𝒢(𝑇 )} ,
where
Irr𝒢(𝑇 ) := {𝜆 ∈ Irr𝒢(𝑇 ) | 𝐿(𝜆)0 ̸= 0} .
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If 𝜆 ∈ Irr𝒢0(𝑇 ), then we know from [7, Lemma 3.17] that 𝐿(𝜆)0 ≃ 𝜆, so in
particular 𝐿(𝜆)0 ̸= 0. We thus obtain:
Lemma 4.2. Irrℳ(𝑇 ) ⊆ Irrℳ(𝐴0). 
An application of Proposition 3.6 shows that we can in principle compute the
graded decomposition matrices of standard modules using the core: for any 𝜆, 𝜇 ∈
Irr𝒢(𝑇 ) and 𝑑 ∈ Z with 𝐿(𝜇)𝑑 ̸= 0 we have
[∆(𝜆) : 𝐿(𝜇)]𝒢(𝐴) = [∆(𝜆)𝑑 : 𝐿(𝜇)𝑑]ℳ(𝐴0) .
4.1. Standard datum and cellularity. We will now derive another classification
of the simple 𝐴0-modules by showing that it comes from a richer structure on 𝐴0,
namely from a standard datum in the sense of Du–Rui [17]. The key ingredient here
is that we have a canonical algebra isomorphism
𝐸𝐴 := End𝒢(𝐴)(𝐴) ≃ 𝐴op0 .
Hence, if 𝐴 is self-injective, then the core 𝐴0 is the (opposite of the) endomorphism
algebra of the tilting object 𝐴 of 𝒢(𝐴). We can now employ our highest weight and
tilting theory for 𝒢(𝐴), together with the general theory of Appendix A, developed
along the lines of Anderson–Stroppel–Tubbenhauer [3], to construct a natural
standard datum on 𝐴0. In the case where 𝐴 is graded Frobenius and admits a
triangular anti-involution, this datum is in fact a cellular datum in the sense of
Graham–Lehrer [24], so 𝐴0 is a cellular algebra. This applies to most of our VIP
examples, providing new tools to study their representation theory. We first recall
some relevant definitions, for more details we refer to Appendix A.
Definition 4.3 (Du–Rui). A standard datum on a finite-dimensional 𝐾-algebra 𝐸
consists of the following data:
(a) A 𝐾-basis ℬ of 𝐸 which is fibered over a poset Λ, i.e., ℬ = ⨆︀𝜆∈Λ ℬ𝜆, where
ℬ𝜆 ̸= ∅ for all 𝜆 ∈ Λ.
(b) Indexing sets 𝐹𝜆 and 𝐺𝜆 for any 𝜆 ∈ Λ such that ℬ𝜆 = {𝑏𝜆𝑖,𝑗 | (𝑖, 𝑗) ∈
𝐹𝜆 ×𝐺𝜆},
subject to the conditions:
(c) For any 𝑏 ∈ 𝐸 and 𝑏𝜆𝑖,𝑗 ∈ ℬ𝜆 we have
𝑏 · 𝑏𝜆𝑖,𝑗 ≡
∑︁
𝑖′∈𝐹𝜆
𝑓𝑖′,𝜆(𝑏, 𝑖)𝑏
𝜆
𝑖′,𝑗 mod 𝐸
<𝜆 ,
𝑏𝜆𝑖,𝑗 · 𝑏 ≡
∑︁
𝑗′∈𝐺𝜆
𝑓𝜆,𝑗′(𝑗, 𝑏)𝑏
𝜆
𝑖,𝑗′ mod 𝐸
<𝜆 ,
where 𝑓𝑖′,𝜆(𝑏, 𝑖), 𝑓𝜆,𝑗′(𝑗, 𝑏) ∈ 𝐾 are independent of 𝑗 and 𝑖, respectively. Here,
𝐸<𝜆 is the subspace of 𝐸 spanned by the set
⋃︀
𝜇<𝜆 ℬ𝜇.
Definition 4.4 (Graham–Lehrer). A cell datum for a finite-dimensional 𝐾-algebra
𝐸 is a standard datum, as above, such that additionally 𝐹𝜆 = 𝐺𝜆 for all 𝜆 ∈ Λ and
there is a 𝐾-linear anti-involution * on 𝐴 such that (𝑏𝜆𝑖,𝑗)* = 𝑏𝜆𝑗,𝑖 for all 𝜆 ∈ Λ and
𝑖, 𝑗 ∈ 𝐹𝜆. An algebra admitting a cell datum is called a cellular algebra.
Remark 4.5. In fact, it is not difficult to see that any split finite-dimensional 𝐾-
algebra admits a standard datum (this was pointed out to us by S. Koenig, see
[28, §5]). What is thus relevant is not that a particular algebra admits a standard
datum (hence, that it is standardly based in the terminology of Du–Rui) but the
datum itself. The situation for cellular algebras is different since not every algebra is
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cellular. The fact that an algebra admits a cellular datum implies certain restrictions
on its representation theory.
Theorem 4.6. Assume that 𝐴 is self-injective. The algebra 𝐸𝐴 has a standard
datum with poset
𝒫𝐴 := {𝜆 ∈ Irr𝒢(𝑇 ) | [𝐴 : ∆(𝜆)] ̸= 0 and [𝐴 : ∇(𝜆)] ̸= 0} ⊆ Irr𝒢(𝑇 )
and standard basis ℬ = ∐︀𝜆∈𝒫 ℬ𝜆 constructed from an arbitrary basis 𝐹𝜆 of
Hom𝒢(𝐴)(𝐴,∇(𝜆)) and an arbitrary basis 𝐺𝜆 of Hom𝒢(𝐴)(∆(𝜆), 𝐴) as follows: for
each 𝑓𝜆 ∈ 𝐹𝜆 and 𝑔𝜆 ∈ 𝐺𝜆 choose lifts 𝑓𝜆 and 𝑔𝜆 such that the diagram
∆(𝜆)
𝐴 𝑇 (𝜆) = 𝑃 (𝜆ℎ
−1
) 𝐴
∇(𝜆)
𝑔
𝑓𝜆
𝑓𝜆
𝑔𝜆
commutes and set
ℬ𝜆 := {𝑔𝜆 ∘ 𝑓𝜆 | 𝑓𝜆 ∈ 𝐹𝜆, 𝑔𝜆 ∈ 𝐺𝜆} .
This basis is independent of the choice of lifts. We have
(2) 𝒫𝐴 = {𝜆 ∈ Irr𝒢(𝑇 ) | deg 𝜆 ∈ Supp𝐴+ ∩ − Supp𝐴−}
and
(3) |𝒫𝐴| = | Irrℳ(𝑇 )| · | Supp𝐴+ ∩ − Supp𝐴−| .
Furthermore, for any 𝜆 ∈ 𝒫 we have
(4) |𝐹𝜆| = [𝐴 : ∆(𝜆)] = dim𝐾 𝜆 · dim𝐾 𝐴+deg 𝜆 ,
(5) |𝐺𝜆| = [𝐴 : ∇(𝜆)] = dim𝐾 𝜆 · dim𝐾 𝐴−− deg 𝜆
If 𝐴 is graded Frobenius and admits a triangular anti-involution, then this standard
datum is in fact a cellular datum, so 𝐸𝐴 is a cellular algebra.
Proof. The claim about the standard datum is an application of Theorem A.13 once
we know that 𝒢(𝐴) satisfies the assumptions listed in Appendix A. Assumption
A.1 holds by [7, Corollary 4.13]. The Ext-vanishing in Assumption A.2 holds by [7,
Lemma 4.3 (b)]. Finally, Assumption A.5 about tilting objects holds by [7, Corollary
5.9]. If 𝐴 is graded Frobenius and admits a triangular anti-involution, then we know
from [7, Corollary 6.4] that 𝐴 is fixed by the induced duality D on 𝒢(𝐴), hence the
claim about cellularity of 𝐸𝐴 follows again from Theorem A.13.
It remains to show equations (2) to (5). By the discussion in Appendix A we
have |𝐹𝜆| = dim𝐾 Hom𝒢(𝐴)(𝐴,∇(𝜆)) = [𝐴 : ∆(𝜆)]. Let 𝑁 𝑖 be the 𝐵+-submodule of
𝐵+ generated by {𝑏 ∈ 𝐵+ | deg 𝑏 ≥ 𝑖}. We get a descending filtration 𝐵+ = 𝑁0 ⊇
𝑁1 ⊇ · · · of 𝐵+. Let 𝑀 𝑖 := Ind𝐴𝐵+ 𝑁 𝑖. Since 𝐴 is a free 𝐵+-module, the functor
Ind𝐴𝐵+ is exact, so we get a filtration 𝐴 = 𝑀0 ⊇ 𝑀1 ⊇ · · · of 𝐴 as an 𝐴-module
with quotients
𝑀 𝑖/𝑀 𝑖+1 ≃ Ind𝐴𝐵+(𝑁 𝑖/𝑁 𝑖+1) .
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By construction, the augmentation ideal 𝐽+ of 𝐵+ acts trivially on the quotient
𝑁 𝑖/𝑁 𝑖+1, so 𝑁 𝑖/𝑁 𝑖+1 = Inf𝐵
+
𝑇 𝑄
𝑖 for a 𝑇 -module 𝑄𝑖, which is semisimple since 𝑇
is semisimple. Hence,
𝑀 𝑖/𝑀 𝑖+1 ≃ Ind𝐴𝐵+ ∘ Inf𝐵
+
𝑇 (𝑄
𝑖) = ∆(𝑄𝑖) ,
showing that the filtration 𝐴 = 𝑀0 ⊇ 𝑀1 · · · is a standard filtration of 𝐴. In
particular
[𝐴 : ∆(𝜆)] =
∑︁
𝑖∈Supp(𝐵+)
[𝐵+𝑖 : 𝜆] = [𝐵
+
deg 𝜆 : 𝜆] .
We know that 𝐵+𝑖 is a free 𝑇 -module of rank dim𝐾 𝐴
+
𝑖 . Hence,
[𝐵+deg 𝜆 : 𝜆] = [𝑇 : 𝜆] · dim𝐾 𝐴+deg 𝜆 = dim𝐾 𝜆 · dim𝐾 𝐴+deg 𝜆 .
This shows (4). By Lemma 4.7 below, we have [𝐴 : ∇(𝜆)] = [𝐴op : ∆(𝜆*)]. Applying
the same argument to 𝐴op and 𝜆* ∈ Irr𝒢(𝑇 op) and dualizing yields
[𝐴 : ∇(𝜆)] = [𝐴op : ∆(𝜆*)] = dim𝐾 𝜆* · dim𝐾(𝐴op)+deg 𝜆* = dim𝐾 𝜆 · dim𝐾 𝐴−− deg 𝜆 ,
showing (5). It follows from the above equations that 𝜆 ∈ 𝒫 if and only if deg 𝜆 ∈
Supp𝐴+ and −deg 𝜆 ∈ Supp𝐴−, proving (2). Since Irr𝒢(𝑇 ) ≃ Irrℳ(𝑇 )× Z, this
immediately implies (3). 
The following is an application of [7, Proposition 3.19], and was used in Theorem
4.6 above.
Lemma 4.7. For all 𝜆 ∈ Irr𝒢(𝑇 ), [𝐴 : ∇(𝜆)] = [𝐴op : ∆(𝜆*)].
Proof. Under the conventions of [7, §2.2], the following diagram commutes
(6)
𝐾0(𝒢(𝐴)) 𝐾0(𝒢(𝐴op))
𝐾0(𝒢(𝑇 )) 𝐾0(𝒢(𝑇 op)).
𝜒
(−)*
𝜒op
(−)*
Since 𝒢∇(𝐴) is an exact category, we can consider its Grothendieck group𝐾0(𝒢∇(𝐴)).
It follows from [7, Proposition 3.19] that 𝐾0(𝒢∇(𝐴)) is a Z-submodule of 𝐾0(𝒢(𝐴)),
with Z-basis the classes [∇(𝜆)]. Similarly, the [∆(𝜆*)] are a Z-basis of𝐾0(𝒢Δ(𝐴op)) ⊂
𝐾0(𝒢(𝐴op)). We think of 𝐾0(𝒢(𝑇 op)) as a free Z[𝑡, 𝑡−1]-module with basis [𝜆*] for
𝜆 ∈ Irrℳ(𝑇 ). Then we define the Z-linear involution inv on this Z-module, which
fixes all [𝜆*] and sends 𝑡 to 𝑡−1. Then, it follows from [7, Lemma 3.10] that
𝜒([∇(𝜆)]) =
∑︁
𝑖≥0
𝑡deg 𝜆−𝑖[((𝐵+)op𝑖 ⊗𝑇 op 𝜆*)*],
and
𝜒op([∆(𝜆*)]) =
∑︁
𝑖≥0
𝑡𝑖−deg 𝜆[(𝐵+)op𝑖 ⊗𝑇 op 𝜆*].
Thus, ((𝜒([∇(𝜆)]))* = inv(𝜒op([∆(𝜆*)])), which implies that diagram (6) restricts to
𝐾0(𝒢∇(𝐴)) 𝐾0(𝒢(𝑇 )) 𝐾0(𝒢(𝑇 op)) 𝐾0(𝒢Δ(𝐴op)).𝜒
∼
(−)* inv∘𝜒op
Since [𝐴] ∈ 𝐾0(𝒢∇(𝐴)) and [𝐴op] ∈ 𝐾0(𝒢Δ(𝐴op)), the above isomorphism implies
that it suffices to show that
(𝜒([𝐴]))* = inv(𝜒op([𝐴op]))
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in 𝐾0(𝒢(𝑇 op)). We have
𝜒([𝐴]) =
∑︁
𝜆∈Irrℳ(𝑇 )
(dim𝐴− · dim𝐴+ · dim𝜆)[𝜆],
and hence
(𝜒([𝐴]))* =
∑︁
𝜆∈Irrℳ(𝑇 )
(dim𝐴− · dim𝐴+ · dim𝜆)[𝜆*].
Similarly, 𝜒op([𝐴op])) =
∑︀
𝜆∈Irrℳ(𝑇 ) inv(dim𝐴
− · dim𝐴+ · dim𝜆)[𝜆*]. 
4.2. Cell modules. As explained in Appendix A, see also [17, 1.2.1], the standard
datum on 𝐴op0 naturally induces a standard datum on the opposite algebra 𝐴0,
with the same indexing poset 𝒫𝐴. Attached to this standard datum are cellular
standard and cellular costandard modules, for each 𝜆 ∈ 𝒫𝐴. In the terminology
of Graham–Lehrer [24, Definition 2.1], these are the left cell representations and
the duals of the right cell representations. By (21) these modules for the standard
datum on 𝐴0 are given by
∆0(𝜆) := ∆
op
𝐴 (𝜆) = Hom𝒢(𝐴)(𝐴,∇(𝜆))
and
∇0(𝜆) := ∇op𝐴 (𝜆) = Hom𝒢(𝐴)(∆(𝜆), 𝐴)* ,
respectively. Note that the cellular standard module is given by
∆0(𝜆) ≃ ∇(𝜆)0 ,
so it is the degree zero part of the costandard module. For the cellular costandard
modules we have a similar result:
Lemma 4.8. If 𝐴 is graded Frobenius, then
∇0(𝜆) ≃ ∆(𝜆)0 .
Proof. By [7, Lemma 5.5] we have 𝐴* ≃ 𝐴op in 𝒢(𝐴op), so
∇0(𝜆) = Hom𝒢(𝐴)(∆(𝜆), 𝐴)* ≃ Hom𝒢(𝐴op)(𝐴*,∆(𝜆)*)*
≃ Hom𝒢(𝐴op)(𝐴op,∇(𝜆*))* ≃ (∇(𝜆*)0)* ≃ ∆(𝜆)0 .
Taking duals proves the claim. 
As explained in Appendix A, there is a subset 𝒫𝐴 of 𝒫𝐴 such that the cellular
standard module ∆0(𝜆) has a simple head, which we denote by 𝐿0(𝜆), and the map
𝐿0 : 𝒫𝐴 → Irrℳ(𝐴0) is a bijection. This classification of the simple 𝐴0-modules is
linked to the one in (1) given by projection as follows:
Proposition 4.9. If 𝐴 is self-injective, then the permutation ℎ on Irr𝒢(𝑇 ) defined
in [7, Theorem 5.8] induces a bijection Irr𝒢(𝑇 ) ≃ 𝒫𝐴 and there is an isomorphism
𝐿0(𝜆) ≃ 𝐿(𝜆ℎ)0 .
Proof. Let 𝜆 ∈ 𝒫𝐴, so ∆0(𝜆) = ∇(𝜆)0 has simple head 𝐿0(𝜆). It follows from
Theorem A.14 that
0 ̸= dim𝐿0(𝜆) = [𝐴 : 𝑇 (𝜆)] = [𝐴 : 𝑃 (𝜆ℎ−1)]
as multiplicities in 𝒢(𝐴). So, 𝑃 (𝜆ℎ−1) is a direct summand of 𝐴 in 𝒢(𝐴). Hence,
𝜆ℎ
−1 ∈ Irr𝒢(𝑇 ) by Proposition 3.4. Since ℎ−1 is a permutation and both sets
Irr𝒢(𝑇 ) and 𝒫𝐴 classify the simple 𝐴0-modules, it follows that ℎ induces a bijection
between these sets. From [7, Theorem 5.8] we know that ∇(𝜆) has simple head
𝐿(𝜆ℎ
−1
). Since 𝜆ℎ
−1 ∈ Irr𝒢(𝑇 ), we know that 𝐿(𝜆ℎ−1)0 is a simple 𝐴0-module, in
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particular non-zero, so 𝐿(𝜆ℎ
−1
)0 is a constituent of the head of ∇(𝜆)0. But as ∇(𝜆)0
has simple head 𝐿0(𝜆) and 𝐿(𝜆ℎ
−1
)0 is simple, it follows that 𝐿(𝜆ℎ
−1
)0 ≃ 𝐿0(𝜆). 
As an application of Theorem A.15 we obtain:
Proposition 4.10. Suppose that 𝐴 is self-injective. Then 𝐴0 is semisimple if and
only if 𝐴 is semisimple. 
Under a certain condition on the triangular decomposition we can extend the
above proposition.
Proposition 4.11. Suppose that 𝐴 is self-injective and Supp𝐴+ = −Supp𝐴−
(e.g., if 𝐴 is BGG). Then 𝐴0 is quasi-hereditary if and only if 𝐴 is semisimple.
Proof. The classification of the simple 𝐴0-modules in (1) shows that
(7) | Irrℳ(𝐴0)| =
∑︁
𝜆∈Irr𝒢0(𝑇 )
|Supp𝐿(𝜆)| .
We know from Corollary 4.1 that 𝐴0 splits and from Theorem 4.6 that 𝐴0 admits
a standard datum. Results by Du–Rui [17, Corollary 2.4.2, Theorem 4.2.3, and
Theorem 4.2.7] now show that 𝐴0 is quasi-hereditary if and only if | Irrℳ(𝐴0)| =
|𝒫𝐴|. For 𝜆 ∈ Irr𝒢0(𝑇 ) we have Supp ∆(𝜆) = Supp𝐴− and Supp∇(𝜆) = − Supp𝐴+
by [7, Lemma 3.9] and [7, Lemma 3.10], respectively. The assumption thus implies
that Supp ∆(𝜆) = Supp∇(𝜆). Equation (3) now gives
|𝒫𝐴| = | Irrℳ(𝑇 )| · | Supp ∆(𝜆)| = | Irrℳ(𝑇 )| · | Supp∇(𝜆)|
for all 𝜆 ∈ Irr𝒢0(𝑇 ). We can rewrite this as
(8) |𝒫𝐴| =
∑︁
𝜆∈Irr𝒢0(𝑇 )
|Supp ∆(𝜆)| =
∑︁
𝜆∈Irr𝒢0(𝑇 )
|Supp∇(𝜆)| .
Comparing equations (7) and (8), and using the fact that Supp𝐿(𝜆) ⊆ Supp ∆(𝜆)
and Supp𝐿(𝜆) ⊆ Supp∇(𝜆), we conclude that | Irrℳ(𝐴0)| = |𝒫𝐴| if and only if
Supp𝐿(𝜆) = Supp ∆(𝜆) and Supp𝐿(𝜆) = Supp∇(𝜆) for all 𝜆 ∈ Irr𝒢0(𝑇 ). This is
equivalent to 𝐿(𝜆) = ∆(𝜆) and 𝐿(𝜆) = ∇(𝜆) for all 𝜆 ∈ Irr𝒢0(𝑇 ), which by [7,
Corollary 3.16] is equivalent to the semisimplicity of 𝐴. 
Example 4.12. The following example shows that even if 𝐴 is self-injective, the core
need not be self-injective. This shows also that there are cases where 𝐴 is self-injective
but not graded Frobenius since otherwise the core would also be graded Frobenius.
Consider the eight-dimensional algebra 𝐴 = 𝐾[𝑥, 𝑦, 𝑧]/(𝑥2, 𝑦2, 𝑧2) with grading
deg(𝑥) = −1 and deg(𝑦) = deg(𝑧) = +1. Then we get a triangular decomposition
with 𝐴− = 𝐾[𝑥]/(𝑥2), 𝑇 = 𝐾, and 𝐴+ = 𝐾[𝑦, 𝑧]/(𝑦2, 𝑧2). The algebra 𝐴 is local,
having only one simple module, so 𝑃 := 𝐴𝐴 is the unique indecomposable projective
left 𝐴-module. The subspace ⟨𝑥, 𝑦, 𝑧, 𝑥𝑦, 𝑥𝑧, 𝑦𝑧, 𝑥𝑦𝑧⟩𝐾 of 𝐴 is clearly a nilpotent
ideal and thus already equal to the Jacobson radical for dimension reasons. From
this we obtain that
Soc(𝑃 ) = {𝑎 ∈ 𝐴 | Rad(𝐴)𝑎 = 0} = ⟨𝑥𝑦𝑧⟩𝐾 .
In particular, Soc(𝑃 ) is simple, so Soc(𝑃 ) ≃ Hd(𝑃 ) and therefore 𝐴 is weakly
symmetric. Now, it follows from [42, Corollary IV.6.3] that 𝐴 is Frobenius, thus in
particular self-injective. The core of 𝐴 is 𝐴0 = 𝐾[𝑎, 𝑏] with 𝑎 := 𝑥𝑦 and 𝑏 := 𝑥𝑧.
Again, 𝐴0 is indecomposable, so 𝑃0 := 𝐴0𝐴0 is the unique indecomposable left 𝐴0-
module. We have Rad(𝐴0) = ⟨𝑥𝑦, 𝑥𝑧⟩𝐾 , so Soc(𝑃0) = ⟨𝑥𝑦, 𝑥𝑧⟩𝐾 is two-dimensional.
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Since 𝐴 only has a one-dimensional simple module, our classification of simple 𝐴0-
modules, Proposition 3.2, shows that simple 𝐴0-modules are also one-dimensional.
Hence, Soc(𝑃0) is not simple. But then 𝐴0 does not admit a Nakayama permutation,
so is not self-injective, see [42, Theorem IV.6.1].
4.3. Cellularity of 𝐴. In this section we consider instead the question of whether
𝐴 itself is cellular. We will show that under certain conditions the algebra 𝐴 cannot
be cellular. This applies to many VIP examples as we will see.
Recall that the ungraded decomposition matrix DΔ of 𝐴 is the square matrix of
size | Irrℳ(𝑇 )| with (𝜆, 𝜇)-th entry [∆(𝜆) : 𝐿(𝜇)]. The ungraded Cartan matrix C
of 𝐴 is the square matrix of size | Irrℳ(𝑇 )| with (𝜆, 𝜇)-th entry [𝑃 (𝜆) : 𝐿(𝜇)].
In [7] we introduced the following property: 𝐴 is BGG if [∆(𝜆)] = [∇(𝜆)] in the
graded Grothendieck group of 𝐴. We gave an explicit condition, see [7, Proposition
4.22], implying the BGG property, and using this, we showed that all VIP examples
are BGG. The following factorization property of the Cartan matrix in the BGG
case is well-known:
Lemma 4.13. If 𝐴 is BGG, then C = D𝑇Δ ·DΔ.
If 𝐴 = 𝐵1 ⊕ · · · ⊕𝐵𝑘 is the block decomposition of 𝐴 then C and DΔ have block
decompositions C = 𝐶1 ⊕ · · · ⊕ 𝐶𝑘 and DΔ = 𝐷1 ⊕ · · · ⊕𝐷𝑘, where 𝐶𝑖 and 𝐷𝑖 are
the Cartan and decomposition matrices for 𝐵𝑖. For each 𝑖 we then have 𝐶𝑖 = 𝐷𝑇𝑖 𝐷𝑖.
The key obstruction we found for the cellularity of the VIP algebras is the following
property:
Definition 4.14. We say that the algebra 𝐴 has the rank one property if each 𝐷𝑖
is of rank one over Q.
Lemma 4.15. Suppose that 𝐴 is BGG and has the rank one property. If 𝐴 contains
a block with at least two simple modules, then 𝐴 is not cellular.
Proof. The assumption implies that there is some 𝑖 with 𝐵𝑖 a rank one non-invertible
matrix. Hence, det(𝐶𝑖) = det(𝐷𝑇𝑖 𝐷𝑖) = 0, so 𝐶𝑖, and thus C, is not invertible, too.
On the other hand, it has been shown by Koenig–Xi [30, Proposition 3.2] that if 𝐴
is cellular then the determinant of the Cartan matrix is a (strictly) positive integer.
Hence, 𝐴 is not cellular. 
Proposition 4.16. All of the following VIP examples satisfy the rank one property:
(1) Restricted enveloping algebras 𝑈(g𝐾);
(2) Lusztig’s small quantum groups u𝜁(g), at a root of unity 𝜁;
(3) Restricted rational Cherednik algebras Hc(𝑊 ) at 𝑡 = 0;
Proof. We use the notations from [7, Section 8].
(1) Recall that Irrℳ(𝑈(h𝐾)) is naturally in bijection with 𝑋𝑝. For 𝜆, 𝜇 ∈ 𝑋𝑝,
we write 𝜆 ∼ 𝜇 if there exists 𝑤 ∈ 𝑊 such that 𝜆 + 𝜌 = 𝑤(𝜇 + 𝜌) in 𝑋. By [26,
Theorem 2.2], [∆(𝜆)] = [∆(𝜇)] in 𝐾0(ℳ(𝑈(g𝐾))) if 𝜆 ∼ 𝜇. On the other hand, [10,
Theorem 3.18] says that 𝐿(𝜆) and 𝐿(𝜇) are in the same block if and only if 𝜆 ∼ 𝜇;
the case where 𝑝 is greater than the Coxeter number of g was already done in [26,
Theorem 3.1].
(2) First, we note that we can restrict to “representations of type 1”. Namely,
there is a direct sum decomposition
u𝜁 =
⨁︁
𝜈
u𝜁,𝜈
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where the sum is over all maps 𝜈 : {1, . . . , ℓ} → {1,−1} and u𝜁,𝜈 is the quotient of
u𝜁 by the central ideal generated by all 𝐾ℓ𝑖 − 𝜈(𝑖). As explained in [33, §4.6], the
algebras u𝜁,𝜈 are pairwise isomorphic. Therefore, we set u′𝜁 = u𝜁,𝜈0 , where 𝜈0(𝑖) := 1
for all 𝑖. The explicit isomorphism given in loc. cit. makes it clear that standard
modules are identified under the isomorphism. Therefore it suffices to prove the
statement for u′𝜁 . This algebra is often called the restricted quantum group. The
simple modules of this algebra are in bijection with 𝑋ℓ. The algebra is a quotient of
the De Concini-Kac quantized enveloping algebra. Write 𝑤 q𝜆 := 𝑤(𝜆 + 𝜌)− 𝜌 for
the 𝑊 q-action on 𝑋. Then [10, Theorem 4.8] implies that:
(9) The blocks of u′𝜁 are the 𝑊 q-orbits intersecting 𝑋ℓ .
We note that u′𝜁 also admits a triangular decomposition. The grading on u𝜁 given
in [7, (91)] makes u′𝜁 into a 𝑋-graded algebra. As in [7, Section 4.4] , let 𝒢𝑋(u′𝜁)
denote the category of 𝑋-graded u′𝜁-modules. In order to apply arguments from the
theory of 𝐺𝑟𝑇 -modules, we define 𝒢′ to be the full subcategory of 𝒢𝑋(u′𝜁) consisting
of all 𝑀 such that
𝐾𝑖 ·𝑚 = 𝜁⟨𝜆,𝜙𝑖⟩𝑚, for all 𝑚 ∈𝑀𝜆.
The simple modules in 𝒢′ are in bijection with 𝑋; whereas the simple modules
in 𝒢𝑋(u′𝜁) are in bijection with 𝑋 × 𝑋ℓ. If 𝑀 ∈ 𝒢′, then 𝑀 has a well-defined
character 𝜒(𝑀) ∈ Z[𝑋]. The Weyl group 𝑊 acts on 𝑋. The modules ∆(𝜈) and
∇(𝜈), for 𝜈 ∈ 𝑋ℓ, have natural lifts to 𝒢′. If 𝜆 ∈ 𝑋, the the corresponding simple
module in 𝒢′ is again denoted 𝐿(𝜆). If 𝜆 is chosen to lie in the set 𝑋ℓ, then by
[33, Proposition 7.1], 𝐿(𝜆) is the restriction of a simple 𝑈𝜁(g)-module to u′𝜁 . In
particular, the character of 𝐿(𝜆) in Z[𝑋] is 𝑊 -invariant. This is a consequence of
the fact that the character of 𝐿(𝜆) can be written as a Z-linear combination of the
characters of the induced modules 𝑌 𝜆(𝑧) of [33, §6.4], and the character of the latter
modules is given by Weyl’s character formula.
The statement in (9) implies that we must show the equality [∆(𝜈)] = [∆(𝑤 q𝜈)]
in the Grothendieck group 𝐾0(ℳ(u′𝜁)), where 𝜈 ∈ 𝑋ℓ and 𝑤 ∈ 𝑊 . We follow the
argument given in [27, page 306], where the corresponding situation for hyperalgebras
is considered. For 𝜆 ∈ 𝑋, there is an isomorphism of 𝑋-graded spaces ∆(𝜆) ≃
u−𝜁 ⊗C C𝜆. This implies that
𝜒(∆(𝜆)) = 𝑒𝜆
∏︁
𝛼∈𝑅+
1− 𝑒−ℓ𝛼
1− 𝑒−𝛼 = 𝑒
𝜆−(ℓ−1)𝜌𝜒(∆((ℓ− 1)𝜌)).
Notice that 𝜒(∆((ℓ− 1)𝜌)) ∈ Z[𝑋]𝑊 . As in [27, II, 9.16 (2)], this implies that
𝜒(∆(ℓ𝜌 + 𝑤 q𝜆)) = 𝑤𝜒(∆(ℓ𝜌 + 𝜆)).
We repeat, for the reader’s benefit, verbatim the argument of [27, II, 9.16]. For each
module 𝑀 in 𝒢′, we have
(10) 𝜒(𝑀) =
∑︁
𝜇0∈𝑋ℓ
∑︁
𝜇1∈𝑋
[𝑀 : 𝐿(𝜇0 + ℓ𝜇1)]𝑒
ℓ𝜇1𝜒(𝐿(𝜇0)).
Using the fact that 𝜒(𝐿(𝜇0)) ∈ Z[𝑋]𝑊 because 𝜇0 ∈ 𝑋ℓ, taking 𝑀 = ∆(ℓ𝜌 + 𝜆) in
(10) and applying 𝑤, we get
𝜒(∆(ℓ𝜌 + 𝑤 q𝜆)) = ∑︁
𝜇0∈𝑋ℓ
∑︁
𝜇1∈𝑋
[∆(ℓ𝜌 + 𝜆) : 𝐿(𝜇0 + ℓ𝜇1)]𝑒
ℓ𝑤𝜇1𝜒(𝐿(𝜇0)).
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If we compare this with the expression for 𝜒(∆(ℓ𝜌 + 𝑤 q𝜆)) given by (10) with
𝑀 = ∆(ℓ𝜌 + 𝑤 q𝜆), we conclude that for 𝜆, 𝜇1 ∈ 𝑋 and 𝜇0 ∈ 𝑋ℓ,
[∆(𝜆) : 𝐿(𝜇0 + ℓ𝜇1)] = [∆(𝑤 q𝜆) : 𝐿(𝜇0 + ℓ𝑤 q𝜇1)].
If we take 𝜆 to be an arbitrary lift of 𝜈 to 𝑋, then we deduce from the above
equation that [∆(𝜈)] = [∆(𝑤 q𝜈)] since the image of 𝐿(𝜇0 + ℓ𝜇1) and 𝐿(𝜇0 + ℓ𝑤 q 𝜇1)
in 𝐾0(ℳ(u′𝜁)) are clearly equal.
(3) The rank one property for restricted rational Cherednik algebras at 𝑡 = 0 was
proven recently by Bonnafé and Rouquier [9, Proposition 12.4.2]. 
Remark 4.17. We expect that restricted rational Cherednik algebras at 𝑡 = 1 in
positive characteristic also have the rank one property, for the same reason as the
𝑡 = 0 case does. The computations in [37, Section 4] imply that finite quantum
groups do not satisfy the rank one property in general. We do not know whether
the hyperalgebras u𝑟(g) for 𝑟 > 1 satisfy the rank one property (we expect not). For
𝜆 ∈ 𝑋, let 𝑟(𝜆) be the non-negative integer such that
𝜆 ∈ (𝑝𝑟(𝜆)Z𝑅 + 𝑝𝑟𝑋)r (𝑝𝑟(𝜆)+1Z𝑅 + 𝑝𝑟𝑋).
Then, by [27, II, 9.16 (4)] and [27, II, 9.22], the hyperalgebras u𝑟(g) satisfy the rank
one property if and only if[︁
∆
(︁
𝜆 + 𝑝𝑟(𝜆)+1𝛼
)︁]︁
= [∆(𝜆)] in 𝐾0(ℳ(u𝑟(g))), for all 𝛼 ∈ ∆.
Proposition 4.18. Let 𝐴 be one of the following VIP examples:
(1) Restricted enveloping algebras 𝑈(g𝐾);
(2) Lusztig’s small quantum groups u𝜁(g), at a root of unity 𝜁 of odd order;
(3) Restricted rational Cherednik algebras Hc(𝑊 ) at 𝑡 = 0, with a non-trivial
Calogero-Moser family.
Then 𝐴 is not cellular.
Proof. All the examples satisfy the rank one property by Proposition 4.16. Hence,
if we can show that in each case 𝐴 has a block with more than one simple module,
then Lemma 4.15 implies that 𝐴 is not cellular.
(1) As shown in the proof of Proposition 4.16, the blocks of 𝑈(g𝐾) are in bijection
with the𝑊 q-orbits intersecting 𝑋𝑝. Taking the subgroup S2 generated by any simple
reflection in 𝑊 , it suffices to show that 𝑋𝑝 contains at least one free S2-orbit. But
this follows from Example 5.40 in the introduction, which shows that when 𝑝 is odd,
the algebra 𝑈((sl2)𝐾) contains at least one block with more that one simple object
(and hence 𝑋𝑝 has at least one free S2-orbit).
(2) The proof is completely analogous to the above. Using the analogue of Example
5.40 from the introduction, the fact that we have assumed that ℓ is odd implies that
the algebra u𝜁 contains at least one block with more that one simple object (this
time applying statement (9)).
(3) The Calogero-Moser families of Hc(𝑊 ) is the partition of Irr𝑊 induced by the
block decomposition of Hc(𝑊 ). Thus, the algebra has a non-trivial Calogero-Moser
family if and only if it has a block with more than one simple. 
Remark 4.19. It is known by the results in [34] and [4] that Hc(𝑊 ) at 𝑡 = 0 will have
a non-trivial Calogero-Moser family if 𝑊 has a factor not isomorphic to 𝐺(𝑚, 1, 𝑛)
or 𝐺4. If each factor of 𝑊 is isomorphic to some 𝐺(𝑚, 1, 𝑛) or 𝐺4, then Hc(𝑊 ) at
𝑡 = 0 will have a non-trivial Calogero-Moser family if and only if c non-generic.
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Remark 4.20. If 𝐴 is a restricted rational Cherednik algebras Hc(𝑊 ) at 𝑡 = 0, or
a RRCA H1,c(𝑊 ) at 𝑡 = 1 in positive characteristic ̸= 2, with the property that
each block of 𝐴 contains only one simple module (i.e. the Calogero-Moser families
are all trivial), then 𝐴 is cellular. To see this, we note first that a direct sum of
cellular algebras is cellular. Therefore it suffices to show that each block 𝐵 of 𝐴 is
cellular. It has been shown in [10] that in all of the above examples, the fact that
𝐵 only has one simple module implies that there is a local commutative ring 𝒪
such that 𝐵 ≃ Mat𝑛(𝒪), for some 𝑛. It is known by [28, Proposition 3.5] that 𝒪 is
cellular if one takes the anti-involution 𝑖 to be the identity. Therefore we take 𝑖′ to
be the transpose on 𝐵 = Mat𝑛(𝒪). Then it follows from [29, Corollary 6.16] that 𝐵
is cellular, provided char 𝐾 ̸= 2.
5. Highest weight cover of the core
As shown in Proposition 4.11, the algebra 𝐴0 is very rarely quasi-hereditary. In
general, it has infinite global dimension. In order to “resolve” this “singular” algebra,
we show that a certain subquotient of the highest weight category 𝒢(𝐴) defines a
highest weight cover of ℳ(𝐴0).
5.1. Highest weight cover—statements. In this section we state our main
results. The proofs, which are rather involved, are then given in the following sections.
Recall from [7, §4.3] that the category 𝒢(𝐴) is filtered by the Serre subcategories
𝒢≤𝑑(𝐴). Here an object 𝑀 belongs to 𝒢≤𝑑(𝐴) if and only if [𝑀 : 𝐿(𝜆)] ̸= 0 implies
that deg 𝜆 ≤ 𝑑. As we note in section 5.2, these are highest weight subcategories.
For 𝑑 ≥ 0, the subfactors
𝒢[𝑑](𝐴) := 𝒢≤𝑑(𝐴)/𝒢<0(𝐴)
are also highest weight categories. Let 𝑁 ≥ 0 be the smallest positive integer such
that Supp𝐴+ ⊆ [0, 𝑁 ].
Throughout, we fix 𝑑 ≥ 𝑁 and set ℓ := 𝑑−𝑁 .
If 𝑖 is positive integer and 𝑀 an object in 𝒢(𝐴), we set
𝑀⟨𝑖⟩ := 𝑀 [0]⊕𝑀 [1]⊕ · · · ⊕𝑀 [𝑖] .
Define
𝐵ℓ := End𝒢(𝐴)(𝐴⟨ℓ⟩) .
Then
𝐵opℓ =
⎛⎜⎜⎜⎜⎝
𝐴0 𝐴1 · · · 𝐴ℓ
𝐴−1 𝐴0
...
...
. . . 𝐴1
𝐴−ℓ · · · 𝐴−1 𝐴0
⎞⎟⎟⎟⎟⎠ .
In particular, 𝐵0 = 𝐴
op
0 . Our first main result, to be proven in Section 5.4, is:
Theorem 5.1.
(a) 𝐴⟨ℓ⟩ is a projective object in 𝒢[𝑑](𝐴). If 𝐴 is graded symmetric, it is also
injective.
(b) End𝒢[𝑑](𝐴)(𝐴⟨ℓ⟩) = 𝐵ℓ.
As a corollary we obtain:
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Corollary 5.2. Suppose that 𝐴 is graded symmetric. Then 𝐵ℓ is standardly based.
If 𝐴 is moreover equipped with a triangular anti-involution, then 𝐵ℓ is a cellular
algebra.
Rouquier [40] introduced the key notion of highest weight covers. We recall
that if 𝐵 is a finite dimensional 𝐾-algebra, then a highest weight cover of 𝐵 is
a highest weight category ℬ with finitely many simple objects, together with a
projective object 𝑃 ∈ ℬ such that 𝐵 ≃ Endℬ(𝑃 )op and the corresponding exact
functor 𝐹 = Homℬ(𝑃,−) : ℬ →ℳ(𝐵) is fully faithful on projectives. Since 𝐴[0, ℓ]
is a projective object in 𝒢[𝑑](𝐴) by Theorem 5.1, we have an exact functor
𝐹𝑑 := Hom𝒢[𝑑](𝐴)(𝐴⟨ℓ⟩,−) : 𝒢[𝑑](𝐴) →ℳ(𝐵ℓ) .
For our second main result, recall the notion of ambidexterity from [7, Definition
3.4]. We also introduce the following terminology:
Definition 5.3. We say that 𝐴 is well-generated if 𝐴± is generated, as a 𝐾-algebra,
by elements in degree ±1.
Theorem 5.4. Assume that 𝐴 is graded symmetric, well-generated, and ambidex-
trous. Then the functor 𝐹𝑑 : 𝒢[𝑑](𝐴) →ℳ(𝐵ℓ) is a highest weight cover of 𝐵ℓ.
At the heart of the proof of Theorem 5.4 is a technical result, Lemma 5.25, on the
socle of certain graded modules over the algebras 𝐴+ and 𝐴−. Remarkably, though
the statement of Lemma 5.25 is the same for both algebras, they play opposite roles.
Namely, Lemma 5.25 for 𝐴− implies that 𝐹𝑑 is faithful on projectives - in fact it is
faithful on all standardly filtered modules. On the other hand, Lemma 5.25 for 𝐴+
implies that 𝐹𝑑 is full on projectives, since it implies the Ext1-vanishing required in
Proposition 5.24 (b). Taking 𝑑 = 𝑁 , we deduce:
Corollary 5.5. Suppose that 𝐴 is graded symmetric, well-generated, and ambidex-
trous. Then the functor 𝐹𝑁 : 𝒢[𝑁 ](𝐴) →ℳ(𝐴op0 ) is a highest weight cover.
The functor 𝐹𝑑 induces an algebra morphism
Φ𝑑 : Z(𝒢[𝑑](𝐴)) → Z(𝐵ℓ)
between the centers. Theorem 5.4 implies:
Corollary 5.6. Assume that 𝐴 is graded symmetric, well-generated, and ambidex-
trous. Then Φ𝑑 is an isomorphism and the functor 𝐹𝑑 induces a bijection between
the blocks of 𝒢[𝑑](𝐴) and ℳ(𝐵ℓ).
The above statements are proven in the following sections. We will actually prove
them under weaker hypotheses to clarify which assumptions are needed for the
theory.
Remark 5.7. The reader might wonder why we consider the algebras 𝐵ℓ instead of
just 𝐴op0 . The motivation comes from the fact that it is an important problem to try
and give an explicit description of the quasi-hereditary algebras 𝐶𝑑. We note that,
firstly, it is much easier to describe 𝐵ℓ than it is to try and explicitly describe 𝐶𝑑.
Secondly, the parametrization of simple objects in ℳ(𝐶𝑑), together with the partial
ordering on these objects is very easy to describe. These facts combined imply that
it seems likely one can use Rouquier’s theorem on the uniqueness of highest weight
covers to try and identify 𝐶𝑑 with some “known” highest weight category.
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5.2. Filtered pieces. In this section, we consider in more detail the Serre subcat-
egories 𝒢≤𝑑(𝐴). Let 𝑀 ∈ 𝒢(𝐴). There is a unique largest quotient ⊥𝐻𝑑(𝑀) of 𝑀
that belongs to 𝒢≤𝑑(𝐴), namely
⊥𝐻𝑑(𝑀) = 𝑀/𝐴 ·𝑀>𝑑.
This defines a right exact functor
⊥𝐻𝑑 : 𝒢(𝐴) → 𝒢≤𝑑(𝐴) .
Similarly, let 𝐻⊥𝑑 (𝑀) be the largest submodule of 𝑀 that belongs to 𝒢≤𝑑(𝐴) and
let
𝐻⊥𝑑 : 𝒢(𝐴) → 𝒢≤𝑑(𝐴)
be the corresponding functor, which is left exact. Note that
(−)* ∘𝐻⊥𝑑 = ⊥𝐻𝑑 ∘ (−)* .
The functor ⊥𝐻𝑑, resp. 𝐻⊥𝑑 , is left, resp. right, adjoint to the inclusion functor
𝒢≤𝑑(𝐴) →˓ 𝒢(𝐴). Recall that a full subcategory ℬ of a category 𝒜 is said to be
reflective, resp. coreflective, if the inclusion functor ℬ →˓ 𝒜 admits a left, resp. right,
adjoint 𝒜 → ℬ.
Lemma 5.8. 𝒢≤𝑑(𝐴) is both a reflective and coreflective subcategory of 𝒢(𝐴). In
particular:
(a) 𝒢≤𝑑(𝐴) is closed under those limits and colimits which exist in 𝒢(𝐴).
(b) A morphism in 𝒢≤𝑑(𝐴) is a monomorphism (epimorphism) if and only if it
is a monomorphism (epimorphism) in 𝒢≤𝑑(𝐴).
(c) ⊥𝐻𝑑 preserves projectives and 𝐻⊥𝑑 preserves injectives.
(d) 𝒢≤𝑑(𝐴) has enough projectives and enough injectives.
(e) If 𝑀 ∈ 𝒢≤𝑑(𝐴) and 𝑃  𝑀 is the projective cover of 𝑀 in 𝒢(𝐴), then
⊥𝐻𝑑(𝑃 ) → ⊥𝐻𝑑(𝑀) is the projective cover of ⊥𝐻𝑑(𝑀) in 𝒢≤𝑑(𝐴). The
analogous statement holds for injective hulls.
(f) Brauer reciprocity [7, (55)] and its dual version [7, (58)] hold in 𝒢≤𝑑(𝐴).
Proof. All statements follow directly from the fact that the inclusion 𝒢≤𝑑(𝐴) →˓ 𝒢(𝐴)
is exact, has both a left adjoint ⊥𝐻𝑑 and right adjoint 𝐻⊥𝑑 , and these adjoints are
the identity on 𝒢≤𝑑(𝐴). 
If deg 𝜆 ≤ 𝑑, so that 𝐿(𝜆) belongs to 𝒢≤𝑑(𝐴), then in particular
𝑄𝑑(𝜆) :=
⊥𝐻𝑑(𝑃 (𝜆))
is the projective cover of 𝐿(𝜆) in 𝒢≤𝑑(𝐴) and
𝐽𝑑(𝜆) := 𝐻
⊥
𝑑 (𝐼(𝜆))
is the injective hull of 𝐿(𝜆) in 𝒢≤𝑑(𝐴). We note that if deg 𝜆 > 𝑑, then ⊥𝐻𝑑(𝑃 (𝜆)) = 0
and 𝐻⊥𝑑 (𝐼(𝜆)) = 0. Let Irr≤𝑑 𝒢(𝑇 ) be the ideal in Irr𝒢(𝑇 ) of all modules with degree
at most 𝑑. A standard argument, see for instance [13, Theorem 3.5], shows:
Proposition 5.9. The category 𝒢≤𝑑(𝐴) is a highest weight category, with standard
modules ⊥𝐻𝑑(∆(𝜆)) = ∆(𝜆) and costandard modules 𝐻⊥𝑑 (∇(𝜆)) = ∇(𝜆).
To describe the projective cover and injective hull more explicitly, recall from
[7, Lemma 4.19] that there is a standard filtration 𝑃 (𝜆) = 𝐹0 ⊃ 𝐹1 ⊃ · · · ⊃ 𝐹 𝑙 = 0
of 𝑃 (𝜆) ∈ 𝒢(𝐴) with 𝐹𝑖/𝐹𝑖+1 ≃ ∆(𝜆𝑖) such that deg 𝜆𝑖 ≤ deg 𝜆𝑖+1 for all 𝑖. It
follows that there is some 𝑘(𝑑) ∈ Z such that 𝑑 < deg 𝜆𝑖 if and only if 𝑖 ≥ 𝑘(𝑑).
Similarly, there is a costandard filtration {0} = 𝐹0 ⊂ 𝐹1 ⊂ · · · ⊂ 𝐹𝑚 = 𝐼(𝜆) such
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that 𝐹𝑖/𝐹𝑖−1 ≃ ∇(𝜆𝑖) with deg 𝜆𝑖 ≤ deg 𝜆𝑖+1 and there is some 𝑙(𝑑) such that
𝑑 < deg 𝜆𝑖 if and only if 𝑖 > 𝑙(𝑑). With these notations we obtain:
Lemma 5.10. Let deg 𝜆 ≤ 𝑑. Then 𝑄𝑑(𝜆) = 𝑃 (𝜆)/𝐹𝑘(𝑑) and 𝐽𝑑(𝜆) = 𝐹𝑙(𝑑).
Proof. For 𝑖 < 𝑘(𝑑) we have 𝑑 ≥ deg 𝜆𝑖, so ∆(𝜆𝑖) ∈ 𝒢≤𝑑(𝐴). Hence, 𝑃 (𝜆)/𝐹𝑘(𝑑) ∈
𝒢≤𝑑(𝐴). Since 𝑄𝑑(𝜆) = ⊥𝐻𝑑(𝑃 (𝜆)) is the largest quotient of 𝑃 (𝜆) belonging to
𝒢≤𝑑(𝐴), it follows that 𝑃 (𝜆)/𝐹𝑘(𝑑) ∈ 𝒢≤𝑑(𝐴) is a quotient of 𝑄𝑑(𝜆). On the other
hand, by Brauer reciprocity in 𝒢≤𝑑(𝐴), we obtain
[𝑄𝑑(𝜆) : ∆(𝜇)] = [∇(𝜇) : 𝐿(𝜆)] = [𝑃 (𝜆)/𝐹𝑘(𝑑) : ∆(𝜇)]
for all 𝜇 with deg𝜇 ≤ 𝑑. Hence, 𝑄𝑑(𝜆) = 𝑃 (𝜆)/𝐹𝑘(𝑑). The proof for injective hulls
is analogous. 
Lemma 5.11. If deg 𝜆 = 𝑑, then 𝑄𝑑(𝜆) = ∆(𝜆) and 𝐽𝑑(𝜆) = ∇(𝜆). 
Remark 5.12. Even if 𝑃 (𝜆) = 𝐼(𝜆) in 𝒢(𝐴), it is not generally the case that
𝑄𝑑(𝜆) = 𝐽𝑑(𝜆) in 𝒢≤𝑑(𝐴). For instance, consider 𝐴 = 𝐾[𝑥, 𝑦]/(𝑥2, 𝑦2) with triangular
structure as in [7, Example 3.2] and take 𝑑 = 0. We have 𝑇 = 𝐾, thus there is only
the simple 𝑇 -module 𝐾. Considering it as a graded 𝑇 -module concentrated in degree
𝑚 ∈ Z, we denote it simply by 𝑚. Then Lemma 5.10 implies that the projective
cover 𝑄0(0) of 𝐿(0) in 𝒢≤0(𝐴) equals ∆(0) and its injective hull 𝐽0(0) is ∇(0). In
this case, ∆(0) ̸= ∇(0). This is because both the projective cover and injective
hull of 𝐿(0) need to be “trimmed” to fit in 𝒢≤0(𝐴). Moving further down, we have
𝑄0(𝑚) = 𝐽0(𝑚) for all 𝑚 < 0. One can easily produce more involved examples.
In order to illustrate the rather atypical behavior of the highest weight categories
considered here, we turn briefly to the homological dimension of objects in the
various highest weight categories. If 𝒜 is an abelian category with enough projectives
then let p.d.𝒜(𝑀) denote the projective dimension of 𝑀 ∈ 𝒜. Similarly, i.d.𝒜(𝑀)
denotes the injective dimension of 𝑀 if 𝒜 has enough injectives.
Lemma 5.13. In 𝒢≤𝑑(𝐴) we have
(a) p.d.𝒢≤𝑑(𝐴)(∆(𝜆)) ≤ 𝑑− deg 𝜆.
(b) i.d.𝒢≤𝑑(𝐴)(∇(𝜆)) ≤ 𝑑− deg 𝜆.
Hence, p.d.𝒢≤𝑑(𝐴)(𝑀) < ∞ for all 𝑀 ∈ 𝒢Δ≤𝑑(𝐴) and i.d.𝒢≤𝑑(𝐴)(𝑀) < ∞ for all
𝑀 ∈ 𝒢∇≤𝑑(𝐴).
Proof. This is the usual induction argument, using Lemma 5.11 
In general, the quantities p.d.𝒢≤𝑑(𝐴)(∇(𝜆)) and i.d.𝒢≤𝑑(𝐴)(∆(𝜆)) are infinite, as
is both the injective and projective dimension of 𝐿(𝜆). In the larger category 𝒢(𝐴),
the simples, standards and costandards can all have infinite projective and injective
dimension. All of these claims can easily be checked to be true for our favorite
example 𝐴 = 𝐾[𝑥, 𝑦]/(𝑥2, 𝑦2).
5.3. Subquotients. The category 𝒢(𝐴) is a highest weight category with infinitely
many simple objects. In this section we consider certain subquotients of 𝒢(𝐴) that
are themselves highest weight categories, but have only finitely many simple objects.
Thus, they are equivalent to the module category of some quasi-hereditary algebra.
If 𝑑 ≥ 0, then 𝒢<0(𝐴) := 𝒢≤−1(𝐴) is a Serre subcategory of 𝒢≤𝑑(𝐴) and we
denote by
𝒢[𝑑](𝐴) := 𝒢≤𝑑(𝐴)/𝒢<0
the quotient category. We have
Irr𝒢[𝑑](𝑇 ) = {𝜆 ∈ Irr𝒢(𝑇 ) | deg 𝜆 ∈ [0, 𝑑]} .
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Lemma 5.14. Let 0 ≤ deg 𝜆 ≤ 𝑑. The projective cover of 𝐿(𝜆) ∈ 𝒢[𝑑](𝐴) is 𝑄𝑑(𝜆),
and the injective hull of 𝐿(𝜆) is 𝐽𝑑(𝜆).
Proof. For 0 ≤ deg 𝜆,deg𝜇 ≤ 𝑑, it is easily seen that
Hom𝒢[𝑑](𝐴)(𝑄𝑑(𝜆), 𝐿(𝜇)) = Hom𝒢≤𝑑(𝐴)(𝑄𝑑(𝜆), 𝐿(𝜇))
and
Hom𝒢[𝑑](𝐴)(𝐿(𝜆), 𝐽𝑑(𝜇)) = Hom𝒢≤𝑑(𝐴)(𝐿(𝜆), 𝐽𝑑(𝜇))
Therefore it suffices to show that 𝑄𝑑(𝜆) is projective and 𝐽𝑑(𝜆) is injective. Since
the proofs are similar, we only show that 𝐽𝑑(𝜆) is injective. Let
0 𝐾 𝐿 𝑀 0
𝐽𝑑(𝜆)
𝜑
𝜓
be a commutative diagram in 𝒢[𝑑](𝐴), with the row being exact. Then we need to
show that the morphism 𝜓 exists, preserving commutativity. By [18, Corollary 15.8],
there exists a short exact sequence 0 → 𝐾 ′ → 𝐿′ →𝑀 ′ → 0 in 𝒢≤𝑑(𝐴) descending
to the one above in 𝒢[𝑑](𝐴). Since 𝜑 ∈ Hom𝒢[𝑑](𝐴)(𝐾 ′, 𝐽𝑑(𝜆)), there exist submodules
𝐾 ′′ ⊂ 𝐾 ′ and 𝐽 ′ ⊂ 𝐽𝑑(𝜆) such that 𝐾 ′/𝐾 ′′ and 𝐽 ′ belong to 𝒢<0(𝐴) and 𝜑 is
represented by 𝜑′′ : 𝐾 ′′ → 𝐽𝑑(𝜆)/𝐽 ′. However, 𝐿(𝜆) = Soc𝐴(𝐽𝑑(𝜆)) does not belong
to 𝒢<0(𝐴). Thus, 𝐽 ′ = 0. Moreover, since 𝐽𝑑(𝜆) is injective, the morphism 𝜑′′ is the
restriction of a morphism 𝜑′ : 𝐾 ′ → 𝐽𝑑(𝜆). Thus, again by the injectivity of 𝐽𝑑(𝜆),
we get a commutative diagram
0 𝐾 ′ 𝐿′ 𝑀 ′ 0
𝐽𝑑(𝜆)
𝜑′
𝜓′
in 𝒢≤𝑑(𝐴). The morphism 𝜓′ descends to the required 𝜓. 
By restriction, Irr𝒢[𝑑](𝑇 ) is a partially ordered set. The following result is standard,
see [13, Theorem 3.5].
Proposition 5.15. The pair (𝒢[𝑑](𝐴), Irr𝒢[𝑑](𝑇 )) is a highest weight category with
finitely many simple objects. It is Morita equivalent to the module category ℳ(𝐶𝑑)
of the quasi-hereditary algebra
𝐶𝑑 := End𝒢≤𝑑(𝐴)(𝑄)
op, where 𝑄 :=
⨁︁
𝜆∈Irr𝒢[𝑑](𝑇 )
𝑄𝑑(𝜆) .
We note another consequence of the general theory of quasi-hereditary algebras.
Lemma 5.16. For each 0 ≤ 𝑡 ≤ 𝑑, there is an idempotent 𝑒𝑡 ∈ 𝐶𝑑 such that
𝐶𝑡 ≃ 𝑒𝑡𝐶𝑑𝑒𝑡.
Proof. The subset Irr𝒢[𝑑−𝑡](𝑇 ) ⊂ Irr𝒢[𝑑](𝑇 ) is an ideal. Let Ω be the complemen-
tary coideal. By [13, Lemma 3.4], there is a hereditary ideal 𝐽 C 𝐶𝑑 such that
Hom𝐶𝑑(𝐽, 𝐿(𝜆)) ̸= 0 if and only if 𝜆 ∈ Ω. By [16, Statement 6], 𝐽 = 𝐶𝑑𝑒𝑡𝐶𝑑 for
some idempotent 𝑒𝑡. It is shown in the proof of [13, Corollary 3.7] that the quotient
category 𝒢(Ω) = 𝒢[𝑑](𝐴) /𝒢[𝑑−𝑡](𝐴) is equivalent to ℳ(𝑒𝑡𝐶𝑑𝑒𝑡). On the other hand,
shifting degree by 𝑑− 𝑡 defines an equivalence
[𝑑− 𝑡] : 𝒢(Ω) ∼−→ 𝒢[𝑡](𝐴).
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Since ℳ(𝐶𝑡) ≃ 𝒢[𝑡](𝐴) and both 𝑒𝑡𝐶𝑑𝑒𝑡 and 𝐶𝑡 are basic algebras, we conclude that
𝐶𝑡 ≃ 𝑒𝑡𝐶𝑑𝑒𝑡. 
5.4. Proof of Theorem 5.1. To make things manageable, we break the proof of
Theorem 5.1 into a series of smaller results. As previously mentioned, we will prove
it in slightly greater generality, assuming that 𝐴 is only triangular self-injective (see
Definition 5.19 below) instead of graded symmetric.
For 𝜆 ∈ Irr𝒢(𝑇 ) let 𝑟𝜆 ≥ 0 so that Supp𝐿(𝜆) = [deg 𝜆− 𝑟𝜆,deg 𝜆]. Notice that
𝑟𝜆[𝑖] = 𝑟𝜆 for all 𝑖 and that 𝑟𝜆 ≤ 𝑁 since 𝐿(𝜆) ⊂ ∇(𝜆). Recall that 𝑄𝑑(𝜆) :=
⊥𝐻𝑑(𝑃 (𝜆)) is the projective cover of 𝐿(𝜆) in 𝒢≤𝑑(𝐴). We will denote by the same
symbol the image of 𝑄𝑑(𝜆) in 𝒢[𝑑](𝐴).
Lemma 5.17. As graded left 𝐴-modules,
𝐴[𝑖] =
⨁︁
𝜆∈Irr𝒢(𝑇 )
𝑃 (𝜆)⊗𝐾 𝐿(𝜆)𝑖.
In particular, 𝑃 (𝜆) is a non-zero summand of 𝐴[𝑖] if and only if 𝑖 ∈ [deg 𝜆−𝑟𝜆,deg 𝜆].
Proof. This follows from the fact that the multiplicity of 𝑃 (𝜆) in 𝐴[𝑖] equals
dim Hom𝒢(𝐴)(𝐴[𝑖], 𝐿(𝜆)) = dim Hom𝒢(𝐴)(𝐴,𝐿(𝜆[−𝑖])) = dim𝐿(𝜆)𝑖
and that Supp𝐿(𝜆) = [deg 𝜆− 𝑟𝜆,deg 𝜆]. 
Lemma 5.18.
(a) ⊥𝐻𝑑(𝐴[𝑖]) = 𝐴[𝑖] if and only if 𝑖 ≤ ℓ.
(b) If deg 𝜆 + 𝑁 ≤ 𝑑 + 𝑟𝜆 then 𝑄𝑑(𝜆) = 𝑃 (𝜆).
(c) If 𝐴 is self-injective, then 𝑄𝑑(𝜆) is injective in 𝒢≤𝑑(𝐴) if and only if 𝑄𝑑(𝜆) =
𝑃 (𝜆).
Proof. Recall that ⊥𝐻𝑑(𝑀) = 𝑀/𝐴 ·𝑀>𝑑. Thus, ⊥𝐻𝑑(𝐴[𝑖]) = 𝐴[𝑖] if and only if
𝐴[𝑖]>𝑑 = 0. Since the top degree of 𝐴 is 𝐴𝑁 , statement (a) follows. By Lemma
5.17, 𝑃 (𝜆) is a direct summand of 𝐴[deg 𝜆 − 𝑟𝜆]. Thus, if deg 𝜆 − 𝑟𝜆 ≤ ℓ, then
⊥𝐻𝑑(𝐴[deg 𝜆−𝑟𝜆]) = 𝐴[deg 𝜆−𝑟𝜆] implies that ⊥𝐻𝑑(𝑃 (𝜆)) = 𝑃 (𝜆). Finally, we note
that if 𝑄𝑑(𝜆) is injective in 𝒢≤𝑑(𝐴) then it has a costandard filtration. This implies
that it has both a standard filtration and a costandard filtration when considered
as an element in 𝒢(𝐴). Therefore [7, Corollary 5.7] implies that 𝑄𝑑(𝜆) is projective
as an element of 𝒢(𝐴). But it is a quotient of 𝑃 (𝜆). Thus, 𝑄𝑑(𝜆) = 𝑃 (𝜆). 
To make the ingredients of our results clearer, we introduce the following notion.
Definition 5.19. We say that 𝐴 is triangular self-injective if the graded Nakayama
permutation 𝜈 of 𝐴 preserves degrees, i.e., deg𝐿(𝜆) = deg𝐿(𝜈(𝜆)) for all 𝜆 ∈
Irr𝒢(𝑇 ).
Graded symmetric algebras are triangular self-injective since the graded Nakayama
permutation is trivial by [7, Lemma 5.6]. This is the main example we have in mind.
Lemma 5.20. 𝐴⟨ℓ⟩ is a projective object in 𝒢[𝑑](𝐴). If 𝐴 is triangular self-injective,
then it is also injective.
Proof. By Lemma 5.18(a), ⊥𝐻𝑑(𝐴⟨ℓ⟩) = 𝐴⟨ℓ⟩ is a projective module in 𝒢≤𝑑(𝐴). To
show that its image in 𝒢[𝑑](𝐴) is projective, Lemma 5.14 implies that it suffices
to show that if 𝑄𝑑(𝜆) is a non-zero summand of 𝐴[0, ℓ], then 0 ≤ deg 𝜆 ≤ 𝑑. But
this follows from Lemma 5.17. This also implies that the head 𝐿(𝜆) of each 𝑄𝑑(𝜆)
appearing in 𝐴⟨ℓ⟩ satisfies 0 ≤ deg 𝜆 ≤ 𝑑. If 𝐴 is triangular self-injective, then
Soc𝑃 (𝜆) = 𝐿(𝜇) for some 𝜇 such that deg𝜇 = deg 𝜆, and hence 𝑃 (𝜆) = 𝐼(𝜇). To
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show that the image of 𝐴⟨ℓ⟩ in 𝒢[𝑑](𝐴) is injective, it suffices once again by Lemma
5.14 to show that if 𝐽𝑑(𝜇) is a non-zero summand of 𝐴[0, ℓ], then 0 ≤ deg𝜇 ≤ 𝑑.
But, as noted above, if 𝐿(𝜆) is the head of such a 𝐽𝑑(𝜇), then 0 ≤ deg 𝜆 ≤ 𝑑. Since
deg𝜇 = deg 𝜆, the result follows. 
Lemma 5.21. 𝐵ℓ = End𝒢[𝑑](𝐴)(𝐴⟨ℓ⟩).
Proof. We note that 𝐵ℓ = End𝒢(𝐴)(𝐴⟨ℓ⟩), and that 𝐴[𝑖] =
⨁︀
𝜆∈Irr𝒢(𝑇 ) 𝑃 (𝜆) ⊗𝐾
𝐿(𝜆)𝑖. Therefore, we wish to show that
End𝒢(𝐴)(𝐴⟨ℓ⟩)
=
⨁︁
𝑖,𝑗∈[0,ℓ]
⨁︁
𝜆,𝜇∈Irr𝒢≤𝑑(𝑇 )
Hom𝒢≤𝑑(𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇))⊗𝐾 Hom𝐾(𝐿(𝜆)𝑖, 𝐿(𝜇)𝑗)
=
⨁︁
𝑖,𝑗∈[0,ℓ]
⨁︁
𝜆,𝜇∈Irr𝒢[𝑑](𝑇 )
Hom𝒢[𝑑](𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇))⊗𝐾 Hom𝐾(𝐿(𝜆)𝑖, 𝐿(𝜇)𝑗) .
Since the support of 𝐿(𝜆) is contained in [deg 𝜆−𝑁, deg 𝜆], it follows that 𝐿(𝜆)𝑖 = 0
unless 0 ≤ deg 𝜆 ≤ 𝑑. Therefore, the second equality follows from Proposition 5.15,
which implies that
Hom𝒢≤𝑑(𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇)) = Hom𝒢[𝑑](𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇))
for all 𝜆, 𝜇 ∈ Irr𝒢[𝑑](𝑇 ) with 0 ≤ deg(𝜆),deg(𝜇) ≤ 𝑑.
Thus, we concentrate on establishing the first equality. The functor ⊥𝐻𝑑 defines
a canonical map Hom𝒢(𝐴)(𝑃 (𝜆), 𝑃 (𝜇)) → Hom𝒢≤𝑑(𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇)). It suffices to
show that the induced map
(11) Hom𝒢(𝐴)(𝑃 (𝜆), 𝑃 (𝜇))⊗𝐾 Hom𝐾(𝐿(𝜆)𝑖, 𝐿(𝜇)𝑗) →
Hom𝒢≤𝑑(𝐴)(𝑄(𝜆), 𝑄(𝜇))⊗𝐾 Hom𝐾(𝐿(𝜆)𝑖, 𝐿(𝜇)𝑗)
is an isomorphism provided 𝑖, 𝑗 ∈ [0, ℓ]. First, we show that the morphism
(12) Hom𝒢(𝐴)(𝑃 (𝜆), 𝑃 (𝜇)) → Hom𝒢≤𝑑(𝐴)(𝑄(𝜆), 𝑄(𝜇))
is always surjective. Any map 𝜑 ∈ Hom𝒢≤𝑑(𝐴)(𝑄(𝜆), 𝑄(𝜇)) can be lifted to a map
𝜑′ : 𝑃 (𝜆) → 𝑄(𝜇). Since 𝑃 (𝜆) is projective, 𝜑′ is the composite of a morphism
𝜑′′ : 𝑃 (𝜆) → 𝑃 (𝜇) with the quotient 𝑃 (𝜇) → 𝑄(𝜇). Thus, 𝜑′′ maps to 𝜑 under (12).
Even for 0 ≤ deg(𝜆),deg(𝜇) ≤ 𝑑, the map
Hom𝒢(𝐴)(𝑃 (𝜆), 𝑃 (𝜇)) → Hom𝒢≤𝑑(𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇))
is not in general injective. Since the head 𝐿(𝜆) of 𝑃 (𝜆) is an object of 𝒢≤𝑑(𝐴),
Hom𝒢≤𝑑(𝐴)(𝑄𝑑(𝜆), 𝑄𝑑(𝜇)) = Hom𝒢(𝐴)(𝑃 (𝜆),
⊥𝐻𝑑(𝑃 (𝜇)))
and hence a morphism 𝜑 ∈ Hom𝒢(𝐴)(𝑃 (𝜆), 𝑃 (𝜇)) is mapped to zero if and only if
its image is a submodule of
𝑀 := Ker(𝑃 (𝜇) → ⊥𝐻𝑑(𝑃 (𝜇))) = 𝐴 · 𝑃 (𝜇)>𝑑.
Lemma 5.10 shows that 𝑀 has a standard filtration with subquotients ∆(𝜇′) for
deg𝜇′ > 𝑑. Thus, if 𝜑 has non-zero image in 𝑀 , then [𝑀 : 𝐿(𝜆)] ̸= 0. But
this implies that Supp𝐿(𝜆) ⊂ Supp ∆(𝜇′) for some 𝜇′ with deg𝜇′ > 𝑑. Since
[0, ℓ] ∩ Supp ∆(𝜇′) = ∅, we deduce that 𝐿(𝜆)𝑖 = 0 for all 𝑖 ∈ [0, ℓ]. Thus, the map
(11) is injective. 
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5.5. Proof of Theorem 5.4. In this section we give the proof of Theorem 5.4. As
before, we will prove this in slightly greater generality by employing an assumption
on the socle of 𝐴±, namely that Soc𝐴± = 𝐴±±𝑁 . In Section 5.6 we will show that
this assumption holds if 𝐴 is graded symmetric and ambidextrous.
Lemma 5.22. For each 𝜆 ∈ Irr𝒢[𝑑](𝑇 ), 𝐹𝑑(𝐿(𝜆)) = 0 if and only if Supp𝐿(𝜆) ∩
[0, ℓ] = ∅.
Proof. Let 𝑀 be the smallest submodule of 𝐴⟨ℓ⟩ such that 𝐴⟨ℓ⟩/𝑀 ∈ 𝒢<0(𝐴).
Then, by definition of quotient category, the space Hom𝒢[𝑑](𝐴)(𝐴⟨ℓ⟩, 𝐿(𝜆)) equals
Hom𝒢≤𝑑(𝐴)(𝑀,𝐿(𝜆)). Therefore, it suffices to show in this case that 𝑀 = 𝐴[0, ℓ].
By Lemma 5.17, 𝑄𝑑(𝜆) is a non-zero summand of 𝐴[0, ℓ] if and only if 𝐿(𝜆)𝑖 ≠ 0 for
some 𝑖 ∈ [0, ℓ]. Therefore, it suffices to show that the smallest submodule 𝑅 of 𝑄𝑑(𝜆)
such that 𝑄𝑑(𝜆)/𝑅 ∈ 𝒢<0(𝐴) is 𝑄𝑑(𝜆) itself, when 𝐿(𝜆)𝑖 ≠ 0 for some 𝑖 ∈ [0, ℓ]. But
if 𝑄𝑑(𝜆)/𝑅 ≠ 0 then, in particular, 𝐿(𝜆) ∈ 𝒢<0(𝐴). This contradicts the fact that
𝐿(𝜆)𝑖 ̸= 0 since Supp𝐿(𝜆) ⊂ N<0 for all simple objects 𝐿(𝜆) of 𝒢<0(𝐴). 
Let 𝒫[𝑑](𝐴) be the full subcategory of projective objects in 𝒢[𝑑](𝐴). Let 𝐺 be
a right adjoint to 𝐹𝑑. The dual basis lemma implies that 𝜖 : 𝐹𝑑 ∘ 𝐺 → 1 is an
equivalence. Recall from section 5.3 that we fixed the basic quasi-hereditary algebra
𝐶𝑑 such that 𝒢[𝑑](𝐴) ≃ℳ(𝐶𝑑). We can think of 𝐶𝑑 as a minimal projective generator
in 𝒢[𝑑](𝐴).
Lemma 5.23. The functor 𝐹𝑑 is faithful on 𝒫[𝑑](𝐴) if and only if
(13) Hom𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄) = 0
for all objects 𝑄 in 𝒫[𝑑](𝐴) and all 𝜆 such that 𝐹𝑑(𝐿(𝜆)) = 0.
Proof. Let 𝐺 be the right adjoint to 𝐹 := 𝐹𝑑. Then for each 𝑄 ∈ 𝒫[𝑑](𝐴), we have
an exact sequence
(14) 0 → Ker 𝜂𝑄 → 𝑄 𝜂𝑄−→ 𝐺 ∘ 𝐹 (𝑄) → Coker 𝜂𝑄 → 0.
Since 𝐹 ∘ 𝐺 ≃ 1 and 𝐹 is exact, 𝐹 (Ker 𝜂𝑄) ≃ 𝐹 (Coker 𝜂𝑄) ≃ 0. Exactness of 𝐹
also implies that 𝐹 (𝑀) = 0 if and only if 𝐹 (𝐿) = 0 for every simple composition
factor of 𝑀 . In particular, 𝐹 (𝑀) = 0 implies that 𝐹 (Soc𝑀) = 0. Thus, equation
(13) implies that Ker 𝜂𝑄 = 0, and hence 𝐹 is faithful. Conversely, if there exist 𝜆, 𝜇
such that Hom𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) ̸= 0 and 𝐹 (𝐿(𝜆)) = 0, then there is a non-zero
morphism 𝜑 : 𝑄𝑑(𝜆) 𝐿(𝜆) →˓ 𝑄𝑑(𝜇) such that 𝐹 (𝜑) = 0, i.e. 𝐹 is not faithful on
𝒫[𝑑](𝐴). 
Proposition 5.24. The following are equivalent:
(a) The functor 𝐹𝑑 : 𝒢[𝑑](𝐴) →ℳ(𝐵ℓ) is a highest weight cover.
(b) We have
Ext𝑖𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄) = 0 ∀ 𝑖 ∈ {0, 1} ,
where 𝜆 runs over all simple objects such that 𝐹𝑑(𝐿(𝜆)) = 0 and 𝑄 an object
of 𝒫[𝑑](𝐴).
(c) The double centralizer property holds: 𝐶𝑑 ≃ End𝐵ℓ(𝐹𝑑(𝐶𝑑)).
Proof. It is well-known that (a) is equivalent to (c). Therefore, it suffices to show
that 𝐹 := 𝐹𝑑 is fully faithful on 𝒫[𝑑](𝐴) if and only if
(15) Ext𝑖𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) = 0 ∀𝜇, 𝑖 ∈ {0, 1} ,
and all 𝜆 such that 𝐹 (𝐿(𝜆)) = 0. First we show that (13) implies that 𝐹 is fully
faithful. By Lemma 5.23, we know that 𝐹 is faithful. Hence it suffices to show
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that Coker 𝜂𝑄 = 0 in the exact sequence (14). Let Ker𝐹 be the full subcategory of
𝒢[𝑑](𝐴) consisting of objects killed by 𝐹 . Then the long exact sequence of ext-groups
and (15) imply that the sequence 0 → 𝑄→ 𝐺 ∘ 𝐹 (𝑄) → Coker 𝜂𝑄 → 0 splits. Thus,
𝐺 ∘ 𝐹 (𝑄) ≃ 𝑄⊕ Coker 𝜂𝑄. But adjunction implies that
Hom𝒢[𝑑](Coker 𝜂𝑄, 𝐺 ∘ 𝐹 (𝑄)) ≃ Homℳ(𝐴0)(𝐹 (Coker 𝜂𝑄), 𝐹 (𝑄)) = 0.
Hence Coker 𝜂𝑄 = 0.
Conversely, assume that 𝐹 is fully faithful. In particular, by Lemma 5.23, this
implies that Hom𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) = 0 for all 𝜇 and all 𝜆 such that 𝐹 (𝐿(𝜆)) = 0.
Therefore, we just need to show that Ext1𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) = 0. Let 0 → 𝑄𝑑(𝜇) →
𝑀 → 𝐿(𝜆) → 0 be a short exact sequence in 𝒢[𝑑](𝐴). Then we get a commutative
diagram
0 𝑄(𝜇) 𝑀 𝐿(𝜆) 0
0 𝐺 ∘ 𝐹 (𝑄(𝜇)) 𝐺 ∘ 𝐹 (𝑀) 0
≀
with exact rows. This implies that 𝐺 ∘ 𝐹 (𝑀) ≃ 𝑄𝑑(𝜇) and we get a splitting of the
embedding 𝑄𝑑(𝜇) →˓𝑀 . Hence Ext1𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) = 0. 
In fact, a stronger statement holds for faithfulness. First we note the following
key technical lemma. Recall that 𝐴 is said to be well-generated if 𝐴± is generated
by 𝐴±±1.
Lemma 5.25. Assume that Soc𝐴± = 𝐴±±𝑁 and that 𝐴 is well-generated. Choose
𝑘 ∈ N, set 𝑈 = (𝐴±)⊕𝑘 and choose 𝑀 ⊂ 𝑈 , a graded 𝐴±-submodule.
(a) If 𝑖 is the largest integer with 𝑀𝑖 ≠ 0, then Supp(Soc𝐴− 𝑈/𝑀) ⊂ (−∞, 𝑖+1].
(b) If 𝑗 is the smallest integer with𝑀𝑗 ̸= 0, then Supp(Soc𝐴+ 𝑈/𝑀) ⊂ [𝑗−1,∞).
Proof. The proof of the two statements is similar, therefore we just show the first
statement. The module 𝑀 is contained in 𝑈≤𝑖, and the latter is a 𝐴−-submodule of
𝑈 . Therefore the map 𝜂 : 𝑈/𝑀 → 𝑈/𝑈≤𝑖 is surjective and Soc𝑈/𝑀 is contained
in 𝜂−1(Soc𝑈/𝑈≤𝑖). This implies that Supp(Soc𝑈/𝑀) ⊂ Supp(𝜂−1(Soc𝑈/𝑈≤𝑖)). If
we write 𝜋 : 𝑈 → 𝑈/𝑈≤𝑖, then 𝜋 factors through 𝜂, which means that
Supp(𝜂−1(Soc𝑈/𝑈≤𝑖)) ⊂ Supp(𝜋−1(Soc𝑈/𝑈≤𝑖)).
Since 𝜋 is a graded morphism, and 𝑈 is a graded free 𝐴−-module,
Supp(𝜋−1(Soc𝑈/𝑈≤𝑖)) ⊂ Supp(Soc𝑈/𝑈≤𝑖) ∪ (−∞, 𝑖]
= Supp(Soc𝐴−/𝐴−≤𝑖) ∪ (−∞, 𝑖] .
Hence, it suffices to show that Soc𝐴−/𝐴−≤𝑖 = 𝐴
−
≤𝑖+1/𝐴
−
≤𝑖, and thus
Supp Soc𝐴−/𝐴−≤𝑖 = {𝑖 + 1} .
The proof of this claim will be by induction on 𝑖. If 𝑖 = −𝑁 − 1, then the statement
is equivalent to the fact that Soc𝐴− = 𝐴−−𝑁 . Therefore, we may assume that it is
true for 𝑖 − 1. Let 𝑎 ∈ 𝐴−𝑖+2 be non-zero. We need to find some non-zero element
𝑏 ∈ rad𝐴− = 𝐴−≤−1 such that 𝑏𝑎 ̸= 0 in 𝐴−/𝐴−≤𝑖. Consider the space 𝐴−−1 · 𝑎. This
is contained in 𝐴−𝑖−1. Therefore 𝐴
−
−1 · 𝑎 = 0 in 𝐴−/𝐴−≥𝑖 if and only if it is zero
in 𝐴−. Since 𝐴− is generated by 𝐴−−1, the radical of 𝐴
− is generated by 𝐴−−1 as
an ideal. Therefore 𝐴−−1 · 𝑎 = 0 implies that (rad𝐴−) · 𝑎 = 0, which implies that
𝑎 ∈ Soc𝐴− = 𝐴−−𝑁 . But this contradicts the fact that 𝑎 ∈ 𝐴−𝑖−2. 
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Proposition 5.26. Assume that 𝐴 is well-generated and Soc𝐴± = 𝐴±±𝑁 . If
Supp𝐿(𝜆) ∩ [0, ℓ] = ∅ then Hom𝒢[𝑑](𝐴)(𝐿(𝜆),∆(𝜇)) = 0 for all standard modules
∆(𝜇) in 𝒢[𝑑](𝐴).
Proof. We begin by noting that
Hom𝒢[𝑑](𝐴)(𝐿(𝜆),∆(𝜇)) = lim
𝑀⊂Δ(𝜇),
𝑀∈𝒢<0(𝐴)
Hom𝒢≤𝑑(𝐴)(𝐿(𝜆),∆(𝜇)/𝑀).
If 𝑀,𝑀 ′ ⊂ ∆(𝜇) are submodules that belong to 𝒢<0(𝐴), then so too does their
sum 𝑀 + 𝑀 ′. Therefore there exists a unique largest submodule 𝑀 belonging
to 𝒢<0 and the space Hom𝒢[𝑑](𝐴)(𝐿(𝜆),∆(𝜇)) equals Hom𝒢≤𝑑(𝐴)(𝐿(𝜆),∆(𝜇)/𝑀).
Since [𝑀 : 𝐿(𝜌)] ̸= 0 implies that deg(𝜌) < 0, 𝑀𝑖 = 0 unless 𝑖 < 0 and hence
(∆(𝜇)/𝑀)𝑖 = ∆(𝜇)𝑖 for all 𝑖 ≥ 0. The group Hom𝒢≤𝑑(𝐴)(𝐿(𝜆),∆(𝜇)/𝑀) is non-zero if
and only if 𝐿(𝜆) appears in the socle of ∆(𝜇)/𝑀 . Thus, it suffices to show that 𝐿(𝜆) ⊂
Soc ∆(𝜇)/𝑀 implies that Supp𝐿(𝜆)∩[0, ℓ] ̸= ∅. Notice first that if Supp𝐿(𝜆) ⊂ N<0,
then 𝐿(𝜆) is an object of 𝒢<0. This would contradict the maximality of 𝑀 . Thus,
Supp𝐿(𝜆) ∩ N ̸= ∅, and it suffice to show that Supp𝐿(𝜆) ∩ (−∞, ℓ] ̸= ∅. Since
Soc𝐴− 𝐿(𝜆) ⊂ Soc𝐴−(Soc𝐴 ∆(𝜇)/𝑀) ⊂ Soc𝐴− ∆(𝜇)/𝑀,
it suffices to show that Supp(Soc𝐴− ∆(𝜇)/𝑀) ⊂ (−∞, ℓ]. There are two cases to
consider here. First, assume that 𝑀 ̸= 0. Since Supp ∆(𝜇) ⊂ [deg𝜇−𝑁, deg𝜇] and
Supp𝑀 ⊂ N<0, this implies that deg𝜇 < 𝑁 and the result follows from Lemma 5.25.
Secondly, if𝑀 = 0, then Supp(Soc𝐴− ∆(𝜇)/𝑀) = Supp(Soc𝐴− ∆(𝜇)) = {deg𝜇−𝑁}.
Since deg𝜇 ≤ 𝑑, deg𝜇−𝑁 ≤ ℓ, as required. 
Remark 5.27. Notice that Proposition 5.26 implies that if 𝐹𝑑(𝐿(𝜆)) = 0 then
Hom𝒢[𝑑](𝐴)(𝐿(𝜆),𝑀) is zero for all 𝑀 ∈ 𝒢Δ[𝑑](𝐴). In particular, 𝐹𝑑 is a (−1)-faithful
cover, in the sense of Rouquier [40].
Lemma 5.28. For each 0 ≤ deg𝜇 ≤ 𝑑, the projective indecomposable 𝑄𝑑(𝜇) is
a direct summand of ⊥𝐻𝑑(𝐴[deg𝜇]) in 𝒢[𝑑](𝐴), with complement 𝑉 belonging to
𝒢Δ[𝑑](𝐴).
Proof. First, as noted in Lemma 5.17,
dim Hom𝒢(𝐴)(𝐴[deg𝜇], 𝐿(𝜇)) = dim𝐿(𝜇)deg 𝜇 = dim𝜇 ̸= 0.
Therefore, 𝑃 (𝜇) is a non-zero summand of 𝐴[deg𝜇]. Hence 𝑄𝑑(𝜇) = ⊥𝐻𝑑(𝑃 (𝜇))
is a non-zero direct summand of ⊥𝐻𝑑(𝐴[deg𝜇]). We can choose the complement
𝑉 ′ of 𝑃 (𝜇) in 𝐴[deg𝜇] to be projective. Then 𝑉 = ⊥𝐻𝑑(𝑉 ′) is a complement
to 𝑄𝑑(𝜇) in ⊥𝐻𝑑(𝐴[deg𝜇]). Again, as noted in Lemma 5.17, if 𝑃 (𝜆) occurs as
a non-zero summand of 𝐴[deg𝜇], then deg𝜇 ∈ [deg 𝜆 − 𝑟𝜆,deg 𝜆]. In particular,
deg 𝜆 ∈ [deg𝜇,deg𝜇 + 𝑁 ]. Thus, it suffices to show that ⊥𝐻𝑑(𝑃 (𝜆)) belongs to 𝒢Δ[𝑑]
for any projective indecomposable in 𝒢(𝐴) with deg 𝜆 ≥ 0 (recall that 𝜇 is assumed to
satisfy deg𝜇 ≥ 0). If deg 𝜆 > 𝑑 then Lemma 5.10 says that ⊥𝐻𝑑(𝑃 (𝜆)) = 0. Similarly,
if 0 ≤ deg 𝜆 ≤ 𝑑, then by Lemma B.1, 𝑄𝑑(𝜆) = ⊥𝐻𝑑(𝑃 (𝜆)) is the projective cover
of 𝐿(𝜆), and hence admits a standard filtration. 
Lemma 5.29. Assume that 𝐴 is well-generated. Then, for each 𝑖 ≥ 1,
𝐴/𝐴 ·𝐴𝑖 = 𝐴⊗𝐵+ 𝐵+/𝐵+≥𝑖
as left 𝐴-modules.
Proof. The statement holds if and only if 𝐴 · 𝐴𝑖 = 𝐴 · 𝐵+≥𝑖. This equality follows
from the fact that 𝐴+ is generated by 𝐴+1 . 
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Lemma 5.30. Assume that 𝐴 is well-generated and Soc𝐴± = 𝐴±±𝑁 . For each
0 ≤ deg 𝜆 ≤ 𝑑, there is some 𝑘 > 0 and a short exact sequence
(16) 0 → 𝑄𝑑(𝜆) → 𝐴⟨ℓ⟩⊕𝑘 →𝑀 → 0
in 𝒢[𝑑](𝐴) such that 𝑀 ∈ 𝒢Δ[𝑑](𝐴).
Proof. By Lemma 5.28, it suffices to show that ⊥𝐻𝑑(𝐴[deg 𝜆]) embeds in 𝐴[ℓ]⊕𝑘
for some 𝑘 with quotient 𝑀 in 𝒢Δ[𝑑](𝐴). Let 𝑖 = deg 𝜆. First, note that Lemma 5.29
implies
⊥𝐻𝑑(𝐴[𝑖]) =
(︀
𝐴⊗𝐵+ 𝐵+/𝐵+>𝑑−𝑖
)︀
[𝑖].
Therefore it suffices to show that (𝐵+/𝐵+>𝑑−𝑖)[𝑖] embeds in (𝐵
+⟨ℓ⟩)⊕𝑘, with quotient
𝑀 ′ say, because then the quotient 𝑀 will equal 𝐴 ⊗𝐵+ 𝑀 ′, which belongs to
𝒢≤𝑑(𝐴)∩𝒢Δ(𝐴) = 𝒢Δ≤𝑑(𝐴), and hence its image in 𝒢[𝑑](𝐴) will belong to 𝒢Δ[𝑑](𝐴). By
Lemma 5.25, the socle of (𝐵+/𝐵+>𝑑−𝑖)[𝑖] is contained in (𝐵
+
≥𝑑−𝑖/𝐵
+
>𝑑−𝑖)[𝑖]. In fact, it
follows that the socle equals (𝐵+≥𝑑−𝑖/𝐵
+
>𝑑−𝑖)[𝑖]. Notice that Supp(𝐵
+
≥𝑑−𝑖/𝐵
+
>𝑑−𝑖)[𝑖] =
{𝑑}. This implies that there is a graded embedding
Soc𝐵+((𝐵
+/𝐵+>𝑑−𝑖)[𝑖]) = (𝐵
+
≥𝑑−𝑖/𝐵
+
>𝑑−𝑖)[𝑖] →˓ (𝐵+⟨ℓ⟩)⊕𝑘
for 𝑘 ≫ 0. Since the graded shifts of 𝐵+ give a set of injective co-generators in 𝒢(𝐵+),
this extends to an embedding of (𝐵+/𝐵+>𝑑−𝑖)[𝑖] into (𝐵
+⟨ℓ⟩)⊕𝑘, as required. 
The following proposition completes the proof of Theorem 5.4.
Lemma 5.31. Suppose that 𝐴 is well-generated, and that Soc𝐴± = 𝐴±±𝑁 . Then
the functor 𝐹𝑑 : 𝒢[𝑑](𝐴) →ℳ(𝐵ℓ) is a highest weight cover.
Proof. By Proposition 5.24, it suffices to show that Ext𝑖𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) = 0 for
all 0 ≤ deg 𝜆,deg𝜇 ≤ 𝑑 such that Supp𝐿(𝜆) ∩ [0, ℓ] = ∅, and all 𝑖 ∈ {0, 1}. We have
shown in Proposition 5.26 that Hom𝒢[𝑑](𝐴)(𝐿(𝜆),𝑀) = 0 for all 𝑀 ∈ 𝒢Δ[𝑑](𝐴). Fixing
a short exact sequence as in (16), and applying Hom𝒢[𝑑](𝐴)(𝐿(𝜆),−), we get
0 → Ext1𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) → Ext1𝒢[𝑑](𝐴)(𝐿(𝜆), 𝐴⟨ℓ⟩⊕𝑘)
→ Ext1𝒢[𝑑](𝐴)(𝐿(𝜆),𝑀) → · · ·
By Lemma 5.20, the middle Ext-group vanishes. Therefore, we deduce that the
group Ext1𝒢[𝑑](𝐴)(𝐿(𝜆), 𝑄𝑑(𝜇)) equals zero too. 
Remark 5.32. When 𝑖 < ℓ, 𝐴[0, 𝑖] is still a well-defined projective-injective in 𝒫[𝑑](𝐴),
with endomorphism ring 𝐵𝑖. However, the functor 𝑀 ↦→ Hom𝒢[𝑑](𝐴)(𝐴⟨𝑖⟩,𝑀) is
not faithful on 𝒫[𝑑](𝐴) and hence cannot be a highest weight cover of 𝐵𝑖. To see
this, take any 𝜆 ∈ Irr𝒢(𝑇 ) with deg 𝜆 ≤ 𝑑 and 𝑟𝜆 = ℓ. By Lemma 5.20, 𝐴⟨ℓ⟩ is a
projective object in 𝒢[𝑑](𝐴). Lemma 5.17, together with the fact that 𝐴 is triangular
self-injective, implies that
Hom𝒢[𝑑](𝐴)(𝐿(𝜆), 𝐴[ℓ]) = Hom𝒢(𝐴)(𝐿(𝜆)[−ℓ], 𝐴) ̸= 0,
since 𝐿(𝜆[−ℓ]) is in the socle of 𝐴. On the other hand, Supp𝐿(𝜆) = [ℓ,deg 𝜆],
which implies that Hom𝒢[𝑑](𝐴)(𝐴⟨𝑖⟩, 𝐿(𝜆)) = 0. Hence, Lemma 5.23 implies that this
functor is not faithful on 𝒫[𝑑](𝐴).
30 GWYN BELLAMY AND ULRICH THIEL
5.6. On the socle assumption. We show that the socle assumption Soc𝐴± =
𝐴±±𝑁 we used for the highest weight cover is satisfied if 𝐴 is graded symmetric and
ambidextrous.
Lemma 5.33. Suppose that 𝐴 is a positively graded 𝐾-algebra with 𝐴0 = 𝐾. If 𝐴
is 𝑑-Frobenius, then 𝑑 = max Supp(𝐴) and
𝐴𝑑 = Soc(𝐴𝐴) = Soc(𝐴𝐴𝐴) = Soc(𝐴𝐴) .
This space is one-dimensional, so a 𝑑-Frobenius form Φ on 𝐴 is up to scalar the
projection onto 𝐴𝑑.
Proof. Let 𝑁 := max Supp(𝐴). The fact that 𝐴 is Frobenius implies that Soc(𝐴𝐴) =
Soc(𝐴𝐴), see [15, Theorem 58.12]. It clear that the Jacobson radical Rad(𝐴) of
𝐴 is equal to the unique maximal graded ideal of 𝐴, which is
⨁︀
𝑖∈N>0 𝐴𝑖. From
this, we see that 𝐴/Rad(𝐴) ≃ 𝐴0 = 𝐾. Again since 𝐴 is Frobenius, it follows from
[32, Theorem 16.14] that Soc(𝐴𝐴) ∼= 𝐴/Rad(𝐴) as left 𝐴-modules. In particular,
the socle of 𝐴 is one-dimensional. By degree reasons and the definition of 𝑁 , the
radical of 𝐴 acts trivially on 𝐴𝑁 . Hence, 𝐴𝑁 is contained in the socle of 𝐴 by [15,
Lemma 58.3]. This immediately implies that 𝐴𝑁 is one-dimensional and equal to
the socle. Furthermore, this shows that it is a minimal two-sided ideal of 𝐴, thus
contained in Soc(𝐴𝐴𝐴). Clearly, Soc(𝐴𝐴𝐴) ⊆ Soc(𝐴𝐴), and this shows that indeed
𝐴𝑁 = Soc(𝐴𝐴𝐴). Finally, 𝐴𝑁 cannot be contained in the kernel of Φ by definition. It
is then clear that Ker Φ =
⨁︀
𝑖 ̸=𝑁 𝐴𝑖 and that Φ is projection onto 𝐴𝑁 . In particular,
𝑑 = 𝑁 . 
Of course, there is a similar version of the lemma for 𝐴 negatively graded. Now,
let 𝑁± be the maximum of Supp𝐴+, resp. the minimum of Supp𝐴−. Recall that
we defined 𝑁 = 𝑁+.
Lemma 5.34. If 𝐴 is graded Frobenius, then 𝑁− = −𝑁+.
Proof. Let Φ: 𝐴→ 𝐾 be the Frobenius form. By definition, 𝐴−𝑁− ≠ 0, so there is
0 ̸= 𝑎 ∈ 𝐴−𝑁− . Since 𝐴 is graded Frobenius and 𝐴𝑎 is a non-zero left ideal of 𝐴, we
have Φ((𝐴𝑎)0) ̸= 0, so (𝐴𝑎)0 ̸= 0. But (𝐴𝑎)0 = 𝐴−𝑁−𝑎, so 𝐴−𝑁− ̸= 0, implying
that −𝑁− ≤ 𝑁+. Similarly, we see that −𝑁− ≥ 𝑁+. 
Lemma 5.35. If 𝐴 is graded symmetric and ambidextrous then:
(a) 𝐵± is ±𝑁 -Frobenius and Soc(𝐵±) = 𝐵±±𝑁 .
(b) 𝐴± is ±𝑁 -Frobenius and Soc(𝐴±) = 𝐴±±𝑁 .
Proof. By Lemma 5.34 we have 𝑁± = ±𝑁 . Once we established the Frobenius
property, the claim about the socle follows from Lemma 5.33. Let Φ: 𝐴→ 𝐾 be a
symmetrizing trace on 𝐴. Fix 𝑎 ∈ 𝐴+𝑁 non-zero and define 𝜂 : 𝐵− → 𝐾 by 𝜂(𝑏) =
Φ(𝑏𝑎). Notice that 𝜂(𝑏) = 0 for all homogeneous 𝑏 with deg 𝑏 ≠ −𝑁 . Let 𝐼 ⊂ 𝐵− be
a left ideal. We must show that 𝜂(𝐼) ̸= 0. By [7, Lemma 5.4], we may assume that 𝐼
is graded. The triangular decomposition implies that 𝐼𝑎 ̸= 0. Therefore 𝐴𝐼𝑎 is a
non-zero graded left ideal of 𝐴 and hence Φ(𝐴𝐼𝑎) ̸= 0. We claim that 𝜂(𝐼) = Φ(𝐴𝐼𝑎).
It suffices to show that if 𝑐 ∈ 𝐴 and 𝑏 ∈ 𝐼 are homogeneous, then there exists some
element 𝑏′ ∈ 𝐼 such that Φ(𝑐𝑏𝑎) = Φ(𝑏′𝑎). First, we note that Φ(𝑐𝑏𝑎) = Φ(𝑏𝑎𝑐). Now,
since 𝐴 is assumed to be ambidextrous, 𝑐 =
∑︀
𝑖∈Z 𝑐
+
𝑖 ⊗𝑡𝑖⊗𝑐−𝑖 , where 𝑐+𝑖 ∈ 𝐴+𝑖 , 𝑡𝑖 ∈ 𝑇
and 𝑐−𝑖 ∈ 𝐴−𝑑−𝑖, where deg 𝑐 = 𝑑. For degree reasons, 𝑎 ∈ Soc𝐴+, which implies that
𝑎𝑐 = 𝑐+0 ⊗ 𝑡0 ⊗ 𝑐−0 , where 𝑐+0 = 1. Thus, Φ(𝑐𝑏𝑎) = Φ(𝑏𝑎𝑡0𝑐−0 ). Taking 𝑏′ = 𝑡0𝑐−0 𝑏,
we have Φ(𝑐𝑏𝑎) = Φ(𝑏𝑎𝑡0𝑐−0 ) = Φ(𝑏
′𝑎). Similarly we see that 𝐵+ is Frobenius.
It now suffices to show that if 𝐵+ is 𝑁 -Frobenius then 𝐴+ is also 𝑁 -Frobenius.
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The fact that 𝐵+/𝐵+>0 ≃ 𝑇 implies that Soc𝐵+ = 𝐵+𝑁 is a free left 𝑇 -module of
rank one. Therefore, the triangular decomposition implies that Soc𝐴+ = 𝐴+𝑁 is
one-dimensional. Since 𝐴+ is a positively graded, local ring, this implies that it is
𝑁 -Frobenius. 
5.7. Basic sets. We note that the notion of canonical basic sets makes sense in
our setting. These where first introduced in [20], and a more general definition
of basic sets was given in [12]. Recall that Irr𝒢[𝑑](𝑇 ) = Irrℳ(𝑇 ) × [0, 𝑑] is the
poset parameterizing the simple objects in the highest weight category 𝒢[𝑑](𝐴).
Let 𝐵 ⊂ Irr𝒢[𝑑](𝑇 ) to be the set of all 𝜆 such that 𝐷ℓ(𝜆) := 𝐹 (𝐿(𝜆)) ̸= 0. Set
𝑆ℓ(𝜆) := 𝐹 (∆(𝜆)), for all 𝜆 ∈ Irr𝒢[𝑑](𝑇 ). For each 𝜆 in 𝐵, define
deg′ 𝜆 = min{deg𝜇 | 𝜇 ∈ Irr𝒢[𝑑](𝑇 ), [𝑆ℓ(𝜆) : 𝐷ℓ(𝜇)] ̸= 0}.
Proposition 5.36.
(a) The set {𝐷ℓ(𝜆) | 𝜆 ∈ 𝐵} is a complete set of pairwise non-isomorphic simple
objects in ℳ(𝐵ℓ).
(b) For all 𝜆 ∈ 𝐵, deg 𝜆 = deg′ 𝜆 and [𝑆ℓ(𝜆) : 𝐷ℓ(𝜆)] = 1.
(c) If [𝑆ℓ(𝜆) : 𝐷ℓ(𝜇)] ̸= 0 and 𝜇 ̸= 𝜆 then 𝜇 < 𝜆.
Proof. The first fact is a consequence of the fact that Theorem 5.4 implies that
there is an equivalence of categories 𝒢[𝑑](𝐴)/Ker𝐹 ∼−→ℳ(𝐵ℓ). Then statements
(b) and (c) both follow from the fact that
𝐷ℓ(𝜆) = 𝐹 (𝐿(𝜆)) =
ℓ⨁︁
𝑖=0
𝐿(𝜆)𝑖, 𝑆ℓ(𝜇) = 𝐹 (∆(𝜇)) =
ℓ⨁︁
𝑖=0
∆(𝜇)𝑖,
and the fact that [∆(𝜆) : 𝐿(𝜇)] ̸= 0 in 𝒢[𝑑](𝐴) implies that 𝜇 < 𝜆. 
5.8. Examples.
Example 5.37. Fix an integer 𝑛 ≥ 1 and let 𝐴 = 𝐾[𝑥, 𝑦]/(𝑥𝑛, 𝑦𝑛). This is a
Z-graded Gorenstein algebra, where we put deg(𝑥) = −1 and deg(𝑦) = 1. The
projective indecomposables in 𝒢(𝐴) are 𝑃 (𝑖) = 𝐴[𝑖]. Let 𝐸 be the non-unital algebra
𝐸 =
⨁︁
𝑖,𝑗∈Z
Hom𝒢(𝐴)(𝑃 (𝑖), 𝑃 (𝑗)).
Then 𝒢(𝐴) is equivalent to the category of finite dimensional 𝐸-modules. Let 𝑄∞
be the quiver with vertices {𝑒𝑖 | 𝑖 ∈ Z} and arrows 𝑥𝑖 : 𝑒𝑖 → 𝑒𝑖−1 and 𝑦𝑖 : 𝑒𝑖 → 𝑒𝑖+1,
then 𝑥 corresponds to the lowering arrows 𝑥𝑖 and 𝑦 corresponds to the raising
arrows 𝑦𝑖. Let 𝐼 be the admissible ideal of 𝑘𝑄∞ generated by 𝑥𝑖+1 ∘ 𝑦𝑖 = 𝑦𝑖−1 ∘ 𝑥𝑖,
𝑦𝑖+𝑛−1 ∘ · · · ∘ 𝑦𝑖 = 0 and 𝑥𝑖−𝑛+1 ∘ · · · ∘ 𝑥𝑖 = 0 for all 𝑖, then 𝐸 ≃ 𝑘𝑄∞/𝐼 and hence
𝒢(𝐴) ≃ℳ(𝐾𝑄∞/𝐼).
· · · 𝑒𝑖−2 𝑒𝑖−1 𝑒𝑖 𝑒𝑖+1 · · ·
𝑦𝑖−2
𝑥𝑖−1
𝑦𝑖−1
𝑥𝑖
𝑦𝑖
𝑥𝑖+1
Choose an integer 𝑑 ≥ 0. For 𝑖 ≥ −𝑑, let 𝑢(𝑖, 𝑑) = min{𝑖 + 𝑑 + 1, 𝑛} and let
𝑄(𝑖) = 𝐾[𝑥, 𝑦]/(𝑥𝑛, 𝑦𝑢(𝑖,𝑑)).
Then 𝑄(𝑖) is the projective cover of 𝐿(𝑖) in 𝒢≤𝑑(𝐴) and the latter category is
equivalent to finite dimensional representations of
𝐸𝑑 =
⨁︁
𝑖,𝑗≥−𝑑
Hom𝒢(𝐴)(𝑄(𝑖), 𝑄(𝑗)).
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This time, we take 𝑄𝑑 to be the quiver with vertices {𝑒𝑖 | 𝑖 ≥ −𝑑} and arrows
𝑥𝑖 : 𝑒𝑖 → 𝑒𝑖−1 and 𝑦𝑖 : 𝑒𝑖 → 𝑒𝑖+1. Again 𝑥 corresponds to the lowering arrows 𝑥𝑖
and 𝑦 corresponds to the raising arrows 𝑦𝑖. Let 𝐼𝑑 be the admissible ideal of 𝑘𝑄𝑑
generated by
0 = 𝑦𝑗+𝑛−1 ∘ · · · ∘ 𝑦𝑗 ∀ 𝑗 ≥ −𝑑
0 = 𝑥𝑗−𝑛+1 ∘ · · · ∘ 𝑥𝑗 ∀ 𝑗 > 𝑛− 𝑑
𝑥𝑖+1 ∘ 𝑦𝑖 = 𝑦𝑖−1 ∘ 𝑥𝑖, ∀ 𝑖 > −𝑑
0 = 𝑦−𝑑 ∘ 𝑥−𝑑+1
Then a direct check shows that 𝐸 ≃ 𝐾𝑄𝑑/𝐼𝑑 and hence 𝒢≤𝑑(𝐴) ≃ℳ(𝐾𝑄𝑑/𝐼𝑑).
Finally, let 𝑄[𝑑] be the quiver with 𝑑 + 1 vertices {𝑒−𝑑, . . . , 𝑒0} and arrows
𝑥𝑖 : 𝑒𝑖 → 𝑒𝑖−1 for −𝑑 < 𝑖 ≤ 0 and 𝑦𝑗 : 𝑒𝑗 → 𝑒𝑗+1 for −𝑑 ≤ 𝑗 < 0. We impose the
admissible relations
𝑥𝑖+1 ∘ 𝑦𝑖 = 𝑦𝑖−1 ∘ 𝑥𝑖, for all − 𝑑 < 𝑖 < 0
0 = 𝑦−𝑑 ∘ 𝑥−𝑑+1
together with
𝑦𝑖+𝑛−1 ∘ · · · ∘ 𝑦𝑖 = 𝑥𝑗−𝑛+1 ∘ · · · ∘ 𝑥𝑗 = 0
for all −𝑑 ≤ 𝑖 ≤ −𝑛 and 𝑛 − 𝑑 + 1 ≤ 𝑗 ≤ 0, if 𝑑 ≥ 𝑛. Then the quasi-hereditary
algebra 𝐶𝑑 is isomorphic to 𝐾𝑄[𝑑]/𝐼[𝑑].
Remark 5.38. Let 𝐾 be an arbitrary algebraically closed field and 𝒮𝑑 denote the
𝑞-Schur 𝐾-algebra associated to the cyclic group Z/𝑑Z at the special parameter
(𝑎1, . . . , 𝑎𝑑) = (0, . . . , 0); see [35, §8.6]. Then
𝒮𝑑 = End𝐾[𝑇 ]/(𝑇−1)𝑑
(︃
𝑑⨁︁
𝑖=1
𝐾[𝑇 ]/(𝑇 − 1)𝑖
)︃
.
It follows from the above computation that the quasi-hereditary algebra 𝐶𝑑 from
example 5.37 is isomorphic to 𝒮𝑑.
Example 5.39. The special case of example 5.37, where 𝑛 = 2, occurs frequently.
Here we describe some of those occurrences. Thus, take 𝐾 = C and let 𝐴 =
C[𝑥, 𝑦]/(𝑥2, 𝑦2).
(a) Let 𝑊 = S3 be the symmetric group on three letters and c ̸= 0. We consider
the block 𝐵 of the restricted rational Cherednik algebra Hc(𝑊 ) labelled by
the reflection representation for S3. Then it is easy to see that 𝐵 is graded
Morita equivalent to 𝐴.
(b) The article [11] introduces a certain algebra 𝐾∞𝑟 , and it is shown that the
category of finite-dimensional 𝐾∞𝑟 -modules is equivalent to the principal
block of gl(𝑟|𝑟), the super general linear group of type (𝑟|𝑟), of atypicality
1. The explicit presentation of 𝒢(𝐴) given in example 5.37, together with
the calculation on [11, page 7], shows that there is an equivalence of highest
weight categories
𝒢(𝐴) ≃ℳ(𝐾∞1 ).
(d) The category 𝒢(𝐴) also appears as example (vi) in [16, page 291].
(c) The subquotients 𝒢[𝑑](𝐴) are equivalent to the highest weight categories of
perverse sheaves, with coefficients in C, on P𝑑, locally constant with respect
to the standard stratification
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Example 5.40. Let 𝐾 be a field of characteristic 𝑝 > 2 and consider the restricted
enveloping algebra 𝐴 = 𝑈(sl2) of sl2, i.e. 𝐴 is the quotient of 𝑈(sl2) by the relations
𝐸𝑝 = 𝐹 𝑝 = 0 and 𝐻𝑝 = 𝐻. Identifying 𝐾[𝐻]/(𝐻𝑝 − 𝐻) with 𝐾⊕𝑝, 𝐴 has a
triangular decomposition 𝐴 = 𝐴− ⊗ 𝑇 ⊗𝐴+ with 𝐴− = 𝐾[𝐸]/(𝐸𝑝), 𝑇 = 𝑘F𝑝 and
𝐴+ = 𝐾[𝐹 ]/(𝐹 𝑝), where we assign deg(𝐸) = 1, deg(𝐻) = 0 and deg(𝐹 ) = −1. Let
Ω = 4𝐹𝐸+ (𝐻 + 1)2 be the Casimir. Then the computation in [43, Remark 3] shows
that
𝑈(sl2)0 =
𝑇 [Ω]
⟨Ω(Ω(𝑝−1)/2) − 1)⟩ ≃ 𝐾
⊕𝑝 ⊕ (𝐾[𝑡]/(𝑡2))⊕ 𝑝(𝑝−1)2 .
The ungraded simple modules for 𝑈(sl2) are {𝐿(𝑖) | 𝑖 ∈ F𝑝}, where 𝐿(𝑖) has highest
weight 𝑖. If we consider the highest weight cover 𝒢(𝑈(sl2))[𝑝] of 𝑈0(sl2)0 then a
direct calculation shows that 𝒢(𝑈(sl2))[𝑝] has 𝑝 blocks equivalent to ℳ(𝐾) (whose
simple modules are the 𝑝 graded lifts of 𝐿(1)) and 𝑝(𝑝−1)2 blocks (whose simple
modules, after forgetting the grading, are 𝐿(𝑖) and 𝐿(2− 𝑖) for 𝑖 ̸= 1) that are all
equivalent to finite dimensional modules over the algebra 𝐾𝑄/𝐼, where 𝑄 is the
quiver
𝑒1 𝑒2
𝛼
𝛽
and 𝐼 is generated by the relation 𝛽𝛼 = 0. Notice that the same quiver with relations
over C is Morita equivalent to the principal block of category 𝒪 for sl2.
5.9. 0-faithfulness. Ideally, one would like to show that the functor 𝐹 : 𝒢[𝑑](𝐴) →
ℳ(𝐵ℓ) is a 0-faithful cover. Proposition 5.26 already shows that 𝐹 is a (−1)-faithful
cover. However, the following example shows that 𝐹 is not a 0-faithful cover in
general.
Example 5.41. We take 𝐴 = 𝐾[𝑥, 𝑦]/(𝑥2, 𝑦2), as in [7, Example 3.2]. Then 𝑁 = 1
and we consider the case 𝑑 = 𝑁 . When𝐾 has characteristic zero, 𝒢[1](𝐴) is equivalent
to the principal block of category 𝒪 for sl2. As a quiver with relations, the algebra 𝐶1
is constructed as follows. Take 𝑄 to be the quiver with vertices 𝑒0 and 𝑒1, and arrows
𝑎 : 𝑒0 → 𝑒1, 𝑏 : 𝑒1 → 𝑒0 and fundamental relation 𝑏𝑎 = 0, and hence dim𝐶1 = 5.
We have End𝐶1(𝑄1(1)) = 𝑘[𝜖]/(𝜖2) = 𝐴
op
0 , and 𝐹 = Hom𝐶1(𝑄1(1),−) : ℳ(𝐶1) →
ℳ(𝑘[𝜖]/(𝜖2)). We note that
𝑄1(0) = 𝑘{𝑒0, 𝑎}, 𝑄1(1) = 𝑘{𝑒1, 𝑏, 𝑎𝑏}, ∆(0) = 𝑄1(0), ∆(1) = 𝑘{𝑒1} = 𝐿(1).
We have minimal resolutions
0 → 𝑄1(0) → 𝑄1(1) → 𝑄1(0) → 𝐿(0) → 0,
0 → 𝑄1(0) → 𝑄1(1) → 𝐿(1) → 0.
This implies that Ext𝑖𝐶1(𝐿(𝑗),∆(𝑘)) = 0 for all 𝑖 ∈ {0, 1, 2} and 𝑗, 𝑘 ∈ {0, 1}, except
for the groups
Hom𝐶1(𝐿(1),∆(0)) = Hom𝐶1(𝐿(1),∆(1)) = Ext
1
𝐶1(𝐿(0),∆(1))
= Ext1𝐶1(𝐿(1),∆(0)) = Ext
2
𝐶1(𝐿(0),∆(0)) = 𝐾.
Since 𝐹 (𝐿(0)) = 0 and 𝐹 (𝐿(1)) ̸= 0, it follows that 𝐹 is only a (−1)-faithful cover.
However, the groups Ext𝑖𝐶1(𝐿(𝑗),∆(𝑘)) are zero, for all 𝑖 ∈ {0, 1, 2} and 𝑗, 𝑘 ∈ {0, 1},
except for the groups
Hom𝐶1(𝐿(−1), 𝑄1(1)) = Ext2𝐶1(𝐿(0), 𝑄1(0)) = 𝐾.
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This implies that 𝐹 is a highest weight cover. It is also easy to check directly that
Hom𝐶1(𝑄1(𝑖), 𝑄1(𝑗)) → Hom𝐾[𝜖]/(𝜖2)(𝐹 (𝑄1(𝑖)), 𝐹 (𝑄1(𝑗)))
is an isomorphisms for all 𝑖, 𝑗 ∈ {0, 1}.
More generally, if we consider 𝐶𝑑, with 𝑑 ≥ 1 and set ℓ = 𝑑− 1, then the algebra
𝐶𝑑 was described in the introduction, and
𝐵opℓ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝐾[𝜖]
(𝜖2) 𝐾 0 · · · 0
𝐾 𝐾[𝜖](𝜖2)
. . .
...
0
. . . . . . . . . 0
...
. . . . . . 𝐾
0 · · · 0 𝐾 𝐾[𝜖](𝜖2)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Example 5.42. Similarly, one can take 𝐴 = 𝐾[𝑥, 𝑦]/(𝑥3, 𝑦3), so that 𝑁 = 2. Again,
if we take 𝑑 = 𝑁 , then
𝑄2(0) = 𝐾[𝑥, 𝑦]/(𝑥
3, 𝑦3) , 𝑄2(1) = 𝐾[𝑥, 𝑦]/(𝑥
3, 𝑦2)[1] ,
𝑄2(2) = 𝐾[𝑥, 𝑦]/(𝑥
3, 𝑦)[2]
in 𝒢[2](𝐴). For each Hom-space Hom𝒢[2](𝐴)(𝑀,𝑁) a basis is given in the table below:
𝑀 ∖𝑁 𝑄2(2) 𝑄2(1) 𝑄2(0)
𝑄2(2) {𝑒2} {𝑦2} {𝑦1𝑦2}
𝑄2(1) {𝑥1} {𝑒1, 𝑦2𝑥1} {𝑦1, 𝑦1𝑦2𝑥1}
𝑄2(0) {𝑥1𝑥0} {𝑥0, 𝑦2𝑥1𝑥0} {𝑒0, 𝑦1𝑥0, 𝑦1𝑦2𝑥1𝑥0}
A basis of each projective is given as follows
𝑄2(0) = 𝐾{𝑒0, 𝑦1𝑥0, 𝑦1𝑦2𝑥1𝑥0, 𝑥0, 𝑦2𝑥1𝑥0, 𝑥1𝑥0},
𝑄2(1) = 𝐾{𝑦1, 𝑦1𝑦2𝑥1, 𝑒1, 𝑦2𝑥1, 𝑥1}, 𝑄(2) = 𝐾{𝑒2, 𝑦2, 𝑦1𝑦2}.
Therefore we get partial projective resolutions
0 → 𝑄2(1) 𝑥0−→ 𝑄2(0) → 𝐿(0) → 0,
0 → 𝑄2(2) 𝑥1−→ 𝑄2(1) 𝑦2−→ 𝑄2(2) → 𝐿(2) → 0,
· · · → 𝑄2(2)⊕𝑄2(1) 𝐷−→ 𝑄2(2)⊕𝑄2(0) (𝑥1,𝑦1)−→ 𝑄2(1) → 𝐿(1) → 0,
where
𝐷 =
(︂
0 𝑥1𝑥0
𝑦2 −𝑥0
)︂
.
From this information, it is easy to deduce that the algebra 𝐶2 is the quotient of
the quiver 𝑄, with vertices 𝑒0, 𝑒1 and 𝑒2 and arrows 𝑦2 : 𝑒2 → 𝑒1, 𝑦1 : 𝑒1 → 𝑒0,
𝑥0 : 𝑒0 → 𝑒1 and 𝑥1 : 𝑒1 → 𝑒2, by the relations
𝑥1𝑦2 = 0, 𝑦2𝑥1 = 𝑥0𝑦1.
Our convention is that 𝑦1𝑦2 is the non-zero path from 𝑒2 to 𝑒0. Thus, dim𝐶2 = 14.
As in the previous example, one can check using the above partial resolutions that
Ext𝑖𝐶2(𝐿(𝑗), 𝑄2(𝑘)) = 0
for 𝑖 ∈ {0, 1}, 𝑗 ∈ {1, 2} and 𝑘 ∈ {0, 1, 2}.
CORES OF GRADED ALGEBRAS WITH TRIANGULAR DECOMPOSITION 35
Appendix A. Cellularity via tilting objects
LetU𝑞 be the (Lusztig type) quantum enveloping algebra of a complex semisimple
Lie algebra with 𝑞 a root of unity2 in a field K of arbitrary characteristic. Andersen,
Stroppel, and Tubbenhauer have shown in [3] that if 𝑇 is a duality-stable tilting
object in the category of finite-dimensional modules of type 1 for U𝑞, then the
endomorphism algebra EndU𝑞 (𝑇 ) is cellular in the sense of Graham and Lehrer [24].
It is clear from the proofs in [3] and also from the comments [3, Remark 1.1 and
5.1.7] that this result actually holds for certain other examples of highest weight
categories. There is, however, a subtle limitation, as pointed out in loc. cit., namely
the reliance on the notion of weight spaces. This is in general—and in particular in
our context—not available in an arbitrary highest weight category. We will present
here a generalization of the result in [3] not relying on the notion of weight spaces.
The key ingredient is a modification of a specific construction in [3], see (19). We
also introduce an appropriate axiomatization of indecomposable tilting objects that
works in more general highest weight categories, see Assumption A.5. We drop
the assumption on the existence of a duality on the category. In this more general
setting, we show that one still gets a standard datum, in the sense of Du–Rui [17]
(see Definition 4.3), on the endomorphism algebra.
We will specify our setup by the three assumptions A.1, A.3, and A.5 below. In
Remark A.6 we argue that all these assumptions hold in the split quasi-hereditary
case, i.e., in the case where we have finitely many simple objects and these are all
absolutely simple. Note that our object of interest, the graded module category 𝒢(𝐴)
of an algebra with a triangular decomposition, does not belong to this class but still
satisfies all these assumptions if 𝐴 is self-injective.
Assumption A.1 (Highest weight category). We assume that 𝐾 is a field and
that 𝒞 is a 𝐾-linear abelian finite-length category whose (possibly infinite) set of
isomorphism classes of simple objects is indexed by Λ, and which is with respect to
an interval-finite partial order ≤ on Λ both a highest weight category with standard
objects ∆(𝜆) and a highest weight category with costandard objects ∇(𝜆).
We note that 𝒞 is Hom-finite and Ext1-finite by [13, Lemma 3.2(c)]. We denote
by 𝐿(𝜆) the (simple) head of ∆(𝜆), which is also isomorphic to the socle of ∇(𝜆).
Assumption A.2 (Ext-vanishing). We assume that for any 𝜆, 𝜇 ∈ Λ and any
0 ≤ 𝑖 ≤ 2 we have
Ext𝑖𝒞(∆(𝜆),∇(𝜇)) =
{︂
𝐾 if 𝑖 = 0 and 𝜆 = 𝜇 ,
0 else .
We denote by 𝒞Δ, respectively 𝒞∇, the full subcategories of objects admitting
a standard, respectively a costandard, filtration, defined exactly as in [7, §4.2] in
our special setting. As in [7, §4.2] the Ext-vanishing assumption implies that for
𝑀 ∈ 𝒞Δ and 𝑁 ∈ 𝒞∇ we have
(17)
[𝑀 : ∆(𝜆)] = dim𝐾 Hom𝒞(𝑀,∇(𝜆)) and [𝑁 : ∇(𝜆)] = dim𝐾 Hom𝒞(∆(𝜆), 𝑁)
for the multiplicities of standard, respectively costandard, objects in 𝑀 , respectively
in 𝑁 . We denote by 𝒞𝑡 := 𝒞Δ ∩ 𝒞∇ the full subcategory of tilting objects, i.e., of
objects admitting both a standard and a costandard filtration.
2For technical reasons, it is assumed that 𝑞 is of odd order which is additionally assumed to be
prime to 3 for type 𝐺2.
36 GWYN BELLAMY AND ULRICH THIEL
Lemma A.3. The following holds for 𝑀 ∈ 𝒞:
(a) 𝑀 ∈ 𝒞Δ if and only if Ext1𝒞(𝑀,∇(𝜆)) = 0 for all 𝜆 ∈ Λ.
(b) 𝑀 ∈ 𝒞∇ if and only if Ext1𝒞(∆(𝜆),𝑀) = 0 for all 𝜆 ∈ Λ.
Proof. We just show the first assertion of the lemma, the second is proven similarly.
Assumption A.2 immediately implies that if 𝑀 ∈ 𝒞Δ, then Ext1𝒞(𝑀,∇(𝜆)) = 0 for
all 𝜆 ∈ Λ. The converse can be proven by exactly the same arguments as in [2,
Proposition 3.5] but we will include the details here to show where Assumption
A.2 is used. Let 𝒳 be the class of all objects 𝑀 ∈ 𝒞 satisfying Ext1𝒞(𝑀,∇(𝜆)) = 0
for all 𝜆 ∈ Λ. Let 𝑀 ∈ 𝒳 . Since 𝑀 has only finitely many composition factors,
we can find 𝜆 ∈ Λ minimal with the property that Hom𝒞(𝑀,𝐿(𝜆)) ̸= 0. Let
𝜋 : ∆(𝜆) 𝐿(𝜆) be the projection. Note that due to the highest weight category
structure we have 𝜇 < 𝜆 for all composition factors 𝐿(𝜇) of Ker𝜋. We claim that
Ext1𝒞(𝑀,Ker𝜋) = 0. Suppose that Ext
1
𝒞(𝑀,Ker𝜋) ̸= 0. Then there must be a
composition factor 𝐿(𝜇) of Ker𝜋 such that Ext1𝒞(𝑀,𝐿(𝜇)) ̸= 0. From the exact
sequence 0 → 𝐿(𝜇) → ∇(𝜇) → ∇(𝜇)/𝐿(𝜇) → 0 we obtain the exact sequence
Hom𝒞(𝑀,∇(𝜇)/𝐿(𝜇)) → Ext1𝒞(𝑀,𝐿(𝜇)) → Ext1𝒞(𝑀,∇(𝜇)) = 0 .
Since Ext1𝒞(𝑀,𝐿(𝜇)) ̸= 0, we must have Hom𝒞(𝑀,∇(𝜇)/𝐿(𝜇)) ̸= 0, so there is a
non-zero morphism 𝜙 : 𝑀 → ∇(𝜇)/𝐿(𝜇). We can now find a constituent 𝐿(𝜈) of
Im𝜙 and a non-zero morphism Im𝜙→ 𝐿(𝜈). Again by the highest weight category
structure we have 𝜈 < 𝜇. By composition we obtain a non-zero morphism 𝑀 → 𝐿(𝜈).
Since 𝜈 < 𝜇 < 𝜆, this contradicts the minimality of 𝜆. Hence, we have shown that
Ext1𝒞(𝑀,Ker𝜋) = 0. If we now choose a non-zero 𝜙 ∈ Hom𝒞(𝑀,𝐿(𝜆)), then there
is 𝜙 ∈ Hom𝒞(𝑀,∆(𝜆)) with 𝜋 ∘ 𝜙 = 𝜙. Since 𝜋 is essential and 𝜙 is surjective, also
𝜙 is surjective. From the exact sequence 0 → Ker𝜙→𝑀 → ∆(𝜆) → 0 we obtain
0 = Ext1𝒞(𝑀,∇(𝜇)) ← Ext1𝒞(Ker𝜙,∇(𝜇)) ← Ext2𝒞(∆(𝜆),∇(𝜇)) = 0 ,
so Ker𝜙 ∈ 𝒳 . We can now argue by induction on the length of 𝑀 ∈ 𝒳 that
all objects in 𝒳 admit a standard filtration. Namely, let 𝑀 ∈ 𝒳 be of minimal
length. Then, since Ker𝜙 ∈ 𝒳 , we must have Ker𝜙 = 0, so 𝑀 ≃ ∆(𝜆), showing
that 𝑀 admits a standard filtration. If 𝑀 has arbitrary length, we know that
𝑀/Ker𝜙 ≃ ∆(𝜆) and by induction that Ker𝜙 admits a standard filtration, so 𝑀
also admits a standard filtration. 
Lemma A.4. The following holds:
(a) If 𝑇 ∈ 𝒞, then 𝑇 ∈ 𝒞𝑡 if and only if Ext1𝒞(𝑇,∇(𝜆)) = 0 = Ext1𝒞(∆(𝜆), 𝑇 ) for
all 𝜆 ∈ Λ.
(b) 𝒞𝑡 is closed under direct sums and under direct summands in 𝒞.
(c) 𝒞𝑡 is a Krull–Schmidt category.
Proof. The first assertion is just Lemma A.3. Part (a) clearly implies part (b) since
Ext1𝒞 is a bi-additive functor. Since 𝒞 is abelian of finite length, it is Krull–Schmidt
by [31, Theorem 5.5]. Hence, 𝒞𝑡 is also Krull–Schmidt by part (b). 
Since 𝒞𝑡 is Krull–Schmidt, every tilting object is a finite direct sum of indecom-
posable tilting objects, the decomposition being unique up to permutation and
isomorphism of the summands. We will now assume an additional property about
these indecomposable tilting objects. For this we use the notion of a highest weight
as introduced in [7, Definition 4.6] (the definition clearly works for arbitrary highest
weight categories).
Assumption A.5 (Tilting objects). We assume:
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(a) For any 𝜆 ∈ Λ there is an indecomposable tilting object 𝑇 (𝜆) ∈ 𝒞𝑡 such that:
(1) 𝑇 (𝜆) has highest weight 𝜆,
(2) there is a monomorphism ∆(𝜆) →˓ 𝑇 (𝜆),
(3) there is an epimorphism 𝑇 (𝜆) ∇(𝜆).
(b) The map 𝜆 ↦→ 𝑇 (𝜆) is a bijection between Λ and the set of isomorphism
classes of indecomposable tilting objects of 𝒞.
Remark A.6. Suppose that 𝒞 is a 𝐾-linear abelian finite-length category with a finite
set Λ of isomorphism classes of simple objects which is a highest weight category
with costandard objects with respect to some partial order on Λ as defined in [13]
such that furthermore all simple objects are absolutely simple, i.e., End𝒞(𝑆) = 𝐾 for
all simple objects 𝑆 of 𝒞. Then all our assumptions are indeed satisfied. First of all,
it is shown in [14, §1A] that 𝒞 is already a highest weight category with standard
objects for the same partial ordering on Λ, hence our first assumption about 𝒞
holds. In the proof of [13, Theorem 3.11] it is shown that the Ext-vanishing property
holds (for this we need the assumption that all simple objects are absolutely simple).
Finally, it is a result by Ringel [39, Proposition 2] that our assumption about tilting
objects holds.
Lemma A.7. The following holds:
(a) If Hom𝒞(∆(𝜆), 𝑇 (𝜇)) ̸= 0, then 𝜆 ≤ 𝜇. Moreover, Hom𝒞(∆(𝜆), 𝑇 (𝜆)) ≃ 𝐾,
so the embedding ∆(𝜆) →˓ 𝑇 (𝜆) is unique up to scalars.
(b) If Hom𝒞(𝑇 (𝜇),∇(𝜆)) ̸= 0, then 𝜆 ≤ 𝜇. Moreover, Hom𝒞(𝑇 (𝜆),∇(𝜆)) ≃ 𝐾,
so the projection 𝑇 (𝜆) ∆(𝜆) is unique up to scalars.
(c) The composition ∆(𝜆) →˓ 𝑇 (𝜆) ∇(𝜆) is non-zero.
Proof. Let 𝜙 : ∆(𝜆) → 𝑇 (𝜇) be a non-zero morphism. This induces an isomorphism
∆(𝜆)/Ker𝜙 ≃ Im𝜙. Since 𝜙 is non-zero, we have Ker𝜙 ( ∆(𝜆), so Ker𝜙 ⊆
Rad ∆(𝜆), implying that [∆(𝜆)/Ker𝜙 : 𝐿(𝜆)] ̸= 0. Hence, [𝑇 (𝜇) : 𝐿(𝜆)] ̸= 0, so
𝜆 ≤ 𝜇 since 𝑇 (𝜇) has highest weight 𝜇. Choose an embedding 𝑖 : ∆(𝜆) →˓ 𝑇 (𝜆) and
let 𝑞 : 𝑇 (𝜆) 𝑇 (𝜆)/∆(𝜆) be the quotient map, where we identify ∆(𝜆) with Im 𝑖.
We thus have an exact sequence
0 ∆(𝜆) 𝑇 (𝜆) 𝑇 (𝜆)/∆(𝜆) 0 .𝑖
𝑞
Applying Hom𝒞(∆(𝜆),−) yields an exact sequence
0 Hom𝒞(∆(𝜆),∆(𝜆)) Hom𝒞(∆(𝜆), 𝑇 (𝜆)) Hom𝒞(∆(𝜆), 𝑇 (𝜆)/∆(𝜆))
Ext1𝒞(∆(𝜆),∆(𝜆)) .
From [7, Corollary 4.16], which is true for any highest weight category, we con-
clude that Ext1𝒞(∆(𝜆),∆(𝜆)) = 0, so Hom𝒞(∆(𝜆), 𝑇 (𝜆)/∆(𝜆)) is the image of
Hom𝒞(∆(𝜆), 𝑇 (𝜆)) under composition with 𝑞. But it is clear that this image is equal
to zero, so the above sequence yields
Hom𝒞(∆(𝜆), 𝑇 (𝜆)) ≃ Hom𝒞(∆(𝜆),∆(𝜆)) ≃ 𝐾 ,
where we use [7, Corollary 4.17] (which is again true in any highest weight category
in which all simple objects are absolutely simple). Part (b) is proven similarly.
Finally, suppose that 𝑖 : ∆(𝜆) →˓ 𝑇 (𝜆) is an embedding and 𝜋 : 𝑇 (𝜆)  ∇(𝜆) is
a projection such that the composition is zero. Then Im 𝑖 ⊆ Ker𝜋, so we get a
non-zero epimorphism 𝑇 (𝜆)/∆(𝜆) ∇(𝜆). Since 𝐿(𝜆) is a constituent of ∆(𝜆) and
of ∇(𝜆), we deduce that [𝑇 (𝜆) : 𝐿(𝜆)] ≥ 2. This is not possible since 𝑇 (𝜆) has
highest weight 𝜆, so [𝑇 (𝜆) : 𝐿(𝜆)] = 1. 
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Now, we dive into the theory of Andersen, Stroppel, and Tubbenhauer [3]. Let us
choose for any 𝜆 ∈ Λ a non-zero morphism
(18) 𝑐𝜆 : ∆(𝜆) → ∇(𝜆) .
By the Ext-vanishing assumption, this is unique up to scalar. By Lemma A.7 we
can choose an embedding 𝑖𝜆 : ∆(𝜆) →˓ 𝑇 (𝜆) and a projection 𝜋𝜆 : 𝑇 (𝜆) ∇(𝜆) so
that we get a factorization
𝑐𝜆 = 𝜋𝜆 ∘ 𝑖𝜆 .
Lemma A.8. Let 𝜆 ∈ Λ. The following holds:
(a) Let𝑀 ∈ 𝒞Δ. Then any morphism 𝑓 : 𝑀 → ∇(𝜆) factors through a morphism
𝑓 : 𝑀 → 𝑇 (𝜆), i.e., the diagram
𝑀 𝑇 (𝜆)
∇(𝜆)
𝑓
𝑓 𝜋
𝜆
commutes.
(b) Let 𝑁 ∈ 𝒞∇. Then any morphism 𝑔 : ∆(𝜆) → 𝑁 extends to a morphism
𝑔 : 𝑇 (𝜆) → 𝑁 , i.e., the diagram
𝑇 (𝜆) 𝑁
∆(𝜆)
𝑔
𝑖𝜆 𝑔
commutes.
Proof. We just consider the first statement, the second is dual. Since ∇(𝜆) occurs at
the top of a costandard filtration of 𝑇 (𝜆), it is clear that Ker𝜋𝜆 has a costandard
filtration and so it follows from Lemma A.3 that Ext1𝒞(𝑀,Ker𝜋𝜆) = 0 since 𝑀 has
a standard filtration. Applying Hom𝒞(𝑀,−) to the exact sequence 0 → Ker𝜋𝜆 →
𝑇 (𝜆)
𝜋𝜆→ ∇(𝜆) → 0 proves the claim. 
In the following we let𝑀 ∈ 𝒞Δ and 𝑁 ∈ 𝒞∇. For a𝐾-basis 𝐹𝜆𝑀 of Hom𝒞(𝑀,∇(𝜆))
and a choice of lift 𝑓 as in Lemma A.8 for every 𝑓 ∈ 𝐹𝜆𝑀 we set
𝐹𝜆𝑀 := {𝑓 | 𝑓 ∈ 𝐹𝜆𝑀} ⊆ Hom𝒞(𝑀,𝑇 (𝜆)) .
Similarly, for a 𝐾-basis 𝐺𝜆𝑁 of Hom𝒞(∆(𝜆), 𝑁) and a choice of lifts 𝑔 we set
?ˆ?𝜆𝑁 := {𝑔 | 𝑔 ∈ 𝐺𝜆𝑁} ⊆ Hom𝒞(𝑇 (𝜆), 𝑁) .
Note that the lifts, and thus the subsets 𝐹𝜆𝑀 and ?ˆ?
𝜆
𝑁 , are not unique. For any such
choice we define the subset
?ˆ?𝜆𝑁𝐹
𝜆
𝑀 := {𝑔 ∘ 𝑓 | 𝑔 ∈ ?ˆ?𝜆𝑁 , 𝑓 ∈ 𝐹𝜆𝑀} ⊆ Hom𝒞(𝑀,𝑁) .
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The elements of this subset can be illustrated by the commutative diagram
∆(𝜆)
𝑀 𝑇 (𝜆) 𝑁
∇(𝜆)
𝑖𝜆
𝑔
𝑓
𝑓
𝑔
𝜋𝜆
Let
?ˆ?𝑁𝐹𝑀 :=
⋃︁
𝜆∈Λ
?ˆ?𝜆𝑁𝐹
𝜆
𝑀 .
Our aim, following [3], is to show:
Theorem A.9. Independently of all choices the set ?ˆ?𝑁𝐹𝑀 is a 𝐾-vector space
basis of Hom𝒞(𝑀,𝑁).
The proof of the above theorem, which is [3, Theorem 4.1], needs some preparation
and some modifications to make it work in our setting. The key point is the
independence of the choice of bases and lifts. This is where [3] begin to use weight
spaces. Their idea is to use the filtration of the Hom-spaces given by restrictions
of morphisms to weight spaces, with [3, Lemma 4.5] and [3, Lemma 4.6] being the
central ingredients. We will give an alternative proof of this fact, not relying on the
notion of weight spaces. This is based on the following minor modification of the
constructions in [3]. For 𝜆 ∈ Λ and 𝜙 ∈ Hom𝒞(𝑀,𝑁), instead of letting 𝜙𝜆 be the
restriction of 𝜙 to the 𝜆-weight space as in [3], we define
(19) 𝜙𝜆 := [Im𝜙 : 𝐿(𝜆)] ∈ N .
The following set can then be defined similarly as in [3]:
Hom𝒞(𝑀,𝑁)≤𝜆 := {𝜙 ∈ Hom𝒞(𝑀,𝑁) | 𝜙𝜇 = 0 unless 𝜇 ≤ 𝜆} .
Lemma A.10. The set Hom𝒞(𝑀,𝑁)≤𝜆 is a sub vector space of Hom𝒞(𝑀,𝑁).
Proof. Let 𝜑, 𝜓 ∈ Hom𝒞(𝑀,𝑁)≤𝜆. Since Im𝜑, Im𝜓, Im(𝜑 + 𝜓) ⊆ Im𝜑 + Im𝜓, we
have
(𝜑 + 𝜓)𝜇 = [Im(𝜑 + 𝜓) : 𝐿(𝜇)] ≤ [Im𝜑 : 𝐿(𝜇)] + [Im𝜓 : 𝐿(𝜇)] = 𝜑𝜇 + 𝜓𝜇 .
If 𝜇 ̸≤ 𝜆, then 𝜑𝜇 = 0 = 𝜓𝜇 since 𝜑, 𝜓 ∈ Hom𝒞(𝑀,𝑁)≤𝜆. Hence (𝜑 + 𝜓)𝜇 = 0,
implying that 𝜑 + 𝜓 ∈ Hom𝒞(𝑀,𝑁)≤𝜆. 
Lemma A.11. If 𝑓, 𝑔 ∈ Hom𝒞(𝑀,𝑁) and 𝑓𝜆 = 0, then (𝑓 + 𝑔)𝜆 = 𝑔𝜆.
Proof. Let 𝑓 + 𝑔 : 𝑀 → 𝑁/ Im(𝑓) and 𝑔 : 𝑀 → 𝑁/ Im(𝑓) be the map induced by
𝑓 + 𝑔 and 𝑔, respectively. Clearly, 𝑓 + 𝑔 = 𝑔. Since 0 = 𝑓𝜆 = [Im(𝑓) : 𝐿(𝜆)], we have
(𝑓 + 𝑔)𝜆 = (𝑓 + 𝑔)𝜆 = 𝑔𝜆 = 𝑔𝜆. 
The following lemma contains the key ingredients for the proof of Theorem A.9.
The three statements are essentially [3, Proposition 4.4], [3, Lemma 4.5], and [3,
Lemma 4.6]. The most crucial is the second one which is a sufficient version of [3,
Lemma 4.5] that we can prove in our setting.
Lemma A.12. Let 𝐹𝜆𝑀 and 𝐹
𝜆
𝑀 be arbitrary for all 𝜆 ∈ Λ. There is a choice of
𝐺𝜆𝑁 and ?ˆ?
𝜆
𝑁 for all 𝜆 ∈ Λ satisfying the following properties:
(a) ?ˆ?𝑁𝐹𝑀 is a 𝐾-basis of Hom𝒞(𝑀,𝑁).
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(b) If 𝜑 is a non-zero element of the 𝐾-span ⟨?ˆ?𝜆𝑁𝐹𝜆𝑀 ⟩𝐾 of ?ˆ?𝜆𝑁𝐹𝜆𝑀 , then 𝜑𝜆 is
non-zero.
(c) The set (?ˆ?𝑁𝐹𝑀 )≤𝜆 :=
⋃︀
𝜇≤𝜆 ?ˆ?
𝜇
𝑁𝐹
𝜇
𝑀 is a 𝐾-basis of Hom𝒞(𝑀,𝑁)
≤𝜆.
Proof. We will show parts (a) and (b) by induction on the length of a costandard
filtration of 𝑁 . So, assume that 𝑁 = ∇(𝜇). We choose bases and lifts as in (a). First,
we argue that ?ˆ?𝜆𝑁𝐹
𝜆
𝑀 = ∅ if 𝜆 ̸= 𝜇. By definition, an element 𝜑 of ?ˆ?𝜆𝑁𝐹𝜆𝑀 factorizes
as 𝜑 = 𝑔𝑓 for some 𝑓 ∈ 𝐹𝜆𝑀 and 𝑔 ∈ ?ˆ?𝜆𝑁 . Moreover, 𝑔 is a lift of a morphism
𝑔 ∈ Hom𝒞(∆(𝜆),∇(𝜇)). Because of Assumption A.2 we have Hom𝒞(∆(𝜆),∇(𝜇)) = 0
whenever 𝜆 ̸= 𝜇. Hence, if 𝜆 ̸= 𝜇, then 𝐺𝜆𝑁 = ∅, thus ?ˆ?𝜆𝑁 = ∅ and ?ˆ?𝜆𝑁𝐹𝜆𝑀 = ∅.
Consequently, if 𝜑 ∈ ⟨?ˆ?𝜆𝑁𝐹𝜆𝑀 ⟩𝐾 is non-zero, we must have 𝜆 = 𝜇. In this case, 𝜑 is
a non-zero morphism 𝑀 → ∇(𝜆) = 𝑁 . The image is a non-zero submodule of ∇(𝜆),
thus contains Soc∇(𝜆) = 𝐿(𝜆), hence 𝜑𝜆 ̸= 0.
Now, let 𝑁 be arbitrary with costandard filtration 0 = 𝑁0 ⊂ 𝑁1 ⊂ . . . ⊂ 𝑁𝑘−1 ⊂
𝑁𝑘 = 𝑁 . Let 𝜇 ∈ Λ with 𝑁𝑘/𝑁𝑘−1 ≃ ∇(𝜇). Applying Hom𝒞(𝑀,−) to the exact
sequence
0 → 𝑁𝑘−1 → 𝑁 𝜋→ ∇(𝜇) → 0
yields the exact sequence
(20) 0 → Hom𝒞(𝑀,𝑁𝑘−1) inc→ Hom𝒞(𝑀,𝑁) → Hom𝒞(𝑀,∇(𝜇)) → 0 ,
the exactness on the right hand side following from the fact that𝑀 ∈ 𝒞Δ,𝑁𝑘−1 ∈ 𝒞∇,
and Assumption A.2. By the induction assumption, we can choose a lift ?ˆ?𝑁𝑘−1
such that the basis ?ˆ?𝑁𝑘−1𝐹𝑀 of Hom𝒞(𝑀,𝑁𝑘−1) satisfies both (a) and (b). We will
argue as in the second half of the proof of [3, Proposition 4.4] that we can choose a
suitable lift ?ˆ?𝑁 such that the basis ?ˆ?𝑁𝐹𝑀 =
⋃︀
𝜆∈Λ ?ˆ?
𝜆
𝑁𝐹
𝜆
𝑀 of Hom𝒞(𝑀,𝑁) satisfies
(b). The choice of lift of ?ˆ?𝜆𝑁 will depend on whether 𝜆 ̸= 𝜇 or 𝜆 = 𝜇. If 𝜆 ̸= 𝜇,
we set 𝐺𝜆𝑁 := inc
(︁
𝐺𝜆𝑁𝑘−1
)︁
and ?ˆ?𝜆𝑁 := inc
(︁
?ˆ?𝜆𝑁𝑘−1
)︁
. If 𝜆 = 𝜇, then inc
(︁
𝐺𝜆𝑁𝑘−1
)︁
is still linearly independent but since [𝑁 : ∇(𝜆)] = [𝑁𝑘−1 : ∇(𝜆)] + 1, we have
dim𝐾 Hom𝒞(∆(𝜆), 𝑁) = dim𝐾 Hom𝒞(∆(𝜆), 𝑁𝑘−1) + 1, so we need one more basis
element. As argued in the proof of [3, Proposition 4.4] we can choose 𝑔𝜆 : ∆(𝜆) → 𝑁
such that 𝜋∘𝑔𝜆 = 𝑐𝜆, where 𝑐𝜆 is as in (18). Then the set inc(𝐺𝜆𝑁𝑘−1)∪{𝑔𝜆} is a basis
of Hom𝒞(∆(𝜆), 𝑁). Let 𝑔𝜆 : 𝑇 (𝜆) → 𝑁 be any lift and set ?ˆ?𝜆𝑁 := inc(?ˆ?𝜆𝑁𝑘−1)∪{𝑔𝜆}.
With these definitions of ?ˆ?𝜆𝑁 it follows from the proof of [3, Proposition 4.4] that
?ˆ?𝑁𝐹𝑀 is a basis of Hom𝒞(𝑀,𝑁), so (a) holds.
We argue that this basis satisfies (b). Let 𝜑 ∈ ⟨?ˆ?𝜆𝑁𝐹𝜆𝑀 ⟩𝐾 be non-zero. First, as-
sume that 𝜆 ̸= 𝜇. Then, by definition of ?ˆ?𝜆𝑁𝐹𝜆𝑀 , there is a non-zero 𝜑 ∈ ⟨?ˆ?𝜆𝑁𝑘−1𝐹𝜆𝑀 ⟩𝐾
with 𝜑 = inc(𝜑). By the induction hypothesis, we have 𝜑𝜆 ̸= 0. Since 𝑁𝑘−1 → 𝑁 is
an embedding, it follows that 𝜑𝜆 ≥ 𝜑𝜆, and 𝜑𝜆 ̸= 0 as claimed. Now, assume that
𝜆 = 𝜇. By definition of ?ˆ?𝜆𝑁 we can write 𝜑 = inc(̃︀𝜑) + 𝜑′, where ̃︀𝜑 ∈ ⟨?ˆ?𝜆𝑁𝑘−1𝐹𝜆𝑀 ⟩𝐾
and 𝜑′ ∈ ⟨𝑔𝜆𝐹𝜆𝑀 ⟩𝐾 . First, assume that 𝜑′ ̸= 0. Because of the exact sequence (20)
we have 𝜋 ∘ 𝜑′ ̸= 0. This is a morphism 𝑀 → ∇(𝜆), and since it is non-zero, we
have (𝜋 ∘ 𝜑′)𝜆 ̸= 0. Since 𝜋 ∘ inc(̃︀𝜑) = 0, we have 𝜋 ∘ 𝜑 = 𝜋 ∘ 𝜑′. Thus (𝜋 ∘ 𝜑)𝜆 ̸= 0,
implying that 𝜑𝜆 ̸= 0 too. On the other hand, if 𝜑′ = 0, we must have ̃︀𝜑 ̸= 0 and
the same argument, as above, shows that 𝜑𝜆 ̸= 0.
Let us now choose bases and lifts satisfying (a) and (b). As in [3] we write 𝐹𝜆𝑀 =
{𝑓𝜆𝑗 | 𝑗 ∈J 𝜆} and 𝐺𝜆𝑁 = {𝑔𝜆𝑖 | 𝑖 ∈ I 𝜆}. Let 𝑐𝜆𝑖𝑗 := 𝑔𝜆𝑖 𝑓𝜆𝑗 ∈ ?ˆ?𝜆𝑁𝐹𝜆𝑀 . If (𝑐𝜇𝑖𝑗)𝜈 ̸= 0,
then by definition [Im 𝑐𝜇𝑖𝑗 : 𝐿(𝜈)] ̸= 0. This implies in particular that [𝑔𝜇𝑖 : 𝐿(𝜈)] ̸= 0.
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Recall that 𝑔𝜇𝑖 is a morphism 𝑇 (𝜇) → 𝑁 . Since 𝑇 (𝜇) has highest weight 𝜇, we
conclude that 𝜈 ≤ 𝜇. In other words, (𝑐𝜇𝑖𝑗)𝜈 = 0 unless 𝜈 ≤ 𝜇. Moreover, as 0 ̸= 𝑐𝜇𝑖𝑗 ∈
?ˆ?𝜇𝑁𝐹
𝜇
𝑀 , we know from (b) that (𝑐
𝜇
𝑖𝑗)𝜇 ̸= 0. Hence, 𝑐𝜇𝑖𝑗 ∈ Hom𝒞(𝑀,𝑁)≤𝜆 if and only if
𝜇 ≤ 𝜆. In particular, ⟨(?ˆ?𝑁𝐹𝑀 )≤𝜆⟩𝐾 ⊆ Hom𝒞(𝑀,𝑁)≤𝜆. By assumption (?ˆ?𝑁𝐹𝑀 )≤𝜆
is linearly independent, so we just need to show that it spans Hom𝒞(𝑀,𝑁)≤𝜆. Let
𝜑 ∈ Hom𝒞(𝑀,𝑁)≤𝜆 be non-zero. Since ?ˆ?𝑁𝐹𝑀 is a basis of Hom𝒞(𝑀,𝑁), we can
write
𝜑 =
∑︁
𝜇∈Λ
𝑖∈I 𝜇, 𝑗∈J 𝜇
𝑎𝜇𝑖𝑗𝑐
𝜇
𝑖𝑗
with certain 𝑎𝜇𝑖𝑗 ∈ 𝐾, not all zero. Choose 𝜇 ∈ Λ maximal with the property that
𝑎𝜇𝑖𝑗 ̸= 0 for some 𝑖 ∈ I 𝜇 and 𝑗 ∈J 𝜇. Let
𝜑𝜇 :=
∑︁
𝑖∈I 𝜇,𝑗∈J 𝜇
𝑎𝜇𝑖𝑗𝑐
𝜇
𝑖𝑗 and 𝜑
̸=𝜇 :=
∑︁
𝜈 ̸=𝜇
𝑖∈I 𝜈 ,𝑗∈J 𝜈
𝑎𝜈𝑖𝑗𝑐
𝜈
𝑖𝑗 ,
so 𝜑 = 𝜑𝜇 + 𝜑 ̸=𝜇. Note that 𝜑𝜇 ∈ ⟨?ˆ?𝜇𝑁𝐹𝜇𝑀 ⟩𝐾 is non-zero. Hence, we know from (b)
that (𝜑𝜇)𝜇 ̸= 0. Moreover, the maximality of 𝜇 and the arguments above show that
(𝜑 ̸=𝜇)𝜇 = 0. Hence, 𝜑𝜇 = (𝜑𝜇 + 𝜑 ̸=𝜇)𝜇 = (𝜑𝜇)𝜇 ̸= 0 by Lemma A.11. By definition
of Hom𝒞(𝑀,𝑁)≤𝜆, this implies 𝜇 ≤ 𝜆. Hence, by what we have said above, we have
𝑐𝜇𝑖𝑗 ∈ Hom𝒞(𝑀,𝑁)≤𝜆 for all 𝑖, 𝑗. In total, this shows that 𝜑 ∈ ⟨(?ˆ?𝑁𝐹𝑀 )≤𝜆⟩𝐾 . 
Proof of Theorem A.9. Using Proposition A.12(c), which is [3, Lemma 4.6], the
statement can now be proven by the exact same arguments as in [3, Lemma 4.7]
and [3, Lemma 4.8]. 
For a tilting object 𝑇 ∈ 𝒞 let us define
𝒫𝑇 := {𝜆 ∈ Λ | 𝐺𝜆𝑇𝐹𝜆𝑇 ̸= ∅} = {𝜆 ∈ Λ | [𝑇 : ∆(𝜆)] ̸= 0 and [𝑇 : ∇(𝜆)] ̸= 0} .
We equip this set with the partial order ≤ from Λ. Set
𝐸𝑇 := End𝒞(𝑇 ) .
The exact same arguments as given in the proof of [3, Theorem 4.11] now show
the following main theorem (for the definitions of a standard datum and a cellular
datum see §4).
Theorem A.13. For any tilting object 𝑇 ∈ 𝒞 the 𝐾-algebra 𝐸𝑇 admits a standard
datum over the poset 𝒫𝑇 with standard basis ?ˆ?𝑇𝐹𝑇 . If moreover 𝒞 is equipped with a
duality D such that D(𝑇 ) ≃ 𝑇 , this standard datum together with the anti-involution
on 𝐸𝑇 induced by D is cellular, so 𝐸𝑇 is a cellular algebra. 
Generalizing the cell modules defined by Graham–Lehrer [24, Definition 2.1],
Du–Rui [17, Definition 2.1.2] define (cellular) standard and costandard modules
attached to any 𝜆 ∈ 𝒫𝑇 . Though related, these should not be confused with the
standard and costandard modules in the highest weight category 𝒞. The (cellular)
standard module ∆𝑇 (𝜆) attached to 𝜆 ∈ 𝒫𝑇 is a left 𝐸𝑇 -module defined using the
the coefficients for left multiplication appearing in the definition of a standard
datum. Similarly, the (cellular) costandard module ∇𝑇 (𝜆) is a left 𝐸𝑇 -module which
is the dual of an analogous right module defined using right multiplication. In the
terminology of Graham–Lehrer the left 𝐸𝑇 -module ∆𝑇 (𝜆) is the left cell module
attached to 𝜆 and the dual of ∇𝑇 (𝜆), a right 𝐸𝑇 -module, is the right cell module
(or dual cell module) attached to 𝜆.
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The arguments in [3, §4.1] show that we have
∆𝑇 (𝜆) ≃ Hom𝒞(∆(𝜆), 𝑇 ) and ∇𝑇 (𝜆)* ≃ Hom𝒞(𝑇,∇(𝜆)) .
This is due to the particular form of the standard basis and shows that these modules
do not depend on the choice of the bases 𝐹𝜆 and 𝐺𝜆. Generalizing the construction
of Graham–Lehrer, Du–Rui [17, 2.3] define for any 𝜆 ∈ 𝒫𝑇 a bilinear pairing 𝛽𝜆
between ∆𝑇 (𝜆) and ∇𝑇 (𝜆)*. It then follows from [17, Theorem 2.4.1] that the subset
𝒫𝑇 := {𝜆 ∈ 𝒫𝑇 | 𝛽𝜆 ̸= 0} ⊆ 𝒫𝑇
classifies the simple 𝐸𝑇 -modules: the cellular standard module ∆𝑇 (𝜆) has simple
head 𝐿𝑇 (𝜆) if and only if 𝛽𝜆 ̸= 0, and 𝜆 ↦→ 𝐿𝑇 (𝜆) is a bijection between 𝒫𝑇 and
the set of isomorphism classes of simple left 𝐸𝑇 -modules.
As shown in [17, Definition 1.2.1], the opposite algebra 𝐸op𝑇 is naturally equipped
with a standard datum, the opposite standard datum, which has the same indexing
poset 𝒫𝑇 and flipped basis parts. The standard and costandard modules for this
standard datum are then given by
(21)
∆op𝑇 (𝜆) = ∇𝑇 (𝜆)* = Hom𝒞(𝑇,∇(𝜆)) and ∇op𝑇 (𝜆) = ∆𝑇 (𝜆)* = Hom𝒞(∆(𝜆), 𝑇 )* ,
respectively.
The arguments by Andersen–Stroppel–Tubbenhauer [3, §4, Theorem 4.12, Theo-
rem 4.13] can be used word-for-word to prove the following two theorems:
Theorem A.14. If 𝜆 ∈ 𝒫𝑇 , then dim𝐿𝑇 (𝜆) = [𝑇 : 𝑇 (𝜆)], the multiplicity of 𝑇 (𝜆)
in 𝑇 .
Theorem A.15. The algebra 𝐸𝑇 is semisimple if and only if 𝑇 ∈ 𝒞 is semisimple.
Appendix B. A relative Morita theorem
We state and prove a relative Morita theorem, since it is used several times in
the article, and is not quite the usual setting one finds in the literature.
Let 𝑋 be a set. We say that 𝐸 is an 𝑋-algebra if it is a 𝐾-algebra (not necessarily
with unit) and there are idempotents {𝑒𝜆 | 𝜆 ∈ 𝑋} in 𝐸 such that
𝐸 =
⨁︁
𝜆,𝜇∈𝑋
𝑒𝜆𝐸𝑒𝜇.
We say that an 𝐸-module 𝑀 is unital if it admits a weight decomposition 𝑀 =⨁︀
𝜆∈𝑋 𝑒𝜆𝑀 . Let 𝐸-mod denote the category of finite-dimensional unital left 𝐸-
modules.
Let 𝒜 be a 𝐾-linear Artinian category with finite dimensional hom spaces and
enough projectives. Choose 𝑋 ⊂ Irr𝒜 and let ℬ be the Serre subcategory of 𝒜
generated by Irr𝒜 r 𝑋. Let 𝜋 : 𝒜 → 𝒜/ℬ be the quotient map, and 𝑃 (𝜆) the
projective cover of 𝜆 ∈ Irr𝒜 in 𝒜. The following is a consequence of [13, Theorem
3.5], but we include a proof for completeness.
Lemma B.1. For each 𝜆 ∈ 𝑋, the object 𝑄(𝜆) := 𝜋(𝑃 (𝜆)) is the projective cover
of 𝜋(𝜆) in 𝒜/ℬ. In particular, 𝒜/ℬ has enough projectives.
Proof. We begin by showing that 𝜋(𝑃 (𝜆)) is projective in 𝒜/ℬ. Let 0 → 𝑈 → 𝑉 →
𝑊 → 0 be a short exact sequence in 𝒜/ℬ. By [18, Corollary 15.8], there exists a
short exact sequence 0 → 𝑈 ′ → 𝑉 ′ →𝑊 ′ → 0 in 𝒜 whose image under the quotient
functor is 0 → 𝑈 → 𝑉 →𝑊 → 0. We get a short exact sequence
0 → Hom𝒜(𝜋(𝑃 (𝜆)), 𝑈) → Hom𝒜(𝜋(𝑃 (𝜆)), 𝑉 ′) → Hom𝒜(𝜋(𝑃 (𝜆)),𝑊 ′) → 0
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and it suffices to show that the quotient functor identifies the Hom𝒜(𝜋(𝑃 (𝜆)), 𝑈 ′)
with Hom𝒜/ℬ(𝜋(𝑃 (𝜆)), 𝑈). Since the head 𝜋(𝜆) of 𝜋(𝑃 (𝜆)) is non-zero in 𝒜/ℬ,
Hom𝒜/ℬ(𝜋(𝑃 (𝜆)), 𝑈) = lim
𝑈 ′′∈ℬ
Hom𝒜(𝜋(𝑃 (𝜆)), 𝑈 ′/𝑈 ′′).
Since 𝜋(𝑃 (𝜆)) is projective, the map Hom𝒜(𝜋(𝑃 (𝜆)), 𝑈 ′) → Hom𝒜/ℬ(𝜋(𝑃 (𝜆)), 𝑈)
is surjective. If it were not injective then there would exist a non-zero morphism
𝜑 in Hom𝒜(𝜋(𝑃 (𝜆)), 𝑈 ′) whose image is in ℬ. But 𝜆 does not belong to ℬ, so this
cannot happen. 
We drop 𝜋 from the notation and write 𝜆 for the image of 𝜆 in 𝒜/ℬ. Let
𝐸 =
⎛⎝ ⨁︁
𝜆,𝜇∈𝑋
Hom𝒜/ℬ(𝑄(𝜆), 𝑄(𝜇))
⎞⎠op ,
=
⎛⎝ ⨁︁
𝜆,𝜇∈𝑋
Hom𝒜(𝑃 (𝜆), 𝑃 (𝜇))
⎞⎠op .
Then 𝐸 is an 𝑋-algebra with 𝑒𝜆 the identity in Hom𝒜/ℬ(𝑄(𝜆), 𝑄(𝜆)).
Lemma B.2. For each 𝜆 ∈ 𝑋, the canonical map
⨁︁
𝜇∈𝑋
𝑄(𝜇)⊗𝐸
⎛⎝⨁︁
𝜌∈𝑋
Hom𝒜/ℬ(𝑄(𝜌), 𝑄(𝜆))
⎞⎠→ 𝑄(𝜆)
is an isomorphism in 𝒜/ℬ.
Proof. Let 𝑋1 = {𝜌 ∈ 𝑋 | [𝑄(𝜆) : 𝜌] ̸= 0} and let 𝑋2 = {𝜇 ∈ 𝑋 | [𝑄(𝜌) : 𝜇] ̸=
0 for some 𝜌 ∈ 𝑋1}. Then both 𝑋1 and 𝑋2 are finite sets and
𝑄 :=
⨁︁
𝜇∈𝑋
𝑄(𝜇)⊗𝐸
⎛⎝⨁︁
𝜌∈𝑋
Hom𝒜/ℬ(𝑄(𝜌), 𝑄(𝜆))
⎞⎠
=
⨁︁
𝜇∈𝑋2
𝑄(𝜇)⊗𝐸
⎛⎝⨁︁
𝜌∈𝑋1
Hom𝒜/ℬ(𝑄(𝜌), 𝑄(𝜆))
⎞⎠ .
By Yoneda’s lemma, the morphism will be an isomorphism if and only if the map
Hom𝒜/ℬ(𝑄,𝑀) → Hom𝒜/ℬ(𝑄(𝜆),𝑀) is an isomorphism for all 𝑀 . By induction
on the length of 𝑀 , we may assume that 𝑀 is simple. Since 𝑄(𝜇) is the projective
cover of 𝜋(𝜇) in 𝒜/ℬ, the statement is clear in this case. 
Theorem B.3. The functor 𝐹 : 𝒜/ℬ → 𝐸-mod,
𝐹 (𝑀) =
⨁︁
𝜆∈𝑋
Hom𝒜/ℬ(𝑄(𝜆),𝑀)
is an equivalence, with quasi-inverse
𝑁 ↦→
⨁︁
𝜆∈𝑋
𝑄(𝜆)⊗𝐸 𝑁 ≃
⨁︁
𝜆∈𝑋
Hom𝐸(𝑄(𝜆), 𝑁).
Proof. To prove that 𝐹 is an equivalence with quasi-inverse 𝐺 :=
⨁︀
𝜆∈𝑋 𝑄(𝜆)⊗𝐸 −,
it suffices to show that 𝐹 is essentially surjective and fully faithful. Since 𝐺 is left
adjoint to 𝐹 , we have a unit 𝜂 : 1 → 𝐹 ∘𝐺 and counit 𝜖 : 𝐺 ∘ 𝐹 → 1. We first show
that 𝜖 is an isomorphism. By Lemma B.2, it is an isomorphism on all projective
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modules in 𝒜/ℬ. Next fix a presentation ⨁︀𝑖𝑄(𝜆𝑖) →⨁︀𝑗 𝑄(𝜇𝑗) →𝑀 → 0, where
both sums are finite. Then we have a commutative diagram
𝐺 ∘ 𝐹 (⨁︀𝑖𝑄(𝜆𝑖)) 𝐺 ∘ 𝐹 (︁⨁︀𝑗 𝑄(𝜇𝑗))︁ 𝐺 ∘ 𝐹 (𝑀) 0
⨁︀
𝑖𝑄(𝜆𝑖)
⨁︀
𝑗 𝑄(𝜇𝑗) 𝑀 0
≀ ≀ 𝜖
which implies that 𝜖 : 𝐺 ∘ 𝐹 (𝑀) → 𝑀 is an isomorphism. We can use this to
prove that 𝐹 is fully faithful. Let 𝑀1,𝑀2 ∈ 𝒜/ℬ. Then we wish to show that
𝐹1,2 : Hom𝒜/ℬ(𝑀1,𝑀2) → Hom𝐸(𝐹 (𝑀1), 𝐹 (𝑀2)) is an isomorphism. But the
composite
Hom𝒜/ℬ(𝑀1,𝑀2)
𝐹1,2−→ Hom𝐸(𝐹 (𝑀1), 𝐹 (𝑀2)) → Hom𝒜/ℬ(𝐺 ∘ 𝐹 (𝑀1),𝑀2)
𝜖−→ Hom𝒜/ℬ(𝑀1,𝑀2)
is the identity on Hom𝒜/ℬ(𝑀1,𝑀2), and all arrows except the first are isomorphisms.
Thus, 𝐹1,2 is an isomorphism.
Finally, we just need to show that 𝐹 is essentially surjective. First we note that
for a fixed 𝜇 ∈ 𝑋, there are only finitely many 𝜆 ∈ 𝑋 such that 𝑒𝜆𝐸𝑒𝜇 ̸= 0. This
follows from the fact that 𝑒𝜆𝐸𝑒𝜇 = Hom𝒜/ℬ(𝑄(𝜆), 𝑄(𝜇)) and 𝑄(𝜇) has finite length.
Therefore 𝐸𝑒𝜇 is finite dimensional and each 𝐾 ∈ 𝐸-mod admits a presentation⨁︀
𝑖𝐸𝑒𝜆𝑖 →
⨁︀
𝑗 𝐸𝑒𝜇𝑗 → 𝐾 → 0, with both sums being finite. Since tensoring is right
exact, we have an exact sequence⨁︁
𝑖
𝑄(𝜆𝑖) →
⨁︁
𝑗
𝑄(𝜇𝑗) →
⨁︁
𝜆
𝑄(𝜆)⊗𝐸 𝐾 → 0
and applying the exact functor 𝐹 , we get a commutative diagram⨁︀
𝑖𝐸𝑒𝜆𝑖
⨁︀
𝑗 𝐸𝑒𝜇𝑗 𝑁 0
𝐺 ∘ 𝐹 (⨁︀𝑖𝐸𝑒𝜆𝑖) 𝐺 ∘ 𝐹 (︁⨁︀𝑗 𝐸𝑒𝜇𝑗)︁ 𝐺 ∘ 𝐹 (𝑁) 0
≀ ≀ 𝜂
with exact rows. This implies that 𝜂 : 𝑁 → 𝐹 ∘𝐺(𝑁) is an isomorphism and that
𝐹 is essentially surjective. 
Let
𝑅 =
⎛⎝ ⨁︁
𝜇,𝜌∈Irr𝒜
Hom𝒜(𝑃 (𝜇), 𝑃 (𝜌))
⎞⎠op ,
an Irr𝒜-algebra such that the category of finite-dimensional unital 𝑅-modules is
equivalent to 𝒜.
Lemma B.4. For each 𝑀 ∈ 𝒜, the canonical morphism⨁︁
𝜆∈𝑋
𝜇∈Irr𝒜
Hom𝒜(𝑃 (𝜆), 𝑃 (𝜇))⊗𝑅 𝑀 → 𝜋(𝑀)
is an isomorphism of 𝐸-modules.
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Proof. It suffices to check that the morphism is well-defined. But this follows, as in
the proof of Proposition B.5, from the fact that there are finitely many 𝜇1, . . . , 𝜇ℓ
such that Hom𝒜(𝑃 (𝜌),𝑀) = 0 for all 𝜌 ∈ Irr𝒜 r {𝜇1, . . . , 𝜇ℓ} and finitely many
𝜆1, . . . , 𝜆𝑘 such that Hom𝒜(𝑃 (𝜆), 𝑃 (𝜇𝑖)) = 0 for all 𝜆 ∈ 𝑋 r {𝜆1, . . . , 𝜆𝑘}. 
Proposition B.5. The quotient functor 𝜋 admits both a left adjoint 𝜋* and a right
adjoint 𝜋!, given by
𝜋*(𝑁) =
⨁︁
𝜆∈𝑋
𝑃 (𝜆)⊗𝐸 𝑁, 𝜋!(𝑁) =
⨁︁
𝜆∈𝑋
𝜇∈Irr𝒜
Hom𝐸(Hom𝒜(𝑃 (𝜆), 𝑃 (𝜇)), 𝑁).
Proof. By Theorem B.3, we can identify 𝒜/ℬ with 𝐸-mod such that
𝜋(𝑀) =
⨁︁
𝜆∈𝑋
Hom𝒜(𝑃 (𝜆),𝑀).
First we note that for 𝑀 ∈ 𝒜 and 𝑁 ∈ 𝐸-mod, there are finitely many 𝜆1, . . . , 𝜆𝑘
such that
𝑒𝜇 ·𝑁 = 0, and Hom𝒜(𝑃 (𝜇),𝑀) = 0 ∀ 𝜇 ∈ 𝑋 r {𝜆1, . . . , 𝜆𝑘}.
Then
𝜋*(𝑁) =
𝑘⨁︁
𝑖=1
𝑃 (𝜆𝑖)⊗𝐸 𝑁, 𝜋(𝑀) =
𝑘⨁︁
𝑖=1
Hom𝒜(𝑃 (𝜆𝑖),𝑀),
and hence
Hom𝒜(𝜋*(𝑁),𝑀) = Hom𝒜
(︃
𝑘⨁︁
𝑖=1
𝑃 (𝜆𝑖)⊗𝐸 𝑁,𝑀
)︃
= Hom𝐸
(︃
𝑁,
𝑘⨁︁
𝑖=1
Hom𝒜(𝑃 (𝜆𝑖),𝑀)
)︃
= Hom𝐸(𝑁, 𝜋(𝑀)).
Similarly, there are only finitely many 𝜇1, . . . , 𝜇ℓ ∈ Irr𝒜 such that
𝑘⨁︁
𝑖=1
⨁︁
𝜇∈Irr𝒜
Hom𝒜(𝑃 (𝜆𝑖), 𝑃 (𝜇)) =
𝑘⨁︁
𝑖=1
ℓ⨁︁
𝑗=1
Hom𝒜(𝑃 (𝜆𝑖), 𝑃 (𝜇𝑗)).
Therefore, then
Hom𝒜(𝑀,𝜋!(𝑁)) = Hom𝒜(𝑀,
⨁︁
𝑖,𝑗
Hom𝐸(Hom𝒜(𝑃 (𝜆𝑖), 𝑃 (𝜇𝑗)), 𝑁))
= Hom𝐸(
⨁︁
𝑖,𝑗
Hom𝒜(𝑃 (𝜆𝑖), 𝑃 (𝜇𝑗))⊗𝑅 𝑀,𝑁)
= Hom𝐸(𝜋(𝑀), 𝑁),
where we have used Lemma B.4 in the final equality. 
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