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Human activity follows an approximately 24-hour day-night cycle, but there is significant indi-
vidual variation in awake and sleep times. Individuals with circadian rhythms at the extremes can
be categorized into two chronotypes: “larks”, those who wake up and go to sleep early, and “owls”,
those who stay up and wake up late. It is well established that a person’s chronotype can affect
their activities and health. However, less is known on the effects of chronotypes on the social be-
havior, even though it is evident that social interactions require coordinated timings. To study how
chronotypes relate to social behavior, we use data collected using a smartphone app on a population
of more than seven hundred volunteer students to simultaneously determine their chronotypes and
social network structure. We find that owls maintain larger personal networks, albeit with less time
spent per contact. On average, owls are more central in the social network of students than larks,
frequently occupying the dense core of the network. Owls also display strong homophily, as seen in
an unexpectedly large number of social ties connecting owls to owls.
I. INTRODUCTION
Life on Earth follows a circadian rhythm [1–4]. This
circadian pattern includes human activities and sleep,
with rhythms reflected at the psychological, physiolog-
ical, and biochemical levels [5, 6]. Even though all hu-
mans are diurnal and endogenously controlled by an in-
ternal circadian clock, there are individual differences in
how the internal clock is synced with the environment’s
daily rhythm [7, 8]. These differences can be classified
with three chronotypes [9]. At the two extremes are the
morning-active people (“larks”) and the evening-active
people (“owls”), and the rest fall in the intermediate cat-
egory whose rhythms do not deviate much from the pop-
ulation average (note that there are no absolute criteria
for any given chronotype). It has been shown that a per-
son’s chronotype can change over the course of her life,
but it is fairly stable within time periods of the order of
a few years [10].
In the past two decades there has been a lot of inter-
est in the epidemiology of chronotypes [11] in terms of
e.g. age, gender, personality, income, or health risks [9,
12, 13]. Chronotypes have been argued to correlate with
certain personal or behavioral traits; these include so-
ciosexual orientation [14], personality (see, e.g., [9]),
academic performance [15], body mass index [16, 17],
physical and mental health [13, 18–20], and how people
make use of their time [21]. However, even though it is
known that circadian rhythms and chronotypes have an
important social component, there has been less empha-
sis on the sociology of chronotypes, that is, how different
chronotypes relate to the structure of social systems. It is
known that social cues are important zeitgebers (“time-
givers”), affecting the phases of circadian rhythms [11];
further, social interactions require some level of synchro-
nization of activities. Therefore, it is reasonable to ex-
pect that chronotypes and social network structure are
somehow correlated.
In this paper, we set out to explore the relationship
between chronotypes and social networks. In particu-
lar, we have two hypotheses i) social ties display chrono-
type homophily, where ties are more frequent between
individuals of the same chronotype, and that ii) different
chronotypes inhabit different positions in social networks.
The first hypothesis follows from the need to synchro-
nize social interactions, and the second one results from
the first when viewed from the whole network’s point of
view. To make progress, we take advantage of a sub-
set (about 700 individuals) of a rich dataset of digital
activity amongst nearly 1000 students, collected for over
more than a year at the Technical University of Denmark
(DTU). This set of data allows us to simultaneously as-
sess the chronotypes of each student and reconstruct the
structure of their social network. In this experiment, par-
ticipants were equipped with identical smartphones and
they volunteered to install an app that collected, among
other things, detailed communication metadata as well
as times of the phone screen turning on and off. See Ma-
terials and Methods for details and Ref. [22] for a full
description of the experiment and all recorded data.
Mobile phones have become an important part of
most people’s daily lives, and they are commonly used
throughout the day. We take advantage of this fact in
order to identify chronotypes. Rather than using one
of the common questionnaires for identifying chrono-
types [23, 24] that may suffer from recall bias, we iden-
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FIG. 1. The chronotypes of participants are determined by computing the average hourly frequencies of the ‘screen-on’ events
of their mobile phones for the first four weekdays. Each participant’s pattern is compared to the population average (solid
gray line). For chronotype identification, the gray and yellow time ranges are used. If a participant has above-average levels of
activity (plus sign) in the night-time gray time range and below-average levels of activity (minus sign) in the yellow morning
time range, she is categorized as an evening-active owl (panel A). Participants of the opposite pattern (below-average night-time
activity and above-average morning activity) are categorized as morning-active larks. For details, see Materials and Methods.
tify chronotypes based on phone usage. Our chronotype
identification is based on data on the times when the par-
ticipants’ smartphone screens have been switched on (see
Materials and Methods for details), using these events as
a proxy of a person’s activity level. Even though these
data do not fully account for a person’s activity, the fre-
quency of screen-on events is seen to follow a typical
24h cycle where longer periods of inactivity coincide with
nights. Because there are clear and persistent individual
differences in the levels of early-morning or late-night ac-
tivity, we use them as a way to assess the chronotypes of
individuals [25, 26].
In order to reconstruct social networks, we use data on
calls and text messages between the study participants,
constructing a network where two participants i and j are
linked if there is at least one call or text message from
i to j and vice versa. For calculating the total personal
network size of each participant, we also use calls and
texts to (anonymized) persons outside the study cohort.
We find that chronotypes correlate with indicators of
social behavior. Evening-active owls have larger personal
networks than morning-active larks, albeit with less fre-
quent contacts to each network member. From the per-
spective of the participants’ entire social network, this
translates to owls being more central than larks. They
also display clear homophily with higher-than-randomly-
expected numbers of ties connecting owls to owls. Sur-
prisingly, this homophily is not visible in the case of larks.
RESULTS
A. Screen-on events can be used for chronotype
assessment
We use time-stamped data on ‘screen-on’ events from
the smartphone data-collection apps to assign a behav-
ioral chronotype to each participant. Whenever the par-
ticipant uses the smartphone, from making a call to
checking the time, the phone’s screen is turned on, and
the data-collection app records the time of this event. We
use the frequency of these events as a statistical proxy
for the daily activity rhythm of the participant, since
frequent screen-on events provide information that the
participant is awake, and night-time event frequencies
are typically low or zero. To form an overview of the
daily activity patterns of participants, we aggregate the
screen-on event frequencies in hourly time bins for the
four weekdays from Monday to Thursday for each of the
N = 222 participants who used their phones actively dur-
ing our observation period (see Methods for details). A
population-level average rhythm is computed for refer-
ence.
Figure 1 displays the screen-on daily rhythms of two
study participants (upper and lower panels), together
with the population average. The phase of the daily pat-
tern of the participant in panel A is consistently shifted
towards the night, while the participant of panel B dis-
plays a pattern whose phase is shifted towards morning.
These phase shifts are captured by the event frequencies
in the early morning hours (5 AM to 7 AM) and late
hours of the day (midnight to 2 AM); ‘larks’ are asso-
ciated with above-average morning activity and below-
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FIG. 2. Chronotypes and their behavioral differences. Panel
A) displays the criteria for labeling participants as night-
active owls (blue) and morning-active larks (red). x- and
y-axes represent the difference between morning patterns and
evening patterns of each individual’s activity compared to the
population average activity rhythm, respectively. Panels B,
C, D: Average personal network size, average duration of out-
going calls, and average tie strength as measured by commu-
nication frequency, for the three different chronotypes.
average night-time activity, and the opposite holds for
‘owls’ (see Methods for details). On this basis, 20% of
the participants (N = 44) are labeled as larks, 20% as
owls (N = 44), and the rest as intermediate (N = 134);
the exact criteria have been set for obtaining these per-
centages (Methods). See panel A in Figure 2.
B. Owls have larger personal networks than larks
We first construct the personal networks of all partici-
pant based on both call and text data, using each (hashed
and anonymized) phone number the participants call or
text or get calls or texts from as a proxy of a social rela-
tionship. In this network, each individual is a node and
communication events (calls and text messages) between
people are the links. The degree of a node (personal net-
work size) is the total number of people in contact with
that node, while the strength is the number of times that
a link is activated (total number of interactions between
two nodes). When constructing the personal network
of each individual, we consider outgoing and incoming
calls and text messages to and from any phone number,
not only those belonging to other study participants (see
Methods). In addition to personal network membership,
we count the total number of calls and texts with each
contact, as well as the total call duration. We then study
the properties of the personal networks of individuals of
each chronotype separately.
Figure 2B displays the average personal network sizes
for students of each chronotype. It is evident that owls
have personal networks that are much larger than those
of larks, with the intermediate chronotype positioned
in between (owls: network size k = 35.0 ± 2.3, larks:
k = 31.7 ± 1.8, intermediate k = 27.7 ± 2.0). When
the average call durations and total frequencies of calls
or texts per social contact are considered, an opposite
trend becomes visible (Fig. 2 C and D): owls make the
shortest calls on average and their communication fre-
quency per social tie is the lowest as compared to the
intermediate chronotype and in particular to larks. This
reflects a known sub-linear scaling between node degree
and strength in social networks (see, e.g., [27]); the larger
the number of relationships, the less time is available for
each of them.
C. Owls are more central than larks in the social
network of participants
In order to study the network centrality of each partic-
ipant, we constructed the social network of participating
students, so that two individuals i and j are connected
with an unweighted link if there are either calls or text
messages from i to j and from j to i (see Methods for
details). This network consists of N = 734 participants;
out of these, 222 had enough screen-on events to be as-
signed a chronotype (for filtering criteria, see Methods).
We then computed the values of various network cen-
trality measures for all individuals within each of the
three chronotypes. The chosen measures were i) between-
ness centrality, measuring the number of shortest paths
through a network node, ii) closeness centrality, quantify-
ing the inverted average geodesic distance to other nodes,
iii) eigenvector centrality, reflecting the level of connec-
tivity to high-centrality nodes in an iterative fashion, and
iv) core number, indicating membership in a core where
all nodes are linked to other member nodes with at least
k links.
These four centrality measures are displayed in Fig. 3
(panels A-D), together with a visualization of the net-
work (panel E). There is an increasing trend in centrality
from larks to owls for all centrality measures; the network
visualization also clearly shows that owls (blue) are more
frequently located in central parts of the network than
larks (red).
D. Owls display strong homophily, whereas larks
do not
On the basis of the student network, we computed
the number of links Ec between individuals of each
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FIG. 3. Chronotypes are associated with network centrality such that individuals of the N chronotype are on average more
central. Panels A-D: network centrality measures (betweenness centrality, closeness centrality, eigenvector centrality, and core
number) for the three chronotypes. In all cases, values for the owl chronotype are the highest. Panel E: a network visualization
of the social network of participants. Individuals of the owl (lark) chronotype are displayed as blue (red). The rest are gray.
For blue and red nodes, the size is determined by core number. Nodes of the owl chronotype are more frequent in the central
core of the network.
chronotype c and the corresponding subnetwork edge
density ρc = 2Ec/ [Nc (Nc − 1)], where Nc is the num-
ber of individuals of each chronotype. These were com-
pared to reference values computed for the null hy-
pothesis where the existence of links is independent of
the chronotypes of the connected persons: Ec,ref =
ENc (Nc − 1) / [N (N − 1)], where E and N are the num-
ber of links and nodes in the whole network, respectively,
and ρc,ref = 2E/ [N (N − 1)].
As seen in Table. I, the numbers of links and the link
density between owls is far higher than randomly ex-
pected. This indicates strong homophily between owls.
For larks, no such effect is observed.
II. DISCUSSION
There are well-known differences between human
chronotypes that have been related to various personal
and behavioral traits. In this study, we have focused on
the social dimension of chronotypes, investigating how
the chronotypes are reflected in the social network struc-
ture and position in social networks. This study is made
possible by detailed behavioral data collected from vol-
unteer students with smartphone data-collection apps in
an experiment at the Technical University of Denmark.
We defined chronotypes using ‘screen-on’ event times and
constructed the social network of students using mutual
calls and text messages as proxies of social relationships.
Our results establish three findings: there are significant
differences in i) the personal network sizes of different
chronotypes, ii) the network position of different chrono-
types in terms of several network centrality measures that
all yield similar results, and iii) the level of homophily be-
tween members of the same chronotype, with an asym-
metry where evening-active owls display strong network
homophily whereas larks do not.
This is the first study to investigate the relationship
between chronotypes of individuals and the structure of
their social networks, even though the role of social zeit-
gebers [28] in synchronizing circadian rhythms is known
and it is evident that social activities require a common
understanding of their times. The closest results are re-
lated to correlations between the evening-active chrono-
type and extroversion (see [9] for a review). One might
reasonably expect that these correlations translate into
properties of personal networks such that owls maintain
larger communication networks. However, results from
past research do not all agree that this is the case.
Regarding our findings, it is well-known that the val-
ues of many network centrality measures correlate with
node degrees and therefore the differences in personal
network sizes are a contributing factor to the differences
in centralities. However, the strong level of homophily
between owls and the asymmetric absence of homophily
between larks is not directly explained by degrees or cen-
tralities. A possible candidate explanation is the need to
synchronize social activities, together with common so-
cial norms. Social gatherings, including student parties,
often take place in the late hours of the day. Because so-
cial ties are created and maintained in such events that
are more suitable for owls, it is perhaps not surprising
that there is a bias in favor of the evening-active chrono-
type. In contrast, early-morning social gatherings are
5TABLE I. Observed and expected numbers of links between members of the same chronotype and the respective network
densities. The expectations are calculated using the null hypothesis that chronotypes are randomly located in the network.
The Z-score measures how many standard deviations away the observed edge numbers are from the mean of the hypergeometric
distribution corresponding to the random null hypothesis.
Chronotype # of links E Expected # of links EH0 Subnetwork density ρ Expected density ρH0 Z-score
owls 52 6.5 0.055 0.007 17.9
intermediate 120 61.4 0.013 0.007 7.6
larks 5 6.5 0.007 0.005 -0.6
not common, and it is therefore possible that those with
a very early chronotype tend to spend more of their time
alone, and get to interact with fewer people.
Additionally, there is a possible connection between
chronotype-related homophily to social influence. It has
been shown in previous work that the evening-active
chronotype is more susceptible to disease and health
problems than the morning-active one [9, 16, 20]. Fur-
ther, it has been suggested in several papers that social
networks have an influence on health through social ties,
and that healthy or unhealthy behaviors spread on so-
cial networks [29–33]. At the same time, our result point
out that there is an increased number of social ties be-
tween individuals of the evening-active chronotype which
is more prone to disease; this would make it possible
that increased exposure to unhealthy behavioral patterns
of others of the same chronotype is a contributing fac-
tor. Whether these issues are related poses an interesting
problem for future research.
Regarding determining chronotypes, the most com-
mon way has been to use questionnaires.It has been sug-
gested that questions related to sleeping and waking up
habits can explain most of the variance in distinguishing
chronotypes [9]. This is the rationale behind our method:
screen-on events are used as proxy of activity, and early-
morning and night-time activity levels determine chrono-
type. The specific time intervals have been determined
from data as time ranges where population-level average
activity is only started to increase from very low val-
ues (mornings), or is about to cease for the night. We
have also taken into account differences between weekend
and weekday patterns, focusing on weekdays where the
students have approximately similar schedules; the liter-
ature suggests that especially owls develop a sleep deficit
during the week and their weekend patterns may differ
as they compensate for this deficit.
The data we use were not originally collected for de-
termining or studying the chronotypes of individuals. As
we used the data for this purpose retrospectively, there
is no way of validating the obtained chronotypes against
common methods such as questionnaires; this would re-
quire an experiment of its own. However, it is reasonable
to assume that if an individual in our data persistently
displays above-average levels of early-morning activity
and below-average levels of night-time activity, this pat-
tern would be captured by questionnaires developed for
assessing chronotypes, with a similar outcome. In gen-
eral, the possibility of retroactively determining people’s
chronotypes from time-stamped data recorded for other
purposes opens a lot of possibilities for research, espe-
cially together with our observations that chronotypes
are not independent of social network structure (or vice
versa): there are many datasets available to researchers
from time-stamped mobile telephone calls [34, 35] to
email records that allow for retrospectively determining
chronotype and reconstructing social networks [26].
III. MATERIALS ANS METHODS
A. Experimental data and its filtering
In this work, we used data from a large-scale data col-
lection study, in which 1000 identical mobile phones were
distributed among students at Technical University of
Denmark (DTU) in 2013. This data collection experi-
ment was designed to measure various aspects of social
behavior and human dynamics. In the study, smartphone
apps were used to collect data with high temporal res-
olution from various mobile phone sensors. These data
were augmented with additional questionnaires that all
students in the study filled out. The data collection con-
tinued for more than a year; all participants were, how-
ever, not active throughout the whole period. A detailed
description of this dataset, types of collected data, and
research envisioned by means of the dataset are described
in [22]. In the present paper, data from weeks 2 − 51 of
year 2014 are used. Weeks 1 and 52 are excluded, because
the former starts in the end of 2013 and the latter coin-
cides with end-of-the-year holidays, which may result in
untypical activity patterns. The number of participants
that used their phone during this year is N = 804. We
apply filters to the data to only include participants who
use their phone actively and exclude those who have very
little activity or are inactive for a part of the year. The
inclusion criteria were: 1) the participant should be ac-
tive on 80% of the days, 2) on every week included in the
study (weeks 2−51), the participant should at least have
280 screen-on and screen-off events. This means that the
phone screen should turn on at least 20 times per day on
average. After applying these filters, the total number
of participants included for further analysis is N = 222.
The data and the associated code used for this paper will
be made available to researchers upon request.
6B. Computing the activity patterns of students
For computing the activity patterns of individuals, one
week is divided to one-hour bins. As a result, we have
a total of 7 × 24 = 168 bins. For each of the 222 active
participants, we go through all screen-on events in the
selected study period and assign each event to one of the
bins. This way, all events for one person throughout the
year are aggregated. These aggregated counts are then
normalized so that their values sum to unity. This results
in a weekly activity pattern for each person.
C. Identifying chronotypes from activity patterns
Weekly activity patterns of individuals are used as the
basis of assessing chronotypes. Only weekdays from Mon-
day to Thursday were used in the analysis. The reason
for this is that the literature suggests that individuals
may have different behaviors during working days and
weekends, and the extent of these differences may vary
from one chronotype to another [36, 37].
We find the population’s average weekly pattern by
computing the average of the patterns of all 222 par-
ticipants. Then, for each person, their weekly pattern
is compared with the population average in the early
hours of the day (5 AM-7 AM) as well as the late hours
(midnight-2 AM). To label an individual as a lark, her
pattern should lie above the population average in the
early hours, and in addition, in the late hours the differ-
ence between the individual’s pattern and the population
average should be less than 0.0033. The same applies to
identifying owls: at late hours of the night, their pattern
should be above the population average and in the early
morning hours the difference of the individual’s rhythm
and the population average should be less than 0.002.
The numerical thresholds for the differences between ac-
tivity patterns are selected so that 20% of the population
is labeled as larks and 20% as owls. These percentages
have been chosen to match the literature [11, 38]. The
time intervals for early-morning and night-time hours
have been selected based on the times when the popu-
lation average rhythm falls at night and when it begins
to rise again in the morning.
D. Reconstructing the social network of students
Students in the study were all from the same univer-
sity and mostly began their studies at the same time.
To construct the students’ social network, all individu-
als in the study who had communication events during
the year 2014 were selected (N = 776). In panel E of
Fig. 3, the social links between students in the study is
depicted. Out of the 776 students in the network, 218
had an identified chronotype; 4 students with an iden-
tified chronotype were not part of the network because
they did not have any calls or text messages. For all
panels in Fig. 3, incoming and outgoing calls and text
messages were used. However, only those social ties were
included that were associated with at least one event in
both directions (incoming and outgoing), to assure that
a tie between two individuals is representative of a social
relationship.
The dataset also contains calls and text messages be-
tween study participants and people from outside the
study cohort. This makes it possible to build a more com-
prehensive picture of each individual’s personal network
based on communication events. For the 218 students
with known chronotypes, personal network are built from
all outgoing calls and texts. There are in a total of 13608
social links for the 218 students; again we only kept so-
cial links which were active at least once in each direction.
The properties of the personal network shown in Fig. 2
are based on outgoing communication only.
E. Centrality measures and k-shells
The notion of centrality of a network node can be de-
fined in several ways. In this work, different centrality
measures are used: betweenness centrality, eigenvector
centrality, and closeness centrality. Betweenness central-
ity is a proxy of the importance of flows in the network,
and it is defined on the basis of the number of shortest
paths that a node is a part of; the more shortest paths
go through a node, the higher its betweenness central-
ity. The betweenness centrality Cb(i) for node i can be
formulated as
Cb(i) =
∑
j<k
σjk(i)
σjk
,
where σjk accounts for the total number of shortest paths
from node j to node k and σjk(i) is the number of those
paths which go through node i.
Closeness centrality quantifies how far each node is
from all other nodes in the network. The closeness cen-
trality Cc(i) for node i is defined as
Cc(i) =
1
〈li〉 =
N − 1∑
i 6=j dij
,
where 〈li〉 is the average length of shortest paths of node
i to all other nodes in the network, dij is the shortest
path between nodes i and j, and N is the total number
of nodes in the network.
Eigenvector centrality is an iterative centrality mea-
sure that does not only depend on how well-connected
each node is, but also takes into account the centrality
of its neighbors, such that a node with a small num-
ber of central neighbors may outrank one with more less
central neighbors [39]. Therefore, it measures how well-
connected each node is to other well-connected nodes.
Formally, eigenvector centrality of a node is defined as
the corresponding element of the eigenvector of the net-
work’s adjacency matrix that corresponds to its largest
eigenvalue.
7The other measure we use is the core number which
is defined based on the concept of k-cores. k-cores are
maximal subgraphs in the network where all nodes are
connected to other nodes in the subgraph with at least k
links. For a node, the core number is the largest value of
k for k-cores that contains the node [40].
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