ABSTRACT. In a paper of Thuswaldner and Tichy, a version of Waring's problem with restrictions on the sum of digits was considered. This paper is devoted to a generalization of their result to arbitrary completely q-additive functions.
forms an asymptotic basis of order 2 k + 1, where s q (n) denotes the q-adic sum of digits. The sum of digits is the classical example of a q-additive function, i.e. There is no prime P | m i such that w i (0), . . . , w i (q i − 1) is an arithmetic progression modulo P and
Then if r(N ) is the number of representations of N in the form
there is a positive constant δ such that
The implied constant depends only on s, k and m i . S(N ) is the singular series for the classical Waring problem -it is an arithmetic function for which there exist positive constants 0 < c 1 < c 2 depending only on k and s such that c 1 < S(N ) < c 2 .
The proof will be essentially the same as in the paper of T h u s w a l d n e r and T i c h y , apart from some minor changes. It is based on the following correlational result generalizing [6 
holds with η > 0 depending on m, k and q.
The proof will be given in Section 3. Having proved this theorem, one can obtain the following result in literally the same way as in [6] and finally prove Theorem 2.1 by means of the circle method. The original version of the proof given in [6] was modified by P f e i f f e r and T h u s w a l d n e r in [5] -they used the results of F o r d [2] to improve the bound for s from 2 k to k 2 (log k + log log k+O (1)). Their proof can easily be adapted to the current problem. Note also that the results of this paper can be generalized to systems of congruences in just the same way as in the paper of P f e i f f e r and T h u s w a l d n e r .
Ì ÓÖ Ñ 2.3º Let k, m, h, q, N be positive integers with the same properties as in Theorem 2.2 and let v(n) be defined as before. Then the estimate
holds uniformly in θ ∈ [0, 1) with γ := η2 −(k+1) (η as in Theorem 2.2).
Proof of Theorem 2.2
First, let us repeat the basic definitions and lemmas of [6] :
. . , k} and M := {0, 1, . . . , k +1}, and define the class of functions F :
By F 0 and F 1 , we denote the special functions
Furthermore, the operator Ξ is defined by
The following result is easy to show:
Then . . .
The implied constant depends only on q and k. Here,
,
(which follows from the definition of Ξ) the identity
whenever n > 0. This yields
Applying this to Ψ and X in turn gives us the desired result.
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Next, we need some special values of α:
The proof is the same as in [6, Lemma 5.1]. Now, iterating Proposition 3.4 gives us (using the notation
where the implied constant depends on q, k and
2) and extract two summands from the above sum in analogy to [6] . Let P be a prime satisfying the conditions of Theorem In the first case, we let the first summand V 1 correspond to the selection
and let the second summand V 2 correspond to the same selection with i L−1 = (i 2 , 0). Then, using the same abbreviations as in [6] , we arrive at
and
Now, by Lemma 3.5,
Therefore,
, we are now able to apply the same argument as in [6] to prove a matrix inequality of the form
where B is a matrix whose row sums are ≤ q L(k+2) (1 − ε) for a certain ε > 0 depending on q, k and m. In the second case (i.e., P w(0) − w(q − 1) ), we may even use the same parameters as in [6] , and the argument stays the same. Iterating this matrix inequality and specializing f 1 = f 2 = F 0 then gives the estimate of Theorem 2.2. The O-term in (9) is of no harm since it can be included in the estimate (note also that it appears only if w(0) = 0).
Remark 1º
The crucial tool in the proof of T h u s w a l d n e r and T i c h y is the fact that the application of inequality (9) saves a factor of (1 − ε) from the trivial estimate. Now, let us consider arbitrary (not completely) q-additive functions, which can be written as
i.e. the weight depends on the position of a digit, too. Then, it is necessary that a "positive percentage" of the weights satisfies the condition of Theorem 2.2 so that the argument can still be applied. 
Final remarks and conclusion
Remark 2º First, we are going to explain why the condition posed on m i is also necessary. Suppose there is a P | m i such that w i (0), . . . , w i (q i − 1) is an arithmetic progression modulo P and w i (0) ≡ w i (q i − 1) mod P . Then either w i (0), . . . , w i (q − 1) is constant modulo P , which means that the congruence condition for v i is in fact a condition on the length of the q i -adic expansion, or
In that case, the condition
is a linear combination of the digit sum and length of n modulo P , and since also s q i (n) ≡ n mod P for all P | (q i − 1), it is in fact a linear combination of n and its length, so the restriction is actually equivalent to congruence restrictions on intervals of the form [q
In both cases, the asymptotics cannot hold any longer.
Remark 3º
Second, we discuss the size of the asymptotic order in the case k = 1 shortly. Theorem 2.1 (with the weaker estimate s > 2 k ) tells us that it must be either 2 or 3 in the case that the conditions of the theorem are satisfied. It seems to be a nontrivial problem to determine whether it is 2 or 3 given some function v. Note, however, that it must be 3 for the q-adic sum of digits in view of the integers of the form
If we write n K as the sum of two integers n 1 , n 2 with s q (n 1 ) ≡ s q (n 2 ) ≡ h mod m, there cannot be any carry, so we would have s q (n K ) = K(q − 1) ≡ 2h mod m, which is impossible for infinitely many values of K.
Note also that the set defined by v(n) ≡ h mod m can still be an asymptotic basis of N even if the conditions are violated. However, if we consider the q-adic length modulo m for instance, the order as an asymptotic basis might be as large as q m .
