Abstract. We study the variation of a smooth volume form along extremals of a variational problem with nonholonomic constraints and an action-like Lagrangian. We introduce a new invariant describing the interaction of the volume with the dynamics and we study its basic properties. We then show how this invariant, together with curvature-like invariants of the dynamics introduced in [4] , appear in the expansion of the volume at regular points of the exponential map. This generalizes the well-known expansion of the Riemannian volume in terms of Ricci curvature to a wide class of geometric structures, including all sub-Riemannian manifolds.
Introduction
One of the possible ways of introducing Ricci curvature in Riemannian geometry is by computing the variation of the Riemannian volume under the geodesic flow.
Given a point x on a Riemannian manifold (M, g) and a tangent unit vector v ∈ T x M , it is well-known that the asymptotic expansion of the Riemannian volume vol g in the direction of v depends on the Ricci curvature at x. More precisely, let us consider a geodesic γ(t) = exp x (tv) starting at x with initial tangent vector v. Then the volume element, that is written in coordinates as vol g = det g ij dx 1 . . . dx n , satisfies the following expansion for t → 0
where Ric g is the Ricci curvature tensor associated with g (see for instance [12, Chapter 3] or [20, Chapter 14] ).
The left hand side of (1) has a clear geometric interpretation. Indeed, fix an orthonormal basis e 1 , . . . , e n in T x M and let ∂ i | γ(t) := (d tv exp x )(e i ) = ∂ ∂s s=0 exp x (tv + se i ), 1 ≤ i ≤ n, be the image of e i through the differential of the Riemannian exponential map exp x : T x M → M at tv. Once we take a set of normal coordinates centered at x, the vector fields ∂ i are the coordinate Figure 1 . Volume distortion on a weighted Riemannian manifold with volume µ = e ψ vol g vector fields at γ(t). Then the left hand side of (1) measures the Riemannian volume of the parallelotope with edges ∂ i at the point γ(t), more explicitly
The purpose of this paper is to study the variation of a smooth volume form along extremals of a variational problem with nonholonomic constraints and an action-like Lagrangian. To this aim, let us first consider the case of a weighted Riemannian manifold (M, g, µ) endowed with a smooth volume µ = e ψ vol g , where ψ is a smooth function on M . Let exp x (t, v) denote the exponential map defined at time t starting from x, i.e., set exp x (t, v) := exp x (tv). Then (2) (d v exp x (t, ·)) (e i ) = ∂ ∂s s=0 exp x (t(v + se i )) = t ∂ i | γ(t) .
The volume of the parallelotope Q t with edges t ∂ i | γ(t) has the following expansion for t → 0,
µ (Q t ) = t n e ψ(γ(t)) 1 − 1 6 Ric
as a direct consequence of (1) (see also Figure 1 ). By writing ψ(γ(t)) = ψ(x) + t 0 g(∇ψ(γ(s)),γ(s)) ds we reduce the previous identity to tensorial quantities as follows (4) µ (Q t ) = c 0 t n e t 0 ρ(γ(s))ds 1 − 1 6
where we defined ρ(w) = g(∇ψ(x), w) for every w ∈ T x M and c 0 = e ψ(x0) . To understand the general case, it is convenient to reinterpret the last variation of volume from an Hamiltonian viewpoint. Indeed the Riemannian exponential map on M can be written in terms of the Hamiltonian flow associated with the smooth function H : T * M → R given in coordinates by
where g ij is the inverse matrix of the metric g. More geometrically, the Riemannian metric g induces a canonical linear isomorphism i : Denote now E i := i(e i ) the frame of cotangent vectors in T *
x M associated with the orthonormal frame {e i } n i=1 of T x M . Then, combining (2) and (5), we have t∂ i = (π • e t H ) * E i and the left hand side of (3) can be written as µ(Q t ) = µ γ(t) , (t∂ 1 , . . . , t∂ n ) = µ π(e t H (λ)) , (π • e t H ) * E 1 , . . . , (π • e t H ) * E n = (π • e t H ) * µ| λ , (E 1 , . . . , E n ) .
We stress that in the last formula E i , which is an element of T * x M is treated as a tangent vector to the fiber, i.e., an element of T λ (T * x M ) (see Figure 2) . Indeed the pull-back (π • e t H ) * µ defines an n-form on T * M , that has dimension 2n, and the quantity that we compute is the restriction of this form to the n-dimensional vertical space V λ ≃ T λ (T * x M ). To write a coordinate-independent formula, we compare this volume with the volume µ * λ defined naturally on the fiber V λ by the restriction of µ at x. Recall that given a smooth volume form µ on M its value µ x at a point is a nonzero element of the one-dimensional vector space Λ n (T x M ). We can associate with it the unique element µ * x in Λ n (T x M ) * = Λ n (T * x M ) satisfying µ * x (µ x ) = 1. This defines a volume form on the fiber T * x M . By the canonical identification T * x M ≃ T λ (T * x M ) of a vector space with its tangent space to a point, this induces a volume form µ * λ on V λ . With this interpretation, the Riemannian asymptotics (4) computes the asymptotics in t of (π • e t H ) * µ restricted to the fiber V λ , with respect to the volume µ * λ , i.e., The constant c 0 appearing in (4) is reabsorbed in the volume µ * λ .
Remark 1.1. As it follows from (6), the quantity ρ can be equivalently characterized as follows
where λ = i(v). The last formula inspires indeed the definition of ρ in the general case.
Identity (6) can be generalized to every Hamiltonian that is quadratic and convex on fibers, giving a suitable meaning to the terms in the right hand side. More precisely, we consider Hamiltonians H : T * M → R of the following form
where X 0 , X 1 , . . . , X k are smooth vector fields on M and Q is a smooth function. We assume that (H0) X 1 , . . . , X k are everywhere linearly independent, (H1) Lie{(ad
where (ad Y )X = [Y, X] and Lie F denotes the smallest Lie algebra containing a family of vector fields F . The Hamitonian (8) is naturally associated with the optimal control problem where the dynamics is affine in the control
and one wants to minimize a quadratic cost with potential (here x u denotes the solution of (9) associated with
We stress that when X 0 = 0, Q = 0 and k = n, the optimal control problem described above is the geodesic problem associated with the Riemannian metric defined by the orthonormal frame X 1 , . . . , X n on M and H is the corresponding Hamiltonian. The case X 0 = 0, Q = 0 and k < n includes the geodesic problem in sub-Riemannian geometry. Consider the projections on M of integral curves of the Hamiltonian vector field H in T * M . Under our assumptions, short pieces of these curves are minimizers for the optimal control problem (i.e., geodesics in the case of Riemannian or sub-Riemannian geometry). However, in general, not all minimizers can be obtained in this way. This is due to the possible presence of the so-called abnormal minimizers [15] . The projected trajectories, as solutions of an Hamiltonian system in T * M , are smooth and parametrized by the initial covector in the cotangent bundle. If the initial covector λ corresponds to an ample and equiregular trajectory (cf. Section 3 for precise definitions) then the exponential map π•e t H is a local diffeomorphism at λ and it is possible to compute the variation of a smooth volume µ under the exponential map, as in the Riemannian case.
Let us stress that in the Riemannian case all λ ∈ T * M satisfy these assumptions, while in the sub-Riemannian case one can prove that there exists a non-empty open and dense set of covectors A ⊂ T * M such that the corresponding geodesic is ample and equiregular (see Proposition 7.1). If the initial point x is fixed, then there exists a non empty Zariski open set of covectors in T * x M such that the corresponding geodesic is ample, but the existence of equiregular geodesics is not guaranteed. On the other hand, on any ample geodesic, there exists an open dense set of t such that the germ of the geodesic at γ(t) is equiregular (cf. Section 7).
The main result of this paper is the generalization of the asymptotics (6) to any flow arising from an Hamiltonian that is quadratic and convex on fibers, along any trajectory satisfying our regularity assumptions. In particular we give a geometric characterization of the terms appearing in the asymptotic expansion of a smooth volume µ under the Hamiltonian flow π • e t H and we interpret every coefficient as the generalization of the corresponding Riemannian element.
Fix x ∈ M and λ ∈ T * x M . Let γ(t) = π(e t H (λ)) be the associated geodesic on M and assume that it is ample and equiregular. With such a geodesic it is possible to associate an integer N (λ) which is defined through the structure of the Lie brackets of the controlled vector fields X 1 , . . . , X k along γ (cf. Definition 3.7). This is in an invariant that depends only on the Lie algebraic structure of the drift field X 0 and the distribution D = span{X 1 , . . . , X k } along the trajectory and not on the particular frame (that induces the metric) on D. The notation stresses that this integer can a priori depend on the trajectory.
The results obtained in [4, Section 6.5] imply that there exists C λ > 0 such that, for t → 0
Once the order of the asymptotics is determined, one can introduce the generalization of the measure invariant introduced in (7) as follows
In Section 6 we show an explicit formula to compute ρ, in terms of the symbol of the structure along the geodesic (cf. Definition 3.8) and we compute it explicitly for contact manifolds endowed with Popp's volume. The Riemannian Ricci tensor appearing in (6) is replaced by the trace of a curvature operator in the direction of λ. This curvature operator R λ : D x → D x , is a generalization of the sectional curvature and is defined in [4] for the wide class of geometric structures arising from affine control systems. In the Riemannian case R λ (w) = R g (w, v)v, where R g is the Riemann tensor associated with g, λ = i(v) and w ∈ D x = T x M . Notice that in this case tr R λ = Ricci g (v, v). All the geometric invariants are rational functions in the initial covector λ. The precise statement of our theorem reads as follows. Theorem 1.2. Let µ be a smooth volume form on M and γ(t) = π(λ(t)) = π(e t H (λ)) be an ample and equiregular trajectory, with λ ∈ T * x M . Then we have the following asymptotic expansion
where µ * λ is the canonical volume induced by µ on V λ ≃ T λ (T * x M ). Again let us stress that in this asymptotics the choice of the volume form µ affects only the function ρ. Indeed the constant C λ and the main order t N (λ) depend only on the Young diagram associated with the curve γ, while the term R λ (and actually the whole asymptotic expansion contained in the parentheses) depends only on the curvature like-invariants of the cost of the optimal control problem (9)-(10), i.e., on the Hamiltonian (8) .
In other words, the asymptotics (12) "isolates" the contribution given by the volume form with respect to the contribution given by the dynamics/geometry. 1.1. The invariant ρ in the Riemannian case. In the Riemannian case, for µ = e ψ vol g , one has ρ(v) = g(∇ψ, v) for every tangent vector v. If one writes explicitly the expansion of the exponential term in (6) at order 2 one finds, for γ(t) = exp x (tv)
In particular for X, Y vector fields on M
and if X 1 , . . . , X n is a local orthonormal basis for g we can compute the traces
in terms of an orthonormal frame X 1 , . . . , X n and the Christoffel symbols Γ k ij of the Levi-Civita connection.
1.2.
On the relation with measure contraction properties. Figure 3 gives another geometric explanation of the variation of the volume. Let Ω ⊂ T * x M be an infinitesimal neighborhood of λ and let Ω x,t := π • e t H (Ω) be its image on M with respect to the Hamiltonian flow. For every t the set Ω x,t ⊂ M is a neighborhood of γ(t). By construction
and (6) represents exactly the variation of the volume element along γ. Hence by integrating the asymptotic expansion (12) , under some uniformity assumption with respect to λ, one can compute the asymptotic expansion of measure of sets under geodesic contraction. This is strictly related to the so called measure contraction properties (MCP), where, roughly speaking, one wants to control the measure µ(Ω x,t ) of the geodesic contraction for every Borel set on M and every t ∈ [0, 1].
A natural conjecture is that bounding the corresponding invariants that give control on the asymptotic behavior at higher order, one could obtain indeed a global control.
1.3.
On the relation with the small time heat kernel asymptotics. The new invariant ρ introduced in this paper, together with the curvature-like invariants of the dynamics, characterize in the Riemannian case the small time heat kernel expansion on the diagonal associated with a weighted Laplacian ∆ µ = div µ ∇.
Indeed let us consider a weighted Riemannian manifold (M, g, µ) with µ = e ψ vol g , and denote by p µ (t, x, y) the fundamental solution of the heat equation ∂ t −∆ µ = 0 associated with ∆ µ . Recall that ∆ µ = ∆ g + g(∇ψ, ∇·), where ∆ g is the Laplace-Beltrami operator of (M, g). One has the following small time asymptotics (see for instance [11] )
for some c > 0. Hence the terms appearing in the heat kernel expansion are exactly the trace of the invariants that determine the expansion of the exponential in (6) at order 2.
As a natural conjecture we then expect that the same three coefficients describe the heat kernel small time asymptotics expansion also in the sub-Riemannian case. This conjecture is true in the 3D case with µ equal to Popp volume as it is proved by the results obtained in [6] , since on a 3D manifold with µ equal to Popp volume one has ρ = 0 (cf. Remark 7.8). See also [7, 17] for some results about small time heat kernel expansion for Hörmander operators with drift.
1.4. Structure of the paper. In Section 2 we describe the general setting, and in Section 3 and 4 we introduce some preliminaries. Section 5 is devoted to the definition of the main invariant ρ and its properties, while in Section 6 we give a formula that permits to compute it. Section 7 specifies the construction to sub-Riemannian case. Finally, Section 8 contains the proof of the main result.
The general setting
Let M be an n-dimensional connected manifold and X 0 , X 1 . . . , X k ∈ Vec(M ) be smooth vector fields, with k ≤ n. We consider the following affine control system on M 
where (ad Y )X = [Y, X] and Lie F denotes the smallest Lie algebra containing a family of vector fields F ). A Lipschitz curve γ : [0, T ] → M is said to be admissible for the system (13) 
The pair (γ, u) of an admissible curve γ and its control u is called admissible pair.
Remark 2.1. The affine control system can be defined more generally as a pair (U, f ), where U is a smooth vector bundle of rank k with base M and fiber U x , and f : U → T M is a smooth affine morphism of vector bundles such that π • f (u) = x, for every u ∈ U x . Locally, by taking a local trivialization of U, we can write
For more details about this approach see [1, 4] .
We denote by D ⊂ T M the distribution, that is the family of subspaces spanned by the linear part of the control problem at a point, i.e.,
The distribution D has constant rank by assumption (H0), and we endow D with the inner product such that the fields X 1 , . . . , X k are orthonormal. We denote by Γ(D) the set of smooth sections of D, also called horizontal vector fields. Among all admissible trajectories that join two fixed points in time T > 0, we want to minimize the quadratic cost functional
where Q is a smooth function on M , playing the role of a potential. Here x u denotes the solution of (13) associated with u.
Definition 2.2. For x 0 , x 1 ∈ M and T > 0, we define the value function
The assumption (H1) implies, by Krener's theorem (see [13, Theorem 3.10] or [14, Chapter 3] ), that the attainable set in time T > 0 from a fixed point x 0 ∈ M , that is the set
has non empty interior for all T > 0. This is a necessary assumption to the existence of ample geodesics.
Important examples of affine control problems are sub-Riemannian structures. These are a triple (M, D, g), where M is a smooth manifold, D is a smooth, completely non-integrable vector sub-bundle of T M and g is a smooth inner product on D. In our context, these are included in the case X 0 = 0 and Q = 0. The value function in this case coincides with (one half of the square of) the sub-Riemannian distance, i.e., the infimum of the length of absolutely continuous admissible curves joining two points. In this case the assumption (H1) on D implies, by the Rashevskii-Chow theorem, that the sub-Riemannian distance is finite on M . Moreover the metric topology coincides with the one of M . A more detailed introduction on sub-Riemannian geometry can be found in [1, 16] .
For an affine optimal control system, the associated Hamiltonian is defined as follows
Hamilton's equations are written as follows
Theorem 2.3 (PMP, [5, 18] ). Consider a solution λ(t) = (p(t), γ(t)) defined on [0, T ] of the Hamilton equations (16) on T * M . Then short pieces of the trajectory γ(t) = π(λ(t)) minimize the cost between its endpoints.
From now on, using a slight abuse of notation, we call geodesic any projection γ : [0, T ] → M of an integral line of the Hamiltonian vector field. In the general case, some minimizers of the cost might not satisfy this equation. These are the so-called strictly abnormal minimizers [15] , and they are related with hard open problems in control theory and in sub-Riemannian geometry. In what follows we will focus on those minimizers that come from the Hamilton equations (also called normal) and that satisfy a suitable regularity assumption. Notice that normal geodesics are smooth.
Geodesic flag and symbol
In this section we define the flag and the symbol of a geodesic, that are elements carrying information about the germ of the distribution and the drift along the trajectory. The symbol is the graded vector space associated with the flag and is endowed with an inner product induced by the metric on the distribution.
3.1. The class of symbols. We start by defining the class of objects we deal with.
Remark 3.2. Through the surjective linear maps L i : V 1 → V i , the inner product on V 1 naturally induces a norm on V such that the norm of v ∈ V i is given by
It is easy to check that, since · V1 is induced by an inner product, then · Vi is induced by an inner product too. Hence the family of surjective maps endows V with a global inner product. Definition 3.3. We say that the symbols S = (V, L) and
Lemma 3.4. If two symbols S and S ′ are isomorphic, then they are isometric as inner product spaces.
. By the commutation property satisfied by φ one has
for every i ≥ 1 and in particular m = m ′ . As a consequence the map φ descends to a family of maps between every layer of the stratification as follows:
is an isometry on each layer. 
for any fixed t ∈ [0, T ], where L T denotes the Lie derivative in the direction of T.
Definition 3.5 is well posed, namely it does not depend on the choice of the admissible extension T (see [4, Sec. 3.4] ). By construction, the flag is a filtration of
. The growth vector of the geodesic γ(t) is the sequence of integers
A geodesic γ(t), with growth vector G γ(t) , is said to be
Ample (resp. equiregular) geodesics are the microlocal counterpart of bracket-generating (resp. equiregular) distributions. Let Lemma 3.6. For any ample, equiregular geodesic,
Definition 3.7. Given an ample and equiregular geodesic with initial covector λ ∈ T * x M we define
Fix an ample and equiregular geodesic γ : [0, T ] → M and let T be an admissible extension of its tangent vector. For every X ∈ F i γ(t) , consider a smooth extension of X such that
Indeed a direct computation shows that this map does not depend on the admissible extension T and on the extension of X, under the equiregularity assumption on γ. So one obtains well-defined linear surjective maps
In particular
Definition 3.8. Given an ample and equiregular geodesic γ : [0, T ] → M we define its symbol at γ(t), denoted by S γ(t) , as the pair (i) the graded vector space: gr γ(t) (F ) :=
where T denotes any admissible extension ofγ.
Remark 3.9. Notice that, for the symbol (V, L) associated with an ample and equiregular geodesic, the family of maps
Young diagram, canonical frame and Jacobi fields
In this section we briefly recall how to define the canonical frame that can be associated with any ample and equiregular geodesic, introduced in [21] . We follow the approach contained in [4, 9] , where the interested reader can find more details.
For an ample, equiregular geodesic we can build a tableau D with m columns of length d i , for i = 1, . . . , m, as follows:
The total number of boxes in
Consider an ample, equiregular geodesic, with Young diagram D, with k rows, and denote the length of the rows by n 1 , . . . , n k . Indeed n 1 + . . . + n k = n. We are going to introduce a moving frame on T λ(t) (T * M ) indexed by the boxes of the Young diagram. The notation ai ∈ D denotes the generic box of the diagram, where a = 1, . . . , k is the row index, and i = 1, . . . , n a is the progressive box number, starting from the left, in the specified row. We employ letters a, b, c, . . . for rows, and i, j, h, . . . for the position of the box in the row. We collect the rows with the same length in D, and we call them levels of the Young diagram. In particular, a level is the union of r rows D 1 , . . . , D r , and r is called the size of the level. The set of all the boxes ai ∈ D that belong to the same column and the same level of D is called superbox. We use Greek letters α, β, . . . to denote superboxes. Notice that two boxes ai, bj are in the same superbox if and only if ai and bj are in the same column of D and in possibly distinct rows but with same length, i.e. if and only if i = j and n a = n b (see Fig. 4 ).
In what follows, for V (t) a vector field along an integral line λ(t) of the Hamiltonian flow, we denote byV
the Lie derivative of V in the direction of H. The following theorem is proved in [21] .
Theorem 4.1. Assume λ(t) is the lift of an ample and equiregular geodesic γ(t) with Young diagram D. Then there exists a smooth moving frame
(ii) It is a Darboux basis, namely
(iii) The frame satisfies the structural equations
for some smooth family of n × n symmetric matrices R(t), with components R ai,bj (t) = R bj,ai (t), indexed by the boxes of the Young diagram D. The matrix R(t) is normal in the sense of [21] .
If { E ai , F ai } ai∈D is another smooth moving frame along λ(t) satisfying (i)-(iii), with some normal matrix R(t), then for any superbox α of size r there exists an orthogonal constant r × r matrix O α such that
The explicit condition for the matrix R(t) to be normal can be found in [4, Appendix F] (cf. also the original definition in [21] ).
Remark 4.2. For a = 1, . . . , k, we denote by E a the n a -dimensional row vector E a = (E a1 , . . . , E ana ), with analogous notation for F a . Denote then by E is the n-dimensional row vector E = (E 1 , . . . , E k ), and similarly for F . Then, we rewrite the system (18) as follows
where
are n × n matrices, depending on the Young diagram D, defined as follows: for a, b = 1, . . . , k, i = 1, . . . , n a , j = 1, . . . , n b :
It is convenient to see C 1 and C 2 as block diagonal matrices:
. . .
the a-th block being the n a × n a matrices The space of solutions of (19) is a 2n-dimensional vector space. The projections J = π * J are vector fields on M corresponding to one-parameter variations of γ(t) = π(λ(t)) through geodesics; in the Riemannian case (without drift field) they coincide with the classical Jacobi fields. We intend to write (19) using the natural symplectic structure σ of T * M and the canonical frame. First, observe that on T * M there is a natural smooth sub-bundle of Lagrangian 1 spaces:
be a canonical frame along λ(t). The fields E 1 , . . . , E n belong to the vertical subspace. In terms of this frame, J (t) has components (p(t), x(t)) ∈ R 2n :
In turn, the Jacobi equation, written in terms of the components (p(t), x(t)), becomes
This is a generalization of the classical Jacobi equation seen as first-order equation for fields on the cotangent bundle. Its structure depends on the Young diagram of the geodesic through the Figure 5 . The geodesic cost function matrices C i (D), while the remaining invariants are contained in the curvature matrix R(t)
where S t is the value function defined in (14) .
By [4, Theorem 4.2], given an ample curve γ(t) = π(e t H (λ)) starting at x 0 , the geodesic cost function c t (x) is smooth in a neighborhood of x 0 and for t > 0 sufficiently small. Moreover the differential d x0 c t = λ for every t small.
Letċ t = ∂ ∂t c t denote the derivative with respect to t of the geodesic cost. Thenċ t has a critical point in x 0 and its second differential d
We restrict the second differential ofċ t to the distribution D x0 and we define the following family of symmetric operators Q λ (t) : D x0 → D x0 , for small t, associated with d 2 x0ċ t through the inner product defined on D x0 :
The following result is contained in [4, Theorem A]. (21) . Then t → t 2 Q λ (t) can be extended to a smooth family of symmetric operators on D x0 for small t ≥ 0. Moreover
where I is the identity operator. In particular, there exists a symmetric operator R λ :
Definition 4.5. We call the symmetric operator R λ : D x0 → D x0 in (22) the curvature at λ. Its trace tr R λ is the Ricci curvature at λ.
If the curve γ is also equiregular, the curvature operator R λ can be written in terms of the smooth n-dimensional symmetric matrix R(t), introduced in the canonical equations (18) .
Let γ(t) = π(e t H (λ)) be ample and equiregular, and let {E ai (t), F ai (t)} ai∈D be a canonical frame along the curve λ(t). Proposition 4.7. Let γ be an ample and equiregular geodesic with initial covector λ. The matrix representing R λ in terms of the orthonormal basis {X a1 (t)} k a=1 depends only on the elements of R a1,b1 (0) corresponding to the first column of the associated Young diagram. More precisely we have
where for i, j ∈ N we set
, |i − j| = 1,
Invariant interaction volume-dynamics
In this section we introduce the main invariant ρ defining the interaction between the dynamics and the volume µ on the manifold, and we study its basic properties.
Recall that, given a smooth volume form µ on M , its value µ x at a point is a nonzero element of the space Λ n (T x M ). We can associate with it the unique element µ * 
Let γ(t) = π(λ(t)) be an ample and equiregular geodesic defined on [0, T ], with λ(t) = e t H (λ) and λ ∈ T * x M . Denote by A the set of λ ∈ T * M such that the corresponding trajectory is ample and equiregular. For a fixed x ∈ M , we set A x := A ∩ T * x M . Notice that, if λ ∈ A x , then the exponential map π • e t H : T * x M → M is a local diffeomorphism at λ, for small t ≥ 0. Then it makes sense to consider the pull-back measure (π • e t H ) * µ and compare its restriction to the vertical space V λ with µ * λ . Definition 5.1. For every λ ∈ A x we define the invariant
where N (λ) is defined in (17) .
Let {θ ai (t)} ai∈D ∈ T * γ(t) M be the coframe dual to X ai (t) = π * F ai (t) and define a volume form ω along γ as
Given a fixed smooth volume µ on M , let g λ : [0, T ] → R be the smooth function such that
The first main result of this section is the relation between the invariant ρ and the function g λ (t) just introduced.
Proposition 5.2. For every λ ∈ A x one has ρ(λ) =ġ λ (0).
The proof of this Proposition is a corollary of the proof of the main theorem, that is proved in Section 8. We exploit the previous identity to prove some useful properties of the invariant ρ. We start by the following lemma.
Lemma 5.3. Let γ(t) = π(e t H (λ)) be an ample and equiregular geodesic. Then we havė
Proof. Let λ(t) = e t H (λ) ∈ T * M be the lifted extremal and denote by γ t (s) := γ(t + s). Then γ t (s) = π(e s H (λ(t))) and we have the sequence of identities
Moreover ω γ(t+s) = ω γt(s) since, if (E λ(t+s) , F λ(t+s) ) is a canonical frame along λ(t + s), it is a canonical frame also for e s H λ(t). It follows that g λ (t + s) = g λ(t) (s) for every s and differentiating with respcet to s at s = 0 one gets the result. Lemma 5.3 allows us to write g as a function of ρ, as follows
Proposition 5.4. Let T be any admissible extension ofγ and ω the n-form defined in (25). Then for every λ ∈ T *
Proof. It is a direct consequence of the classical identity
which holds for every smooth volume form ω, smooth function f and smooth vector field X.
Remark 5.5 (On the volume form ω, I). In the Riemannian case {X ai (t)} ai∈D is an orthonormal frame for the Riemannian metric by Lemma 4.6 and the form ω coincides with the restriction of the canonical Riemannian volume vol g on the curve γ. Hence
In the general case ρ can still be represented as the difference of two divergences but the volume form ω depends on the curve γ and is not the restriction to the curve of a global volume form.
Next we recall a refinement of Lemma 4.6.
Lemma 5.6 ([4], Lemma 8.5).
For t ∈ [0, T ], the projections X ai (t) = π * F ai (t) satisfy
Proposition 5.7 (ρ depends only on µ and the symbol along γ). Let γ, γ ′ be two geodesics associated with initial covectors λ ∈ A γ(0) and λ ′ ∈ A γ ′ (0) respectively. Assume that there exists a diffeomorphism φ on M such that for t ≥ 0 small enough
Proof. Let {E ai (t), F ai (t)} ai∈D and {E ′ ai (t), F ′ ai (t)} ai∈D be canonical frames with respect to λ and λ ′ respectively, and
be the associated basis of T γ(t) M and T γ ′ (t) M . Since ω evaluated on the projection of the canonical frame gives 1 by construction, we have e g λ (t) = |µ γ(t) (X 11 (t), . . . , X kn k (t))|,
is an isometry for small t ≥ 0, there exists a family of orthogonal k × k matrices O(t) such that
for a = 1, . . . , k.
Moreover using Lemma 5.6 we have for i > 1
where the last identity follows by the chain rule. Indeed, when one differentiates the matrix O(t), one obtains elements of
where the sum is restricted to those indices b such that bi ∈ D. This proves that there exists an orthogonal transformation that sends
and the proof is complete.
Actually, from the previous proof it follows that the invariant ρ depends only on the 1-jet of the one parametric family of symbols (and the volume form µ) along the geodesics.
Remark 5.8 (On the volume form ω, II). The volume form ω depends only the symbol of the structure along the geodesic, that represents the microlocal nilpotent approximation of the structure at x along γ(t). Symbols at different points along any geodesic in the Riemannian manifold are isomorphic, while in the general case this symbol could depend on the point on the curve. This is analogous to what happens for the nilpotent approximation for a distribution (see for instance the discussion contained in [2] ).
Lemma 5.9. Let γ(t) = π(λ(t)) be an ample and equiregular geodesic. Assume that T is an admissible extension of its tangent vector such that e tT is an isometry of the distribution along γ(t). Then div ω T γ(t) = 0 and ρ(λ(t)) = div µ T.
Proof. If we show that div ω T γ(t) = 0, then from (27) it immediately follows that ρ(λ(t)) = div µ T and ρ depends only on the variation of the volume µ along the curve.
Let {X ai (t)} ai∈D be the basis of T γ(t) M induced by the canonical frame along the curve λ(t). The divergence is computed as
Since the flow of T is an isometry of the graded structure that defines the symbol, the last quantity is equal to 0, which proves that div ω T = 0 along the curve.
Lemma 5.10. The function ρ : A → R is a rational function.
Proof. Since H is a quadratic function on fibers, then the vector field H is fiber-wise polynomial. Therefore for any vector field V (t) ∈ T λ(t) (T * M ), the quantityV = [ H, V ] is a rational function of the initial covector λ. It follows that both E and F are rational as functions of λ, and so are also the projections X(t) = π * F (t). We conclude that
and the coefficients of its Taylor expansion, are rational expressions in λ.
Remark 5.11. If the symbol is constant along the trajectory (i.e., symbols at different points are isomorphic) through a diffeomorphism φ and µ is preserved by φ, then ρ(λ(t)) = 0. Indeed it is sufficient to apply Proposition 5.7 to γ t (s) := γ(t + s) for every s and one gets for s, t ≥ 0 small g(t) = g(t + s), that means that g is constant and ρ = 0. Definition 5.12. We say that an Hamiltonian of our class (15) is unimodular if it exists a volume form µ such that ρ = 0 on A.
It is easy to see that if an Hamiltonian is unimodular with respect to some volume form µ, then µ is unique.
A formula for ρ
In this section we provide a formula to compute ρ in terms only of the volume µ and the linear maps L i T . This will give another proof of the fact that the quantity ρ(λ(t)) depends only on the symbol and on µ along γ(t) = π(λ(t)). Let γ(t) = π(e t H (λ)) be an ample and equiregular curve, with initial covector λ ∈ T * x0 M . Recall that, according to the definition of g λ (t), it holds (28) g λ (t) = log |µ(P t )|, where P t is the parallelotope whose edges are the projections {X ai (t)} ai∈D of the horizontal part of the canonical frame X ai (t) = π * • e t H * F ai (t) ∈ T γ(t) M , namely
By Lemma 5.6 we can write the adapted frame {X ai } ai∈D in terms of the smooth linear maps L T , and we obtain the following identity
Consider the flag {F
and, using the auxiliary inner product induced by the choice of the basis, define the following sequence of subspaces of T γ(t) M : for every i ≥ 1 set (with the understanding that F 0 = {0}) :
Then, thanks to the inner product structure on V i , we can consider the map
This composition is a symmetric invertible operator and we define the smooth family of symmetric operators
Recall in particular that for every
By the expression of the parallelotope P t with elements of the subspaces V i and the definition of µ as the dual of an orthonormal basis of T γ(t) M , we have
This formula does not depend on the chosen extension Y k+1 , . . . , Y n of the orthonormal basis of D, since in the computations we only used that the volume µ evaluated at this basis is equal to 1.
log |µ(P t )|, a simple computation shows that
Sub-Riemannian manifolds
In this section we specify our construction to sub-Riemannian manifolds and we investigate in more details the properties of the invariant ρ for these structures.
Recall that a sub-Riemannian structure on a smooth manifold M is given by a completely nonintegrable vector distribution D endowed with an inner product on it. An admissible curve is a curve that is almost everywhere tangent to D and for such a curve γ we can compute its length by the classical formula
Once we fix a local orthonormal frame X 1 , . . . , X k for g on D, the problem of finding the geodesics in a sub-Riemannian manifold, namely the problem of minimizing the length of a curve between two fixed points, is equivalent to the minimization of the energy (with T > 0 fixed) and can be rewritten as the control problem
This is an affine control problem, with zero drift field and quadratic cost. The complete nonintegrability assumption on the distribution D = span{X 1 , . . . , X k } implies that the assumptions (H0)-(H1) are satisfied. The Hamiltonian function is fiber-wise quadratic and convex on fibers. In coordinates it is written as
Denote by A the set of λ ∈ T * M such that the corresponding trajectory is ample and equiregular. For a fixed x ∈ M we set A x = A ∩ T * x M . To prove that it is non empty fix an arbitrary point x ∈ M and consider a λ ∈ T * x M such that the corresponding trajectory is ample for all t (the existence of such a trajectory is proved in [4, Section 5.2]). Since the functions t → dim F i λ(t) are lower semi-continuous and bounded with respect to t, repeating the previous argument we have that they are locally constant on an open dense set of [0, T ], then the curve is equiregular at these points.
We stress once more that for a fixed x ∈ M one can have A x = ∅, as for instance in the non equiregular case (for instance in the Martinet structure). On the other hand, for every fixed x the set λ such that the corresponding trajectory is ample is open and dense and on each of these trajectories we can find equiregular points arbitrarily close to x. 7.1. Homogeneity properties. For all c > 0, let H c := H −1 (c/2) be the level set of the Hamiltonian function. In particular H 1 is the unit cotangent bundle: the set of initial covectors associated with unit-speed geodesics. Since the Hamiltonian function is fiber-wise quadratic, we have the following property for any c > 0
Let δ c : T * M → T * M be the dilation along the fibers δ c (λ) = cλ (if we write λ = (p, x) this means δ c (p, x) = (cp, x)). Indeed α → δ e α is a one-parameter group of diffeomorphisms. Its generator is the Euler vector field e ∈ Γ(V), and is characterized by δ c = e (ln c)e . We can rewrite (31) as the following commutation rule for the flows of H and e:
Observe that δ c maps H 1 diffeomorphically on H c . Let λ ∈ H 1 be associated with an ample, equiregular geodesic with Young diagram D. Clearly also the geodesic associated with λ c := cλ ∈ H c is ample and equiregular, with the same Young diagram. This corresponds to a reparametrization of the same curve: in fact λ c (t) = e t H (cλ) = c(λ(ct)), hence γ c (t) = π(λ c (t)) = γ(ct). The canonical frame associated with λ c (t) can be recovered by the one associated with λ(t) as shown in the following proposition. Its proof can be found in [10] . Proposition 7.2. Let λ ∈ H 1 and {E ai , F ai } ai∈D be the associated canonical frame along the extremal λ(t). Let c > 0 and define, for
The moving frame {E
is a canonical frame associated with the initial covector λ c = cλ ∈ H c , with matrix
. By this Proposition, it follows the following homogeneity property of g λ , and as a consequence of the function ρ. Lemma 7.3. For every λ ∈ A x and c > 0 one has cλ ∈ A x . Moreover
where n and Q are respectively the topological and the Hausdorff dimension of M .
Proof. Let X c ai (t) and X ai (ct) be the basis of T γ c (t) M = T γ(ct) M induced by the canonical frame. Then by Proposition 7.2 it holds the identity X c ai (t) = c i−1 X ai (ct). Therefore by the definition of g λ and g cλ we have
Lemma 7.3 gives g cλ (t) = g λ (ct) + (Q − n) log(c) and differentiating at t = 0 we obtain Corollary 7.4. For every λ ∈ A x and c > 0 one has
Remark 7.5. The function ρ is homogeneous of degree one but, in general, it might not be smooth. Indeed using formula (30) and denoting by M c i (t) the matrices associated with the reparametrized curve γ c , one can show from the homogeneity properties of Proposition 7.2 that
i (ct) from which it follows that ρ is a rational function in λ with the degree of the denominator which is at most λ 2m−2 . Notice that using (33) at t = 0 one can obtain another proof of (32) by
Contact manifolds.
In this section we focus on the special case of a contact sub-Riemannian manifold. Recall that a sub-Riemannian manifold (M, D, g) of odd dimension 2n + 1 is contact if there exists a non degenerate 1-form ω ∈ Λ 1 (M ), such that D x = ker ω x for every x ∈ M and dω| D is non degenerate. In this case D is called contact distribution.
Remark 7.6. Given a sub-Riemannian contact manifold, the contact form ω is not unique. Indeed if ω is a contact form then also αω is a contact form for any non vanishing smooth function α. Once a contact form ω is fixed we can associate the Reeb vector field, X 0 , which is the unique vector field such that ω(X 0 ) = 1 and dω(X 0 , ·) = 0. Since the Reeb vector field X 0 is transversal to D, we normalize ω so that X 0 D 2 /D = 1.
The contact form ω induces a fiber-wise linear map J : D → D, defined by
Observe that the restriction J x := J| Dx is a linear skew-symmetric operator on (D x , g x ).
Let X 1 , . . . , X 2n be a local orthonormal frame of D, then X 1 , . . . , X 2n , X 0 is a local frame adapted to the flag of the distribution. Let ν 1 , . . . , ν 2n , ν 0 be the associated dual frame. The Popp volume µ on M (see [8] for more details) is the volume
On contact sub-Riemannian manifolds, every non constant geodesic γ(t) = π(e t H (λ)) is ample and equiregular with the same growth vector (2n, 2n + 1). Moreover, it is possible to compute explicitly the value of the associated smooth function g λ (t) and the constant C λ of Theorem 1.2.
We compute now the value of the function g λ (t) with respect to the Popp's volume and a given geodesic.
Proposition 7.7. Let γ = π(e t H (λ)) be a geodesic on a contact manifold. Then
In particular if
Proof. Recall that, by definition of g λ (cf. (26)), one has (36) g λ (t) = log |µ(P t )| where P t is the parallelotope whose edges are given by the projections X ai (t) of the fields F ai (t) of a canonical basis along λ(t) on T γ(t) M . Let T be an horizontal extension of the tangent vector fieldγ(t) and consider the map L T :
. Since the manifold is contact, this map is surjective. and its kernel is a subspace of D γ(t) of dimension 2n − 1. Let X 1 , . . . , X 2n be an orthonormal basis of D γ(t) such that X 1 ∈ (ker L T ) ⊥ and X 2 , . . . , X 2n ∈ ker L T . Then there exists an orthogonal map that transforms the first 2n vectors projections of the canonical basis, in this basis.
Notice that the definition (36) of g λ (t) does not change if we replace the first 2n edges of the parallelotope by X 1 , . . . , X 2n . Moreover, by Lemma 5.6, the last projected vector X ai = X 1,2 can be written as
Notice that X 1 is not in the kernel of L T , thus this basis is also adapted to the Young diagram of γ. Thanks to (34), the Popp volume of the parallelotope is equal to the length of the component of L T X 1 (t) with respect to X 0 , namely
This quantity can be written equivalently in terms of the map J. Indeed
This implies that JT is a multiple of X 1 , i.e., JT = JT X 1 . Then we simplify the formula for |µ(P t )| as
Notice that if J 2 = −1, then J is an isometry, hence JT γ(t) = T γ(t) = 1. 
Remark 7.9. Notice that even in the contact case, not every structure is unimodular (in the sense of Definition 5.12). When J 2 = −1 then the structure is unimodular, choosing µ as the Popp volume. See also [3] for the computation of the curvature in the contact case.
Proof of the main result
In this section we prove the following proposition, that is Theorem 1.2 written along the canonical frame.
Proposition 8.1. Let γ(t) = π(e t H (λ)) be an ample equiregular geodesic and let ω γ(t) be the nform defined in (25). Given a volume µ on M , define implicitly the smooth function g λ : [0, T ] → R by µ γ(t) = e g λ (t) ω γ(t) . Then we have the following Taylor expansion
where E is the n-dimensional row vector introduced in Remark 4.2 and C λ depends only on the structure of the Young diagram. In particular we have the identity
Remark 8.2. As it follows from the proof, the constant C λ is explicitly computed by
In the contact case, since the Young diagram is equal for all λ, with 2n rows of length 1, and one row of length 2, the leading constant is C λ = The coefficients N ij can be computed by integrating M 1j . So let us find the asymptotic expansion of M 1j . Notice that
In these equations the only non-vanishing component at t = 0 is M jj (0) = 1, that can be obtained only by differentiating terms M ij with i < j. Thus, in the expansion of M 1j (t), the element M jj appears first at (j −1)-th derivative. Next, it appears, multiplied by R 11 (0), at (j +1)-th derivative. We can conclude that the asymptotics of M 1j at t = 0 is
Since M 1j is the i-th derivative of N ij and N (0) = 0, we have also the expansion for N :
Let us now consider a general distribution of dimension k > 1. Now we have to study the whole system in (38). Fix indeces ai, bj ∈ D. Again, to find N ai,bj it's enough to determine the expansion of M a1,bj , by integration. To compute the latter, notice that
When a = b, the argument is similar to the one discussed above when k = 1 (in this case every derivative generates also terms like M ch,aj , but these terms, when c = a, need higher order derivatives to generate non vanishing terms). One obtains:
On the other hand, if a = b, then the first term different from zero of M a1,bj appears at j + 1-th derivative, multiplied by R a1,b1 , Therefore the Taylor expansions of M ai,bj and of a generic element of the matrix N can be derived as
where the constant matrices N and G are defined by
To find the asymptotics of the left hand side of (37), we need only to determine the asymptotic of det N (t). Let I √ t be a n-dimensional diagonal matrix, whose jj-th element is equal to √ t 2i−1 , for k i−1 < j ≤ k i . Then the Taylor expansion of N can be written as N (t) =
where N = N (λ) is the geodesic dimension given in Definition 3.7. The main coefficient is computed in the following lemma, whose proof is contained in Appendix A.
Lemma 8.3. The determinat of N is given by
Since the matrix N is block-wise diagonal, to find the trace of N −1 G we just need the elements of G with a = b. Thanks to (23), that relates the curvature operator R λ with the elements of the matrix R a1,b1 , we have
Moreover we have the following identity
The proof of the statement is then reduced to the following lemma, whose proof is postponed in Appendix B.
Lemma 8.4. Let N and G be n×n matrices, whose elements are
Appendix A. Proof of Lemma 8.3
We compute the value of the leading constant C λ := det N . Recall that N is a block matrix, whose only non vanishing blocks are the diagonal ones. Moreover, every aa-block of the diagonal is the matrix N of dimension n a . Thus, to find the determinant of N , it is sufficient to evaluate the determinant of the generic matrix N of dimension n defined by
The matrix N has already been studied in [4] , Section 7.3 and Appendix G, and its inverse can be expressed as a product of two matrices N −1
, where
Therefore the inverse of N is
By Cramer's rule one obtains
where N 0 ji is the matrix of dimension n − 1 obtained from N by removing the j-th row and the i-th column. Applying (41) for i = j = n we reduce the computation of the determinant of the matrix N of dimension n as the product of the (n, n)-entry of the matrix N −1 and the the determinant of the matrix N of dimension n − 1, namely we get the recursive formula:
where the last equality follows from equation (40). Using that, for n = 1, the determinant is equal to 1, we obtain the general formula
The value of the constant C λ is then obtained as the product
This concludes the proof of Lemma 8.3.
Appendix B. Proof of Lemma 8.4
In this appendix we compute the trace of N −1 G, for the matrices N and G defined by: It is immediate to check that for n = 1 the previous identity is true. Then in what follows we assume that n ≥ 2.
Notice that for i = 1, . . . , n − 2, we have G ji = N j(i+2) therefore this sum reduces to the sum of the components with i = n − 1 and i = n: (n + k − 1)(k − j)! 2n − 1 n − 1 n + k − 1 k − 1 (n!) 2 (n − k)!(n + j + 1)! = n + 1 4(2n + 1)
.
Before proving the two identities, let us first simplify them. Using the binomial identity for n ≥ 2 and 1 ≤ j ≤ k ≤ n (−1)
where in the first identity we used a change of variable j → j + n in the sum, while in the second one we used the general identity 0 = ( The proof is then completed thanks to the next lemma.
Lemma B.2. For n ≥ 2, one has the following combinatorial identities 
Then consider H 2 := 1 ai−bj , with a i = i for i < n and a n = −n, while b j = −j + 1. We compute the coefficients of the (n − 1)-th row of H 2 ) n−1,j = 1 −n + 2 − j k =n (−n + 2 − k)(−n + 2 + n) k (j + k − 1)
k =j,k =n (j − k) (n + j) l =n−1 (−n + 2 + l − 1) = n(n − 1) 2(2n − 1) (n − j) (−1)
while for j = n we get (H −1
2 ) n−1,n = 1 −n + 2 + n k =n (−n + 2 − k)(−n + 2 + n) k (−n + k − 1)
k =n (−n − k) (n + j) l =n−1 (−n + 2 + l − 1) = n 2 (n − 1) 2(2n − 1) . . (44) is completed once we use formula (49) to find the values
Setting

Now the proof of equation
Equation (45) 
