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Abstract
Under two-phase cohort designs, such as case-cohort and nested case-control sampling,
information on observed event times, event indicators, and inexpensive covariates is collected in
the first phase, and the first-phase information is used to select subjects for measurements of
expensive covariates in the second phase; inexpensive covariates are also used in the data analysis
to control for confounding and to evaluate interactions. This paper provides efficient estimation of
semiparametric transformation models for such designs, accommodating both discrete and
continuous covariates and allowing inexpensive and expensive covariates to be correlated. The
estimation is based on the maximization of a modified nonparametric likelihood function through
a generalization of the expectation-maximization algorithm. The resulting estimators are shown to
be consistent, asymptotically normal and asymptotically efficient with easily estimated variances.
Simulation studies demonstrate that the asymptotic approximations are accurate in practical
situations. Empirical data from Wilms’ tumor studies and the Atherosclerosis Risk in
Communities (ARIC) study are presented.
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1. INTRODUCTION
In epidemiological cohort studies, the outcomes of primary interest, such as cancer, heart
diseases and death, are relatively rare, even after many years of follow-up; therefore, the
cohorts must be very large so as to yield reliable information about the effects of exposures
or other covariates on the event times. The covariates of interest often involve biochemical
or genetic analysis of blood specimens or extraction of detailed exposure histories and thus
are prohibitively expensive to measure on large cohorts. A cost-effective strategy is to
measure the covariates on all cases, i.e., the subjects who have developed the outcome of
interest during the follow-up, and a subset of controls, i.e., those who have not developed
the outcome of interest by the end of the study. Two sampling schemes have been
commonly used to select the controls: case-cohort sampling (Prentice, 1986) selects a
random subcohort of the original cohort; nested case-control sampling (Thomas, 1977)
selects a small group of controls, typically between 1 and 5, for each observed event time.
In addition to the covariates that are difficult to measure, there are covariates, such as
demographical and geographical factors and basic clinical variables, that are easily
measured on all cohort members. Such covariates can be used as stratification variables for
case-cohort or nested case-control sampling. Thus, case-cohort and nested case-control
studies are regarded as two-phase studies: in the first phase, information on the event time,
case-control status, and inexpensive covariates is gathered for each cohort member; in the
NIH Public Access
Author Manuscript
J Am Stat Assoc. Author manuscript; available in PMC 2015 January 01.
Published in final edited form as:













second phase, the information collected in the first phase is used to determine which cohort
members will be measured on expensive covariates. Inexpensive covariates can also be used
in regression models to adjust for confounding and to assess interactions among covariates.
The statistical literature on case-cohort studies is rather extensive. Most of the existing work
is focused on the original design of Prentice (1986), under which the subcohort is selected
by simple random sampling and the first-phase covariate information is not used in the
sampling or the analysis. Specifically, Prentice (1986) and Self and Prentice (1988)
proposed pseudo-partial likelihood functions for the proportional hazards model (Cox, 1972)
by replacing the risk sets of the whole cohort in the partial likelihood function (Cox, 1975)
with their subcohort counterparts. Kalbfleisch and Lawless (1988) suggested a modification
that weights individuals’ contributions to the partial likelihood function by their inverse
probabilities of selection; Barlow (1994), Chen and Lo (1999), Borgan et al. (2000) and
Chen (2001) studied related estimators. Weighted estimators were also proposed by Kong et
al. (2004) and Lu and Tsiatis (2006) for the class of linear transformation models, which
includes the proportional hazards model as a special case. Similar estimators were proposed
by Kulich and Lin (2000), Nan et al. (2006) and Kong and Cai (2009) for the additive risk
and accelerated failure time models. Weighted estimators are not asymptotically efficient.
To improve efficiency, Kulich and Lin (2004), Qi et al. (2005), Breslow et al. (2009), and
Luo et al. (2009) used auxiliary variables to adjust the sampling weights along the lines of
Robins et al. (1994). Efficient estimation of the proportional hazards model was studied by
Chen and Little (1999) and Martinussen (1999) for parametric covariate distributions, by
Nan (2004) for discrete covariates and by Scheike and Martinussen (2004) for the original
case-cohort design.
There are a few statistical papers on nested case-control sampling. Goldstein and Langholz
(1992) established the asymptotic theory of the maximum partial likelihood estimator for the
proportional hazards model. Langholz and Borgan (1995) explored a stratified nested case-
control sampling method via counter-matching to improve efficiency. Scheike and Juul
(2004) proposed nonparametric maximum likelihood estimation for a proportional hazards
model stratified by the first-phase covariates. Zeng et al. (2006) explored applications to
genetic association studies under the assumption of gene-environment independence for
both nested case-control and case-cohort sampling. Cai and Zheng (2011; 2012) proposed
weighted estimators for evaluating biomarker accuracy in nested case-control studies.
In this paper, we study efficient estimation of semiparametric transformation models under
general two-phase designs, accommodating both discrete and continuous covariates and
allowing inexpensive and expensive covariates to be correlated. Efficient estimation under
such general designs has not been pursued even for the special case of the proportional
hazards model. We stress the importance of using the first-phase covariates, which are
available in virtually all epidemiological cohort studies, to improve the efficiency of the
second-phase sampling and to control for confounding and evaluate interactions. The
existing literature on efficient estimation either ignores the first-phase covariates or requires
them to be discrete or independent of expensive covariates. We allow the first-phase
covariates to be continuous and correlated with expensive covariates and do not parametrize
the distribution of covariates. It is very difficult to deal with this general situation because
the likelihood function involves the conditional density functions given continuous
variables. We overcome this hurdle by incorporating kernel functions for conditional density
functions into the nonparametric likelihood function and devising a semiparametric EM
algorithm to maximize the modified likelihood function. We establish the consistency, weak
convergence and asymptotic efficiency of the resulting estimators through novel
combinations of modern empirical process theory and kernel estimation theory. The
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proposed methods can drastically reduce the cost of epidemiological cohort studies while
incurring little loss of statistical efficiency relative to full-cohort sampling.
2. THEORY AND METHODS
2.1. Maximum Likelihood Estimation
Let T denote the event time, X denote the set of expensive covariates that is measured on a
subset of cohort members, Z denote the set of completely measured covariates that is
potentially correlated with X, and W denote the set of completely measured covariates that
is known to be independent of X. We specify that the cumulative hazard function of T
conditional on X, Z and W satisfies the proportional hazards model (Cox, 1972) or the more
general class of semiparametric transformation models:
where G is a known increasing function, Λ(·) is an unspecified positive increasing function,
and β, γ and η are unknown regression parameters (Zeng and Lin, 2007). The linear
predictor can be modified to include interactions between X, Z and W. We consider the
class of Box-Cox transformations G(x) = {(1 + x)ρ − 1}/ρ (ρ ≥ 0) and the class of
logarithmic transformations G(x) = log(1 + rx)/r (r ≥ 0) (Chen et al., 2002). The choices of ρ
= 1 or r = 0 and ρ = 0 or r = 1 yield the proportional hazards and proportional odds models,
respectively. The transformation may be determined by the AIC criterion.
In the presence of right censoring, we observe Y and Δ instead of T, where Y = min(T, C), Δ
= I(T ≤ C), C is the censoring time, and I(·) is the indicator function. For a cohort of size n,
the first-phase data consist of O ≡ (Yi, Δi, Zi, Wi) (i = 1, …, n). Let Ri indicate, by the
values 1 versus 0, whether the ith subject is selected for the measurement of X in the second
phase. Denote  = {i : Ri = 1} and  = {i : Ri = 0}. We make two basic assumptions:
(A.1) The censoring time C is independent of T conditional on (X, Z, W) for R = 1
and independent of T and X conditional on (Z, W) for R = 0;
(A.2) The sampling vector (R1, …, Rn) is independent of (X1, …, Xn) conditional on
O.
Remark 1—(A.1) is the standard coarsening-at-random assumption. Under (A.22), the
selection of a subject for the measurement of X may depend on any first-phase data. This
assumption is clearly satisfied by the original case-cohort design, where Ri depends only on
Δi, and by the original nested case-control design, where Ri depends on Δi and the risk sets.
Write θ = (βT, γT, ηT)T, and let P(·|·) denote a conditional density function. Because of
Assumption (A.2), the sampling probabilities can be omitted from the likelihood function in
estimating θ and Λ. For a subject in , the likelihood contribution is the density of (Y, Δ, X,
Z, W); for a subject in , the likelihood contribution is the density of (Y, Δ, Z, W). Thus, the
log-likelihood function for θ, Λ and P(x|z) takes the form
(1)
Under Assumption (A.1), P(Yi, Δi|X = x, Zi, Wi) (for i ∈ ) is the product of
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and a function that does not involve x or (θ, Λ) and thus can be factored out of the integral in
(1). Here and in the sequel, f′(x) = df(x)/dx, and f″(x) = d2 f(x)/dx2.
To maximize (1) using the nonparametric maximum likelihood estimation (Johansen, 1983),
we let the estimator for Λ be a step function with jumps only at the observed Yi with Δi = 1
and replace (2) by
where Λ{Yi} denotes the jump size of Λ(·) at Yi. In addition, we let the estimator for P(X|Z)
be a discrete probability function on the distinct observed values of X, denoted by x1, …,
xm.
Even with the above discretization, maximization of (1) is not feasible if Z is continuous
because then only a small number of observations on X are associated with each observed Z.
To tackle this challenge, we estimate the conditional distribution of X given Z by
maximizing a local likelihood function. That is, we approximate log P(Xi|Zi) and P(x|Zi) in
(1) by  and , respectively, where
K(·) is a symmetric kernel function, and an is a constant. Consequently, (1) becomes
Denoting the point mass of P(X|Zj) at xs by psj, we aim to maximize the following function
(3)
under the constraints of  and psj ≥ 0 (j = 1, …, n). When Z is discrete, we can
choose an small enough such that wji = I(j = i) and (3) reduces to the original log-likelihood
function with P(X = xs|Z = Zl) = psl. The above estimation procedure is feasible even if X is
multi-dimensional because the empirical distribution function of X given Z is used.
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Direct maximization of (3) is difficult and potentially unstable due to the intractable form of
the second term. To make the problem more tractable, we artificially create a latent variable
Z̃ for subjects in  which takes values on the observed Z1, …, Zn and satisfies the equations
P(Z̃ = Zj|Z = Zi, W) = wji, P(X = xs|Z = Zi, Z̃ = Zj, W) = P(X = xs|Z̃ = Zj) = psj, and P(Y, Δ|
X, Z, W, Z̃) = P(Y, Δ|X, Z, W). Then  for subjects in .
Thus, the second term in (3) is equivalent to the log-likelihood of (Yi, Δi, Zi, Wi) (i ∈ )
assuming that the complete data consist of (Yi, Δi, Xi, Zi, Wi, Z̃i) (i ∈ ) but both Xi and Z̃i
are missing.
We now devise an EM-type algorithm to maximize (3) by treating (Xi, Z̃i) (i ∈ ) as
missing. The complete-data log-likelihood for subjects in  can be written as
In the E-step, we calculate the conditional expectations of I(Xi = xs) and I(Xi = xs, Z̃i = Zj)
given the observed data for i ∈  and j = 1, …, n as
and
respectively. In the M-step, we update θ and Λ by maximizing
(4)
Because (4) is a weighted sum of the log-likelihood functions under the semiparametric
transformation model, the algorithms of Zeng and Lin (2007) can be modified for this
optimization. We update psj(j = 1, …, n; s = 1, …, m) by maximizing
, so that
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We set the initial values of θ, Λ{·} and psj to 0, the inverse of the total number of cases, and
m−1, respectively, and iterate between the E-step and M-step until convergence. Denote the
resulting estimator of θ, Λ and psj by θ̂, Λ̂ and p̂sj. Since the maximum likelihood estimator
for the distribution function of Z is the empirical distribution function based on (Z1, …, Zn),
the joint distribution function of (X, Z), denoted by F(·, ·), can be estimated by the
distribution function F̂(·, ·) with point mass p̂sj/n at (xs, Zj) (s = 1, …, m; j = 1, …, n). The
proposed algorithm is not exactly an EM algorithm since the objective function given in (3)
is only an approximation to a log-likelihood function. However, we show in the
Supplemental Materials that the objective function increases at each iteration. The proposed
algorithm may converge to a local maximum. To obtain the global maximum, we suggest to
use different initial values or adopt a quasi-Newton algorithm to maximize (3).
2.3. Asymptotic Properties
Let θ0, Λ0 and F0 denote the true values of θ, Λ and F, and let τ denote the endpoint of the
study. We impose the following regularity conditions:
(C.1) The set of covariates (X, Z, W) has bounded support and the joint density of (X,
Z) with respect to some dominating measure is q-times continuously
differentiable in the support of (X, Z), where q > (dz + 3)/2, and dz is the
dimension of Z. If [1, XT, ZT, WT]v = 0 for some constant vector v with
probability one, then v = 0.
(C.2) The function Λ0 is twice continuously differentiable in [0, τ] and  for t
∈ [0, τ].
(C.3) The transformation function G is three-times continuously differentiable with
G(0) = 0, G′(0) > 0 and {1 + G′(x)}e−G(x) ≤ c1(1 + x)−ν0 for some constants ν0 >
0 and c1 > 0.
(C.4) The kernel function K(·) is spherically symmetric, i.e., K(z) = K̃(||z||) for some
univariate and symmetric kernel function K̃(·). In addition, K̃(·) has a bounded
support and satisfies the moment conditions ∫ K̃(x)dx = 1 and ∫ K̃(x)xjdx = 0 (j =
1, …, q − 1).
(C.5) The bandwidth an satisfies that an → 0,  and .
(C.6) There exists a function p(r; y, δ, z, w) (r = 0, 1) such that
, p(1; Yi, Δi, Zi, Wi) > q0 almost surely for some positive
constant q0, and under the probability measure associated with
 and conditional on O,
is asymptotically standard normal, where f is a positive and measurable function.
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(C.7) With probability one, Pr(C ≥ τ|Z, W) is bounded away from zero. In addition,
the conditional density of C given (Z, W) is q-times continuously differentiable.
Remark 2—(C.1) is a standard condition in regression analysis, implying that (1, XT, ZT,
WT) is linearly independent with positive probability. (C.3) is satisfied by all commonly
used transformation functions, including the classes of Box-Cox transformations and
logarithmic transformations. The choice of the bandwidth in (C.5) is not optimal. Indeed, it
is desirable to undersmooth the estimator of the conditional density P(x|z) so as to reduce
the bias in the estimation of θ. We choose an = n−ν2 with ν2 ∈ (1/2q, 1/dz). Specifically, we
set an = Bn−1/(3+dz), where B is a constant in the same magnitude as the standard deviation of
||Z||. (C.6) pertains to the condition in Le Cam’s third lemma. It implies that the selection
mechanism is asymptotically equivalent to random sampling such that the selection
indicators can be treated as i.i.d. with the law . Under the original
case-cohort design, this condition holds for p(1; y, δ, z, w) = δ + (1 − δ)p0, where p0 is the
sampling fraction of the subcohort. Under the nested case-control design, a subject with
observation (y, δ = 0, z, w) is not selected if and only if he/she is not selected at any
observed event time before y, and this probability is ΠYi≤y (1 − Δik/ni), where ni is the size of
the risk set at Yi, and k is the number of controls selected at each observed event time. Thus,
(C.6) holds for p(0; y, δ, z, w) = (1 − δ) exp [−kE{Δ/Pr(Y ≥ y)|y=Y}]; see the Supplemental
Materials.
We state the asymptotic results in two theorems, which are proved in the Appendix.
Theorem 1—Under conditions (A.1)–(A.2) and (C.1)–(C.7), |θ̂ − θ0|+sup[0,τ]|Λ̂(t) − Λ0(t)|
+supx,z |F̂(x, z) − F0(x, z)| → 0 almost surely.
Theorem 2—Under conditions (A.1)–(A.2) and (C.1)–(C.7), n1/2(θ̂ − θ0) converges in
distribution to a zero-mean normal random vector whose covariance matrix attains the
semiparametric efficiency bound.
As justified at the end of the Appendix, the limiting covariance matrix of θ̂ can be estimated
by the negative inverse of the second-order difference of the profile likelihood function for
θ. Specifically, we hold θ fixed in the EM algorithm and set the profile likelihood function
pf(θ) to the value of ln(θ, Λ, psj) at the convergence. Then the covariance matrix of θ̂ is
estimated by the negative inverse of the matrix whose (k, l)th element is
where ek is the kth canonical vector, and hn is a perturbation parameter typically set to n−1/2.
3. SIMULATION STUDIES
We conducted simulation studies to assess the performance of the proposed methods in
realistic situations. In the first set of studies, we set X = I(U1 < 0.3), Z = [100U2 sin(U1)/
sin(1)] and W = U3, where U1, U2 and U3 are independent Uniform(0, 1), and [x] denotes the
largest integer no larger than x. The choice of Z, which has 100 values, mimics a continuous
covariate, such as age, that is recorded in discrete values in practice. We generated the event
times under the proportional hazards model Λ(t|X, Z, W) = 0.1te−0.5X+0.5Z+0.8W or the
proportional odds model Λ(t|X, Z, W) = log(1+0.2te−0.5X+0.5Z+0.8W). The censoring time
distribution was set to Uniform[0, 3], yielding approximately 80% censored observations.
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We let n = 10000 and adopted the original case-cohort sampling (Prentice, 1986) with 0.2
selection probability. In the EM algorithm, we set the initial value of θ to 0 and the initial
value of Λ{·} to the inverse of the total number of cases. Since Z is discrete, we estimated
P(x|z) by the empirical probability function of X given Z. We estimated the covariance
matrix of θ̂ by the profile likelihood method with step size of 6n−1/2. The results are
summarized in Table 1. The parameter estimators are virtually unbiased, the variance
estimators accurately reflect the true variations, and the confidence intervals have reasonable
coverage probabilities.
The second set of studies was designed to have a continuous covariate that is correlated with
a continuous expensive variable. The set-up is the same as the first one except that X is
Uniform(−0.5, 0.5) and Z = U sin(X), where U is Uniform(0, 1). We set n = 2000 and
subcohort selection probability to 0.3. Since Z is continuous, we estimated P(x|z) by the
kernel smoothing. We first normalized Z to have mean zero and variance one. We then used
the Epanechnikov kernel function, i.e, K(z, z̃) = 0.75(1 − ||z − z̃||2)I(||z − z̃|| ≤ 1), and set the
bandwidth an to n−1/4. As shown in Table 1, the proposed methods continue to perform well.
We also evaluated the full-cohort estimator, the Estimator II of Borgan et al. (2000) with
time-dependent weights, which is in the spirit of Robins et al. (1994), and the estimator of
Zeng et al. (2006), which assumes independence of X and Z. We simulated data in the same
manner as in the second set of studies. The results under the proportional hazards model are
summarized in Table 2. By comparing the results of Tables 1 and 2, we see that the
efficiency loss of the proposed estimator (with subcohort selection probability of 0.3)
relative to the full-cohort estimator is fairly small. The relative efficiencies of Borgan et al.’s
estimator to the proposed estimator are approximately 90%, 72% and 61% for estimating the
effects of X, Z and W, respectively. (The proposed estimator is expected to gain more
efficiency for Z and W than for X because it makes full use of the first-phase covariate
information.) The bias of Zeng et al.’s estimator is approximately 38% of the true effect size
in estimating the effect of X, 74% in estimating the effect of Z and 7% in estimating the
effect of W.
We conducted additional simulation studies with smaller n and p0 and also under a nested
case-control design. The results are presented in the Supplemental Materials.
4. REAL EXAMPLES
The National Wilms’ Tumor Study Group in the U.S. has conducted a series of studies on
Wilms’ tumor, a rare kidney cancer in young children. We use data on 3915 subjects from
two of the studies (D’Angio et al., 1989; Green et al., 1998) to evaluate the effects of the
histological type of the tumor, stage, age at diagnosis, and tumor diameter on relapse-free
survival. The censoring rate is approximately 83%.
Each subject’s histological type was assessed both by a local pathologist and by an
experienced pathologist in a central facility. The latter assessment was more accurate but
much more expensive and time-consuming. If a two-phase design had been used, the cost of
the studies would have been drastically reduced. To illustrate the benefit of two-phase
sampling, we adopt the stratified case-cohort design of Kulich and Lin (2004). Specifically,
we divide the subjects into eight strata according to local histology reading (favorable vs
unfavorable), stage (III–IV vs I–II), and age (≥ 1 year vs < 1 year); we select all 260 controls
in the five smallest strata, 120 controls from the two larger strata, and 160 controls from the
largest stratum; all 669 cases are selected.
Following Kulich and Lin (2004), we include a continuous piecewise-linear age effect in the
regression analysis. The covariates include the central histology assessment, the linear effect
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for age< 1, the linear effect for age≥ 1 year, the interactions between histology and the two
age variables, stage, tumor diameter, and the interaction between stage and tumor diameter.
By fitting a logistic regression model to the full data, we find that only stage and tumor
diameter are significantly associated with histology. Thus, we let Z to include stage and
tumor diameter, and W to include all other covariates.
We consider the class of logarithmic transformations. Although tumor diameter is a
continuous variable, it only has 26 distinct observed values in the data. With nearly 4000
subjects, we can choose the bandwidth sufficiently small such that the kernel estimation is
essentially the estimation of the conditional distribution of histology given each stage and
each distinct value of tumor diameter. We draw the subcohort 1000 times. The results of the
case-cohort analysis are shown in Table 3, along with the full-cohort analysis, for both the
proportional hazards and proportional odds models. The latter model is selected by the AIC
criterion, which is tantamount to maximizing the objective function given in (3) because the
numbers of parameters for different transformation models are the same.
Even with only one-third of the subjects selected for central histology assessments, the point
estimates of the case-cohort analysis are close to their full-cohort counterparts, and the
variances are only slightly increased. Kulich and Lin (2004) reported the results of the case-
cohort analysis under the proportional hazards model using their weighted method and
Borgan et al.’s (2000); Breslow et al. (2009) applied their calibration method to the same
data. The standard error estimates of our case-cohort analysis are lower than the other three
methods. The case-cohort analysis of Kulich and Lin (2004) and Breslow et al. (2009) used
the local histology assessments and thus used more data than our analysis.
For further illustration, we consider the ARIC study (The ARIC Investigators, 1989), which
recently adopted a stratified case-cohort design; see the Supplemental Materials.
5. DISCUSSION
We have developed efficient estimators for semiparametric transformation models under
general two-phase designs allowing the first-phase covariates to be continuous and
correlated with expensive covariates. The likelihood function of interest is not tractable
because it involves the conditional density function of expensive covariates given
continuous first-phase covariates. We approximated the conditional density function by
kernel smoothing. The approximations are different between the subjects with and without
measurements of expensive covariates. Because the approximate likelihood function
involves nonparametric smoothing estimators, which do not possess the usual parametric
convergence rate, the existing nonparametric maximum likelihood estimation (NPMLE)
theory (Murphy, 1994; Zeng and Lin, 2010), which utilizes the score operators for both
parametric and nonparametric components and treats them equally in the inference, is not
applicable. Through innovative use of modern empirical process theory and kernel
estimation theory, we were able to establish the consistency, weak convergence and
asymptotic efficiency of the proposed estimators with mixed convergence rates. Our proofs
start with the efficient score function for the regression parameters and chooses appropriate
bandwidths to control the asymptotic bias due to kernel smoothing.
It is not feasible to maximize the kernel-smoothed log-likelihood function directly or by
applying the existing EM algorithms for NPMLE methods. We developed a novel
semiparametric EM algorithm by artificially creating a latent variable for non-selected
subjects such that the high-dimensional cumulative baseline hazard function and conditional
distribution function can be evaluated explicitly in the M-step of the EM algorithm; the only
major calculation is to solve a small number of equations for the regression parameters. We
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established the ascent property of the proposed EM algorithm to ensure its good
performance.
In most two-phase studies, such as the ARIC study, the sample sizes are very large and there
are only a small number of distinct observed values for Z. Then we can treat Z as discrete
random variables and choose the bandwidth sufficiently small so that the kernel estimation
is essentially equivalent to the use of empirical probability functions. Our theory still holds,
but the computation is faster.
Due to curse of dimensionality, Z cannot be very high-dimensional, i.e., > 3. There are
several ways to obtain a low-dimensional Z. First, if there is prior scientific knowledge
about the dependence among the covariates, then that information can be incorporated into
the modeling. Second, we may assess the dependence empirically from the data. Third, we
may adopt a dimension-reduction technique, such as principal components analysis.
The bandwidth an in (3) can be chosen in a data-adaptive manner. Specifically, we can
choose an through cross-validation. For any fixed an, we use part of the data as the test data
and the remainder as the validation data. We evaluate (3) in the validation data using the
estimates obtained from the test data. The optimal bandwidth an is the value that maximizes
the average cross-validation likelihood.
We have assumed that the covariates are time-independent. Our results can be readily
modified if there are external time-dependent covariates in W. Generalization to the case of
time-dependent Z is challenging due to the difficulties in estimating the conditional density
of X given time-dependent covariates. One possible strategy is to jointly model the event
time T and the latent trajectory of Z over time while allowing X to depend on the trajectory
of Z.
Assumption (A.2) allows the missingness on X to depend only on the first-phase data O ≡
(Yi, Δi, Zi, Wi) (i = 1, …, n). This assumption holds naturally for all two-phase studies.
However, the proposed likelihood function and the corresponding inference procedures
remain valid under the general missing-at-random framework, which allows missingness to
depend on all observed data, including observed X.
Under (A.1), C is allowed to depend on observed X but not on unobserved X. If this
coarsening-at-random assumption fails, we specify that the cumulative hazard function of C
satisfies a semiparametric transformation model:
, where Gc(·) is a known increasing function.
Then P(Y, Δ|X, Z, W) in (3) will become the product of expression (2) and the following
expression
The proposed EM algorithm can still be used but the M-step will now involve estimating the
parameters in the censoring distribution.
Our work is the first attempt at providing efficient estimation for two-phase studies with
continuous first-phase covariates that are correlated with expensive covariates. Although we
focused on cohort studies with censored survival data, our approach can be applied to any
two-phase studies, particularly those with dichotomous and continuous outcomes. We
simply replace P(Y, Δ|X, Z, W) in (3) by the conditional density function of the new
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outcome variable given covariates. Our approach can also be extended to multivariate failure
time data (Lu and Shih, 2006; Kang and Cai, 2009; Zhang et al., 2011).
Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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APPENDIX: PROOFS OF THEOREMS
Before proving Theorems 1 and 2, we show that the conclusions of the theorems hold under
the sampling mechanism satisfying condition (C.6) if they hold under independent sampling.
Let  denote the probability measure
, and let  denote the probability
measure associated with the observed data. It follows from condition (C.6) that under , the
likelihood ratio statistic between the joint density of the observed data and the density given
by , i.e., d /d , converges in distribution to some random variable , whose
conditional distribution given O is approximated by e , where  is normal with mean
−f(O)/2 and variance f(O). Suppose that n1/2(θ̂ − θ0) converges in distribution to some
random variable  under . Then for any subsequence {n1/2(θ̂ − θ0), d /d }, the
tightness implies that there exists a subsequence which converges to ( , ). Therefore, Le
Cam’s third lemma entails that, under probability measure , n1/2(θ̂ − θ0) converges in
distribution to a probability measure given by E{I(  ∈ B) } for any Borel set B. Because
E( |O) = 1 and θ̂ only depends on O, we have E{I(  ∈ B) } = E{I(  ∈ B)}. Thus, under
the measure actually generating the data, n1/2(θ̂ − θ0) converges in distribution to the same
random variable . By the sub-subsequence argument, this convergence holds for the whole
sequence of n1/2(θ̂ − θ0). Thus, our claim is established. Because of this result, we assume in
the following proofs that the observations (Yi, Δi, RiXi, Ri, Zi, Wi) (i = 1, …, n) are i.i.d.
Proof of Theorem 1
We first show that lim supn Λ̂(τ) < ∞ with probability one. We define a distribution
function P̂1(Y, Δ, X, Z, W) with point mass q̂is/n at the observation (Yi, Δi, xs, Zi, Wi) (i = 1,
…, n; s = 1, …, m), where q̂is = I(Xi = xs) for i ∈  and
for i ∈ . The M-step of the EM algorithm implies that (θ̂, Λ̂) maximizes
(A.1)
Differentiating (A.1) with respect to the jump size of Λ yields
where
Define
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where P10(Y, Δ, X, Z, W) is the distribution function for (Y, Δ, X, Z, W). We now show that
Λ̃(t) converges uniformly to Λ0(t). The classes of functions {I(Y ≤ t) : t ∈ [0, τ]} and
are P-Donsker. After integration by part, the denominator of Λ̃(t) can be expressed as
where Sc(t|X, Z, W) is the conditional survival function of the censoring time given
covariates. Condition (C.4) implies that A(·) is bounded from below by a positive constant.
Thus, the Glivenko-Cantelli theorem entails that
with probability one. On the other hand, E {ΔI(Y ≤ t)/A(Y)} = −Λ0(t). Hence, Λ̃ converges to
Λ0 uniformly in [0, τ] with probability one.
By the EM algorithm,
The construction of Λ̃ implies that Λ̃{Yi} ≥ c0/n when Δi = 1 for some positive constant c0.
Since Λ̃ uniformly converges to Λ0 in [0, τ] and , the right-hand side of the
above inequality is equal to −log n+Op(1). In light of condition (C.3) that (1+G′(x))
exp{−G(x)} ≤ c1(1 + x)−ν0 for some constant ν0 > 0 and c1 > 0, we have
By the boundedness of (β̂Txs + γ̂TZi + η̂TWi) and the constraint that , we have
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for some positive constant c2. Thus, we obtain the same inequality as (6.3) of Zeng and Lin
(2010). Using the partitioning technique of Murphy (1994) and Zeng and and Lin (2010), we
can then show that the left-hand side of the above inequality will diverge to −∞, which is a
contradiction, unless lim sup Λ̂(τ) < ∞.
We choose a convergent subsequence from the sequence of estimators (θ̂, Λ̂) implicitly
indexed by n. Since Λ̂ is non-increasing and bounded, Helly’s selection theorem allows us to
choose a further subsequence from any subsequence of the estimators, still denoted as (θ̂, Λ̂),
such that θ̂ → θ* and Λ̂ converges to Λ* uniformly for some vector θ* and some function Λ*.
Furthermore, we can choose a subsequence F ̂(x, z) such that F̂(x, z) converges to some
function F*(x, z) in the norm of the bounded variation space. Likewise, the measure P̂1
converges weakly to some finite measure. The consistency will hold if we can show that θ*
= θ0, Λ* = Λ0 and F* = F0.
To that end, we establish some facts about F ̂ and F*. Since
we conclude that supx |F*(x, z1) − F*(x, z2)| ≤ E [|I(Zi ≤ z2) − I(Zi ≤ z1)|], so F*(x, z) is
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and μ̂(z) is a function satisfying
(A.4)
with (x, z; θ̂, Λ̂, F̂) > 0 and μ̂(Zj) = μ̂j. Note that
Thus,
Using integration by part and the uniform continuity of F*(x, z) in z, we can show that the
second term on the left-hand side has a uniform limit, denoted by B*(y, δ, w, z0). Therefore,
is asymptotically equivalent to
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and this equivalence holds uniformly in Xi and z. Consequently, the left-hand side of
equation (A.4) converges uniformly in z to
This equation is monotone in μ(z) and has a unique solution, denoted by μ*(z), satisfying
that μ(z) − E {(1 − R) (Y, Δ, x, z, W; θ*, Λ*)/B*(Y, Δ, W, z)|Z = z}|x=X is bounded away
from zero. By the inverse mapping theorem, the solution to (A.4), μ̂(z), converges to μ*(z)
uniformly in z. In addition, (x, z; θ̂, Λ̂, F̂) converges to
for (x, z) in the support of (X, Z) and thus has a strictly positive lower bound when n is large
enough.
Our final step is to prove that θ* = θ0, Λ* = Λ0 and F* = F0 through the Kullback-Leibler
inequality. Let p̃sj = Σi∈  I(Xi = xs)wsj/Σi∈  wij, and
. By the theory on kernel density
estimation, F̃(x, z) uniformly converges to F0(x, z). Furthermore, it follows from the above
facts on F̂(x, z) that is F̂(x, z) is absolutely continuous with respect to, F̃(x, z), and
Thus, dF̂(x, z)/dF̃(x, z) converges uniformly to dF*(x, z)/dF0(x, z), and F*(x, z) is
differentiable with respect to x and z. By definition, n−1 ln(θ̂, Λ̂, p̂sj) ≥ n−1 ln(θ0, Λ̃, p̃sj). That
is,
(A.5)
For the first term in (A.5), we note that
which converges uniformly to some positive function. This result implies that Λ* is
absolutely continuous with respect to Λ0 and the limit of the above expression is equal to
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dΛ*/dΛ0 at Yi. Thus, the first term of (A.4) converges almost surely to .
The convergence of Λ̃ and Λ̃ implies that the limit of the second term in (A.5) is
Through integration by part and kernel approximation, the third term in (A.5) converges to
By (A.3), p̂sj/p̃sj = dF̂(x, z)/dF̃(x, z) at x = xs and z = Zj. It follows that p̂sj/p̃sj converges
uniformly to dF*(x, z)/dF(x, z)|x=xs, z=Zj. As a result, the last term of (A.5) converges to
Combining the above results for (A.5), we conclude that the Kullback-Leibler information
of the density indexed by (θ*, Λ*, F*) with respect to the true density is non-positive.
Therefore, these two densities must be equal almost surely. For R = 1, this implies that
It then follows from condition (C.1) that θ* = θ0, Λ* = Λ0 and F* = F0. The consistency is
therefore proved.
Proof of Theorem 2
The proof consists of four major steps.
Step 1
Establishing the invertibility of the information operator for (θ0, Λ0, F0) and the existence of
the least favorable direction for θ0.
Let lθ denote the score for θ0, lΛ [h1] denote the score along the submodel Λ0 + ε ∫ h1dΛ0,
and lF [h2] denote the score along the submodel [1 + ε{h2(x, z) − E[h2(X, Z)]}]dF0(x, z)
based on one complete observation (Y, Δ, X, Z, W), where h1(Y) and h2(X, Z) belong to the
L2(P) space. To be specific,
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For two-phase studies, the score functions are
, and
.
The information operator is , where  is the dual operator of
. After tedious calculations, the information operator can be written as the sum of
an invertible operator and a compact operator from the space  ≡ ×BV [0, τ]×BV ( )
to itself, where d is the dimension of θ, BV [0, τ] is the space of functions with bounded total
variations in [0, τ], and BV ( ) is the space of functions with bounded total variation in
the support of (X, Z), denoted as . By Theorem 4.7 of Rudin (1973), the information
operator is invertible if it is one to one, or equivalently, the Fisher information along any
non-trivial submodel is non-zero.
Suppose that the Fisher information is zero along some submodel
where E{h̃2(X, Z)} = 0. Then the score function along this submodel, i.e.,
, is zero. We set R = 1 to obtain  with probability
one. That is,
We multiply both sides by h̃2(X, Z) and take the expectation. Because h̃2 is orthogonal to lθ
and lΛ, we see that h̃2 = 0. In the resulting equation, we set Δ = 1 and Y = 0 to obtain [XT,
ZT, WT]v + h̃1(0) = 0. Thus, v = 0. The new equation with Δ = 1 is a homogeneous equation
for h̃1 with only zero solution, implying that h̃1 = 0. Therefore, the information operator is
invertible. Consequently, there exist h1 and h2 such that .
That is, the least favorable direction for θ0 exists. It is easy to show that h1 ∈ BV [0, τ] and
h2(x, z) has bounded q-times derivatives in the support.
Step 2
Deriving the score equation for θ0 along the least favorable direction.
Let  and  denote the empirical and true measures, respectively. Since (θ̂, Λ̂, F̂)
maximizes (3), the derivatives of the log-likelihood function with respect to ε along the sub-
model (θ̂ + εv, Λ̂, dF̂) for any v, the submodel (θ̂, Λ̂ + ε ∫ h1dΛ̂, dF̂), and the submodel (θ̂, Λ̂,
dF̂{1 + ε(h2 − ∫ h2dF ̂)}) must be zero. Thus, (θ̂, Λ̂, F ̂) is the solution to the functional
equation Φn(θ, Λ, F) = 0, where Φn(θ, Λ, F) = Φn1(θ, Λ, F) − Φn2(θ, Λ, F) − Φn3(θ, Λ, F),
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Let Φ̃n(θ, Λ, F) be the same as Φn(θ, Λ, F) except that  is replaced by . Clearly, θ̂
satisfies the following equation
(A.6)
Step 3
Obtaining the asymptotic linear expansion of the score function along the least favorable
sub-model.
We wish to show that
(A.
7)
We prove this result by using Theorem 2.11.22 of van der Vaart and Wellner (1996). Note
that the left-hand side of (A.7) is an empirical process of the following classes of functions
indexed by (θ̂, Λ̂, F̂):
and
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where ||Λ − Λ0|| is the supreme norm in [0, τ], and ||F − F0|| is the supreme norm in . By
Theorem 1 and the theory on kernel estimation, it is straightforward to verify that uniformly
in (Y, Δ, X, Z, W),
Likewise,
and
Clearly, all the functions in the classes  (k = 1, 2, 3) are uniformly bounded. We wish to
verify all the conditions in Theorem 2.11.22 of van der Vaart and Wellner (1996). We first
show that the classes of functions  (k = 1, 2, 3) satisfy the uniform entropy condition in
Theorem 2.11.22 of van der Vaart and Wellner (1996). Choose any two functions from ,
say f1 and f2, which are indexed by (θ1, Λ1, F1) and (θ2, Λ2, F2), respectively. The difference
between these two functions is bounded from above by
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where c1 is an upper bound for the norm of (X, Z, W) in their support. By the mean-value
theorem, there exists a constant c2 such that
Using the variable transformation, we see that
where gn(Z) = ∫ (Y, Δ, x, Z + anz̃)K(z̃)dF1(x, Z + anz̃). By applying sequential integration
by part and noting that gn(Z) converges uniformly in Z to ∫x (Y, Δ, x, Z)F1(dx, Z) and is
thus bounded from zero, we obtain
for some constant c3. By the mean-value theorem,
which is further bounded by c5 {|θ1 − θ2| + |Λ1(Y) − Λ2(Y)|} for some constants c4 and c5.
Likewise, there exists some constant c6 such that
Therefore,
for some constant c7. In addition, the integration in the above inequality is over the domain
of the support of X and the support of the kernel function. Thus, the Cauchy-Schwarz
inequality implies that, for any finite measure Q,
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Since z̃ is bounded and an is very small, we can expand the measure Q to the space




where P ̃ is the uniform measure in . We conclude that
(A.
9)
where c8 is a constant, and N (·, ·, ·) denotes the covering function. On the right-hand side of
(A.9), the first covering number is O(1/εd), the second covering number is O{exp(1/ε)}
according to Theorem 2.7.5 of van der Vaart and Wellner (1996), and the third covering
number is O{exp(1/εV)} for some positive index V. The last result is due to the fact that (F: ||
F − F0||∞ < ε) is in the symmetric convex hull of a VC-class [I{a < (XT, ZT)T ≤ b} : a, b ∈
] and follows from Theorem 2.6.9 of van der Vaart and Wellner (1996). Therefore, (A.
9) implies that  satisfies the uniform entropy condition in Theorem 2.11.22 of van der
Vaart and Wellner (1996). By the same arguments,  and  also satisfy the uniform
entropy condition.
If we replace measure Q by measure P, then (A.8) implies that the functions in the classes
 (k = 1, 2, 3) are Lipschitz continuous with respect to (θ, Λ, F) in the metric defined as
As a result, condition (2.11.21) in Theorem 2.11.22 of van der Vaart and Wellner (1996)
holds. In addition, the total boundedness of the index set (θ, Λ, F) holds due to the pre-
compactness of (θ, Λ, F) under the uniform metric.
We have now verified all the conditions in Theorem 2.11.22 of van der Vaart and Wellner
(1996). Thus, equation (A.7) follows from that theorem.
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Proving the asymptotic normality and efficiency of θ̂.
In light of equations (A.6) and (A.7),
(A.
10)
The left-hand side of (A.10) can be linearized around (θ0, Λ0, F0). Specifically,
where ∂/∂Λ and ∂/∂F denote pathwise derivatives, and (θ*, Λ*, F*) lies between (θ̂, Λ̂, F̂) and
(θ0, Λ0, F0). Similar expansions can be obtained for Φ̃n2 and Φ̃n3. By the kernel
approximation, we can show that the left-hand side of (A.10) is equal to
(A.11)
where  is the second derivative of lo with respect to θ,  and  are the derivatives
of  with respect to Λ and F along the direction h,  and  are the
derivatives of  with respect to Λ and F along the direction h2, and  are
 are the derivatives of  with respect to Λ and F along the direction h2.
Since h1 and h2 are chosen to be the least favorable directions for θ0 given at the end of Step
1, we have  and
. Thus, the first term in (A.11) is
equivalent to n1/2Σ(θ̂ − θ0), where , which is an
invertible matrix due to the invertibility of the information operator for (θ0, Λ0, F0). Finally,
since
and
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Condition (C.4) implies that, for any q-times differentiable function g(z),
Thus, (A.12) is , which is op(1) by condition (C.5). The same arguments apply to
Φ̃n2(θ0, Λ0, F0) and Φ̃n3(θ0, Λ0, F0). Thus, the last term of (A.11) is op(1).
It follows from (A.10) that
This proves the asymptotic normality in Theorem 2. Since  is the
efficient influence function for θ0, its limiting covariance matrix attains the semiparametric
efficiency bound.
Given the existence of the least favorable directions, we can construct the least favorable
submodel. We proceed to verify the conditions of Murphy and van der Vaart (2000) and
conclude that the inverse of the negative Hessian matrix of the profile likelihood function is
a consistent estimator for the limiting covariance matrix of n1/2(θ̂ − θ0).
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