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This paper studies optimal dynamic investment and …nancial policy of the
…rm, if the interest rate on the …rm’s debt depends on its capital structure.
We characterize the optimal investment and …nancing decisions and show
how the incentive to invest and the market value of the …rm are a¤ected
by …nancial considerations. Conditions are derived under which average Q
remains a su¢cient statistic for investment. Our results imply that empirical
work must simultaneously analyze investment and …nancial policy of the
…rm in order to determine whether …nancial market imperfections a¤ect
investment. We also derive an estimable investment equation that is valid
even if …nancial markets are imperfect. Our empirical results suggest that
investment is indeed a¤ected by …nancial market imperfections.
Keywords: Investment, Capital structure, Tobin’s Q
JEL classi…cation: D92, E221 Introduction
The standard theory of investment assumes that …rms operate in perfect
capital markets and face convex costs of adjusting capital. Despite its pop-
ularity, this approach has faced considerable di¢culties in empirical im-
plementation. Hayashi (1982) shows that a strong set of additional as-
sumptions is necessary to derive an estimable investment equation from the
model. The main empirical problem is that average Q does not contain
all the relevant information about investment, although under these addi-
tional assumptions it should be a su¢cient statistic. Instead, coe¢cients
on variables like current income, cash-‡ow or sales turn out to be esti-
mated signi…cantly di¤erent from zero when these variables are added to
Q-regressions (see Hubbard (1998) for a recent survey on panel-data studies
and Caballero (1999) for aggregate investment data).
In particular, there is a large literature sparked by the work of Fazzari,
Hubbard & Petersen (1988), which uses …rm-level data partitioned into
subgroups according to some …rm characteristic and …nds that the size
of the coe¢cient on the current cash-‡ow variable varies systematically
among subgroups. Since the characteristics are chosen such as to select
groups of …rms facing di¤erent degrees of imperfections in …nancial markets,
this …nding is often interpreted as evidence for the importance of …nancial
market imperfections for investment on the …rm level. Examples of …rm
characteristics which have been used to partition the sample include: div-
idend/income ratios (Fazzari, Hubbard & Petersen (1988)), …rm age and
size (Gilchrist & Himmelberg (1995)), membership in a ”keiretsu” (Hoshi,
Kashyap & Scharfstein (1991)),.... Even after more than ten years however,
there is still considerable debate within the profession about the conclusive-
ness of the empirical evidence brought forward in this regard (see Kaplan
& Zingales (1997)). The main question obviously is whether the correla-
tion between current income and current investment after controlling for
average Q is actually caused by frictions in …nancial markets, or whether
this is the result of some other departure from the assumptions of Q-theory.
The question has been addressed by researchers in various ways. Some have
based their estimation on the Euler equation rather than the investment-Q
relationship (Whited (1992)), others have reconstructed marginal Q from
di¤erent measures of investment opportunities rather than using average Q
(Gilchrist & Himmelberg (1995)). Cooper & Ejarque (2001) have recently
argued that strict concavity of the pro…t function of the …rm generates the
observed correlation. They present numerical simulations which reproduce
the estimation results obtained by Gilchrist & Himmelberg (1995) in a model
with perfect …nancial markets. Erickson & Whited (2000) on the other hand
argue that biased estimates due to measurement error in average Q rather
than …nancing frictions cause this empirical phenomenon.
1In this paper, we tackle the question by explicitly introducing …nancial
market imperfections into the Q-model and allowing for imperfect product
markets. We characterize the optimal investment and …nancial policy of the
…rm and derive an estimable investment equation, which takes into account
potential discrepancies between average and marginal Q. By proceeding
in this structural way, we can gain some understanding of how the incentive
to invest may di¤er from the market valuation of the installed capital and
what other variables beyond average Q should be expected to help explain-
ing investment. After all, the true incentive to invest, marginal Q, adjusts
endogenously to the existence of …nancial and product market imperfec-
tions and therefore also carries information about the …nancing options and
the market power of the …rm. Some of this information will also be re-
‡ected in average Q. We believe that this approach successfully addresses
some of the concerns about the methodology used by Fazzari, Hubbard
& Petersen (1988). First, by using a dynamic model, we are taking into
account the forward-looking nature of investment decisions and market val-
uation. Further, our structural equation is valid for all …rms and is not
subject to the critique that sample splits are to a large degree arbitrary.
Finally, allowing for both, imperfect product markets and imperfect …nan-
cial markets, we address the concerns of Cooper & Ejarque (2001), who …nd
that imperfect product markets alone can explain the observed correlation
between investment and current income.
Previously, Hayashi (1985) has provided an analysis of optimal invest-
ment with adjustment costs and imperfect …nancial markets, in which the
cost of debt …nance is increasing in the debt-capital ratio. In his model,
di¤erent tax rates on dividends and capital gains also drive a wedge be-
tween the cost of retained earnings and the cost of new equity issue, and
he distinguishes three di¤erent …nancing regimes of investment. He shows
that under a speci…c assumption on bankruptcy costs, Q-theory holds in two
of the three regimes. However, he does not provide a general speci…cation
for an investment equation. The model we present below is simple enough
to allow us to derive an estimable investment equation taking into account
…nancial market and product market imperfections. The empirical evidence
we …nd shows that …nancial market imperfections do have a signi…cant ef-
fect on …rm investment, in particular for small …rms. We …nd no evidence
of a strictly concave operating income function. In the following section we
present the model, characterize analytically the optimal policy and provide
some numerical examples. In section 3 we derive the model’s implications
for empirical research and provide empirical evidence for the importance of
…nancial market imperfections for the explanation of …rm investment. We
conclude by discussing possible limitations of the analysis and by indicating
questions to be answered by future research.
22 Introducing …nancial variables into the
Q-model
Perfect …nancial markets imply that there is a single interest rate in the
economy which is applied to all …nancial transactions. For the individual
…rm this means that the three principal modes of …nancing, i.e. debt …nance,
retained earnings, and equity issues, have the same opportunity cost. In
such a setting, the Modigliani-Miller theorem (Modigliani & Miller (1958))
holds and …nancial policy is irrelevant for the value of the …rm1. The path
of optimal investment is determined without regard of …nancing decisions.
In particular, the path of dividend payments, and the capital structure are
indeterminate and do not a¤ect the evolution of the capital stock. In a world
where …nancial markets do not work frictionlessly however, the opportunity
costs of the three modes of …nancing may be quite di¤erent. In their seminal
article from 1958, Modigliani and Miller state that
„...Economic theory and market experience both suggest that
the yields demanded by lenders tend to increase with the debt/equity
ratio of the borrowing …rm (or individual)....”
Our way of introducing …nancial market imperfections is to follow the
suggestion of Modigliani and Miller and allow the interest rate on the …rm’s
debt to depend on the capital structure of the …rm. In the microeconomic
literature one can …nd many models of fundamental contractual problems
in …nancial markets, but most of them are static and do not match well
with the explicitly dynamic analysis we want to provide here. For this
reason and to keep the model simple we therefore do not dig deeper into
the microeconomic foundations and take the dependence of the interest rate
on the capital structure as given. It should be noted though that the most
popular microeconomic approach to contractual problems in credit markets
- the costly state veri…cation model due to Townsend (1979) and Gale &
Hellwig (1985) - also implies that the interest rate charged by the lender
depends on the capital structure of the …rm (project)2.
The model is set in a dynamic deterministic framework in order to focus
on the interaction between the optimal investment and …nancial policy and
1Di¤erential tax treatment of interest payments, dividends and retained earnings may
be a reason for the Modigliani-Miller theorem to break down. I am not considering tax
issues here, since I am focussing on the imperfect …nancial markets hypothesis.
2Another more recent approach to contractual problems in credit markets is based on
work by Hart & Moore (1994) and assumes imperfect enforceability of debt contracts. The
equilibrium interest rate in this model is the safe interest rate r, but the size of the loan is
restricted to be smaller than some multiple of the collateral supplied by the entrepreneur.
In the appendix we explore the (similar) implications of this alternative way to model
…nancial market imperfections.
3the endogenous adjustment of marginal and average Q. A companion paper







¡(t)(¦[:] ¡ ª[:] ¡ ½[:]B (t) + X (t))dt (1)
subject to
_ K (t) = I (t) ¡ ±:K (t)




In the appendix this formulation is derived from a model in which the
objective of the …rm is to maximize the value of the …rm’s capital at time
0. This value is de…ned as the sum of B (0), the market value of debt
held by the …rm at time 0, and the market valuation of the …rm’s equity
at time 0. The capital accumulation equation is the usual one, with ± de-
noting the rate at which capital goods are assumed to decay. The debt
accumulation equation simply de…nes X (t) as the rate of change of debt
at time t, which implies that there are no costs of adjusting the capital
structure. We allow for an in…nite rate of change in the state variables, so
that at the initial point in time the …rm could discretely adjust the stock
of debt3. The main di¤erences to the standard model are the appearance
of another state variable and the statement of the objective function of the
…rm. The operating income function ¦[K (t)] captures any pro…ts the …rm
generates from normal operations. It depends on the size of capital stock
K (t) only and is assumed to be twice continuously di¤erentiable and con-
cave in K(t), ¦K [:] > 0, ¦KK [:] · 04. Operating income is zero, if the …rm
does not have any capital: ¦[0] = 0. The standard adjustment cost func-
tion ª[I (t);K (t)] is assumed to be twice continuously di¤erentiable with
respect to both arguments, strictly convex in I(t), ªI [:] > 0, ªII [:] > 0 and
K(t),.ªK [:] < 0, ªKK [:] ¸ 0. If investment is zero, adjustment costs are
zero as well: ª[0;K (t)] = 0.
The next two terms represent the non-standard part of the model. The
cost of debt …nance is captured by the term ½[r(t);B(t);K (t)]B (t), which
3Arrow & Kurz (1970) show that in a deterministic, concave, in…nite horizon problem
with continuous dynamics of the exogenous variables discrete adjustments (jumps) in state
variables only accour in the initial period.
4A well-de…ned and concave operating income function follows for example from assum-




1¡®¢', with 0 < ® · 1, ' > 0
and a constant elasticity demand function p(t) = D(t)Q(t)
¹¡1, with 0 < ¹¾ < 1 and the
following speci…cation of the …rm’s static pro…t maximization problem ¦[K (t)] = max
L(t)
p(t)Q(t) ¡ w (t)L(t).
4represents the interest payments on the stock of debt B (t). The interest rate
on the …rm’s debt ½[:] > 0 depends on the „riskless” interest rate r(t) and
the size of debt and capital of the …rm. As mentioned before, such an
interest rate function can be rationalized by the existence of informational
asymmetries between the …rm and the lender. Since very low levels of debt
are essentially riskless for the lenders, it is assumed that ½[r(t);K (t);0] =
r(t). Further, the interest rate depends per assumption continuously on its
arguments, with continuous second order partial derivatives and ½B [:] ¸ 0,
½K [:] · 0 and ½KK [:] ¸ 0 . To see that these assumptions are consistent
with the view of Modigliani and Miller, we have to recall the balance sheet
of the …rm, which states that the book value5 of assets K (t) equals the
book value of debt B (t) plus the book value of equity E (t), K (t) = B (t)+
E (t). An increase in the debt-equity-ratio clearly implies an increase in
the debt-capital-ratio and vice versa. Keeping capital …xed, the interest
rate increases with an increase in debt, which explains the sign of the …rst
partial derivative. Keeping debt …xed, the interest rate decreases with an
increase in the amount of capital, determining the sign of the second partial
derivative. Rather than imposing homogeneity on the interest rate function
from the beginning (as suggested by Modigliani and Miller), we allow the
interest rate to depend in a more general way on its arguments.
Net debt repayments are denoted by X (t). It is important to mention
that in the model, ° (t) > r(t), i.e. the required rate of return on the …rm’s
equity, ° (t), is assumed to be bigger than the „riskless” rate, r(t). In fact,
the di¤erence between these rates of return is an essential element of the
analysis. If r(t) = ° (t) = ½[:] the model collapses to the standard perfect
capital markets Q-model. We believe that a good argument for this assump-
tion can be made by appealing to the well-known „equity premium puzzle“,
which states that the spread between the rate of return on equity and the
rate of return on riskless bonds is much higher than would be predicted by
a standard representative agent capital asset pricing model. From here the
analysis will proceed in two steps. First we characterize the solution of the
model and present some numerical examples of optimal policies. Second, we
will derive the implications of our model for the speci…cation of investment
equations and clarify the relationship between marginal and average Q in
the presence of …nancial market imperfections.
5We are …xing the price of capital at 1, such that K (t) equals the book value of capital
and assume that the book value of debt is equal to its market value.
52.1 The optimal investment and …nancial policy
The necessary and su¢cient FOC of the problem are given by:
° (t) ¡½[r(t);K (t);B(t)] = ½B [r(t);K (t);B (t)]B(t) (2)
q(t) = ªI [I (t);K (t)] (3)








and the two dynamic constraints of the problem.
The state-space of the model is given by debt, capital and marginal
Q, fB;K;qg. If the operating income function is strictly concave and the
e¤ect of the capital stock on adjustment costs and the interest rate is not
too strong, a steady-state exists at which q¤ = 1, and K¤ and B¤ are …-
nite. If these conditions do not hold, it is still possible to determine the
optimal investment rates and the optimal …nancial policy of the …rm, but
q(t) does not converge to 1 and the capital stock and the debt level go to
in…nity as t goes to in…nity. Importantly B(t), the …rm’s stock of debt,
is a jump variable. This is a result of assuming no adjustment costs of
debt and frictionless access to equity …nance. This reduces the dimension
of the state space and equation (2) to a static relationship. The optimal
amount of leverage is found at the point at which the marginal bene…t
of more debt …nance ° (t) ¡ ½[r(t);K (t);B(t)] equals its marginal cost
½B [r(t);K (t);B(t)]B (t). Since ½[r(t);K (t);0] = r(t) and ° (t) > r(t),
the optimal amount of debt is positive at any time. We can use the implicit
function theorem to see how B(t) changes in response to changes in K (t).





½K [:] + ½BK [:]B(t)
2½B [:] +½BB [:]B(t)
(6)
By using this expression, we can prove the following proposition:
Proposition 1 If the discount rate ° (t) and the „riskless” rate r(t) are
constant over time, the debt-capital ratio is also constant if the interest rate
function is homogeneous of degree zero in B(t) and K (t).
6Proof. Homogeneity of degree zero implies: ¡½K [:]K (t) = ½B [:]B (t).
Taking the derivative of this expression with respect to B (t) yields
¡½KB [:]K (t) = ½BB [:]B (t)+½B [:]. Multiplying both sides of the equation
by B (t) and adding the resulting expression to the initial one we obtain
¡½K [:]K (t) ¡ ½KB [:]K (t)B (t) = 2½B [:]B (t) + ½BB [:]B(t)
2









This …rst result essentially means that if the interest rate only depends
on the debt-capital-ratio, optimal leverage does not depend on operating
income, adjustment costs or the size of the …rm, but only on the …nancial
parameters r(t), ° (t), and ½[:]. In general however, we expect optimal
leverage to depend on fundamentals6.
We see from (3) that the standard Q-investment relationship continues
to hold. Investment is positive if marginal Q is bigger than 1 and negative
if it is below 1. The pace of investment in the imperfect …nancial markets
case is still governed by the nature of adjustment costs. But what deter-
mines the incentive to invest? It is in the determination of marginal Q,
where the interaction between optimal …nancial and investment policy is
most important. Integrating the dynamic equation for marginal Q from 0




exp[¡(° + ±)t](OK [:] ¡ ªK [:] ¡½K [:]B (t))dt (7)
This equation shows that the incentive to invest is unambiguously increased
by the possibility of using debt. This follows from the assumptions for ½K [:]
and the result above, which found that optimal debt is always positive. The
…nancial factor increasing the incentive to invest is the fact that holding the
amount of debt constant, installing more capital decreases the cost of debt
…nance. The strength of this e¤ect is captured by ½K [:] and it is stronger
the more debt the …rm uses. At the same time, the optimal amount of debt
depends on the size of the capital stock. Both quantities therefore endoge-
nously adjust to each other and their optimal paths must be determined
jointly.
It should also be pointed out that there is another interesting innovation
in the expression for marginal Q, which establishes a potentially important
6It would be a straightforward extension to let the interest rate on the …rm’s debt also
depend explicitly on time. Then optimal leverage would also change with the age of the
…rm.
7Figure 1: A numerical example of the saddlepath
channel between the …nancial sector and the real sector of the economy. This
is the fact that any change in the exogenous factor r(t) or the parameters
of the relationship between debt, the capital stock and the interest rate
a¤ects ½K [:] and therefore also directly the incentive to invest. The desired
capital stock will adjust accordingly and there will be a signi…cant e¤ect on
future investment rates. It is quite plausible, that this e¤ect is one of the
channels through which monetary policy and developments in the …nancial
sector a¤ect the real sector of the economy. Rather than following up on
this remark, we will present in the section some numerical examples which
illustrate the way …nancial policy and the incentive to invest a¤ect each
other.
2.2 A numerical analysis
Figure 1 shows a numerical example of a solution path in the 3-dimensional
state space fB;K;qg for a parameter speci…cation for which the model has
a determinate steady-state and saddle-path-stable dynamics.
In the picture, three two-dimensional surfaces are drawn which intersect
at the steady state. These correspond to the _ q = 0-surface, the (vertically
drawn) _ K = 0-plane, and the surface representing all optimal combinations
of K (t) and B (t). The saddle path lies on the latter surface and selects
among all possible solution paths the unique solution path which does not
violate the transversality condition. It is clear that the optimal paths are
8Figure 2: A numerical example of the vector…eld
restricted to lie on the two-dimensional surface representing the static re-
lationship between K (t) and B (t). Hence, a two-dimensional picture is
su¢cient to illustrate the dynamics of the system and this picture can be
obtained by projecting the solution onto the K¡q-space. Such a projection
is displayed below in Figure 2. Again, we see the saddle path solution of the
system and the arrows indicate the direction of movement of points away
from the saddle path.
It is also instructive to show that imperfections in …nancial markets have
considerable e¤ects on investment. Below, there is a plot of the debt/capital
ratio paths of 3 …rms characterized by the same production and adjustment
technology, but facing di¤erent interest rate functions. We also simulate
the optimal investment policy of a …rm operating in perfect capital mar-
kets. For this …rm optimal …nancial policy is of course indeterminate. In
our simulations all …rms face the same cost of debt …nance, r = 0:04, at a
debt/capital ratio equal to 0. Also the initial capital stock, the operating
income function and the adjustment cost function are equal in all 4 simula-
tions. In particular, we used a simple power speci…cation for the operating
income function ¦[:] = 0:5K(t)0:5 and a standard quadratic adjustment cost
function, ª[:] = 0:5
I(t)2
K(t) +(1¡0:1)I (t). Any di¤erence in investment behav-
ior must therefore originate from the …nancing aspect of the problem. The
rate of return on equity is chosen to be ° = 0:09 in the imperfect …nancial
market cases. The interest rate function is represented by a power function
of the form ½[:] = r + 0:04B (t)
¹ K (t)
¡¯ as well.
A …rst result is that there is quite a large di¤erence between the perfect
9Figure 3: The dynamics of the debt-capital-ratio
…nancial markets case and the imperfect …nancial markets cases. The steady-
state level of the capital stock in the former is 3:429, while in the latter
case, the steady-state capital stocks lie in range from 2:088 to 2:427. Hence,
investment is considerably lower if …nancial markets are imperfect. The
structure of the …nancial market imperfection itself does not lead to such
large di¤erences among the …rms. This is true, although the …nancial policies
associated with each of these investment paths vary widely. The steady-
state debt-capital ratios range from 0:539 to 0:858. Also, the paths of the
debt/capital-ratio maybe increasing, decreasing or ‡at depending on the
relative e¤ects of the stocks of debt and capital on the interest rate. The
picture below shows the results for the debt-capital ratio.
The steady-state capital stock is increasing in the debt-capital ratio in
our simulations, because the interest rate increases at di¤erent speeds with
debt. Firms adjust to a quickly increasing interest rate by choosing both
a lower debt-capital ratio and a lower capital stock. In all three cases, we
set ¯ = ¡1, and the speed at which the interest arte increases is therefore
governed by ¹. Also the dynamics of the debt/capital ratio are governed by
the shape of the interest rate function. Firm I (¹ = 1) chooses a constant
debt/capital ratio because of the homogeneity of the interest rate function,
its steady-state capital stock is 2:178 and its steady state debt-capital ratio
10is 0:625. Firm II (¹ = 0:75) chooses an increasing debt-capital ratio because
for a constant debt/capital ratio, the interest rate decreases with capital.
Its steady-state debt-capital ratio is 0:858. The lower …nancing costs make
it optimal for the …rm to invest at a higher rate and achieve a steady-state
capital stock of 2:427, about 11% bigger than Firm I. Firm III (¹ = 1:25)
instead chooses a decreasing path because for a constant debt-capital ratio,
its interest rate increases with capital and selects a steady-state debt-capital
ratio of 0:539. The …rm therefore has a lower incentive to invest and its
steady-state capital stock of 2:088 is about 14% below the capital stock of
Firm II . After having illustrated how imperfections in …nancial markets
a¤ect the incentive to invest, we show in the next section how the existence
of these imperfections a¤ects the most widely used measure of this incentive,
the market valuation of the …rm’s capital.
2.3 The relationship between marginal and average Q
Hayashi (1982) shows that if the pro…t function and the adjustment cost
function are homogeneous of degree 1, then the incentive to invest, marginal
Q, equals the market valuation of the …rm’s capital, average Q. This result is
the basis of most empirical work on investment, but it is unclear whether this
result still holds in the presence of …nancial market imperfections. Hayashi
(1985) argues that the result continues to hold, since bankruptcy costs are
likely to be constant per unit of capital. We have taken a di¤erent approach
of modelling …nancial market imperfections, focusing instead on di¤erences
in the opportunity costs of di¤erent methods of …nancing. We have shown
above that even with imperfect …nancial markets, the incentive to invest is
still captured by marginal Q. In fact, equation (3) shows that marginal Q
is still a su¢cient statistic for investment. We would now like to know to
what extent the true incentive to invest is re‡ected in average Q.
Average Q, Q(0), is de…ned as the sum of market capitalization V (0)
and total debt B(0) divided by the book value of capital K (0)
Q(0) =
V (0) + B (0)
K (0)
Unlike marginal Q, average Q is an observable quantity that can be used as
an explanatory variable in empirical research. It is shown in the appendix
that in the presence of …nancial market imperfections Hayashi’s assump-
tions of constant returns to scale of the operating income and adjustment
cost functions do not imply that marginal Q equals average Q. Instead,
marginal Q equals:
q(0) =





















Expression (9) shows that average Q needs to be adjusted by a part
of the market value derived from the use of debt in the future to arrive at
the incentive to invest. When we are willing to assume that the interest
rate function ½[:] is of the constant elasticity form, then we can use (9) to
determine the sign of the correction term and we see that correcting for








or equivalently that the negative of the elasticity of the interest-rate function
with respect to capital is lower than the elasticity with respect to debt. In
fact, we can prove the following proposition:
Proposition 2 Firms operating in imperfect …nancial markets with pro…t
and adjustment cost functions which are homogeneous of degree 1 exhibit
marginal Q smaller than average Q, if the elasticity of the interest-rate
with respect to capital is lower in absolute value than the elasticity with
respect to debt for all values of B(t) and K (t).
Proof. The sign of PDV is determined by an integral over sums of





for all B(t) and K (t), then all elements of the integral are positive and
the integral itself is positive as well. Positivity of the integral implies that
marginal Q is smaller than average Q.
The intuition for this result is that as the …rm accumulates capital, it
will also increase the stock of its debt. If the interest rate reacts more
strongly to the increase in debt than to the increase in the capital stock,
the average …nancing cost of capital will increase if investment is …nanced
in the same way as the existing capital stock. The …nancial value of the
average unit of capital will therefore decrease over time. It is this change in
the average …nancing cost of capital which decreases the incentive to invest
relative to the market value of the average unit of capital. If the interest rate
only depends on the debt/capital-ratio, optimal leverage is constant and no
correction is necessary:
12Proposition 3 If the interest rate function ½[r(t);K (t);B(t)] is homo-
geneous of degree zero in K (t) and B (t), then PDV = 0 and if also the
pro…t function and the adjustment cost function are homogeneous of degree
1, average Q is equivalent to marginal Q.
Proof. In the appendix.
In the appendix we show that a similar result holds for a model in which
…nancial market imperfections are modeled by collateral constraints. In
the usual case of a linear collateral constraint of the form B (t) · ®K (t),
marginal Q still equals average Q under Hayashi’s homogeneity assump-
tions. If the collateral constraint is non-linear however, an adjustment of
average Q is necessary to capture the true incentive to invest. The next
section will use the result obtained in this section to derive an estimable
investment equation, which explicitly takes into account the possibility that
marginal Q is di¤erent from average Q. It is shown that, under some
speci…c assumptions, we can identify the source of the wedge between the
incentive to invest and the market valuation of capital by estimating a struc-
tural equation for the investment rate.
3 Implications for empirical work
The results above imply that without some guidance from a structural model
it is di¢cult to detect empirically whether …nancial market imperfections are
important determinants of investment. In particular, the procedure used by
Fazzari, Hubbard & Petersen (1988) is not well-suited to test for the im-
portance of …nancial market imperfections. It is obvious that by adding a
current cash-‡ow or current operating income variable to the Q-equation
one cannot test for …nancial market imperfections, because the assump-
tions of Q-theory may not be satis…ed, but we want to stress another point.
More interestingly, even if …nancial market imperfections were important
determinants of investment at the …rm level, the empirical researcher who
simply adds current cash-‡ow or current operating income to the regression
might wrongly conclude that they do not matter. This is because, as we
have shown above, the market value of equity not only carries information
about the operating pro…tability of the capital stock, but also about the
cost of …nancing the capital. The market value therefore endogenously ad-
justs to the …nancing frictions that some …rms may face. In some cases,
e.g. when collateral constraints are linear or when the interest rate depends
only on the debt-capital-ratio, the adjustment is such that it fully captures
the e¤ects of …nancing frictions on investment. One then observes that the
standard average Q-investment relationship continues to hold, but as we
showed above, this does not imply that …nancial factors do not matter for
13investment. In order to make sure that this is the case one also needs to
study the relationship between the …nancial and investment choices of the
…rms.
What would be the case, if average Q turned out not to be a su¢-
cient statistic of investment? Then the theoretical argument on which Q-
regressions are based is no longer valid and we need to include additional
explanatory variables to the equation. Building a structural model provides
some guidance on what variables should be included. Our model does not
suggest that current cash-‡ow or operating income should be one of them.
The reason for this is that with frictionsless access to equity …nance the
…nancing cost structure of the …rm does not change with additional pro…ts.
The cost of equity …nance is …xed at ° and additional operating income
is equivalent to paying lower dividends or raising more equity …nance. We
therefore expect current operating income to be driven out of the investment
equation when the relevant explanatory variables are added. We now show
which variables should be expected to contribute to explaining investment
rates, if marginal Q is di¤erent from average Q.
In order to do this however, we must make some assumptions on func-
tional forms. We will from now on assume that the adjustment cost function
takes a simple quadratic form, homogeneous of degree 1 in its arguments






with µ > 0 and ±µ < 1. The …rst-order condition for investment is linear in















A similar equation would hold, if the adjustment cost function took a dif-
ferent form and we used a linear approximation around the steady-state.
We would like to allow the operating income function to be strictly con-
cave and will only impose that it is a simple power function, possibly non-
homogeneous (0 < ® · 1)
O[K (t);Z(t)] = AK(t)®
Further, we assume that the interest rate function can be approximated by
an a¢ne power function of the form.






where ´ > 0.
14If ® = 1 and ¸ = 0, the model behaves like the standard Q-model. The
homogeneity assumptions are satis…ed and average Q is a su¢cient statistic
for investment. The debt-capital ratio is constant. A departure of any of
the two parameters from this value will break the relationship and while
marginal Q still remains a su¢cient statistic, average Q must be adjusted
in order to arrive at the true incentive to invest. It is shown in the appendix
that the relation between marginal and average Q in our case takes the
following form
q(0) =
V (0) + B(0)
K (0)
+PDV® + PDV¸ (11)
where PDV® is the correction due to the fact that ® < 1 or that the operating
income function is strictly concave. Similarly, PDV¸ re‡ects the correction
term due to the non-homogeneity of the interest rate function. Analytical

























The sign of these correction terms only depend on ® and ¸. PDV® < 0,
if 0 < ® < 1 because a strictly concave pro…t function implies that the
marginal unit of capital earns less than the previously installed units. Hence,
average Q needs to be corrected downwards in order to arrive at the true
incentive to invest. PDV¸ < 0, if ¸ > 0 and PDV¸ > 0, if ¸ < 0. The
argument here rests on the fact that with ¸ > 0 …nancing large capital stocks
is costlier than …nancing small capital stocks for any given debt-capital ratio.
The …nancial gain from …nancing capital with debt is largest for the …rst
units of capital installed. Hence, average Q must be corrected downward to
arrive at the true incentive to invest. The inverse argument holds, if ¸ < 0.
In this case, the …nancial advantage increases with the number of capital
goods installed and the marginal unit of capital increases the pro…tability
of all previously installed units. Average Q must be adjusted upward.
All of these corrections involve future variables and are therefore un-
observable like marginal Q. In order to use this informatin in empirical
work, it is necessary to approximate these expressions. One way of doing
this is to evaluate the integral at the steady state and take a …rst-order
Taylor-expansion of the resulting expression around the steady state. The
expressions for the correction term then are linear functions of the current
variables with the sign of the coe¢cients determined by the parameters of
15the relevant functions.
P ~ DV® = ®1 + ®2Kit






































where "it = ¿i + Àit is an error term with a random …rm-speci…c and time-
invariant component ¿i and an i.i.d. component Àit » N (0;¾). We assume
that the ¿i, the Àit and the regressors are independent of each other.
If the pro…t function was strictly concave, we should observe a positive
coe¢cient on the scale variable K, since ®2 = 0 if ® = 1 and ®2 > 0 if
0 < ® < 1. This result might be surprising, since the true incentive to
invest is lower than average Q in the case of a concave pro…t function,
but becomes clearer if one recognizes that the we use linear approximations
here and while the total correction to average Q is negative for all values
of K, the correction term becomes smaller in absolute size the bigger the
installed capital stock is. The intuition for this is that a strictly concave
pro…t function implies that the marginal unit of capital earns less than
the previously installed units. Hence, average Q needs to be corrected
downwards in order to arrive at the true incentive to invest. This downward
adjustment is smaller the bigger the capital stock is, because the discrepancy
between average and marginal pro…tability is decreasing in the capital stock
for the simple power function we have assumed7. In this case, the di¤erence
between average and marginal Q is given by (1 ¡ ®)AK(t)®¡1, which is
positive, but decreasing in K, for 0 < ® < 1.
Similarly, if the interest rate function was non-homogeneous, we should





variable B. The …nancing cost can be written as ° (K ¡B) + ½[B;K]B.
After substituting from (2), we …nd that the derivative of this expression






K. If ¸ = 0, this derivative is 0. In this
case, the optimal debt-capital ratio is constant and newly installed units
of capital …nanced in the same way as the existing capital stock generate
the same …nancial pro…t as the already installed units. Hence, if ¸ = 0
7This is not a general property of increasing and strictly concave functions because over
some range, strong curvature can lead to an increasing di¤erence between the average and
the marginal increase.
16Figure 4: Financing costs and capital stock
then ¸2 = ¸3 = 0 and the e¤ect is fully accounted for by average Q. If
instead ¸ > 0 …nancing costs are increased for all of the existing capital
stock, if the debt-capital ratio was held constant and therefore average Q
must be adjusted downward. Why does the adjustment also depend on the
debt-capital ratio? If the …rm does not use leverage, there is no …nancial
disadvantage of increasing the interest rate, so the incentive to invest remains
unchanged. If instead the …rm uses high leverage, the …nancial disadvantage
is large and the incentive to invest is signi…cantly lower Therefore we have
¸2 < 0 if ¸ > 0. The reverse argument holds, if ¸ < 0, in this case, ¸2 > 0,
and average Q of course must be adjusted upward.
In addition to leverage, also the scale of debt a¤ects the incentive to
invest, if the interest rate function is non-homogeneous. The reason is that
the optimal capital structure changes with the installation of new capital
goods. The newly installed capital will be …nanced with a di¤erent capital
structure. The coe¢cient on the debt level, ¸3, is positive only if 0 < ¸ < 1.
For the case of ¸ < 0, the reasoning here is analogous to the one for the
concavity of the pro…t function. The total correction to average Q must
be positive, but it is at the same time decreasing in the debt level because
the per unit cost savings are declining with an increase in the level of debt.
If ¸ > 0, we must distinguish three cases. ¸ = 1 means that there is no
17additional adjustment of the incentive to invest due to scale. The interest
rate e¤ect is proportional to the debt-capital ratio. In the case of ¸ > 1,
the incentive to invest is decreased further by an increase in the scale of
debt, since the cost of outside …nance is increasing at a faster rate than is
captured by the debt-capital ratio. In the last case 0 < ¸ < 1 however,
the correction of average Q through the debt-capital ratio overstates the
interest rate e¤ect on the incentive to invest and the correction through the
scale variable is positive.
4 Empirical evidence
The data we use for empirical work is constructed from an 11-year bal-
anced panel of balance sheet and income statement data for 87 listed Italian
companies with a total of 870 observations8 from the Worldscope …nancial
database. We have standardized information on most items of the balance
sheet and income statement, including gross capital expenditures, …xed cap-
ital, long and short-term debt, book value of equity, market capitalization,...
The sum of long-term and short-term debt at the beginning of the period
corresponds to our de…nition of the variable B (t). We take capital ex-
penditures to correspond to our I (t)-variable and the beginning of period
net value of property, plant and equipment to correspond to K (t). Un-
fortunately, for some …rms and years information on capital expenditures
or market capitalization is missing and we therefore exclude these obser-
vations (136 observations lost). Also, some of the companies contained in
the dataset are holding companies with consolidated balance sheets only for
some years9. We exclude the observations of such companies for the years
in which their balance sheets are unconsolidated. Further, companies that
have made large acquisitions within the period covered are excluded as well.
At the end, we are left with an unbalanced sample of 649 observations on
78 companies with the number of observations ranging from 1 to 10.
As a …rst pass toward determining whether …nancial market imperfec-
tions are important determinants of investment, we run a Q-regression on
the full dataset and two subsamples with the operating income rate added
as an additional explanatory variable as is standard in the …nancial market
imperfections literature. The size of the …rm (beginning of period net value
of property, plant and equipment) is chosen as the exogenous variable deter-
mining the sample split. The subsamples hence represent the big and small
8We lose one year of observation for each company because we are interested in begin-
ning of period stocks and investment in a given period, but companies report end-of-period
stocks simultaneously with investment in a given period.
9These companies are I…l, Fin. Part. spa, Schiapparelli spa, Finmeccanica spa,
Pirelli&C. sapa, Cam…n spa, Simint spa, Parmalat Finanziaria spa, Bulgari spa, Mediaset
spa, Istituto Finaziario Industriale spa, Co…de spa.
18…rms in the dataset. The cuto¤ used is of course to a large extent arbitrary
and we have chosen a value of approx. 35 mil Euros for the capital stock. We
have experimented with di¤erent thresholds and other cuto¤ criteria (num-
ber of employees, level of sales), but results were qualitatively similar to the
ones we report. We include year and sector dummies in our econometric
speci…cation to capture general business cycle and sector-speci…c e¤ects and
use a standard random-e¤ects model for estimation10.
Table 1: Augmented Q-regression
Dependent variable: (I=K)it
Full Sample Small Firms Big Firms
Explanatory variables1
Qit 0.023* (0.003) 0.017* (0.005) 0.035* (0.006)
(¦=K)it 0.048* (0.023) 0.079* (0.031) -0.038 (0.036)
Constant 0.139* (0.062) 0.021 (0.190) 0.119 (0.078)
Wald2 88.39 39.75 58.2
Hausman3 25.55 8.98 13.6
1
a set of time and industry dummies was included; k=17; we report coe¢cients with their standard errors
in parentheses; stars denote coe¢ cients which are signi…cant at the 95%-level
2
Wald is the statistic of a Wald-test on the joint signi…cance of the coe¢ cients distributed as a
Chi-squared(k)
3
Hausman is the test-statistic of the Hausman misspeci…cation test distributed as a Chi-squared(k-6)
The results of the estimation shown in Table I con…rm what is known
from the literature on Q-regressions. Average Q and the operating income
rate are both signi…cant in the small …rm sample and the overall sample,
but insigni…cant in the sample of big …rms. Further the coe¢cient on the
operating income rate is biggest for the sample of small …rms and decreases
as the sample contains less small …rms. This suggests that average Q is not
a su¢cient statistic for investment, at least for the subset of small …rms.
We argued above that theoretically the signi…cant coe¢cient on the op-
erating income rate could be due to two separate e¤ects: strict concavity
of the operating income function or non-homogeneity of the interest rate
function. Equation (12) captures the empirical implications of our theory.
10Hayashi & Inoue (1991) have pointed out that if the error term in the investment-Q
regression originates from shocks to the pro…t or adjustment cost function with a speci…c
correlation structure, then an instrumental variable GMM-estimation of a di¤erenced ver-
sion of the investment-Q relation is the appropriate estimation method. We are aware of
these endogeneity issues, but take a simpler econometric approach, hoping to gain more
insight into the structure of empirical data this way.





t, and debt level Bt, we expect the operating income rate
to become insigni…cant. A priori, we cannot say however, whether the con-
tribution of the operating income function points to non-homogeneity of the
operating income function or non-homogeneity of the interest rate function.
The estimation results will shed some light on this since, according to our





t, and Bt are directly related to properties of the operat-
ing income and interest rate function. Table 2 presents the results of the
estimation.
Table 2: Q-regression taking into account …nancial factors and
non-homogeneity
Dependent variable: (I=K)it
Full Sample Small Firms Big Firms
Explanatory variables1
Qit 0.033* (0.004) 0.031* (0.007) 0.039* (0.007)
(¦=K)it 0.022 (0.024) 0.046 (0.032) -0.049 (0.036)
(B=K)it -0.046* (0.011) -0.077* (0.024) -0.029* (0.016)
Kit -0.021 (0.055) -17.77 (11.91) -0.005 (0.060)
Bit 0.004 (0.069) 8.166 (5.637) -0.041 (0.074)
Constant 0.177* (0.063) 0.130 (0.198) 0.157* (0.081)
Wald2 109.62 63.43 63.51
Hausman3 29.71 16.46 18.71
1
a set of time and industry dummies was included; k=20; we report coe¢cients with their standard errors
in parentheses; stars denote coe¢ cients which are signi…cant at the 95%-level
2
Wald is the statistic of a Wald-test on the joint signi…cance of the coe¢ cients distributed as a
Chi-squared(k)
3
Hausman is the test-statistic of the Hausman misspeci…cation test distributed as a Chi-squared(k-6)
In fact, as predicted by the theory, the scale of capital and debt and the
debt-capital ratio jointly drive out the operating income rate as an explana-
tory variable in all three samples. The coe¢cient on the scale of capital
is negative and insigni…cant, suggesting that the operating income function
indeed is homogeneous of degree one. In both the small …rm sample and
the full sample, the coe¢cient on the debt-capital ratio is highly signi…cant
and negative, suggesting that …nancial market imperfections do matter for
investment. Since the scale of debt does not have an additional signi…cant
e¤ect on investment, we conclude that the impact of …nancial market im-
perfections on investment is fully captured by an adjustment through the
debt-capital ratio. In Table 3 we report for comparison the estimation results
20for some alternative econometric speci…cations for our structural equation
(12). All three estimation methods, random-e¤ects estimation, …xed e¤ects
estimation and estimation in di¤erences give similar results, demonstrating
some robustness of the results.
Table 3: Alternative econometric speci…cations
Full sample results
Dependent variable: (I=K)it (I=K)it D(I=K)it
Speci…cation Random e¤ects Fixed e¤ects Random e¤ects
Explanatory variables1
Qit 0.035* (0.004) 0.050* (0.006) -
DQit - - 0.055* (0.008)
(B=K)it -0.049* (0.011) -0.062* (0.013) -
D(B=K)it - - -0.062* (0.020)
Kit -0.022 (0.056) -0.143 (0.099) -
DKit - - -0.308 (0.241)
Bit 0.005 (0.070) -0.032 (0.111) -
DBit - - -0.004 (0.182)
Constant 0.172* (0.064) 0.135* (0.029) 0.068 (0.051)
Wald2 108.76 - 68.19
Hausman3 18.55 - n.a.4
1
a set of time and industry dummies was included; k=19; we report coe¢cients with their standard errors
in parentheses; stars denote coe¢ cients which are signi…cant at the 95%-level
2
Wald is the statistic of a Wald-test on the joint signi…cance of the coe¢ cients distributed as a
Chi-squared(k)
3
Hausman is the test-statistic of the Hausman misspeci…cation test distributed as a Chi-squared(k-6)
4
the estimated variance of the individual e¤ects is 0, invalidating the Hausman-test statistic
Apart from the implications for investment equations our theory also
carries implications for the …nancial choices of the …rms. In a perfect capi-
tal markets world, the …nancial policy of the …rm is undetermined and we
therefore expect that …rm’s choices are widely dispersed. In principle any
debt-capital combination could be optimal in such a setting and a cross-
plot of the logarithm of debt against the logarithm of capital should not
have a particular structure. A priori we would expect a ”cloud” of points.
Our imperfect capital markets model instead predicts a particular shape for
this plot. Given our power function assumption and the empirical results
above, the model implies that the points are dispersed along a straight line
with a positive slope that is smaller than 1 since for the case of ¸ > 0, the
debt-capital ratio should be decreasing with the capital stock of the …rm.
21Figure 5: Debt and Capital across Firms
One can see, that the picture is in line with the predictions of the model
and the empirical results from the investment regression. Firms with more
capital do tend to have lower debt-capital ratios because the interest rate
reacts more strongly to an increase in debt than to an increase in capital. A
regression of the log of capital on the log of debt gives as a result that the
slope of the regression line is signi…cantly lower than 1, although only slightly
so. Results for the partitioned samples give similar point estimates, but the
slope coe¢cient is estimated less precisely, such that it is not signi…cantly
di¤erent from 1.
5 Conclusions
Firms operating in imperfect …nancial markets simultaneously choose both
an optimal …nancial and an optimal investment policy. We have shown above
that there is a direct relationship between the …rm’s capital structure, the
…rm’s investment policy, and the extent of the …nancing friction. Firms for
which access to …nancial markets is di¢cult, face interest rates that increase
quickly with the amount of debt …nance the …rms use. Such …rms will …nd
it optimal to have relatively low levels of debt and capital and will mostly
22rely on equity to …nance their investments. Firms with easy access to …nan-
cial markets will tend to have higher capital stocks and use more leverage.
The character of the …nancial market imperfection also has implications
for the dynamics of the capital structure and the market evaluation of the
…rm. If the interest rate only depends on the debt/capital ratio, the optimal
debt/capital ratio is constant. If also the operating income and adjustment
cost functions are homogeneous of degree 1, then average Q equals marginal
Q even if …nancial markets are imperfect. Non-homogeneity of any of these
functions breaks the equivalence between marginal and average Q.
It is an important question for economic theory and policy whether the
existence of …nancing frictions signi…cantly a¤ects the investment choices
of …rms. Our results imply that in order to determine whether …nancial
market imperfections are important, one needs to analyze jointly the invest-
ment and …nancial decisions of the …rms. Our empirical results suggest that
in Italy imperfections in …nancial markets do a¤ect …rm investment. We
…nd evidence that the debt/capital ratio decreases with the size of the …rm
suggesting that the elasticity of the interest rate is greater with respect to
debt than with respect to capital. The non-homogeneity of the interest rate
function also breaks the equivalence between average and marginal Q and
seems to cause the correlation between investment and current operating
income that is documented by previous empirical work. We do not …nd ev-
idence that the adjustment cost function or the operating income function
are non-homogeneous.
It would be interesting to …nd out in future research whether these results
can be con…rmed for other countries and other datasets. A possible limi-
tation of our analysis is that we have not considered taxes and transaction
costs in equity markets. These issues were considered by Hayashi (1985) and
he …nds that optimal policies are much more complex in this case. Another
issue we have not considered is irreversibility of investment. If investment
was to a large extent irreversible even at the …rm level our results would no
longer hold. Whether any of these issues are important for the study of …rm
investment must at this point be answered by future research.
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A Appendix
A.1 Deriving the objective function
The optimal investment problem of the …rm is stated as maximizing the
market value of the equity of the …rm
V (0) = max
fI(t);X(t)g1
0
pS (0)N (0) (13)
subject to
the capital and debt accumulation equations
dK (t) = [I (t) ¡ ±:K (t)]dt (14)
dB (t) = X (t)dt (15)
the ‡ow of funds constraint
D(t) = ¦[:] ¡ ½[r(t);K (t);B (t)]B(t) ¡ ª[:] + X (t) + pS (t) _ N (t) (16)








Here D(t) is the dividend rate, N (t) is the number of stocks issued at time
t and pS (t) is the market price of a share at time t.
Taking the time derivative of V (t) = pS (t)N (t), we obtain
_ V (t) = _ pS (t):N (t) + pS (t): _ N (t) (18)
Multiplying (17) by pS (t):N (t) we obtain
_ pS (t)N (t) = ° (t)V (t) ¡ D(t) (19)
Substituting this expression into (18) and substituting from (16), we get
_ V (t) = ° (t)V (t) ¡ ¦[:] + ª[:] +½[:]B(t) ¡ X (t) (20)
25Solving this di¤erential equation with random coe¢cients in V (t), for start-















(¦[:] ¡ ª[:] ¡ ½[:]B (t) + X (t))dt






¡(t)(¦[:] ¡ ª[:] ¡ ½[:]B (t) +X (t))dt
A.2 Hayashi’s result for the baseline model




f[q(t)K (t) ¡ B (t)]¡(t)g (21)
=
h
_ q(t)K (t) + q(t) _ K (t) ¡ _ B (t) ¡ ° (t)q(t)K (t) + ° (t)B(t)
i
¡(t)






. Then substituting from the dynamic
equation for q(t), (4), the capital accumulation equation and the optimality
condition for I (t), (3),and dropping time indices we obtain
= [¡¦K [:]K + ªK [:]K + ½K [:]BK +ªI [:]I ¡ X + °B]¡(t) (22)
after cancelling o¤setting terms. Now by applying the homogeneity assump-
tions ¦K [:]K = ¦[:] and ªK [:]K+ªI [:]I = ª[:] and adding and subtract-
ing ½[:]B (t) inside the brackets we can write
= ¡[¦[:] ¡ ª[:] ¡ ½[:]B + X]¡ +[(° ¡ ½[:])B + ½K [:]BK]¡(t) (23)
which after integrating from 0 to 1 and using the transversality conditions
(5) yields
q(0)K (0) ¡ B(0) = V (0) ¡ PDV
which directly implies (8).
26A.3 Collateral constraints
Another well known model of …nancing frictions due to Hart & Moore (1994)
…nds that the …rm will face a collateral constraint of the form:
B (t) · µK (t) (24)
This model is based on symmetric information, but the inability of cred-
itors to punish the defaulting entrepreneur stronger than by taking away
his wealth, makes lenders hesitant to lend more than some fraction of his
current net worth. The interest rate charged to the …rm will be the safe
rate of interest r(t). In the present case, the creditor is a …rm, its wealth is
the capital it owns and we assume that ¾;µ > 0. Using this approach, but






¡(t)(¦[:] ¡ ª[:] ¡ r(t)B(t) + X (t))dt
¸
subject to
_ K (t) = (I (t) ¡ ±:K (t))dt
_ B(t) = X (t)dt
B(t) · µK (t)
¾
Facing such a constraint, the …rm would still invest according to the Q-
rule, but again the value of Q would be somewhat di¤erent from the perfect
capital markets case. In fact, it can be shown that if the interest rate on debt
is lower than the discount rate, the …rm would always choose to operate at
the collateral constraint, decreasing its cost of capital as much as possible.
We then have
B(t) = µK (t)
¾
and the deterministic …rst-order optimality conditions are
_ K (t) = (I (t) ¡±:K (t))dt
_ q(t) = (° (t) +±)q(t) ¡
³
¦K [:] ¡ ªK [:] + (° (t) ¡ r(t))¾µK (t)
¾¡1
´
and the transversality conditions are
lim
t!1










¦K [:] +¾µ(° ¡ r(t))K (t)




27Clearly, the higher are µ and ¾, the higher is also the shadow value of capital
q(t) and consequently the higher is investment. The standard investment-
marginal Q relationship still holds
q(t) = ªI [I (t);K (t)]
Current cash-‡ow or operating income still do not a¤ect investment because
the marginal …nancing cost to the …rm would not change, if cash-‡ow or
pro…t were higher! It would still be equal to the cost of additional equity
…nance ° (t). The optimal investment and …nancial policies still must be
determined jointly however.
Marginal and average Q are equl, if the collateral constraint is linear
(¾ = 1) and the homogeneity assumptions apply.
Proposition 4 If the operating income and adjustment cost functions are
homogeneous of degree 1 and the collateral constraint is linear, average Q
equals marginal Q
q(0) =
V (0) + B (0)
K (0)
(27)
Proof. Proceeding as above we obtain from (21) if ¾ = 1
d
dt
f[q(t)K (t) ¡ B (t)]¡(t)g (28)
= [¡¦K [:]K +ªK [:]K +µ(° ¡ r)K + ªI [:]I ¡ X + °B]¡(t)(29)
and after applying the homogeneity assumptions and once again adding and
subtracting r:B (t) inside the brackets we get
= ¡[¦[:] ¡ ª[:] ¡ rB + X]¡(t) + [(° ¡ r)B ¡ µ(° ¡ r)K]¡(t) (30)
Now realizing that the collateral constraint B(t) = µK (t) is always binding
along an optimal path and integrating from 0 to 1 and using the transver-
sality conditions (25) we exactly obtain Hayashi’s result:
q(0) =
V (0) + B (0)
K (0)
The intuition for this result is based on the fact that the …rm in this
model always operates at the collateral constraint and the constraint is be-
ing relaxed proportionally to the increase in the capital stock. Given homo-
geneity, the two terms in (9) now exactly o¤set each other and the market
value of the average unit of capital employed by the …rm therefore exactly
equals the shadow value of the marginal unit of capital.
28A.4 The relation between marginal and average Q
From (21) we know that
d
dt
f[q(t)K (t) ¡ B (t)]¡(t)g
= [¡¦K [:]K + ªK [:]K +½K [:]BK + ªI [:]I ¡ X + °B]¡(t)
Adding and subtracting ¦[:]¡ª[:]¡½[:]B(t) to the right hand side of
this equation, we obtain after integrating from 0 to 1
q(0)K (0) = V (0) + B (0) ¡
Z 1
0








¡(t)[(½B [:]B + ½K [:]K)B]dt
Using the speci…c functional forms we assume, this con…rms our expres-
sion (11).
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