This paper introduces a recursive algorithm of Kalman filter for digital predistorter parameters extraction based on memory polynomials predistorter model. The predistorter model is firstly formulated as linear regression expression. Then we derive the state-space equation of the model and attain the steps of the algorithm. Finally, the accuracy and stability of the algorithm is proved by simulation.
Introduction
In modern radar and wireless communication system, various non-constant envelope modulation techniques are presented to efficiently use frequency spectrum resource. The modulation signal generally has the attribute of higher peak to average power ratio (PAPR) in time domain and wider band width in frequency domain, which may have the power amplifier (PA) driven into nonlinearity region. The PA will shows the memory distortion (also is called linear distortion) and nonlinear distortion, the transmitted signal therefore will suffer from a serious in-band and out-band distortion [1] [2] [3] [4] . So the PA linearization is unavoidable and essential task to compensate the PA distortion and meet spectrum emission requirements.
On the signal transmitter, the digital predistorter (DPD) produces the inverse nonlinearity of power amplifier (PA) to cancel the PA distortion. Very rapid convergence of parameter extraction algorithm for the predistorter model is a requirement of the predistorter design. The Kalman filter [5] , which is one of the fast adaptive algorithm based on minimum mean square error criterion, is superior to the conventional LMS and RLS algorithm in algorithm stability and convergence rate.
Recently, many predistorter models, such as memory polynomials model, Hammerstein model, Wiener model, NARMA model and so on, are proposed in literature [3, 6, 7] . The paper takes memory-polynomials model as an example to mainly focus on the application of Kalman filter in the predistorter estimation. The paper is organized as follows. Section II introduces the linear regression expression of DPD model. The state-space equation of DPD model is derived from the linear regression expression in section III. The section also concludes the steps of the algorithm. Through the section, many DPD models which have the linear regression expression, not limited for the memory-polynomials model, can apply to the algorithm. And then, the section IV validates the convergence performance of Kalman filter for different input signal and the compensation ability of the DPD. Finally, in section V, conclusions are given.
Linear regression expression of DPD model
The complex-valued polynomials model, especially the memory polynomials model, is one of the most common functions for amplifier and predistorter modeling. The memory-polynomials model proposed by Kim[8] and Ding [9] , can be expressed as 
where ( ) x n , ( ) y n are the input and output of model, kq a is the weight coefficient, K is the order of the polynomials and Q is the maximum memory depth. Then the (1) can be expressed in a vector notion as ( )
where ω is a K(Q+1)×1 complex-valued weight vector as
the superscript T denotes vector transpose.
In the section, we are only simply reintroducing the existing model and the later section mainly focuses on the algorithm of parameters extraction and update.
Kalman filter algorithm
The weight vector ω is a stable value when the input signal and the expected output signal are stationary signal or similar stationary signal. In other words, the error plane has unquie extreme point. When the algorithm is convergence, we can have
where k ω represents the weight vector at time k. At the moment, the error between actual value and estimate value is
We can assume the (5) is process equation and (7) is measurement equation, then the state-space
where k ω is state vector, the definition as (3), ( ) y k is measurement value. According to the adaptive filter theory [5, 10] , we can attain the steps as follows. Known parameters: state transition matrix ( )
Initial:
( ) Step 1:
Step 2:
1 k k = + ,goto step 1.
Simulation results
In this section, the simulation, which bases on the signal from the factual PA and adopts indirect learning architecture, illustrates the performance of proposed algorithm. The hardware experiment setup is shown in Figure. 6. The experimental test bench mainly has one Altera EP2S60 FPGA chip, R&S FSP and PC with MATLAB software. The device-under-test (DUT) considered in the study is a 1W peak power amplifier, operated around 505MHz. The amplifier is driven by eight tone signal and CDMA signal with 5MHz bandwidth. The attenuator (Att) and coupler are used for energy and flow control of signal. The memory-polynomials predistorter, loop-delay estimation unit, digital up converter (DUC) cell and digital down converter (DDC) cell can be implemented on a single FPGA chip, which the weight coefficient of predistorter is calculated by the Kalman filter algorithm on PC. And the spectrum analyzer is adopted as digtal acquisition module which transfer digital signal to PC by the bus.
Through analysis of the proposed algorithm steps in detail, we will find that the algorithm is similar to variable step size LMS. So the convergence rate will faster than conventional LMS. And Kalman filter algorithm is robust, because it not only applies to stationary random signal but also applies to non-stationary signals. Figure.1 and Figure. Instruments, Measurement, Electronics and Information Engineering convergence performance, especially in convergence rate, of proposed algorithm is better than conventional LMS. Figure.3 and Figure. 4 display the AM/AM and AM/PM curve changes between the PA without DPD and PA with DPD. The gain and phase curve become finer and straighter, because the DPD compensates the memory and nonlinearity distortion of amplifier. And the compensation gain is lower than the average gain before predistortion, but the linearization system can work at saturation zone of amplifier. The power spectrum comparison for the CDMA signal among input signal, distortion signal and compensation signal is shown in the Figure.5 . Form the figure, we can see the improvement of adjacent channel power ratio (ACPR) [6] is greater than 20dB when the predistorter is worked. 
Conclusion
The paper introduces an algorithm for the extraction and update of the predistorter parameters. Through the algorithm, we can get the predistorter parameters in the training phase and update the parameters based on a certain criterion, such as periodic time interval or specified performance requirement (e.g., spectrum emission mask), in the working phase. As mentioned above, the algorithm has more advantages than conventional LMS in convergence rate and stability. But the computational complexity of the algorithm is proportional to the square of N, because the Kalman gain ( ) n K is a N-by-N matrix. For the further reducing the computational complexity and ensuring the numerical stability, we have two methods can be adopted. The first method, we can apply the the extension of Kalman filter algorithm, such as Fast Kalman filter or Square-root Kalman filter algorithm, in algorithm level. And retaining the odd order and removing even order of polynomials in model design level is the another method. 
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