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Ensemble perception—the encoding of objects by their group properties—is known to be resistant
to outlier noise. However, this resistance is somewhat paradoxical: how can the visual system
determine which stimuli are outliers without already having derived statistical properties of the
ensemble? A simple solution would be that ensemble perception is not a simple, one-step process;
instead, outliers are detected through iterative computations that identify items with high deviance
from the mean and reduce their weight in the representation over time. Here we tested this
hypothesis. In Experiment 1, we found evidence that outliers are discounted from mean orientation
judgments, extending previous results from ensemble face perception. In Experiment 2, we tested the
timing of outlier rejection by having participants perform speeded judgments of sets with or without
outliers. We observed significant increases in reaction time (RT) when outliers were present, but a
decrease compared to no-outlier sets of matched range suggesting that range alone did not drive RTs.
In Experiment 3 we tested the timing by which outlier noise reduces over time. We presented sets
for variable exposure durations and found that noise decreases linearly over time. Altogether these
results suggest that ensemble representations are optimized through iterative computations aimed at
reducing noise. The finding that ensemble perception is an iterative process provides a useful
framework for understanding contextual effects on ensemble perception.
Public Significance Statement
Ensemble perception, the perception of objects by their group properties, is a mechanism by which
the visual system may compress large amounts of information in visual scenes. In this study we
examined how ensemble estimates discount outliers, which poses a paradox since outliers themselves
are identified based on ensemble properties. Our proposed solution is that ensemble perception is an
iterative process, identifying and rejecting outliers over time. Our results provide novel insights into
how ensemble perception operates—rather than giving a single snapshot summary of complex visual
scenes, ensemble perception provides a continuously unfolding, self-correcting summary.
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Leaves on a tree, cars on the highway—the visual environment
contains many groups of similar but distinct objects. These object
groups can be efficiently and effortlessly summarized by their
statistical properties, such as the mean size of the leaves or the
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mean speed of the cars. A large body of literature shows that the
visual system can economically represent object groups by extract-
ing their statistical properties (Alvarez, 2011; Ariely, 2001; Whit-
ney & Yamanashi Leib, 2018). This phenomenon, termed ensem-
ble perception or statistical processing, has been demonstrated in
several feature dimensions, such as size (Ariely, 2001; Chong &
Treisman, 2003), speed (Watamaniuk & Duchon, 1992) orienta-
tion (Dakin & Watt, 1997; Hochstein, Pavlovskaya, Bonneh, &
Soroker, 2018), color (Maule & Franklin, 2015), location (Alvarez
& Oliva, 2009), as well as for complex properties such facial
expression (Haberman & Whitney, 2009), identity (De Fockert &
Wolfenstein, 2009), and lifelikeness (Leib, Kosovicheva, & Whit-
ney, 2016). Most studies show encoding of the statistical mean,
although recently more studies have shown that the range and
variance of sets is also accurately represented (Hochstein et al.,
2018; Khayat & Hochstein, 2018; Lau & Brady, 2018). Impor-
tantly, ensemble perception seems to proceed quickly and effi-
ciently, yielding statistical summaries of large amounts of infor-
mation that would otherwise overload our limited capacity
attentional resources (Ariely, 2001; Chong & Treisman, 2003;
Cohen, Dennett, & Kanwisher, 2016; Leib et al., 2016).
Several studies have suggested that individual objects’ proper-
ties can be aggregated into an ensemble representation without
being stored individually. Ariely (2001) showed that participants
could accurately report the mean size of a set of circles even
though they could not accurately recognize individual objects that
were presented in the set. Subsequent studies extended these
findings to sets of faces, showing that participants could judge the
average emotion of the faces while being unable to detect emo-
tional changes in individual faces (Haberman & Whitney, 2011).
Ensemble perception has also been shown to be unimpaired by
visual and verbal working memory load, supporting that the pro-
cess is not subject to working memory limitations typically found
for individual objects (Bauer, 2017; Epstein & Emmanouil, 2017).
These results are consistent with models of ensemble perception as
a rapid process that pools information across objects and does not
require individual object encoding or binding of individual object
features (Alvarez, 2011; Hochstein & Ahissar, 2002; Treisman,
2006).
At the same time, evidence exists that individual objects are
discounted from mean representations when their properties devi-
ate substantially from the group mean. Haberman and Whitney
(2010) showed participants groups of 12 faces that varied in facial
expression, two of which were emotional deviants. Participants
were asked to adjust a face probe to the average expression of the
group. The distribution of participants’ responses indicated that
they were filtering out the emotional deviants from their mean
estimates. Furthermore, Haberman and Whitney showed that emo-
tional deviants did not pop out, suggesting that the filtering of the
outliers was not based on a conscious strategy of discounting items
that strike subjects as “oddballs.” Therefore, although objects are
not individually encoded in ensemble perception, they can be
filtered from the mean representation based on their individual
properties.
The finding that outliers are filtered from ensembles suggests
that ensemble processing is not always faithful to the raw infor-
mation in the image but is rather biased against individual items
that may not be part of the group or may be noisily represented.
However, the mechanism by which outliers are identified and
filtered out remains a puzzle. Since outliers are defined by their
deviation from the set mean, it follows that they must be excluded
only after set statistics have already been computed. On the other
hand, if ensemble statistics precede outlier detection, then it would
be impossible that they filter out outliers. In the current study, we
test one possible solution to this apparent paradox: the idea that
ensemble perception is a continuously updating process and that
outliers are filtered out through iterative ensemble computations.
We reasoned that if outlier noise is removed through iterative
processing, then estimating the mean of ensembles should take
longer when outliers are present. Moreover, estimates of the mean
should vary over time, with estimates made under short exposures
showing larger bias toward the outliers than estimates under long
exposures, which afford more time to “clean” the outliers from the
statistical summary via iterative steps of processing. These hypoth-
eses were tested in three experiments. In Experiment 1, we verified
that outliers are filtered out when processing mean orientation, in
the same way they are discounted from estimates of mean facial
expression. In Experiment 2, we tested whether ensemble esti-
mates are slower when outliers are present and whether such
reaction time (RT) differences are due to the increased range that
sets with outliers typically exhibit. In Experiment 3 we varied
exposure duration and observed the degree to which outliers are
included in ensemble estimates as a function of time.
To anticipate the results: Consistent with previous findings, we
observed that outliers are filtered out of average orientation esti-
mates, even though they are not entirely excluded. These effects
are not solely due to increased range, since outlier displays pro-
duce a different pattern of responses compared to displays of
matched range. Finally, outliers are progressively filtered out over
time, with early estimates showing a strong outlier bias and later
estimates showing almost no outlier bias. Altogether, the results
support the idea of ensemble perception as an iterative process
with the capacity to continuously update and filter out noise.
Experiment 1
In Experiment 1, we aimed to confirm that outliers are rejected
when perceiving the average orientation of groups of lines. The
purpose here was twofold: first, to extend previous reports of
outlier rejection in groups of faces (Haberman & Whitney, 2010)
to a basic, low-level feature of the visual environment: orientation.
This extension provides a conceptual replication of Haberman and
Whitney’s results while providing evidence that outlier rejection is
a general property of ensemble perception across multiple feature
dimensions. The second purpose was to establish the basic design
of Experiments 2 and 3, which explore the timing of outlier
rejection in more detail.
As this was mostly a conceptual replication of Haberman and
Whitney (2010), our methods were largely adapted from their
study, with minor adjustments for our orientation stimuli. Partic-
ipants viewed groups of lines with varied orientations and were
instructed to indicate the mean orientation using an adjustable
probe. For trials with outliers, this allowed us to compare partic-
ipants’ error to both the local mean (mean of only nonoutlier
items) and the global mean (mean of all items, including outliers).
If participants adjust their responses closer to local means, error
will be lower for the local relative to the global measures, sug-
gesting that they are reducing the weight of outliers in their
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2 EPSTEIN, QUILTY-DUNN, MANDELBAUM, AND EMMANOUIL
calculation of the average orientation. On the other hand, if error
is found to be lower for the global relative to the local mean, it
would suggest that participants are weighing the outliers evenly in
their statistical summaries. Thus, by comparing the difference in
orientation of the probe to the local and global mean, we can
directly test the extent to which outliers are filtered during ensem-
ble perception. We additionally included a condition where no
outliers were present, allowing the comparison of error between
this control condition and the outlier condition. This was used to
test if error could be introduced by outliers, even if they were
partially rejected.
This experiment was carried out in two groups using identical
methods aside from a minor adjustment to how outliers were
calculated for the second half of participants (see stimuli below).
Repeated-measures ANOVAs with group as a between-subjects
variable revealed no differences in performance between groups
and no interactions for any of our comparisons (all ps .142), and
so data were collapsed across groups for the purposes of this
report.
Method
Participants. A total of 26 participants (13 female, 2 left-
handed, average age 21.15, range 18 to 26) were recruited from
Baruch College’s student subject pool for this experiment. All
were tested and passed a vision test for normal or corrected-to-
normal vision and provided informed consent. All participants
received course credit for participation.
A priori power analysis was conducted in GPower on data
collected from 5 pilot subjects (Faul, Erdfelder, Lang, & Buchner,
2007). Comparison between Von Mises fits to local and global
error distributions (see below for more details on this procedure)
showed an effect size, measured with Cohen’s d, of .95. This effect
size, with an alpha of .05, indicated 11 subjects would be sufficient
to achieve .80 power. Due to extra participants recruited to account
for no-shows, we slightly exceeded this target in each group of 13
participants, which are presented together in this experiment.
Stimuli. All stimuli were generated using PsychoPy (Peirce,
2007) and displayed on a Dell CRT monitor with a 75-Hz refresh
rate. The screen was set by default to be gray (#A1A1A1) with a
small white (#FFFFFF) fixation cross displayed in the center. The
fixation cross was removed while the adjustable probe was present
on the screen. Sets consisted of 12 white oriented lines (1.6° in
length, 5 pixels wide) displayed in a 3  4 grid with the center of
each item 3° apart. Item locations were jittered a small amount
(0.475°) each trial to ensure stimuli were not shown in the exact
same position every trial.
Orientations for the 12 items within the set were randomly
selected from four values evenly spread across a range of 21.6°. In
outlier trials, two items within the set were chosen randomly and
set to be 72° from the mean of the other items. For the first half of
participants, outlier values were calculated based on the mean of
the full set, before two items were removed to be replaced by
outliers. This resulted in the outliers ranging from 63.36° to 79.92°
from the mean of the other items. For the second half of partici-
pants, outlier values were calculated to always be exactly 72° from
the mean of the nonoutlier items. The tilt direction for outliers was
randomly selected on each trial to be to the left or to the right of
the set mean. Our stimulus range was chosen to match the methods
reported by Haberman and Whitney (2010). The face stimuli in
their study comprised 150 possible units, item sets displayed
contained faces within 18 units of the mean, and outliers were 60
units from the mean. We converted these values to 180 units for
orientation by multiplying all values by 1.2, resulting in a range of
21.6° for our sets, and outlier values of 72°.
Finally, to prevent identical presentation across trials, the ori-
entation of all lines within sets were adjusted an equal and ran-
domly selected amount each trial. This range was controlled so that
no item could tilt within 10° of horizontal. This ensured that the
mean orientation was unique in every trial while maintaining set
distribution and range. Adjustable probes were presented with a
random initial orientation on every trial, to avoid introducing bias
to response.
Procedure. Figure 1a shows an example of the task performed
in Experiment 1. Participants were presented with a set of 12
oriented lines for 200 ms. After presentation of set items, partic-
ipants were presented with an adjustable probe, consisting of a
single line that could be tilted clockwise and counterclockwise
using the arrow keys on the keyboard. Participants were instructed
to use the probe to indicate what they perceived as the average tilt
of all the lines within the group. The beginning orientation of the
probe was random. Participants were given as much time as
required to adjust the probe and pressed the space bar to confirm
their response. After their response, a screen containing only the
fixation cross was shown for a 1000-ms intertrial interval. On half
the trials, stimuli orientations were adjusted so that two objects
would exhibit distinct-enough tilts within the sets as to constitute
outliers (outlier condition), while on the other half there were no
outliers in the set (no-outlier condition). Participants were pre-
sented with 100 trials of each condition in random order. Every 50
trials, participants were given the opportunity to take a break.
Analysis. Error in the no-outlier trials was measured simply as
the difference in degrees between the value participants indicated with
the adjustable probe, and the mean of the items within the set. For
outlier trials, global error was measured as the difference between
participant response and the mean of all items within the set, and local
error as the difference between participant response and the mean
of only nonoutlier items within the set. Because orientation data is
circular (i.e., 180°  0°), error was recorded as the smallest
difference between response and target considering both possible
directions. For example, if the target mean was 30° and a partic-
ipant responded 170°, error was calculated as 40° rather than
140°. These calculations produced distributions of error for each
condition to which we fit Von Mises distributions after converting
degrees to radians and converting to a 2 radian space (Bays,
Catalao, & Husain, 2009; Berens, 2009; Haberman & Whitney,
2010). The Von Mises distribution was appropriate to use in this
case, as orientation is a circular set. First we extracted , a measure
of precision, from the Von Mises distributions fit to the recorded
error for each condition. These  values were then converted to
circular standard deviation, measured in radians, for the statistics
and figures reported here. We performed these error analyses using
all trials.
Probe adjustment time was measured from the time of stimulus
onset. To avoid bias from extreme responses, trials with response
times with a z-value greater than 2.5 were excluded for the probe
adjustment time analyses (on average 2.35% of trials for the
no-outlier condition and 2.5% of trials for the outlier condition).
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3OUTLIER PARADOX
An additional analysis was carried out measuring local error with
trials split for cases where the outlier was to the left or right of the
mean. If error was unrelated to the direction of the outlier, (i.e.,
they erred in either direction), it would average out to zero. If,
however, error is biased toward the direction of the outlier, we
would see positive (when biased to the right) or negative (when
biased to the left) values. Note that in figures we present the
absolute error biased in the direction of the outlier for ease of
visualization.
Comparisons between conditions were made using two-tailed
paired t tests. Comparisons of the direction of the error were
made using one-tailed one-sample t tests compared against a
test value of 0. Effect sizes for all t tests are reported with
Cohen’s d. Where applicable, error bars shown have been cor-
rected for within-subject designs using the Cousineau-Morey
method, which involves normalizing the data to remove between-
subjects differences and multiplying by a correction factor based
on number of within-subject conditions (Cousineau, 2005; Cous-
ineau & O’Brien, 2014; Morey, 2008). We additionally report
descriptive statistics and tests of normality for our data in Table 1
in the online supplemental materials, as well as results of nonpara-
metric tests in Supplemental Table 2, confirming results for any
conditions that did not pass tests of normality.
Results
See Figure 2 for the results of all conditions. Lower standard
deviation was measured for local as compared to global error
distributions (t(25)  3.995, p  .001, d  0.78) indicating
that participants reduced the weight of outliers when calculating
average orientations. However, standard deviation was signifi-
cantly lower for the no-outlier condition compared both to the
local (t(25)  9.22, p  .001, d  1.81) and global
(t(25)  14.55, p  .001, d  2.85) outlier conditions. Probe
adjustment time was also lower in the no-outlier condition as
compared to the outlier conditions, t(25)  3.06, p  .005,
d  0.6. In the trial split tests, error to the local mean was
significantly biased in the direction of the outlier for outliers to the
left (t(25)3.82, p .001, d.75) and trending significance
Figure 1. Task examples. Paradigms for Experiments 1, 2 and 3 are shown here. Orientations and relative sizes
are direct examples from each experiment, but overall size has been exaggerated for clarity. a) In Experiment
1, participants viewed ensembles where outliers were present or absent, and indicated their judgment of the
average tilt using an adjustable probe. Here stimuli with no outlier present are shown. b) In Experiment 2,
participants performed two blocks—an adjustable probe task, and a speeded response task. Each task contained
an outlier, a no-outlier and a range control condition. Participants performed these two blocks in a counterbal-
anced order. Here range control stimuli are shown for the adjustable probe block, and outlier stimuli for the
speeded response block. The outlier stimuli conflict with the direction of correct response in this example. c) In
Experiment 3, participants performed a task similar to Experiment 1 with the addition of masking 50, 100, 200,
300, and 500 ms after stimulus onset. In this figure outlier stimuli are shown.
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4 EPSTEIN, QUILTY-DUNN, MANDELBAUM, AND EMMANOUIL
to outliers to the right (t(25)  1.67, p  .054, d  .33) of the
mean.
Discussion
These results support the hypothesis that participants reduce the
weight of outliers when estimating the average orientation of a
group of lines. However, the improved accuracy in the no-outlier
condition indicates that outlier presence does increase error over-
all, suggesting that outlier rejection is partial, rather than all-or-
nothing. Interestingly, even though responses were not speeded,
probe adjustment time was longer for outlier conditions. This
finding could suggest that outliers filtering incurs a processing
cost. Note, however, that the outlier displays also had an increased
range compared to the no-outlier displays, which could have
contributed to noise in the ensemble calculation and uncertainty in
the response. In Experiment 2, we sought to replicate and extend
the results of Experiment 1, using a more sensitive measure of RT,
as well as a control condition to measure the effect that the
increased stimulus range in the outlier displays may have on the
results.
Experiment 2
Following our observation of increased error and probe adjust-
ment to outliers in Experiment 1, we sought in Experiment 2 to
replicate and more directly measure these effects. Participants
performed two tasks designed to measure the effects of outliers on
accuracy and RT. In the adjustable probe task, they judged average
tilt using an adjustable probe as in Experiment 1, with an emphasis
on accuracy. In a separate speeded response task they judged the
direction of the set tilt with respect to vertical as quickly and as
accurately as possible. For each of these tasks, in addition to the
no-outlier and outlier conditions, we added a third control condi-
tion, in which no outlier was present but the total range of the
orientations within the group matched that of the outlier condition.
As range has been shown to influence ensemble coding accuracy
(Ji, Rossi, & Pourtois, 2018; Maule & Franklin, 2015; Utochkin &
Tiurina, 2014), it is possible that displays with outliers are judged
with greater error because of their increased range. However, if
outliers are filtered out, this would effectively decrease set range,
allowing outlier sets to be judged with reduced error compared to
no-outlier displays with a similar range. Thus, by comparing error
and RT between outlier and range conditions, we can determine if
a unique process underlies ensemble coding when outliers are
present. Altogether, this experiment will allow us to more rigor-
ously test RT when outliers are present, as well as confirm that any
effects of outliers on response error or RT are not solely due to the
increased range in the set (Utochkin & Tiurina, 2014).
Method
Subjects. Seventeen participants (11 female, 1 left-handed,
average age 20.18, range 18–25) were recruited from Baruch’s
student subject pool for this experiment. All participants passed a
vision test for normal or corrected-to-normal vision and provided
informed consent. One participant exhibited low accuracy in the
speeded response task (average accuracy  36.11%) and was thus
excluded from the analysis of both tasks. A primary effect of
interest in this experiment was again the differences between fits to
local and global error distributions, we utilized the same power
analysis described for Experiment 1, indicating that 11 participants
would be required to achieve .80 power. Extra participants recruited
to account for potential no-shows resulted in a final sample size of 16.
Stimuli. Stimuli were identical in size, shape, and location as
those described in Experiment 1. For the adjustable probe task, set
orientation values were generated using similar procedures as to
those described in the methods for Experiment 1, with orientations
Figure 2. Results for Experiment 1. a) Circular standard deviation for Von Mises distributions fit to participant
error when no outliers were present, and to error distributions to the local and global mean in the outlier
condition. Values are in radians. b) Probe adjustment time measured in seconds for conditions with and without
outliers. c) Error biased toward outliers measured in degrees. Absolute values of the means are shown here. For
a) and b), error bars represent standard error using the Cousineau-Morey method. For c), error bars represent
between-subjects standard error. † Trending.  p  .05.  p  .01.  p  .001. See the online article for the
color version of this figure.
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5OUTLIER PARADOX
randomly selected from four values, and two items randomly
selected to be 72° from the mean of the other items for the outlier
condition. Outlier direction relative to the mean was again ran-
domized on each trial (while maintaining set range and item
distribution), and set orientations adjusted an equal and randomly
selected amount on each trial, with a restricted range so that no
items fell within 10° of horizontal. Unlike Experiment 1, however,
set properties such as range and relative distribution of items
within sets were calculated prior to the experiment and reused for
each participant. This was done to ensure that set ranges in the
range control trials could match exactly the set ranges present in
the outlier trials. Values for range control stimuli were determined
by calculating the range of each outlier trial and creating a match-
ing range set with 12 orientations evenly distributed across that
range.
For the speeded response task, stimuli were generated using
similar methods to that described for the adjustable probe task, but
with the mean orientation for each set controlled to be 15° to the
left or right of vertical. To ensure that the values were not identical
to the adjustable probe task, new set values were calculated for
each participant for the speeded response task. Range control sets
were set to match the range of outlier sets, with items set to four
evenly distributed values. All other set properties were identical to
those shown in the adjustable probe task. Vertical cue stimuli used
in the speeded response task were identical to set items in size and
shape and were positioned centrally.
Procedure. Figure 1b shows an example of the adjustable
probe and speeded response tasks used in Experiment 2. Partici-
pants completed each task in separate blocks, with three blocks per
task. The order in which participants performed the tasks was
counterbalanced.
In the adjustable probe task, methods were identical to those
described for Experiment 1, except for the addition of a range
control condition where no outliers were present but the overall
range of orientations displayed by the stimuli matched that of the
outlier condition. Participants saw a set of oriented lines for 200
ms and then provided their estimate of mean orientation using the
adjustable probe, taking as much time as they needed. The initial
orientation of the adjustable probe was randomly determined.
Overall participants completed 180 trials (60 for each condition).
In the speeded response task, participants judged the orientation
of a set with respect to vertical as quickly and as accurately as
possible. Trials began with a vertical cue (400 ms) to prepare
participants for the onset of stimuli and remind them of the vertical
reference point. After a 400-ms blank screen, the ensemble dis-
plays were shown for 200 ms. Participants were instructed to
indicate the direction the set was tilted on average using the left
and right arrow keys on the keyboard. Importantly, the direction of
the outlier (to the left or right of the average) was set to align with
the direction of the average (left or right of vertical) 50% of the
time so that responding to the outlier could not be used as a
strategy. Participants were given unlimited time to respond but
were instructed to respond as quickly and accurately as possible.
After response, a screen containing only the fixation cross was
shown for a 1000-ms intertribal interval. As in the adjustable probe
task, participants completed 180 trials (60 per condition).
Analysis. Performance in the adjustable probe task was mea-
sured in the same way as in Experiment 1, by fitting Von Mises
distributions to error for each condition and calculating circular
SD. All trials were included when fitting Von Mises distributions.
For measurement of response time, probe adjustment times higher
than 2.5 z-value were excluded for the adjustable probe task
(no-outlier: 1.98% of trials on average; outlier: 1.67% of trials on
average; range control: 2.08% of trials on average). Response
times higher than 2.5 z-value were similarly excluded for the
speeded response task (no-outlier: 2.19% of trials on average;
outlier: 3.13% of trials on average; range control: 3.13% of trials
on average). Accuracy within the speeded response task was
recorded simply as the percentage of responses indicating the
correct mean direction on the non-excluded trials. Response time
for both tasks was recorded from stimulus onset. Reaction time
measurements within the speeded response task are reported here with
incorrect responses excluded, but statistics run with the incorrect
responses included resulted in similar results for all tests.
Results
Adjustable probe task. See Figure 3 for adjustable probe
results. Error recorded in this experiment was similar to that of
Experiment 1, with lower SD for the local mean as compared to the
global mean, t(15)7.56, p .001, d1.89. Again, SD was
significantly lower for the no-outlier condition as compared to
both local, t(15)  5.21, p  .001, d  1.30, and global,
t(15)  8.74, p  .001, d  2.18, outlier errors. Additionally,
SD was higher in the range condition compared to the no-outlier
condition, t(15)  11.62, p  .001, d  2.90, as well as the local
t(15)  5.37, p  .001, d  1.34, and global error distributions,
t(15)  2.28, p  .04, d  .57. These results replicate Experiment
1. Importantly, they also provide evidence that the error observed
in outlier conditions cannot be explained solely by differences in
range. On the contrary, the significantly higher error in the range
condition compared to outlier conditions suggests that in outlier
conditions, even if increased range is a factor on error, the influ-
ence of deviant stimuli can be reduced, effectively reducing the
range and boosting accuracy.
Error toward the outlier was measured again with trials split for
outliers in each direction. Bias toward outliers displayed to the
right of sets trended significance, t(15)  1.65, p  .06, d  .41,
and did not reach significance for outliers to the left of sets,
t(15)1.06, p .15, d.26, presumably due to lower power
as a result of fewer trials as compared to Experiment 1. Probe
adjustment time within the adjustable probe task was similar for all
conditions; no tests reached significance.
Speeded response task. See Figure 4 for speeded response
task results. Accuracy in the speeded response task was highest for
the no-outlier condition compared to both the outlier, t(15) 5.19,
p  .001, d  1.30, and range control, t(15)  10.69, p  .001,
d  2.67, conditions. Notably, the range condition was by far the
least accurate (outlier vs. range: t(15) 7.26, p .001, d 1.82),
again supporting the hypothesis that error in outlier conditions is
not due simply to increased range in the stimuli. Consistent with
the accuracy results, RT was fastest in the no-outlier condition,
with significant differences measured both compared to the outlier,
t(15)  4.22, p  .001, d  1.05, and range condition,
t(15)3, p .009, d.75. Responses to the range condition
were also significantly slower than the outlier condition, t(15) 
2.26, p  .039, d  .57.
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6 EPSTEIN, QUILTY-DUNN, MANDELBAUM, AND EMMANOUIL
Discussion
In Experiment 2, we controlled for range between the outlier and
no-outlier displays in order to examine whether any effects of the
outlier condition could be due to increased range. Indeed, range has
been previously shown to influence ensemble perception accuracy
independent of outliers (Ji et al., 2018; Maule & Franklin, 2015;
Utochkin & Tiurina, 2014). We found evidence that the outlier
condition produced a different pattern of RT and accuracy results
compared to the matched range no-outlier condition. Specifically, the
outlier condition produced decreased errors and faster RTs than the
matched range control. One natural way to interpret this finding is that
discounting outliers effectively reduces the range, which is then based
on remaining items, therefore decreasing the cost of range on RT and
accuracy. What remains unclear is whether outlier filtering was
uniquely initiated in the outlier condition compared to the matched
range control, and which specific factors prompted the outlier filtering
process. First, it is possible that outlier filtering was attempted in both
conditions based on increased range, but only succeeded in the outlier
condition, contributing to faster RTs. However, it is also possible that
outlier filtering only took place in the outlier condition, in which
Figure 3. Adjustable probe task results. a) Circular standard deviations measured for Von Mises distributions
fit to participant error for all conditions. Results displayed in radians. b) Probe adjustment time results in
seconds. c) Error biased in the direction of the outlier when the outlier was to the left or to the right of the local
set mean. Absolute values of the averages are shown here. For a) and b), error bars represent standard error using
the Cousineau-Morey method. For c), error bars represent between-subjects standard error. † Trending.  p .05.
 p  .01.  p  .001. See the online article for the color version of this figure.
Figure 4. Results for the speeded response task. a) Reaction time for each condition as measured from stimulus
onset. b) Percentage of correct responses for each condition. Error bars represent standard error using the
Cousineau-Morey method.  p  .05.  p  .01.  p  .001. See the online article for the color version of this
figure.
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7OUTLIER PARADOX
outliers were tagged by virtue of their separation from the rest of the
items in the population code. We will return to this possibility in the
General Discussion.
Experiment 2 therefore replicates and extends the results of
Experiment 1, suggesting that the differences observed in Exper-
iment 1 were not solely due to range differences. The results also
support the hypothesis that outlier rejection is automatic, as sug-
gested by Haberman and Whitney (2010), or at least intuitively
preferable, as participants worked to reject outliers even when
pressured to respond as fast as possible, despite not being explic-
itly instructed to do so.
Experiment 3
The results of Experiments 1 and 2 provide evidence that
outliers can be successfully, if perhaps only partially, excluded
from statistical summaries, and that this process influences RT.
While this suggests that outlier rejection requires additional steps
of processing, a critical remaining question is the precise timing by
which outliers are filtered during ensemble perception. Here we
test this using visual masking at 50, 100, 200, 300, and 500 ms
after stimulus onset, to test how ensemble perception in the pres-
ence of outliers changes over time. We predict that ensemble
perception is an ongoing process, cleaning representations over
time through iterative processing. This model makes a clear pre-
diction for how error would adjust over time. A first pass, with an
even distribution of attention, would provide an unbiased statistical
average of all stimuli, with error biased to include outliers. This
raw signal would then be used to redistribute attention to down-
weigh outliers, resulting in the responses becoming more clustered
around the local mean over time. Importantly, using this method
we will be able to gain some insight into the timing by which this
occurs. If it is a discrete stepwise process, for example, with one
pass to detect outliers and a second to provide a clear signal, we
would predict a stepped or curved pattern in error over time.
Conversely, if it is a continuous ongoing correction, we would
predict a linear effect.
Method
Participants. Twenty-seven participants (15 female, 4 left-
handed, average age 20.7, range 18–27) were recruited from
Baruch’s student subject pool for this experiment. Participants
were compensated with course credit. To calculate power for the
main effect of local versus global error in Experiment 3, we used
PANGEA, an open source application designed specifically to
conduct power analyses for ANOVA designs (Westfall, 2016). We
anticipated potentially increased noise in this experiment as com-
pared to Experiments 1 and 2, due to the short masking latencies
and fewer trials per condition. For this reason, we carried out a
power analysis using a more conservative effect size of d  .475
(one half of our pilot effect size). The power analysis found that 26
participants would be sufficient for .80 power. We recruited 27 to
account for potential no-shows. One participant was excluded due
to self-expressed eyestrain, which caused difficulty completing the
task, resulting in n  26 for data reported here.
Stimuli. Due to the timing required for this experiment, we
used an alternate KDS monitor that could be set to a 60-hz refresh
rate. This was required to display stimuli for exactly 50 ms.
Stimulus properties were identical to those described for the ad-
justable probe block in Experiment 2, including randomizing out-
lier direction and adjusting set orientations an equal and randomly
selected amount on each trial, while maintaining set range and
distribution. As in Experiment 2, set properties were defined
before the experiment, so that sets with identical ranges and
distributions could be repeated for each masking latency condition.
This was done to ensure that any recorded differences in accuracy
and RT could not be due to differences in set distribution or range.
Visual masks were structural masks constructed with 750 vari-
ably oriented lines identical in size and shape as those used in the
experiments, with their centers randomly positioned in a 10  10°
square in the center of the screen. Twenty of these masks were
generated prior to this experiment and saved as lossless images,
with a randomly selected mask used for each trial. This ensured
that participants would largely experience the same masks, but that
masks would not be identical over the course of trials.
Task. The task was again identical to that described earlier for
accuracy conditions in previous experiments, but with the addition
of visual masking at stimulus onset asynchronies (SOAs) of 50,
100, 200, 300, and 500 ms. Stimuli were kept on the screen for the
full SOA before masks appeared. Masks were displayed for 150
ms immediately followed by an adjustable probe. Participants were
given as much time as required to respond. See Figure 1c for an
example of the paradigm used for this experiment.
As we were primarily interested in the timing of outlier rejec-
tion, and in order to keep the experiment at a manageable length,
all trials in Experiment 3 included outliers. Participants were
presented with 40 trials at each masking latency, resulting in 200
trials overall.
Analysis. As described earlier, Von Mises distributions were
fit to local and global error to allow measurements of circular SD.
Again, no trials were excluded in calculation of local and global
error. A 2 5 repeated-measures ANOVA (local and global SD
5 masking latencies) was used to test for main effects and inter-
actions. To ensure the accuracy of planned contrasts, we designed
the ANOVA to use a polynomial contrast with a metric specifi-
cally accounting for the unequal spacing of the masking latencies.
Effect sizes for all tests are reported as partial eta squared.
Follow-up paired sample t tests for each individual masking la-
tency were additionally run between local and global SD to deter-
mine at which time points specifically differences could be ob-
served.
Error data were again split by outlier direction for each masking
latency to determine how much local error was biased toward the
outlier for each processing duration. For this experiment, error was
collapsed across bias direction due to fewer trials per condition. As
described above, a 2  5 repeated-measures ANOVA was used to
test for main effects, again using a polynomial contrast accounting
for unequal spacing of the masking latencies. Where violations of
sphericity were detected, Greenhouse–Geisser corrections were
applied. Follow-up one-sample one-tailed t tests were used to test
bias toward the outlier at each actual masking latency.
Results
See Figure 5 for results from Experiment 3. The repeated-
measures ANOVA showed clear main effects of local versus
global SD, F(1, 25)  53.77, p  .001, 	p2  .68, supporting that
Th
is
do
cu
m
en
ti
s
co
py
rig
ht
ed
by
th
e
A
m
er
ic
an
Ps
yc
ho
lo
gi
ca
lA
ss
oc
ia
tio
n
o
r
o
n
e
o
fi
ts
al
lie
d
pu
bl
ish
er
s.
Th
is
ar
tic
le
is
in
te
nd
ed
so
le
ly
fo
rt
he
pe
rs
on
al
u
se
o
ft
he
in
di
vi
du
al
u
se
r
an
d
is
n
o
t
to
be
di
ss
em
in
at
ed
br
oa
dl
y.
8 EPSTEIN, QUILTY-DUNN, MANDELBAUM, AND EMMANOUIL
error was lower for local estimates. The effect of masking latency
was also significant, F(3.05, 76.33)  25.08, p  .001, 	p2  .50,
suggesting that error decreased overall with increased exposure.
Follow-up paired t tests showed that local SD was significantly
lower than global SD for each individual masking latency (all
t(25)  3.99, all p  .001, all d  0.78). An interaction
between local/global SD and masking latency was also found,
F(3.24, 81.09)  8.25, p  .001, 	p2  .25, indicating that local
error reduced more compared to global error with longer stimulus
durations. Tests of within-subjects contrasts revealed a linear, F(1,
25) 43.37, p .001, 	p2  .63, as well as a quadratic, F(1, 25)
34.24, p .001, 	p2  .58, trend for masking latency. Higher-order
contrasts also reached significance but are not discussed further
here, as they were not planned. The interaction also showed a
significant linear trend, F(1, 25)  22.72, p  .001, 	p2  .48.
Critically, the following test of bias toward outliers indicated
that bias decreased over time, F(3.03, 75.76)  2.99, p  .036,
	p2  .11, and showed a linear trend, F(1, 25)  7.70, p  .01,
	p2  .24. Follow-up t tests revealed these differences to be
significant at 50, 100, 200, and 300 ms (all t(25)  1.85, all p 
.038, all d  .36), but not at 500 ms, t(25)  .34, p  .63,
d  .06. Probe adjustment time was similar at all masking
latencies, F(1, 25)  2.55, p  .12, 	p2  .093.
Discussion
Again, our results suggest that outliers are quickly and easily
excluded from ensemble perception, with lower SD even at a
50-ms masking latency. However, these results further show that
outliers were increasingly discounted from average calculations
over time, with this process leveling off between 300 and 500 ms.
The observed linear and quadratic trends provide evidence that this
cleaning is carried out iteratively through ongoing ensemble cal-
culations, potentially reflecting the use of derived statistics from
earlier summaries to inform cleaning used in later statistical sum-
maries. Together, these results indicate that outlier rejection is an
ongoing process, beginning surprisingly early in ensemble percep-
tion and continuing on through multiple iterations of statistical
coding.
General Discussion
The aim of our study was to explore the temporal dynamics of
outlier rejection in ensemble perception. In Experiment 1, we
extended results of prior research (Haberman & Whitney, 2010),
showing that outliers are excluded when reporting the average tilt
of groups with varying orientation, although we found that they
increase overall error relative to when no outliers are present.
Additionally, we found that the presence of outliers increased RT
even while responses were given with an adjustable probe, and
were thus unspeeded. In Experiment 2, we replicated the error
results of Experiment 1 and also examined the possible effects of
range on our results. The results showed faster RT and improved
accuracy in the outlier condition compared to a matched range
control, suggesting that outlier filtering effectively reduces range.
Finally, in Experiment 3, we used variable latency visual masking
to map the precise timing of outlier rejection. We found that while
outliers were partially discounted even with 50-ms presentations,
they were increasingly removed from average estimates over time,
and were fully discounted by 500-ms post stimulus onset.
Altogether, these results suggest a solution to the apparent
paradox of how ensemble representations filter outlier noise when
outliers themselves must be defined by statistical ensemble prop-
erties. Outlier filtering appears to occur through an iterative pro-
cess wherein perceived averages with deviant stimuli are refined
over time. The idea of ensemble perception as a continuously
updating process is consistent with current theories that postulate
that ensemble perception occurs rapidly but also may adjust over
time as attention is redistributed to objects of interest in the scene
(Hochstein & Ahissar, 2002; Treisman, 2006). Here we provide
Figure 5. Results for Experiment 3. a) Circular standard deviations of Von Mises distributions fit to participant
error to local (blue [dark gray] solid) and global (orange [light gray] dashed) mean values. Asterisks mark results
of paired t tests between measures. b) Error biased in the direction of the outlier, combined for outliers to the
left and right of set means. Asterisks mark results of one-sample one-tailed t tests against 0. Error bars represent
standard error using the Cousineau-Morey method.  p  .05.  p  .01.  p  .001. See the online article
for the color version of this figure.
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9OUTLIER PARADOX
evidence in support of these theories, showing that initial statistical
judgments are based more heavily on raw features, and only with
sufficient processing time are they adjusted to provide an updated,
clean signal.
The implications of outlier rejection for the mechanism of
ensemble perception merit further discussion. Outlier rejection is
technically an error since it produces estimates that are biased
against the raw information in the image. It suggests that ensemble
perception applies inferences in order to derive the true mean of
natural groups. This could be adaptive in many cases in which
natural groups appear in close proximity with other objects and
must be distinguished (Utochkin, 2015). It could also make en-
semble representations more robust against noise introduced by
items registered with low fidelity in the system (Alvarez, 2011).
However, it could also be maladaptive in cases in which the
deviant carries important information or is truly a part of the group.
For example, one yellow leaf on a tree may signify the very
beginning of fall and must not be ignored. It is additionally
important to note that participants performed these corrections
despite receiving clear instructions to calculate the overall mean of
the set, suggesting that this process is beyond conscious control.
Further corroborating the unconscious nature of outlier filtering,
the longer exposure in Experiment 3 resulted in participants dis-
counting outliers more effectively as opposed to consciously cor-
recting for the bias against them. Future research could produc-
tively contribute to understanding the biases built into ensemble
perception by varying the degree by which outliers deviate, the
frequency of outlier presence, and how these factors may influence
the automaticity with which inferences are applied. These manip-
ulations could help delineate the criteria that the visual system uses
to define outliers and the flexibility by which these criteria are
applied in different contexts.
The current study provides insight into the timing of outlier
filtering. To our knowledge, there are no prior studies that have
specifically measured outlier filtering over time. However, a hand-
ful of studies have explored the speed with which statistics are
initially computed, and how the accuracy of the statistics changes
over time. Using unmasked displays, Chong and Treisman (2003)
found that mean size estimates were strikingly accurate with
exposure durations as short as 50 or 100 ms, and that accuracy
improved further with presentations of 1000 ms. These findings
were later supported by Haberman, Harp, and Whitney (2009),
who found that accuracy of ensemble coding of emotional expres-
sion in sequentially presented faces increased with overall expo-
sure duration to the set. These results were partly corroborated by
Li et al. (2016), who observed an improvement in mean facial
emotion discrimination between 50 and 500 ms, but also, using a
diffusion model analysis found an inverse quadratic relationship
between exposure time and drift rate. Elaborating on these studies,
we found that error does not decrease evenly over time, but rather
that the weighting of individual items within the average is ac-
tively adjusted to downplay set deviants, and that this process
appeared to level off between 300 and 500 ms after stimulus onset.
It is important to note that our results are consistent with
previous studies in finding decrements in ensemble processing at
short exposure durations. Whiting and Oriet (2011) found that
participants were impaired in distinguishing the trial mean size
with masked displays shorter than 200 ms. In our Experiment 3,
performance was also least accurate at short exposure durations.
One possibility is that at short exposure durations, due to the noise
in the representation, participants rely on information that they
would downplay or altogether discard with more time. In the case
of Whiting and Oriet (2011), participants based their responses on
the experiment-wise mean. In our experiment, participants seem to
derive noisy estimates from the set as a whole, including outliers
that would be subsequently discounted. Note also that the specific
parameters of the experiment, including the type of feature tested,
could play an important role in how much information can be
extracted at such short exposure durations. Our study examined
average orientation compared to previous studies using short ex-
posure durations with average size (Chong & Treisman, 2003;
Whiting & Oriet, 2011) and therefore may have engaged partly
different mechanisms, (Haberman, Brady, & Alvarez, 2015).
Taken together, findings that ensemble representations improve
with increased exposure duration and our results that outliers are
gradually filtered over time can be explained within the framework
of ensemble perception proposed by Alvarez (2011). Alvarez
proposed that ensemble representations rely on noisy individual
item representations but nevertheless achieve high accuracy as
they aggregate information across numerous items. The model also
postulates that individual objects are unevenly weighed in ensem-
ble estimates depending on the variance in their representation and
their task relevance. It is possible that with increased exposure
duration, individual item representations become less noisy per-
haps due to repeated measurements. If this were the case, then
mean estimates would become more accurate with time, and out-
liers would gradually become distinct from other items and pro-
gressively discounted from the group.
A study by Hochstein et al. (2018) provides corroborating
evidence that outliers are detected based on their overlap with
other items in the set and suggests that outliers are tagged by virtue
of their separate peak in the population code. In this study, par-
ticipants either compared the mean orientation of two sets of
oriented lines or detected the presence of an orientation outlier in
one of the sets. Performance in the outlier detection task was best
predicted by the distance of the outlier to the edge of the set range,
whereas mean discrimination was independent of range. The au-
thors suggested that mean and range estimates are computed
through the same population coding mechanism, with the former
contributing to set perception and the latter allowing individual
objects to be separated from the set. Importantly, Hochstein et al.
(2018) found that outlier detection incurred longer RTs compared
to set mean calculations. These results corroborate the idea that
outliers emerge from the population code later than mean proper-
ties, which could also partly explain why they are discounted at
longer exposure durations. The current study is consistent with the
results of Hochstein et al. and also suggests that population coding
may change over time, such that outliers become more easily
separable from the set and receive reduced weight in mean esti-
mates.
An interesting question for further research is whether outlier
filtering depends on categorical differences between the outlier
and the mean of the set. In the Haberman and Whitney (2010)
study, which presented faces in a continuum of emotions from
happy to sad, the outlier was always categorically different (e.g., it
was happy when the rest of the set was on average sad). Similarly,
in our study, the outlier was almost always on a different side of
vertical than the rest of the set. Only in the speeded response task
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10 EPSTEIN, QUILTY-DUNN, MANDELBAUM, AND EMMANOUIL
of Experiment 2, in which participants made a categorical judg-
ment (whether the mean was to the left or right of vertical), was
the category of the outlier balanced so that it was orthogonal to the
correct response. Here, when splitting data by the direction of the
outlier relative to the correct response, we found that accuracy was
lower, t(15)  4.79, p  .001, d  1.20, and RT slower,
t(15)  2.75, p  .015, d  .69, when the outlier was in the
opposite direction compared to the same direction as the local
mean. These results align better with the partial filtering account
discussed previously as compared to a categorical rejection ac-
count. We note, however, that the categorical responses in this
experiment do not provide a precise comparison of participants’
mean estimates to the global and local means. Therefore, an
experiment that manipulates outlier category and measures mean
estimates using an adjustable probe is needed to better examine
this question.
The idea of ensemble perception as an iterative process leads to
the question of how, if ensemble percepts continuously update, a
response threshold is met. Studies using RT measures can shed
light on this question. Previously Robitaille and Harris (2011)
showed that RT decreases as the number of items within a set
increases, suggesting that a response threshold is reached earlier
with larger sets. The results of Experiment 2 also show that
participants took additional time to filter outliers and to resolve an
ensemble of increased range. Taken together, these results suggest
that ensemble estimates converge at different times depending on
set size, range, and, in our case, presence of deviant stimuli.
Importantly, a response is made only when confidence in the
ensemble estimate has been achieved. The criteria by which par-
ticipants evaluate ensemble noise at different points in time remain
unknown. Relatedly, whether knowledge about the fidelity of
ensemble representations is explicit is an important question for
further research.
One question that remains in the current study is whether
deviant stimuli are represented as individual objects, separately
from the ensemble, or are altogether discounted. Haberman and
Whitney (2010) found that participants were unable to localize or
identify emotional deviants, suggesting that outlier rejection did
not depend on a conscious suppression of the deviant. However,
the face stimuli they used were more complex than our orientations
and have been previously shown to be resistant to pop-out effects
(Brown, Huey, & Findlay, 1997; VanRullen, 2006; but see Hersh-
ler & Hochstein, 2005, 2006). Hochstein et al. (2018) found that
outliers can pop out with sufficient distance from the ensemble
range edge. However, they used a task that instructed participants
to explicitly detect the outliers, which could have influenced the
results. Similarly, De Fockert and Marchant (2008) asked partic-
ipants to attend to the most extreme items in a display of varying
sizes and found an increased contribution of these items to mean
estimates. In contrast, in the current, study participants were never
told of the presence of outliers and it is therefore unclear whether
these outliers attracted attention. Future studies need to test the role
of attention, for example by asking participants to explicitly iden-
tify the outliers or detect a target in the spatial location of the
outliers. It is possible that the discounting of outliers and contri-
bution to the mean are modulated by task relevance and attention.
Nevertheless, the encoding of the outlier is an orthogonal issue to
the paradoxical nature of its filtering from ensemble representa-
tions.
Our results also contribute to a growing literature exploring the
effects of set range on ensemble perception. In Experiment 2, we
were specifically interested in testing whether increased RTs to
the outlier displays could simply be due to increased range in the
display. Multiple previous studies have shown that increased range
significantly impairs ensemble perception (Ji & Pourtois, 2018;
Maule & Franklin, 2015; Utochkin & Tiurina, 2014), presumably
due to increased noise in the signal. Importantly, Utochkin and
Tiurina (2014) showed that when range was held constant, accu-
racy remained consistent across set sizes and distributions, with the
clear exception of cases where items were presented with a bi-
modal distribution. In these situations, accuracy dropped mark-
edly, likely due to sets being automatically split into separate
groups. Our results contribute to this debate by replicating the
finding that increased range can have a sharp effect on accuracy
and RT, even while the set size and overall distribution within the
set remains even. However, the contribution of outliers to observed
range effects is clearly distinct in that while outliers may impair
accuracy initially, possibly due to an increased set range, outliers
are easily segregated and rejected from the set. This allows new
iterations of calculation on a set with a decreased range (and thus
less noise) that can be performed more accurately. Future studies
will have to carefully disentangle the possibly separable effects of
set size, range, and distribution on ensemble perception, taking
stimulus presentation time into careful consideration.
Overall, the results help to resolve the paradox of outlier rejec-
tion by showing how ensemble representation serves to both
identify and filter outliers. We propose that ensemble perception
takes place via iterative steps of statistical coding, wherein initial
ensemble percepts provide raw, unbiased representations of the
world that are then corrected over time with the goal of providing
more accurate and stable views. The proposed mechanism has
broader implications. We postulate that adjustments to ensemble
representations are made not only away from deviant items (Hab-
erman & Whitney, 2010) but also toward salient items (De Fockert
& Marchant, 2008), or in favor of perceived as opposed to physical
individual object properties (Dodgson & Raymond, 2020; Im &
Chong, 2009; Tiurina & Utochkin, 2019). Thus, the idea of iter-
ative ensemble coding bridges findings that statistical summaries
are rapidly available with those that suggest that they can be
systematically biased and that they factor in context parameters
that require more extensive processing.
Our results support the idea that iterative ensemble coding
occurs while the displays are in view, since outlier filtering im-
proved with increased exposure duration in Experiment 3. Itera-
tions may have also continued after display offset on iconic mem-
ory representations when displays were unmasked (Experiment 2),
incurring an RT cost for the outlier compared to the no-outlier
condition (Rensink, 2014). Although it is possible that iterative
ensemble coding continues beyond visual and iconic memory
representations, this possibility cannot be evaluated using our
experimental design. Future studies comparing iterative ensemble
coding for trials of fixed duration (display to probe onset) but
varying visual stimulation time are needed to shed light on the
possibility that iterative ensemble coding continues after visual
stimulation.
Iterative computations are prevalent in the visual system and are
thought to play a role in several different processes, including the
refining of individual object representations (Lamme & Roelf-
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sema, 2000) and the emergence of objects into awareness (De-
haene & Naccache, 2001). For example, metacontrast (Breitmeyer
& Ogmen, 2000) and object substitution masking (Enns & Di
Lollo, 1997) are thought to rely on iterative or reentrant processing
that discards the noisy representation of the masked object in favor
of the more robust representation of the mask that appears in the
same location. There are noted similarities between this re-entrant
processing and the iterative processing proposed for ensemble
processing in the current study. However, re-entrant processing
seems to operate on a faster time scale (Enns & Di Lollo, 1997),
which suggests that it may engage networks at a more local level.
Therefore, it seems more likely that the two processes are separate,
although they may interplay in interesting ways. Future studies
should examine this potential interplay, for example by testing
how ensemble representations take into account masked outliers.
The idea of ensemble perception as an iterative process needs to
be rigorously evaluated in further experiments. One major step in
this direction would be to include exposure duration manipulations
in experiments that show biases or corrections in ensemble esti-
mates and measure how these biases develop over time (e.g., De
Fockert & Marchant, 2008). In addition, we propose that RT
measures could be useful in understanding the time requirements
to resolve ensemble properties under different task and stimulus
conditions. Nevertheless, the idea of iterative ensemble perception
is consistent with existing theories of ensemble perception as a
quickly updating mechanism that serves to guide attention toward
more detailed processing (Hochstein & Ahissar, 2002) and to
achieve continuity across time in an ever-changing complex visual
world (Manassi, Liberman, Chaney, & Whitney, 2017).
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