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Abstract
We show that the noncommutative residue density, resp. the cut-off regularised integral are the only
closed linear, resp. continuous closed linear forms on certain classes of symbols. This leads to alternative
proofs of the uniqueness of the noncommutative residue, resp. the canonical trace as linear, resp.
continuous linear forms on certain classes of classical pseudodifferential operators which vanish on
brackets.
The uniqueness of the canonical trace actually holds on classes of classical pseudodifferential with
vanishing residue density which include non integer order operators in all dimensions and odd-class
(resp. even-class) operators in odd (resp. even) dimensions. The description of the canonical trace for
non integer order operators as an integrated global density on the manifold is extended to odd-class
(resp. even-class) operators in odd (resp. even) dimensions on the grounds of defect formulae for
regularised traces of classical pseudodifferential operators.
Acknowledgements
Let me thank Matthias Lesch for stimulating discussions around the canonical trace as well as Elmar
Schrohe for his precious comments on these uniqueness issues. I am also endebted to Maxim Braverman
whom I thank for crucial remarks on an earlier version of this paper. I further thank Mikhail Shubin
for his constant encouragements and enlightening comments on trace related issues. Last but not least,
I am very grateful to Carolina Neira and Marie-Franc¸oise Ouedraogo for a careful reading of a former
version of these notes which greatly helped me improve the presentation.
Introduction
The uniqueness of the noncommutative residue originally introduced by Adler and Manin in the one
dimensional case was then extended to all dimensions by Wodzicki in [W1] (see also [W2] and [K] for a
review) and proved independently by Guillemin [G2]. Since then other proofs, in particular a homolog-
ical proof on symbols in [BG] and various extensions of this uniqueness result were derived, see [FGLS]
for a generalisation to manifolds with boundary, see [S] for a generalisation to manifolds with conical
singularities (both of which prove uniqueness up to smoothing operators), see [L] for an extension to
log-polyhomogeneous operators as well as for an argument due to Wodzicki to get uniqueness on the
whole algebra of classical operators, see [Po2] for an extension to Heisenberg manifolds.
In contrast to the familiar characterisation of the noncommutative residue as the unique trace on the
algebra of all classical pseudodifferential operators, only recently was the focus [MSS] drawn on a char-
acterisation of the canonical trace as the unique linear extension of the ordinary trace to non integer
order classical pseudodifferential operators which vanishes on non integer order brackets1.
We revisit and slightly improve these results handling the noncommutative residue and the canonical
trace on an equal footing via a characterisation of closed linear forms on certain classes of symbols.
1The authors of [MSS] actually extended the uniqueness to odd-class, resp. even-class operators in odd, resp. even
dimensions.
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A cornerstone in our approach is the requirement that a linear form satisfies Stokes’ property (or
be closed in the language of noncommutative geometry) on a certain class of symbols i.e. that it
vanishes on partial derivatives in that class. The vanishing on derivatives is a natural requirement in
view of the fact that any distribution on Rn with vanishing derivatives is proportional to the ordinary
integral on Rn; it serves here to characterise its unique closed extension given by the cut-off regularised
integral −∫
Rn
defined by Hadamard finite parts. This leads to a characterisation of the noncommuta-
tive residue on symbols (Theorem 1) on the one hand and the cut-off regularised integral on symbols
(Theorem 2) on the other hand.
The link between the vanishing on brackets of a linear functional on classical operators and the van-
ishing on partial derivatives of a linear functional on symbols can best be seen from the simple formula
[xi,Op(p)] = −iOp(∂ξip) for any symbol p, which lies at the heart of the proof of the uniqueness of
the canonical trace in [MSS]. We deduce from there the uniqueness of a linear form on classical pseu-
dodifferential operators which vanishes on brackets from the uniqueness of a linear form on classical
pseudodifferential symbols which vanishes on partial derivatives in the Fourier variable ξ, leading to
characterisations of the residue (Theorem 4) on the one hand and the canonical trace (Theorem 5) on
the other hand.
To characterise such functionals we heavily rely on the fact that any homogeneous symbol with van-
ishing residue can be written as a sum of derivatives [FGLS] and coincides up to a smoothing symbol
with a sum of derivatives of symbols whose order is 1+ the order of the original symbol. This is why
we then consider classes of operators with vanishing residue density in order to carry out the linear
extensions.
The vanishing of the residue density which therefore plays a crucial role for uniqueness issues, arises
once more for existence issues. This indeed turns out to be an essential ingredient in section 2, where
we show that the canonical trace is well defined as an integrated global density on certain classes
of classical pseudodifferential operators, such as odd-class operators in odd dimensions and even-class
operators in even dimensions. To do so, we approximate the operator under study along a holomorphic
path of classical operators and use a defect formula for regularised traces derived in [PS].
This is carried out along of a line of thought underlying Guillemin’s [G2], Wodzicki’s [W2] and later
Kontsevich and Vishik’s [KV] work (see also [CM]); a classical ΨDO A is embedded in a holo-
morphic family z 7→ A(z) with A(0) = A, the canonical trace of which yields a meromorphic map
z 7→ TR(A(z)). These authors focus on the important case of ζ-regularisation AQ(z) = AQ−z built
from some admissible elliptic operator Q with positive order. In particular, if A has non integer order
then z 7→ TR(AQ(z)) is holomorphic at z = 0, the canonical trace density of A is globally defined
and integrates over M to the canonical trace TR(A) of A which coincides with limz→0TR(AQ(z))
independently of the choice of Q.
Similar continuity results hold for odd-class (resp. even-class) operators A in odd (resp. even) di-
mensions; it was observed in [KV] (resp. [Gr]) that for an odd-class elliptic operator Q with even
positive order close enough to a positive self-adjoint operator, and A and odd-(resp. even-) class
operator in odd (resp. even) dimensions, the map z 7→ TR(AQ(z)) is holomorphic at z = 0 and
Tr(−1)(A) := limz→0TR(AQ(z)) is independent of the choice of Q.
As a straightforward application of defect formulae both on the symbol and the operator level derived
in [PS], we extend these results to any holomorphic family A(z) with non constant affine order such
that A = A(0) and A′(0) lie in the odd- (resp. even-) class. We infer from there that in odd (resp.
even) dimensions
1. the map z 7→ TR(A(z)) is holomorphic at z = 0,
2. the canonical trace density is globally defined for any odd- (resp. even-) class operator A, and
integrates over M to the canonical trace TR(A),
3. TR(A) = limz→0 TR(A(z)) independently of any appropriate (see above initial conditions) choice
of the family the family A(z).
This shows in particular that both Kontsevich and Vishik’s (resp. Grubb’s) extended trace Tr(−1) on
odd- (resp. even-) class operators in odd (resp. even) dimensions and the symmetrised trace Trsym
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introduced by Braverman in [B] on odd-class operators in odd dimensions coincide with the canonical
trace TR.
To sum up, the characterisation we provide of the noncommutative residue and of the canonical trace
on the grounds of a characterisation of closed linear forms on certain classes of symbols sheds light
on common mechanisms that underly their uniqueness. It brings out the importance of the closedness
requirement on the underlying functionals on symbols, which was already implicit in the homological
proofs of the uniqueness of the residue. In the case of the canonical trace it further puts forward the
role of the vanishing of the residue on the symbol level and of the residue density on the operator level
which also turns out to be an essential ingredient for existence issues.
The paper is organised as follows:
1. Uniqueness: characterisation of closed linear forms on symbols
(a) Notations
(b) Stokes’ property versus translation invariance
(c) A characterisation of the noncommutative residue and its kernel
(d) A characterisation of the cut-off regularised integral −∫
Rn
in terms of Stokes’ property
2. Existence: The canonical trace on odd- (resp. even-) class operators in odd (resp.
even) dimensions
(a) Notations
(b) Classical symbol valued forms on an open subset
(c) The noncommutative residue on classical pseudodifferential operators
(d) The canonical trace on non integer order operators
(e) Holomorphic families of classical pseudodifferential operators
(f) Continuity of the canonical trace on non integer order pseudodifferential operators
(g) Odd-class (resp. even-class) operators embedded in holomorphic families
(h) The canonical trace on odd- (resp. even-)class operators in odd (resp. even) dimensions
3. Uniqueness: Characterisation of linear forms on operators that vanish on brackets
(a) Uniqueness of the noncommutative residue
(b) Uniqueness of the canonical trace
3
1 Uniqueness: Characterisation of closed linear forms on sym-
bols
We characterise the noncommutative residue and the cut-off regularised integral in terms of a closedness
requirement on linear forms on classes of classical symbols with constant coefficients on Rn.
1.1 Notations
We only give a few definitions and refer the reader to [Sh, T, Tr] for further details on classical
pseudodifferential operators.
For any complex number a, let us denote by Sac.c(Rn) the set of smooth functions on Rn called symbols
with constant coefficients, such that for any multiindex β ∈ Nn there is a constant C(β) satisfying the
following requirement:
|∂βξ σ(ξ)| ≤ C(β)|(1 + |ξ|)Re(a)−|β|
where Re(a) stands for the real part of a, |ξ| for the euclidean norm of ξ. We single out the subset
CSac.c(R
n) ⊂ Sac.c(Rn) of symbols σ, called classical symbols of order a with constant coefficients, such
that
σ(ξ) =
N−1∑
j=0
χ(ξ)σa−j(ξ) + σ(N)(ξ) (1)
where σ(N) ∈ Sa−Nc.c (Rn) and where χ is a smooth cut-off function which vanishes in a small ball of Rn
centered at 0 and which is constant equal to 1 outside the unit ball. Here σa−j,, j ∈ N0 are positively
homogeneous of degree a− j.
The ordinary product of functions sends CSac.c(R
n)×CSbc.c(Rn) to CSa+bc.c (Rn) provided b− a ∈ Z; let
CSc.c(R
n) = 〈
⋃
a∈C
CSac.c(R
n)〉
denote the algebra generated by all classical symbols with constant coefficients on Rn. Let
CS−∞c.c (R
n) =
⋂
a∈C
CSac.c(R
n)
be the algebra of smoothing symbols. We write σ ∼ σ′ for two symbols σ, σ′ which differ by a smoothing
symbol.
We also denote by CS<pc.c (R
n) :=
⋃
Re(a)<p CS
a
c.c(R
n), the set of classical symbols of order with real
part < p and by CS /∈Zc.c (R
n) :=
⋃
a∈C−Z CS
a
c.c(R
n) the set of non integer order symbols.
We equip the set CSac.c(R
n) of classical symbols of order a with a Fre´chet structure with the help of
the following semi-norms labelled by multiindices β and integers j ≥ 0, N (see [H]):
supξ∈Rn(1 + |ξ|)−Re(a)+|β| ‖∂βξ σ(ξ)‖;
supξ∈Rn(1 + |ξ|)−Re(a)+N+|β|‖∂βξ
σ − N−1∑
j=0
χ(ξ)σa−j
 (ξ)‖;
sup|ξ|=1‖∂βξ σa−j(ξ)‖.
CS−∞c.c (R
n) is equipped with the natural induced topology so that a linear ρ which extends to contin-
uous linear maps ρa on CS
a
c.c(R
n) for any a ∈ Z∩]−∞,−K] (with K some arbitrary positive number)
is continuous.
We borrow from [MMP] (see also [LP]) the notion of ΨDO -valued form.
Definition 1 Let k be a non negative integer, a a complex number. We let
Ωk CSac.c(R
n) = {α ∈ Ωk(Rn), α =
∑
I⊂{1,··· ,n},|I|=k
αI(ξ) dξI
with αI ∈ CSa−|I|c.c (Rn)}
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denote the set of order a classical symbol valued forms on Rn with constant coefficients. Let
Ωk CSc.c(R
n) = {α ∈ Ωk(Rn), α =
∑
I⊂{1,··· ,n},|J|=k
αI(ξ) dξI
with αI ∈ CSc.c(Rn)}
denote the set of classical symbol valued k-forms on Rn of all orders with constant coefficients.
The exterior product on forms induces a product ΩkCSc.c(R
n)× ΩlCSc.c(Rn)→ Ωk+lCSc.c(Rn); let
ΩCSc.c(R
n) :=
∞⊕
k=0
ΩkCSc.c(R
n)
stand for the N0 graded algebra (also filtered by the symbol order) of classical symbol valued forms on
Rn with constant coefficients.
We also consider the sets ΩkCSZc.c(R
n) :=
⋃
a∈ZΩ
k CSac.c(R
n) of integer order classical symbols valued
k-forms and ΩkCS /∈Z(U) :=
⋃
a/∈Z Ω
k CSac.c(U) of non integer order classical symbol valued k-forms.
Clearly, ΩCSZc.c(R
n) :=
⊕∞
k=0 Ω
kCSZc.c(R
n) is a subalgebra of ΩCSZc.c(R
n).
Definition 2 Let S ⊂ CSc.c(Rn) be a set containing smoothing symbols. We call a linear form2
ρ : S → C singular if it vanishes on smoothing symbols, and regular otherwise.
A linear form ρ : S → C extends to a linear form ρ˜ : ΩS → C defined by
ρ˜ (α(ξ) dξi1 ∧ · · · ∧ dξik ) := ρ(α) δk−n,
with i1 < · · · < ik. Here we have set
ΩkS := {
∑
|I|=k
αI(ξ) dξI , αI ∈ S}.
Exterior differentiation on forms extends to symbol valued forms (see (5.14) in [LP]):
d : ΩkCSc.c(R
n) → Ωk+1CSc.c(Rn)
α(ξ) dξi1 ∧ · · · ∧ dξik 7→
n∑
i=1
∂iα(ξ) dξi ∧ dξi1 ∧ · · · ∧ dξik .
We call a symbol valued form α closed if dα = 0 and exact if α = d β where β is a symbol valued form;
this gives rise to the following cohomology groups
HkCSc.c(R
n) := {α ∈ ΩkCSc.c(Rn), dα = 0} / {d β, β ∈ Ωk−1CSc.c(Rn)}.
We call a symbol valued form α closed “up to a smoothing symbol” if dα ∼ 0 and exact “up to a
smoothing symbol” if α ∼ d β where β is a symbol valued form. Since α ∼ dβ ⇒ dα ∼ 0, this gives
rise to the following cohomology groups
Hk∼CSc.c(R
n) := {α ∈ ΩkCSc.c(Rn), dα ∼ 0} / {α ∼ d β, β ∈ Ωk−1CSc.c(Rn)}.
The next two paragraphs are dedicated to the description of the set of top degree forms which are
exact “up to smoothing operators” (see Corollary 1). The uniqueness of the residue as a closed singular
linear form on the algebra of symbols then follows (see Theorem 1).
2By linear we mean that ρ(α1 σ1 + α2 σ2) = α1 ρ(σ1) + α2 ρ(σ2) whenever σ1, σ2, α1 σ1 + α2 σ2 lie in S.
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1.2 Stokes’ property versus translation invariance
Lemma 1 Let ρ : S ⊂ CSc.c(Rn)→ C be a linear form. The following two conditions are equivalent:
∃j ∈ {1, · · · , n} s.t. σ = ∂jτ ∈ S =⇒ ρ(σ) = 0
α = d β ∈ ΩnS =⇒ ρ˜(α) = 0
Proof: We first show that the second condition follows from the first one. Since ρ˜ vanishes on forms of
degree < n we can assume that α is a homogeneous form of degree n and show that the first condition
implies that ρ˜(α) = 0. Write α = d
(∑
|J|=n−1 βJ dξi1 ∧ · · · ∧ dξiJ
)
=
∑n
i=1
∑
|J|=n−1 ∂iβJ dξi ∧ dξi1 ∧
· · · ∧ dξin−1 then ρ˜(α) =
∑n
i=1
∑
|J|=n−1 ρ(∂iβJ) vanishes by the first condition.
Conversely, if σ = ∂iτ then
α = σ(ξ) dξ1 ∧ · · · ∧ dξn
= ∂iτ(ξ) dξ1 ∧ · · · ∧ dξn
= (−1)i−1 d
(
τ(ξ) dξ1 ∧ · · · ∧ dξi−1 ∧ dξˆi ∧ dξi+1 ∧ · · · ∧ dξn
)
= d
(
(−1)i−1 τ(ξ) dξ1 ∧ · · · ∧ dξi−1 ∧ dξˆi ∧ dξi+1 ∧ · · · ∧ dξn
)
is an exact form α = d βi where we have set βi := (−1)i−1 τi(ξ) dξ1∧· · ·∧dξi−1∧dξˆi∧dξi+1∧· · ·∧dξn. If
the second condition is satisfied then ρ˜◦d(βi) = 0 from which the first condition ρ◦∂i(τ) = 0 follows. ⊔⊓
Following the terminology used in noncomutative geometry, we set the following definitions.
Definition 3 A linear form ρ˜ : ΩS ⊂ ΩCSc.c(Rn) → C is closed when it satisfies the equivalent
conditions of Lemma 1. We also say by extension that ρ is closed if ρ˜ is or with the analogy with the
ordinary integral in mind, that ρ satisfies Stokes’ property.
Remark 1 1. A closed linear form ρ˜ : ΩCSc.c(R
n)→ C clearly induces a linear form H•CSc.c(Rn)→
C.
2. When ρ is singular, closedness of ρ˜ is equivalent to the fact that
α ∼ dβ =⇒ ρ˜(α) = 0.
A closed singular linear form therefore induces a linear form H•∼CSc.c(R
n)→ C.
Closedness turns out to be equivalent to translation invariance for any linear map on classical symbols
which fulfills Stokes’ property on symbols of negative enough order. This extends results of [MMP] .
Proposition 1 Let S ⊂ CSc.c(Rn) be a set stable under translations and derivatives such that there
is some positive integer K
CS<−Kc.c (R
n) ⊂ S.
Let ρ : S → C be a linear map with the Stokes’ property on CS<−Kc.c (Rn) i.e.
∃j ∈ {1, · · · , n} s.t. σ = ∂jτ ∈ S ∩ CS<−Kc.c (Rn) =⇒ ρ(σ) = 0.
Then for any σ ∈ S we have
ρ (∂jσ) = 0 ∀j ∈ {1, · · · , n} (closedness condition)
⇐⇒ ρ (t∗ησ) = ρ(σ) ∀η ∈ Rn (translation invariance).
Proof: The proof borrows ideas from [MMP].
Let σ ∈ CSc.c(Rn) and let us write a Taylor expansion of the map t∗ησ in a neighborhood of η = 0.
There is some θ ∈]0, 1[ such that
t∗ησ =
N−1∑
|α|=0
∂ασ
ηα
α!
+
∑
|α|=N
∂αt∗θη(σ)
ηα
α!
.
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Choosing N large enough for ∂αtθη(σ) to be of order < −n, it follows from the linearity of ρ that
ρ(t∗ησ) =
N−1∑
|α|=0
ρ(∂ασ)
ηα
α!
+
∑
|α|=N
ρ(∂αt∗θη(σ))
ηα
α!
=
N−1∑
|α|=0
ρ(∂ασ)
ηα
α!
+
∑
|α|=N
ρ(∂j ∂
βt∗θη(σ))
ηα
α!
=
N−1∑
|α|=0
ρ(∂ασ)
ηα
α!
(2)
so that
ρ(t∗ησ)− ρ(σ) =
N−1∑
|α|=1
ρ(∂ασ)
ηα
α!
from which the result follows.
Here we set ∂α = ∂j ◦ ∂β for some multiindex β whenever |α| 6= 0 and, choosing N large enough so
that the remainder term is of order < −K we used the assumption that ρ verifies Stokes’ property on
CS<−Kc.c (R
n). ⊔⊓
1.3 A characterisation of the noncommutative residue and its kernel
We show that the noncommutative residue is the unique singular linear form on classical symbols on
Rn with constant coefficients which fulfills Stokes’ property. This is based on results of [FGLS] and
[G1] (see also [L] for a generalisation to logarithmic powers) as well as results of [MMP].
We henceforth and throughout the paper assume that the dimension n is larger or equal two.
Definition 4 The noncommutative residue is a linear form on CSc.c(R
n) defined by
res(σ) :=
1√
2π
n
∫
Sn−1
σ−n(ξ) dµS(ξ)
where
dµS(ξ) :=
n∑
j=1
(−1)j−1 ξj dξ1 ∧ · · · ∧ dξˆj ∧ · · · ∧ dξn
denotes the volume measure on Sn−1 induced by the canonical measure on Rn.
The noncommutative residue fulfills Stokes’ property.
Proposition 2 [MMP] (see also [LP]) The noncommutative residue vanishes on symbols which are
partial derivatives in CSc.c(R
n) up to some smoothing operator:
σ ∼ ∂iτ =⇒ res ◦ σ = 0 ∀i = 1, · · · , n, ∀σ ∈ CSc.c(Rn).
Equivalently, its extension r˜es to classical symbol valued forms on Rn is closed.
Proof: Assume that σ ∼ ∂iτ . Since res vanishes on smoothing symbols, we can assume that σ = ∂iτ
for some τ ∈ CSc.c(Rn) then σ−n = ∂iτ−n+1.
We have dµS(ξ) = ιX(Ω)(ξ) where Ω(ξ) := dξ1∧· · ·∧dξn is the volume form on Rn and X :=
∑n
i=1 ξi∂i
is the Liouville field on Rn. Since the map ξ 7→ σ−n+1(ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn (where dˆξi means
we have omitted the variable ξi) is invariant under ξ 7→ t ξ for any t > 0, we have LX(σ−n+1(ξ) dξ1 ∧
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· · · ∧ dˆξi ∧ · · · ∧ dξn) = 0. Using Cartan’s formula LX = d ◦ ιX + ιX ◦ d we write
res(σ) =
∫
Sn−1
σ−n(ξ) ιX(Ω)(ξ)
=
∫
Sn−1
ιX(∂iτ−n+1(ξ)Ω)(ξ)
= (−1)i−1
∫
Sn−1
ιX ◦ d(τ−n+1(ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn)(ξ)
= (−1)i
∫
Sn−1
d ◦ ιX(τ−n+1(ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn)(ξ)
= 0,
where we have used the ordinary Stokes’ formula in the last equality. ⊔⊓
The description of homogeneous symbols as sum of partial derivatives induces a similar description
“up to smoothing symbols” for all classical symbols with vanishing residue. The following elementary
result is very useful for that purpose.
Lemma 2 (Euler’s theorem) For any homogeneous functions f of degree a on Rn − {0}
n∑
i=1
ξi∂if = a f.
Proof:
n∑
i=1
∂i(f(ξ)) ξi =
∂
∂t |t=1
f(t ξ) =
∂
∂t |t=1
taf(ξ) = a f(ξ).
⊔⊓
The following proposition collects results from [FGLS] (see Lemma 1.3).
Proposition 3 Any symbol σ ∈ CSac.c(Rn) with vanishing residue
res(σ) =
∫
Sn−1
σ−n(ξ) dξ = 0
is up to some smoothing symbol, a finite sum of partial derivatives, i.e. there exist symbols τi ∈
CSa+1c.c (R
n), i = 1, · · · , n such that
σ ∼
n∑
i=1
∂iτi. (3)
In particular, given a linear form ρ : CSc.c(R
n)→ C,
ρ is singular and satisfies Stokes′ property =⇒ Ker(res) ⊂ Ker(ρ). (4)
Proof: Equation (4) clearly follows from equation (3) since ρ is assumed to vanish on smoothing
symbols.
To prove (3) we write σ ∼∑∞j=0 χσa−j with σa−j ∈ C∞(Rn − {0}) homogeneous of degree a− j.
• If a− j 6= −n it follows from Lemma 2 that the homogeneous function τi,a−j+1 = ξi σa−ja+n−j is such
that
∑n
i=1 ∂iτi,a−j+1 = σa−j since
∑n
i=1 ∂i(σa−j(ξ) ξi) = (a+ n− j)σa−j(ξ).
• We now consider the case a − j = −n. In polar coordinates (r, ω) ∈ R+0 × Sn−1 the Laplacian
reads ∆ = −∑ni=1 ∂2i = −r1−n∂r(rn−1∂r) + r−2∆Sn−1 . Since ∆(f(ω)r2−n) = r−n∆Sn−1 we
have ∆(f(ω)r2−n) = σ−n(rω) ⇔ ∆Sn−1f = (σ−n)Sn−1 . Setting F (r ω) := f(ω) r2−n it follows
that the equation ∆F = σ−n has a solution if and only if σ−n ∈ Ker∆⊥Sn−1Sn−1 i.e. if res(σ) = 0.
In that case, σ−n =
∑n
i=1 ∂iτi,−n+1 where we have set τi,−n+1 := ∂iF .
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Let τi ∼
∑∞
j=1 χ τi,a−j+1 then
σ ∼
n∑
i=0
∞∑
j=0
χ∂iτi,a−j+1 ∼
n∑
i=1
∂iτi (5)
since ∂iχ has compact support so that the difference σ −
∑n
i=1 ∂iτi is smoothing. Since the τi are by
construction of order a+ 1, statement (3) of the proposition follows. ⊔⊓
The following proposition gives a characterisation of the kernel of the noncommutative residue.
Corollary 1 Top degree symbol valued forms which are exact up to smoothing symbols coincide with
forms with vanishing (extended) residue:
Ker
(
r˜es|ΩnCSc.c(Rn)
)
= {α ∼ dβ, β ∈ Ωn−1CSc.c(Rn)} (6)
which implies that
Hn∼CSc.c(R
n) := {α ∈ ΩnCSc.c(Rn), dα ∼ 0} /Ker
(
r˜es|ΩnCSc.c(Rn)
)
.
Given a linear form ρ : CSc.c(R
n)→ C
ρ˜ is closed and singular⇐⇒ Ker(r˜es) ⊂ Ker(ρ˜). (7)
Proof: Equation (7) clearly follows from the first part of the assertion.
Let us turn to the first part of the assertion and prove (6). By Proposition 2, we know that exact
forms lie in the kernel of the residue up to smoothing symbols.
To prove the other inclusion, let
α =
k∑
|J|=0
αJ(ξ) dξi1 ∧ · · · ∧ dξi|J|
(we can choose i1 < · · · < i|J| without loss of generality) has vanishing residue r˜es(α) = 0. Then either
|J | < n or |J | = n in which case i1 = 1, · · · , in = n and r˜es(α) = res(αn) = 0. In that case, we can
apply Proposition 3 to σ := αn and write:
σ(ξ) dξ1 ∧ · · · ∧ dξn ∼
n∑
i=1
∂iτi(ξ) dξ1 ∧ · · · ∧ dξn
∼
n∑
i=1
(−1)i−1 d
(
τi(ξ) ∧ dξ1 ∧ · · · ∧ dξi−1 ∧ dξˆi ∧ dξi+1 ∧ · · · ∧ dξn
)
∼ d
(
n∑
i=1
(−1)i−1 τi(ξ) ∧ dξ1 ∧ · · · ∧ dξi−1 ∧ dξˆi ∧ dξi+1 ∧ · · · ∧ dξn
)
which proves (6). ⊔⊓
Theorem 1 Any singular linear form ρ : CSc.c(R
n)→ C with Stokes’ property is proportional to the
residue, i.e. ρ = c · res for some constant c.
Equivalently, any closed singular linear form ρ˜ : ΩCSc.c(R
n) → C is proportional to the residue
extended to forms, i.e. ρ˜ = c · r˜es for some constant c.
Proof: By Proposition 2, ρ satisfies Stokes’ property implies that ρ vanishes on Ker (res).
Since σ− res(σ)
√
2π
n
Vol(Sn−1) |ξ|−n χ(ξ) has vanishing residue3, we infer that ρ(σ) = res(σ)
√
2π
n
Vol(Sn−1) ρ(ξ 7→
|ξ|−n χ(ξ)) from which the statement of the theorem follows setting c :=
√
2π
n
Vol(Sn−1) ρ(ξ 7→ |ξ|−n χ(ξ)).
Since ρ vanishes on smoothing symbols by assumption, this constant is independent of the choice of
χ. ⊔⊓
3Here as before χ is a smooth cut-off function which vanishes in a neighborhood of 0 and is identically 1 outside the
unit ball.
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1.4 A characterisation of the cut-off regularised integral −∫
Rn
in terms of
Stokes’ property
Let us recall the construction of a useful extension of the ordinary integral given by the cut-off regu-
larised integral.
For any R > 0, B(0, R) denotes the ball of radius R centered at 0 in Rn. We recall that given a symbol
σ ∈ CSac.c(Rn), the map R 7→
∫
B(0,R) σ(ξ) d ξ has an asymptotic expansion as R → ∞ of the form
(here we use the notations of (11):∫
B(0,R)
σ(ξ) d ξ ∼R→∞ α0(σ) +
∞∑
j=0,a−j+n6=0
σa−j Ra−j+n + res(σ) · logR
where α0(σ) is the constant term given by:
−
∫
Rn
σ(ξ) d ξ :=
∫
Rn
σ(N)(ξ) d¯ξ +
N−1∑
j=0
∫
B(0,1)
χ(ξ)σa−j(ξ) d ξ
−
N−1∑
j=0,a−j+n6=0
1
a− j + n
∫
Sn−1
σa−j(ω) dµS(ω). (8)
This cut-off integral −∫
Rn
defines a linear form on CSc.c(R
n) which extends the ordinary integral in the
following sense; if σ has complex order with real part smaller than −n then ∫
B(0,R)
σ(ξ) d ξ converges
as R→∞ and
−
∫
Rn
σ(ξ) d ξ =
∫
Rn
σ(ξ) d ξ.
As it is the custom for the ordinary integral we use the same symbol −∫
Rn
for its extension to forms so
that:
−
∫
Rn
α(ξ) dξi1 ∧ · · · ∧ dξik :=
(
−
∫
Rn
α
)
δk−n,
where we have assumed that i1 < · · · < ik
Remark 2 Since the cut-off regularised integral −∫
Rn
coincides on symbols of order < −n with the
ordinary integral which vanishes on partial derivatives, ρ := −∫
Rn
fulfills the assumptions of Proposition
1 with S = CSc.c(Rn). Consequently, translation invariance of −
∫
Rn
is equivalent to closedness:
−
∫
Rn
∂jσ = 0 ∀j ∈ {1, · · · , n} (closedness condition)
⇐⇒ −
∫
Rn
t∗η(σ) = −
∫
Rn
σ ∀η ∈ Rn (translation invariance).
We investigate its closedness: unfortunately, the cut-off regularised integral does not in general satisfy
Stokes’ property.
Proposition 4 [MMP] For any τ ∈ CSc.c(Rn) we have
−
∫
Rn
∂iτ(ξ) dξ = (−1)i−1
∫
|ξ|=1
τ−n+1(ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn.
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Proof:
−
∫
Rn
∂iτ(ξ) dξ = fpR→∞
∫
B(0,R)
∂iτ(ξ) dξ
= fpR→∞R
n
∫
B(0,1)
∂iτ(Rξ) dξ
= fpR→∞R
n−1
∫
B(0,1)
∂i(τ(Rξ)) dξ
= (−1)i−1fpR→∞Rn−1
∫
B(0,1)
d
(
τ(Rξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn
)
= (−1)i−1fpR→∞Rn−1
∫
|ξ|=1
τ(Rξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn
= (−1)i−1
∫
|ξ|=1
τ−n+1(ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn
in view of (8). ⊔⊓
However, the cut-off regularised integral does obey Stokes’ property on specific types of symbols.
Corollary 2 We have
σ(ξ) = ∂iτ(ξ)⇒ −
∫
Rn
σ(ξ) dξ = 0 ∀i ∈ {1, · · · , n}
in the following cases:
1. if σ has non integer order,
2. if σ has integer order a and σa−j(−ξ) = (−1)a−jσ(ξ) ∀j ∈ N0 in odd dimension
3. if has integer order a and σa−j(−ξ) = (−1)a−j+1σ(ξ) ∀j ∈ N0 in even dimension.
Proof: By Proposition 4,
−
∫
Rn
σ(ξ) dξ = (−1)i−1
∫
|ξ|=1
τ1−n(ξ) dξ1 ∧ · · · ∧ dˆξi ∧ · · · ∧ dξn.
1. If σ has non integer order, then so has τ which implies that τ1−n = 0 so that −
∫
Rn σ(ξ) dξ vanishes.
2. For any holomorphic family 4 σ(z) in CSc.c(R
n) with non constant affine holomorphic order α(z)
and such that σ(0) = σ we have by [PS] (see (20) in Section 2)
fpz=0 −
∫
Rn
σ(z) = −
∫
Rn
σ − 1
α′(0)
∫
Sn−1
(
∂zσ|z=0
)
−n dµS .
We apply this to σ(z) = ∂i(τ(z)) with τ(z)(x) = χ(x) τ(x) |ξ|−z for some smooth cut-off funciton
χ which vanishes in a neighborhood of 0 and is identically one outside the open unit ball. By
the first part of the corollary, since σ(z) has non integer order outside a discrete set of complex
numbers (which correspond to the poles of −∫
Rn
σ(z)) we have −∫
Rn
σ(z) = −∫
Rn
∂i(τ(z)) = 0 as a
meromorphic map. On the other hand, since
(
∂zσ|z=0
)
|
Sn−1
= − (τ ∂i log |ξ|)|
Sn−1
= − (τ ξi)|
Sn−1
it follows that
∫
Sn−1
(
∂zσ|z=0
)
−n dµS =
∫
Sn−1 τ−n−1 ξi dµS . But this last quantity vanishes
whenever τ−n−1 is an even function i.e whenever σ−n−2 = ∂iτ−n−1 is an odd function. This holds
in odd dimension if σa−j(−ξ) = (−1)a−jσ(ξ) or in even dimension if σa−j(−ξ) = (−1)a−j+1σ(ξ)
so that in both of these cases −∫
Rn
σ = 0.
⊔⊓
4We refer the reader to Section 2 for the notion of holomorphic family of symbols.
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Theorem 2 Let S be a subset of CSc.c(Rn) such that
CS−∞c.c (R
n) ⊂ S ⊂ Ker(res).
Then by Proposition 3
σ ∈ S ∩ CSac.c(Rn) =⇒ ∃τi ∈ CSa+1c.c (Rn) s.t. σ ∼
n∑
i=1
∂iτi
with σ ∼
∞∑
j=0
χσa−j and τi ∼
∞∑
j=0
χ τi,a−j+1, i = 1, · · · , n.
If for any σ ∈ S the τi and χ τi,a+1−j , j ∈ N0 can be chosen in S then any linear form ρ : S → C
which statisfies Stokes’ property is entirely determined by its restriction to CS<−Kc.c (R
n) for any positive
integer K ≤ n.
Equivalently, under the same conditions any closed linear form ρ˜ : ΩS → C is entirely determined by
its restriction to ΩCS<−Kc.c (R
n) for any positive integer K ≤ n.
In particular, if −∫
Rn
satisfies Stokes’ property on S and ρ is continuous5 on S ∩ CSac.c(Rn) for any
complex number a, then there is a constant c such that
ρ = c · −
∫
Rn
.
Remark 3 In practice S can be described in terms of some condition on the homogeneous components
of the symbol and therefore automatically satisfies the requirements of the theorem.
Proof: We write a symbol σ ∈ CSac.c(Rn)
σ =
N−1∑
j=0
χσa−j + σ(N)
with N any integer chosen large enough so that σ(N) has order < −n. Here χ is a smooth cut-off
function which vanishes in a neighborhood of 0 and is one outside the unit ball. As before, the σa−j
are positively homogeneous of degree a− j.
By linearity of ρ we have:
ρ(σ) =
N−1∑
j=0
ρ(χσa−j) + ρ(σ(N)). (9)
Let now σ ∈ S. Since by the assumption on S the symbol σ has vanishing residue we can write as in
the proof of Proposition 3, σa−j = ∂ij τa+1−j for some ij ∈ {1, · · · , n} and some homogeneous symbol
τa+1−j .
By the closedness condition ρ
(
∂ij (χ τa+1−j)
)
= 0 so that
ρ(χσa−j) = ρ(χ∂ijτa+1−j) = −ρ((∂ijχ) τa+1−j).
Summing over j = 1, · · · , N − 1 we get:
ρ(σ) = −
N−1∑
j=0
ρ
(
(∂ijχ) τa+1−j
)
+ ρ
(
σ(N)
)
. (10)
Another choice of primitive τ˜a+1−j = τa+1−j + cj modifies this expression by cj
∑N−1
j=0 ρ
(
∂ijχ
)
which
vanishes.
Since N can be chosen arbitrarily large, formula (10) shows that ρ is uniquely determined by its ex-
pression on symbols of arbitrarily negative order.
5i.e. its restriction to symbols of constant order is continuous.
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Thus ρ is determined by its restriction to
⋂
K≥n CS
<−K
c.c (R
n) = CS−∞(Rn). This restriction is con-
tinuous as a result of the continuity of the restriction of ρ to any CSac.c(R
n). Thus ρ restricted to
CS−∞c.c (R
n) can be seen as a tempered distribution with vanishing derivatives at all orders. Such a
distribution is a priori of the form f 7→ ∫
Rn
f(ξ)φ(ξ) dξ for some smooth function φ; since all its deriva-
tives vanish, φ is constant so that ρ restricted to smoothing symbols is proportional to the ordinary
integral
∫
Rn
6.
From the above discussion we conclude that two closed and continuous (on symbols of constant order)
linear forms ρ1 and ρ2 on a set S which satisfy the assumptions of the theorem are proportional.
The cut-off regularised integral is continuous on symbols of constant order. Thus, if it has Stokes’
property on the set S, we infer from the above uniqueness result that ρ is proportional to −∫
Rn
. ⊔⊓
Here are some examples of subsets of CSc.c(R
n) which fulfill the assumptions of Theorem 2 and
on which the cut-off regularised integral −∫
Rn
satisfies Stokes’ property in view of of Corollary 2.
Example 1 The set CS /∈Zc.c (R
n) of non integer order symbols.
Example 2 In odd dimension n the set
CSoddc.c (R
n) := {σ ∈ CSZc.c(Rn), σa−j(−ξ) = (−1)a−jσa−j(ξ) ∀ξ ∈ Rn}
of odd-class symbols.
Example 3 In even dimension n the set
CSevenc.c (R
n) := {σ ∈ CSZc.c(Rn), σa−j(−ξ) = (−1)a−j+1σa−j(ξ) ∀ξ ∈ Rn}
of even-class symbols.
From these examples we get the following straightforward application of Theorem 2.
Corollary 3 Any closed linear form on CS /∈Zc.c (R
n), resp. CSoddc.c (R
n) in odd dimensions, resp. CSevenc.c (R
n)
in even dimensions is determined by its restriction to symbols of arbitrarily negative order.
If it is continuous on symbols of constant order, it is proportional to the cut-off regularised integral
−∫
Rn
.
6I thank E. Schrohe for drawing my attention to this point.
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2 Existence: The canonical trace on odd- (resp. even-) class
operators in odd (resp. even) dimensions
We show that the canonical trace density TRx(A) dx defines a global density in odd (resp. even)
dimensions for odd-(even-) class operators A which integrates over the manifold to the (extended)
canonical trace
TR(A) :=
1√
2π
n
∫
M
dxTRx(A).
To do so, on the grounds of results of [PS], we carry out a continuous extension along holomor-
phic paths z 7→ A(z) ∈ Cℓ(M,E) such that A(0) ∈ Cℓodd(M,E) and A′(0) ∈ Cℓodd(M,E) (resp.
A(0) ∈ Cℓeven(M,E) and A′(0) ∈ Cℓeven(M,E)), and show that the extension is independent of the
holomorphic path, thereby extending results of [KV] and [Gr]. Along the way we define the noncom-
mutative residue on the algebra of classical pseudodifferential operators as well as the canonical trace
on non integer order classical pseudodifferential operators.
2.1 Notations
Let U be a connected open subset of Rn where as before we assume that n > 1.
For any complex number a, let Sacpt(U) denote the set of smooth functions on U × Rn called symbols
with compact support in U , such that for any multiindices β, γ ∈ Nn, there is a constant C(β, γ)
satisfying the following requirement:
|∂βξ ∂γxσ(x, ξ)| ≤ C(β, γ)|(1 + |ξ|)Re(a)−|β|
where Re(a) stands for the real part of a, |ξ| for the euclidean norm of ξ. We single out the subset
CSacpt(R
n) ⊂ Sacpt(Rn) of symbols σ, called classical symbols of order a with compact support in U ,
such that
σ(x, ξ) =
N−1∑
j=0
χ(ξ)σa−j(x, ξ) + σ(N)(x, ξ) (11)
where σ(N) ∈ Sa−Ncpt (U) and where χ is a smooth cut-off function which vanishes in a small ball of
Rn centered at 0 and which is constant equal to 1 outside the unit ball. Here σa−j(x, ·), j ∈ N0 are
positively homogeneous of degree a− j.
Let
CS−∞cpt (U) =
⋂
a∈C
CSacpt(U)
be the set of smoothing symbols with compact support in U ; we write σ ∼ τ for two symbols that
differ by a smoothing symbol.
We equip the set CSacpt(U) with a Fre´chet structure with the help of the following semi-norms labelled
by multiindices α, β and integers j ≥ 0, N (see [H]):
supx∈U,ξ∈Rn(1 + |ξ|)−Re(a)+|β| ‖∂αx ∂βξ σ(x, ξ)‖;
supx∈U,ξ∈Rn(1 + |ξ|)−Re(a)+N+|β|‖∂αx ∂βξ
σ − N−1∑
j=0
χ(ξ)σa−j
 (x, ξ)‖;
supx∈U,|ξ|=1‖∂αx ∂βξ σa−j(x, ξ)‖.
The star product
σ ⋆ τ ∼
∑
α
(−i)|α|
α!
∂αξ σ ∂
α
x τ (12)
of symbols σ ∈ CSacpt(U) and τ ∈ CSbcpt(U) lies in CSa+bcpt (U) provided a− b ∈ Z.
Let
CScpt(U) = 〈
⋃
a∈C
CSacpt(U)〉
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denote the algebra generated by all classical symbols with compact support in U . We denote by
CS<pcpt(U) :=
⋃
Re(a)<p CS
a
cpt(U), the set of classical symbols of order with real part < p with compact
support in U , by CSZcpt(U) :=
⋃
a∈Z CS
a
cpt(U) the algebra of integer order symbols, and by CS
/∈Z
cpt(U) :=⋃
a∈C−Z CS
a
cpt(U) the set of non integer order symbols with compact support in U .
We shall also need to consider the set introduced in [KV]
CSoddcpt (U) := {σ ∈ CSZcpt(U), σa−j(−ξ) = (−1)a−jσa−j(ξ) ∀(x, ξ) ∈ T ∗U}
of odd-class (also called even-even in [Gr]) symbols and the set introduced by G. Grubb (under the
name even-odd)
CSevencpt (U) := {σ ∈ CSZcpt(U), σa−j(−ξ) = (−1)a−j+1σa−j(ξ) ∀(x, ξ) ∈ T ∗U}
of even-class symbols with compact support in U .
Whereas CSoddcpt (U) is stable under the symbol product (12), CS
even
cpt (U) is not since the product of two
even symbols is odd. Similarly, one can check that the product of an odd and an even symbol is odd,
two properties which conflict with the intuition suggested by the terminology even/odd suggested by
[KV] (hence the alternative terminology used by Grubb).
The above definitions extend to non scalar symbols. Given a finite dimensional vector space V and
any a ∈ C we set
CSacpt(U, V ) := CS
a
cpt(U)⊗ End(V )
Similarly, we define CS(U, V ) , CSZcpt(U, V ), CS
/∈Z
cpt(U, V ) and CS
odd
cpt (U, V ), CS
even
cpt (U, V ) from CScpt(U), CS
Z
cpt(U), CS
/∈Z
cpt(U)
and CSoddcpt (U),CS
even
cpt (U).
Remark 4 Note that σ ∈ CSacpt(U, V ) =⇒ tr(σ) ∈ CSa(U) where tr stands for the trace on matrices.
Similar properties hold for CSZcpt(U, V ), CS
/∈Z
cpt(U, V ) and CS
odd
cpt (U, V ), CS
even
cpt (U, V ).
Let M be an n-dimensional closed connected Riemannian manifold (as before n > 1). For a ∈ C, let
Cℓa(M) denote the linear space of classical pseudodifferential operators of order a, i.e. linear maps
acting on smooth functions C∞(M), which using a partition of unity adapted to an atlas on M can
be written as a finite sum of operators
A = Op(σ(A)) +R
where R is a linear operator with smooth kernel and σ(A) ∈ CSacpt(U) for some open subset U ⊂ Rn.
Here we have set
Op(σ)(u) :=
∫
Rn
ei〈x−y,ξ〉σ(x, ξ)u(y) dy dξ
where 〈·, ·〉 stands for the canonical scalar product in Rn.
The star product (12) on classical symbols with compact support induces the operator product on
(properly supported) classical pseudodifferential operators since Op(σ ⋆ τ) = Op(σ)Op(τ). It follows
that the product AB of two classical pseudodifferential operators A ∈ Cℓa(M), B ∈ Cℓb(M) lies in
Cℓa+b(M) provided a − b ∈ Z. Let us denote by Cℓ(M) = 〈⋃a∈CCℓa(M)〉 the algebra generated by
all classical pseudodifferential operators acting on C∞(M).
Given a finite rank vector bundle E over M we set Cℓa(M,E) := Cℓa(M) ⊗ End(E), Cℓ(M,E) :=
Cℓ(M)⊗ End(E).
Remark 5 Note that if A ∈ Cℓa(M,E), in a local trivialisation E|U ≃ U × V over an open subset U
of M , the map (x, ξ) 7→ σ(A)(x, ξ) lies in CSa(U, V ).
Cℓa(M,E) inherits a Fre´chet structure via the Fre´chet structure on classical symbols of order a.
The algebras Cℓ∈Z(M,E),Cℓ/∈Z(M,E), Cℓodd(M,E), Cℓeven(M,E) are defined similarly using trivial-
isations of E from CSZcpt(U) Cℓ
a
cpt(U), Cℓ
/∈Z
cpt(U) and Cℓ
odd
cpt (M).
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2.2 Classical symbol valued forms on an open subset
The notations introduced in paragraph 1.1 for symbols on Rn with constant coefficients easily extend
to symbols with support in an open subset of U ⊂ Rn with varying coefficients.
Let U be a connected open subset of Rn as before. We borrow from [MMP] (see also [LP]) the following
notations and some of the subsequent definitions.
Definition 5 Let k be a non negative integer, a a complex number. We let
Ωk CSacpt(U) = {α ∈ Ωk(T ∗U), α =
∑
I,J⊂{1,··· ,n},|I|+|J|=k
αIJ(x, ξ) dξI ∧ dxJ
with αIJ ∈ CSa−|I|cpt (U)}
denote the set of order a classical symbol valued forms on U with compact support. Let
Ωk CScpt(U) = {α ∈ Ωk(T ∗U), α =
∑
I,J⊂{1,··· ,n},|I|+|J|=k
αIJ(x, ξ) dξI ∧ dxJ
with αIJ ∈ CScpt(U)}
denote the set of classical symbol valued k-forms on U of all orders with compact support.
The exterior product on forms combined with the star product on symbols induces a product ΩkCScpt(U)×
ΩlCScpt(U)→ Ωk+lCScpt(U); let
ΩCScpt(U) :=
∞⊕
k=0
ΩkCScpt(U)
stand for the N0 graded algebra (also filtered by the symbol order) of classical symbol valued forms on
U with compact support.
We shall also consider the sets ΩkCSZcpt(U) :=
⋃
a∈ZΩ
k CSacpt(U) of integer order classical symbols val-
ued k-forms, ΩkCS /∈Z(U) :=
⋃
a/∈Z Ω
k CSacpt(U) of non integer order classical symbol valued k-forms,
ΩkCSoddcpt (U), resp. Ω
kCSevencpt (U) of odd- (resp. even-) classical symbol valued k-forms.
Exterior differentiation on forms extends to symbol valued forms (see (5.14) in [LP]):
d : ΩkCScpt(U) → Ωk+1CScpt(U)
αIJ(x, ξ) dξI ∧ dxJ 7→
2n∑
i=1
∂iαIJ(ξ) dui ∧ dξI ∧ dxJ ,
where ui = ξi, ∂i = ∂ξi if 1 ≤ i ≤ n and ui = xi, ∂i = ∂xi if n+ 1 ≤ i ≤ 2n.
As before, we call a symbol valued form α closed if dα = 0 and exact if α = d β where β is a symbol
valued form; this gives rise to the following cohomology groups
HkCScpt(U) := {α ∈ ΩkCScpt(U), dα = 0} / {d β, β ∈ Ωk−1CScpt(U)}.
Let D(U) ⊂ CScpt(U) be a set containing smoothing symbols. We call a linear form7 ρ : D(U) → C
singular if it vanishes on smoothing symbols, and regular otherwise.
A linear form ρ : D(U)→ C extends to a linear form ρ˜ : ΩD(U)→ C defined by
ρ˜
(
αIJ(x, ξ) dξi1 ∧ · · · ∧ dξi|I| ∧ dxj1 ∧ · · · ∧ dxj|J|
)
:= ρ(αIJ ) δ|I|+|J|−2n,
with i1 < · · · < i|I|, j1 < · · · < j|J|. Here we have set
ΩkD(U) := {
∑
|I|+|J|≤k
αIJ (x, ξ) dξI ∧ dxJ , αIJ ∈ D(U)}.
This is a straightforward generalisation of Lemma 1.
7By linear we mean that ρ(α1 σ1 + α2 σ2) = α1 ρ(σ1) + α2 ρ(σ2) whenever σ1, σ2, α1 σ1 + α2 σ2 lie in D(U).
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Lemma 3 Let ρ : D(U) ⊂ CScpt(U)→ C be a linear form. The following two conditions are equiva-
lent:
∃i, j ∈ {1, · · · , n} s.t. σ = ∂ξiτ ∈ D(U) or σ = ∂xjτ ∈ D(U) =⇒ ρ(σ) = 0
α = d β ∈ ΩnD(U) =⇒ ρ˜(α) = 0
As before we call closed a linear form ρ˜ obeying the second condition and by extension ρ is then also
said to be closed. We also say that ρ satisfies Stokes’ condition.
Remark 6 A closed linear form ρ˜ on ΩCScpt(U) induces a linear form ρ¯ : H
•CScpt(U)→ C.
Proposition 5 A linear form ρ : D(U) ⊂ CScpt(U)→ C is closed whenever
ρ ({σ, τ}⋆) = 0 ∀σ, τ ∈ CScpt(U), s.t. {σ, τ}⋆ ∈ D(U)
where we have set:
{σ, τ}⋆ :=
∑
α
(−i)|α|
α!
(
∂αξ σ∂
α
x τ − ∂αx σ∂αξ τ
)
.
Proof: If the linear form is closed, we can perform integration by parts and write:
ρ ({σ, τ}⋆) =
∑
α
(−i)|α|
α!
ρ
(
∂αξ σ∂
α
x τ − ∂αx σ∂αξ τ
)
=
∑
α
(−i)|α|
α!
ρ
(
∂αx σ∂
α
ξ τ − ∂αx σ∂αξ τ
)
= 0.
Conversely, if the linear form vanishes on brackets {·, ·}⋆ contained in D(U) then for any σ ∈ CScpt(U)
such that ∂xiσ = i {σ, ξi}⋆ ∈ D(U) we have
ρ(∂xiσ) = i ρ ({ξi, σ}⋆) = 0
and similarly for any σ ∈ CScpt(U) such that ∂ξiσ = i {xi, σ}⋆ ∈ D(U) we have
ρ(∂ξiσ) = i ρ ({xi, σ}⋆) = 0.
⊔⊓
2.3 The noncommutative residue
Definition 6 The noncommutative residue of a symbol σ ∈ CScpt(U) is defined by
res(σ) :=
1
(2π)n
∫
U
dx
∫
Sn−1
σ−n(x, ξ)µS(ξ) =
1√
2π
n
∫
U
resx(σ) d x
where resx(σ) :=
1√
2π
n
∫
Sn−1 σ−n(x, ξ)µS(ξ) is the residue density at point x and where as before
µS(ξ) :=
n∑
j=1
(−1)j ξj dξ1 ∧ · · · ∧ dξˆj ∧ · · · ∧ dξn
denotes the volume measure on Sn−1 induced by the canonical measure on Rn.
Lemma 4 The noncommutative residue is a singular closed linear form on CScpt(U) which restricts
to a continuous map on each CSacpt(U), a ∈ C.
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Proof: The continuity follows from the definition of the residue 8. Stokes’ property follows from
Stokes’ property of the ordinary integral on C∞cpt(U) combined with the fact that the residue density
resx vanishes on derivatives ∂ξj which follows from Proposition 2. ⊔⊓
Using a partition of unity, one can patch up the residue on classical symbols with compact support to
build a noncommutative residue on classical operators on a closed manifoldM introduced by Wodzicki
[W1] (see also [G1]).
Definition 7 The noncommutative residue of A ∈ Cℓ(M,E) is defined by
res(A) :=
1
(2π)n
∫
M
dx
∫
S∗xM
trx (σ(A))−n (x, ξ)µS(ξ) =
1√
2π
n
∫
M
resx(A) d x
where resx(A) :=
1√
2π
n
∫
S∗xM
trx (σ(A))−n (x, ξ)µS(ξ) is the residue density at point x and where as
before
µS(ξ) :=
n∑
j=1
(−1)j ξj dξ1 ∧ · · · ∧ dξˆj ∧ · · · ∧ dξn
denotes the volume measure on the cotangent sphere S∗xM induced by the canonical measure on the
cotangent space T ∗xM at point x. Here trx stands for the fibrewise trace on the vector bundle End(E).
Remark 7 It follows from the definition that the residue is continuous on each Cℓa(M,E), a ∈ C.
We derive the cyclicity of the residue on operators from Stokes’ property of the residue on symbols.
Proposition 6
res ([A,B]) = 0 ∀A,B ∈ Cℓ(M,E).
Proof: The product of two ΨDOsA,B in Cℓ(M,E) reads
AB =
∑
|α|≤N
(−i)|α|
α!
Op(∂αξ σ(A) ∂
α
x σ(B)) +RN (AB) (13)
for any integer N and with RN (AB) of order < a+b−N where a, b are the orders of A,B respectively.
Hence
[A,B] =
∑
|α|≤N
(−i)|α|
α!
Op
(
∂αξ σ(A) ∂
α
x σ(B)− ∂αξ σ(B) ∂αx σ(A)
)
+RN ([A,B])
with similar notations.
Applying the noncommutative residue on either side, choosing N such that a+ b−N < −n we have
res ([A,B]) =
∑
|α|≤N
(−i)|α|
α!
∫
M
d x −
∫
Rn
trx
(
∂αξ σ(A) ∂
α
x σ(B)− ∂αξ σ(B) ∂αx σ(A)
)
d ξ + res (RN ([A,B]))
=
∑
|α|≤N
(−i)|α|
α!
∫
M
d x −
∫
Rn
trx
(
∂αξ σ(A) ∂
α
x σ(B)− ∂αx σ(A) ∂αξ σ(B)
)
d ξ
= 0.
In the last identity we used Stokes’ property for residue on symbols to implement repeated integration
by parts combined with the fact that the residue vanishes on symbols of order < −n and the cyclicity
of the ordinary trace on matrices. ⊔⊓
8Note that this continuity holds only on symbols of constant order; it breaks down if one lets the order vary.
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2.4 The canonical trace on non integer order operators
The cut-off regularised integral extends to CScpt(U).
Definition 8 For any σ ∈ CScpt(U) the cut-off regularised integral of σ is defined by
−
∫
T∗U
σ :=
∫
U
dx−
∫
T∗xU
dξ σ(x, ξ).
It extends to pseudodifferential symbol valued forms by
−
∫
T∗U
αIJ dξI ∧ dxJ :=
(
−
∫
T∗U
αIJ
)
δ|I|+|J|=2n
where dξI := dξi1 ∧ · · · ∧ dξik with i1 < · · · < ik and dxJ := dxj1 ∧ · · · ∧ dxjl with j1 < · · · < jl.
Lemma 5 The cut-off regularised integral is a linear form on CScpt(U) which restricts to a continuous
linear form on each CSacpt(U) and satisfies Stokes’ property on non integer order symbols:(
∃j = 1, · · · , n, σ = ∂xjτ or σ = ∂ξj τ with σ ∈ CS /∈Zcpt(U)
)
⇒ −
∫
U×Rn
σ = 0.
Equivalently, it extends to a linear form on ΩCScpt(U) which restricts to a continuous linear form on
each ΩCSacpt(U) and is closed on non integer order symbols valued forms:(
α = d β ∈ ΩCS /∈Zcpt(U)
)
⇒ −
∫
T∗U
α = 0.
Proof: We prove the first statement. The continuity follows from the continuity of the cut-off regu-
larised integral on CSac.c.(R
n) for any a ∈ C. Similarly, Stokes’ property follows from Stokes’ property
of the ordinary integral on C<−ncpt (U) combined with the fact that the cut-off regularised integral −
∫
Rn
vanishes on derivatives ∂ξj of non integer order symbols as a result of Proposition 4. ⊔⊓
Using a partition of unity, one can patch up the cut-off regularised integral of symbols with compact
support to a canonical trace on non integer order classical pseudo-differential operators [KV].
Definition 9 The canonical trace is defined on Cℓ/∈Z(M,E) by
TR(A) :=
1
(2π)n
∫
M
dx −
∫
T∗xM
trx (σ(A)(x, ξ)) d ξ =
1√
2π
n
∫
M
TRx(A) d x
where TRx(A) :=
1√
2π
n −
∫
T∗xM
trx (σ(A)(x, ξ)) dξ is the canonical trace density at point x.
The canonical trace is tracial on non integer order operators as a consequence of Stokes’ property for
cut-off regularised integrals on non integer order symbols.
Proposition 7 Let A ∈ Cℓ(M), B ∈ Cℓ(M,E) be two classical operators with non integer order
such that their bracket [A,B] also has non integer order. Then
TR([A,B]) = 0.
Proof: The product of A and B on M reads
AB =
∑
|α|≤N
(−i)|α|
α!
Op(∂αξ σ(A) ∂
α
x σ(B)) +RN (AB)
for any integer N and with RN (AB) of order < a+b−N where a, b are the orders of A,B respectively.
Hence
[A,B] =
∑
|α|≤N
(−i)|α|
α!
Op
(
∂αξ σ(A) ∂
α
x σ(B)− ∂αξ σ(B) ∂αx σ(A)
)
+RN ([A,B])
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with similar notations.
When the bracket [A,B] has non integer order, we can apply the canonical trace on either side and
write:
TR ([A,B]) =
∑
|α|≤N
(−i)|α|
α!
∫
M
d x −
∫
Rn
trx
(
∂αξ σ(A) ∂
α
x σ(B)− ∂αξ σ(B) ∂αx σ(A)
)
d ξ + tr (RN ([A,B]))
=
∑
|α|≤N
(−i)|α|
α!
∫
M
d x −
∫
Rn
trx
(
∂αξ σ(A) ∂
α
x σ(B)− ∂αx σ(A) ∂αξ σ(B)
)
d ξ + tr (RN ([A,B]))
= tr (RN ([A,B])) .
In the last identity, we used Stokes’ property for cut-off regularised integrals on non integer order
symbols (see Lemma 5) to implement repeated integration by parts in order to show that the integral
term on the r.h.s. vanishes using the fact that the ordinary trace on matrices is cyclic.
Thus we have
TR ([A,B]) = tr (RN ([A,B]))
with RN ([A,B]) of order < a+ b−N .
Since N can be chosen arbitrarily large, we have TR ([A,B]) = tr (R∞([A,B])) for some smoothing
operator R∞([A,B]).
On the other hand, for any smoothing operators S, T the operators [S,B] and [A, T ] are smoothing and
a direct check using the kernel representation of these operators shows that TR ([S,B]) = tr ([S,B]) = 0
and similarly, TR ([A, T ]) = tr ([A, T ]) = 0. It follows that TR ([A+ S,B + T ]) = TR ([A,B]) leading
to
tr (R∞([A+ S,B + T ])) = tr (R∞([A,B]))
for any smoothing operators S, T . But this means that the bilinear form (A,B) 7→ tr (R∞([A,B])) is
purely symbolic, namely that it depends only on a finite number of homogeneous components of the
symbols of A and B, which by its very construction is clearly not the case unless it vanishes. This
proves that tr (R∞([A,B])) = 0 and hence that TR ([A,B]) = 0. ⊔⊓
2.5 Holomorphic families of classical pseudodifferential operators
The notion of holomorphic family of classical pseudodifferential operators first introduced by Guillemin
in [G1] and extensively used by Kontsevich and Vishik in [KV] generalises the notion of complex power
Az of an elliptic operator developped by Seeley [Se], the derivatives of which lead to logarithms.
Definition 10 Let Ω be a domain of C and U an open subset of Rn. A family (σ(z))z∈Ω ⊂ CS(U) is
holomorphic when
(i) the order α(z) of σ(z) is holomorphic on Ω.
(ii) For (x, ξ) ∈ U × Rn, the function z → σ(z)(x, ξ) is holomorphic on Ω and ∀k ≥ 0, ∂kzσ(z) ∈
Sα(z)+ε(U) for all ε > 0.
(iii) For any integer j ≥ 0, the (positively) homogeneous component σα(z)−j(z)(x, ξ) of degree α(z)− j
of the symbol is holomorphic on Ω.
The derivative of a holomorphic family σ(z) of classical symbols yields a holomorphic family of symbols,
the asymptotic expansions of which a priori involve a logarithmic term.
Lemma 6 The derivative of a holomorphic family σ(z) of classical symbols of order α(z) defines a
holomorphic family of symbols σ′(z) of order α(z) with asymptotic expansion:
σ′(z)(x, ξ) ∼
∞∑
j=0
χ(ξ)
(
log |ξ|σ′α(z)−j,1(z)(x, ξ) + σ′α(z)−j,0(z)(x, ξ)
)
∀(x, ξ) ∈ T ∗U (14)
for some smooth cut-off function χ around the origin which is identically equal to 1 outside the open
unit ball and positively homogeneous symbols
σ′α(z)−j,0(z)(x, ξ) = |ξ|α(z)−j ∂z
(
σα(z)−j(z)(x,
ξ
|ξ| )
)
, σ′α(z)−j,1(z) = α
′(z)σα(z)−j(z)(x, ξ) (15)
of degree α(z)− j.
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Proof: We write
σ(z)(x, ξ) ∼
∞∑
j=0
χ(ξ)σα(z)−j(z)(x, ξ).
Using the positive homogeneity of the components σα(z)−j we have:
∂z
(
σα(z)−j(z)(x, ξ)
)
= ∂z
(
|ξ|α(z)−jσα(z)−j(z)(x,
ξ
|ξ| )
)
=
(
α′(z)|ξ|α(z)−jσα(z)−j(z)(x,
ξ
|ξ| )
)
log |ξ|+ |ξ|α(z)−j∂z
(
σα(z)−j(z)(x,
ξ
|ξ| )
)
=
(
α′(z)σα(z)−j(z)(x, ξ)
)
log |ξ|+ |ξ|α(z)−j∂z
(
σα(z)−j(z)(x,
ξ
|ξ| )
)
which shows that ∂z
(
σα(z)−j(z)(x, ξ)
)
has order α(z)− j. Thus
∂z (σN (z)(x, ξ)) = σ
′(z)(x, ξ)−
∑
j<N
χ(ξ) ∂z
(
σα(z)−j(z)(x, ξ)
)
lies in Sα(z)−N+ε(U) for any ε > 0 so that σ′(z) is a symbol of order α(z) with asymptotic expansion:
σ′(z)(x, ξ) ∼
∞∑
j=0
χ(ξ)σ′α(z)−j(z) ∀(x, ξ) ∈ T ∗U (16)
where
σ′α(z)−j(z)(x, ξ) := log |ξ|σ′α(z)−j,1(z)(x, ξ) + σ′α(z)−j,0(z)(x, ξ)
for some positively homogeneous symbols
σ′α(z)−j,0(z)(x, ξ) := |ξ|α(z)−j ∂z
(
σα(z)−j(z)(x,
ξ
|ξ| )
)
and
σ′α(z)−j,1(z)(x, ξ) := α
′(z)σα(z)−j(z)(x, ξ)
of degree α(z)− j.
On the other hand, differentiating the asymptotic expansion σ(z)(x, ξ) ∼ ∑j=0 χ(ξ)σα(z)−j(z)(x, ξ)
w.r. to z yields
σ′(z)(x, ξ) ∼
∑
j=0
χ(ξ) ∂z
(
σα(z)−j(z)(x, ξ)
)
.
Hence,
∂z
(
σα(z)−j(z)(x, ξ)
)
= σ′α(z)−j(z)(x, ξ) = |ξ|α(z)−j ∂z
(
σα(z)−j(z)(x,
ξ
|ξ| )
)
+ α′(z)σα(z)−j(x, ξ) log |ξ|
as announced. ⊔⊓
Correspondingly we recall the notion of holomorphic classical pseudodifferential operators.
Definition 11 A family (A(z))z∈Ω ∈ Cℓ(M,E) is holomorphic if in any local trivialisation we can
write A(z) in the form A(z) = Op(σ(A(z)))+R(z), for some holomorphic family of symbols (σ(A(z)))z∈Ω
and some holomorphic family (R(z))z∈Ω of smoothing operators i.e. given by a holomorphic family of
smooth Schwartz kernels.
It follows from (14) and (15) that
∂z
(
σ(A(z))α(z)−j
)
(x, ξ) = σα(z)−j(A
′(z))(x, ξ)
= α′(z)σα(z)−j(A(z))(x, ξ) log |ξ|+ |ξ|α(z)−j ∂z
(
σα(z)−j(A(z))(x,
ξ
|ξ| )
)
(x, ξ). (17)
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We call admissible with spectral cut θ an operator A ∈ Cℓ(M,E) with leading symbol σL(A) that has
no eigenvalue on the ray Lθ = {reiθ, r ≥ 0} in which case it is elliptic, and such that the spectrum
of A does not meet the open ray {reiθ, r > 0}. In that case, following Seeley [Se], one can define the
complex power Azθ which yields a holomorphic family z 7→ Azθ in Cℓ(M,E).
Example 4 Given an admissible operator A ∈ Cℓa(M,E) with spectral cut θ, the operator A(z) = Azθ
is a holomorphic family and we have A′(0) = (∂zAzθ)z=0 = logθ A. Furthermore, it follows from (17)
that:
σ−j(logθ A)(x, ξ) = ∂z (σaz−j(A
z
θ))|z=0 (x, ξ) = a δj,0 log |ξ|+ σ−j,0(logθ A)(x, ξ)
with
σ−j,0(logθ A)(x, ξ) = |ξ|−j
(
∂z
(
σaz−j(Azθ)(x,
ξ
|ξ| )
)
(x, ξ)
)
|z=0
.
2.6 Continuity of the canonical trace on non integer order classical pseu-
dodifferential operators
It follows from the very definition of the canonical trace that it is continuous w.r. to the Fre´chet
topology on Cℓa(M,E) for every a /∈ Z. In this paragraph we discuss its continuity on (holomorphic)
families of varying order.
The following proposition collects results from [KV] and [PS].
Proposition 8 Let σ(z) ∈ CS(U) (resp. A(z) ∈ Cℓ(M,E)) be a holomorphic family of order α(z)
such that α′(0) 6= 0. The map
z 7→
∫
T∗xU
σ(z)(x, ξ) dξ
(resp. z 7→ tr(A(z))) is holomorphic on α−1 (]−∞,−n[) and extends to a meromorphic map z 7→
−∫T∗xU trx (σ(z)(x, ξ)) dξ (resp. z 7→ TR(A(z))) on the complex plane with simple poles and [KV]
Resz=0 −
∫
Tx∗U
σ(z)(x, ξ) dξ = − 1
α′(0)
resx(σ(0)(x, ξ)), (18)
( resp.
Resz=0TR(A(z)) = − 1
α′(0)
res(A(0)). ) (19)
Furthermore, if α(z) is affine in z [PS]
fpz=0 −
∫
T∗xU
σ(z)(x, ξ) dξ = −
∫
T∗xU
trx (σ(0)(x, ξ)) dξ − 1
α′(0)
∫
S∗xU
σ′(0)(x, ·) dξ ∀x ∈ U (20)
( resp.
fpz=0TR(A(z)) =
∫
M
dx
(
TRx(A(0))− 1
α′(0)
resx(A
′(0))
)
. ) (21)
Corollary 4 The canonical trace on non integer order operators is continuous along holomorphic
families with affine order. In other words, for any holomorphic family A(z) ∈ Cℓ(M,E) with affine
order α(z) such that A(0) ∈ Cℓ/∈Z(M,E)
lim
z→0
TR(A(z)) = TR(A(0)).
Proof: We can assume that the order α(z) of A(z) satisfies α′(0) 6= 0 for otherwise the order is
constant in which case we already know that the canonical trace is continuous at 0.
If α′(0) 6= 0, the map z 7→ TR(A(z)) is holomorphic at z = 0 since by equation (19)
Resz=0TR(A(z)) =
1
α′(0)
res(A(0))
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which vanishes as a result of the non integrality of the order of A(0). Since the derivative A′(0) at
z = 0 has same order α(0) as A(0) which is non integer by assumption, A′(0) also has vanishing residue
density so that by equation (21) we have:
fpz=0TR(A(z)) =
1√
2π
n
∫
M
TRx(A(0)) dx = TR(A(0)).
⊔⊓
2.7 Odd- (resp. even-) class operators embedded in holomorphic families
For any integer a, the condition σa−j(x,−ξ) = (−1)a−jσa−j(x, ξ) ∀j ∈ N ∪ {0} which characterises
a classical symbol of order a that lies in the odd-class, extends to log-polyhomogeneous symbols of
logarithmic type 1:
σ(x, ξ) ∼
∑
j=0
χ(ξ)σa−j(x, ξ); σa−j = σ0a−j + σ
1
a−j log |ξ|
with σia−j(x, ·), i = 0, 1 positively homogeneous of degree a− j. One requires that
σa−j(x,−ξ) = (−1)a−jσa−j(x, ξ) ∀j ∈ N ∪ {0} ∀(x, ξ) ∈ T ∗U
or equivalently that
σia−j(x,−ξ) = (−1)a−jσia−j(x, ξ) ∀j ∈ N ∪ {0} ∀(x, ξ) ∈ T ∗U
for both i = 0 and i = 1.
Proposition 9 [B] Given an admissible operator A ∈ Cℓodd(M,E) with positive order a > 0 and
spectral cuts θ and θ − aπ, the symmetrised logarithm
A′θ(0) =
logθ A+ logθ−aπ A
2
where we have set Aθ(z) :=
Azθ+A
z
θ−api
2 , lies in the odd-class.
Remark 8 When the order a of A is even, then Aθ = Aθ−aπ so that Aθ(z) = Azθ and A
′
θ(0) = logθ A.
This yields back the known fact [KV] that the logarithm of an odd-class admissible ΨDO with even
order lies in the odd-class.
Proof: Recall that the homogeneous components of the symbol of Azθ are
σaz−j(Azθ)(x, ξ) =
i
2π
∫
Γθ
λzθ q−a−j(x, ξ, λ) dλ. (22)
with[S]
q−a = (σa(A)− λ)−1
q−a−j = −q−a
 ∑
k+l+|α|=j,l<j
1
α!
∂αξ σa−k(A)D
α
x q−a−l

the positively homogeneous components of the resolvent (A−λI)−1. In other words, these components
q−a−j are positively homogeneous in (ξ, λ
1
a ) i.e. for t > 0, for (x, ξ) ∈ T ⋆M,
qk(x, tξ, t
1
a λ) = tkqk(x, ξ, λ) ∀t > 0. (23)
If A ∈ Cℓa(M,E) lies in the odd-class, this extends to any real number t since we have [KV] par. 2
qk(x,−ξ, (−1)aλ) = (−1)k qk(x, ξ, λ). (24)
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Now, assume that Re z < 0. A Cauchy integral gives
σza−j(Azθ)(x,−ξ) =
i
2π
∫
Γθ
λzθ q−a−j(x,−ξ, λ) dλ
= (−1)a+j i
2π
∫
Γθ
λzθ q−a−j(x, ξ, (−1)aλ) dλ
where Γθ is an appropriate contour around the spectrum of A along the ray Lθ.
By a change of variable, we obtain
σaz−j(Azθ)(x,−ξ) = (−1)a+j
i
2π
∫
Γθ−api
(eiaπµ)zθ q−a−j(x, ξ, µ) d(e
iaπµ)
= (−1)a+jeiaπ i
2π
∫
Γθ−api
eizaπµzθ−aπ q−a−j(x, ξ, µ) dµ
= (−1)jeiazπσaz−j(Azθ−aπ)(x, ξ).
Thus
σaz−j(Azθ)(x,−ξ) = eiπ(az−j)σaz−j(Azθ−aπ)(x, ξ). (25)
Since both the left and the right hand side of this equality are analytic in z, we conclude that the
equality holds for all z ∈ C. Similarly,
σaz−j(Azθ−aπ)(x,−ξ) = (−1)a+j
i
2π
∫
Γθ−api
(e−iaπµ)zθ−aπ q−a−j(x, ξ, µ) d(e
−iaπµ)
= (−1)a+je−iaπ i
2π
∫
Γθ
e−izaπµzθ q−a−j(x, ξ, µ) dµ
= (−1)je−iazπσaz−j(Azθ)(x, ξ)
so that
σaz−j(Azθ−aπ)(x,−ξ) = eiπ(−az−j)σaz−j(Azθ)(x, ξ). (26)
Differentiating (25) w.r. to z on either side yields:
σaz−j(∂zAzθ)(x,−ξ) (27)
= ∂z (σaz−j(Azθ)(x,−ξ))
= ∂z
(
eiπ(az−j)σaz−j(Azθ−aπ)(x, ξ)
)
= iπ a eiπ(az−j) σaz−j(Azθ−aπ)(x, ξ) + e
iπ(az−j)σaz−j(∂zAzθ−aπ)(x, ξ). (28)
Similarly, differentiating (26) on either side yields:
σaz−j(∂zAzθ−aπ)(x,−ξ) (29)
= ∂z
(
σaz−j(Azθ−aπ)(x,−ξ)
)
= ∂z
(
eiπ(−az−j)σaz−j(Azθ)(x, ξ)
)
= −iπ a eiπ(az−j) σ−az−j(Azθ)(x, ξ) + eiπ(−az−j)σ−az−j(∂zAzθ)(x, ξ). (30)
Combining equations (27) and (29) yields at z = 0:
σ−j(A′(0))(x,−ξ) =
σ−j
(
(∂zA
z
θ)|z=0
)
(x,−ξ) + σ−j
((
∂zA
z
θ−aπ
)
|z=0
)
(x,−ξ)
2
=
iπ a δj,0 + (−1)jσ−j
((
∂zA
z
θ−aπ
)
|z=0
)
(x, ξ)− iπ a δj,0 + (−1)jσ−j
(
(∂zA
z
θ)|z=0
)
(x, ξ)
2
= (−1)jσ−j(A′(0))(x, ξ)
so that A′(0) lies in the odd-class. ⊔⊓
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Example 5 Take M a Riemannian manifold and A = ∆g the Laplace Beltrami operator with θ =
π
2 .
It has order 2 and lies in the odd-class since it is a differential operator. Then A′θ(0) = log pi2 ∆g lies
in the odd-class.
Example 6 Let M be a spin manifold and E = S⊗W a twisted bundle with S the spinor bundle and
W an exterior vector bundle over M . From a twisted connection ∇E = ∇S ⊗ 1 + 1⊗∇W on E, with
∇S the connection on S induced by the Levi-Civita connection on M , ∇W a connection on W , one can
build the corresponding twisted Dirac operator D = c ·∇E . Here c stands for the Clifford multiplication
on the Clifford bundle E. D is an admissible operator of order 1 which lies in the odd-class since it is
a differential operator. Moreover, since it is self-adjoint, its spectrum is real so that it has spectral cut
θ := π2 and θ − π = −π2 .
Take the order one differential operator A = D. It lies in the odd-class and so does its symmetrised
logarithm
log pi
2
D+log−pi
2
D
2 .
Corollary 5 Provided there is an admissible operator Q ∈ Cℓodd(M,E) with positive order q and
spectral cuts θ and θ − qπ,then any operator A ∈ Cℓodd(M,E) (resp. A ∈ Cℓeven(M,E)) can be
embedded in a holomorphic family
AQθ (z) := A
Qzθ +Q
z
θ−qπ
2
such that
(
∂zA
Q
θ (z)
)
|z=0
lies in the odd-class (resp. even-class).
Proof: This follows from Proposition 9 applied to Q combined with the stability of the odd-class
under products (resp. the fact that the product of an even and odd-class operator is even).
Let us focus on the odd-class case, since the proof in the even-class case goes in a similar manner.
By Proposition 9, Q′θ(0) lies in the odd-class. Since(
∂zA
Q
θ (z)
)
|z=0
= AQ′θ(0),
applying
σ(AB) =
∑
α
(−i)α
α!
∂αξ σ(A)∂
α
x σ(B)
to A and B = Q′θ(0) yields that
(
∂zA
Q
θ (z)
)
|z=0
lies in the odd-class since A ∈ Cℓodd(M,E). ⊔⊓
2.8 The canonical trace on odd (resp. even)-class operators in odd (resp.
even) dimensions
In the sequel, M is an odd-(resp. even-) dimensional manifold. Let π : E → M be a vector bundle
over M such that there is an admissible operator Q ∈ Cℓodd(M,E) with positive order q and spectral
cuts θ and θ − qπ.
Remark 9 In view of the above examples, these assumptions are fulfilled in very natural geometric
setups.
Theorem 3 The canonical trace TR extends continuously to Cℓodd(M,E) in odd dimensions (resp.
Cℓeven(M,E) in even dimensions) in the following manner.
Let M be odd (resp. even) dimensional. For any holomorphic family A(z) ∈ Cℓ(M,E) with non
constant affine order such that both A(0) and A′(0) lie in Cℓodd(M,E) (resp. Cℓeven(M,E)),
1. the map z 7→ TR(A(z)) is holomorphic at z = 0,
2.
∫
M
(∫
T∗xM
trxσ(A(0))(x, ξ) dξ
)
dx defines a global density on M so that
TR(A(0)) =
1
(2π)n
∫
M
(∫
T∗xM
trxσ(A(0))(x, ξ) dξ
)
dx
is well-defined,
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3. limz=0TR(A(z)) = TR(A(0)).
Proof: We carry out the proof in odd dimensions for odd-class operators. The proof goes similarly
in the even dimensional case for even-class operators.
Since the noncommutative residue vanishes on Cℓodd(M,E) andA(0) ∈ Cℓodd(M,E), we have res(A(0)) =
0. It follows from (18) that the complex residue Resz=0TR(A(z)) which is proportional to the non-
commutative reside res(A(0)) vanishes so that the map z 7→ TR(A(z)) is holomorphic at z = 0. We
now apply (20) to σ(z) := σ(A(z)); since A′(0) lies in the odd-class, it has vanishing residue density
resx(A
′(0)). Consequently,
lim
z=0
−
∫
T∗xM
trx(σ(A(z))(x, ξ)) dξ = −
∫
T∗xM
trx(σ(A)(x, ξ)) dξ =
√
2π
n
TRx(A(0)) ∀x ∈M.
Since the l.h.s gives rise to a globally defined density(
fpz=0 −
∫
T∗xM
σ(A(z))(x, ξ) dξ
)
dx =
(
lim
z→0
−
∫
T∗xM
σ(A(z))(x, ξ) dξ
)
dx
so does the right hand side give rise to a globally defined density TRx(A(0)) dx. Integrating over M
yields the existence of TR(A(0)) and:
lim
z→0
TR(A(z)) =
1√
2π
n
∫
M
TRx(A(0)) dx = TR(A(0)).
⊔⊓
Corollary 6 Any operator A ∈ Cℓodd(M,E) in odd dimensions (resp. A ∈ Cℓeven(M,E) in even
dimensions) has well-defined canonical trace
TR(A) =
∫
M
dx
(
−
∫
T∗xM
trx (σA(x, ξ))
)
dξ
and TR(A) = limz→0 TR(A(z)) for any holomorphic family A(z) with non constant affine order such
that A(0) = A and A′(0) lie in Cℓodd(M,E) (resp. Cℓeven(M,E)). In particular,
• Kontsevich and Vishik’s (resp. Grubb’s) extended canonical trace [KV] (resp. [Gr]) on odd-class
(resp. even-class) operators in odd (resp. even) dimensions,
A 7→ Tr(−1)(A) := lim
z→0
TR(AQzpi
2
)
with Q ∈ Cℓodd(M,E) an admissible operator of even positive order close enough to a positive
self-adjoint operator,
• the symmetrised trace introduced by Braverman [B] on odd-class operators in odd dimensions
A 7→ Trsym(A) := lim
z→0
TR(AQθ (z))
with Q ∈ Cℓodd(M,E) an admissible operator of any positive order q and with spectral cuts θ
and θ − qπ,
coincide with the canonical trace.
We also recover as a side result the fact [KV] that the extended canonical trace vanishes on brackets
of odd-class operators.
Corollary 7 In odd dimensions, for any operators A ∈ Cℓodd(M,E), B ∈ Cℓodd(M,E) we have
TR([A,B]) = 0.
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Proof: With the notations of Proposition 9, the holomorphic family C(z) =
[
AQθ (z), B
Q
θ (z)
]
has
derivative C′(0) = [AQ′θ(0), B] + [A,B Q
′
θ(0)] at z = 0. It lies in the odd class as a result of the
stability of the odd-class under products. The result then follows from applying Theorem 3 to the
holomorphic family C(z). Since TR (C(z)) vanishes as a meromorphic map as a consequence of the
vanishing of the canonical trace on non integer order brackets, taking finite parts as z → 0 we find that
0 = TR([A,B]).
⊔⊓
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3 Uniqueness : Characterisation of linear forms that vanish
on operator brackets
We prove that the noncommutative residue on the algebra of classical pseudodifferential operators, the
canonical trace on the set of non integer order ones, or in odd (resp. even) dimensions on the classes
of odd-(resp. even-) class operators, are the unique (possibly continuous) linear forms that vanish
on brackets. The classes to which the canonical trace naturally extends have in common that their
operators have symbols with vanishing residue density.
3.1 Uniqueness of the noncommutative residue
We use the notations of section 2; in particular U is an open connected subset of Rn.
Proposition 10 Any singular linear form ρ : CScpt(U) → C which restricts to a continuous map
on CSacpt(U) for any a ∈ C and which fulfills Stokes’ property is proportional to the noncommutative
residue.
Equivalently, any closed singular linear form ρ˜ : ΩCScpt(U)→ C which restricts to a continuous linear
form on ΩCSacpt(U) for any a ∈ C is proportional to the noncommutative residue r˜es extended to forms.
Proof: By similar arguments as in the case of symbols with constant coefficients we can check that
the two statements are equivalent. Let us prove the first one. For any fixed f ∈ C∞cpt(U) the map
ρf : σ 7→ ρ(f σ) defines a singular linear form on CSc.c(Rn) which vanishes on derivatives in ξ since
we have ρ(f ∂ξjσ) = ρ(∂ξj (f σ)) = 0. By Theorem 1, it follows that there is a constant c(f) such
that ρ(f σ) = c(f) res(σ) for any σ ∈ CSc.c(Rn). Since f 7→ ρ(f σ) is continuous, c : f 7→ c(f) lies
in
(
C∞cpt(U)
)′
. A general symbol σ ∈ CScpt(U) can be approximated by linear combinations of tensor
products f ⊗ σ with f ∈ C∞cpt(U), σ ∈ CSc.c(Rn). It follows from the continuity of ρ that there is a
distribution F ∈ (C∞cpt(U))′ such that ρ(σ) = F (res(σ(x, ·)) for any σ ∈ CScpt(U). This distribution
being continuous, it reads F (f) =
∫
U ψ(x) f(x) dx for some ψ ∈ C∞(U) so that
ρ(σ) =
∫
U
ψ(x) res(σ(x, ·)) dx.
But since ρ is closed by assumption, for any σ = f ⊗ τ with τ ∈ CSc.c(Rn) and f ∈ C∞(U) we have
0 = ρ (∂xi (f ⊗ τ)) = ρ (∂xif ⊗ τ) .
Choosing τ with non vanishing residue and integrating by parts implies that∫
U
∂xi (ψ(x) f(x)) dx = 0 ∀f ∈ C∞cpt(U)
so that ψ is a constant c and ρ(σ) = c
∫
U res(σ(x, ·)) dx is proportional to the noncommutative residue.⊔⊓
We now derive from the characterisation of the residue on symbols in terms of Stokes’ property,
the uniqueness (up to a multiplicative constant) of the residue as a trace on Cℓ(M) which restricts to
continuous linear forms on each Cℓa(M). It uses the following lemma.
Lemma 7 ([Po1] Lemma 3.20 and [Po2] Lemma 4.4.) Any smoothing operator A ∈ Cℓ(M) can be
written as a finite sum of brackets σ =
∑n
i=1[xi, Bi] with Bi ∈ Cℓ−n+1(M).
Proof: We briefly sketch the proof which we take from [Po1] and [Po2]. A smoothing operator R has
smooth kernel kR(x, y) so that kR(x, y) − kR(x, x) is smooth and vanishes on the diagonal. It follows
that there are smooth functions k1, · · · , kn such that kR(x, y) = kR(x, x)+
∑n
j=1(xj − yj) kj(x, y). Let
Q be the operator defined by the kernel kQ(x, y) = kR(x, x) and let Rj , j = 1, · · · , n be the smoothing
operators defined by the kernels kj(x, y) then R = Q+
∑n
j=1[xj , Rj].
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Set Hj(x, y) := yj |y|−2 kQ(x, x) and let Qj be the operator with kernel (x, y) 7→ Hj(x, x − y); by
propsotion 2.7 in [Po2], it is a classical pseudodifferential operator of order −n+ 1. Since
n∑
j=1
(xj − yj)Hj(x, x− y) =
n∑
j=1
(xj − yj)2
|x− y|2 kR(x, x) = kQ(x, y),
it follows that Q =
∑n
j=1[xj , Qj ].
Since Rj are smoothing and Qj are of order −n+ 1 the result of the lemma follows. ⊔⊓
Theorem 4 Any linear form L : Cℓ(M) → C which restricts to continuous linear forms on Cℓa(M)
for any a ∈ C and which vanishes on brackets
L ([A,B]) = 0 ∀A,B ∈ Cℓ(M)
is proportional to the noncommutative residue.
Proof: By Lemma 7, such a linear form L vanishes on smoothing operators.
Given a local chart (U, φ) on M , the map
ρφ := L ◦ φ∗ ◦Op
then defines a singular linear form on CScpt(φ(U)).
For any σ ∈ CScpt(φ(U)) and for any xj , j = 1, · · · , n corresponding to the coordinates in the local
chart (U, φ) we have9
(
Op(∂ξjσ)u
)
(x) =
∫
Rn
ei〈x,ξ〉∂ξjσ(x, ξ)uˆ(ξ)d ξ = −i
(
adxjOp(σ)u
)
(x) ∀u ∈ C∞cpt(U).
Furthermore,
ρφ ◦ ∂ξj = L ◦ φ∗ ◦Op ◦ ∂ξj
= −i L ◦ φ∗ ◦ adxj ◦Op
= −i L ◦ adxj ◦ φ∗ ◦Op.
Since L vanishes on brackets, ρφ vanishes on derivatives ∂ξjτ . Similarly, for any u ∈ C∞cpt(U)(
Op(∂xjσ)u
)
(x) =
∫
Rn
ei〈x,ξ〉∂xjσ(x, ξ)uˆ(ξ)d ξ
= ∂xj
∫
Rn
ei〈x,ξ〉σ(x, ξ)uˆ(ξ)d ξ − i
∫
Rn
ξje
i〈x,ξ〉 σ(x, ξ)uˆ(ξ)d ξ
= ∂xj
∫
Rn
ei〈x,ξ〉σ(x, ξ)uˆ(ξ)d ξ −
∫
Rn
ei〈x,ξ〉 σ(x, ξ) ̂∂xju(ξ)d ξ
=
[
∂xj ,Op(σ)
]
u(x).
Furthermore,
ρφ ◦ ∂xj = L ◦ φ∗ ◦Op ◦ ∂xj
= L ◦ φ∗ ◦ ad∂xj ◦Op
= L ◦ ad∂xj ◦ φ∗ ◦Op.
Since L vanishes on brackets it follows that ρφ vanishes on derivatives ∂xiτ and therefore satisfies
Stokes’ property.
By Proposition 10, ρφ which is continuous on each CS
a
cpt(φ(U)) as a result of the continuity of L on
9We borrow this observation from [MSS] who use it to prove the uniqueness of the extension of the ordinary trace on
trace-class operators to non integer order operators.
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each Cℓa(M), is therefore proportional to the noncommutative residue so that there is a constant cφ
such that
ρφ(σ) = L(φ
∗Op(σ)) = cφ · res(σ) ∀σ ∈ CScpt(φ(U)).
We can now use a partition of unity (Ui, χi)i∈I subordinated to an atlas (Ui, φi)i∈I on M to write
any operator P ∈ Cℓ(M) as a finite sum of localised operators P = ∑i∈I Pi with Pi := χi P χi. We
can further assume that Pi = φ
∗
iOp(pi) with pi ∈ CScpt(φi(Ui)). It follows from the first part of the
proof that L(Pi) = ρφi(pi) = cφi · res(pi) so that by linearity of L, we have L(P ) =
∑
i∈I L(Pi) =∑
i∈I cφi · res(pi). But since the l.h.s is globally defined, the r.h.s is independent of the local chart; it
follows that L(P ) = c · res(P ) for some constant c ∈ C. ⊔⊓
3.2 Uniqueness of the canonical trace
Proposition 11 Let D(U) be a subset of CScpt(U) containing smoothing symbols which is stable under
multiplication by smooth functions:
C∞cpt(U) · D(U) ⊂ D(U).
Let
S := {σ ∈ CSc.c(Rn), f · σ ∈ D(U) ∀f ∈ C∞cpt(U)}.
We further assume that C∞cpt(U) ⊗ (S ∩CSac.c(Rn)) is dense in D(U) ∩ CSacpt(U) for any a ∈ C and
that it fulfills the requirements of Theorem 2.
Then, any continuous linear form 10 ρ : D(U) → C which satisfies Stokes’ property is proportional
to the cut-off regularised integral:
∃c ∈ C, ρ(σ) = c · −
∫
T∗U
σ ∀σ ∈ D(U).
Remark 10 Since S fulfills the requirement of Theorem 2, we have S ⊂ Ker(res) and hence res(f ·σ) =
0 ∀f ∈ C∞cpt(U), ∀σ ∈ S. By a density argument using the continuity of the residue on symbols
of constant order, this implies that res(f · σ) = 0 ∀f ∈ C∞cpt(U), ∀σ ∈ D(U). The requirements of
the proposition therefore imply that symbols in D(U) have vanishing residue density resx(σ(x, ·)) =
0 ∀σ ∈ D(U) ∀x ∈ U.
Proof: We closely follow the proof of Proposition 10.
For a fixed f ∈ C∞cpt(U) the map σ 7→ ρ(f σ) defines a continuous linear form on S which vanishes on
derivatives in ξ since we have ρ(f ∂ξjσ) = ρ(∂ξj (f σ)) = 0 for any smooth function f ∈ C∞cpt(U). By
Theorem 2, it follows that there is a constant c(f) such that ρ(f σ) = c(f) · −∫
Rn
σ for any σ ∈ S and
for any f ∈ C∞cpt(U). Since CSact(U)⊗ (S ∩CSac.c(Rn)) is dense in D(U)∩CSacpt(U) for any a ∈ C and
since ρ is continuous on D(U) ∩ CSacpt(U) it follows that
ρ(σ) = F
(
−
∫
Rn
σ(x, ·)
)
for some continuous distribution F : f 7→ ∫
U
f(x)φ(x) dx with φ ∈ C∞(U). From the closedness of ρ
we infer that ρ(∂xif σ) = F
(
∂xif −
∫
Rn
σ
)
= 0 for any σ ∈ S and any f ∈ C∞cpt(U). Choosing σ such
that −∫
Rn
σ 6= 0 implies that F (∂xif) = 0 and hence that φ is constant and
ρ(σ) = c ·
∫
U
−
∫
Rn
σ = c · −
∫
U×Rn
σ ∀σ ∈ S(U).
⊔⊓
Example 7 D(U) := CS /∈Zcpt(U) satisfies the assumptions of the proposition. Indeed in that case S =
CS /∈Zc.c (R
n) fulfills the requirements of Theorem 2 and C∞cpt(U) ⊗ CSac.c(Rn) is dense in CSacpt(U) for
any non integer order a.
10i.e. its restriction to D(U) ∩ CSacpt(U) is continuous for any a ∈ C.
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Example 8 If the dimension n is odd then
D(U) := CSoddcpt (U) = {σ ∈ CScpt(U), σa−j(x,−ξ) = (−1)a−j σa−j(x, ξ) ∀x ∈ U with a = ordσ}
satisfies the assumptions of the proposition. Indeed, in that case S = {σ ∈ CSc.c(Rn), σa−j(−ξ) =
(−1)a−j σ(ξ) with a = ordσ} fulfills the requirements of Theorem 2 and C∞cpt(U)⊗ (S ∩CSac.c(Rn))
is dense in CSoddcpt (U) ∩ CSacpt(U) for any a ∈ C.
Example 9 A similar statement holds in the even dimensional case replacing odd class symbols
by even class symbols σ ∈ CSevencpt (U) i.e by symbols σ that satisfy the requirement σa−j(x,−ξ) =
(−1)a−j+1 σa−j(x, ξ) for any x ∈ U .
Theorem 5 Let D(M) be a subset of Cℓ(M) containing smoothing operators which is stable under
multiplication by smooth functions:
C∞(M) · D(M) ⊂ D(M).
We further assume that
1. the canonical trace is well-defined on D(M) and vanishes on brackets in D(M),
2. given any local chart (U, φ) on M
Sφ := {σ ∈ CSc.c(Rn), φ∗Op(f · σ) ∈ D(M) ∀f ∈ C∞cpt(φ(U))}
fulfills the assumptions of Theorem 2.
Then any continuous 11 linear form 12 L : D(M)→ C which vanishes on brackets:
L ([A,B]) = 0 ∀A,B ∈ Cℓ(M) s.t. [A,B] ∈ D(M) (31)
is proportional to the canonical trace:
∃c ∈ C, L(A) = c · TR(A) ∀A ∈ D(M).
Remark 11 According to Remark 10, it follows from the assumption 2 that D(M) is contained in
Ker(res)loc(M) := {A ∈ Cℓ(M), s.t. f · A ∈ Ker(res) ∀f ∈ C∞(M)}
which corresponds to the linear space of operators A ∈ Cℓ(M) with vanishing residue density i.e.:
Ker(res)loc(M) = {A ∈ Cℓ(M), s.t. σA(x, ·) ∈ Ker(resx) ∀x ∈M}
since
res(f A) = 0 ∀f ∈ C∞(M)
⇔
∫
M
f(x) resx (σA) (x, ·) dx = 0 ∀f ∈ C∞(M)
⇔ resx (σA) (x, ·) = 0 ∀x ∈M.
Proof: Since the proof closely follows that of Theorem 4, we do not repeat some of the steps common
to the two proofs.
Let us first observe that given any local chart (U, φ) on M the set
D(φ(U)) := {σ ∈ CScpt(φ(U)), φ∗ ◦Op(σ) ∈ D(M)}
fulfills the assumptions of Proposition 11 with U replaced by φ(U) and with S replaced by Sφ as in
the statement of the theorem.
11i.e. which restricts to a continuous map on D(M) ∩ Cℓa(M) for any a ∈ C.
12By linear we mean here that L(αA+ βB) = αL(A) + βL(B) whenever A,B, αA+ βB ∈ D(M)
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From a linear form L on D(M) which obeys the requirements of the theorem we can build the linear
form
ρφ := L ◦ φ∗ ◦Op
on D(φ(U)) which obeys the requirements of Proposition 10. Hence ρφ is proportional to the cut-off
regularised integral so that there is a constant cφ such that
ρφ(σ) = L(φ
∗Op(σ)) = cφ · −
∫
T∗φ(U)
σ ∀σ ∈ D(φ(U)).
As before, using a partition of unity to write any operator P ∈ Cℓ(M) as a finite sum of localised
operators P =
∑
i∈I Pi with Pi := χi P χi, with Pi = φ
∗
iOp(pi) with pi ∈ CScpt(φi(Ui)) we infer that
L(Pi) = ρφi(pi) = cφi · −
∫
T∗φi(Ui)
pi so that by linearity of L
L(P ) =
∑
i∈I
L(Pi) =
∑
i∈I
cφi · −
∫
T∗φi(Ui)
pi.
But since the l.h.s is globally defined, the r.h.s is independent of the local chart; it follows that
L(P ) = c · −∫T∗M σ(P ) = c · TR(P ) for some constant c ∈ C. ⊔⊓
Here are a few known examples of sets D(M) which obey assumptions 1 and 2 of the above theo-
rem. In particular, they lie in Ker(res)loc(M).
Example 10 The set Cℓ/∈Z(M) of non integer order classical pseudodifferential operators on M .
Example 11 The set
Cℓodd(M) = {A ∈ CℓZ(M), σ(A) ∼
∞∑
j=0
χσa−j(A), σa−j(A)(x,−ξ) = (−1)a−jσa−j(A)(x, ξ)}
of odd-class operators on odd dimensional manifolds M introduced in [KV] (see also [Gr] where such
operators are called even-even).
Example 12 The set
Cℓeven(M) = {A ∈ CℓZ(M), σ(A) ∼
∞∑
j=0
χσa−j(A), σa−j(A)(x,−ξ) = (−1)a−j+1σa−j(A)(x, ξ)}
of even-class operators on even dimensional manifolds M (see [Gr] where such operators are called
even-odd).
Applying Theorem 5 to D(M) = Cℓ/∈Z(M), resp. D(M) = Cℓodd(M) in odd dimensions, resp. D(M) =
Cℓeven(M) in even dimensions, leads to the following uniqueness result.
Corollary 8 The canonical trace is (up to a multiplicative constant) the unique linear form on Cℓ/∈Z(M),
resp. Cℓodd(M) in odd dimensions, resp. Cℓeven(M) in even dimensions which is continuous on op-
erators of constant order and which vanishes on brackets that lie in Cℓ/∈Z(M), resp. Cℓodd(M) in odd
dimensions, resp. Cℓeven(M).
Remark 12 In the course of the proof we showed that the vanishing of L on brackets (31) implies
Stokes’ property for ρφ. Conversely, Stokes’ property for ρφ implies that L(φ
∗Op(σ)) := ρφ(σ) vanishes
on brackets [xi, ·] and [∂xi , ·] contained in D(M). But this implies that L vanishes on brackets [PU , ·] ∈
D(M) where PU is the localisation of any classical pseudodifferential operator. Stokes’ property on
symbols and the vanishing on brackets of operators are therefore equivalent.
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