A lower bound for the dimension of the Q-vector space spanned by special values of a Dirichlet series with periodic coefficients is given. As a corollary, it is deduced that both special values at even integers and at odd integers contain infinitely many irrational numbers. This result is proved by T.Rivoal if the function considered is the Riemann zeta function, and this paper gives its generalization to more general Dirichlet series.
Introduction
The special values of the Riemann zeta function ζ(s) = ∞ k=1 1 k s at even integers are transcendental, since they are rational multiples of powers of π. On the other hand, arithmetic nature of the special values ζ(3), ζ(5), ζ(7), ζ(9), . . . at odd integers are still not wellunderstood enough. In this direction, the following results are known:
• ζ(3) is irrational. (R.Apéry [1] , 1978)
• dim Q Q -span 1, ζ(3), ζ(5), ζ(7), . . . = ∞. In particular, infinitely many of the numbers ζ(3), ζ(5), ζ(7), ζ(9), . . . are irrational. (T.Rivoal [2] , 2000)
• For each odd integer s ≥ 1, at least one of the numbers ζ(s + 2), ζ(s + 4), . . . , ζ(8s − 1) is irrational. (W.Zudilin [6] , 2001)
• At least one of the four numbers ζ(5), ζ(7), ζ(9), ζ(11) is irrational. (W.Zudilin [7] , 2001)
Similarly, let us consider the arithmetic nature of values of a Dirichlet L-function
where χ is a Dirichlet character modulo d. A special value of L(s, χ) is well-understood if s satisfies χ(−1) = (−1) s . In this case, the inclusion L(s, χ) π s ∈ Q(e 2πi/d , i)
holds, and in particular, L(s, χ) is transcendental. For example, let χ 3 (resp. χ 4 ) be the Dirichlet character modulo 3 (resp. modulo 4) which is not trivial, then the following formulas are known: On the other hand, special values at positive integers s satisfying χ(−1) = (−1) s (for example, even integers s for χ = χ 3 , χ 4 ) are not well-understood. In this direction, there are a few results, as following:
• Let denote by χ 5 the real Dirichlet character modulo 5 which is not trivial. 14) is irrational.
-dim Q Q -span 1, L(2), L(4), L(6), . . . = ∞. In particular, infinitely many of the numbers L(2), L(4), L(6), . . . are irrational.
The aim of this paper is to generalize the results for ζ(s), L(s, χ 4 ) to general Dirichlet series with periodic coefficients. The main theorem of this paper is Theorem 1.2
is called Dirichlet series of period d if a k+d = a k holds for each k = 1, 2, . . ., and we denote δ(a; L) = dim Q Q -span a m , L(j) 1 ≤ m ≤ d, 2 ≤ j ≤ a, j ≡ a(mod2) .
Theorem 1.2 Let L = 0 be a Dirichlet series of period d, and C a positive constant satisfying C > d + log 2. Then we have δ(a; L) ≥ log a C for sufficiently large integers a. In particular, we have (4) , L(6), . . . = ∞.
• dim Q Q -span L(3), L(5), L(7), . . . = ∞.
To obtain a lower bound for the dimension of the Q-vector space spanned by m real numbers θ 1 , . . . , θ m , Z-linear forms I = m j=1 A j θ j such that |I| is very small with respect to the absolute values of the coefficients |A j | are used. For example, the dimension is not less than 2 if we can take |I| arbitrary small. For higher dimensional cases, a criterion was shown by Nesterenko ([4], 1985) .
Therefore, it is necessary to construct Z-linear forms I, consist of the values of L(s) at even (or odd) integers, such that |I| is very small with respect to absolute values of its coefficients. This is equivalent to constructing Q-linear forms I such that |I| is very small with respect to the absolute values and denominators of the coefficients.
In this paper, the Q-linear forms I are constructed in section 2. This construction is a direct generalization of that of [6] . Absolute values and denominators of the coefficients are estimated in section 3, and |I| is estimated in section 4. To estimate |I|, an integral representation of I and the saddle point method are used. The main theorem is proved in section 5 by applying the criterion of Nesterenko. Acknowledgement: I would like to thank Professor Takayuki Oda for his kind guidance and encouragement.
Construction of the linear forms
be a Dirichlet series of period d. Assume that a 1 , a 2 , . . . are reals, and not all a k are 0. We denote by ζ m (s) the function
Choose positive integers a, b satisfying a ≥ 2b. For each positive integer n, consider the rational function P n (t) defined by the equations
By the assumption on a and b, we have
Therefore we can decompose P n (t) into partial fractions:
Moreover, (2.1) implies
Remark 2.1 Although P n (t), Q n (t), R n (t), A l,j (n) depend on n, we omit n from the notation if no confusion is possible, and denote them simply by P (t), Q(t), etc.
Proof. Since P (t) satisfies the relation P (−t) = (−1) a P (t), we have
Since the decomposition into partial fractions is unique, we have (−1) a A l,j = (−1) j A −l,j . Hence the equation A l,j + A −l,j = 0 holds for each −n ≤ l ≤ n if j ≡ a (mod 2). Therefore, we obtain (2.3).
For each integer 1 ≤ m ≤ d, we define I m ∈ R by the equation
where the coefficients A j , B m are rationals defined by the following equations:
Proof. For each N ≥ n, we have
By taking the sum and using (2.2) and Lemma 2.2, we obtain
By taking the limit of both sides as N → ∞, we obtain the assertion.
where the coefficients A j and B m are rationals defined by the following equations:
Proof. This follows immediately from the definition of I and Proposition 2.3.
Estimation for the coefficients
We denote by ∆ j the differential operator
Let D 2dn = lcm{1, 2, . . . , 2dn} and R 0 (t) = −n≤l≤n (t − dl).
Lemma 3.1 Let q be a polynomial of degree ≤ 2n. Assume that the rational function p(t) = q(t)/R 0 (t) satisfies
for each −n ≤ k ≤ n and some positive constant C. Then we have
for arbitrary integer j ≥ 0.
Proof. It is trivial for j = 0, hence we may assume j ≥ 1. Since deg q ≤ 2n, we can decompose p(t) into partial fractions:
By computation, we have
Thus, we have (3.1) since the inclusion
holds for each l = k, and we have (3.2) since we have
The following pairs q(t), C satisfy the assumption of Lemma 3.1:
Thus the pair q(t), C of (i) satisfies the assumption of Lemma 3.1. (ii) is similar. (iii) We define p k as above, then we have p k = ± 2n n−k . Therefore we obtain p k ∈ Z and
as required.
Fix integers l, j satisfying −n ≤ l ≤ n, 2 ≤ j ≤ a, and j ≡ a (mod 2). Let us estimate the absolute value and the denominator of A l,j . Define rational functions p 1 , . . . , p a as follows:
Then we have
Proposition 3.3 The followings are true:
Proof. By the Leibniz rule, we have
where the sum is taken over all pairs (j 1 , . . . , j a ) satisfying a − j = j 1 + · · · + j a . By Lemma 3.1 and Lemma 3.2, we have (D 2dn ) ji ∆ ji p i (dl) ∈ Z for each i, j i , hence we obtain (3.3). Next, let us estimate |A l,j |. Let
Then, by Lemma 3.1 and Lemma 3.2, we have
for each pair (j 1 , . . . , j a ). Since the number of the pairs (j 1 , . . . , j a ) considered is not greater than
, we have
Therefore we have log
we obtain (3.4) by the Stirling formula.
Proposition 3.4
The followings properties of A j , B m are true:
Proof. By the definition of A j , we have
By Proposition 3.3, we obtain (3.6) for A j . Similarly, we can show (3.6) for B m . Let us prove (3.5) . By the definition of A j and Proposition 3.3, the inclusion (
Similarly, we have the inclusion 
where x is an arbitrary real number satisfying 1 < x < r.
Proof. The well-known formula
, and its principal part is 1 t−k . Since P (t) has a zero of order 1 at each integer k (dn < k ≤ drn), we have
Let M be a real number satisfying dn < M < (d + 2b)n, and N a sufficiently large integer. Consider the integral
along the contour R of the rectangle in Fig. 1 . Since P (t) has no poles in the region Re(t) > 1, the residue theorem implies that the integral (4.2) converges to −I m as N → ∞. Moreover, the integral over the right, lower, and upper edge of the rectangle converges to 0 as N → ∞. Indeed, the length of the path is O(N ), and the absolute value of the integrand is O(N −2 ). Thus, we obtain the equation
By substituting dnt for t, we obtain (4.1).
Lemma 4.2
The following formula holds uniformly in the strip 1 < Re(t) < r:
Here, ϕ(n), f (t), and g(t) are functions defined by the following equations:
Proof. We can express Q(dnt), R(dnt) by Gamma functions:
By the functional equations of Gamma function, we have
,
Therefore we have
By applying the Stirling formula, we obtain (4.3).
For each λ ∈ R, we denote by J λ the integral
where x is a real number satisfying 1 < x < r. It is easily verified that the definition of J λ doesn't depend on the choice of x.
Proposition 4.3 We have
where b λ is a constant defined by
Proof. By the definition of I and Proposition 4.1, we have
This equation and Lemma 4.2 implies
Therefore, it is sufficient to prove the equation
By substituting ω m = e intπ · e −imπ/d , and taking the sum, we obtain (4.4). (ii) b ±d ∈ R.
(iii) Not all b λ are 0.
Proof. (i) and (ii) follows immediately from the definition of b λ and our assumption a m ∈ R. To prove (iii), it is sufficient to show that
Lemmas concerning f ′ (t)
To obtain the asymptotic behavior of the integral J λ , we examine f ′ (t) in detail. We assume that the functions f (t), g(t) are defined in the domain in Fig. 2. 1 r Figure 2 : The domain of f and g
Here each arg is chosen so that its value is 0 for each t ∈ (1, r).
Proof. (i) We have arg(t + r) < 0, arg(−t + r) > 0, and
, and β(t) = arg(t − 1) − arg(t + 1). Then these are angles as in Fig. 3 .
Thus, we have 0 < β(t) < α(t) < π, and we obtain 
, and obviously α(t) decreases monotonically on the segment considered, it is sufficient to show that β(t) increases monotonically on the segment. Assume 0 < u 1 < u 2 ≤ √ x 2 − 1, and let us prove β(x + u 1 e iθ ) ≤ β(x + u 2 e iθ ). Define points P , A, B, C, D, and E on the complex plane by Proof. Let us consider the function
By computing the derivative of the function f θ (u), we have
By our assumption R ≥ 3r and 0 ≤ θ ≤ π 2 , we have the following inequalities:
Hence the function c 5 u 5 + c 4 u 4 + c 3 u 3 + c 2 u 2 + c 1 u + c 0 takes a negative value at u = 0, and increases monotonically as u increases from 0 to ∞. Therefore, there exists u 0 > 0 such that
Moreover, it is easily verified that
Thus, f θ changes as in Table 1 , and we obtain the assertion. Lemma 4.8 There exists a unique x 0 ∈ (1, r) which satisfies f ′ (x 0 ) = 0. There exists a unique x 1 ∈ (r, ∞) which satisfies f ′ (x 1 ) = dπi. Moreover, for each t ∈ (1, ∞) \ {r}, we have
Proof. In the interval (1, r) , the function Re f ′ (t) (ii) If x / ∈ [x 0 , x 1 ] then the inequality Re f ′ (x + yi) < 0 holds for arbitrary y ≥ 0.
Proof. Let us consider the function
By computing the derivative of the function f x (y), we have
2 increases monotonically, there are two possibilities as follows:
(a) f x (y) increases monotonically.
(b) There exists some y 0 > 0, such that f x (y) monotonically decreases in the interval 0 < y < y 0 , and monotonically increases in the interval y 0 < y.
If x ∈ [x 0 , x 1 ] then we have f x (0) ≥ 0, and lim y→∞ f x (y) = 0. Hence (a) can't occur, and (b) holds in this case. Thus we obtain the assertion of (i). If x / ∈ [x 0 , x 1 ] then we have f x (0) < 0 and lim y→∞ f x (y) = 0. In this cases, we have f x (y) < 0 for arbitrary y ≥ 0 whether (a) or (b) is true. Definition 4.11 For each 0 < λ < d, we choose a complex t satisfying the condition of Proposition 4.10, and denote it by t λ . For
Remark 4.12 t λ is in fact uniquely determined, but we do not need the fact in this paper.
Lemma 4.13 We have ρ < r−1
Therefore the assertion follows from Lemma 4.8.
Lemma 4.14 On the semicircle t = x + ρ 2 − (x − r) 2 i (r − ρ ≤ x ≤ r + ρ) of radius ρ with center r, Re f ′ (t) monotonically increases as x increases.
Proof. By computing the derivative of the function Re f ′ (t) with respect to x, we have
By Lemma 4.13, we have
Therefore we obtain the inequality
Lemma 4.15 Let Re(t) > 1, Im(t) ≥ 0 and |t − r| > ρ, then we have Re f ′ (t) < 0. In particular, we have |t λ − r| ≤ ρ for each 0 ≤ λ ≤ d.
Proof. By Lemma 4.14, we have Re f ′ (r − ρ) < 0. Therefore we have r − ρ < x 0 . Let t = x + yi. If x / ∈ [x 0 , x 1 ], the conclusion comes from Lemma 4.9. Let us assume x ∈ [x 0 , x 1 ].Since r − ρ < x 0 , there exists some y ′ ≥ 0 satisfying |(x + y ′ i) − r| = ρ. By Lemma 4.14, we have Re f ′ (x + y ′ i) ≤ 0. By the assumption |t − r| > ρ, we have y > y ′ . Hence Re f ′ (t) < 0 by Lemma 4.9.
The asymptotic behavior of J λ
We compute the asymptotic behavior of J λ by the saddle point method. According to the following Lemma, we can limit our consideration to the case where λ ≥ 0.
Proof. By the Schwarz reflection principle, we have f (t) = f (t) and g(t) = g(t). Therefore, we have
Proof. It is sufficient to show (r − ρ) 2 − 1 > ρ 2 . By Lemma 4.13, we have
thus, the proof is completed.
Let t λ = x λ + y λ i = r + u λ e iθ λ , where x λ , y λ , u λ ∈ R and θ λ ∈ [0, π]. For each 0 ≤ λ ≤ d, we define the path C λ as follows:
(i) The case where 0 ≤ λ < d and x λ < r. Let C λ be a polyline connecting x λ − i∞, x λ + iρ, and ∞ + iρ in this order.
(ii) The case where 0 < λ < d and r ≤ x λ . Take a sufficiently small positive ε > 0. Let C λ be a polyline connecting r − ε − i∞, r − ε, r + εe iθ λ , r + ρe iθ λ , and ∞ + ρe iθ λ in this order.
(iii) The case where λ = d. Take a sufficiently small positive ε > 0. Let C λ be a polyline connecting r − ε − i∞, r − ε, r + iε, r + ε, and r + ∞ in this order.
Since |t λ − r| ≤ ρ, each path C λ pass through the point t λ .
Lemma 4.18
On the path C λ , Re f (t) − iλπt takes a unique maximal value at t = t λ . Figure 5 : The path C λ Proof. For the path φ : I −→ C; u −→ z 0 + ue iθ (I ⊂ R), we have the equation
Let us prove that the value of (4.5) changes positive to negative at t λ .
(i) The case where 0 ≤ λ < d and x λ < r. On the segment connecting x λ − i∞ and x λ , Lemma 4.5 implies that the sign of (4.5) is positive. On the segment connecting x λ and x λ + iρ, Lemma 4.6 and Lemma 4.17 implies that the value of (4.5) changes positive to negative at t λ . On the segment connecting x λ + iρ and ∞ + iρ, Lemma 4.15 implies that the value of (4.5) is negative.
(ii) The case where 0 < λ < d and r ≤ x λ . On the segment connecting r − ε − i∞ and r − ε, Lemma 4.5 implies that the value of (4.5) is negative. On the polyline connecting r − ε and r + ρe iθ λ , Lemma 4.6, Lemma 4.17, and Lemma 4.7 implies that the value of (4.5) changes positive to negative at t λ . On the segment connecting r + ρe iθ λ and ∞ + ρe iθ λ , Lemma 4.15 implies that the value of (4.5) is negative.
(iii) The case where λ = d. The proof is similar to that of (ii), except on the segment connecting r + εi and r + ε. By taking ε sufficiently small, we have Re f ′ (t) > dπ on the segment connecting r + εi and r + ε. Then we have
Thus, the proof is completed. 
Proof. It is sufficient to prove the equation
for each 1 < x < r, y ≥ 0, where the path of the integral is taken to be a segment. By the Taylor expansion of log, the following equations hold for Im(t) ≥ 0:
Therefore, we have
Since, we obviously have
we have e n(f (t)−λπit) g(t) ≤ O(N −2 ) on the segment connecting x + N i and N + yi. Hence we have
since the length of the path of the integral is O(N ). Thus, the proof is completed.
Lemma 4.20 Let
h(t) = dr log(t + r) + log(−t + r) − dR log(t − 1) + log(t + 1) .
Proposition 4.21 For each 0 ≤ λ ≤ d, we have
where
and the arg f ′′ (t λ ) is chosen so that
Proof. By applying the saddle point method for the integral
we obtain the equation
By using Lemma 4.20, we obtain the assertion.
Proof. It is immediate from Proposition 4.21.
The asymptotic behavior of I
For each λ, let ε λ = −t λ + r. Assume r ≥ 2.
Lemma 4.23
We have the following estimates:
(ii) log ε λ − log 2r + R log r − 1
Proof. (i) By Lemma 4.13 and the equation Re f ′ (r + ρ) = 0, we have
Moreover, by using the estimate
(this estimate follows immediately from the Taylor expansion of log(1 + t)), we can show that the absolute value of the right hand side of (4.6) is not greater than
Thus we obtain (ii).
(iii) By the equation f ′ (t λ ) = λπi, we have
(this estimate also follows immediately from the Taylor expansion of log(1 + t)), we can show that the absolute value of the right hand side of (4.7) is not greater than
Thus, we obtain (iii).
Assume that ρ satisfies the inequality
Then we have log ε λ − log 2r + R log r − 1
by Lemma 4.23 (ii). Thus, we have
Proof. According to Lemma 4.23 (iii) , it is sufficient to show the inequality
Moreover, since
it is sufficient to show the inequality
This inequality is equivalent to the inequality
Therefore, it is sufficient to show the stronger inequality 
Therefore, to prove the inequality (4.10), it is sufficient to show the inequality
If |ε λ | ≤ |ε λ+2 |, we have
Here, we have
by Lemma 4.23 (ii). By using the estimate
we obtain the inequality
as required. The case where |ε λ | > |ε λ+2 | is similarly shown.
Proof. By (4.9), we have
.
Hence we obtain
This inequality and Lemma 4.23 (iii) implies Im
Moreover, by using (4.8), we have
By (4.8) and (4.12), we obtain the inequality
Since rλπ ≡ 0 (mod
Proof. By Lemma 4.4 and Lemma 4.16, we have
, and Im h(t d ) = −drπ, we have
Therefore, Proposition 4.21 implies Im(
Then the assertion immediately follows from Proposition 4.22.
Lemma 4.27
Assume that b λ = 0 for some 1
. Then there exists a sequence n 1 < n 2 < · · · of positive integers such that:
• n k+1 − n k is bounded. In particular, we have lim k→∞ n k+1 n k = 1.
• lim
By Lemma 4.25, there exists a positive integer w satisfying
Then for arbitrary positive integer n, at least one of the equations
holds. Let
Then we have n k+1 − n k ≤ 1 + w, and the first assertion of Lemma is satisfied. Since n k satisfies the inequality
the second assertion of Lemma follows from Proposition 4.22.
Proposition 4.28 There exists a sequence n 1 < n 2 < · · · of positive integers such that:
• lim k→∞ n k+1 n k = 1.
Proof. By Proposition 4.22 and Lemma 4.24, we have Assume that the inequalities r ≥ 2, R ≥ 3r, and 5r 2e R/r < min
hold, then there exists a sequence n 1 < n 2 < · · · of positive integers such that:
• lim k→∞ log I(n k ) n k = 2(a − 2b) log 2 + 4b log d + Re h(t λ0 ) .
Proof. By Lemma 4.23 (i), all our assumptions on r, R, ρ are satisfied. Thus, this Proposition follows from Proposition 4.28 and Proposition 4.3.
Proof of Theorem 1.2
We use the criterion of Nesterenko([4] ). The following theorem is the original form of the criterion proved by Nesterenko: 
Then we have the inequality
In this paper, we use it in the following form:
Assume that there exists a sequence n 1 < n 2 < · · · of positive integers satisfying lim k→∞ n k+1 n k = 1, and Z-linear form
for some α, β ∈ R. Then we have the inequality
Proof. Let ε > 0 be a positive constant. If we set + o(1) .
we have δ(a; L) ≥ log a C for sufficiently large a, as required.
Finally, I write down the estimate obtained from Theorem 5.5 for small d. If d = 1, we have δ(a; L) = dim Q Q -span 1, ζ(j) 2 ≤ j ≤ a, j ≡ a(mod2) . For even a, we have δ(a; L) = a+2 2 since the value ζ(j) at even integer j is rational multiple of π j . For odd a, we obtain the estimates as in Table 2 .
We can prove δ(5; L) ≥ 2 by more precise estimation for a = 5, b = 1. In fact, better estimates are known in the case of d = 1. For example, we have δ(3; ζ) = 2 according to Apéry's theorem ( [1] ). and the estimate δ(145; ζ) ≥ 3 is proved in [6] .
For d ≥ 2, we obtain the estimates as in Table 3 
