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Resumen
La mayor parte de los Sistemas de Recuperacio´n de Informacio´n utilizan, de una forma u otra, recuentos
de frecuencias de las palabras que aparecen en los documentos.Tales recuentos conllevan la necesidad de
normalizar dichos te´rminos. Una simple normalizacio´n de caracteres (mayu´sculas/minu´sculas, acentos y
otros diacr´ıticos) parece insuficiente, ya que muchas palabras, por flexio´n morfolo´gica o derivacio´n, podr´ıan
ser agrupadas bajo una u´nica forma, al tener contenidos sema´nticos muy cercanos. Se analizan diversos
algoritmos de normalizacio´n y se muestran los experimentos llevados a cabo para evaluar su eficacia.
Palabras clave: Recuperacio´n de la Informacio´n, normalizacio´n, te´rminos, n-gramas, s-stemmer, lematiza-
cio´n flexiva, lematizacio´n derivativa
Abstract
Most of the Information Retrieval Systems uses counts of frequencies of the words that occur in docu-
ments. Such counts entail the need of normalizing these terms. A simple normalization of characters (up-
per/lowercase, accents and other diacritical ones) seems insufficient, since many words, by morphologic in-
flection or derivation, could be grouped under an only form, when having very near semantic mean. Several
algorithms of normalization are analyzed and tested experimentally to evaluate their effectiveness.
Keywords: Information Retrieval, stemming, n-grams, inflectional stemming, derivational stemming.
1. Introduccio´n
La mayor parte de los modelos y te´cnicas emplea-
dos en Recuperacio´n de la Informacio´n utilizan
en algu´n momento recuentos de frecuencias de los
te´rminos que aparecen en los documentos y en las
consultas. Esto implica la necesidad de normali-
zar dichos te´rminos, de manera que los recuentos
puedan efectuarse de manera adecuada.
Dejando de lado la cuestio´n de las llamadas pa-
labras vac´ıas, a las que no cabe considerar como
tales te´rminos, tenemos el caso de las palabras
derivadas del mismo lema, a las que cabe atri-
buir un contenido sema´ntico muy pro´ximo [17].
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Las posibles variaciones de los derivados, junto
con formas flexionadas, alteraciones en ge´nero y
nu´mero, etc. hacen aconsejable un agrupamien-
to de tales variantes bajo un u´nico te´rmino. Lo
contrario produce una dispersio´n en el ca´lculo de
frecuencias de tales te´rminos, as´ı como la dificul-
tad de comparar consultas y documentos [30].
Esta operacio´n es lo que en ingle´s se conoce co-
mo stemming. La eficacia del stemming ha sido
objeto de discusio´n, entre otros por Harman [14],
quien despue´s de probar varios algoritmos (para
el ingle´s) concluyo´ que ninguno de ellos aumen-
taba la efectividad en la recuperacio´n.Trabajos
posteriores [29] apuntaron en el sentido de que
el stemming es eficaz en funcio´n de la comple-
jidad morfolo´gica de la lengua en que se opere,
mientras que Krovetz [22] encuentra que el stem-
ming mejora la exhaustividad, e incluso tambie´n
la precisio´n cuando documentos y consultas son
de corta longitud.
El stemming parece, en consecuencia, fuertemen-
te dependiente del idioma en que se encuentran
documentos y consultas, de manera que resulta
dif´ıcil aplicar algoritmos disen˜ados para un idio-
ma a informacio´n en otra lengua diferente. No
solamente los sufijos y raices son diferentes, sino
que la forma en que aque´llos se adhieren a e´stas es
distinta. No obstante, se han propuesto sistemas
elementales de stemming que son ba´sicamente in-
dependientes del idioma. E´ste es el caso de los
n-gramas y, en buena medida, de los s-stemmers,
aunque e´stos requieren alguna pequen˜a adapta-
cio´n.
Este trabajo explora las posibilidades y efecto de
el stemming en la Recuperacio´n de Informacio´n
en espan˜ol. Se han llevado a cabo diversos expe-
rimentos aplicando diferentes sistemas de stem-
ming en espan˜ol y evaluando sus resultados. Este
trabajo esta´ organizado de la siguiente manera:
en la siguiente seccio´n se comentan trabajos pre-
vios sobre stemming ; en la seccio´n 3 se describen
los sistemas de stemming considerados, y en la
seccio´n 4 se describen los experimentos llevados a
cabo para evaluar el alcance de cada uno de estos
sistemas. Finalmente, en la seccio´n 5 se ofrecen
las conclusiones.
2. Trabajos previos
El stemming aplicada a la Recuperacio´n de la In-
formacio´n se ha planteado de diversas maneras,
desde un escueto stripping, hasta la aplicacio´n de
algoritmos bastante ma´s sofisticados. Comienza a
estudiarse en los an˜os 60, con el fin de reducir los
taman˜os de los ı´ndices [4], y, adema´s de una for-
ma de normalizar los te´rminos, puede verse tam-
bie´n como una forma de expandir las consultas,
an˜adiendo formas flexionadas o derivadas de las
palabras a documentos y consultas.
Entre las aportaciones ma´s conocidas encontra-
mos el algoritmo propuesto por Lovin en 1968
[23], el cual, de alguna manera, esta´ en la base
de algoritmos y propuestas posteriores, como los
de Dawson [11], Porter [30] y Paice [27]. Aunque
buena parte de los trabajos esta´n orientados a
su uso con documentos en ingle´s, es posible en-
contrar propuestas y algoritmos para lenguas es-
pec´ıficas; entre ellas el propio lat´ın, a pesar de ser
una lengua muerta [40], el malayo [2], el france´s
[38],[39], el a´rabe [1], neerlande´s [21], [20], eslove-
no [29] o griego [19].
Por lo que se refiere al espan˜ol, se aplicaron diver-
sos mecanismos de stemming en operaciones de
Recuperacio´n de la Informacio´n en algunas de las
conferencias TREC (Text REtrieval Conference)
[15]. En general, estas aplicaciones consistieron en
la utilizacio´n de los mismos algoritmos que para el
ingle´s, aunque con sufijos y reglas para el espan˜ol.
Independientemente de los algoritmos aplicados,
y de su adecuacio´n al idioma espan˜ol, el conoci-
miento lingu¨´ıstico implementado (listas de sufijos,
reglas de aplicacio´n, etc.) era bastante pobre [12].
Desde el punto de vista del procesamiento de len-
guaje, se han desarrollado en los u´ltimos an˜os va-
rios lematizadores y analizadores morfolo´gicos pa-
ra el espan˜ol; entre ellos, las herramientas COES
[32], puestas a disposicio´n del pu´blico por sus au-
tores bajo licencia GNU 1; el analizador morfo-
sinta´ctico MACO+ [5] 2 o los lematizadores FLA-
NOM [37] / FLAVER [36] 3. Desconocemos, sin
embargo, resultados experimentales de su aplica-
cio´n a la Recuperacio´n de Informacio´n.
De otro lado, se ha propuesto en diversas ocasio-
nes el uso de n-gramas para obviar el problema
planteado por formas flexionadas y derivadas de
las palabras [31]. En trabajos previos, sin embar-
1http://www.datsi.fi.upm.es/˜coes/
2http://nipadio.lsi.upc.es/cgi-bin/demo/demo.pl
3http://protos.dis.ulpgc.es/
go, pudimos comprobar la escasa efectividad de
este mecanismo, siempre desde el punto de vista
de la Recuperacio´n de Informacio´n [13], as´ı como
la inadecuacio´n del conocido algoritmo de Porter
para idiomas como el espan˜ol.
3. Algoritmos de stemming
3.1. s-stemmer
La idea ba´sica es conseguir una reduccio´n de plu-
rales a singular, como forma de normalizar te´rmi-
nos. En su forma original (para el ingle´s), el s-
stemmer simplemente elimina las s finales de ca-
da palabra. Para el espan˜ol, puede enriquecerse
teniendo en cuenta que los plurales de sustanti-
vos y adjetivos terminados en consonante se con-
siguen con el sufijo -es. Remover directamente las
terminaciones en -es puede producir inconsisten-
cia con el caso de los plurales de palabras que di-
rectamente terminan en -e en su forma singular,
por lo que, en nuestro caso, removemos tambie´n
las -e finales.
La implementacio´n en crudo de un s-stemmer es
trivial, y e´sta es una de sus ventajas. Sin embar-
go, el s-stemmer es incapaz de distinguir sustan-
tivos y adjetivos de otras categor´ıas gramaticales
y se aplica indiscriminadamente a todas las pala-
bras; tampoco contempla plurales irregulares. En
compensacio´n, al tratar todas las palabras de la
misma forma, no introduce ruido adicional.
3.2. n-gramas
La descomposicio´n de texto en n-gramas tiene
mu´ltiples aplicaciones; uno de los usos propuestos
es atemperar la dispersio´n producida por flexio-
nes y derivaciones de un mismo lema [31]. La idea
ba´sica es que dos palabras con la misma ra´ız, pe-
ro distinto sufijo (cuya aposicio´n puede, adema´s,
modificar parte de la ra´ız), al ser descompuestas
en n-gramas, producira´n una serie de ellos iguales
(los correspondientes a la parte de la ra´ız), ma´s
otros diferentes (los correspondientes a la parte
del sufijo). En Sistemas de Recuperacio´n basados
en n-gramas, palabras pertenecientes a la misma
familia deber´ıan producir una cierta similitud.
Los n-gramas han sido utilizados con cierta fre-
cuencia en Recuperacio´n de Informacio´n, como
muestran los trabajos de [16], [10], [8], [7] o [6].
3.3. Lematizacio´n flexiva
A diferencia de las te´cnicas anteriores, es posi-
ble aplicar conocimiento lingu¨´ıstico ma´s complejo
para tratar de reducir todas las palabras de una
misma familia a un mismo lema. En este sentido,
parece que la distancia sema´ntica entre un lema
y sus posibles variantes morfolo´gicas o flexiones
es escasa, por lo que fundir tales te´rminos bajo
una u´nica forma podr´ıa aumentar la eficiencia en
la recuperacio´n.
Determinar el lema original que, flexionado, ha
dado lugar a un te´rmino que podamos hallar
en un documento o consulta implica efectuar un
ana´lisis morfolo´gico de dicho te´rmino. La base
de nuestro analizador morfolo´gico consiste en un
traductor de estados finitos (FST, Finite-State
Transducer) que intenta representar las modifi-
caciones experimentadas por un lema cuando se
flexiona, an˜adie´ndole un determinado sufijo. As´ı,
hay una instancia de ese FST para cada sufijo
contemplado; cada uno de e´stos conlleva una se-
rie de reglas que expresan co´mo se incorpora ese
sufijo a un lema. Dado que, para un mismo sufijo,
puede existir multitud de variantes y de excep-
ciones, en ocasiones el FST resultante puede ser
bastante complejo.
As´ı, para lematizar una palabra, se busca el sufijo
ma´s largo que coincida con el fin de esa palabra
y se forma el FST correspondiente con las reglas
de ese sufijo. La red de ese FST se recorre con
la palabra a lematizar, y las cadenas obtenidas
en el nodo terminal del FST se contrastan con
un diccionario de lemas. Si se encuentra en ese
diccionario, la cadena obtenida se da como lema
correcto. Sin embargo, a un mismo te´rmino pue-
den aplica´rsele en ocasiones varios sufijos, lo que
obliga a probar todos ellos.
Si, agotadas las posibilidades, ninguna de las ca-
denas terminales obtenidas por el FST se encuen-
tra en el diccionario de lemas, se deduce que, o
bien la palabra puede considerarse normalizada
en s´ı misma, o bien se trata de un caso no previs-
to por el lematizador.
Esto u´ltimo puede significar lo siguiente:
a) la palabra tiene un sufijo no recogido en
la lista de sufijos del lematizador
b) el sufijo se an˜ade de manera no previs-
ta por las reglas incorporadas en la base de
conocimiento
c) el lema no esta´ recogido en el diccionario
de lemas.
Esto permite someter al lematizador a un proceso
de entrenamiento de manera que, manualmente,
se examinan los resultados de lematizar palabras
de un corpus y se corrige la base de conocimiento
del lematizador cuando ello es necesario.
Cada sufijo contemplado lleva informacio´n acerca
del tipo de flexio´n que produce. Sin embargo, un
mismo sufijo puede corresponder a diversas fle-
xiones, por lo que, en muchos casos, obtendremos
varios posibles lemas para un mismo te´rmino. De
otro lado, hay sufijos que pueden solaparse en-
tre s´ı; esto produce tambie´n varios lemas para un
mismo te´rmino. As´ı pues, es preciso efectuar una
desambiguacio´n morfosinta´ctica para elegir el le-
ma correcto.
La funcio´n de un desambiguador morfosinta´ctico
o Part Of Speech Tagger radica en asignar, a cada
palabra de una oracio´n, una u´nica etiqueta mor-
fosinta´ctica entre un conjunto previamente defi-
nido, teniendo en cuenta el contexto de cada una
de aque´llas. Para la resolucio´n de este problema,
se han propuesto tres tipos de aproximaciones:
la lingu´ıstica o basada en un conjunto de reglas
expl´ıcitas, la estad´ıstica, basada en los Modelos
de Markov, y una solucio´n h´ıbrida, que combina
ciertas caracter´ısticas de ambas [26].
Aunque la precisio´n conseguida en el etiquetado
se situ´a entre el 95 % y el 97 % para los mode-
los estad´ısticos y algo superior para los modelos
lingu¨´ısticos [25] -p.e. para el Tagger ENGCG se
ha estimado una correccio´n en el etiquetado del
99.5 %, aunque dejando un 3.2 % de palabras sin
desambiguar [41]-, hemos optado por construir un
desambiguador basado en los modelos estad´ısti-
cos, pues el coste de desarrollo es claramente in-
ferior al necesario para la implementacio´n de uno
basado en reglas [34].
El planteamiento del problema de la desambigua-
cio´n morfosinta´ctica, desde un punto estad´ıstico,
radica en buscar que´ secuencia u´nica de etiquetas
de salida T es la de ma´xima probabilidad dada la
secuencia de palabras de entrada W . Formalmen-
te, de lo que se trata es de resolver la siguiente
expresio´n de probabilidad condicionada:
T = MaxP (t1, t2, ..., tn|w1, w2, ...wn) (1)
Para encontrar una solucio´n a este planteamiento
inicial, se busca una aproximacio´n -asunciones de
Markov- que, aunque no siempre garantizara´ la
solucio´n correcta, se ha demostrado que produce
resultados satisfactorios con costes computacio-
nales razonables. Entre otra bibliograf´ıa, puede
encontrarse en [18] y [3], el razonamiento detalla-
do que reduce el problema, en los modelos super-
visados -esto es, que han utilizado uno o varios
corpora previamente etiquetados para la adquisi-
cio´n del conocimiento lingu¨´ıstico- al ca´lculo de la
probabilidad le´xica y de la probabilidad contextual
para cada etiqueta posible de cada palabra.
La probabilidad le´xica, independiente para cada
palabra, se aproxima de acuerdo a la expresio´n:
N(w, t)/N(t) (2)
siendo N(w, t) la frecuencia de aparicio´n de la pa-
labra w con la etiqueta t y N(t) la frecuencia de
aparicio´n de la etiqueta t en el Corpus.
La probabilidad contextual, se aproxima, para un
modelo basado en bigramas de acuerdo a la ex-
presio´n:
N(ti − 1, ti)/N(ti − 1) (3)
donde N(ti − 1, ti) es la frecuencia de aparicio´n
de la secuencia de etiquetas ti−1, ti y N(ti−1) la
frecuencia de aparicio´n de la etiqueta ti − 1. Es-
te modelo puede extenderse fa´cilmente al modelo
trigramas, para considerar un contexto mayor.
Para la reconstruccio´n de la secuencia ma´s proba-
ble de etiquetas de cada frase se suele utilizar el
algoritmo de Viterbi, fundamentalmente porque
su implementacio´n es sencilla [24].
El problema que plantea este modelo, tan sim-
ple y a la vez eficiente, estriba en los taman˜os de
los Corpora etiquetados necesarios para obtener
unas estimaciones aceptables [42]. No obstante,
independientemente de las magnitudes, hay que
adoptar alguna te´cnica de suavizado (smoothing)
del modelo con el fin de evitar la asignacio´n de
probabilidades nulas, tanto para el ca´lculo de la
probabilidad contextual como de la probabilidad
le´xica. Es decir, siempre sera´ posible encontrar-
nos al analizar textos reales, por un lado, con se-
cuencias de etiquetas correctas de las que no se
ha obtenido informacio´n de los corpora utilizados
para aprender y, por otro, con palabras descono-
cidas, es decir, no aparecidas en dichos corpora
[33]. Esto u´ltimo sera´ ma´s frecuente en lenguas
con morfolog´ıa rica, como es el caso del espan˜ol.
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Figura 1: FST para el sufijo -as (2 persona presente indicativo)
El corpus que hemos utilizado ha sido el LexEsp4
, que cuenta con aproximadamente 100.000 pala-
bras etiquetadas de acuerdo a la propuesta PA-
ROLE del grupo EAGLES sobre el etiquetado
morfosinta´ctico, validadas manualmente. Las ca-
racter´ısticas del desambiguador construido, en
parte condicionadas por el taman˜o del corpus uti-
lizado, son las siguientes:
El juego de etiquetas lo hemos reducido a
los d´ıgitos que recogen informacio´n de cate-
gor´ıa y subcategor´ıa gramatical. De acuerdo
a la codificacio´n PAROLE, a los 3 primeros
caracteres para los verbos y, a los dos pri-
meros para las restantes categor´ıas. La elec-
cio´n de este juego esta´ motivada, tambie´n,
por los objetivos perseguidos en nuestro tra-
bajo tras el proceso de desambiguacio´n.
El modelo contextual utilizado es el modelo
de bigramas. En [28], sobre el mismo cor-
pus para este mismo modelo, se obtienen
resultados de precisio´n en el etiquetado del
96.97 %. El me´todo de suavizado elegido pa-
ra la aproximacio´n del ca´lculo de la proba-
bilidad contextual utilizado es el conocido
como interpolacio´n lineal [9].
Para el ca´lculo de la probabilidad le´xica, da-
do que efectuamos un procesamiento mor-
folo´gico previo, empleamos la siguiente es-
trategia. Para aquellas palabras reconoci-
das por el procesador morfolo´gico, si apa-
rece en el corpus informacio´n de frecuen-
cias para todas sus posibles categor´ıas, se
calculara´ de acuerdo a la expresio´n (3) y,
en caso contrario, se utilizara´ el me´todo de
suavizado conocido como An˜adir 1, que en
los experimentos de [28] proporciona resul-
tados similares a otros me´todos de suaviza-
do. Para aquellas palabras no reconocidas
por el procesador morfolo´gico, estimaremos
la probabilidad le´xica, aceptando que so´lo
pertenecera´n a las categor´ıas abiertas -esto
es nombres, adjetivos, verbos y adverbios-
, adaptando el me´todo de suavizado pro-
puesto en [42], que aproxima la probabili-
dad de pertenencia de una palabra descono-
cida dada una categor´ıa, a partir de un cor-
pus de entrenamiento, combinando ciertas
propiedades morfolo´gicas como fines de pa-
labras, si la palabra contiene la letra inicial
en mayu´sculas o no tanto en principio de
frase como en el resto de posiciones, as´ı co-
mo recabando informacio´n de frecuencias de
aparicio´n de las palabras desconocidas en el
proceso de entrenamiento en las diferentes
categor´ıas.
3.4. Lematizacio´n derivativa
El objetivo de la lematizacio´n derivativa es agru-
par bajo un mismo lema todas las palabras de-
rivadas de e´ste. Independientemente del proceso
te´cnico que haya de seguirse para ello, debe tener-
se en cuenta que la derivacio´n puede acabar pro-
duciendo palabras muy alejadas sema´nticamente
del lema original. As´ı, por ejemplo, de chica tene-
mos el derivado chiquilla, que podr´ıamos acep-
tar como te´rminos muy cercanos, pero de sombra
tenemos sombrilla, e incluso sombrero, que pa-
recen mucho ma´s separadas en cuanto a significa-
do.
Asumiendo estos riesgos, debe considerarse que
las palabras derivadas tambie´n pueden ser flexio-
4LexEsp es propiedad de ELDA
nadas, y que, incluso, varios sufijos derivativos
pueden encadenarse. Por ello, el primer paso pa-
ra efectuar la lematizacio´n derivativa es llevar a
cabo la flexiva, tal como se ha descrito antes. Pos-
teriormente actuaremos sobre los lemas flexivos
para conseguir la lematizacio´n derivativa.
Para ello, hemos dispuesto una lista de sufijos
derivativos de 230 elementos, con 3692 reglas de
aplicacio´n. Un traductor de estados finitos, pre-
via localizacio´n de los sufijos que pueden empa-
rejar con la palabra a lematizar, intenta obtener
el lema correspondiente, aplicando las reglas co-
rrespondientes a los sufijos localizados. Cada le-
ma obtenido por el traductor es contrastado con
una lista de lemas derivativos (un diccionario de
algo ma´s de 15.000 entradas). Si se encuentra en
el diccionario, ya se ha conseguido el lema; en ca-
so contrario, y teniendo en cuenta que los sufijos
pueden encadenarse, se vuelve a buscar el sufijo o
sufijos que emparejen con el resultado producido
por el traductor. El proceso, pues, actu´a de forma
recursiva hasta que se consigue un lema va´lido.
4. Experimentos
Hemos llevado a cabo algunos experimentos
tendentes a comprobar la efectividad de estos
diversos sistemas de normalizacio´n con docu-
mentos y consultas en espan˜ol. La coleccio´n
de documentos empleada es la proporcionada
por CLEF (Cross Language Evaluation Forum:
http://clef.iei.pi.cnr.it)5 , elaborada con
todas las noticias de la Agencia EFE del an˜o
1994. Esta coleccio´n contiene tambie´n un juego
de consultas con sus correspondientes estimacio-
nes de relevancia. El nu´mero de documentos es de
215.738, con una extensio´n media de 126.6 te´rmi-
nos no vac´ıos por documento. Los documentos
contienen varios campos, de los cuales, a efectos
de contenido textual para la recuperacio´n son u´ti-
les el que contiene el t´ıtulo de la noticia y el que
contiene el texto de la noticia propiamente dicho;
el resto de los campos indican cosas como la fecha,
la seccio´n, diversas claves y nu´meros de referen-
cia, etc.
Para todos los experimentos, se han eliminado de
documentos y consultas las palabras vac´ıas (usan-
do una lista esta´ndar de unas 300 palabras), y
se ha efectuado una normalizacio´n elemental a
nivel de cara´cter, convirtiendo todas las letras a
minu´scula y eliminando acentos; esta u´ltima deci-
sio´n incrementa las dificultades de la lematizacio´n
flexiva, obviamente, pero la hemos estimado ne-
cesaria debido a la inconsistencia en la aplicacio´n
real de acentos en espan˜ol (a pesar de que, en el
caso de los acentos, las normas ortogra´ficas son
especialmente un´ıvocas y carecen pra´cticamente
de excepciones). En parecida l´ınea, se ha consi-
derado separador de te´rminos cualquier cara´cter
no alfabe´tico; los nu´meros tambie´n se consideran
caracteres no alfabe´ticos.
El modelo de recuperacio´n utilizado es el del
bien conocido modelo vectorial [35], con un
esquema de pesos ntc que, como es sabido,
es el ma´s frecuente. El software utilizado es
de realizacio´n propia: un programa llamado
URRAKA (Una Reforma Revisada y Ampliada de
Karpanta).Karpanta (http://reina.usal.es) es
nuestro motor experimental de recuperacio´n.
Para estimar el efecto de los ditintos sistemas de
normalizacio´n, se ha efectuado una ejecucio´n pre-
via sin ningu´n tipo de stemming, como l´ınea base
de comparacio´n.
Para el s-stemming se ha aplicado un algoritmo
ligeramente mejorado, en el sentido de que eli-
mina tambie´n las vocales finales a, e y o. Con
ello se pretende sortear los problemas de ge´nero;
como se ha indicado antes para los plurales, el al-
goritmo es ciego, en el sentido de que trata por
igual todas las palabras, sin discriminar adjetivos
o sustantivos de otras formas gramaticales.
Para el caso de los n-gramas, se ha aplicado la
pra´ctica habitual de considerar que los te´rminos
a descomponer van precedidos y seguidos de un
espacio en blanco. Se han considerado diversos
taman˜os (n=3, n=4, n=5, n=6). El experimento
con n-gramas presenta un intere´s adicional: la co-
leccio´n CLEF esta´ plagada de errores tipogra´fi-
cos, y una de las ventajas potenciales de los n-
gramas es atenuar esta clase de errores [43].
Por lo que se refiere a la lematizacio´n flexiva,
nuestro lematizador utiliza una lista de 88 sufijos,
con unas 2.700 reglas de aplicacio´n. El diccionario
o lexicon consta de unas 70.000 entradas.
Dado que se considera, generalmente, que el stem-
ming produce mejores resultados con consultas
cortas, se han efectuado pruebas con las consultas
completas (los tres campos) y so´lo con el campo
<TITLE> de dichas consultas. Debe considerarse,
adema´s, que, al menos en sistemas de recupera-
5Las colecciones CLEF son propiedad de CLEF Consortium y ELDA
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cio´n interactivos, las consultas reales de los usua-
rios tienden a ser muy breves.
4.1. Resultados
Los resultados obtenidos se muestran en los gra´fi-
cos adjuntos. La evaluacio´n se ha efectuado to-
mando en cuenta los 1.000 primeros documen-
tos devueltos para cada consulta en cada moda-
lidad. En ellos se muestran los resultados obteni-
dos para cada me´todo de normalizacio´n emplea-
do, tanto con consultas largas (completas) como
cortas (so´lo el campo <TITLE>). Para el caso del
s-stemmer se presentan los resultados obtenidos
por el s-stemmer mejorado, ligeramente superio-
res a los obtenidos por el s-stemmer normal. En
lo que se refiere a n-gramas, se muestran los resul-
tados obtenidos con el mejor taman˜o de n (n=5).
Lo primero que se aprecia es que la normaliza-
cio´n produce mejoras claramente en todas las mo-
dalidades, salvo en la de n-gramas; en este u´lti-
mo caso,la mejora es muy escasa para las consul-
tas cortas, mientras que para las consultas largas
los resultados empeoran frente a la no normali-
zacio´n. Para las dema´s modalidades de norma-
lizacio´n, cuando se trata de consultas cortas, los
resultados son peores que con las consultas largas,
lo cual entra dentro de lo esperable. Sin embar-
go, en consultas cortas las diferencias sobre la no
normalizacio´n se acentu´an.
La lematizacio´n flexiva mejora resultados en to-
dos los casos, y la derivativa supera a e´sta cuando
las consultas son cortas. Con consultas largas, sin
embargo, la derivativa produce resultados inferio-
res a la flexiva, e incluso, para valores medios de
exhaustividad, ligeramente inferiores a la no nor-
malizacio´n.
Cabe destacar el buen comportamiento del s-
stemmer mejorado, superior a todos los dema´s
sistemas con consultas largas, y tambie´n para
pra´cticamente todos los tramos con consultas cor-
tas, salvo en lo que se refiere a lematizazio´n de-
rivativa; en e´ste u´ltimo caso, sin embargo, tam-
bie´n es superior en los primeros tramos, con ex-
haustividad baja (normalmente, para los prime-
ros documentos recuperados); el resto de la curva
muestra resultados peores que los de la lematiza-
cio´n derivativa, aunque las diferencias no son es-
pecialmente acusadas. Esto es especialmente im-
portante si tenemos en cuenta la simpleza (incluso
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la crudeza) de este algoritmo de normalizacio´n.
Esta simpleza contrasta con los sistemas de le-
matizacio´n (tanto flexiva como derivativa), que
requieren algoritmos sofisticados y conocimiento
lingu¨´ıstico complejo.
Sobre este punto, debe notarse que las te´cnicas
lingu¨´ısticas tienen un margen de error; aunque es-
te margen es reducido (y puede reducirse ma´s, con
la mejora del conocimiento lingu¨´ıstico aplicado),
penaliza, pues introduce ruido con cada error. La
lematizacio´n derivativa, al operar sobre los resul-
tados del lematizador flexivo, an˜ade a los errores
de e´ste sus propios problemas, fundamentalmente
los derivados de la distancia sema´ntica entre pala-
bras derivadas y sus respectivos lemas. Su mayor
poder de fusio´n de te´rminos explica sus buenos
resultados cuando las consultas son cortas; pe-
ro cuando e´stas contienen un nu´mero mayor de
te´rminos, tales problemas afloran, empobrecien-
do comparativamente sus resultados.
5. Conclusiones
Se han descrito diversos algoritmos de normali-
zacio´n de te´rminos y se ha probado experimen-
talmente con una amplia coleccio´n de documen-
tos y consultas en espan˜ol. Parece claro que esta
normalizacio´n mejora los resultados en la recu-
peracio´n, especialmente cuando las consultas son
cortas, lo que suele ser el caso ma´s frecuente. El
uso de los n-gramas, por otra parte, parece de-
saconsejable, pues los resultados obtenidos no al-
canzan los que se obtienen sin aplicar ningu´n tipo
de normalizacio´n.
Los algoritmos ma´s complejos, que incluyen co-
nocimiento lingu¨´ıstico, no obstante, no consiguen
superar los resultados conseguidos con un simple
s-stemmer, mucho ma´s fa´cil de implementar.
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