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Abstract
Vision based object detection is a key feature within planetary rover navigation
which facilitates several functions such as hazard avoidance, localization and path
planning. Most of the current research is based on stereoscopic vision or multiple cam-
eras strategically placed along the rover chassis that perform one specific function. This
works for large rovers with sufficient processing power, however such resources would
not be very practical for small or micro-rovers.
This thesis aims to extract terrain surface information from a single camera mounted
on a micro-rover such as the Surrey Mobile Autonomy and Robotics Testbed (SMART)
based on minimal computational resources. The terrain surface information can pro-
vide feature inputs to other on-board navigation functions such as the Planetary Monoc-
ular Simultaneous Localisation and Mapping (PM-SLAM) and constellation matching.
The detected terrain surface can also be of scientific interest due of the geometrical
characteristics produced from this research.
This research aims to improve the processing speed of the Guidance Navigation
and Control (GNC) system using low level 2D image processing techniques. The meth-
ods employed result in a faster "perception stage" of the GNC with lower processing
power requirements, creating structural information, shape descriptors and cognitive
segmentation/classification of the rover’s surrounding environment.
Although the initial application of this research is for planetary rovers, the research
outcome is envisaged to be relevant, and hence transferable, to other vehicle navigation
problems used on land, air or under water.
v
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Chapter 1
Introduction
1.1 Background
Throughout history, mankind has always had an urge for exploration. While observa-
tion of objects in space pre-dates reliable recorded history, it was the development of
large rockets during the late 1950s that allowed physical space exploration to become
a reality, giving rise to the opportunity for closer exploration of bodies within our so-
lar system. From Earth orbiters such as the Sputnik 1 to manned Lunar landings of
the Apollo missions and the Voyager I & II probes, all the way to the latest rovers to
wander on Mars, the past 50 years have seen a huge leap in space exploration and its
technological progression.
Recent rover missions to Mars have returned a plethora of information about the
geology and evolution of the planet. The rovers are capable of exploring various
sites with diverse geological characteristics however they have a number of limitations
which tend to reduce the scientific return of the mission. Planetary rovers operating
on Mars suffer from intermittent communications, transmission latency, bandwidth
constraints, and limited hardware resources. An elementary component in the suc-
cess story behind such missions is the ever increasing level of autonomy built into
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these rovers. Without the rover being able to perform certain tasks, devoid of hu-
man intervention, it would not be viable for the rover to cover the required distances.
Future Martian surface exploration missions will demand an even higher scientific re-
turn. Therefore future planetary rovers will require superior levels of autonomy [8]
that would enable them to achieve the mission objectives with little intervention from
ground control. Such levels of autonomy would necessitate efficient algorithms capa-
ble of sensing and reacting to the rover’s environment in a timely manner.
1.2 Motivations
Sensing and detecting objects in a natural scene is an intricate challenge for mobile
robots which involves a complex combination of vision processing and domain knowl-
edge of the scene. The latter is even trickier for planetary rovers that are traversing
unfamiliar terrain which increases the demand for more accurate and faster vision al-
gorithms.
Knowledge of nearby rocks and impassable obstacles allows a planetary rover to
adapt its control and plan traversal strategies to avoid collisions and other hazards,
thus improving the mission’s scientific return [2]. Near-term scientific goals for Mars
surface exploration are expected to focus on understanding the planet’s climate history,
surface geology, and potential for past or present life. To accomplish these goals, plan-
etary rovers will be required to safely access rough terrain with a significant degree of
autonomy. On-board image understanding allows rovers to acquire and understand
scene images autonomously when human guidance is unavailable. The comprehen-
sion of images also allows planetary rovers to make the most of each command cycle
by performing autonomous site characterization and prioritization of the most impor-
tant data for downlink.
Most of the time, the problem of understanding a rover’s environment is addressed
using multiple view geometry by acquiring scene images from different points of view,
being through stereoscopic analysis, Structure from Motion (SfM) or by other means.
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Such methods are typically associated with high computational costs and have limited
range [9]. Whilst in terrestrial robots the processing costs are trivial, as processors and
memory are getting faster and cheaper, the processing power available on planetary
rovers has been slow to catch up due to various technical challenges [10] and hence,
such algorithms are unable to operate at optimal speeds. Therefore due to lack of pro-
cessing power and a limited range, planetary rovers travel at slow speeds and make
frequent stops to analyse the terrain in its path [11]. Typically, this is an inherited char-
acteristic of the rover’s Guidance, Navigation and Control (GNC) system.
The GNC system forms a crucial part of a planetary rover, allowing it to negotiate
a path through challenging unstructured terrain. GNC architectures used in current
missions restrain the traverse speed of existing rovers, especially when the driving
mode is required to be fully autonomous [11].
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FIGURE 1.1: Functional configuration of a planetary robot autonomous
operation.
Figure 1.1 depicts a typical functional configuration of a planetary robot autonomous
operation [12] where the “Autonomous Terrain Assessment” block (green dotted box)
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highlights the generation of a terrain and traversability map based on various sensor
inputs. Such methods are typically unable to operate in Real-Time on a planetary rover
due to the complexity of the vision algorithms in the “Autonomous Data Selection
block (red pattered box). Enabling a rover to comprehend its environment quicker and
hence allow a faster traverse rate, would increase the scientific value of a mission and
enhance the potential success of the mission [13].
1.3 Objectives
Terrain assessment from monocular images for autonomous navigation of planetary
rovers is a relatively new and challenging research area, not only because of the hard-
ware limitations, but also because the rocks, obstacles and highly deformable terrain
exhibit diverse morphologies and have no uniform properties to distinguish them from
background soil.
The objective of this research is to propose novel alterations to existing Guidance
Navigation and Control (GNC) architectures that will abate some of the current lim-
itations, with the potential for application to future planetary exploration missions.
Specifically this research aims to improve the processing speed of the Sense-Model-
Plan-Act (SMPA) model by employing algorithms that require lower computational
costs enabling the SMPA model to operate in as close to real time as possible given the
system constraints.
In more detail, this PhD aims to supply terrain/traversability maps and a set of
robust feature vectors of objects in the vicinity of a planetary rover, to other on-board
GNC systems, consuming the smallest amount of resources possible and most impor-
tantly, within a shorter time frame than existing state-of-the-art. The challenge is to ex-
tract rock/hazard/terrain related information and generate traversability and terrain
maps from monocular cameras using low-level 2D image interpretation methods.
The process involves a) validating a monocular based Digital Terrain Model (DTM)
generation method that consumes less computing resources or generates the model
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within a considerable shorter time-frame, b) extracting the soil properties from single
monocular images in a continuous manner and c) identify objects of interest or poten-
tial hazards using a low computational cost methods. The output from these methods
are subsequently employed for use in hazard avoidance, navigation and localization.
Furthermore detection of hazardous situations such as large obstacles and very lose de-
formable terrain in the immediate vicinity of the rover can be reported directly to the
reactive system of a rover, which is essential for safe traversal of unknown planetary
terrains at elevated speeds.
However, the improvement of the actual GNC and its performance is outside the
scope of this work. This thesis is concerned with presenting a GNC system with faster
and more comprehensive information in an effort for the GNC system to perform faster
operations. In effect, this work focuses on transforming data from the sensors into
meaningful information that the GNC can process through the "Autonomous Data Se-
lection block" in a more timely manner employing the theoretical and novel concepts
proposed in this thesis.
1.3.1 Towards a Real-time GNC
Future planetary exploration missions will seek to expand upon the quantity, depth
and diversity of scientific return compared to current missions. Some of the potential
scenarios may include sample-return missions, geographical and geological surveys of
larger areas and more precise localisation of specified objects of interest. Such com-
plex mission scenarios introduce very challenging problems for the rover’s Guidance,
Navigation and Control (GNC) system. Significantly reduced traverse times and an
increased level of autonomy compared to the current state-of-the-art in rover GNC sys-
tems, are key requirements in allowing planetary rovers to reach targets more quickly
and more precisely [14].
The autonomous driving mode in current GNC architectures follow a SMPA paradigm
requiring the rover to halt periodically, substantially reducing traverse speeds [11]. The
Mars Science Laboratory (MSL) currently achieves a speed of 0.56 cm/s in autonomous
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SMPA-based drive mode. The SMPA traverse speed limitations are mainly due to the
limited processing power available on-board the rover [15].
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FIGURE 1.2: Suggested changes to obtain real-time terrain assessment.
Figure 1.2 highlights the suggested changes to the "Autonomous Data Selection"
block (red pattered box) in contrast to the method depicted in Figure 1.1, to obtain
faster and more efficient terrain assessment. A ‘Terrain assessment knowledge base’
block has also been added to the figure (purple box and lines). It is envisaged that this
block would contain historic terrain information which the system can refer to in order
to improve the output of the presented algorithms. A closed loop feedback mecha-
nism has also been added to the model. These additions are however not discussed or
researched further and have been inserted to complete the model.
Several improvements to the GNC architecture have been proposed in literature
[11] and although these improvements have proven to augment the accuracy and speed
of the rover, their practical use, within planetary applications, is constrained by the
lack of computational resources [16]. The pragmatic outcome is a trade-off between
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the accuracy and speed which needs to be governed by the application and mission
objectives [17].
The suggested "Autonomous Data Selection" block comprises of the following:
1.3.1.1 Monocular 3D Map Generation
One of the areas in the computer vision discipline that is gaining interest is Photo-
clinometry, which coupled with other visual strategies such as cognitive segmentation
and classification methods, has proven to be very effective within the mammal domain.
Photoclinometry is an effectual means of recovering the three dimensional shape of an
object or scene from a monocular image [18]. Photoclinometry or shape from shading
(SfS) techniques have been exploited by planetary scientists for more than 50 years [19].
The manner in which light reflects off an object’s surface, and the shadows that are cast
by the object provide an effective cue to determine the shape of objects. The resultant
output being either the relative distance from camera to surface points, or the relative
surface height above the x − y plane. Both these methods can be transformed into a
digital terrain model. Furthermore SfS can be used to detect objects at a much further
distance than stereo vision processing [9]. Being able to identify long-range obstacles
and other terrain parameters is a relatively new area of research, whose results will be
of clear relevance for planetary exploration.
As detailed in Chapter 3, SfS will generate a topographic model or Digital Terrain
Model (DTM) of the area around the rover depending on the cameras’ point of view,
using a single monocular image. The DTM can then be utilised to highlight the rough-
ness, slope and most importantly any potential obstacles that may be hazardous to the
rover if it were to attempt traversing that terrain. In addition, the DTM is utilised as the
bases of one of the novel Image Based Soil Analysis algorithms, as detailed in Chap-
ter 4 and the novel Structure Augmented Monocular Saliency algorithm as detailed in
Chapter 5.
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1.3.1.2 Image Based Soil Analysis
Planetary rovers are also likely to encounter challenging deformable terrain that affects
their mobility. The deformable terrain may also become a hazard in which the rover
can get entrenched, known as "embedding events". A typical example is MER-A rover,
Spirit, which experienced multiple embedding events until finally on May 1, 2009 it
became permanently immobilized and all attempted maneuvers to free the rover for
the following eight months failed [20].
Highly deformable terrain also causes traction loss and wheel slip, where the rover
would operate in a less efficient manner than originally anticipated. This results in
slower traversal of the terrain and higher consumption of power resources [21].
Wheel sinkage assessment helps the rover characterize the regolith being traversed,
allowing it to make judgements on whether the rover can get entrenched in the soil
and make assumptions of the terrain it is about to negotiate. The sinkage of a wheel
or leg can be accurately determined through vision based techniques [21,22], however,
most algorithms are inept at operating in real-time due to limited processing power
available on planetary rovers [10, 15]. In such cases the rover needs to either halt in
order to acquire and process an image, or only acquire sinkage readings periodically
at the highest possible frequency, which is usually a considerable number of seconds
apart. The stop and calculate scenario (part of the SMPA mode) would increase the
traverse time of the rover and would not be practical when frequent measurements are
required. In the periodic scenario there is a risk that the rover would already be in a
hazardous position by the time the sinkage is calculated since the rover has moved to
a new location making the calculation archaic.
As detailed in Chapter 4, a vision based algorithm that can assess the sinkage of
a wheel for planetary rovers is believed to be the ideal means to make assumptions
on the soil it is about to traverse. Two methods have been proposed where the first
requires a specific hardware design while the second can be applied to current rover
designs with retrospect analysis of the terrain just traversed by the rover. Both methods
employ low level 2D image analysis using minimal computational resources [3].
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1.3.1.3 Salient Object detection
Over the past few decades extra-terrestrial planetary rovers have evolved into highly
complex intelligent systems utilising a variety of on-board sensors. In particular, ma-
chine vision has played an important role in increasing rover autonomy. Visual feature
detection remains a key research topic, especially for rover localisation, pose estimation
and navigation. Moreover identification of landmarks such as, rocks in terms of point-
based features (Scale-Invariant Feature Transform (SIFT), SURF and corner-based) us-
ing supervised classification techniques are computationally intensive, and prone to
failures due to the homogeneous surfaces texture of Mars and other such regolith cov-
ered celestial bodies.Furthermore, image databases for training purposes (from previ-
ous missions) are limited, and may over fit models to very specific terrain patterns that
are not generic. Thus, it is important for landmarks, such as rocks, to be detected using
methods that are generic, unsupervised, and do not rely on visual descriptors that are
computationally intensive.
The use of stereopsis (or stereo vision) has been the most widely used solution for
terrain mapping on Mars. However there will be a greater requirement for identifica-
tion of terrain features, such as rocks, slopes and other related hazards as landmarks
for future extra-terrestrial missions. Where stereo vision and active Light Detection
And Ranging (LiDAR) based solutions do exist in terrestrial rovers for such applica-
tions [24–26], they might prove to be computationally intensive or power intensive
for planetary rovers. Alternatively, the use of monocular vision-based techniques may
well be a more optimal solution in terms of hardware, software and resource consump-
tion. There is an increasing understanding that monocular vision-based object detec-
tion methods offer great potential for the identification of landmarks on planetary sur-
faces. Most popular methods include; shape analysis and detection, edge-detection
operators, interest-point detectors, and Haar-like features [9]. However, these features
may exhibit suboptimal performance if training data is not sufficiently large.
Furthermore, monocular vision-based techniques can be used to detect objects at
a much further distance than stereo vision processing [9]. For more than a decade,
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there has been an effort to develop machine vision paradigms that can extract regions
of interest (ROI) in terms of their global and local conspicuity characteristics, known
as visual saliency models [27]. At the time of writing, only one such method, i.e., Itti
et al. [28], has been used for the detection of planetary rocks [29] within the context of
planetary rovers. However, a more in depth investigation is required into such models,
in order to identify the most feasible stimuli for such planetary mission applications.
As detailed in Chapter 5, an object detection technique dubbed Structure Augmented
Monocular Saliency (SAMS) is proposed. The algorithm is able to reliably detect objects
(e.g., ‘rocks’) from a single planetary 2D image. The proposed solution is based on
existing state-of-the-art saliency algorithms and augmented using the DTM of a scene
acquired using the photoclinomentry method described in Chapter 3. The SAMS tech-
nique seeks to abate some algorithmic limitations of existing methods without a-priori
model training requirements, lower computational complexity and greater robustness
towards applications over long-distance planetary terrains.
Chapter 1. Introduction 11
1.4 Novelties and Contributions
The synergy of the above mentioned techniques will help to increase the execution
speed of the ’Perception Stage’ within a GNC architechture. This should yield lower
computational complexity, greater robustness and an inclination towards operating in
real-time.
The contributions of this thesis in the area of computer vision for planetary explo-
ration are summarised as follows:
1.4.1 Evaluation of Monocular DTM reconstruction methods
The photoclinometry module within the Autonomous Data Selection block is a DTM
generation method that has been adapted for use on planetary terrain environments
from a rover world frame. Although Shape-from-Shading is a well studied method
for terrestrial applications and planetary images from satellites, to date there has been
no direct research evaluating and investigating the photoclinometry methods from a
planetary rovers’ perspective. This research aims to identify the most applicable state
of the art algorithms for use within a planetary rover.
The theory behind various algorithms is evaluated together with the challenges of
SfS algorithms from a planetary rover point of view. Furthermore, a number of datasets
are used for the experimental evaluation of theoretical models in terms of accuracy and
error when compared to DTMs generated from stereo vision methods and a ground
truth. The objective is to validate a method, in both theory and practice, that creates
a rough DTM using photoclinometry that is able to recreate the scene with the least
possible computational resource use and to a limited degree of accuracy.
A geometric method for calculating the depth of an object of interest within the
scene is also compared to stereo methods for accuracy. An analysis has been performed
to determine the limitations of using this method in localisation applications.
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1.4.2 Image Based Soil Analysis
Identifying wheel sinkage for planetary exploration rovers can give a critical insight
about the terrain traversability and in particular the characteristics of deformable soils
that the rover travels on. The Image Based Soil Analysis module within the GNC is able
to detect the stiffness of the soil and its deformability using one or both the proposed
novel theoretical techniques.
The first proposed method requires a camera mounted just below the wheel’s cen-
ter of rotation looking at the wheel/sand interface. The algorithm is dependent on
correctly segmenting the contour of the wheel from the background and from the de-
formable terrain.
The second proposed method can be adopted by most rovers that incorporate a rear
facing camera looking at the tracks left in the rover’s wake. The retrospective wheel
sinkage data can be adapted to model the stiffness of regolith for scientific purposes,
attempt to predict the immediate stiffness and traversability of the soil in front of the
rover and allow the rover to adjust it’s driving stratagy to adapt to the predicted re-
golith type [30].
These methods allow the rover to potentially anticipate non-geometric hazards
while the rover is in motion, aiding the GNC to operate more efficiently. Furthermore,
a number of datasets are used for the experimental evaluation of theoretical models in
terms of accuracy and error when compared to a ground truth.
1.4.3 Salient Object detection
Specific surface characteristics of objects on planetary surfaces may provide sufficient
information for it to be distinguished in the visual scene. Salient object detection meth-
ods provide a much swifter extraction of objects that may be of interest or of a haz-
ardous nature.
The theory behind the proposed novel saliency-based object detection algorithm
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is evaluated. Furthermore, a number of datasets are used for the experimental evalua-
tion of theoretical models and corroborated to improve detection and execution alacrity
when compared to the state-of-the-art saliency algorithms. The theoretical work pre-
sented in this thesis discusses how such a method would augment the accuracy and
efficacy of a saliency algorithm. This is then supported by lab experiments and tested
on planetary images.
The synergy of these techniques will allow the GNC system to operate more efficiently,
yielding lower computational complexity in an inclination towards operating in real-
time.
1.4.4 Constraints and assumptions
Most of the research on SfS use synthetic images or images of objects with confined
constraints such as homogeneous or known albedo, structured lighting or even images
of specific singular objects. This is mainly due to the challenges that natural environ-
ments present. The application of SfS within natural environments becomes a difficult
problem to solve and may require excessive computational power that surpasses the
requirements of processing stereo images [21].
In a study about the composition of natural scenes [31] from a spectral perspective,
Ruderman argues that albedo and various other object reflectance properties are non-
linear and are conditioned by atmospheric conditions such as moisture and pressure,
and the reflectance of various spectra from other objects. As the variation of these con-
ditions on Mars and the Moon are negligible to non-existent, with objects having very
distinct albedos [32–34], computing the DTM of a natural scene in such environments
is much less challenging.
This research also focuses on possible applications within existing planetary rovers
or with the possibility of minor modifications. Therefore and new or emerging tech-
nologies which are not likely to fly to other celestial bodies within the immediate future
are not considered.
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1.5 Structure
The thesis is structured as follows:
• Literature review: Chapter 2 introduces a number of key concepts pertaining
to components within the Autonomous Data Selection block of a typical GNC
architecture state of the art with reference to planetary rovers (See figure 1.1).
Furthermore the limitations of the components within this block are discussed to-
gether with the state of the art relating to the suggested components or modules,
namely; the digital terrain model reconstruction, the image based soil analysis
and the salient object detection modules.
• Evaluation of Monocular DTM reconstruction methods: Chapter 3 illustrates
the concepts behind the DTM reconstruction method. Experiments and analy-
sis of the results based on the method of choice are presented and compared to
current methods used.
• Image Based Soil Analysis: Chapter 4 presents two novel methods to charac-
terise the soil that a rover is traversing. Both methods can gauge the stiffness
of the soil and the amount of wheel sinkage that the rover might be or has ex-
perienced. Several experiments and analysis of their results are presented and
discussed.
• Salient Object Detection: Chapter 5 presents a novel Saliency based algorithm
for object detection in a planetary environment such as Mars. The theoretical
design of the algorithm and analysis of the experiments are presented and com-
pared to state of the art saliency methods using typical datasets.
• Conclusion and Future work: In conclusion, Chapter 6 briefly describes how
the computationally efficient algorithms presented above are capable of deliver-
ing a set of robust feature vectors and other terrain/traversability maps to other
on-board GNC systems. The feature vectors can in turn be integrated into a full
system that would help to increase the traversal speed and effectiveness of plan-
etary rovers compared to current systems.
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1.6 Publications
Research material within this report has been published in the following journal arti-
cles and conference proceedings together with an overview of the citation frequency of
these publications shown in figure ?? (listed by contribution relevance with contribu-
tion highlights in "italics"):
Publications that contribute to this research
1. Structure Augmented Monocular Saliency for Planetary Rovers - Journal Paper -
Conrad Spiteri, Affan Shaukat, Yang Gao - Robotics and Autonomous Systems,
Volume 88, February 2017, Pages 1–10 - ‘published’ [35].
Researched and designed the algorithm, built test environment, analysed the data and
compiled the manuscript.
2. Real-time Visual Sinkage Detection for Planetary Rovers - Journal Paper - Con-
rad Spiteri, Said Al-Milli, Yang Gao, Aridane Sarrionandia – Robotics and Au-
tonomous Systems - Vol 72, pages 307 - 317, 2015 - ‘published’ [2].
Refined the algorithm based on previous work [3], collected various datasets at a field
trial, analysed the data and compiled the manuscript.
3. Lunar Soil Strength Analysis based on Chang’E 3 Data - Journal Paper - Yang Gao,
Conrad Spiteri, Chun-Lai Li, Yong-Chun Zheng - Advances in Space Research,
Volume 58, Issue 9, 1 November 2016, Pages 1893–1899 - ‘published’ [36]
Researched and designed the algorithm, built test environment, analysed the data and
compiled part of the manuscript.
4. Real-time Vision Based Dynamic Sinkage Detection for Exploration Rovers - Con-
ference Paper - Al-Milli, S.; Spiteri, C.; Comin, F.; Yang Gao - Intelligent Robots
and Systems (IROS), 2013 IEEE/RSJ International Conference on, pp.4675,4680,
3-7 Nov. 2013 – ‘published’ [3].
Researched and designed the algorithm, analysed some of the data and compiled part of
the manuscript.
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5. A Survey on Recent Object Detection Techniques Useful for Monocular Vision-
based Planetary Terrain Classification - Journal Paper - Yang Gao, Conrad Spiteri,
Minh-Tri Pham, Said Al-Milli - Robotics and Autonomous Systems, Volume 62,
Issue 2, February 2014, Pages 151-167– ‘published’ [9].
Further expanded on previous work, added clarification where required, added a new sec-
tion to complete a void in the research, compiled final version of manuscript.
6. Quasi-Thematic Feature Detection and Tracking for Future Rover Long-Distance
Autonomous Navigation - Conference Paper - A. Shaukat, C. Spiteri, Y. Gao,
S. Al-Milli, A. Bajpai - - 12th Symposium on Advanced Space Technologies in
Robotics and Automation ASTRA 2013 – ‘published’ [29].
Researched and designed one of two algorithms, built test environment, analysed the data
and compiled part of the manuscript.
7. Next Generation GNC Architectures - Journal Paper - Affan Shaukat, Said Al-
Milli, Abhinav Bajpi, Conrad Spiteri, Guy Burroughes, Yang Gao, Daisy Lachat,
Matthias Winter - Astra 2015, At Noordwijk, the Netherlands, Volume: 13th
Symposium on Advanced Space Technologies in Robotics and Automation ‘pub-
lished’ [11].
Researched literature on a proposed algorithm and compiled part of the manuscript.
Publications that indirectly contribute to this research
8. Towards Camera-LIDAR Fusion-Based Terrain Modelling for Planetary Surfaces:
Review and Analysis - Journal Paper - Shaukat Affan, Blacker Peter C., Spiteri
Conrad and Gao Yang - Sensors Journal, vol. 16, no. 11, p. 1952, 2016 - ‘published’
[37]
Researched and designed one of the algorithms, analysed some of the data and compiled
part of the manuscript.
9. Multi-Level Soil Sensing Systems to Identify Safe Trafficability Areas for Extra-
Planetary Rovers - Conference Paper - W. A. Lewinger, F. Comin, S. Ransom, L.
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Richter, S. Al-Milli, C. Spiteri, Y. Gao, M. Matthews, C. Saaj - - 12th Symposium
on Advanced Space Technologies in Robotics and Automation ASTRA 2013 –
‘published’ [38].
Compiled part of the manuscript based on previous work [2] that is a key component of
this paper.
10. Remote Sensing of Martian Terrain Hazards via Visually Salient Feature Detec-
tion - Conference Abstract - Said Al-Milli, Affan Shaukat, Conrad Spiteri, Yang
Gao - European Planetary Science Congress Vol. 9, 2014 ‘published’ [39]
Contributed to the compilation of the paper.

Chapter 2
Literature Review
2.1 Terrain Classification and Object Detection
This Chapter introduces a number of key concepts pertaining to components within
the Autonomous Data Selection block of a typical Guidance Navigation and Control
(GNC) architecture state of the art with reference to planetary rovers (See figure 1.1).
A key component of the GNC system described in [12] is the ability to autonomously
asses the terrain via the Autonomous Terrain Assessment block (See Figure 1.1 & 1.2).
Terrain classification and object detection methods help create a topography map that
categorises its traversability, highlight objects that may be a hazard to the rover and
eventually plan an appropriate path.
Terrain classification and object detection methods start with the analysis of raw
data from the rover‘s plethora of sensors. Cameras (both monocular and stereo) are
the most common sensors used, followed by LIght Detection And Ranging (LIDAR)
instruments which are often found in terrestrial applications [9]. They provide direct
information about the terrain at mid-range to long-range distances. Motor encoders
and other proprioceptive sensors such as vibration sensors, current sensors, and con-
tact sensors provide indirect information of terrain at short-range or zero distance.
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A wide variety of methods have been proposed for Terrain classification and object
detection, covering all distances, from the zero to long-range. These include methods
that work exclusively for a certain type of sensors or ranges, as well as those that fuse
information from different types of sensors, and from different ranges. Sancho-Pradel
and Gao have summarised the majority of recent Object detection methods in [12].
They group the Object detection methods into five categories, namely: geometric anal-
ysis, appearance analysis, soil analysis, and scientific interest analysis .
Figure 1.1 illustrates the functional configuration proposed for autonomous plane-
tary robots, which incorporates a terrain assessment module that can combine multiple
features (i.e. geometry, appearance, terramechanic parameters and scientific interest
index) in a decentralized fashion. These features are extracted by a set of specialized
blocks derived from existing techniques and can be extended to accommodate new
approaches and sensors.
Geometric information from sensors like LIDARs or stereo-vision work well for
short to mid-range distances, however, the estimated Digital Terrain Model (DTM) in-
formation becomes less reliable as the distance increases, and may not be sufficient to
optimally navigate a rover through long distances. In addition LIDAR technology has
not been extensively used in space missions due to the practical difficulties of maintain-
ing the mechanical elements, high power requirements and weight constraints, how-
ever, space ready 3D LIDAR systems for planetary rovers are starting to emerge [40].
At long-range distances, monocular images are probably the only reliable sensory
input available [12]. Image cues can provide valuable information to complement ge-
ometric methods in the analysis of a scene. Although they contain rich information
for object detection, they are harder to process than other types of sensory input. One
solution is to use low-level classifiers, a classification method that relies on a single
visual feature such as colour, texture, and geometric properties [41]. Nevertheless, in
unstructured environments such as Mars, none of these features are sufficient on their
own for robust classification of the terrain.
Colour-based classifiers suffer from cases of shadowing and reflectance and in a
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Martian-like environments, the colour variation is narrowed due to the lack of moisture
and almost homogeneous dust covering the planet. Colour based classifiers also need
to be carefully tuned in order to operate reliably. Image texture is a measure of special
variation in intensity and is often used to detect structural, roughness or regularity
differences in an image. Texture feature classifiers suffer from range sensitivity and
from significant intra-class variability. Geometric-based classifiers suffer from the lack
of regularity of objects found within a natural environment setting.
Vision-based Object detection methods can be roughly classified into two groups,
those working at: 1) Short to mid-range distances, and 2) Long-range distances.
2.1.1 Short and medium range
A variety of terrain types is likely to be encountered thus pre-emptive planning based
on input data is desirable [42]. The analysis of visual information (e.g. color & texture)
from small terrain patches often provides a good balance between sensor complexity
and object detection accuracy.
Shirkhodaie et al. [43] addressed terrain traversability as a classification problem
where statistical information extracted from small image patches is combined with soft
computing inference techniques. They presented a comparative study of the results
obtained with three different classifiers based on: 1. Heuristic rule-based terrain classi-
fier (RBTC) 2. Artificial neural networks (ANN) 3. Fuzzy logic reasoning (FL). Terrain
patches were classified into one of the following types: a) sandy, b) rough, c) very rocky,
d) rocky, e) impassable f) uncertain.
Visual appearance methods have also been proposed for estimating terrain geo-
metric properties. Howard and Seraji [44] used monocular techniques to obtain terrain
traversability factors such as obstacles, terrain roughness and terrain discontinuities.
Huertas et al. [45] presented a purely image-based set of algorithms for detecting
most types of potentially fatal hazards, such as slope, roughness, rocks and craters.
Craters, for instance, are located by extracting their rims (i.e., Canny edge detection
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and edge grouping), fitting an ellipse to each edge group, and finally refining the el-
lipses using the original intensity image. Rocks, on the other hand, are detected in two
steps, namely shadow detection (using either k-means clustering or maximum entropy
thresholding) and rock modeling (based on the shape of the shadows).
In [46], Angelova et al. used appearance information to recognize a set of previ-
ously learned terrain classes. Following the texton-based texture recognition method
proposed by Varma et al. [47], monocular images are used for classifying the terrain
in each cell of a rover’s local map, by analysing terrain patches corresponding to the
back-projections of map cells into the image plane.
Thompson and Cabrol [48] presented an object detection method that can be run
on-board. Four general sedimentological “soil types” for the images were considered:
drifts, ripples, dunes, and composite soil. In their method, they used the integral im-
age transform to produce pixel-level texture features. A decision tree using integer
arithmetic was used for fast object detection of probe patches. These two techniques
combined an efficient algorithm requiring a small memory footprint.
Rock heights are a critical measurement for safe landing and rover traversal map-
ping. Thus, one desirable goal is to derive a very good estimation of its height together
with a good estimation of its location, and a reasonable approximation of its 2D hori-
zontal cross-section. Serrano et al. proposed in [49] to use camera imagery at distances
under 8 km to the ground, in order to identify craters and rocks, following Huertas et
al.’s image-based algorithms, combining it with LIDAR and radar measurements.
Rock shapes are not only important for path planning and navigation, but also of in-
terest to geologists and planetary scientists, who will benefit from methods for correct
segmentation of rocks in natural scenes. However, planetary scenes are poorly suited
for current visual segmentation techniques as they have no uniform property to distin-
guish them from background soil. Dunlop et al. [50] presented a novel detection and
segmentation method incorporating features from multiple scales to detect rocks from
short-range to mid-range distances. These features include aspects such as texture, ob-
ject attributes such as shading and 2D shape and scene elements such as the direction
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of illumination. Their method uses a “superpixel segmentation” followed by “region
merging” to search for the most probable groups of superpixels. A learning algorithm
with models of rock geometry definitions identifies whole rocks by scoring candidate
superpixel groupings, however, the method is computationally expensive [46].
2.1.2 Long range
Many terrain assessment and path planning approaches proposed in the literature are
capable of avoiding short-range geometric hazards such as rocks, steep slopes, rough
terrains, etc. Learning to identify long-range hazards and other terrain parameters
however, is a challenging problem, and is a relatively new area of research. A common
approach for training the robot to remotely extract terrain information is near-to-far
learning, which involves learning the mapping between some local terrain parameters
that the rover has good access to (e.g. geometric information, colour, texture, vibration
signature), and certain characteristics of a distant terrain area. These characteristics
could be roughly divided into two groups, namely terrain class (e.g. traversable/non-
traversable, type, etc.) and terrain traversability parameters, such as slip and rough-
ness.
Bajracharya et al; [42] presented a method for learning Long-range vision-based
object detection from short-range geometry-based object detection. The method con-
sists of three steps where local terrains are classified into either traversable or non-
traversable using a local terrain classifier that operates on stereo data, and the classifi-
cation results are back-projected to the image as labeled image windows. Finally, the
SVM classifier is re-applied to the image to classify terrains at long-range distances.
In [51], Brooks and Iagnemma presented a vibration-based local classifier (trained of-
fline) for supervising a longer range visual classifier in a similar manner.
Hadsell et al. [25] presented a self-supervised learning method for classifying com-
plex terrain traversability at distances up to the horizon, therefore allowing high-level
strategic long-range planning. The approach is similar to Bajracharya’s [42], in that
long-range vision-based object detection is learned from short-range geometry.
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Roughness is also an important factor in the assessment of the traversability of
remote terrain areas. Rough terrains can have various negative effects on planetary
rovers, such as reducing the reliability of electrical and mechanical systems, increasing
the localization error and making maneuverers more complex. Furthermore, traversing
rough terrains would typically require the vehicle to reduce its speed.
A self-supervised learning method for training a terrain roughness predictor using
laser range data was presented by Stavens and Thrun [52]. The purpose of this work
is not to estimate the roughness beyond the range of the lidar, but to decrease the mea-
surement errors obtained while driving at certain speeds on non-flat surfaces, which
at distances close to the LIDAR’s range can result in the creation of artificial obstacles.
Current planetary robotic systems navigate using stereo data to reconstruct a digital
terrain model with images taken at rest, hence avoiding this problem. Future missions
however, will require more sophisticated hardware and algorithms that will allow the
robots to assess the terrain in real-time, while in motion [9].
2.2 Digital Terrain Model reconstruction
Vision-based terrain model reconstruction has been an attractive solution for distin-
guishing nearby objects for planetary rovers. It is perceived that in the near future,
planetary rovers will require to perform this process faster in order to increase the
traversal distances in an autonomous fashion [53]. This will necessitate algorithms that
have the capability of real-time three dimensional scene analysis, which are quite con-
voluted.
Visual processing for terrain modeling can arbitrarily be segregated into two cat-
egories: stereopsis processing and monocular processing [54] which are then further
partitioned as illustrated in Figure 2.1.
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FIGURE 2.1: Visual processing for terrain modeling methods.
2.2.1 Stereopsis
Stereopsis (or stereo vision) takes advantage of the binocular disparity between two
cameras pointing at the same scene from two different vantage points, similar to the
human visual arrangement.
As depicted in figure 2.1 , Stereopsis can be further divided into two generic cate-
gories; a) Fixed baseline and b) Dynamic baseline
2.2.1.1 Fixed Baseline
In a fixed baseline binocular stereo arrangement such as illustrated in figure 2.2 the
cameras are rigidly mounted with a known baseline and the disparity between images
allows the vision processing mechanism to recover 3D point clouds from the scene and
eventually build a DTM from this information. However, the point cloud recovery
becomes less reliable as distance from the camera increases and the accuracy is a di-
rect relation to the separation between optical axes of the two cameras (parallax) [54].
Figure 2.2 illustrates the fundamental theory in calculating the distance of a particular
pixel within the scene using binocular stereo with a fixed baseline.
In figure 2.2 f is the focal length of the cameras, b is the baseline (distance between
the centre point of the lenses assuming a pinhole camera model), dl and dr are the
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FIGURE 2.2: Calculating distance of a pixel from the camera using binoc-
ular method.
distances from the centre of the projected pixel onto the respective sensor of the left
and right cameras and z is the distance to be calculated as per equation 2.1.
z =
bf
|dl − dr| (2.1)
However, this assumes that the stereo camera has been calibrated and the images
rectified. The geometry of a two-camera system is computed a priori in the stereo cal-
ibration process. Typically a calibration process would involve capturing synchronous
image pairs containing a chequered board or known pattern at various distances and
orientations. The pixel location of the patterns are subsequently used to compute the
3D pose of the calibration board in each image pair and an accurate model of the stereo
camera. The model consists of the intrinsic parameters of each camera such as the cam-
era’s focal length, distortion and the extrinsic parameters, i.e. the rotation and shift in
three dimensional space between the left and right camera. Figure 2.3 illustrates typical
calibration data for a PointGrey Bumblebee BEX2 stereo camera [55] (See [56] for calibra-
tion methodology details). The plot is based on the extrisic parameters of the camera
and helps to quickly discover obvious errors in the camera calibration by plotting the
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relative locations of the camera to the calibration pattern in the camera’s coordinate
system. Corresponding points that have been identified in the rectified image pairs are
then triangulated to recover their metric 3D coordinates with respect to the camera as
per equation 2.1.
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FIGURE 2.3: 3-D visualization of extrinsic parameters showing the cal-
ibration patterns with respect to a PointGrey Bumblebee BEX2 camera.
(Calibration parameters are illustrated in Appendix A Figure 3)
.
Since the cameras are rigidly mounted the Fundamental matrix can be calculated
to a degree of certainty with the error being proportional to the noise. In most cases
this error is negligible for well calibrated cameras [57].The main issue is determining
which pixel in the first camera corresponds to the same pixel in the second camera.
This is known as the correspondence problem and is discussed later in this chapter
(See section 2.2.1.3).
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2.2.1.2 Dynamic Baseline
FIGURE 2.4: Calculating distance of a pixel from a moving camera using
multi-view geometry (SfM)
.
The basic assumption of a dynamic baseline stereo algorthim, also known as Struc-
ture from Motion (SfM), is that the scene does not deform or move. The relative motion
denoted by V between camera positions and an arbitrary 3D point P = [X,Y, Z]T can
be described as equation 2.2
V = −T − ω · P (2.2)
where T and ω are the translational velocity vector and the angular velocity vector of
the camera. The connection between the depth of 3D points and its 2D motion field is
incorporated in the basic equations of the motion field, which combines equation 2.2
and the knowledge of perspective projection:
vx =
Tzx− Txf
Z
− ωyf + ωzy + ωxxy
f
− ωyx
2
f
(2.3)
vy =
Tzx− Tyf
Z
− ωxf + ωzy + ωyxy
f
− ωxx
2
f
(2.4)
where vx and vy are the components of motion field in x and y direction respectively.
Z is the depth of the corresponding 3D point and the subscripts x , y and z indicate the
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component of the x-axis, y-axis and z-axis directions.
The calculation of the fundamental matrix also necessitates the consideration of
36 parameters to account for epipoles at infinity and epipolar transformation elements
that may be equal to 0. Various constraints and simplifications have been formulated to
lower the degree-of-freedom of the equations, which leads to the different algorithms
for depth estimation, each suitable for solving problem in a specific domain [58]. This
leads to unwieldy implementations which require considerable optimization, yielding
a high degree of error [59]. The error in the fundamental matrix accrues with every
calculation since accumulated error in the determination of the rotation matrices and
translation vectors increase due to odometry error [60].
Furthermore these errors are augmented when triangulating a pixel to extract its
depth since the Fundamental matrix and a point in one image, define an epipolar line
in the other image along which its corresponding point must lie [60]. (See Fig. 2.4). The
epipolar line (e to e′ in figure 2.4) is a straight line intersecting an image point and the
optical centre with the image plane. SfM also inherits the fixed baseline stereo vision
limitations described above in addition to the dynamic baseline error between camera
positions. This includes the correspondence problem as the triangulation process is
similar if not the same.
The geometrical theory of SfM assumes that the system is able to solve the corre-
spondence problem automatically.
2.2.1.3 Correspondence problem
Automatic algorithms for solving the correspondence problem work by computing
some measure of agreement between image pixels. Usually, it is impractical to compare
every pixel of one image with every pixel of the other due to combinatorial complexity
and computational resource requirements employed in this process. Feature match-
ing works by detecting interest points in the images, such as Harris corner points [9]
that are located at the maxima of the local image autocorrelation function. The local
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neighborhoods of such points contain a lot of intensity variation and hence they are
comparatively easier to differentiate. Having detected interest points, image appear-
ance in their local vicinity is characterised by an appropriate descriptor. Features with
more similar descriptors are considered to be more likely matches. Feature matching
techniques may be divided into two categories: narrow and wide-baseline [58].
In a narrow baseline matching, the assumption that the change in camera position is
small allows for a narrower search area for the corresponding pixel. The advantage of
this method is that the variations in feature intensities and scale is minimal. Inherently,
the method is very sensitive to noise and variations due to distortion.
In a wide baseline matching, the two images may exhibit substantial change of
scale, different degrees of perspective, different patterns of occlusion, and large dis-
parities. These factors make it much more difficult to determine correct correspon-
dences automatically. Attempts at solving the wide baseline correspondence problem
have been made by characterising image features using rotationally invariant Gaus-
sian derivatives [61] and using pyramid decomposition to match pixels at multi-scale
frameworks [62].
Although this niche within Computer Vision has been studied extensively, most
algorithms need to make assumptions and constraints in order to solve the problem
efficiently. However, these assumptions are not always true for the entire contents of
all natural images and therefore not all pixels or features can be corresponded from one
image to the other, leaving voids in the reconstructed DTM or point cloud [63].
In recent years, correspondence matching algorithms have focused on real-time ex-
ecution speeds resulting in more efficient implementations, however every algorithm
makes use of a matching cost function to establish correspondences between pixels. A
table of the most commonly used cost functions is summarized in table 2.1. In most
instances the cost functions are aggregated over windows of varying shapes and sizes
which are fixed or dynamic, however a number of iterations may be needed to achieve
convergence [70] making some algorithms resource hungry and slow. One way to ad-
dress this problem is to produce sparse, rather than dense feature matching, however
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Name Expression
SAD Sum of Absolute Differences
∑
x,y∈W
|Il(x, y)− Ir(x, y − d)| [64]
SSD Sum of Squared Differences
∑
x,y∈W
(Il(x, y)− Ir(x, y − d))2 [65]
NCC Normalized Cross-Correlation
∑
x,y∈W
Il(x,y) · Ir(x,y−d)∑
x,y∈W
I2l (x,y) ·
∑
x,y∈W
I2r (x,y−d)
[66]
Dsp Disparity min SAD(x, y, d) [67]
Eng Energy function Edata(d) + λ · Esmooth(d) [68]
Ii Image intensity i = l, r for left and right image [69]
TABLE 2.1: Most frequently used cost functions in order of most com-
monly used
this is a trade-off of since the output DTM or point cloud is even patchier [71].
Computational Cost As discussed, stereopsis vision processing involves a high
computational cost and at times leads to patchy results [13]. The former is especially
true for stereo vision implementations using global algorithms and sparse feature match-
ing, although dedicated hardware such as Field-Programmable Gate Arrays (FPGAs)
and Graphic processing units (GPUs) can be introduced to reduce the burden on the
main processor.
2.2.2 Monocular
Depth from monocular vision, on the other hand, operates on a single camera and
mostly uses a single image. Processing a monocular images is more challenging than
stereo vision processing because the depth information is not easily recoverable from
one image if no prior knowledge is provided. However, monocular vision processing
does not necessarily require as much computational power as stereo vision processing
and can detect objects at a much further distance than stereo vision processing. Being
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able to identify longer-range obstacles [9] and other terrain parameters from monocular
images, is a relatively new area of research, whose results will be advantageous for
planetary explorations. Thus, monocular vision processing is a very promising, but
difficult-to-use tool for vision-based terrain modeling [29].
The most commonly used depth reconstruction from single monocular images can
be roughly categorized as follows [72, 73]:
a) Shape from Texture
b) Image defocus to obtain shape
c) Depth inferred from Supervised learning methods
d) Shape from Shading
2.2.2.1 Shape from Texture
Developed by Gibson in 1950 makes the assumption that the plane being observed
is covered by elements of uniform density and that those elements’ projections could
be counted. He observed that "under these assumptions, the gradient of texture den-
sity specifies surface orientation, where texture density is defined as the number of
elements per unit area in the image" [74]. Since this study, the subject has been re-
searched extensively, however the solution has a major drawback; It has never been
proven that texture density can be computed on natural imagery and Gibson’s state-
ment was simply an assumption based on an informal plausible observation. Although
many derivations exist in literature, a structured and known environment is required
to obtain reliable results [72] and is therefore not suited for unstructured and unknown
planetary environments.
2.2.2.2 Image defocus to obtain shape
Wong and Ernst [75] have proposed a blur estimation technique using a single image
based on the second derivative of a Gaussian filter. When filtering an edge of blur
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radius σ with a second derivative Gaussian filter of variance s , the response has a
peak and a trough The distance between the peaks (d) can be measured directly from
the filtered image. σ is computed according to the formula σ2 = (d2)
2 − s2 with the
estimated blur radius and the camera parameters obtained from the camera calibration
and subsequently a depth map can be generated. However, These methods usually
result in sparse depth maps especially around edges of sharply focused objects versus
a more blurry object or background at a distance. The model also assumes that the
scene contain objects at varying depths and fails to recover depth of natural scenes at a
distance [73].
2.2.2.3 Depth inferred from supervised learning methods
Depth inferred from supervised learning methods learn depth cues from a given dataset
which the algorithm is trained on, then attempts to match similar properties by divid-
ing the main image into smaller blocks or kernels, using the magnitude of the difference
in depth between two patches to estimate the depth [72, 76]. This however poses the
problem that vision-based methods require prior training (supervised learning) which
may not be appropriate for planetary rovers, since access to data from previous mis-
sions is either very limited or insufficient for training a rover’s vision system for new
missions to locations that have never been visited before.
2.2.2.4 Shape from Shading
Developed by Horn in the early 70’s [77] and inspired by biological systems [78], pho-
toclinometry or Shape from Shading (SfS) is a method that attempts to extract the three
dimensional shape of an object or scene from a 2D grey scale image using the pixel in-
tensities and light direction as an indication of the surface gradient, surface normal or
depth. It is fundamentally based on the Lambertian reflectance model and Lambert’s
cosine law [77].
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A Lambertian surface is defined as a surface having only diffuse reflectance (a sur-
face which reflects light in all directions). The illumination area of a surface as seen
from an observers’ position is a cosine function of the angle between the surface orien-
tation and the light source direction. Therefore, the Lambertian surface can be modeled
as the product of the strength of the light source A, the albedo of the surface ρ, and the
area of illumination from the light source position cosθi as per equation 2.5 where R is
the reflectance function and θi is the angle between the surface normal ~N = (nx, ny, nz)
and the light source direction ~S = (sx, sy, sz) as depicted in figure 2.5 and equation 2.5:
FIGURE 2.5: Lambertian reflectance model
.
IL = R = A ρ cos θi (2.5)
Considering an image of a surface given as a graph z = u(x), x = (x1, x2) ∈ IR2 and
assuming there is a unique light source at infinity whose direction is indicated by the
unit vector ω = (ω1, ω2, ω3) ∈ IR2, the partial differential equation related to the SFS
model can be derived by the image irradiance equation 2.6:
R(n(x)) = I(x) (2.6)
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where I is the brightness function measured at all points x in the image, R is the re-
flectance function giving the value of the light reflection on the surface as a function of
its orientation and n(x) is the unit normal to the surface at point (x, u(x)).
The unit normal n(x) can be calculated as follows (equation 2.7):
n(x) =
1√
1 + p(x)2 + q(x)2
(−p(x),−p(x), 1) (2.7)
where p = δu/δx1 and q = δu/δx2, so that ∇u(x) = (p(x), q(x)). Brightness function
I is the data point in the model measured on every pixel in the image. To build a
continuous model it is assumed that I takes the normalized intensity values.
Since its inception, SfS has taken many different forms and approaches, however
the approach category is determined by the function and fall under one of two groups:
a Global approach or a Local approach. Global approaches propagate the shape infor-
mation from known surface points while Local approaches compute the shape from
the intensity of the surface points.
2.2.2.5 Photometric stereo
In recent years another form of SFS has been gaining popularity; Photometric stereo.
Although based on multiple images, it still uses one camera in a fixed location and
therefore can be considered as a monocular approach. Strategically placed light sources
illuminate the scene one at a time while the synchronised camera captures a single
frame with each light source. Photometric stereo estimates the dense surface normal
from which a gradient field is computed using multiple images with a light source
direction (azimuth and angle) for each image. This enables separation of the albedo
component from the scene and yields to higher levels of accuracy. Photometric stereo
has been available for many years but has only become technologically feasible recently
with the improvement of camera resolution and algorithm execution speed, “allowing
synchronised light switching at the fast rates needed to avoid inter-frame motion” [79].
Photometric stereo is still however computationally intensive, requiring the processing
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of at least 3 images (3 different light sources). It is not regarded as a real-time approach
or feasible for planetary applications. Furthermore, various forms of hybrid techniques
have been discussed in literature which fuse data from various sensors to reconstruct
the terrain model [37].
2.3 Image Based Soil Analysis
Planetary rovers are likely to encounter challenging deformable terrain that affects their
mobility [80]. The deformable terrain may also become a hazard in which the rover can
get entrenched, known as ‘embedding events‘. A typical example is MER-A rover Spirit
which experienced multiple embedding events until finally on May 1st 2009 it became
permanently immobilized and all attempted maneuvers to free the rover for the fol-
lowing eight months failed [2]. Highly deformable terrain also causes traction loss and
wheel slip, where the rover would operate in a less efficient manner than originally
anticipated. This results in slower traversal of the terrain and higher consumption of
power resources [21].
FIGURE 2.6: FASTER Scout rover by DFKI [1]
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Current planetary exploration rovers such as MER and MSL are designed with con-
ventional rigid circular wheels. New and emerging research suggests that a more ag-
ile breed of scouting rovers are to be used in future exploration missions [81]. These
rovers have adopted more complex methods of traversal, such as walking, which gives
them an extra edge over conventional wheels, sacrificing speed that would otherwise
be achieved with a wheeled rover.
The sinkage of a wheel can be accurately determined through vision based tech-
niques [82] [81]. The approaches represent the current state of the art in vision based
sinkage detection. In [83] a camera is directed towards a wheel with a pattern of equally
spaced 1mm thick concentric black circumferences on a white background. An edge
detection algorithm is then employed to identify and count the number of visible ra-
dial lines within a region of interest of the sinking wheel to determine the sinkage with
high accuracy. It is however unheard of that such solid wheels with radial markings
are used in practice. Usually exploration rovers tend to have hollow wheels so as to
reduce the weight and minimize soil interaction effects such as bulldozing.
In [84] the Normalized Cuts method is employed to determine the similarities in
pixels’intensity values and their spatial locations. This however is computationally
intensive and in order to reduce the computational load the Mean-Shift clustering al-
gorithm is applied to the image as a pre-conditioning stage to obtain homogeneous
regions called Super-Pixels [82]. Although this approach seems to produce promising
robustness towards poor lighting conditions and shadowing, it remains more compu-
tationally intensive than simpler stochastic segmentation approaches.
In [81] the vision based approach uses simple intensity segmentation of a grayscale
image to detect the intensity variation between the wheel and the terrain. However,
he segmentation of grayscale intensity based variations would fail when the contrast
between the wheel and the terrain is small and when objects within the Region Of
Interest (ROI) of the image frame have similar intensity values to that of the wheel. To
improve the efficiency while keeping the approach simple, it was suggested to use color
space segmentation in conjunction with a yellow wheel such that the contrast between
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the wheel and the terrain is kept at a maximum even in poor lighting conditions.
A hybrid legged-wheel system, such as the ones on FASTER Scout rover by DFKI
[82] illustrated in figure 2.6, combines the best of both designs where wheels allow for
fast traversal and legs provide the extra agility over highly deformable terrains [85]. As
with conventional wheeled rovers, legged rovers would also benefit from identifying
the sinkage of their legs to monitor the mobility performance and potentially assess the
terrain characteristics.
The sinkage of a wheel or leg can be accurately determined through vision based
techniques [86, 87] however, most algorithms are inept at operating in real-time due to
limited processing power available on planetary rovers [10,15]. In such cases the rover
needs to halt in order to acquire and process an image.
2.3.1 Real-time visual sinkage detection
There have been various attempts to correctly determine the sinkage of a wheel or leg
into deformable terrain with specific applications for terrestrial and planetary rovers.
These approaches represent the current state of the art in vision based sinkage detec-
tion.
In [87] a camera is directed towards a wheel with a pattern of equally spaced 1mm
thick concentric black circumferences on a white background. An edge detection algo-
rithm is then employed to identify and count the number of visible radial lines within
a region of interest of the sinking wheel to determine the sinkage with high accuracy. It
is however unheard of that such solid wheels with radial markings are used in practice.
Usually exploration rovers tend to have hollow wheels so as to reduce the weight and
minimize soil interaction effects such as bulldozing.
In [88] the Normalized Cuts method is employed to determine the similarities in
pixels’ intensity values and their spatial locations. This however is computationally in-
tensive and in order to reduce the computational load the Mean-Shift clustering algo-
rithm is applied to the image as a preconditioning stage to obtain homogeneous regions
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called Super-Pixels. Although this approach seems to produce promising robustness
towards poor lighting conditions and shadowing, it remains more computationally in-
tensive than simpler stochastic segmentation approaches.
In [86] the vision based approach uses simple intensity segmentation of a grayscale
image to detect the intensity variation between the wheel and the terrain. The beauty
of this solution is its simplicity. However, segmentation of grayscale intensity based
variations would fail when the contrast between the wheel and the terrain is small and
when objects within the Region Of Interest (ROI) of the image frame have similar inten-
sity values to that of the wheel. To improve the efficiency while keeping the approach
simple, it was suggested to use color space segmentation in conjunction with a yellow
wheel such that the contrast between the wheel and the terrain is kept at a maximum
even in poor lighting conditions.
Moreover, the algorithms presented in [86, 87] are restricted to wheeled vehicles
and cannot be adapted for legged or even hybrid legged-wheels as the computation
depends on the symmetry of the shape of the wheel at all times and while the wheel ro-
tates. The trajectory of legged or hybrid wheels means that the legs need to be tracked.
2.3.2 Retrospective soil stiffness analysis
Identification of regolith stiffness has been significantly studied over the past four
decades [89–91], including specialized applications such as agriculture, geology or
other forms of terrestrial functions where soil properties need to be understood, stud-
ied or logged. However, most methods rely on either close observation of the wheel
through a vision system as described in section 2.3.1 or use specialized sensors that
indirectly or directly monitor the interaction between the regolith and the wheel. One
of the most common form of sensors used to evaluate the soil stiffness in planetary
environments is typically a penetrometer [92, 93], where a known force is applied to
a cone tipped rod or known surface area and the sinkage (penetration) is observed or
measured.
40 Chapter 2. Literature Review
The penetrometer data can produce plots of pressure (or stress) ρ versus sinkage z
that the device experienced. In classical terramechanics, a mathematical formula like
the Bernstein-Goriatchkin (BG) model [89] is often used to estimate and predict the ρ -
z behaviors of static penetration within soil, which can be described as
ρ = kzn (2.8)
where k is the stiffness modulus and n is the sinkage exponent [36]. The BG model as-
sumes the force applied is perpendicular to the ground, which holds true in the case of
a penetrometer, however this assumption fails when applied to circular wheels rolling
on the regolith.
A modern ρ - z model in terramechanics works on sinkage caused by circular
wheels of a small vehicle. The pressure ρ encountered by the rover wheel is calcu-
lated by Mg/A, where M is the mass of the vehicle divided by the total number of
wheels assuming even distribution of pressure among the wheels [94], g is the Moon
gravity 1.633 m/s2, and A is the contact area of the wheel with the soil and calculated
by WRcos−1(R−zR ) where W is the wheel width, R is the wheel radius and z is the cal-
culated sinkage. The small wheel model [94] has modified the traditional BG model by
taking into account the wheel effect and is described as
ρ = kDmzn (2.9)
where D is the wheel diameter and m is the diameter exponent. For dry sand which
is applicable to existing lunar landing sites, the model suggests n = 0.8 and m = 0.39.
Given n and m are fixed in this model, the ρ-z relation is driven by both k, the stiffness
modulus and D, the size of the wheel. Since the wheel sinkage z can be calculated
using the data processing method described above, hence ρ based on the formula, the
k indicating the soil stiffness can then be calculated.
Another common form of soil parameter measurement is the bevameter device that
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is able to measure soil cohesion and internal friction angle which can lead to the cal-
culation of soil stiffness [95, 96]. An interesting application of such a method has been
used on the Sojourner Mars rover where parameters from the wheel interaction with the
soil have been exploited to measure the soil properties [97], however, off-line analysis
was used to compute soil parameters as real-time computation on-board the rover was
not possible due to limited processing resources.
2.4 Salient Object detection
Autonomous visual navigation for planetary rovers is one of the most popular research
topics for space roboticists [98]. Such systems are destined to operate in remote and
sometimes hostile environments where they are subjected to a number of key con-
straints that demand long hours of autonomous operation with resilience to subtle
environmental, technical and physical perturbations. Furthermore, remote-controlled
operation is implausible due to limitations within the propagation velocity of electro-
magnetic waves. The uncertainty within the complex operating environment of an
autonomous rover quite firmly underpins the hypothesis of employing vision-based
algorithms that quantify perceptual inputs in computationally efficient and simplistic
manner.
As a result, over the past few decades extra-terrestrial planetary rovers have evolved
into highly complex intelligent systems utilising a variety of on-board sensors. In par-
ticular, machine vision has played an important role in increasing rover autonomy.
Visual feature detection remains a key research topic, especially for rover localisa-
tion, pose estimation and navigation. To date, most of these planetary visual navi-
gation systems incorporate the well-known technique of saturated feature extraction,
using basic point-based feature detection methods (e.g., Speeded Up Robust Features
(SURF)). There is a clear understanding that there is still much work that remains to
be done to provide algorithms that can detect landmarks on extraterrestrial planetary
surfaces [23].
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Moreover identification of landmarks such as, rocks in terms of point-based fea-
tures (SIFT, SURF and corner-based) using supervised classification techniques are
computationally intensive, and prone to failures due to homogeneous surfaces tex-
tures of Mars [29]. Furthermore, image databases for training purposes (from previous
missions) are limited, and may over fit models to very specific terrain patterns that are
not generic. Thus, it is important for landmarks, such as rocks, to be detected using
methods that are generic, unsupervised, and do not rely on visual descriptors that are
computationally intensive.
The use of stereopsis (or stereovision) has been the most widely used solution for
terrain mapping on Mars. However there will be a greater requirement for identifica-
tion of terrain features, such as rocks, slopes and other related hazards as landmarks for
future extra-terrestrial missions. Where stereovision and active LiDAR-based solutions
do exist in terrestrial rovers for such applications, they might prove to be computation-
ally intensive for planetary rovers [24–26].
Alternatively, the use of monocular vision-based techniques may prove to be a more
optimal solution in terms of hardware, software and power consumption. There is an
increasing understanding that monocular vision-based object detection methods offer
great potential for the identification of landmarks on planetary surfaces. Most popu-
lar methods include; shape analysis and detection, edge-detection operators, interest-
point detectors, and Haar-like features [9]. However, these features may exhibit sub-
optimal performance if training data is not sufficiently large.
As discussed, monocular vision processing does not necessarily require as much
computational power as stereo vision processing. Furthermore it can be used to de-
tect objects at a much further distance than stereo vision processing [9]. Being able to
identify long-range obstacles and other terrain parameters is a relatively new area of
research, whose results will be of clear relevance for planetary explorations.
For more than a decade, there has been an effort to develop machine vision paradigms
that can extract regions of interest (ROIs) in terms of their global and local conspicuity
characteristics, known as visual saliency models [27]. To date, one such method, i.e., Itti
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et al. [28], has been used for the detection of planetary rocks [29] within the context of
planetary rovers. However, a more in depth investigation is required into such models,
in order to identify the most feasible stimuli for such planetary mission applications.
Visual saliency (or more generally visual attention) models are mostly inspired by
the information selection property of biological visual systems and their underlying
paradigms can either be based on computational models or cognitive research. Ap-
plications of visual saliency models cover a range of different areas; from low-level
object detection and tracking [101, 102] to more complex robot localisation and navi-
gation [103]. Models of visual attention can vary on the basis of their processing char-
acteristics, they can either take top-down factors into account (that relate to high-level
cognitive factors), bottom-up (called “saliency") processing [27] or a hybrid of both.
A general understanding about natural top-down attentional behavior can be at-
tained from [104]. Further classifications exist in literature, such as object-based i.e.,
prediction of salient regions is based on detection and segmentation of objects in the
visual scene or space-based (i.e., notion of saliency is based at pixel-level in proba-
bilistic terms of attracting attention [27]. However, top-down saliency has limited
applications within planetary environments due to limitations in training data, lack
of information from sites never visited before, increased computational resources re-
quired by such models and the homogeneous surfaces textures present in such envi-
ronments [29, 104, 105]
Given the context of the current problem domain, the focus will be on models that
are bottom-up, space-based and are able to generate topographic saliency maps of the
input visual scene. Further to this, the selected models are relatively fast among the
state-of-the-art and have very low computational load.
2.5 Conclusion and Future Work
This section presented a broad and structured overview of recent state of the art that
may be of potential use for the overall objectives of this thises and within the context
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of planetary rovers. Object detection and terrain analysis methods form a multi-part
approach to the solutions detailed in the folowing sections.
It has also been determined that generative approaches require heavy computa-
tional requirements, meaning that they are more suitable for ground processing than
on-board a planetary rover. In contrast, holistic discriminative approaches do not ex-
plicitly model the object’s appearance, and can be run very quickly, sometimes in real
time. They are very suitable for a planetary rover onboard processing.
However this is an active area of research and improvements to hardware and
methods are in constant flux, therefore, additional efforts may be required to take into
account such developments.
Chapter 3
Digital Terrain Model
Reconstruction
3.1 Introduction
Shape from shading (SFS) is a technique for estimating the surface relief from a single
image using variations in the observed brightness across that surface. Many different
techniques for achieving this have been proposed, and can usually be classified into
4 categories, namely; a) Minimization, b) Propagation, c) Local and d) Linear. as dis-
cussed in Section 2.2.2.4.
The motivation behind using SfS to construct a Digital Terrain Model of a planetary
scene, is to take advantage of the relatively homogeneous and distinct albedo present in
such planetary environments such as Mars or the Moon [32–34]. Homogeneous albedo
is defined as a uniform albedo throughout the scene. This is typical when the image
contains objects such as sand or sand covered rocks. Distinct albedo is defined as ob-
ject in the scene with a different albedo than that of the background (such as black or
white rocks typically seen on Mars or the moon). The albedo within these rocks or ob-
jects is typically locally homogeneous and easily distinguishable from the surrounding
background. Such albedo can be calculated automatically using specialized algorithms
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such as [106].
Algorithms for each category have been evaluated and benchmarked against each
other in literature [7], however these mostly use generic Earth based images or satel-
lite planetary images. In order to determine the most competent shape-from-shading
algorithm for planetary rovers, these algorithms have been benchmarked again using
planetary images or datasets that resemble a planetary environment, such as Mars and
the Moon, on Earth through the eyes of a rover. The DTMs generated by these algo-
rithms are compared to a DTM generated by a stereo pair that acts as a quasi ground
truth or at least a comparison of performance against stereo algorithms.
Minimization
Zheng and Chellappa [107]
Lee and Kuo [108]
Local
Lee and Rosenfeld [68]
Propagation
Bichsel and Pentland [109]
Linear
Pentland [11]
Tsai and Shah [69]
FIGURE 3.1: Map of tested SfS algorithms.
.
Figure 3.1 depicts the SfS algorithms implemented, namely, 2 minimization ap-
proaches [107, 108] , a propagation [109], a local [110], and 2 linear methods [18, 111].
The rational behind the algorithm implementation choice was guided by: a) algorithms
that have been applied to real world scenarios in literature, b) stand-alone algorithms
that are not implemented as part of a hybrid mechanism such as combination with
stereo, structure from motion or other types of algorithms that are deemed to be com-
putationally intensive as discussed in section 2.2.1.3, c) algorithms that do not take into
account interreflection or specularity as such complexities tend to also be computation-
ally intensive [7].
3.2 Theoretical evaluation
SfS algorithms can be grouped into one of four categories [7] as discussed below (See
table 3.1 from [7] for details of which algorithms fall under the various categories):
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Minimization Propagation Local Linear
Ikeuchi & Horn (81) Horn (70) Pentland (84) Pentland (88)
Brooks & Horn (85) Rouy & Tourin (92) Lee & Rosefeld (85) Tsai & Shah (92)
Frankot & Chellappa (88) Dupuis & Oliensis (92)
Horn (89) Kimmel & Bruckstein (92)
Malik & Maydan (89) Bichsel & Pentland (92)
Szeliski (91)
Zheng & Chellappa (91)
Lee & Kuo (91)
Leclerc & Bobick (93)
Vega & Yang (93)
TABLE 3.1: Most popular SfS algorithms categorised by technique. The
number in parentheses indicates the year of publication. [7]
3.2.1 Minimization Methods
Minimization Methods minimize an energy function to obtain convergence. Ikeuchi
and Horn [112] presented a method where the two unknowns for each surface gradient
are resolved by introducing a brightness and smoothness constraints and initialising
the boundary of the given shape. Brooks and Horn [113] used a similar method but
minimised the surface normal rather than the gradient while Frankot and Chellappa
[114] minimised for surface slope using ortagonal Fourier basis functions.
As this method minimizes an energy function E to obtain convergence, it is classi-
fied as a global approach. The function can be a brightness, smoothness, integrability,
gradient or a unit normal constraint. As discussed in [7], the following is a brief de-
scription of the constraints:
3.2.1.1 The Brightness constraint
The Brightness constraint is computed directly from the irradiance of the image. It
gives an indication of the overall brightness error over the reconstructed image when
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compared with the input image and is derived from:
EB =
∫ ∫
(I −R)2 dx dy (3.1)
where I is the measured intensity and R is the estimated reflectance map.
3.2.1.2 The Smoothness constraint
The Smoothness constraint assures the result is a smooth surface that allows the con-
vergence to a unique solution, and is derived from:
ES =
∫ ∫
(p2x + p
2
y + q
2
x + q
2
y) dx dy (3.2)
where p and q are the surface gradients along the x and y directions. Other variants
of the smoothness constraint include δx or δy only rather than both as required by
Equation 3.2, or changes to the surface normal
−→
N .
3.2.1.3 The Integrability constraint
The Integrability constraint warrants an effective surface plane where Zx,y = Zy,x and
is derived from:
EI =
∫ ∫
(p2y − q2x) dx dy (3.3)
or
EI =
∫ ∫
((Zx − p)2 + (Zy − q)2) dx dy (3.4)
3.2.1.4 The Intensity Gradient constraint
The Intensity Gradient constraint necessitates that the reconstructed image’s gradient
of intensity matches closely that of the input image in both dimensions (x and y), as
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derived from:
EIt =
∫ ∫
((Rx − Ix)2 + (Ry − Iy)2) dx dy (3.5)
3.2.1.5 The Unit Normal constraint
The Unit Normal constraint transforms the surface normals into unit vectors as derived
from:
EUn =
∫ ∫
(‖−→N ‖2 − 1) dx dy (3.6)
3.2.2 Propagation
Propagation methods propagate a set of surface points to extract the shape information
and are also classified as a global approach. Horn [77] presented a method whereby ini-
tial surface curves are constructed around the neighborhoods of singular points (points
of maximum intensity) then the shape is propagated along “characteristic strips” in an
outward manner. On the other hand Rouy and Tourin [115] presented a solution based
on Hamilton-Jacobi-Bellman equations where and viscosity solutions and optimal con-
trol theories are linked in order to obtain a unique solution. This method assumes that
a) at least one point on the DTM is know and b) the given points are the highest lo-
cal points on the DTM and hence the surface can only propagate downwards. Within
the given problem, neither of these assumptions are true. There are no known points
within the DTM. Should arbitrary points be assigned there is no method to propagate
higher than the given points, hence this is not a viable solution.
3.2.3 Local
Local methods assume the surface type to build the shape. Perhaps the most popu-
lar of all local solutions, Pentland [116] presented a method whereby the shape is re-
constructed from intensities in the first and second order derivatives assuming locally
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spherical shapes. Similarly, Lee and Rosenfeld [110] computed the slant and tilt in the
light source frame coordinate system using first derivative intensity as derived from:
τ = arctan
Iy cos τS − Ix sin τS
Ix cos τS cosσS + Iy cos σS sin τS
(3.7)
where Ix and Iy are the derived intensity values within the x and y dimensions, σS and
τS are the slant and tilt of the light source respectively. The equation assumes a uniform
reflectance map as derived from the Lambertian equation 3.10.
3.2.4 Linear
Linear methods, also a type of Local approach, compute the shape based on lineariza-
tion of the reflectance map. Pentland [111] proposed a linear approximation solution of
the surface gradient by applying a Fourier transform to the reflectance function which
resulted in the depth at each point. Tsai and Shah [18] presented a solution whereby
the discrete approximation of the gradient was applied first, then the linear approxi-
mation of the reflectance map was employed to extract the depth using Jacobi iterative
schemes.
As this method assumes that the lower order reflectance map components are dom-
inant, therefore the reflectance map can be linearised with little or no effect on the out-
put using a linear approximation method as derived from:
I(x,y) = R(p,q) =
cos σS + p cos τS sin σS + q sin τS sin σS√
1 + p2 + q2
(3.8)
where σS and τS are the slant and tilt of the light source respectively. By substituting
through the Taylor series expansion of the given reflectance map and taking the Fourier
transform, the DTM can be computed by re-arranging the terms in equation 3.8 then
taking the inverse Fourier transform of the result. Given that any high order terms are
discarded, the resultant shape would be inconsistent when "quadratic terms" dominate.
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In order to diminish the effects of this limitation, Tsai and Shah [106] used dis-
crete approximations for p and q by employing finite differences when linearizing the
reflectance map, leading to the depth map calculation being solved directly using a
Jacobi iterator, which simplifies the equation to:
Zni,j = Z
n−1
i,j +
−f(Zn−1i,j )
d
dZi,j
f(Zn−1i,j )
(3.9)
where n is the iteration sequence in the Jacobi iteration scheme having an the initial
state of Z0i,j set to zero and Z
final
i,j convoluted with a Gaussian kernel to smooth the
resultant DTM.
Each Jacobi iteration of the Tsai and Shah algorithm is not computationally inten-
sive, and can be highly parallelized, hence the algorithm can be optimised for very fast
execution. However, heavy self shadowing within the image may produce undesirable
results and care needs to be taken to avoid divide by zero errors.
3.2.5 Specular Surfaces
Surfaces can be either pure Lambertian, pure specular or a hybrid of both. Lambertian
surfaces exhibit diffuse reflectance only, being a cosine function of the angle between
the surface orientation and the light source direction as described by equations 2.5, 2.6
and 2.7. Assuming the surface normal and the light source direction can both be unit
vectors, equation 2.5 can be rewritten as:
IL = A ρ ~N · ~S (3.10)
where ~N is the surface normal (nx, ny, nz) and ~S is the light source direction (sx, sy, sz).
A is the strength of the light source and ρ is the albedo of the surface.
Specular surfaces occur when the angle of the light source is equal to the reflected
angle and manifests itself as a specular spike which is zero in all directions with the
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exception of a narrow range around the reflection direction and a specular lobe which
is spread in the same direction. By assumption these are properties of shiny surfaces
which are either extreamly rare on Mars and the Moon or too small to be considered
(such as glass grains in the sand that formed during an impact with the planetary
body). Specular reflection can be modeled as:
IS = Bδ(θs − 2θr) (3.11)
where IS is the specular intensity, B is the strength of the specular component, θs is the
angle between the light source direction and the viewing direction and θr is the angle
between the surface normal and the viewing direction.
3.2.6 Vignetting Correction
Images may contain vignetting distortion. Vignetting refers to the phenomenon of re-
duced intensity at the periphery of the image. Although it may seem negligible to the
average viewer or most computer vision algorithms, it can significantly impair SfS al-
gorithms from performing correctly as they rely on precise intensity data [117]. The
vignetting correction can be considered as a similar process to camera calibration in
stereo vision applications.
This phenomenon is exuberated in low cost camera lenses while camera lenses on
planetary rovers are usually of very high quality. In theory, the vignetting model is
based on the Gaussian thick-lens model. In the model, the image illumination intensity
falls off as cos4 of the angle joining a point with the lens center optical axis [118]. This
step will be ignored within the context of this work. However vignetting correction
models have been applied as a pre-processing stage to all images that required such
correction, including any terrestrial datasets.
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3.2.7 Assumptions within SfS Algorithms
In reality, SfS reconstruction needs to make assumptions on the object’s geometry,
albedo, reflectance properties and image formation process. Although such approaches
were demonstrated to generate reasonable 3D models, they all impose limitations on
their applicability to real-world images [119]. However, such statement bears only nat-
ural terrestrial images into account, where a diversity of object types, albedos and re-
flectance properties may be encountered at varying degrees within an image. Planetary
natural images such as the ones taken on the Moon and Mars have a restricted set of
object properties, acute albedo variations and negligible reflectance diversities [32–35]
These constraints make it an ideal scenario for reconstructing the scene’s DTM us-
ing SfS techniques. In fact, SfS methods have been extensively used with single high
resolution satellite imagery to optimize the interpolation techniques used in creating
planetary DTMs including the Mars orbiter HIgh Resolution Imaging Science Experiment
(HiRISE) [120].
After careful consideration of the various algorithms and tests using both planetary
and lab based images, it was determined that the linear approximation method by Tsai
and Shah [18] yielded the best results in the circumstances, as described in this chapter.
This is also echoed in literature surveys as detailed in [7].
3.3 Depth Perception
A key component for the correct 3D reconstruction of the Field of View (FoV) from
monocular methods, is the ability to determine the distance of an object in relation to
the rover, however, the use of stationary monocular images increases the difficulty and
reduces the accuracy of the task when compared to the stereopsis methods described
in section 2.2.1.
Given that the camera height and parameters are known and that a portion of the
field of view is situated close to the rover wheels, a ’seed’ point (x, y) can be calculated
with a high degree of accuracy from which the DTM can be propagated with the correct
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depth and distance values. The geometric method is know as Direct Depth and is
derived from the methods employed by Campbell et al [121].
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FIGURE 3.2: Side view of a rover detailing image parameters employed
in Direct Depth calculation of point (x, y).
The Direct Depth method assumes that the image and camera parameters are known.
Campbell also assumes that the ground within the FoV is flat, however, this is only re-
quired to determine the depth perception of various points on the image. Within the
context of this work, such a flat plane throughout the camera FoV is not required as
the requirement is to determine the seed point for the DTM. The depth calculations can
also be skewed by the presence of objects (rocks) located on the point of interest (seed
point location). In order to mitigate this risk an "un-eventfull" point should be chosen.
The un-eventfull point can be determined by employing various machine vision tech-
niques such as edge detectors and smoothness detectors. In addition the SfS DTM can
be used to support the choice of seed point.
The y position of the seed point in the world coordinates is calculated from the pixel
position (u, v) in the image coordinates given the axes defined in figure 3.2. The angle
β is calculated by:
β = arctan
((
2v
V
− 1
)
tan
(
V FoV
2
))
(3.12)
where v is the (u, v) position in the image coordinate plane, V is the height of the image
in pixels, V FoV is the vertical field of view of the image. As a result, y can be calculated
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though simple geometry by:
y =
h
tan(α+ β)
(3.13)
where h is the height of the camera and α is the pitch of the camera from the World
coordinate perspective as defined in figure 3.2. In addition x is calculated by:
x =
(√
h2 + y2
)
tan(γ′) (3.14)
in turn, γ′ is calculated by:
γ′ = arctan
(
u− U2
)√(
U
2 tan(HFoV
2
)
)2
+ v2
(3.15)
where u is the (u, v) position in the image coordinate plane, U is the height of the image
in pixels, HFoV is the horizontal field of view. As deduced from the above equations
the direct depth calculation is susceptible to non-linear error that is almost a square
function of the distance. Therefore a seed point choice that is as close to the rover as
possible is imperative.
The simplistic nature of the geometric model used to calculate the direct depth pa-
rameter, yields a low computationally cost using only monocular images. While the
method makes numerous assumptions about the environment, these assumptions are
clearly justified within the context of this work.
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3.4 Datasets and Platforms
Various datasets have been evaluated and shortlisted based on specific criteria, namely;
a) Mars or Lunar images, or images analogous to those,
b) combinations of closeup and wider views containing minimal radial distortion,
c) availability of stereo pairs for DTM comparison,
d) requires minimal or no vignetting correction,
e) known camera intrinsics and extrinsics or know camera parameters to build a
camera model,
f) minimum image dimensions 480 by 480 pixels and maximum 2048 by 1536 pixels,
g) image plane in relation to world plane,
h) annotated points of interest with dimensions and distance from the camera,
i) readable or can be converted to a readable format for Matlab Image Toolbox and
OpenCV (Microsoft Visual C++ and Python).
Various datasets were considered however none of them fitted all the criteria, therefore
an in-house dataset was generated.
3.4.1 Lab acquired images
An in-house data set was collected in the lab for the purpose of verifying the accuracy
of the SfS algorithms when compared to DTM generated from stereo pairs. The dataset
is made up of a total of 15 stereo pairs using a diversity of rock shapes, colours and
textures.
The camera assembly used is a Point Grey BumbleBee BB2-08S2 [55] mounted about
0.7m above ground level. The camera assembly is made up of 2 identical cameras
with a baseline of 12 cm having a fixed focal length, fixed focus, color, visible spectrum
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(a) (b) (c)
FIGURE 3.3: Lab images from the selected dataset. Left (a), Right (b),
and resulting disparity map from stereo images (c).
camera. The cameras have a 2.5mm focal length, f2 lens and a 97◦ HFOV, covering
the active 1032 wide by 776 high detector. A noticeable amount of corner vignetting is
present but the images have been corrected post processing. The pixel size is 7.4µm
square pixels with a 12 bit analogue to digital converter and a frame rate of 20FPS. The
assembly is connected to a computer through an IEEE-1394a (Firewire) interface [122].
The camera calibration and alignment was acheived using the method described in
[56].
The camera assembly was mounted on a fixed stand that allowed it to be moved
without the need of recalibration or set up. Within the camera field of view, a box lined
in a black plastic was half filled with sand that is raked to a flaf and smooth surface
every time a new rock is placed within the box as depicted in figure 3.4. A variety of
rocks were placed in the middle of the box. Using each rock a series of image pairs
were acquired with a collimated LED spot light illuminating the scene. The location
of the light source was recorded manually within the meta-tag of the image. A Lux
meter was also used to determine the illumination intensity which was adjusted to a
tolerance of 1% throughout the dataset.
The above dataset and parameters have been used to evaluate the feasibility of
using SfS as a method to generate a DTM. The DTM can help the rover estimate a
traversability path, avoid hazards, and for navigation, localization and safe traversal
of unknown planetary terrains at elevated speeds, as discussed in section 1.3.
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FIGURE 3.4: Experimental rig used to collect the dataset detailing the
measurements taken.
3.5 Experimental Evaluation of Theoretical Models
The experiments performed were designed to evaluate the accuracy of the DTM gen-
erated by the SfS algorithm when compared to the measured data and the DTM gener-
ated from the stereo images. A sample of the DTM generated by both SfS and Stereo is
depicted in figure 3.5 together with a cropped version of the original image.
In observing figure 3.5, the Stereo DTM is a closer representation of the actual im-
age, however there are numerous voids in the stereo DTM due to different degrees of
perspective from each of the camera. Such voids can increase the error when calculat-
ing the width and length of the rock. These voids are not exhibited within the SfS DTM
as the algorithm constructs the DTM progressively and therefore includes every pixel.
Since the main objective of this chapter is to validate a method that creates a rough
DTM that recreates the scene with the least possible computational resource use and to
a limited degree of accuracy, only the height and size of the objects within the field of
view were taken into consideration. A correct representation of the overall dimensions
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
FIGURE 3.5: Comparison of DTMs. Left column; section of original
image, Center column; Point Could generated from SfS, Right column
Point Could generated from Stereo images.
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Rock Measured values Derived from SfS Derived from Stereo
No. Width Length Height Width Length Height Width Length Height
1 71 87 36 72 88 34 70 88 35
2 129 78 52 131 80 55 131 79 52
3 116 52 44 116 51 46 115 52 44
4 82 93 32 80 91 29 83 95 32
5 108 55 33 107 55 34 107 54 35
TABLE 3.2: Size of rocks when measured directly, derived from SfS algo-
rithm and derived from Stereo algorithm. All values in mm.
is considered to be an appropriate method of identifying geometric objects that can
be of hazard to the rover or a feature of interest to be evaluated further using other
methods [123]. Table 3.2 depicts some of the results (See Appendix C for full list). The
table illustrates the dimensions of each rock (width, length and height) in the dataset
which have been manually measured. The measured values are considered to be the
ground truth.
The table also shows the derived dimensions from the SfS algorithm. A manual
height threshold point was chosen for each rock in the sample and a bounding box,
using the Feret diameter method, measures the smallest possible dimensions (width,
length) of the thresholded DTM. The height derivation is calculated using a threshold
point of 90% of the peak value within the DTM and averaged across the range of values.
The derived height from the stereo algorithm uses the same method.
Table 3.3 shows some of the percentage error for each of the derived parameters
using the SfS method when compared to the Ground Truth (See Appendix C for full
list).
As depicted in table 3.3, the average SfS derived deviation from the ground truth
is at around 3.5% with a maximum of 14%. In addition the width and length error
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Rock Error SfS derivation % Error Stereo Derivation %
No. Width Length Height Average Width Length Height Average
1 1.41 1.15 5.56 2.70 1.41 1.15 2.78 1.78
2 1.55 2.56 5.77 3.29 1.55 1.28 0.00 0.94
3 0.00 1.92 4.55 2.15 0.86 0.00 0.00 0.29
4 2.44 2.15 9.38 4.65 1.22 2.15 0.00 1.12
5 0.93 0.00 3.03 1.31 0.93 1.82 0.00 0.91
TABLE 3.3: Deviation error for each of the derived parameters as a per-
centage of the Ground Truth.
is no more than 7.84%. Considering that the objective of this algorithm is a rough
representation of the terrain, the derived values and error are acceptable.
3.5.1 Computational Performance
As detailed in table 5 of the Zhang et. al survey [7], the linear approximation method
by Tsai and Shah [18] manifested the best performance over all the tested algorithms.
In order to evaluate the algorithm’s performance, it has been tested on a virtual
machine running a Linux distribution with a single 2GHz virtual CPU core and 512Mb
of virtual RAM. The CPU time of the virtual core was throttled down to simulate
various CPU speeds as found on On-Board Computers (OBC) of explorations rovers.
The speeds are: 200MHz, 500MHz, 700MHz, 1GHz, and 2GHz and the corresponding
frame rate of the algorithm is shown in figure 3.6. The images shown in figure 3.5 have
been cropped from their original size of 1024 by 1024 pixels for better visualisation,
however the execution speed tests were performed on entire images of real Martian
terrain. The seed pixel was determined and manually measured in order to provide
dimensional perspective to the DTM.
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FIGURE 3.6: SfS algorithm processing frame rate for various CPU speeds
.
The MSL rover has an OBC with 200MHz and the Raspberry Pi version A has a CPU
speed of 700MHz. The chosen algorithm would be able to process 5 and 12 images
per second respectively on these devices. In addition, should higher computational
resources be available, the algorithm processing frame rate is able to scale linearly with
the resources.
However, the processing power of the rover would need to be shared between dif-
ferent components and functions within the rover and is not exclusively available to
the algorithm. Given that the algorithm is able to process a frame in 0.2 seconds on
a 200MHz processor, a sub second frame rate should be easily achievable when other
processes are taken into consideration.
In addition GPUs and other co-processors have not been considered within the
above calculations. This is due to the fact that GPUs are not available on existing plan-
etary rovers.
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3.6 Conclusion and future work
In this chapter it has been established that the linear approximation method by Tsai
and Shah [18] manifested the best performance over all the tested algorithms. The
experiments have shown that although the derived dimension error can be in excess of
10%, this is still considered to be acceptable for the application.
Future work will focus on further improving the accuracy of the algorithm and
the error evaluation methods. Such methods may include the use of commercial point
cloud measurement tools which were unavailable during this research. In addition,
given the nature of the algorithm, parallelization of the Jacobi iterator may be con-
sidered, which would dramatically increase the processing frame rate. Furthermore,
GPUs and co-processors may be considered for further burden reduction on the main
system processor.

Chapter 4
Image Based Soil Analysis
4.1 Introduction
As discussed in Chapter 2, the sinkage of a wheel or leg can be accurately determined
through vision based techniques [86, 87]. Wheel sinkage assessment helps the rover
characterize the regolith being traversed, allowing it to make judgements on whether
the rover can get entrenched in the soil and make assumptions of the terrain it is about
to negotiate.
In this chapter, two novel image based soil analysis algorithms are further discussed
and analysed. The first algorithm monitors the actual sinkage of a wheel (legged-wheel
hybrid or circular) into the regolith determining the amount of sinkage the wheel ex-
periences, from which the soil stiffness can be determined. The second method uses
existing cameras mounted on the rover to ‘look‘ at the tracks left in the rover’s wake
in order to determine the amount of sinkage that the rover’s wheels have experienced
and retrospectively calculate the soil stiffness. The latter information can then be used
to anticipate the terrain properties in front of the rover in a similar way to [95].
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4.2 Real-time visual sinkage detection
The real-time visual sinkage detection algorithm is concerned with measuring the level
of sinkage of a wheel into various types of deformable terrain such as soil, sand or loose
gravel. In the context of this thesis a legged wheel (Figure 4.1) is used to determine the
efficiency and validity of the algorithm. Since an ordinary wheel has a more straight
forward and predictable shape, working with a legged wheel demonstrates the versa-
tility of the algorithm in detecting the sinkage of any locomotion shape.
A camera rigidly mounted below the centre of the legged wheel hub, on the belly
of the rover, is strategically positioned with a field of view (FOV) of the wheel leg
from the moment it touches the terrain to the instance it disconnects (Figure 4.1). The
maximum level of sinkage is assumed to be half way up the leg; hence the camera
FOV needs to cover the whole transition of each leg. The algorithm is dependent on
correctly segmenting the contour of the wheel or leg from the background and from
deformable terrain. This is achieved by constructing a wheel using a blue material
(Figure 4.1) and performing colour space segmentation of the wheel. Additionally, an
encoder is required to compute the pose of the wheel or leg such that anything that lies
outside the ROI is masked. Finally, the sinkage is calculated by measuring the level of
occlusion on the leg by the deformable terrain.
The algorithm is constructed using the following steps: a) Image capture and mask-
ing, b) Segmentation and morphological operations, c) Detection of wheel contour and
soil interface, d) Calculation of sinkage. The algorithm is only concerned with the 2
dimensional aspect of the wheeled leg since the camera frame is rigidly attached to the
wheel frame and therefore the transition of the leg through the image is known at all
times.
4.2.1 Theoretical Design
This section describes the theory and motivation behind the system design that help
the rover characterize the regolith being traversed, allowing it to make judgements on
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FIGURE 4.1: Model of Legged Wheel sinking into deformable terrain. [2]
whether the rover can get entrenched in the soil and make assumptions of the terrain it
is about to negotiate. Thus proving that the sinkage of a wheel or leg can be accurately
determined through vision based techniques.
Image Capture and Masking Images are captured from the camera at the high-
est possible frame rate. The frame rate is dependent on the processing power and
computational resources, however, sub-second measurements are required to ensure
real-time performance. The mask consists of 2 polygons and 2 ellipses that create an
annular sector which represents a window corresponding to the position of a leg, see
figure 4.2. The use of polygons and ellipsis are a limitation imposed by the computer
vision library used (OpenCV) as detailed in [124]. The ellipses are of a fixed and con-
stant radius so in reality they are circles that mark the inner and outermost sections of
the annular sector of interest (Fig. 4.2 a & b).
The polygons are computed through simple trigonometry to create an annular sec-
tor window through which the leg transitions (Fig. 4.2 c & d) or, in the case of a circular
wheel, the sector that will interact with the deformable terrain. In the case of a circular
wheel, a fixed angular sector mask is created that reveals only the sector of the wheel
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FIGURE 4.2: Dynamic mask components. [2]
that will interact with the deformable terrain [86]. The unmasked portion of the im-
age is set as the region of interest where subsequent computations are performed thus
having the benefit of reduced noise and increased computation speeds since a much
smaller portion of the image is being processed.
Segmentation and morphological operations Most color based segmentation tech-
niques are based on the notions of grey-scale methods [125]. The image is transformed
into various color spaces and each channel or combination of channels are analyzed
as if they were a greyscale image, then merging the results to obtain a single template
that represents the segmented region(s) of interest. In the context of this a simple linear
equation is used for color based segmentation to identify blue pixels within the image.
The equation assumes that the blue channel value of a pixel that is above a predefined
threshold should have a value of at least 40% greater than the red channel within that
pixel and should be at least 40% greater than the mean value of the red and green
channels within that pixel. This is also described in the following:
dst(x,y) =

0, if(srcr(x,y)) · 1.4 > srcb(x,y)
0, if(srcr(x,y) + src
g
(x,y)) · 1.4 > srcb(x,y) · 2
0, ifsrcb(x,y) < thresh
255, otherwise
(4.1)
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where dst is the output binary image, src is the source image captured from the cam-
era, r, g and b are the red, green and blue channels of src, x and y are the pixel row
and column within the image and thresh is a default threshold value which can be de-
termined by a calibration process at regular intervals or other triggers. A value of 40%
was chosen experimentally on the available datasets were it yielded the best results. It
is envisaged that the correct determination of the threshold value would be part of the
rover’s "bring-up" and calibration procedure when it lands at its destination.
Equation 4.1 can be thought of as an adaptation of the RGB (Red, Green, Blue colour
space) transformation into RG-chromaticity (Red-Green) with a combined thresholding
and segmentation function. The thresholds and have been determines experimentally,
however it is envisaged that in practice a calibration process would need to be per-
formed to determine the correct operational parameters in within the rover’s environ-
ment.
Various other color spaces have been tested, each tuned in a similar manner to ex-
tract blue pixels from the image. Images from both the lab tests and the field trails were
transformed into the colour spaces HSV (hue, saturation, value), HSL (hue, saturation,
lightness), YUV (Y = luma, U = B-Y (blue-luma) and V = R-Y (red-luma)), CIE-Luv
(Commission Internationale de l’Eclairage - L for the lightness and U = B-Y (blue-
luma) and V = R-Y (red-luma)), CIE-Lab (Commission Internationale de l’Eclairage
- L for the lightness and a and b are for the green–red and blue–yellow color com-
ponents), CIE XYZ (Commission Internationale de l’Eclairage - 1931 color space) and
YCrCb (Digitized gamma-adjusted RGB) [126] with no or minimal improvement over
the RGB method However the conversion to other colour spaces increased the com-
putation time of the algorithm and hence the RGB method was deemed to be the best
preference for this algorithm.
The output of the color based segmentation algorithm is therefore a binary image
where pixels with a non-zero value represent the leg in view. The pixels are expected
to be in a cluster forming a blob. Morphological operators (closing method) [127] are
applied to reduce noise. The closing morphological operator is a noise removal method
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defined by A • B = (A ⊕ B) 	 B where A is a structuring element, B is the erosion of
the dilation of that set and ⊕ and 	 denote dilation and erosion respectively. First,
dilation is performed three times by enlarging the boundaries of the blobs by one pixel
every time, in an eight connected manner. Any small ’holes’ in the blobs are therefore
closed, resulting in a more homogeneous blob. Erosion is also performed three times
by one pixel every time to reduce the blobs back to their original size. Figure 4.3 shows
the resultant output of Figure 4.2 after segmentation and morphological operations are
performed.
FIGURE 4.3: Binary image after segmentation and morphology. [2]
Detection of wheel contour and soil interface The binary output of the color
based segmentation will still occasionally contain noise in the form of sparse clusters
of pixels or blobs. There is consequently a necessity to analyze the blobs, eliminate
any false positives and detect/analyze the correct blob for sinkage estimation in sub-
sequent steps. Several different methods that extract object features for comparison
and analysis exist and many of which revolve around the geometric properties of low-
order moments [85]. In the context of this research, only basic analysis is required since
this function is essentially an outlier rejection mechanism. Therefore, a comparison of
the area of each blob’s (Zeroth Moment [29]), is performed where the blob with the
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largest area is assumed to be the object of interest. The general equation of a moment
is described by:
M =
R∑
r=1
C∑
c=1
ricjI(r, c) (4.2)
whereR is the number of rows, C the number of columns and I(r, c) for a binary image
is ∈ [0, 1] ∀r, c. Therefore the zeroth order moment A (area) of a binary image can be
computed by:
A =
R∑
r=1
C∑
c=1
I(r, c) (4.3)
where the contour of the largest blob is then extracted using a border following method
as described by Suzuki [128].
Since the camera field of view and the aperture of the region of interest are quite
narrow, the deformable terrain is not expected to have much height and depth vari-
ations within this area. It is therefore safe to assume that the deformable terrain is
roughly flat at the ROI. The interface between the sand and the wheel is determined by
the distance of each contour point from the top of the image. The furthest 3% of contour
pixels from the top of the image are considered to be the interface or the extremities of
the leg.
Calculation of sinkage The sinkage is calculated by measuring the level of occlu-
sion on the leg caused by the deformable terrain. Since the camera frame and the wheel
frame are rigidly attached, while in the case of a legged wheel, the angle of each leg is
known from the wheel encoder, the sinkage calculation becomes a simple template
subtraction.
In practice, the actual sinkage is a comparison between the interface line and a
non-occluded leg template at a given angle of rotation. Figure 4.4 (model) and Figure
4.5 (real image) show the position of the detected interface point (green line) and the
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FIGURE 4.4: Model of Legged Wheel sinking into deformable terrain. [2]
FIGURE 4.5: Interface (green), Template (red) and Sinkage (blue). [2]
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extremity of an un-occluded leg (red line), i.e. the template, at the same angle. The
sinkage (blue line) is calculated by subtracting the distance between the interface line
and the template extremity in the direction of gravity [129], hence the reason behind
the blue line being shown at an angle.
4.2.2 Datasets and Platforms
Initially, in-lab tests were carried out in a Single Wheel-Leg Test Bed (SWLTB) to eval-
uate the performance of the proposed vision-based sinkage algorithm and to validate
the sinkage detection produced.
FIGURE 4.6: Single Wheel-Leg Test Bed setup: (a) regolith filled rig, (b)
moving carriage, (c) translation linear bearings, (d) motor and timing
belt. [3]
The SWLTB setup and its main components are shown in Figure 4.6. It consists of
a wooden rectangular rig (a), where granular regolith is contained, and an aluminum
frame that supports a moving carriage (b). Translation of the carriage is attained by
means of two linear bearings (c), a motor and a timing belt (d). The wheel-leg, its
motor and the related sensors are fixed to a support structure, shown in Figure 4.7. The
structure sinks freely thanks to two linear bearings (a). A linear position transducer (b)
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measures vertical displacement of the wheel-leg relative to the carriage and a pulley
permits applying counterbalance normal loads using dead weights (c). An absolute
angular encoder on the output shaft of the wheel-leg motor (d) provides measurements
of the angular position of the wheel-leg with 0.1 degrees of resolution. A USB camera
(e) is mounted on the structure so that the area where the legs sink into the regolith is
centered inside its field of view.
FIGURE 4.7: Wheel-leg support structure: (a) sinkage linear bearings,
(b) linear transducer, (c) counterbalance normal loads, (d) motor output
shaft absolute encoder, (e) USB camera. [3]
Two of the legs of the wheel-leg, shown in Figure 4.8, are wrapped with blue tape
up to a 75mm sinkage level and a 1mm black and white stripe ruler was attached for
manual sinkage validation. Special feet were manufactured in blue material for both
legs. For the tests, a Martian regolith simulant available at Surrey Space Centre (SSC-2)
is used in the experiments. The regolith consists of fine Garnet sand, with particle sizes
ranging from 45µm to 90µm. Before every test the regolith is raked to homogenize
it and regenerate disturbed soil, maintaining a consistent configuration throughout all
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FIGURE 4.8: Asguard Wheel-Leg from DFKI [3] with blue legs and feet.
the tests. The soil is then leveled in order to maintain a constant height within the
millimeter for the signal from the sinkage transducer to be reliable.
During the tests, a microcontroller takes readings from the wheel-leg encoder and
the carriage sinkage transducer. A C++ script running on a laptop acquires these values
from the microcontroller, captures images from the USB camera and synchronizes the
data with a millisecond timestamp. The results from this experiment are discussed in
section 4.2.3 below.
Further to the in-lab experiments, numerous tests have been conducted during the
field trial that present a range of different challenges to the algorithm and different
terrain compactness. The aim of the field trial was to analyze the performance of a
dynamic real-time vision based sinkage detection algorithm for planetary rovers as
presented in [3, 38] in a real-world field trial. The field trial was conducted in a cor-
doned area on West Wittering beach in the south-west of England during August 2013.
The beach hosts varied terrain types and textures which we believe closely represent
that of Martian soil. The cordoned area was chosen for its varying compactness of the
sand and the presence of small sand dunes.
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Images collected during the field trial have been annotated using a manual in house
tool developed in MATLAB. The tool allows the user to zoom onto the leg–sand inter-
face and mark the lowest point where these two meet, hence depicting the sinkage
level for each image when compared to a template leg at the same angle. The tool
also allows the user to verify the leg angle encoder data and the gravity direction data.
Due to a faulty microcontroller some of the datasets experienced drift from these two
encoders. The tool permits the user to identify these datasets and discard them. The
final aggregation of datasets consists of 12 runs (datasets) and a total of around 42,000
images. Run-times of each dataset vary from 30 seconds to 120 seconds with a variety
of challenges and terrain textures as presented in Table 4.2.
The algorithm was designed to save all calculations and image data to a file for
later analysis. The data files allow the comparison between the annotated versus the
detected data and hence a calculation of divergence.
4.2.3 Experimental Evaluation of Theoretical Model
4.2.3.1 In-Lab Experiments
The experiments carried out using the SWLTB are intended to test for the three main
factors that make vision based algorithms fail. These factors are namely: 1. poor light-
ing, 2. Blurring due to long exposure or fast wheel movement, 3. Background noise.
Background noise is described as objects within the ROI that could interfere with our
predictions such as rocks or shadows.
A total of four experiments were conducted where the normal load on the wheel
was 3.5kg for one pair of experiments and 1kg for the other pair. In each pair an
experiment was conducted with normal laboratory lighting conditions and the other
with poor lighting conditions. The luminance of normal lighting was measured to
be between 300-400 Lux within the test-bed whereas the luminance for poor lighting
conditions was in the range of 10-50 Lux. By comparison the illumination on Mars av-
erages 4000 lux and 50 Lux in a dust storm while on Earth, the illumination [130]. On
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(a)
(b)
(c)
FIGURE 4.9: Processed images from the proposed algorithm for (a) Nor-
mal illumination conditions (300-400 Lux), (b) Poor illumination condi-
tions (10-15 Lux), (c) Poor lighting conditions and blurring (10-15 Lux).
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Earth the light level can be in excess of 110,000 lux on a sunny day and 1000 to 2000
lux on an overcast day [130]. In all four experiments dark rocks were laid out behind
the wheel’s path. Figure 4.9 shows the processed images from various stages of the
algorithm including (1) the input image with the detected interface line overlaid, (2)
the color segmented binary image, (3) the masked binary image and (4) the ROI of the
input image.
The normal laboratory lighting conditions seen in figure 4.9a demonstrate that the
algorithm is capable of filtering interfering background objects with similar intensity
contrast to the leg. Likewise the detection is accurately demonstrated in poor lighting
conditions even though such conditions have caused a tint of blue into the majority of
the image frame as seen in figure 4.9b. The low angle lighting (simulating sunrise or
sunset) was achieved by repositioning the light source and reducing the light levels.
Although the blue tinged pixels are picked up by the algorithm they are filtered out as
the algorithm selects only the largest blob in the ROI. Finally figure 4.9c demonstrates
the detection in a scenario where all the performance impacting factors exist including
blurring.
Figure 4.10 is the product of processing the image sequences of all four experiments
and comparing the sinkage detections with the measured leg sinkage from the linear
position transducer where L1 and L2 denote data of the first and second blue legs in the
sequence. Generally, the trend of the algorithm predictions is in good agreement with
the measured ground truths and the detected rate of sinkage also follows that of the
measured data. There exists a pair of deflection points while the leg sinks into the sand
and another when the leg exits. This is due to minor friction exhibited from the linear
bearings (See figure 4.7a) which is picked up by the position transducer. This is equally
demonstrated from the algorithms’ detections. Detection of such sudden changes in
sinkage rates is gaining substantial interest in the planetary exploration community
which allows the identification of non-geometric hazards such as duricrust formations
over highly deformable terrains. This phenomenon is what has caused the MER rover
Spirit to become entrenched in late 2009.
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(a) (b)
(c) (d)
FIGURE 4.10: Measured and Detected leg sinkage for (a) Load 3.5kg and
illumination 300-400 Lux, (b) Load 3.5kg and illumination 10-15 Lux, (c)
Load 1.0kg and illumination 300-400 Lux, (d) Load 1.0kg and illumina-
tion 10-15 Lux.
The detection errors attributed to the conducted experiments are presented in Ta-
ble 4.1. Since the detected sinkage fluctuates, 5-point centered moving averages were
computed to smooth the data and used to compute the average errors. Peak errors are
ones where the difference between the moving average detections and ground truth
measurements are highest for a particular time stamp. It is clear from the errors that
the algorithm’s accuracy is rather high even though some of the operational conditions
at which the detections took place were far from ideal. In fact the highest average error
of 22.1% was detected for the first blue leg during poor lighting conditions due to the
leg being further away from the light source than the second leg (see figure 4.10d) and
thus close to its minimum operating luminosity of around 10 Lux. As the wheel moved
closer to the light source the sinkage of the second leg was detected with an average
accuracy of 7.4%.
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Experiment Leg 1 Error Leg 2 Error
No. Avr [%] Max [%] Avr [%] Max [%]
1 6.7 19.6 5.9 22.1
2 9.3 34.4 6.9 27.9
3 9.0 21.0 9.5 33.8
4 22.1 55.5 7.4 19.9
TABLE 4.1: Vision based detection error as a percentage of ground truth.
4.2.3.2 Field Trial Testing
A field trial, with the aim of testing the algorithm in a real-world scenario, was con-
ducted in a cordoned area on West Wittering beach in the south-west of England during
August 2013. The beach hosts varied terrain types and textures which is believed to
closely represent that of Martian soil. The cordoned area was chosen for its varying
compactness of the sand and the presence of small sand dunes (see figure 4.11). The
devised tests analyzed the performance of a dynamic real-time vision based sinkage
detection algorithm for planetary rovers as presented in [38, 85] and collected relevant
datasets for post process analysis.
The tests were carried out by attaching a legged wheel to a rover with pneumatic
wheels to evaluate the performance of the proposed vision-based sinkage algorithm
and to validate the sinkage detection produced. The Surrey Mobility Platform (SMP)
Rover was used as a transport mechanism for the legged wheel as shown in figure
4.11b (This assembly’s objective is for testing the algorithm and it is expected that the
final rover would have two of such wheels as per figure 2.6.) A passive linkage attaches
the Legged Wheel assembly to the SMP rover where the latter would provide forward
kinematic motion, power, control and communication to the base station (for monitor-
ing). Although the linkage is passive and it allows the legged wheel assembly to rotate
the joint both vertically and horizontally, an Inertia Measurement Unit (IMU) senses
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(a)
(b)
FIGURE 4.11: Chosen location at West Wittering beach in the south-west
of England. (a) overview of location during an experiment, (b) The rover
and test rig assembly.
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Dataset # Terrain Type Characteristics
1 Very compact Back illumination Gravel
2 Very compact Side illumination Gravel
3 Fairly compact Back illumination Harsh shadows
4 Varying compactness Side illumination Sand dunes
5 Loose Side illumination Small dunes
6 Medium compactness Side illumination Harsh shadows
7 Varying compactness Front illumination Harsh shadows
8 Loose Top illumination Sun glare
9 Very compact Back illumination Mostly shadowed
10 Fairly compact Front illumination Moving shadows
11 Loose Front illumination Flat
12 Medium compactness Side illumination Slope
TABLE 4.2: Datasets characteristics and terrain type.
the angle of the joint in order to establish the direction of gravity and the rover’s world
frame.
The legged wheel assembly contains a motor that provides active motion to the
legged wheel. The motor speed is controlled by an ‘mbed’ 32 bit, ARM Cortex M3 mi-
crocontroller which receives speed signals from the SMP rover. Attached to the motor
is an absolute encoder that measures the angular position of the legged wheel with 0.1
degrees of resolution. A USB camera is mounted at the bottom of the structure so that
the area where the legs sink into the regolith is centered inside its field of view (see
figure 4.1).
The data is processed by the SMP’s on-board computer running a Linux distribution
and ROS (Robot Operating System) mid-ware. Communication between the SMP and the
various components on the legged wheel assembly is via a USB hub located on board
the wheel assembly. This assembly is also designed to take various weights attached
above the axle where pressure applied by the weights and the profile of the feet, allow
each leg to sink to the same depth in the regolith as a wheeled mother rover would [38].
Therefore the sinkage measurements are an estimate of how much the mother rover
would sink in the same soil.
The numerous tests conducted during the field trial present a range of different
challenges to the algorithm and different terrain compactness as detailed in table 4.2.
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Due to a faulty microcontroller some of the datasets experienced drift from these
two encoders. The tool permits the user to identify these datasets and discard them.
The final aggregation of datasets consist of 12 runs (datasets) and a total of around
42,000 images. Run-times of each dataset vary from 30 seconds to 120 seconds with a
variety of challenges and terrain textures as presented in Table 4.2.
The algorithm was designed to save all calculations and image data to a file for
later analysis. The data files allow the comparison between the annotated versus the
detected data and hence a calculation of divergence.
The results from the data collected have been analyzed and plotted. Some of the
data plots are shown in Appendix B. The plots show the detected sinkage versus the
annotated (blue and red lines respectively). The error (green lines) is plotted as a sec-
ondary chart showing not only the actual error but also whether the error is positive or
negative.
A negative error (-ve) signifies that the algorithm detected a deeper sinkage than
the annotation. Although this is still an error, the algorithm here errs on the side of
caution. The positive error (+ve) on the other hand can be dangerous as the algorithm
is detecting less sinkage than there actually is. If this error is too large then the rover
might believe it is on safe traversable ground when clearly the sinkage may pose a
threat.
Table 4.3 summarizes results of sinkage measurement for all twelve datasets. Error
is computed as the difference between the detected sinkage and the annotated sinkage
as a percentage of the actual sinkage. The algorithm is able to detect sinkage with a
positive error of less than 1% and a negative error of less than 10% across all images in
the datasets. Further investigation into what is causing the negative error points to the
noise removal method (morphological operator) within the algorithm [131].
As described in section 4.2.1 the algorithm detects the largest blob as the ROI and
computes the sinkage based on the lowest point of this blob. In particular instances,
the annotation points to the lowest section of a smaller blob, which is the tip of the foot
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Dataset # Max +ve Max -ve RMS
Error % Error % Error %
1 0.58 1.06 0.01
2 0.01 0.29 0.05
3 0.58 0.64 0.03
4 0.61 3.83 0.38
5 0.62 6.17 0.86
6 0.61 0.30 0.08
7 0.93 8.22 0.53
8 0.64 9.82 1.06
9 0.29 1.32 0.24
10 0.01 1.03 0.31
11 0.01 1.79 0.37
12 0.31 0.62 0.18
TABLE 4.3: Average and maximum error for all images aggregated by
datasets.
FIGURE 4.12: Error in annotation data.
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(see figure 4.12). Additional verification confirms that this annotation is incorrect and
that in fact the algorithm is detecting the correct sinkage with a very small degree of
error (typically less than 1%). This is because the sinkage should be calculated as an
average across the width of the leg [86] rather than a point at the tip of a revolving
leg. Therefore the negative errors are mainly due to human annotation errors. This
error is manifested mostly in Dataset 8 and slightly less evident in other datasets that
exhibit very deep sinkage in loose terrain. Figure 4.12 highlights the two contrasting
points. The yellow circle shows the tip of the leg that is almost completely buried in the
sand and is detached from the rest of the leg as far as the algorithm is concerned. The
annotation points to the lowest blue pixel within this part of the leg. The purple box
is a bounding box around the biggest blob that the algorithm has detected. The lowest
point within this box is assumed to be the highest sinkage point within the algorithm
and therefore this point is compared to the template to compute the actual sinkage.
FIGURE 4.13: Mismatch between the wheel encoder angular data and
actual angular position of the wheel’s leg (Red line is reported angular
position by the encoder, Green line is the detected tip of the leg.
Further analysis reveals a small amount of sinkage being detected when the leg
is off the ground and is mostly evident in datasets 9, 10 and 11 (See Appendix 6.3
datasets 9-11 and figure 4.13). This noise has been confirmed as a mismatch between
the wheel encoder angular data and actual angular position of the wheel’s leg. The red
line in Figure 4.13 highlights where the encoder is reporting the tip of the leg should
be, while the green line is where the algorithm has detected the tip of the leg actually
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is. The result of this ‘backlash’ and “wobble” is disparity between the template and
the position of the leg where in actual fact the template of a slightly different wheel
angle needs to be used. The misalignment is translated into a sinkage value by the
algorithm, however, the drift is mostly less than 5mm and in Figure 4.13 is 3.29mm.
Therefore this should pose no threat to the rover and is mainly a hardware issue that
can be suppressed.
The measured backlash and wobble is around 12mm at the tip of a leg when using a
direct connection between the polyoxymethylene thermo plastic legged wheel and the
motor/encoder assembly. A sealed rolling bearing introduced at the union between
these assemblies would decrease the backlash drastically virtually eliminating most of
the noise before the leg contacts with the terrain.
Dataset 8 also exhibits an abrupt variation in sinkage rate in both the annotated and
detected sinkages. The change can be interpreted as presence of duricrust, a thin crust
of seemingly compact soil over highly deformable sand, or slippage of the leg from a
denser area onto more loose terrain.
Dataset 8 also exhibits “glare error” where the sun is in the camera view. The bright
light changes the perception of colors within the camera making the wheel leg appear
as a silhouette and therefore the leg pixel values are completely devoid of color (see
figure 4.14).
FIGURE 4.14: Sun glare distorting image color.
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Although the algorithm still attempts to determine the sinkage level the error is too
high to operate reliably. It is envisaged that rovers that employ such a legged wheel
assembly would have two of these assemblies, one on each side of the rover. Cameras
pointing at the wheels would be mounted at the center of the rover and therefore would
be looking in opposite directions. When glare is detected in one wheel the other wheel
has optimum lighting and therefore the sinkage reading for the opposite wheel should
be considered [3]. Glare can also be anticipated by acquiring data from a sun sensor. In
such cases the navigation path can be adjusted to minimize instances where glare can
occur.
Furthermore the ‘saw tooth’ nature of the graphs are due to the algorithm losing
interest in the leg after the leg reaches a specific angle. This design constraint has been
purposefully introduced given that the legged wheel would eventually be modified to
have all its legs with the same type of feet and therefore all legs would be of interest to
the algorithm. This would necessitate either to modify the algorithm to process more
than one leg at any given time since there may be more than one within the field of
view, or to lose interest in the leg once it reaches a certain angle in order to process the
incoming leg. The latter technique has been chosen for the time being since the leg’s
exit from the deformable terrain is of no interest at this instant.
It has also been observed that the algorithm is very resilient to shadows [3], whether
coming from the actual legged wheel assembly, rocks, dunes or other sources. Datasets
6 and 8 manifests such self-shadowing by the leg and assembly body respectively. The
algorithm was able to track the tip of the leg reliably through bright and dark (shad-
owed) areas with no visible or measured degradation in performance. This has also
been confirmed in lab tests where the lighting conditions could be controlled as high-
lighted in the paper [3].
The field trial experiments also compare favorably to the lab experiments with an
RMS error reduction of at least 5%. This is mainly due to the optimal lighting con-
ditions available at the field trial, overall improvements to the algorithm and better
annotation tools available at the time.
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4.2.3.3 Computational Performance
In order to evaluate the algorithm’s performance, it has been tested on a virtual ma-
chine Linux distribution with a single 2GHz virtual CPU core and 512Mb of virtual
RAM. The CPU time of the virtual core was throttled down to simulate various CPU
speeds as found on On-Board Computers (OBC) of explorations rovers. The speeds
are: 200MHz, 500MHz, 700MHz, 1GHz, and 2GHz and the corresponding frame rate
of the algorithm is shown in figure 4.15. The non-linear nature of the graph is due to
the camera’s inability to keep up with the computer’s frequency of image requests and
image transport method, where the network communication has created a bottleneck.
It is worth noting that the MSL rovers had an OBC with 200MHz and that the Rasp-
berry Pi has a CPU speed of 700MHz, both of which would be capable of dynamically
assessing the sinkage with our proposed algorithm.
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FIGURE 4.15: Algorithm frame rate for various CPU speeds
.
Typically, a rover as depicted in figure 2.6 would process images from 2 cameras
pointing in opposite directions, hence halving the frame rate at which images from
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each camera can be processed. Where rovers have multiple wheels (whether of a hy-
brid type or circular), it is envisaged that only the two leading wheels would neces-
sitate the processing of sinkage data as the other wheels would mostly be traversing
ground already navigated by the leading wheels. Alternatively a 360 degree camera
and appropriate image transforms could be used to monitor all wheels/legs at once.
Furthermore, the processing power of the rover would need to be shared between
different components and functions within the rover and is not exclusively available to
the sinkage algorithm, however, given that the algorithm is able to process a frame in
0.07 seconds on a 200MHz processor, a sub second frame rate should be easily achiev-
able when other processes are taken into consideration.
4.3 Retrospective soil stiffness analysis
The Luna 17 and Apollo 15 missions in the 1960-70’s used an instrument called a pen-
etrometer to measure soil strength and stiffness at different depths and locations around
their respective landing sites. These are key measures in soil mechanics that deter-
mine whether or not soil will be stable or how much it will deform. The penetrom-
eter data can produce plots of pressure (or stress) p versus sinkage z that the device
experienced. In classical terramechanics, a mathematical formula like the Bernstein-
Goriatchkin (BG) model [89] (see equation 2.8) is often used to estimate and predict the
p-z behavior of static penetration within soil.
4.3.1 Theoretical Design
The BG model can also be employed to correlate the p-z plot of the penetrometer data
to quantify the soil strength ratios between different sites by extracting the k and n
values. To demonstrate feasibility of the method, representative p-z data taken by the
penetrometers has been re-gathered from [132] for Luna 17 and from [133] for Apollo 15,
and correlated against the BG model for the two landing sites.
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Landing Site No. of sampling z Median n Median
locations (cm) k(N/cm2+n)
Luna 17 4 0-8.0 0.54 0.8
Apollo 15 6 0-15.7 0.50 5.00
TABLE 4.4: Traditional soil stiffness analysis based on penetrometer data
and BG model
Results are summarized in Table 4.4. Penetrometer data from four and six sampling
locations of the Luna 17 and Apollo 15 respectively have been used. Among these data,
the penetrometer reached maximum depth of 8.0 and 15.7 cm for Luna 17 and Apollo
15 respectively. The sinkage exponent n derived has a median value of 0.54 and 0.50
respectively for the two landing sites. The two exponent values have less than 1%
difference meaning that the two fitted p-z plots mostly coincide given z is a small value.
Therefore, the k value derived by the method can be considered a monolithic indicator
for soil stiffness, the higher the value, the stiffer the soil. As shown in Table 4.4, the
stiffness modulus k for the Apollo 15 is around 6 times higher than that of Luna 17,
showing higher soil strength at the Apollo 15 landing site.
The Yutu rover [134] is however not equipped with a dedicated soil measurement
instrument like the penetrometer, while its wheels were constantly in contact with soil
and left tracks on lunar surface. Through these tracks, the wheel sinkage can be re-
trieved using photoclinometry or shape from shading [2, 9]. Similar approaches have
been investigated by [135–138], however these methods mostly require the use of stereo
images. Such methods are typically associated with high computational costs [9]. Some
Shape from Shading algorithms are able to closely replicate results obtained through
stereo methods and can be designed to consume less computational resources [2, 9].
In reality, SfS reconstruction needs to make assumptions on the object’s geometry,
albedo, reflectance properties and image formation process. Although such approaches
were demonstrated to generate reasonable 3D models, they all impose limitations on
their applicability to real-world images [119]. However, such statement bears only
natural terrestrial images into account, where a diversity of object types, albedos and
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reflectance properties may be encountered at varying degrees within an image.
Planetary natural images such as the ones taken on the Moon and Mars have a
restricted set of object properties, acute albedo variations and negligible reflectance
diversities [32–34]. These constraints make it an ideal scenario for reconstructing the
scene’s DTM using SfS techniques. In fact, SfS methods have been extensively used
with single high resolution satellite imagery to optimize the interpolation techniques
used in creating planetary DTMs including the Mars orbiter HiRISE [120].
Algorithms for various SfS methods have been evaluated and benchmarked against
each other in literature [7], however these mostly use generic Earth based images or
satellite planetary images. In order to determine the most competent algorithm for
planetary rovers, these algorithms have been assessed using planetary images or datasets
that resemble a planetary environment, such as Mars and the Moon, on Earth through
the eyes of a rover. As a result, it has been determined that a linear approximation
method as presented by Tsai and Shah [18], gave the most accurate results at the fastest
execution speed as described in Chapter 3. This is in line with Zhang et al. results [7].
The algorithm employs discrete approximation of the gradient first, then a linear ap-
proximation of the reflectance map is used to extract the depth using Jacobi iterative
schemes. The linear approximation method used also assumes uniform albedo since it
is envisaged that the regolith being investigate is mostly of the same type with minimal
albedo deviation.
4.3.2 Datasets and Platforms
A typical PanCam image of Yutu can be seen in Figure 4.16(a) which has a resolution of
2352 by 1728 pixels and a depth of 10 bits encapsulated in a Planetary Data System (PDS)
format. Metadata considered by the proposed method includes the rover’s pose with
relation to the lander, orientation of the PanCam cameras, image parameters, wheel
odometry and sun elevation and azimuth. The PSD file also indicates fixed camera
parameters such as the 50 mm focal length and 7.4µm pixel size. A total of 10 monoc-
ular high resolution, wide angle images from the Chang’E-3 (CE-3) mission [139] are
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available. On average 5 sections from each image have been selected for analysis mak-
ing a total of 50 close-up images of tracks left by the 6-wheeled Yutu rover in the CE-3
mission.
The image sections that contain rover tracks can be analyzed to extract the track
depth or wheel sinkage z, at various locations along the rover path. An example of
the image section is shown in Figure 4.16(b) (which has been scaled up for readability
purposes) whose position is highlighted by the red box on the original PanCam image
in Figure 4.16(a).
Similarly, 4 images denoting tracks of the 8-wheeled Lunokhod-1 rover in Luna 17
and 6 images denoting tracks of the 4-wheeled Lunar Roving Vehicle (LRV) in Apollo 15
have been analysed.
4.3.3 Experimental Evaluation of Theoretical Models
A linear approximation photoclinometry algorithm, as proposed in section 3.2.4, pro-
cesses the section to model the terrain topology that outputs a Digital Terrain Model
(DTM) in 3-dimensional pixel scale as seen in Figure 4.16(c) where the z-axis is illus-
trated using color codes along the side. Viewing the DTM in the heading direction of
the rover (i.e. the y-axis in Figure 4.16(b) & 4.16(c)), distance between the lowest point
of the DTM for the tracks and the surface elevation represents wheel sinkage z for any
given location along the rover path. Using the pinhole camera model, the wheel sink-
age z is quantified using:
z =
plz d
f
(4.4)
where plz is the total pixel length of the sinkage depicted in Figure 4.16(c), d is the
distance value between the camera and the sinkage location along the rover path given
by the wheel odometry, and f is the focal length of the camera.
In consequence of the wheel design, each individual wheel of the Yutu rover can
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leave up to three track marks in the soil. Depending on how well the wheel is in con-
tact with the ground, the three track marks can show different level of sinkage. Yutu,
similarly to most planetary rovers, uses a rocker-bogie suspension that seeks to main-
tain wheel contact and equalize rover weight carried by each wheel. This set of passive
linkages with no elastic elements ensures all wheels maintain contact with the ground.
This low mass solution ensures near equal weight distribution over all wheels on un-
even terrain, dramatically improving mobility capability [140, 141].
Figure 4.16(d) shows the sinkage profiles for two visible track marks based on data
processing from figure 4.16(b) and 4.16(c). The figure depicts an original Yutu Pan-
Cam image (figure 4.16(a)); a section of the image containing rover track marks in 2-
dimensional pixel scale (figure 4.16(b)) taken from the corresponding to the red box
region in (figure 4.16(a)); the DTM of the image section in 3-dimensional pixel scale
(figure 4.16(c)) where the z-axis values are illustrated in color bar legend to its right;
and the dynamic sinkage profiles extracted from the image section for the middle and
right track marks (figure 4.16(d)) where the red plot shows the left track sinkage and
the green plot shows the right track sinkage accrossthe whole y axis of figure 4.16(c). As
a general rule of thumb, the highest-valued sinkage profile is considered as the overall
wheel sinkage because it indicates the best contact with the soil and therefore abate
the effect of a non-constant value of normal stress across the wheel-soil contact area.
This also abates the issue that the wheels are not cylindrical in shape and are a close
resemblance to a prolate spheroid.
Additionally, multiple passes of wheels on the same rut by consecutive wheels is
ignored since the objective is to compare soil stiffness and strength as a ratio to other
Lunar sites. The ruts left by wheels from different missions have also experienced a
minimum of two wheel passes and as per the study by Holm the increase in rut depth
after multiple wheel passes is minimal to negligible [142]. Hence for Figure 4.16(d), the
sinkage profile induced by the middle track mark of the wheel is used. The track marks
left by wheels on the other side of the rover are processed in a similar manner. As a
result, the higher-valued sinkage between the right and left side of the rover wheels
is considered the overall wheel sinkage z. It is envisaged that the sinkage information
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extracted from the algorithm is stored within the knowledgebase block of the GNC
architecture as shown in figure 1.2 together with the location information and other
relevant parameters for later processing and reference.
A modern p-z model in terramechanics works on sinkage caused by circular wheels
of a small vehicle like Yutu. The pressure p encountered by the rover wheel is calculated
byMg/A [94], whereM is the mass of the vehicle divided by the total number of wheels
assuming even distribution of pressure among the wheels, g is the Moon gravity 1.633
m/s2, and A is the contact area of the wheel with the soil and calculated by:
A =WRcos−1(
R− z
R
) (4.5)
where W is the wheel width, R is the wheel radius and z is the calculated sinkage. The
small wheel model [94] has modified the traditional BG model by taking into account
the wheel effect and is described as
p = kDmzn (4.6)
where D is the wheel diameter and m is the diameter exponent. The n and m values
in [94] were derived for terrestrial dry sand, however, [143], in their study on Lunar
soil samples, noted that although the lunar soil properties is compositionally different
to that of terrestrial dry sand, the mechanical properties are remarkably similar. There-
fore, for dry sand which is applicable to existing lunar landing sites, the model suggests
n = 0.8 and m = 0.39. Given n and m are fixed in this model, the p-z relation is driven
by both k, the stiffness modulus and D, the size of the wheel. Since the wheel sinkage
z can be calculated using the data processing method described above, hence p based
on the formula Mg/A, the k indicating the soil stiffness can then be calculated.
To demonstrate the method, image data, as discussed in section 4.3.2, containing
rover tracks has been analysed for the CE-3 mission as well as the Luna 17 and Apollo
15 missions that were considered in Section 4.3. This facilitates the potentially cross
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(a)
(b) (c)
(d)
FIGURE 4.16: Rover wheel sinkage extraction: (a) original Yutu PanCam
image; (b) image section containing rover track marks in 2-dimensional
pixel scale, corresponding to the red box region in (a); (c) DTM of the
image section in 3-dimensional pixel scale where the z-axis values are
illustrated in color codes; (d) dynamic sinkage profiles extracted from
the image section for the middle and right track marks.
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reference and validation of the modern method by comparing results drawn by the
traditional method. Results are summarized in Table 4.5. The wheel sinakge profiles
extracted for the three vehicles, where each gives a range, is shown in the z column.
The physical properties of the three vehicles in terms of M , D and A are given in
their respective columns allowing p to be further computed. Given sinkage is calcu-
lated as a dynamic profile using this method, the corresponding sinkage modulus k is
thus also dynamically changing. For comparison purposes, the median value of k is
also considered, similarly to using the traditional method. The corresponding kD0.39
values are given in the last column of the Table 4.5 which indicates the overall p-z rela-
tions.
Mathematical analytical results using the traditional method based on the BG model
in Eq. 4.4 or the modern method based on the small wheel model in Eq. 4.6 are further
illustrated in Figure 4.17, where the resulted model plots estimating the p-z relation-
ship are presented. It is evident that both methods have led to numerically comparable
and similar models for Luna 17 and Apollo 15 to estimate soil stiffness. Both methods
also conclude that the soil strength at the Apollo 15 landing site is much greater than
Luna 17. The modern method further reveals that CE-3 has a same level of soil stiffness
as the Luna 17 hence less strength compared to the Apollo 15 landing site.
Landing Vehicle Track Vehicle Wheel Wheel-soil p =Mg/A z Median
site distance mass per diameter, contact area (N/cm2) (cm) kD0.39
covered (m) wheel M(Kg) D(cm) A(cm2) (N/cm2.8)
Luna 17 Lunokhod-1 2-3 94.50 51 148.26 - 229.56 0.67 - 1.04 1.07 - 2.54 0.5
Apollo 15 LRV 4-5 177 82 126.78 - 295.01 0.98 - 2.28 0.37 - 1.99 2.45
CE-3 Yutu 6-7 22.50 30 61.67 - 88.68 0.41 - 0.60 0.56 - 1.15 0.55
TABLE 4.5: Traditional soil stiffness analysis based on penetrometer data
and BG model
It is worth noting that the main difference between the plots produced by the two
methods is driven by the difference of the sinkage exponent n. The traditional method
derives the n values based on penetrometer measurements which are 0.5 to 0.6 for both
the Luna 17 and Apollo 15 landing sites, while the modern method uses a fixed value
0.8 for dry sand out of a rule of thumb. Future work could investigate further how to
determine n in the modern method more effectively.
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The two analytical methods offer consistent results allowing both to be used in
planetary missions depending on available payload resources. The traditional method
works directly on penetrometer payload data allowing soil stiffness to be quantified
for different sampling locations. The modern method can produce dynamic analysis
of soil stiffness over the planetary surface. It takes advantage of typical imagery data
containing vehicle tracks without dedicated in-situ soil sensing.
CNSA (China National Space Administration) is currently developing follow-up
missions of CE-3 [139] where improved understanding of lunar soil mechanics is im-
portant. For examples, the CE-4 [144] plans to land and rover on the far side of the
Moon before 2020; the CE-5 [145] will be a lunar sample return mission planned for
launch in 2027. These future missions are envisaged to use (or benefit from) results of
this study while developing relevant scientific experiments and engineering tasks such
as sampling lunar soil.
FIGURE 4.17: The p-z model plots based on traditional method and mod-
ern method for Luna 17, Apollo 15 and CE-3, illustrating final numerical
results in Tables 4.4 & 4.5. #1 refers to the traditional method (4.3) #2
refers to the modern method (4.3.3).
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4.4 Conclusion and future work
In this chapter, two image based wheel sinkage algorithms have been discusses and
analysed. The algorithms help the rover characterize the regolith being traversed, al-
lowing it to make judgments on whether the rover can get entrenched in the soil and
make assumptions of the terrain it is about to negotiate.
The first algorithm monitors the actual sinkage of a wheel (legged-wheel hybrid or
circular) into the regolith determining the amount of sinkage the wheel experiences.
The solution can also be adapted to any type of locomotion system on exploration
rovers. Field trial results have confirmed the robustness of the algorithm, even in
challenging conditions. The performance of the algorithm was tested for various CPU
speeds to demonstrate its ability to dynamically assess sinkages in real-time.
Future work will focus on further improving the reported accuracy through better
image annotation and improvement in hardware by using higher quality and industri-
ally recognized components. Additionally, sinkage detection of more than one sinking
leg would be considered by introducing additional annular sectors. It is envisaged that
this would increase robustness with regard to occlusions which can be mistaken for
sinkage.
The second method uses existing cameras mounted on the rover to look at the tracks
left in the rover’s wake in order to determine the amount of sinkage that the rover’s
wheels have experienced. The method has been cross referenced and verified with in-
situ soil penetrometer data from Apollo 15 and Luna 17. Both methods can be used to
retrospectively calculate the soil stiffness.
The method can produce dynamic analysis of soil stiffness over the planetary sur-
face. It takes advantage of typical imagery data containing vehicle tracks without ded-
icated in-situ soil sensing. CNSA is currently developing follow-up missions of CE-3
where improved understanding of lunar soil mechanics is important. For examples,
the CE-4 plans to land and rove on the far side of the Moon before 2020; the CE-5 will
be a lunar sample return mission planned for launch in 2017. These future missions
Chapter 4. Image Based Soil Analysis 99
are envisaged to use (or benefit from) results of this study while developing relevant
scientific experiments and engineering tasks such as sampling lunar soil.

Chapter 5
Salient Object Detection
5.1 Introduction
The use of autonomous robotic platforms has seen a tremendous growth over the past
five decades of planetary exploration missions. There is a diversity of space exploration
technologies used in these missions such as orbiting spacecraft, space telescopes, sta-
tionary landers, etc. However, there is an increasing recognition that planetary rovers
form one of the most important sources of exploratory information in that they provide
greater mobility, ability of physical experimentation, semi-autonomous navigation and
microscopic level of observations.
Over the past few decades research in planetary rovers has evolved from the most
primordial technology to more complex, autonomous and intelligent systems. One of
the key advancement that has taken place is within the computer vision technologies
used by these rovers; specifically object detection and tracking (e.g., of ‘rocks’) for au-
tonomous navigation.
As discussed in Chapter 2 Section 2.4 there are numerous “cognitive-inspired” vi-
sual saliency models. In this chapter, the debated approaches are evaluated quantita-
tively on 3 challenging benchmark datasets that closely replicate planetary surfaces.
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5.2 Theoretical Design
This section details the theory behind a novel object detection method based on the
visual saliency model, order to reliably detect objects such as rocks from single monoc-
ular planetary images. The algorithm takes advantage of the relatively homogeneous
and distinct albedos present in planetary environments such as Mars or the Moon to
extract a Digital Terrain Model of a scene using photoclinometry. The Digital Terrain
Model discussed in Chapter 3, is then incorporated into a bottom-up visual saliency al-
gorithm to augment objects that protrude out of the ground. This Structure Augmented
Monocular Saliency algorithm (SAMS) improves the accuracy and reliability of detecting
objects in a planetary environment with no training requirements, greater robustness
and lower computational complexity than 3D saliency models.
The choice of saliency models for the current research problem is constrained by
the visual feature characteristics of Martian and Lunar terrain. Furthermore limita-
tions in power and computational resources on-board planetary rovers has influenced
the selection of saliency models for the potential application environment, and there-
fore algorithms with the lowest possible computational load have been given priority.
More importantly, as discussed above, vision-based methods that require prior training
(supervised learning) may not be appropriate for planetary rovers, since access to data
from previous missions is either very limited or insufficient for training and testing
purposes.
The work by Itti et al. [28] was the forefront in bottom-up visual saliency model-
ing that relates to human visual search strategies. It uses centre-surround differences
across multi-scale image features within three topographical feature maps (colour, in-
tensity and orientation) for identifying conspicuous regions. The three feature maps
are combined into a single saliency map for local conspicuity over the entire visual
scene.
Walther et al. [146] (STB (Saliency Toolbox)) extends this concept towards modeling
visual attention in terms of proto-objects (the generated saliency maps are used for the
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deduction of a proto-object (via a winner-take-all neural network framework) at the
attended location), (see [147, 147] for further literature on proto-objects).
(a) (b)
(c) (d)
FIGURE 5.1: Conspicuity maps for a sample image showing colour (a),
intensity (b) and orientation (c) maps which are then combined into the
actual saliency map (d)
Harel et al. [148] (GBVS) uses the computational power, topographical structure,
and parallel nature of probabilistic graphical models in order to describe visually salient
regions in an image. The equilibrium distribution of Markov chains along with a dis-
similarity measure is used to compute saliency values in the visual scene.
Hou et al. [149] (SRA) proposed the use of log spectrum rather than the log-log of
an input image along with the average Fourier envelope in order to extract the spectral
residual in the frequency domain leading to the generation of a saliency map.
Seo et al. [150] (SDSR) proposed a unified framework for (static and space-time)
saliency detection that defines visually conspicuous regions in a local way. The model
utilises non-parametric local regression kernels to estimate the likelihood of pixel to its
surrounding. A “self-resemblance” map (that is used to estimate saliency likelihood)
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is generated which measures the statistical likelihood (similarity) of a feature matrix at
a given pixel to its surround feature matrices using matrix cosine similarity measure.
Guo et al. [151] (PQFT) introduced a multi resolution spatiotemporal based vi-
sual saliency detection model called phase spectrum of quaternion Fourier transform
(PQFT) that represents an image in terms of colour, intensity, and motion features (tex-
ture pop-out). This model captures the temporal characteristic (an additional motion
dimension) of conspicuous regions within a visual scene in addition to its spatial con-
spicuity and has been proven to have very low computational complexity with little
compromise on performance.
Hou et al. [152] (SigSal ) model is based on the concept of figure-ground separation
for separating objects from the background using a binary, holistic image descriptor,
called “image signature” (performed within the framework of sparse signal mixing).
When applied to the input image, the saliency techniques generate a saliency map,
an intensity based probability value is associated with each pixel, outlining the region
of interest (ROI) in the visual scene. This is converted into a binary saliency map,
i.e., ROI blobs with hard boundaries segregating them from the background using an
intensity threshold selection criterion. These blobs serve as a semantic representation
of a rock in the input image. Hence, the rocks are completely described in terms of
their binary (saliency) blobs on the basis of their local or global conspicuity pop-out
characteristics. An automatic threshold selection criterion is applied to the saliency
map in order to convert it to a binary map.
(a) (b) (c)
FIGURE 5.2: Example image from Lab-based dataset (a), saliency heat
map overlayed on original image (b), binary map generated by Otsu’s
method (c)
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The most commonly used automatic thresholding method for saliency maps is
Otsu’s algorithm [29,153] (histogram shape-based thresholding) to reduce the saliency
map to a binary image with the assumption that the saliency maps have a bimodal
distribution, (i.e., two classes of pixels; salient objects (i.e., rocks) and the background).
This method essentially follows an exhaustive search strategy (discriminant form of
pattern recognition technique) to compute the optimum threshold that minimises the
intra-class variance or maximising the inter-class variance
σ2B = ω1(T ) ω2(T ) (µ1(T )− µ2(T ))2 (5.1)
where ω1(T ) and ω2(T ) are the probabilities of the two classes (C1 and C2) respectively.
ω1(T ) = Pr(C1) =
T∑
i=1
p(i) (5.2)
ω2(T ) = Pr(C2) =
K∑
i=T +1
p(i) (5.3)
and T ∈ {1, 2, ..., 256}represents any level within the full range of gray level histogram
values. In most cases, the Otsu’s [153] method iteratively computes the optimum by
maximising 5.1, more formally,
σ2B(η
∗) = argmax
1<η<K
σ2B(η) (5.4)
Typical results obtained by this technique is shown in figure 5.2 where an image
from the Lab dataset is processed using the Itti algorithm. The resulting binary image
would in turn be employed as a mask of conspicuous objects in the scene in applica-
tions such as hazard detection, constellation matching and other feature analysis. A
comprehensive analysis of the above proposed theoretical model discussed in below.
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5.3 Datasets
5.3.1 Ground-Truth Annotation of Image Data
For each of the subsequent three experimental datasets, per image visual scene annota-
tion (as well as labeling using numeric nomenclature) is carried out by two individuals
in terms of observed objects (i.e., rocks). Both individuals use a common (planetary
rock) annotation tool purposely built at the Surrey Space Centre (SSC). This results in
laboriously annotated ground-truth datasets with bounding boxes encapsulating the
regions of interest (i.e., rocks in the current experimental scenario) with negligible ob-
served variation among the annotators (voiding the requirement of an interrater relia-
bility study). The following is a description the test datasets.
5.3.2 SSC Lab-based Test-bed
The dataset was recorded in the research lab at the Surrey Space Centre. It involved
a rover with four wheels, (Pioneer), equipped with a range of sensors, traversing a
surface littered with scattering of rock clusters. The rover was tele-operated to conduct
oval shaped circuits at low speeds between coarse-grained parallel formation of rock
clusters in order to simulate both straight and curved path manoeuvres. The surface
2D manoeuvres mitigate some level of complexity resulting from effects of elevation in
a 3-D traversal commonly experienced by planetary exploration rovers.
The collected dataset consists of low-level features, including odometry data with
an accuracy of 1 mm, rover’s pose deduced from the on-board shaft encoders and ex-
ternal video scene capture using a single on-board camera mounted with a known
reference frame relative to the rover’s pose.
The dataset comprises a total of 230 frames (per frame monocular image size of 640
x 480 pixels, at 15-fps sampling). Refer to figure 5.3.
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FIGURE 5.3: Example image from the Lab dataset.
5.3.3 RAL Space SEEKER Dataset
The dataset is a subset of the original data generated by the SEEKER Consortium [4].
It consists of rectified monocular images from the left camera (a Bumblebee XB3 [154])
of a sensor equipped rover providing additional low-level sensor data, such as, DGPS
(Differential Global Positioning System), IMU (Inertial Measurement Unit) Data, DTM
(Digital Terrain Models), VO (Video Odometry) and path data. The experimental dataset
comprises a total of 111 frames at 5-fps sampling (per frame monocular image size of
1024 x 1024 pixels). Refer to figure 5.4.
FIGURE 5.4: Example image from the SEEKER dataset [4].
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5.3.4 PANGU Dataset
The dataset was generated using a combination of the Planet and Asteroid Natural scene
Generation Utility (PANGU) [5], (developed at the University of Dundee) and image
capture software from the PMSLAM project at the SSC. PANGU simulates planetary
environments using parameters such as the levelness of the terrain and the number,
size and distribution of craters and boulders.
FIGURE 5.5: Example image from the PANGU [5] simulated dataset.
The PMSLAM software has the ability to place a virtual camera at a given location,
field of view and record images. The dataset comprises a total of 111 frames (per frame
monocular image size of 512 x 512 pixels). Refer to figure 5.5.
5.4 Experimental Evaluation of Theoretical Models
5.4.1 Evaluation of Saliency Algorithm
The detection performance of the saliency algorithms discussed in Section 2.4 are exam-
ined using the quantitative evaluation metrics and protocols set out in [155] and [156].
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An extensive quantitative evaluation of the selected saliency models for rock detection
is carried out utilising datasets that replicate a planetary surface as discussed in Sec-
tion 5.3. This helps to understand the advantages of different types of visual stimuli
that these models use which can effectively detect rocks on planetary surfaces for rover
autonomy. The analysis will moreover help in choosing the right framework on which
to build the SAMS algorithm.
The detection accuracy of the proposed methods are evaluated using protocols sim-
ilar to [156]. For any given frame ’t’, the number of ’false positives’ (fpt), ’misses’
(mst) and ’true positives’ (tpt) is calculated by measuring the spatial overlap between
the ground-truth and the system output objects. If for a given frame ’t’, Gti is the i
th
ground-truth object andDti is the i
th detected object then the spatial overlap ratio (ORti)
is calculated as per equation 5.5.
ORti =
|Gti ∩Dti |
|Gti ∪Dti |
(5.5)
The detected object is considered a true positive for ORti ≥ 0.2 and false positive for
ORti < 0.2. Whereas any unmatched objects in the ground-truth set are considered
misses. The Normalised Multiple Object Detection Accuracy (N-MODA) is computed
for the entire image sequence of each dataset.
N −MODA = 1−
∑Nframes
t=1
(
cms (mst) + cf (fpt)
)
∑Nframes
t=1 N
t
(5.6)
where
N t =

N tG, ifN
t
G ≥ N tD
N tD, ifN
t
G < N
t
D
For
∑Nframes
t=1 N
t = 0 we force N-MODA = 0. The parameters cms and cf are weight-
ing parameters that can be varied according to the specified application (in the current
paper, cms = cf = 1, N tG and N
t
D are the number of ground-truth and system detected
objects respectively.
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The majority of the saliency methods tested here manifested good performance
against the annotated ground truth (see Table 5.1), however two models based on the
“feature integration theory" (FIT), such as, STB and GBVS achieved the least perfor-
mance scores in terms of N-MODA. The STB model generated local density of saliency
fixations around the higher intensity pixels within the simulated rocks. Since simulated
rock textures have uniformly distributed clusters of greyscale intensity pixels with hard
boundaries, they act as local conspicuous regions deviating from the surrounding pix-
els.
Dataset N-MODA Miss Rate TPR
Itti LAB 0.80 0.15 0.85
PANGU 0.84 0.141 0.89
SEEKER 0.32 0.56 0.44
GBVS LAB 0.51 0.43 0.57
PANGU 0.55 0.34 0.66
SEEKER 0.14 0.75 0.22
PQFT LAB 0.76 0.17 0.83
PANGU 0.78 0.04 0.96
SEEKER 0.49 0.13 0.87
SDSR LAB 0.66 0.27 0.73
PANGU 0.83 0.10 0.90
SEEKER 0.47 0.08 0.92
SigSal LAB 0.62 0.33 0.67
PANGU 0.78 0.15 0.85
SEEKER 0.29 0.51 0.48
SRA LAB 0.74 0.18 0.82
PANGU 0.83 0.01 0.99
SEEKER 0.45 0.15 0.85
STB LAB 0.49 0.42 0.58
PANGU 0.47 0.30 0.70
SEEKER 0.39 0.57 0.43
TABLE 5.1: Normalized performance results for various saliency algo-
rithms on chosen datasets. Bold numbers are highest N-MODA values
within each dataset.
Chapter 5. Salient Object Detection 111
It naturally attracted the proto-objects based attention towards these small areas on
the rock’s surface, resulting in smaller fixations which did not satisfy the evaluation
criterion, causing a lot of miss detections. This anomaly is clearly noticeable from the
very high miss rate and false negatives for STB. In the case of GBVS, classification of
pixels as salient rocks was performed in terms of probability distributions; the simu-
lated textures (similar to STB) of the rocks were adding a slight centre-bias towards
specific regions within the rock. As a result of this behavior, the equilibrium distribu-
tion of Markov chains selectively increased the conspicuity of the larger rocks located
at the centre of the image, where the surrounding smaller rocks were given negligible
weightings. This resulted in a relatively higher number of false negatives. It is worth
noting however that the performance of GBVS was still better than STB in terms of N-
MODA. Given the overall success of the Itti algorithm, it has been chosen as the base
method to build the SAMS algorithm on since any improvement over Itti’s algorithm
would surely result in a better performance than the other algorithms.
5.4.2 The SAMS Algorithm
SAMS is built on a similar concept to the Wang et al model [6] where the depth map is
computed as a separate process to the feature maps then combined in one final saliency
map (see figure 5.6a). However unlike the Wang et al model the generation of the depth
saliency map does not require various steps and transformations to achieve a suitable
shape feature map (see figure 5.6b). In addition the SAMS algorithm combines all the
individual feature maps (structure, colour, intensity and orientation) together in one
step unlike the Wang et al algorithm that computes a saliency map from 2D information
then combines this map with the 3D depth map. This gives the flexibility of assigning
different weights to each feature map depending on the application.
5.4.2.1 Computation of shape feature map
The SfS computation process has been developed in C++ where it program takes an
image and a parameter file to compute the scene structure, returning a Digital Terrain
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Model (DTM) in the form of a dense matrix with the same size of the original image.
The program also attempts to recover the albedo information as described in [106]. The
parameter file contains information about the light direction, the maximum number of
iterations allowed and a scale factor. The light direction is deduced from the rover’s
on-board sun sensor.
The maximum number of iterations allowed limits the number of cycles the Jaco-
bian iterator is allowed to recapitulate in order to achieve convergence. The iteration
scalar is arbitrarily set, however this has an impact on the quality of the output in terms
of accuracy at the trade-off of execution speed. Since the algorithm is not performing
precise calculations and is only concerned with highlighting objects that protrude from
the ground, the iteration value is set to a value of 2 in order to maximize the execution
speed.
The scale value also has an impact on the quality of the output and executions
speed. Essentially the scale value is used to resize the image to smaller dimensions
producing a coarser DTM but a much faster execution. Once again, since the algorithm
is not performing precise calculations, the Scale value is set to reduce the image size
to 320x240 pixels or as close to this as possible depending on the image shape. The
resulting DTM is the scaled back to match the size of the original image and a Gaussian
filter is applied to smooth out any noise. The typical execution speed for generating a
DTM using the above parameters is in the region of 0.2 seconds on a Raspberry Pi Type
B with CPU speed of 700MHz.
5.4.2.2 Computation of feature maps
The colour, intensity and orientation feature maps are computed using the centre sur-
round difference method proposed by Itti et al [28], however the algorithm falls short
of combining the feature maps together at this stage.
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FIGURE 5.6: (a) Depth saliency model as proposed by Wang et al [6].(b)
Proposed Shape Augmented Monocular Saliency model.
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5.4.2.3 Combining the feature maps
Several approaches of combining feature maps have been proposed in literature, how-
ever, a standardized approach to combine depth maps with 2D visual features is still
lacking. In [6] the proposed model is to adopt a weighted merging mechanism of the
feature maps where the final saliency map is equal to the sum of both maps as in equa-
tion 5.7.
SMs(i, j) = ω1SMdep + ω2SM2D (5.7)
where ω1 = ω2 = 0.5.
Similarly, the SAMS algorithm performs a weighted merging of all the feature maps,
however rather than combining the 2D saliency map with the depth map, the SAMS
algorithm combines all 4 maps together as per equation 5.8.
SMF (i, j) = ω1FMS + ω2FMC + ω3FMI + ω4FMO (5.8)
where ωn = 1/#FM and FMm is the feature map with S for the Structure (or depth)
feature map, C for the colour feature map, I for the intensity feature map and O for the
orientation feature map.
Experiments performed using various weights for each feature map are analogous
with the experiments performed in [6] in that equal weighting on all the feature maps
tend to yield the best detection performance. Table 5.2 highlights some of the weight
values and their N-MODA, miss rate and true positives detected by the SAMS algo-
rithm using the Lab dataset.
Performance evaluations for SAMS versus Itti saliency-based algorithms are shown
in Table 5.3. Results indicate that the SAMS algorithm performs better than the stan-
dard Itti algorithm over all datasets. It is worth reiterating that this performance is
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ω1 ω2 ω3 ω4 N-MODA Miss Rate True Positives
0.25 0.25 0.25 0.25 83.63 11.26 88.74
0.4 0.2 0.2 0.2 80.27 17.12 82.88
0.2 0.4 0.2 0.2 76.38 22.77 77.23
0.2 0.2 0.4 0.2 81.94 19.44 80.56
0.2 0.2 0.2 0.4 73.21 24.88 75.12
TABLE 5.2: Feature map weights and their results in %. Bold numbers
indicate best results.
Dataset Itti Saliency Algorithm SAMS Algorithm
N-MODA Miss Rate True Positives N-MODA Miss Rate True Positives
LAB-based 80.23 15.10 84.90 83.63 11.26 88.74
PANGU 84.11 11.27 88.73 87.60 7.89 92.11
SEEKER 31.85 56.32 43.68 80.90 17.23 82.77
TABLE 5.3: Performance evaluation between the Itti and the SAMS algo-
rithms expressed as %.
achieved in purely unsupervised manner, without any top-down feedback or any a-
priori knowledge of the test datasets used.
Although the improvement for N-MODA, Miss Rate and True Positives are marginal
for the LAB- based and PANGU datasets, there is a noticeable increase for the SEEKER
dataset. This is due to the additional dimension of information introduced by the struc-
ture feature map and noise reduction on the other maps when the same structure map
is added to the other feature maps. This can be clearly seen in the figures 5.7, 5.8 and
5.9. The Colour feature map has been omitted since the images are in grayscale.
The output of the SAMS algorithm is much easier to threshold using Otsu’s bimodal
distribution as the salient features are quite prominent with very little false positives
that are detected as salient features.
Figure 5.9 shows the result of the bimodal distribution thresholding of both outputs
and shows bounding boxes overlaid on the original image. The blue bounding boxes
in figure 5.9 show the salient objects detected by the Itti algorithm. The algorithm has
detected numerous features that should not have been classified as salient. In addition,
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(a) (b)
(c) (d)
FIGURE 5.7: (a) = Original image.
Itti algorithm feature maps (b) = Intensity,
(c) = Orientation and (d) = Final output.
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(a) (b)
(c) (d)
FIGURE 5.8: Feature maps for SAMS algorithm where (a) = Intensity,
(b) = Orientation, (c) = Structure and (d) = Final output.
FIGURE 5.9: Result of thresholding the final feature maps for both algo-
rithms. Blue boxes belong to the Itti algorithm while Red boxes belong
to the SAMS algorithm.
.
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(a) (b)
(c) (d)
(e)
FIGURE 5.10: Salient object detection on MER images using the SAMS
(Red bounding boxes) and Itti (Blue bounding boxes) al-
gorithms. Original image names within JPL’s PDS image
repository are:
(a) = 1n436950889fflc9h1p0723r0m1.img,
(b) = 1n463314413fflchj3p1966l0m1.img,
(c) = 1n468107164fflcibnp1825r0m1.img,
(d) = 1n467395302dnlch0uf0006l0m1.img,
(d) = 1n466780272dnlchzof0006l0m1.img
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if these small features were to be considered as a salient object, the algorithm fails to
detect similar objects dotted around the image. Furthermore, the actual salient objects
(large rocks) have been detected as one whole feature rather than 3 different objects.
The red bounding boxes in figure 5.9 show the salient objects detected by the SAMS
algorithm. The algorithm ignores very small features that would not have any signifi-
cant value in terms of providing information for planetary exploration. The output of
the SAMS algorithm closely correlates with the human annotated objects with minor
variations in the size of the bounding boxes.
In an effort to verify that the algorithm performs well in a real world application, a
small selection of images from the vast MER libraries where tested using both methods.
Figure 5.10 a to e show the results where bounding boxes in red are the salient objects
detected by the SAMS algorithm while bounding boxes in blue are salient objects ac-
cording to the Itti algorithm. It is evident that the SAMS algorithm outperforms the Itti
algorithm where the SAMS algorithm is able to identify individual objects (rocks) in
complex scenes rather than detect an aggregation of objects. The SAMS algorithm also
omits small objects in the scene that can hardly be considered as salient when much
larger objects are present. It is worth reiterating that both algorithms use the same
Otsu binerization method with identical parameters.
5.4.3 Computation time
Finally, the saliency map computation time (averaged over the total number of frames)
is evaluated and computed for all models using the whole set of datasets in order to
find out which of these models would have the lowest computation time within the
current problem domain (refer to figure 5.11). The experimental workstation used for
generating these results comprises a quad-core Intel(R) Core(TM) i5-2400 CPU (3.10 GHz)
running Linux (Ubuntu10.04, 64-bit architecture). The SAMS algorithm is also bench-
marked against these results.
As depicted in figure 5.11, SDSR took the longest time to process an image, whereas
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SAMS Itti-98 STB GBVS SRA SDSR PQFT SigSal
Lab-based 0.74 0.56 0.73 2.06 0.03 3.74 0.10 0.06
PANGU 0.70 0.51 0.62 2.09 0.04 2.17 0.10 0.07
SEEKER 0.59 0.39 0.60 0.65 0.03 1.45 0.11 0.03
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FIGURE 5.11: Computation time of the various algorithms for each
dataset.
.
SigSal, PQFT and SRA required the lowest processing time. The Itti algorithm per-
forms relatively well in terms of computational speed however it is slower than the 3
aforementioned algorithms. Since SAMS is built on the Itti algorithm the computation
speed is slightly slower due to the extra computational requirements to generate the
DTM however its performance is still at an acceptable rate and this can be improved
using parallel processing methods for generating the DTM as described in [18].
Furthermore, the algorithm was run on a virtual machine Linux distribution with
a single 2GHz virtual CPU core and 512Mb of virtual RAM. The CPU time of the vir-
tual core was throttled down to simulate various CPU speeds as found on On-Board
Computers (OBC) of explorations rovers. The speeds are: 200MHz, 500MHz, 700MHz,
1GHz, and 2GHz and the corresponding frame rate of our algorithm is shown in figure
5.12. The SEEKER dataset has been used for this experiment and the images have been
scaled down by a factor of 8 with the resulting image size of 128 x 128 pixels. This has
little or no degradation in results measured using the N-MODA metric. It is worth not-
ing that the MSL rover has an OBC with 200MHz and that the Raspberry Pi has a CPU
speed of 700MHz, both of which would be capable of executing the SAMS algorithm.
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FIGURE 5.12: SAMS algorithm frame rate for various CPU speeds.
5.5 Conclusion and future work
This chapter has sought to determine a suitable (unsupervised) framework that in-
corporates bottom-up visual saliency modeling, (histogram shape-based thresholding)
on planetary surfaces that would potentially be used for science target tracking, visual
odometry, SLAM, obstacle detection and avoidance for autonomous path planning and
navigation of future long-distance planetary rovers. To examine this approach, a quan-
titative evaluation of a selected number of saliency models has been performed using
challenging benchmark datasets that closely replicate celestial planetary surfaces. Such
approaches (that are based on cognitive and biological research) have not previously
received substantial attention in current problem domain.
It has been established that the use of visual saliency based modeling paradigms
can be useful to detect rocks in the form of semantic features (binary saliency blobs).
Some models tend to use a set of low-level stimuli (visual cues) which consistently per-
formed better over all 3 datasets in terms of detection accuracy as well computation
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time. Using these proof-of-concept research findings as building blocks, a better per-
forming bottom-up visual saliency has been built, tested and compared using the same
datasets and metrics. The focused application area of the current research work is then
used towards the creation of a novel visual saliency model that is specifically adapted
and fine tuned to a celestial body.
The proposed novel approach, dubbed "SAMS", uses photoclinometry to add a
shape dimension to the feature maps employed by traditional saliency algorithms such
as the Itti et al method. This greatly reduces the computational costs required by 3D
saliency algorithms when constructing the DTM through a stereo pair of images. Re-
sults thus achieved showed good performance over a previous study using the same
datasets and annotations. Such paradigms could potentially form a very effective ba-
sis for object detection specifically for applications in future long distance autonomous
rover navigation. It is also anticipated to explore many other novel dimensions for
the SAMS algorithm and experiment with more challenging datasets to achieve a solid
foundation for the proposed concept.
Field trails at a location that mimics a Martian or Lunar terrain is being planned
using the Surrey Mobility Platform (SMP) Rover. This platform has been successfully
utilized in previous field trial as described in [2].
Top-down cognitive control/feedback can also be used to supplement bottom-up
approaches, such that sporadic and erroneous detections can be suppressed. More
importantly it is believed that such approaches, which have not received a high level of
attention in space applications may prove to be quite useful in vision-based problems
related to autonomous navigation of extraterrestrial planetary exploration rovers.
Chapter 6
Conclusion and Future Work
6.1 Towards a Real-time GNC
Planetary exploration missions seek to increase the value of their scientific return. Fu-
ture objectives such as sample-return missions and surveys of larger geographical and
geological areas present very challenging problems. Significantly reduced traverse
times and an increased level of autonomy are a key requirement in enabling planetary
rovers to reach targets more effectively.
A Guidance Navigation and Control (GNC) system within a planetary rover is de-
fined as the component responsible for the safe execution of maneuvers based on the
rover’s environment. As a result, GNC architectures follow a Sense-Model-Plan-Act
(SMPA) pattern, requiring the rover to halt periodically due to the sheer scale or the ar-
duous task and the limited processing power onboard the planetary rover. This tends
to substantially reduce the traverse speeds, resulting in longer drawn missions and
higher risk of failure [11]. The Mars Science Laboratory (MSL) currently achieves a speed
of 0.56 cm/s while the ExoMars rover, by the European Space Agency, will have a traver-
sal speed 2 cm/s, both in autonomous SMPA-based drive mode [157].
The objective of this chapter is to propose alterations to existing GNC architectures
that will abate some of the current limitations, with the potential for application to
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future planetary exploration missions. Specifically this research aims to improve the
processing speed of the ‘Sense’ portion within the SMPA model by reducing the com-
putational costs required to extract information from the sensors. The proposal is in the
form of an overview that describes how the computationally efficient algorithms pre-
sented in previous chapters contribute to increase the traversal speed and effectiveness
of planetary rover.
Due to the plethora of publicly available information on the ExoMars platform and
its GNC, examples and comparisons within this chapter will focus on the ExoMars
rover.
6.1.1 Discussion and Analysis
A planetary rover is designed to transport its scientific payload across the extra ter-
restrial terrain, therefore, the faster it can traverse the terrain, the greater the scientific
return. Each day, during one of two communication windows available between the
rover and its orbiting satellite, ground controllers send commands to the rover and
download information stored on the rover. One of the commands is usually a traverse
target location which the rover has to reach within the allocated time frame. The GNC
system onboard the rover is then responsible for navigating the rover through the ter-
rain safely to reach its target.
While stationary, the rover acquires images of the terrain around it from its mast or
navigation cameras. Currently, planetary rovers create a 3D view of around 5 to 7 me-
ters of the terrain in front of them using stereo cameras. The 3D terrain model (DTM)
is then analysed to determine which areas of the terrain are safe to traverse or how
challenging the terrain is. This produces a “navigation map” which is approximately
2 meters long. After successful execution of this traverse, the rover stops once again
to plan the next 2 meter traversal. The image acquisition and processing function is
know as the ’Perception Stage’ within the ’Autonomous Data Selection’ block (See fig-
ure 6.1). As detailed in the ExoMars specification document [157], the perception stage
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FIGURE 6.1: Suggested changes to obtain real-time terrain assessment.
should take no longer than 20 seconds to run on the ExoMars Rover 96MHz LEON2 co-
processor The ExoMars specification document details the following constraints that
the algorithms must meet:
• "The perception system must produce a disparity map accurate enough to adequately
represent a specified region of terrain such that the navigation system can determine its
safety. Approximately 6 meters of terrain in front of the rover must be sufficiently char-
acterized by the output disparity map".
• "The perception system must execute fast enough on the flight hardware in order to meet
system level requirements for the distance the rover must be able to drive during one sol.
Each call of the perception system must take less than 20 seconds to run on the ExoMars
Rover 96MHz LEON2 co-processor".
Figure 6.1 highlights the suggested changes to the Autonomous Data Selection
block in order to increase the performance of the perception stage.
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3D (DTM) Augmented DTM Retro Soil Stiffness
SfS 2.229 2.229 2.229
SAMS 0.681 0.681
RSS 0.267
Total 2.229 2.910 3.177
TABLE 6.1: Execution time (in seconds) for each algorithm and com-
bined timing. (SfS = Shape from Shading, SAMS = Structure Augmented
Monocular Saliency, RSS = Retrospective Soil Stiffness analysis).
Images from the MER NavCam dataset have been used to evaluate the execution
time of the algorithms employed since the camera output closely resembles that of the
ExoMars platform. The algorithm were tested on a virtual machine running a Linux
distribution with a single 2GHz virtual CPU core and 512Mb of virtual RAM. The CPU
time of the virtual core was throttled down to 100MHz closely mimicking the LEON2
co-processor speed of 96MHz. Samples of the images used and their resulting DTMs
are shown in figure 6.2.
Since the SfS algorithm is an integral part of the SAMS algorithm, they were merged
to form one algorithm with 2 outputs where the SAMS algorithm builds on the already
generated SfS algorithm. Table 6.1 shows the average time taken to process images of
1024 by 1024 pixels based on the above configuration.
Table 6.1 is arranged to show the timings for each type of algorithm and their com-
bined timing. Although the minimum requirement is to generate a 3D map (DTM) of
the terrain, running the SAMS algorithm on top of the SfS has minimal impact on the
additional time. In addition, the SAMS algorithm would be able to instantly highlight
areas of potential hazard to the rover and mark them accordingly. This would reduce
the processing time required by the path planner as such areas would already be an-
notated. Furthermore, the retrospective soil stiffness analysis would further augment
the 3D map by annotating areas that look similar to the terrain already traversed with
the soil stiffness value from which the potential wheel traction can be deduced. The
annotation will allow the path planner to allocate different traversal speeds to areas
with high degree of traction while adopting other traversal strategies for area with less
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FIGURE 6.2: DTMs generated from SfS and their corresponding image.
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domain knowledge. The in-situ soil analysis will also be able to verify the assumption
while the rover is in motion.
Taking the ExoMars as an example with a perception stage of around 20 seconds and
rounding the computation time of the presented method to around 3 seconds results in
a reduced computation time of 17 seconds. Given that the rover will need to traverse
100 meters per Sol (1 Martian day) [158] and that perception and path planning stops
take place every 2 meters [157], there are around 50 stops per Sol. If each stop were to be
reduced by 17 seconds the rover could be in motion for an additional 850 seconds per
Sol which translates into an additional 17 meters per Sol at a traverse speed of 2cm/s.
Sampling locations can be up to 2Km apart depending on the mission objectives
[14]. By employing the use of the proposed algorithms the rover can reduce the traverse
time from 20 Sols to 17 Sols.
6.1.2 Conclusion
This section briefly described how the proposed computationally efficient algorithms
are capable of increasing the traversal distance and therefore the effectiveness of plan-
etary rovers compared to current systems. However, the improvement of the actual
GNC and its performance is outside the scope of this work. As this thesis is concerned
with presenting a GNC system with faster and more comprehensive information in an
effort for the GNC system to perform faster operations. In affect, this work focuses on
transforming data from the sensors into meaningful information that the GNC can pro-
cess through the "Autonomous Data Selection block" in a more timely manner employ-
ing the theoretical and novel concepts proposed in this thesis. Therefore, this section
simply evaluates how alterations to existing GNC architectures can result in a faster
execution of the ’Perception Stage’ which yields a considerable time savings in either
the traverse distance per Sol or significantly reduce the traverse time between sampling
locations.
The modular nature of the algorithm increases the flexibility of the system where
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different traversal strategies can be employed depending on the terrain being traversed.
The traverse is also aided by the in-situ soil analysis that assesses the terrain properties
which can further fine-tune the traverse strategy at higher safely levels.
6.2 Thesis Summary
The thesis investigates alternative algorithms that can be used to supply terrain/-
traversability maps and a set of robust feature vectors, for objects in the vicinity of
a planetary rover, to other on-board Guidance Navigation and Control (GNC) systems.
The objective was to evaluate these algorithms for effectiveness, precision and resource
consumption yielding a significantly shorter processing time frame. It discusses the
challenges involved in extracting rock/hazard/terrain related information and in gen-
erating traversability and terrain maps from monocular cameras, using low-level 2D
image interpretation methods. The output is then employed for use in hazard avoid-
ance, navigation and localization. Furthermore detection of hazardous situations such
as large obstacles and very lose deformable terrains in the immediate vicinity of the
rover can be reported directly to the reactive system of a rover, which is essential for
safe traversal of unknown planetary terrains at elevated speeds.
Chapter 1 served as an introduction to the thesis where the background to the re-
search and motivation behind this research are discussed. The chapter also serves as
an introduction to the state-of-the-art techniques for performing assessing a planetary
terrain using monocular images from exploration rovers. The chapter concluded with
a breakdown of the principal contributions and an overview of the structure of the
thesis.
In Chapter 2, a number of key concepts pertaining to components within the Au-
tonomous Data Selection block of a typical GNC architecture were discussed in addi-
tion to a detailed literature survey. Furthermore the limiting components within the
block were highlighted and alternative suggestions were presented, namely; the dig-
ital terrain model reconstruction, the image based soil analysis and the salient object
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detection modules.
Chapter 3 illustrated the concept behind the DTM reconstruction method. Exper-
iments and analysis of the results based on the method of choice were presented and
compared to current methods used. The derived conclusion that SfS is a reasonable
alternative to stereopsis methods when employed within a planetary environment was
affirmed based on experimental results. The chapter also discussed the time and com-
putational resource requirement when using the proposed method.
In Chapter 4, two novel methods to characterize the soil that a rover is traversing
were presented. Both methods can gauge the stiffness of the soil and the amount of
wheel sinkage that the rover might be or has been experiencing. Several experiments
and analysis of their results were presented and discussed.
Chapter 5 presented a novel Saliency based algorithm for object detection in a plan-
etary environment such as Mars. Several experiments and analysis of their results were
presented and compared to state of the art saliency methods using typical datasets.
In Chapter 6 a description of how the computationally efficient algorithms pre-
sented above are capable of delivering a set of robust feature vectors and other ter-
rain/traversability maps to other on-board GNC systems was discussed. The chapter
also discussed the benefits of integrating the feature vectors into a full system and how
that would help to increase the traversal speed and effectiveness of planetary rovers
compared to current systems.
6.3 Future work
The algorithm testing and verification cycle required for an algorithm to be elected for
use on a mission is an arduous one. Therefore extensive practical testing will be require
to prove the algorithm’s effectiveness. The research presented here provides the bases
for a potential method than might be deployed on a future planetary rovers, however,
due to the limited datasets available that contain validated ground truth relevant to
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this research, additional tests and datasets are required. The datasets should contain
a plethora of different scenarios that past rovers have encountered together with other
theoretical edge cases that a rover might stumble upon.
The algorithms should also be built into a live GNC system on a mobile platform.
This will test the algorithms in a real world environment where their interaction with
other parts of the GNC system and the rover can be assessed and evaluated. Such test
should be carried out in a live test environment where the conditions are set to mimic
that of the intended extraterrestrial body terrain. For a Mars-like environment the test
environment is know as a Mars Yard.
Furthermore the algorithms can be integrated as part of a contingency plan. Should
a single camera from a stereo pair fail or get damaged during a portion of a mission,
this research may become fundamental to help reach a mission objective. The remain-
ing camera can be adopted as part of a reconfigurable autonomy framework such as
detailed in [159].
Although the initial application of this research is for planetary rovers, the research
outcome is envisaged to be relevant, and hence transferable, to other vehicle navigation
problems used on land, air or under water.
END

Appendix A
FIGURE 3: PointGrey Bumblebee BEX2 stereo camera calibration param-
eters
.
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Appendix B
One revolution plots for Leg Sinkage Algorithm results:
The plots show the detected sinkage versus the annotated (blue and red lines respectively). The error (green lines) is plotted as a secondary chart showing
not only the actual error but also whether the error is positive or negative. A negative error signifies that the algorithm detected a deeper sinkage than the
annotation.
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Rock Measured values Derived from SfS Derived from Stereo
No. Width Length Height Width Length Height Width Length Height
1 71 87 36 72 88 34 70 88 35
2 129 78 52 131 80 55 131 79 52
3 116 52 44 116 51 46 115 52 44
4 82 93 32 80 91 29 83 95 32
5 108 55 33 107 55 34 107 54 35
6 51 107 35 55 106 34 52 108 37
7 91 111 53 92 111 55 90 113 55
8 52 122 39 56 120 41 51 121 38
9 46 120 33 46 121 33 48 122 32
10 81 64 28 82 68 24 82 64 30
11 106 115 50 109 117 54 106 115 52
12 92 93 31 93 92 34 92 93 32
13 78 108 34 82 108 34 78 109 34
14 109 120 41 113 122 44 111 119 42
15 92 112 38 96 115 34 94 111 40
TABLE 2: Size of rocks when measured directly, derived from SfS algo-
rithm and derived from Stereo algorithm. All values in mm.
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Rock Error SfS derivation % Error Stereo Derivation %
No. Width Length Height Average Width Length Height Average
1 1.41 1.15 5.56 2.70 1.41 1.15 2.78 1.78
2 1.55 2.56 5.77 3.29 1.55 1.28 0.00 0.94
3 0.00 1.92 4.55 2.15 0.86 0.00 0.00 0.29
4 2.44 2.15 9.38 4.65 1.22 2.15 0.00 1.12
5 0.93 0.00 3.03 1.31 0.93 1.82 0.00 0.91
6 7.84 0.93 2.86 3.87 1.96 0.93 5.71 2.87
7 1.10 0.00 3.77 1.62 1.10 1.80 3.77 2.22
8 7.69 1.64 5.13 4.82 1.92 0.82 2.56 1.77
9 0.00 0.83 0.00 0.27 4.35 1.67 3.03 3.01
10 1.23 6.25 14.29 7.25 1.23 0.00 7.14 2.79
11 2.83 1.74 8.00 4.19 0.00 0.00 4.00 1.33
12 1.09 1.08 9.68 3.94 0.00 0.00 3.23 1.08
13 5.13 0.00 0.00 1.71 0.00 0.93 0.00 0.31
14 3.67 1.67 7.32 4.22 1.83 0.83 2.44 1.70
15 4.35 2.68 10.53 5.85 2.17 0.89 5.26 2.78
TABLE 3: Deviation error for each of the derived parameters as a per-
centage of the Ground Truth.
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