Computing has emerged as a unified and coherent framework of designing, processing, and interpretation of information granules. Information granules are formalized within various frameworks such as sets (interval mathematics), fuzzy sets, rough sets, shadowed sets, probabilities (probability density functions), to name several the most visible approaches. In spite of the apparent diversity of the existing formalisms, there are some underlying commonalities articulated in terms of the fundamentals, algorithmic developments and ensuing application domains. In this study, we introduce two pivotal concepts: a principle of justifiable granularity and a method of an optimal information allocation where information granularity is regarded as an important design asset. We show that these two concepts are relevant to various formal setups of information granularity and offer constructs supporting the design of information granules and their processing. A suite of applied studies is focused on knowledge management in which case we identify several key categories of schemes present there.
INTRODUCTION
Let us consider a system (process) for which constructed is a family of models. The system can be perceived from different points of view, observed over some time periods and analyzed at different levels of detail. Subsequently, the resulting models are built with various objectives in mind. They offer some particular, albeit useful views at the system. We are interested in forming a holistic model of the system by taking advantage of the individual sources of knowledgemodels, which have been constructed so far. When doing this, we are obviously aware that the sources of knowledge exhibit diversity and hence this diversity has to be taken into consideration and carefully quantified. No matter what the local models look like, it is legitimate to anticipate that the global model (say, the one formed at the higher level of hierarchy) is more general, abstract. Another point of interest is to engage the sources of knowledge in intensive and carefully orchestrated procedures of knowledge reconciliation and consensus building. Granularity of information [1-6, 21, 28, 29] becomes of paramount importance, both from the conceptual as well as algorithmic perspective, in the realization of granular fuzzy models. Subsequently, processing realized at the level of information granules gives rise to the discipline of Granular Computing [2] . We envision here a vast suite of formal approaches of fuzzy sets [15] , rough sets [10] [11] [12] [13] [14] , shadowed sets [16, 18, 19] , probabilistic sets [9] and alike. Along with the conceptual setups, we also encounter a great deal of interesting and relevant ideas supporting processing of information granules. For instance, in the realm of rough sets we can refer to [8, 23, 25, 26, 30] From the algorithmic perspective, fuzzy clustering [7] , rough clustering, and clustering are regarded as fundamental development frameworks in which information granules are constructed.
The objective of this study is to introduce two conceptual and algorithmic underpinnings of Granular Computing, namely a principle of justifiable granularity and an optimal allocation of information granularity (Section 2 and 3). These two ideas are essential to the realization of granular fuzzy models. Four fundamental modes of knowledge management are identified (Section 4), which in turn are supplied with a selected category of problems of group decisionmaking (Section 5), granular compression applied to a reduction of rule-based architectures (Section 6), and knowledge transfer resulting in granular fuzzy models (Section 7).
THE PRINCIPLE OF JUSTIFIABLE GRANULARITY
Here we are concerned with the formation of a single information granule Ω based on some experimental evidence being a set of a single-dimensional (scalar) numeric data, D = {x 1 , x 2 , …, x N }.The principle of justifiable granularity [15] is concerned with a formation of a meaningful information granule based on available experimental evidence. Such construct has to adhere to the two intuitively compelling requirements:
(i) the numeric evidence accumulated within the bounds of Ω has to be as high as possible.
By doing so, we anticipate that the existence of the information granule is well motivated (justified) as being reflective of the existing experimental data. (ii) at the same time, the information granule should be as specific as possible meaning that it comes with a well-defined semantics. In other words, we would like to have Ω as detailed (specific) as possible.
While these two requirements are appealing, they have to be translated into some operational framework where the formation of the information granule can be realized. This framework depends upon the accepted formalism of information granulation, viz. a way in which information granules are described as sets, fuzzy sets, shadowed sets, rough sets, probabilistic granules and alike. To start with a simple and convincing constructs, let us treat Ω as an interval to be constructed. The first requirement is quantified by counting the number of data falling within the bounds of Ω. In the simplest scenario, we can look at the cardinality of Ω, namely card{x k ∈ Ω}.
More generally, we can consider an increasing functional of the cardinality, say f 1 (card{x k ∈ Ω}). The simplest case concerns an identity functional, f 1 (u) = u. The specificity of the information granule can be quantified by taking into account its size. The length of the interval Ω or a decreasing functional of the length, f 2 , can serve as a sound measure of specificity. The lower the value of f 2 (length(Ω)), the higher the specificity is. It is apparent that the two requirements discussed above are in conflict. As illustrated in Figure 1 , the increase in the evidence behind the information granule is associated with the decrease in its specificity.
Let us proceed with the detailed construct of interval information granules. We start with a determination of the numeric representative of the set of data D. A sound representative is its median, med(D), as it is a robust estimator of the sample and typically comes as one of the elements of D. An information granule Ω is formed by forming its lower and upper bounds, denoted by a and b, respectively; refer also to Figure 2 . The determination of the bounds is realized independently. In this sense, we can concentrate on the optimization of the upper bound (b). The calculations of the lower bound (a) are carried out in an analogous fashion. The length of Ω, which quantifies the specificity of the information granule is given now as |med(D)-b|. More generally, we have f 2 (|med(D)-b|) where f 2 is a nonincreasing (or decreasing) function. The cardinality of the information granule takes into account the elements of D positioned to the right from the median, card {x k ∈ Ω, x k >med(D)}. Again in general, we compute f 1 (card {x k ∈ Ω, x k > med(D)}). As the requirements of experimental evidence and specificity are in conflict, we can either resort ourselves to multiobjective optimization or consider a maximization of the product V = f 1 *f 2 whose optimization is to be realized with respect to the upper bound of the information granule, that is V(b opt ) = max b>med(D) V(b). In the same way, constructed is the lower bound of the information granule, a opt ; V(a opt ) = max a<med(D) V(a). One among possible design alternatives, we can consider two functionals f 1 and f 2 assuming the following form u (u) f 1 = .
(1) and
where α is a positive parameter offering some flexibility in the produced information granule A. Its role is to calibrate an impact of the specificity criterion on the constructed information granule. Note that if α = 0 then f 2 (u) =1 and in this case the criterion of specificity is completely ruled out. In this case b = x max with x max being the largest element in D. Higher values of α stress the increasing importance of the specificity criterion. Sufficiently high values of the parameterα Alluding to the format of the maximized multiplicative objective function f 1 f 2 , it is helpful to elaborate on the choice of the maximal value of α. Note that for α = 0.0, we have f 2 equal identically to 0 and only the first component of V is used in the formation of the information granule; naturally the interval includes all experimental data. We observe the following two relationships; refer also to the notation displayed in Figure 4 , -if the upper bound a set to x 1 returns card(A) =1 and exp(-α|x 1 -med|).
-if the upper bound a is specified in such a way that embraces two the elements of the data closest to the median, {x 1 , x 2 }, we have card(A) = 2 and exp(-α|x 2 -med|).
Here the median is treated as a numeric representative of the experimental data. We also consider only the upper bound of the information granule; the construction in case of the lower bound is realized in the same manner as discussed here.
Let us request that the bound located at x 1 maximizes the performance index. This means that the following inequality is satisfied:
Introducing the notation d 1 = |x 1 -med| and d 2 = |x 2 -med| we obtain
Its solution comes in the form exp(α(d 2 -d 1 )) > 2. The maximal value of α, α max is taken as 
In virtue of the monotonicity of the interval information granules with regard to the values of α, each information granule can be associated with the corresponding value in [0,1] (as expressed by (5)). Interestingly, a family of intervals indexed by the normalized values of α can be treated as a collection of α-cuts. Subsequently, by varying the values of α, we form the corresponding α-cut and as a result, by making use of the representation theorem [15] arrive at an information granule in the form of a fuzzy set.
If the experimental data are governed by a certain probability density function p(x), the upper bound of the interval information granule is computed in a similar way as before. Here as there are no discrete numeric values x 1 , x 2 , …, x N , we consider a certain threshold level δ that links the upper bound of the information granule with a minimal acceptable level of experimental evidence. The corresponding relationships pertaining to the formulas presented above are expressed as follows
where "m" is the modal value of the corresponding probability density function p(x). Finally, the expression for the maximal value of the parameter α comes in the form
The above construct can be augmented to situations where the individual data are associated with some weights (which could quantify their quality which may vary from one element to another). Given the data in the form (x i , w i ) where the weights w i assume values located in the [0,1] interval, we reformulate the maximized performance index to be in the form
where "m" is a weighted median whose computing uses the weighted data. The principle of justifiable granularity covers a broad spectrum of scenarios-all of them can be arranged along two coordinates, Figure 5 . The first one is concerned with the formal environment of information granules. The second one points at the nature of available experimental evidence (sets, fuzzy sets, etc.)
In our considerations we focused on the use of numeric evidence while constructed were interval like information granules and those expressed by fuzzy sets. The developed principle covers other cases presented in Fig. 5 with some modifications of the criteria pertinent to the specificity of the contemplated realization.
The realized information granule (either in a form of an interval or a fuzzy set) concerns onedimensional numeric data. The extension to the multidimensional case is straightforward by constructing a Cartesian product of the information granules formed for the individual variables. For instance, given an information granule A defined in X 1 , B arising at X 2 and C at X 3 , the result is in the form A× B× C.
OPTIMAL ALLOCATION OF INFORMATION GRANULARITY
Information granularity is an important design asset. Information granularity allocated to the original numeric construct elevates a level of abstraction (generalizes) of the original construct developed at the numeric level. A way in which such an asset is going to be distributed throughout the construct or a collection of constructs to make the abstraction more efficient, is a subject to optimization.
Consider a certain mapping y =f(x, a) with a being a vector of parameters of the mapping. The mapping can be sought in a general way. One may think of a fuzzy model, neural network, polynomial, differential equation, linear regression, etc. The granulation mechanism G is applied to a giving rise to its granular counterpart, A= G(a) and subsequently producing a granular mapping, Y= G(f(x,a))= f(x, G(a))= f(x, A). Given the diversity of the underlying constructs as well as a variety of ways information granules can be formalized, we arrive at a suite of interesting constructs as illustrated in Figure 6 . Note that through granulation, we form granular neural networks, say interval neural networks, fuzzy neural networks, probabilistic neural networks, etc.
There are a number of well-justified and convincing arguments behind elevating the level of abstraction of the existing constructs. Those include: an ability to realize various mechanisms of collaboration, quantification of variability of sources of knowledge considered, better modelling rapport with systems when dealing with nonstationary environments. In what follows, we will elaborate on the general categories of problems in which information granularity plays a pivotal role.
Information granularity provided to form a granular construct is an important design asset whose allocation throughout the mapping can be guided by certain optimization criteria. Let us discuss the underlying optimization problem in more detail. In addition to the mapping itself, we are provided with some experimental evidence in the form of input-output pairs (x k , t k ), k=1, 2,…, M. Given is a level of information granularity ε, ε ∈ [0,1]. We allocate the available level ε to the parameters of the mapping, dim(a) =h, so that the some optimization criteria are satisfied T . The crux of the essence of the optimal allocation of granularity is displayed in Figure 7 .
There are two optimization criteria to be considered in the optimization. The first one is concerned with the coverage of data t k . For x k we compute Y k = f(x k , G(a)) and determine a degree of inclusion of t k in information granule Y k , incl(t k , Y k ) = t k ⊂ Y k . Then we compute an average sum of the degrees of inclusion taken over all data, that is A simpler, optimization scenario involves a single coverage criterion regarded as a single most essential criterion considered in the problem
There is an interesting monotonicity property: higher values of ε lead to higher values of the maximized objective function see Figure 8 .
By taking account the nature of the relationship shown in Figure 8 , we can build some global view at the relationship that is independent from a specific value of ε by taking an area under curve (AUC) computed as AUC = ∫ Information granularity can be realized in the setting of a certain information allocation protocol. Several main categories of such protocols can be envisioned: Fig. 7 . From numeric to granular mapping formed through optimal allocation of granularity P 1 : uniform allocation of information granularity. This process is the simplest one and in essence does not call for any optimization mechanism. The numeric parameter a of the mapping is replaced by the information granule G(a), which is the same in terms of the size and the distribution around a. If the formal setup of G concerns intervals then the numeric parameters of the mapping are replaced by intervals of the same length (ε) and distributed symmetrically around the parameters of the mapping. P 2 : uniform allocation of information granularity with asymmetric position of intervals. P 3 : non-uniform allocation of information granularity with symmetrically distributed intervals of information granules. P 4 : non-uniform allocation of information granularity with asymmetrically distributed intervals of information granules. P 5 : An interesting point of reference, which is helpful in assessing a relative performance of the above methods, is to consider a random allocation of granularity. By doing this, one can quantify how the optimized and carefully thought out process of granularity allocation is superior over a purely random allocation process.
Depending upon the formalism of information granularity, the protocols can be made more specific. For instance, Figure 9 illustrates a collection of scenarios where information granules are represented as intervals.
The quality of the resulting granular mappings produced through invoking different granularity allocation protocols can be assessed by computing the resulting value of the AUC. In this way, we can establish a liner order within a collection of the protocols. In virtue of the increasing generality of the protocols, we can envision the following ordering P 1 p P 2 p P 3 p P 4 where the notation P i p P j denotes that P j is preferred over P i as producing higher values of the AUC.
We can think of fuzzy sets built around numeric values of the parameters where depending upon a certain the membership functions may exhibit symmetric or asymmetric character as well as come with various supports. In case of probabilistic information granules, one may talk about symmetric and asymmetric probability density functions with the modal values allocated to the numeric values of the parameters and standard deviations whose values vary from parameter to parameter. In total, we require a sum of the standard deviations to satisfy the predefined level of granularity that is σ = ∑ 
FUNDAMENTAL MODES OF KNOWLEDGE MANAGEMENT
Fuzzy models are sought as sources of knowledge. They interact in a variety of ways. It is advantageous to introduce a certain taxonomy, in which we delineate four modes of interaction as shown in Figure 10 :
Aggregation of sources of knowledge The focal point concerns the formation of a global view about the system based upon the results (outcomes) produced by the individual models.
Granular compression A source of knowledge is compressed by forming a more compact model based on the original model. The compression brings about a concept of granularity-the compressed counterpart becomes more compact but inherently granular.
Building consensus The sources of knowledge (models) are actively engaged in the realization of a holistic view however in contrast to the previous category, there is an active involvement of the individual sources in the overall process in the sense they can constructively react to the global view created based on the individual and make some adjustments to themselves to increase a level of consensus. Some related studies are covered in [20, 21] . Knowledge transfer A source of knowledge has been formed on some experimental evidence present in the past. New limited data originating from the similar process (which could evolve over time) stipulate that the existing source of knowledge could be used effectively by generalizing originally available model by making its granular. The granular model takes into account an effect of a partial relevance of the knowledge (model) acquired so far and through the allocation of information granules makes provisions with this regard.
In all these situations, the concept of information granules plays a pivotal role in several meaningful ways. First this concept facilitates or becomes a necessary prerequisite to the realization of knowledge management. Second, which is equally important, it quantifies the quality of the resulting constructs in the language of information granularity meaning that they become inherently made more abstract by incorporating information granules. Thus the specificity of the results is fully reflective of the diversity of the sources of knowledge and this helps assess the feasibility of interaction processes as well as undertake some necessary steps in cases the lack of specificity becomes too substantial (which speaks to the high level of diversity among sources knowledge being overly detrimental to the interaction there). Furthermore Figure 10 identifies a location of information granules as they emerge in the processes described above (the granular constructs are depicted by the shaded rectangular shapes).
In the first case, Fig.10 (a) , granularity of information is reflective of the existing diversity of the sources of knowledge. In granular compression, the factor of granularity of information quantifies a trade-off between achieved level of compression and the associated level of abstraction of the resulting construct. In the two other cases, Fig.10 (c) -(d) information granularity is regarded as an important design asset which helps establish the underlying processes of consensus formation or quantifying knowledge transfer. The level of information granularity is introduced into the process externally and this design asset can be further optimized in terms of its allocation to the corresponding models involved in the scheme.
The granular models obtained as a result the interaction establish themselves at the higher level of abstraction in comparison with the available sources of knowledge. The term of granular fuzzy model is conceptually quite general as the realization depends upon a way in which information granules are expressed. Depending on this, we may talk about fuzzy fuzzy (fuzzy 2 ) models, interval fuzzy models, rough fuzzy models, etc. There is a variety of ways in which the main categories of the above taxonomy manifest and give rise to numerous detailed realizations.
In the following sections, we elaborate on some selected approaches being representative to the key categories of the taxonomy. Prior to that we elaborate on the idea of granularity allocation regarded as an essential optimization vehicle in the development of granular fuzzy models.
GRANULAR ANALYTIC HIERARCHY PROCESS (AHP) MODELS
This scenario is an example of granularity allocation where this assignment of granularity arises as a key component to facilitate collaboration. The Analytic Hierarchy Process (AHP) [24] is aimed at forming a vector of preferences for a finite set of n alternatives. These preferences are formed on a basis of a reciprocal matrix R, R=[r ij ], i, j=1, 2, …, n whose entries are a result of pairwise comparisons of alternatives provided by a decision-maker. The quality of the result (reflecting the consistency of the judgment of the decision-maker) is expressed in terms of the following inconsistency index
Where λ max is the largest eigenvalue associated with the reciprocal matrix. The larger the value of this index is, the more significant level of inconsistency is associated with the preferences collected in the reciprocal matrix. Consider a group decision-making scenario where there is a group of decision makers resulting in a collection of reciprocal matrices each of them coming with a vector of preferences and the associated level of inconsistency.
Building consensus is about arriving at the preference vector that everybody is comfortable with. It is needless to say that to reach this state each player has to exercise a certain degree of flexibility and be ready to soften his position. Here information granularity comes into play. In a nutshell, we admit a granular (instead of numeric) realization of the reciprocal matrices where the granular entries of the matrices facilitate collaboration. Consider a group decision-making scenario in which there are c decision-makers and each of them comes with own preferences First, in the optimization problem, we bring all preferences close to each other and this goal is realized by adjusting the reciprocal matrices within the bounds offered by the admissible level of granularity provided to each decision-maker. These are the two objectives to be minimized. If we consider the scalar version of the optimization problem, it can arise in the following additive format Q = γQ 1 + Q 2 (15) whereγ ≥ 0. The overall optimization problem reads now as follows
whereG(R) stands for the granular version of the of the reciprocal matrix. We require that the overall balance of the predefined level of granularity given in advanceε is retained meaning that the following requirements
is satisfied. The summation is taken over all elements (p) of the reciprocal matrix, which assume values below 1. The constraint applies to each reciprocal matrix so that for the given reciprocal matrix we arrive at elements ε 1 , ε 2 , …, ε c that become a part of the overall optimization problem, meaning that (16) is expanded and reads now as
subject to the level of granularity constraint (17) articulated for each reciprocal matrix. For the detailed discussion, the reader is referred to [17] .
GRANULAR COMPRESSION AND GRANULAR FUZZY RULE-BASED SYSTEMS
The motivation behind the emergence of a granular generalization of fuzzy rules comes from a compactification (reduction) of an original set of rules. The underlying intuitively appealing idea is that to compensate for the reduction in the size of the rule base, we make the fuzzy sets standing in the remaining rules more abstract, viz. granular. We emphasize this development by using the term granular fuzzy rule. The reduced set of rules is composed of granular fuzzy sets, say fuzzy sets whose membership grades are described in terms of information granules, say intervals, fuzzy sets or probability density functions. Formally speaking, the original rule base {R k } = {if A k then B k , k=1, 2,…,N} composed of N rules is now reduced to the collection of " I" rules -if G(A i ) then B i (19) i ∈ I. Here G(A i ) denotes the granular realization (generalization) of A i . The nature of the formal framework of information granularity is not predefined in advance. The collection of indexes I ={i 1 , i 2 , …, i I } is specified as a subset if integers coming from N = {1, 2,…,N}. There is a separate optimization problem realized with this regard. The quality of the granular rules can be expressed by counting how often the conclusion of the rule not being a part of the reduced set of rules is "covered" (contained) by the conclusion resulting from the reduced set of rules being now composed of granular fuzzy rules. More for-mally, let us consider A = A j where the rule "if A j then B j " is not a part of the index set I. The fuzzy set A is processed by the rules " if G(A i ) then B i " resulting in the interval-valued conclusion [B -, B + ]. We count the elements of the conclusion space that is those, which satisfy the inclusion relationship B j (y) ∈ [B -(y), B + (y)]. The process of repeated for all N-I rules that are outside the reduced rule set and a total count (s) is obtained. In an ideal situation, a ratio s/((N-I)*m) is equal to 1, which becomes indicative of a complete inclusion of the conclusion of the original rule in the granular result of reasoning completed for the reduced rule base.
FORMATION OF GRANULAR FUZZY MODELS THROUGH KNOWLEDGE TRANSFER
Let us consider a design scenario in which a fuzzy model, say a fuzzy neural network with logic neurons [15] has been developed based on some data D. Denote the model obtained in this way by N(x). Now we are supplied with another quite limited data, say D' generated by the same or similar phenomenon, which entails that the characteristics of D' are not exactly the same as those describing D (for instance, the phenomenon could exhibit some non-stationary effect or there might be different conditions under which the data have been acquired, say increased level of noise or impact coming from auxiliary variables. The knowledge conveyed by the original model can be augmented and used instead of forming a new model based exclusively on the newly available data D'. The knowledge transfer (which in essence is represented by the model N) manifests in the formation of the granular fuzzy model. The level of granularity present in the model formed in this manner is regarded to be an important design asset whose optimal allocation helps in an effective usage of knowledge already accommodated on basis of D. A convincing example of the realization of this concept comes with the design of granular fuzzy neural networks. The term granular stems from the fact that the original numeric values of the connections of the network are generalized to their granular counterparts. The connection z becomes replaced by the corresponding information granule, G(z). For instance, one forms information granules such as intervals that become distributed around the numeric values of the connections or some probability density functions, see Figure 8 . The optimal allocation of granularity, viz. an allocation of the lengths of the intervals of the connections is realized in such a way that a certain criterion becomes optimized.
It is worth noting that knowledge transfer can be realized for any model; the allocation of granularity is concerned with its parameters. Fig. 11 . From fuzzy neural network to its granular abstraction (generalization); small rectangular shapes point at the interval-valued character of the connections while shaded rectangular shapes depict the probability density functions of the granular connections
CONCLUSIONS AND FUTURE DEVELOPMENTS
Granular modelling calls for some fundamentals, a unified view at various formalisms contributing to the area, and ensuing principles addressing the ways of constructing and processing information granules in spite of a way they are formalized. This study brings forward the principle of justifiable granularity and the concept of optimal allocation of granularity in the design of intelligent systems. The first one is focused on the design of information granules. The second one highlights the role of information granules as a vehicle facilitating various facets of knowledge management especially those focused on collaborative schemes of knowledge reconciliation and consensus building.
We have highlighted several categories of representative design problems along with some general formulation of the ensuing optimization tasks without delving into the detailed algorithmic investigations. It is worth noting that the conceptual framework exhibits a significant level of generality and as such it may accommodate a variety of formal vehicles of information granulation as well as allow for a significant flexibility when it comes to specific developments. The idea of optimal allocation (distribution) of information granularity calls for more advanced techniques of optimization (that go far beyond gradient-based techniques). In particular, one can anticipate the usage of evolutionary of swarm optimization methods. In this sense, we start witnessing here yet another example of synergy of technologies of Computational Intelligence. Further comprehensive exploitation of methods of global optimization is of particular relevance in this setting.
