Abstract. An auxiliary model based stochastic gradient estimation algorithm in proposed in this paper. The unknown variables in the information vector can be estimated by using the auxiliary model. Then the unknown parameters can be estimated by the stochastic gradient algorithm. Furthermore, in order to increase the convergence rate, a modified stochastic gradient algorithm is also proposed. The simulation results indicate that the proposed algorithm has good performances.
Introduction
Consider a Box-Jenkins model [1] : ( = + + + ⋅⋅⋅ + . In [2] , Chen and Zhang presented an auxiliary model based multi-innovation extended stochastic gradient (SG) algorithm to estimate the OEMA systems. The SG algorithm has less computational effort but slower convergence rate than the recursive least squares (RLS) algorithm [3, 4, 5, 6] . In order to improve the convergence rate of the SG algorithm, we presented a modified SG algorithm in this paper.
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The auxiliary model method is a useful method which is usually utilized to identify systems with unknown variables. [7, 8, 9, 10, 11] . For example, Ding et al proposed an auxiliary model based RLS algorithm for dual-rate state space systems with time-delay, the inner variables can be predicted by the auxiliary model and the parameters can be estimated by the RLS algorithm [12] . Chen provided a missing-output estimation model based SG algorithm for a class of dual-rate linear systems [13] , the basic idea is to keep the parameter estimate updating at the slow rate, then to replace the unavailable outputs in the two slow samples with the outputs of the auxiliary model by using the parameter estimate.
In this paper, we will use a auxiliary model based modified SG algorithm for Box-Jenkins systems. The unknown inner variables can be estimated by an auxiliary model, then the parameters can be estimated by the SG algorithm. In order to increase the convergence rate, a modified SG algorithm is also proposed. Briefly, the paper is organized as follows. Section 2 introduces the identification model related to Box-Jenkins model. Section 3 derives a modified SG algorithm for the Box-Jenkins model. Section 4 provides an illustrative example. Finally, concluding remarks are given in Section 5.
The system description and identification model
First, let us introduce some notations first. The symbol I stands for an identity matrix of the appropriate sizes; the norm of a matrix X is defined as || ||:
; the superscript T denotes the matrix transpose.
Define the inner variables ( ) x t and ( ) w t as follows:
Define the parameter vectors 1 θ and 2 θ as
and the information vectors 1 ( ) t ( 1), ( 2), , ( ), ( 1), ( 2), , ( 1), ( 2), , ( ), ( 1), ( 2), ,
T n t x t x t x t n u t u t u t n R
ϕ = − − − − ⋅⋅⋅ − − − − ⋅⋅⋅ − ∈ ,(4)
T n t w t w t w t n v t v t v t n R
Then Equation (1) can be simplified as
where
Using the SG algorithm to estimate the parameter vector θ gets
Thus the SG algorithm cannot estimate the unknown parameter vector. We will apply the auxiliary model to overcome this difficulty. The unknown variables can be replaced by the outputs of two auxiliary models.
where ( )
are the estimates of ( ) x t , ( ) w t and ( ) v t at time t , respectively, and 
T n t x t x t x t n u t u t u t n R
ϕ ∧ ∧ ∧ ∧ = − − − − ⋅⋅⋅ − − − − ⋅⋅⋅ − ∈ ,(15)2 2 ( ) [ ( 1), ( 2), , ( ), ( 1), ( 2), ,( )]
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( ) ( ) ( ) ( ) v t y t x t w t
∧ ∧ ∧ = − − ,(22)
The AM-M-SG algorithm
Compared with the RLS algorithm, the SG has slow convergence rates. In order to increase the convergence rate but not to increase the computational effort. In this section, We will introduce the modified SG algorithm. The auxiliary model based modified SG (AM-M-SG) algorithm is summarized as follows: 
T t w t w t w t n v t v t v t n
ϕ ∧ ∧ ∧ ∧ ∧ ∧ ∧ = − − − − ⋅⋅⋅ − − − − ⋅⋅⋅ − ,(29)( ) ( ) ( ) ( 1) T e t y t t t ϕ θ ∧ ∧ =− − ,(30)
( ) ( ) ( ) ( ) v t y t x t w t
the { ( )} v t is taken as a white noise sequence with zero mean and variance 2 2 0.10 σ = . Firstly, apply the AM-SG algorithm to estimate the parameters of this system, the parameter estimates and their errors are shown in Table 1 Secondly, apply the AM-M-SG algorithm to estimate the parameters of this system, the parameter estimates and their errors are shown in Table 2 Finally, we can get the following conclusions: 1. From Figures 1 and 2 , we can get that the AM-M-SG algorithm has a quicker convergence rate than the AM-SG algorithm.
2. Tables 1 and 2 witness that the AM-M-SG is more accurate than the AM-SG algorithm.
Conclusions
This paper proposes an AM-M-SG algorithm for Box-Jenkins model. By using the auxiliary model, the inner variables can be estimated. Then the parameters can be estimated by the M-SG algorithm. Compared with the SG algorithm, the M-SG algorithm can increase the convergence rates and can keep the computational effort unchanged. Thus this algorithm can be widely used in system identification.
