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Abstract
Radiation is the ultimate source of energy that drives our weather and climate. It is also
the fundamental quantity detected by satellite sensors from which earth’s properties are
inferred. Radiative energy from the sun and emitted from the earth and atmosphere is
redistributed by clouds in one of their most important roles in the atmosphere. Without
accurately representing these interactions we greatly decrease our ability to successfully
predict climate change, weather patterns, and to observe our environment from space.
The remote sensing algorithms and dynamic models used to study and observe earth’s
atmosphere all parameterize radiative transfer with approximations that reduce or ne-
glect horizontal variation of the radiation field, even in the presence of clouds. Despite
having complete knowledge of the underlying physics at work, these approximations
persist due to perceived computational expense. In the current context of high resolu-
tion modeling and remote sensing observations of clouds, from shallow cumulus to deep
convective clouds, and given our ever advancing technological capabilities, these approx-
imations have been exposed as inappropriate in many situations. This presents a need for
accurate 3D spectral and broadband radiative transfer models to provide bounds on the
interactions between clouds and radiation to judge the accuracy of similar but less expen-
sive models and to aid in new parameterizations that take into account 3D effects when
coupled to dynamic models of the atmosphere.
Developing such a state of the art model based on the open source, object-oriented
framework of the I3RC Monte Carlo Community Radiative Transfer (“IMC-original”)
Model is the task at hand. It has involved incorporating (1) thermal emission sources
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of radiation (“IMC+emission model”), allowing it to address remote sensing problems
involving scattering of light emitted at earthly temperatures as well as spectral cooling
rates, (2) spectral integration across an arbitrary range of the electromagnetic spectrum
(“MCBRaT-3D” model) to produce heating rates relevant to atmospheric dynamics, and
(3) developing tools to interface between the model and databases of single scattering
properties of the real atmosphere. Special attention has been paid to practical aspects of
implementation for high performance computing on Blue Waters. Incremental tests of the
accuracy of each new component have been performed based on carefully designed ana-
lytical solutions, culminating in the “MCBRaT-3D” model’s ability to reproduce a profile
of broadband atmospheric heating rate from a published intercomparison study and its
initial use to provide benchmarking results for the evaluation of other 3D models. The
models, tools, and databases developed herein provide a significant contribution to the
field of atmospheric science, especially by making them publicly available for further de-
velopment and use. They will enable quantitative evaluations of radiative transfer mod-
els and parameterizations by providing a highly accurate solution to many 3D radiative
transfer problems encountered in the atmospheric sciences.
iii
To those who suffer from impostor syndrome, remember it’s what to do and how to do it that are
the real questions, never if you can do it.
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Chapter 1
Introduction
1.1 The Importance of Radiation in a Cloudy Atmosphere
Radiation is the ultimate source of energy that drives atmospheric circulations at a variety
of spatial and temporal scales. It is the uneven distribution of absorbed radiation on our
spherical planet between the poles and the equator (figure 1.1) that kicks off the Hadley
Circulation, the most basic model for large scale circulation in earth’s atmosphere. The
average solar flux received at the equator is much larger than that received at the poles
because of the difference in orientation of the earth’s surface at those locations relative to
the direction of incoming sunlight. The deficit between absorbed and emitted radiation at
the poles and the surplus near the equator means that heat must be transported poleward
by other means, such as atmospheric and oceanic circulations, to avoid ever increasing
cooling at the poles and warming at the equator. Turning to weather for another example,
the difference in net radiation absorbed by water and land, due to the differences in ab-
sorptivity and emissivity of the materials, sets off sea and lake breezes that keep coastal
areas cool during warm days.
The vertical distribution of absorbed radiation in the atmosphere and at the surface is
controlled largely by the distribution of clouds, since they have such a strong impact on
the absorbed solar and emitted thermal radiation, are so temporally and spatially vari-
able, and yet are so plentiful in the atmosphere. Figure 1.2 shows the global annual mean
energy balance of the earth. Almost a quarter of incoming solar radiation is redirected
back to space by atmospheric components, largely clouds. Clouds also act to reduce
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the thermally emitted radiation exiting to space by absorbing radiation emitted by the
relatively warm surface and emitting less radiation according to their relatively cool tem-
perature. Figure 1.3 shows just how cloudy the world is by displaying the average cloud
fraction for the year 2007 as observed from the Multi-angle Imaging SpectroRadiometer
(MISR) satellite instrument. Because of their ubiquity and impact on the energy bud-
get, getting the interactions between clouds and radiation correct is essential to correctly
predicting climate and weather.
Currently, clouds remain the largest source of uncertainty in climate modeling (Stocker
et al., 2014). Bony and Dufresne (2005) show that the marine boundary layer (BL) cloud
regime contributes the most to tropical cloud feedback uncertainty in climate models.
Identifying regime-specific sensitivities using satellite data sets, in situ observations, and
high resolution, fine-scale modeling is a promising approach to improving the represen-
tation of clouds in larger-scale climate models (Stevens and Feingold, 2009).
Climate models are often evaluated with global datasets of cloud properties as ob-
served from satellites. Many of these observations are also assimilated into weather fore-
casting models to improve their solutions. These important satellite retrievals, for exam-
ple the dual retrieval of cloud drop effective radius and optical depth, are dependent on
lookup table inversions between observed intensities and physical properties (e.g. Naka-
jima and King, 1990). Table entries are determined through a priori forward modeling of
radiative transfer in an environment with the associated physical properties, which then
get returned in the inversion. Therefore accuracy of the quantities remotely sensed by
satellite are inherently linked to the accuracy of the underlying radiative transfer model
used to create the lookup table. Finally, accurately modeling radiative transfer is key to
predicting outcomes of photochemical reactions from the production of ozone and smog
to photosynthesis by crops and other vegetative cover. So, the methods employed to
parameterize radiative transfer in the presence of clouds in our dynamic models of the
atmosphere, as well as those used to create satellite instrument lookup tables should rep-
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resent our best understanding of the underlying physical processes if we are to expect
the best results. However, the methods actually employed are approximations and sim-
plifications. This is not due to an incomplete understanding of the physics of radiative
transfer but due to perceived cost of representing the processes more accurately relative
to the benefit gained.
Figure 1.1: “Annual average radiation budget as a function of latitude.” (Petty, 2006)
1.2 Commonly Used Representations of Radiation: 1D
Representations of radiative transfer used in dynamic models of the atmosphere, from
large eddy scale to global climate scale, and to derive satellite remote sensing algorithms
fall into one of the following categories: none, static, or plane parallel. Sometimes a sin-
3
Figure 1.2: “Schematic diagram of the global (land and ocean) annual mean energy bal-
ance of the Earth. Numbers indicate best estimates for the magnitudes of the globally av-
eraged energy balance components together with their uncertainty ranges in parentheses,
representing present day climate conditions at the beginning of the twenty-first century.
The surface thermal upward flux contains both the surface thermal emission and a small
contribution from the reflected part of the downward thermal radiation. Units Wm−2,”
(Wild et al., 2014).
gle static heating and cooling rate profile is applied regardless of the presence of cloud
simply to balance other large scale forcing such as advection, surface heat flux and subsi-
dence in a way that results in a steady state and realistic boundary layer (e.g. Siebesma and
Cuijpers, 1995; Siebesma et al., 2003; Heus and Jonker, 2008; Zhao and Austin, 2005; Cuijpers
and Duynkerke, 1993; Stevens et al., 2001; Cuijpers, 1994). The flaws in prescribing a radia-
tive cooling profile have been exposed in the literature. Schaller and Kraus (1981) found
that for realistic variations in prescribed radiative fluxes and heating rates the inversion
height varies over a range of 200 hPa. Lilly and Schubert (1980) found that prescribing the
4
Figure 1.3: Cloud fraction for 2007 as observed by the MISR satellite instrument on board
the Terra Platform, with an equator crossing time of 10:30AM.
radiative cooling impacts entrainment and therefore cloud base and top height. Schaller
and Kraus (1981) concluded that accurately modeling instability and therefore turbulence,
convection, and cloud properties requires the proper amount of radiative cooling at the
right height. Since the mixed layer depth and inversion height change throughout the
day, this cannot be accomplished with a fixed radiative cooling profile. In order to ac-
curately model cloud scale circulations properly the interaction between clouds and ra-
diation must be taken into account, which is impossible with a static cooling profile ap-
plied equally to clear and cloudy columns. For example, cloud top radiative cooling
produces turbulent kinetic energy that aids in the entrainment of inversion air into the
cloud (Stevens et al., 2002).
A common method employed by the models used to derive lookup tables for satellite
instruments restricts radiative transfer to the vertical dimension, called the plane parallel
approximation or 1D approximation. Atmospheric and surface properties are assumed to
be horizontally homogeneous and extend infinitely in the horizontal. Finally, the method
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common in forecasting and climate models applies the plane parallel method in indi-
vidual grid columns, allowing horizontal variation in properties and therefore radiative
transfer both temporally and spatially, but no net horizontal radiative transfer is allowed
between columns. This is referred to as the independent pixel or column approximation
(IPA, ICA).
The adoption of ICA methods by modelers has resulted in better understanding of
cloud-radiation interaction. This type of radiative transfer parameterization acts to rein-
force the distribution of cloud in the BL by destabilizing the cloudy columns and stabi-
lizing the clear columns (Xu and Randall, 1995b; Seager and Zebiak, 1995). McFarlane et al.
(2008) noted the role of clouds in concentrating the absorption of solar radiation at spe-
cific heights relative to broad absorption seen over a greater depth in clear sky, which has
important impacts on cloud scale and large scale dynamics. In simulations by Jiang and
Cotton (2000) that allowed drizzle formation the simulations that included ICA methods
produced a deeper BL resulting in heavier drizzle. In another study focusing on driz-
zle production, large drops were simulated 20-50 minutes earlier when radiation was
included (Harrington et al., 2000). They hypothesized that a radiative effect causes very
small drops to evaporate, producing a bimodal size distribution.
All of the implementations just discussed result in varying degrees of loss of informa-
tion about horizontal radiative transfer. Pincus and Stevens (2013) nicely summarize all of
the compromises made in radiative transfer parameterizations to reduce computational
expense. These include updating the radiative transfer calculations less frequently than
other model physics parameterizations and making simplifying assumptions about the
spectral variation of radiative properties. This lag in update frequency has been shown
to have an impact on model results. A lag in frequency of calls to the radiation physics
can introduce instability, inserting artificial amplification into the solution (Pauluis and
Emanuel, 2004). Xu and Randall (1995a) examined the effect of different lags on 2 km res-
olution grid. They found that the lag impacts the precipitation rate and in-cloud mean
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vertical velocities. Finally, the substitution of the variation in the spectral dimension with
more smoothly varying functions is another approximation made to achieve broadband
calculations in a less computationally expensive way. The range of approaches to spectral
integration will be discussed in Chapter 2.
Computational expense has always controlled the level of detail represented in mod-
els. However the radiative parameterizations employed today have not evolved much,
especially when compared to the increased complexity represented in other model physics
packages such as cloud microphysics and when compared to the many order of mag-
nitude increase in computing power in the last 30 years. At certain scales there may
be justification for the simplifying assumptions discussed, but several authors suggest
the same assumptions are inappropriately applied. Cahalan et al. (2005) and Scheirer and
Macke (2003) are skeptical of the accuracy of ICA methods applied at high resolution due
to ICA’s implicit assumption of infinite horizontal dimension. Davis and Marshak (2010)
suggest that net horizontal radiative transfer needs to be taken into account whenever
the medium is not much wider than it is thick.
Using a fixed cooling profile may be reasonable if the goal is producing steady state
over the entire domain and looking at domain mean profiles. In simulations by Cui-
jpers (1994) domain mean profiles of virtual potential temperature and specific humidity
showed no difference whether static or ICA radiative transfer was used, however cloud
cover increased by 4% and cloud water content was twice the value found in simulations
with a static radiative profile. Though there is computational and physical justification
for simplifications at certain scales, it is still important to characterize the errors being in-
troduced into the solution at those scales and to understand how well the models perform
relative to a higher standard of accuracy, so that trade-offs between cost and accuracy can
be well informed. A number of radiation model intercomparisons have been performed
to evaluate both the individual model error and the spread among models. This includes
multiphase programs such as the Intercomparison of Radiation Codes used in climate
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models (ICRCCM) (Fouquart et al., 1991; Ellingson et al., 1991; Barker et al., 2003) and the
Continual Intercomparison of Radiation Codes (CIRC) (Oreopoulos et al., 2012). Though
model error when compared to a higher standard and to each other has improved, even
the most recent studies show that a significant number of models have mean errors over
10 Wm−2 in the SW flux absorbed by the atmosphere (Oreopoulos et al., 2012). We might
expect more from the methods employed ubiquitously in climate and weather models
or in retrieving global satellite datasets of atmospheric properties. Maybe these models
are good enough for the relatively low resolution of global climate models that don’t ex-
plicitly resolve cloud. But perhaps, some are unjustified for use at cloud resolving scales
and only used because of legacy. Davis and Marshak (2010) discussed the role of legacy
as opposed to fitness in the appearance of GCM parameterizations such as ICA in mod-
ern high resolution models. The question of whether they are good enough still remains.
The answer depends on their intended use and the level of acceptable error. The impacts
of neglecting net horizontal radiative transfer have been studied. Some work has been
done to incorporate those impacts into models, which will be discussed in the following
section.
1.3 Problems with 1D Representations
Only a 3D radiative transfer model can fully account for net horizontal radiative transfer.
In remote sensing applications it has been found that 3D effects interfere with the basic
and essential step of identifying the presence of cloud. Scattering of radiation out of the
cloud side brightens adjacent cloudless pixels and darkens involved cloudy pixels rela-
tive to what the plane parallel, 1D radiative transfer model behind the retrieval algorithm
expects given the same physical properties. This impacts the retrieval of both cloud and
aerosol properties (Yang and Di Girolamo, 2008). For example the standard two channel
concurrent retrieval of effective radius and cloud optical depth is biased toward over es-
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timation due to cloud shadowing, unaccounted for in the IPA, that is uncompensated for
by the neglect of illumination (Marshak et al., 2006). The brightening of adjacent cloud-free
pixels due to 3D effects confounds studies of the relationships between cloud and aerosol
properties by biasing retrievals of aerosol concentrations in the vicinity of clouds (Várnai
and Marshak, 2009; Wen et al., 2007).
Several authors have noted the inadequacy of 1D methods from a modeling perspec-
tive as well. Even at high resolution, several studies show that the domain mean differ-
ences in upward and downward flux do not differ much between 3D and 1D simulations
(Benner and Evans, 2001; Mechem et al., 2008; O’Hirok and Gautier, 2005). However, it is the
3D spatial distribution of flux divergence that is key in determining the impact on cloud
dynamics and properties, not the domain averaged fluxes. Large eddy simulations have
matured such that most models agree on domain average properties (Vanzanten et al.,
2011; Siebesma et al., 2003; Stevens et al., 2001) and can now resolve individual cloud scale
dynamics and physical properties (Zhao and Austin, 2005).
Given the advances in high resolution models and their use to examine more than
mean characteristics, overly simple radiative transfer parameterizations are no longer
appropriate. For example, ICA methods have severe limitations for broken cloud fields
(Barker et al., 2003). For high solar zenith angles 1D methods underestimate solar heat-
ing in clear regions (Barker et al., 2003; Di Giuseppe and Tompkins, 2003; Fu et al., 2000) and
overestimate solar heating in cloudy regions compared to 3D (Di Giuseppe and Tompkins,
2003). Local regions of intense solar heating are produced by 3D effects, therefore ICA
methods may not be accurate enough to drive the cloud scale dynamics forced by these
regions of heating (Fu et al., 2000; O’Hirok and Gautier, 2005). In the thermal spectrum
Benassi et al. (2004) show that horizontal radiative transfer is important for broken cloud
types such as trade wind cumulus. So, 3D effects are dependent on cloud morphology
or regime. Clouds that are more broken in structure, indicating they depart widely from
the plane parallel assumption, are more susceptible to errors in radiative heating from ne-
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glecting horizontal radiative transfer. Klinger and Mayer (2014) looked at radiative cooling
in a field of model produced shallow cumulus clouds in the broadband thermal spectrum
and observed strong cloud side radiative cooling that would not be present in an ICA ap-
proach. These studies highlight the importance of instantaneous 3D effects but do not
address the impact on the dynamic evolution of clouds in the presence of 3D radiative
transfer.
The effects of 3D radiative transfer need to be understood not only as they apply to
instantaneous heating rates, but how they feedback into cloud dynamics (O’Hirok and
Gautier, 2005). Davis and Marshak (2010) suggest a systematic investigation of the quan-
titative impact of solar 3D radiative transfer effects on detailed cloud dynamics as the
result is expected to be significant. They also offer an open challenge to couple 3D radia-
tive transfer to a dynamical model in a computationally feasible way. So far, very little
work has been done in this area because of the presumed computational expense. Guan
et al. (1997) coupled a 3D LW radiative transfer model with a slab symmetric dynami-
cal model of a single cumulus cloud and found that the cooling from radiation produces
additional downward motion at cloud edges: downdrafts are 0.98 m/s when radiation
is ignored and 1.28 m/s when radiation is included, and radiative cooling enhanced the
total cloud water content (CWC) by 20% and the maximum CWC by 96% compared to
the control run. O’Hirok et al. (2005) coupled a 3D radiative transfer scheme to WRF for a
2D idealized squall line case. They found that increased solar heating on the illuminated
side slows cloud development while increased cooling on the shadowed side increases
relative humidity and promotes cloud development. Additionally, over the simulation
period 10% more precipitation was produced compared to 1D radiative transfer. Mechem
et al. (2008) coupled a 3D LW radiative transfer model with a two-dimensional (2D) model
of a cumulus cloud field. In general the effect of 3D radiative transfer, relative to 1D, was
to cool cloudy towers and to warm cloud crevices with the predominate effect being to
cool the cloud layer.
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1.4 Evaluating the Needs of the Radiative Transfer
Community
Given the discussion of the current state of radiative transfer parameterizations and the
importance of 3D effects in the previous sections, the dual needs of the atmospheric ra-
diative transfer community can be summarized as follows:
1. Computationally inexpensive parameterizations for operational and large-scale mod-
els and remote sensing algorithms that capture the subgrid-scale effects relevant to
their applications, and
2. High accuracy radiative transfer models that make as few assumptions as possible
to act as experimental test beds for determining and quantifying the bias in the
simpler models.
Models of type two should be shamelessly computationally expensive. The ever in-
creasing computational power and technology could and should be better taken advan-
tage of by the radiative transfer community to advance the progress of the discipline, just
as the rise of the vector processing paradigm was taken advantage of in the 1980s and
early 1990s to complete the same radiative transfer computations in less time or complete
more accurate computations in the same amount of time. Vectorizing the ECMWF radia-
tion scheme, for example, reduced the computation time by 93% compared to the scalar
code (Stephens, 1984). Expense reductions like that opened the door for the wide usage of
more accurate methods.
Not only do we need highly accurate models to finally quantitatively characterize bias
in our approximate methods, but those models need to be publicly available. Public avail-
ability of both the executable and the source code leads to higher accuracy through public
vetting, faster advancement of model features through community contribution and de-
velopment, and faster progress towards addressing scientific questions from reduction of
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duplicated efforts. Some of the open problems a highly accurate model can address in-
clude: quantifying the bias introduced by inexact spectral integration methods currently
employed by proprietary broadband 3D models and determining the upper bound of
3D broadband effects for a variety of cloud morphologies and meteorological regimes .
When coupled to a dynamic model of the atmosphere, it can be used to address the non-
linear effects of net horizontal radiative transfer on cloud macrophysical, microphysical
and dynamic properties and the relative importance of radiative transfer compared to
other physical processes such as evaporative cooling.
1.5 What’s Been Done?
Despite the acknowledgment that 3D radiative effects play an important role in the dis-
tribution of radiative heating and the efforts to make 3D radiative transfer models more
efficient, the general consensus is that the cost remains too high to directly model 3D ra-
diative transfer when coupled to a dynamics model for any sort of operational or produc-
tion application. Lee et al. (2015) incorporated some 3D radiative effects into a radiative
transfer parameterization in a global model to study impacts of 3D effects on mountain
hydrology. A few studies have investigated approaches toward speeding up a full 3D
solution. Klinger and Mayer (2014) tested a variety of unbiased algorithmic choices to find
combinations that reduced the time to completion for a specified level of Monte Carlo
noise in the flux divergence field by up to an order of magnitude. Buras and Mayer (2011)
discuss a variety of unbiased variance reduction techniques for top of domain radiance,
simulating satellite observations.
There have been a few studies to address incorporation of 3D effects into 1D models as
quasi 3D approaches, though they have not yet been widely adopted into commonly used
radiative transfer parameterizations in climate and numerical weather predicting models,
or remote sensing algorithms. One approach is known as the the Nonlocal IPA since it
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takes into account optical properties of neighboring pixels. It attempts to compensate
for net horizontal radiative transfer. Marshak et al. (1998) demonstrated the concept as
it applies to retrieving cloud optical thickness from satellite measurements of radiance.
Its ability to make an improvement of traditional IPA is limited in conditions with large
variations in optical depth over short distances or low sun angles. The tilted IPA (Várnai
and Davies, 1999) framework does not account for net horizontal radiative transfer, but
attempts to correct the misplacement of the direct beam of radiation by orientating the
column of influence perpendicular to the solar zenith angle rather than perpendicular
to nadir. This can be easily visualized with the aid of a figure from Wapler and Mayer
(2008) (Figure 1.4). The tilted and nonlocal ICA methods adjust the above mentioned
approaches for coupling to dynamic models with 3D grids. A good discussion of the
variety of approaches is presented by Wissmeier et al. (2013).
Figure 1.4: “Schematic of radiative transport in a 3D framework (left), tilted ICA frame-
work (center) and ICA framework (right),” (Wapler and Mayer, 2008).
Three-dimensional radiative transfer models are becoming the new standard of com-
parison for evaluating offline versions of 1D and quasi 3D approaches. Whereas 1D line-
by-line models are still used to evaluate the accuracy of the 1D solvers and spectral inte-
gration methods, 3D models are used to evaluate the bias introduced by neglecting hori-
zontal radiative transfer of varying degrees and the treatment of sub-grid scale variabil-
ity in properties, especially treatment of unresolved clouds in large scale models (Kablick
et al., 2011; Barker et al., 2003). So, 3D models themselves need to be evaluated if they are to
act a a standard of comparison. The Intercomparison of 3D Radiation Codes (I3RC) “sup-
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ports intercomparison and development of both exact and approximate 3D methods.” Its
goals include understanding and documenting the errors and limits of 3D algorithms and
their sources; 2) providing "baseline" cases for future 3D code development; 3) promot-
ing sharing and production of 3D radiative tools; 4) deriving guidelines for 3D radiative
tool selection; and 5) improving atmospheric science education in 3D radiative transfer
(Cahalan et al., 2005). Since no “benchmark truth” is available for such an intercompar-
ison one of the models making the fewest assumptions is used as the reference model.
All of the cases with published results have been restricted to monochromatic solar sim-
ulations. Neither 3D monochromatic thermal emission, nor broadband simulations from
any source have been intercompared in the literature. Few 3D radiative transfer models
have been made publicly available for use or testing, and none that do broadband cal-
culations over the portion of the spectrum relevant to all atmospheric applications are
currently available. Since open public vetting of these methods is impossible and no 3D
model has yet attempted unbiased accuracy in its broadband integration, there is no way
to fully quantify the bias in these methods that we hold as standards of comparison for
the simpler approaches discussed in section 2.3.
1.6 The Role of this Project
This dissertation addresses the need of the radiative transfer community for a publicly
available, highly accurate 3D radiative transfer model that includes both solar and ter-
restrial sources of radiation and can integrate over user defined portions of the electro-
magnetic spectrum from either source. It describes and verifies the accuracy of a model
that uses Monte Carlo methods to solve the 3D radiative transfer equation and integrate
that solution over the electromagnetic spectrum. Radiative transfer background material
is presented in chapter 2. Chapter 3 describes and verifies the accuracy of the monochro-
matic model. Chapter 4 describes and verifies the accuracy of the approach selected for
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broadband integration. Chapter 5 addresses the complications of solving problems in
the real atmosphere, the additional tools and data necessary, and tests the entire suite of
components. Finally, Chapter 6 will present additional benchmark cases that can be used
to evaluate other models, discuss best computational practices for the broadband model,
and will speculate about future research directions.
15
Chapter 2
Radiative Transfer Background
This chapter will provide the background needed to understand the physics of atmo-
spheric radiative transfer relevant to this dissertation in a common notation that will be
used throughout.
2.1 Basic Radiative Quantities
It is important to understand the basic radiative quantities and nomenclature used in this
dissertation and how they relate to one another. At its most basic definition, radiative
transfer is the transport of energy that takes place without direct contact or an intermedi-
ate medium. For example, the earth receives energy, U, from the Sun despite the distance
and vacuum of space between the two. The SI unit for energy is the Joule, J. Power, Φ,
describes the amount of energy provided in a unit time. The sun emits a certain amount
of energy every second that remains the same regardless of the distance between the sun
and any other objects. The SI unit for power is a Watt, W, which is equivalent to 1 Js−1.
Radiation flux or irradiance, F, is the power provided over a unit area, Wm−2. To vi-
sualize the radiation flux reaching the earth from the sun it is useful to imagine a sphere
around the sun with a radius equal to the earth-sun distance. The sun’s power is the same
at the top of its photosphere as it is at an earth-sun distance away. However, the solar flux
is different at those two distances, because the power is distributed over spheres of dif-
ferent areas. The solar flux incident at the top of earth’s atmosphere is also known as the
solar constant, S0, which is equal to about 1361 Wm−2, at the mean earth-sun distance.
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Radiation flux is not always the same in all directions, especially once it has been scat-
tered in the atmosphere or reflected off of a surface. So, the quantity radiance or intensity,
I, is used to incorporate a directional dependence. It is the radiation flux over a unit of
solid angle and has units of Wm−2sr−1. This is the fundamental quantity measured by
passive satellite instruments that is inverted in all retrievals of atmospheric and surface
properties. Irradiance is the integral of radiance in all directions of a hemisphere. For ex-
ample upward flux is related to upward radiance as follows, where the upward radiance,
I↑, is a function of zenith, θ, and azimuth angle, φ.
F↑ =
ˆ 2pi
0
ˆ pi/2
0
I↑ (θ, φ) cos θ sin θdθdφ (2.1)
Finally, flux divergence, Fdiv, is the net power emitted or absorbed by a unit volume.
It has units of Wm−3. This is the quantity used to calculate radiative heating rates, HR,
in the atmosphere.
The quantities just described implicitly integrate contributions from a range of the
electromagnetic spectrum. They can be transformed to monochromatic quantities by
taking into account a unit of spectral width. Location or width on the electromagnetic
spectrum can be specified in a number of ways. Wavelength, λ, is the distance between
amplitude peaks of the electromagnetic wave, given in units of µm in this dissertation.
Frequency, ν, is the spacing of those peaks in time. This is typically reported in Hertz, Hz,
which is 1 s−1. Wavelength and frequency are related to each other through the speed of
light in a vacuum,
c = λν (2.2)
Wavenumber, κ, is the reciprocal of wavelength, and therefore has reciprocal units
that are typically reported in cm−1. For example, the units of monochromatic radiance
may be Wm−2sr−1µm−1, for wavelength, Wm−2sr−1s or Wm−2sr−1Hz−1, for frequency,
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or Wm−2sr−1cm for wavenumber.
Absorptivity, a, transmissivity, t, reflectivity, r, and emissivity, ε, are often used as
descriptions of the interaction of radiation with an object or medium. They are fractional
quantities and therefore unitless. They describe the fraction of the total radiation that is
absorbed, transmitted, reflected or emitted, respectively, relative to a reference source.
2.2 Radiative Properties of the Atmosphere
All objects, not just stars like our sun, emit radiation at all wavelengths. So, it is important
to take into account radiation emitted from within the earth-atmosphere system when
measuring or simulating radiative transfer at relevant wavelength ranges. The amount of
radiance emitted at each wavelength is governed by temperature according to Planck’s
function, Bλ (T) (eqn. 2.3), and emissivity, ελ, which describes how much like a black
body the object behaves.
Bλ (T) =
2ελhc2
λ5 (exp (hc/kBλT)− 1) (2.3)
where h is Planck’s constant, c is the speed of light, and kB is Boltzmann’s constant. At
a particular wavelength objects with higher temperature and larger emissivity emit more
radiation.
It is also important to understand the way we characterize an atmosphere’s potential
to interact with radiation. The physical properties of the atmosphere including temper-
ature, pressure, gaseous and particle makeup and concentrations, determine the opti-
cal properties of the atmosphere. The extinction cross section, σe
[
m2particle−1
]
, can be
thought of as the equivalent area of an opaque object that extinguishes the same amount
of radiation as a single particle or molecule. Extinction is the sum of the contributions
from absorption and scattering of radiation. When extinction cross section is multiplied
by the number of particles or molecules per unit volume it becomes the volume extinc-
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tion coefficient, βe
[
m−1
]
(eqn. 2.4). It can be thought of as the loss of radiance along a
particular path per unit of distance.
βe = Nσe (2.4)
To describe how much of the extinguished radiation is scattered vs absorbed the unit-
less single scattering albedo, v, is used. It is the ratio of the scattering coefficient to the
extinction coefficient.
v =
βs
βe
(2.5)
Since the extinguished radiation must be either scattered or absorbed, the fraction ab-
sorbed can be ascertained by 1−v, sometimes called the coalbedo. Kirchoff’s law states
that in thermodynamic equilibrium, as assumed throughout this dissertation, an object
emits as well as it absorbs at a particular spectral point, so in addition to absorptivity, aλ,
these variables also describe the emissivity, ελ, of the volume of particles or molecules.
aλ = ελ (2.6)
When scattering takes place in the atmosphere the radiation shifts courses into direc-
tion Θ, called the scattering angle, which is measured relative to the incident direction
and is comprised of zenith, θ, and azimuth, φ, components, ranging from [0− pi]and
[0− 2pi] respectively when referenced in a Cartesian coordinate system. The likelihood
that radiation is scattered into a particular direction is described by the phase function,
℘ (Θ).
This dissertation is focused on radiation interactions with air molecules and liquid
water droplets. Scattering of radiation by molecules is approximately proportional to
λ−4, so it is very strong in the UV portion of the electromagnetic spectrum and negligible
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beyond the near infrared portion. Size parameters, χ = 2pirλ , for the radius, r, of molecules
fall in the Rayleigh regime and scattering direction is therefore governed by the Rayleigh
phase function.
℘ (Θ) =
3
4
(
1+ cos2Θ
)
(2.7)
Molecular scattering is independent of species, but molecular absorption is not. Ab-
sorption by molecules is dependent on species and varies irregularly as a function of
spectral unit. Line absorption by a molecule takes place only when a photon of a certain
energy is available, for example the energy required for rotation, and vibration. There-
fore, theoretical absorption occurs at precise spectral locations, since the energy of a pho-
ton is determined by its frequency. However, because of molecular collisions and ran-
dom translational motion in the atmosphere, broadening of these absorption lines takes
place at all spectral points, with peaks at the line location. Line shape models, such as
Lorentz, Doppler, and Voigt, are used to describe the absorption line broadening under
varying temperature and pressure conditions. Non-line structured continuum absorp-
tion takes place for molecules like water vapor, ozone, and oxygen, and is in part due to
photoionization and photodissociation rather than molecular transitions in energy states.
However, additional continuum absorption takes place with less well understood causes,
especially for water vapor.
Scattering and absorption by a sphere, such as a water droplet, can be described by
Mie Theory, given the complex index of refraction for the material, the radius of the
sphere and the wavelength or other spectral unit. Mie absorption coefficients vary much
more smoothly as a function of spectral unit compared to molecular absorption. However
the phase function is much more complicated and features a forward peak that narrows
and strengthens with increasing size parameter. Refer to your favorite radiative transfer
text book for a derivation of extinction and absorption efficiencies and phase functions
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starting from Maxwell’s equations.
2.3 1D Radiative Transfer Equation
Now that the basic radiative terms have been defined we can construct the 1D radiative
transfer equation, which describes how the radiance, I, changes along a path. Because
polarization of radiation is ignored for the purposes of this dissertation, only the first ele-
ment of the Stoke’s vector is retained. Therefore the complete vector form of the radiative
transfer equation can be simplified to its scalar form. The 1D approximation of the radia-
tive transfer equation is often justified by the tendency of atmospheric properties to vary
more rapidly in the vertical than in the horizontal. Therefore, it is assumed that horizon-
tal gradients in temperature, pressure, and density can be ignored relative to gradients
in the vertical, which is not the case in the 3D radiative transfer equation. Therefore we
express the radiative transfer equation below only as a function of the vertical component
of the position vector, which can be found in any radiative transfer text book (e.g Petty
(2006)).
dI
dz
=
−βe
µ
I +
βa
µ
B (T (z)) +
βs
4piµ
ˆ 2pi
0
ˆ pi
0
I′
(
θ′, φ′
)
℘
(
θ, φ, θ′, φ′
)
cos θ′ sin θ′dθ′dφ′ (2.8)
It can also be put in terms of optical depth, τ, with the expression
dτ = βedz (2.9)
dI
dτ
=
−I
µ
+
[1−v]
µ
B (T (τ)) +
v
4piµ
ˆ 2pi
0
ˆ pi
0
I′
(
θ′, φ′
)
℘
(
θ, φ, θ′, φ′
)
cos θ′ sin θ′dθ′dφ′
(2.10)
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The change in radiance over an incremental distance and in a particular direction (eqn
2.10, LHS) is a result of extinction of the source along the path from scattering and absorp-
tion (term 1, RHS), emission along the path (term 2, RHS) and scattering into the path
from all other directions (term 3, RHS). There are a number of implicit dependencies in
the variables in the radiative transfer equation that would cause the equation to be quite
difficult to read if they were shown explicitly. Scattering and absorption coefficients, tem-
peratures, and phase functions are dependent on vertical position. Radiance, absorption
and scattering coefficients, phase functions and the Planck function are all dependent on
wavelength, or other spectral unit. The general solution to this integro-differential equa-
tion can only be had numerically, although in some scenarios terms may be dropped and
an analytical solution can be had, as will be demonstrated in chapters 3 and 4.
A number of solvers for the 1D RTE in the atmosphere have been developed since
the early 20th century beginning with methods that could be solved by hand includ-
ing the successive order of scattering method (SOS) (Hansen and Travis, 1974), and the
adding-doubling method (van de Hulst, 1963). Two stream methods of approximation,
which are still very common (Barker et al., 2015), divide the radiative field at any alti-
tude into contributions from two hemispheres, upward and downward. The discrete
ordinates radiative transfer model (DISORT) first developed in the 1960s (Chandrasekhar,
1960), with stable codes arriving in the 1980s (Stamnes et al., 1988), resolves the radiation
field into as many streams as specified by the user, representing an improvement in ac-
curacy over the two stream methods. DISORT is still very popular and is often the solver
used “under the hood” of other models that act as interfaces, such as MODTRAN (Berk
et al., 1987), Streamer (Key and Schweiger, 1998) and SBDART (Ricchiazzi et al., 1998). All
of these methods take advantage of simplifying assumptions to reduce the complexity of
the RTE, which may or may not be justified for a particular use, as discussed in Chapter
1.
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2.4 3D Radiative Transfer
As discussed in chapter 1, net horizontal transport of radiation can be significant. Ad-
ditionally, horizontal distributions of cloud particles, aerosols, temperature, and water
vapor concentration can also vary significantly, especially in localized areas. Thus a more
complete representation of the flow of radiation is required. The 3D form of the radiative
transfer equation, without polarization, in Cartesian coordinates is as follows:
Ωˆ · ∇I (s, Ωˆ) = −βe I (s, Ωˆ)+ βaB (T (s)) + βs4pi
ˆ
I
(
s, Ωˆ′
)
℘
(
s, Ωˆ, Ωˆ′
)
dΩˆ′ (2.11)
where s is the position vector (x, y, z) and Ωˆ is the direction vector
(
Ωx = sin θ cos φ,Ωy = sin θ cos θ,Ωz = cos θ
)
The terms have the same meaning as the 1D RTE, but now properties are allowed to
vary in all directions. Solving the 3D RTE requires a different solver than those discussed
in section 2.3. Three-dimensional RTE solvers can be classified as either deterministic
or statistical in nature. Though the 3D RTE cannot be solved analytically, there are nu-
merical methods that are applied in deterministic solvers. The most widely used de-
terministic solver of the 3D RTE is the spherical harmonics discrete ordinates method,
SHDOM (Evans, 1998). It combines a discrete, gridded representation of the atmosphere
with spherical harmonics, which speed up the calculation of the scattering integral. The
model solves for source functions rather than the radiation field, since the latter can be
derived from the former, and stores the source functions as spherical harmonic series at
each grid point.
Statistical methods sample the behavior of systems to reach a solution rather than at-
tempt to solve equations directly. The most common statistical solver of the 3D RTE and
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the most common 3D solver overall is a Monte Carlo method. As an example consider de-
termining the likelihood of winning a hand of Solitaire. A deterministic approach would
calculate the complicated combinatorial probability. A Monte Carlo approach might in-
volve playing 100 hands of Solitaire and estimating the underlying likelihood based on
the number of wins. There will be some error associated with the solution that should
decrease as more hands are played, but the method is undoubtedly simpler to concep-
tualize and execute than the deterministic method, though time consuming. Modern
Monte Carlo methods were first applied in the 1940s by Stanislaw Ulam and John von
Neumann during their investigation of nuclear radiation shielding. Since then they have
been applied to numerous problems throughout mathematics and science, including elec-
tromagnetic radiation transport through atmospheres, space, water, and plant canopies.
The method of solving the 3D broadband RTE described in this dissertation is a Monte
Carlo method, therefore the Monte Carlo approach will be described in detail.
2.4.1 Monte Carlo Methods
The overall principle is that independent estimates of the radiative quantities discussed
in section 2.1 are determined by tracing many of the possible paths radiation may take
through the atmosphere. These independent tracings are ubiquitously but misleadingly
referred to as photon paths. They do not represent the path or interactions of physical
photons, as described in modern quantum electrodynamics. The “statistical photons”
traced in a Monte Carlo radiative transfer model are better conceptualized as “bundles”
of radiative energy, represented by a starting weight of 1.0, that can be partially depleted
through absorption and redirected upon interactions with the atmosphere or surface.
Throughout this dissertation these bundles will be referred to as photons for brevity, un-
der the implicit assumption that the reader understands the meaning in context. There
are four steps involved in implementing a Monte Carlo technique to answer a question.
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2.4.1.1 Step 1: Define the domain of interest
The domain of the Monte Carlo radiative transfer model used in this dissertation is di-
vided into a 3D grid with associated boundaries measured in physical distance. Each
element of the grid, or voxel, is described not only by it’s physical dimensions but by
its homogeneous temperature, T, and for each constituent present in the voxel: the vol-
ume extinction coefficient, βe, single scattering albedo, v, and phase function, ℘ (θ). This
model’s horizontal boundaries are periodic, meaning photons exiting one side of the do-
main enter at the same position on the opposite side. The lower boundary is described by
a horizontally homogeneous temperature and Lambertian albedo. The upper boundary
is open.
2.4.1.2 Step 2: Randomly select sample from a probability distribution function
The backbone of a Monte Carlo method is the random number generator. A good pseudo
random number generator provides the needed independence between samples, the ag-
gregate of which results in a statistically unbiased estimate of the solution. Physical pro-
cesses within the model are represented by comparing random numbers to cumulative
distribution functions associated with those processes. For example, a photon from the
sun is equally likely to begin its journey through the domain at any horizontal position at
the top of the domain. In other words, the probability distribution function of horizontal
starting position for solar photons is uniform. Another random number is drawn to de-
termine the optical distance a photon will travel before it interacts with the atmosphere.
Optical distance or optical path, a unitless quantity, is the accumulation of extinction
along the physical distance traveled. Integrating a formulation of equation 2.9 generic to
any path, s, yields,
τ =
ˆ s2
s1
βeds (2.12)
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The probability that a photon will travel an optical distance, τ, before interacting with
the atmosphere is given by
p (τ) = exp (−τ) (2.13)
The cumulative probability, P(τ), that a photon will travel an optical distance, τ, be-
fore interacting with the atmosphere is needed to compare to the random number such
that range of random numbers corresponding to short optical distances is relatively large
and the range of numbers corresponding to long optical distances is relatively small. It is
constructed by integrating equation 2.13 from 0 to τ.
P (τ) =
ˆ τ
0
p
(
τ′
)
dτ′ (2.14)
For continuous probability functions, such as equation 2.13, the random number can
be inverted to determine the corresponding optical distance, τ = P−1 (RN) and extinc-
tion can be accumulated within the domain until that optical distance is reached, posi-
tioning the photon at a particular location in a particular voxel whose properties will be
used to determine the photon’s further fate.
Not all the variables subject to random sampling have continuous probability func-
tions. For these discrete variables the cumulative distribution function, P, is constructed
by cumulatively summing each element of the probability distribution function, p, and
normalizing by the total so that elements can be compared to random numbers in the
range [0-1.0]. To invert a random number for a discrete variable a search algorithm is
used to find the interval, i, such that
i
∑
n=1
pi ≤ RN <
i+1
∑
n=1
pi+1 (2.15)
Drawing random numbers and comparing to a cumulative distribution function oc-
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curs repeatedly to sample many different processes throughout the “lifetime” of a pho-
ton. This includes new direction of travel and which of the voxel’s components the pho-
ton will interact with. The cumulative probability is not always an analytical function
that can be easily inverted. In that case elements of the discontinuous function are cu-
mulatively summed and normalized to the range of possible random numbers, usually
0-1. A bisection search algorithm is then used to retrieve the index associated with the
corresponding probability.
2.4.1.3 Step 3: Judge the outcome of a rule for that sample
This step places the results of the random number drawing into context. The index to
the array of cumulative probability function returned by the comparison with the ran-
dom number represents some physical outcome. When the photon travels a randomly
selected distance it will either have left the top of the domain and become inactive, been
intercepted by the surface, or interacted with the atmosphere. In this case the rule be-
ing evaluated is the photon’s position relative to the upper and lower boundaries of the
domain. The randomly drawn optical distance or even the new physical position of the
photon alone do not provide this information. Only evaluation of the position relative to
the “rules,” determine the further fate of the photon.
2.4.1.4 Step 4: Aggregate results of all samples
The tracing of photons through the atmosphere itself does not solve the 3D RTE; contribu-
tions of each photon’s interactions to the desired radiative quantity must be counted. For
example, whenever a photon’s physical position leaves the top of the domain the upward
flux at the top of the domain is incremented by the photon’s remaining radiative energy.
When it is intercepted by the surface, the downward flux at the surface is incremented
by the product of the photon’s radiative energy and the surface absorptivity. When it in-
teracts with the atmosphere, the containing voxel’s flux divergence is incremented by the
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product of the photon’s weight, [0,1], and the voxel’s coalbedo. Additionally, the radiance
in a specified direction is incremented by the product of the photon’s weight, and the like-
lihood it will scatter in that direction, which is derived from the scattering component’s
phase function. After all photons are traced the successive increments of these quantities
are combined and converted from tallied weights to the appropriate physical units, yield-
ing estimates of the desired quantities including all relevant processes represented in the
3D RTE, without explicitly solving the equation.
Just as in the Solitaire example, there is some error associated with the estimate that
is dependent on the number of samples. Following the discussion of Evans and Marshak
(2005), if the number, N, of independent samples, xi, with expected value, E, and vari-
ance, σ2, is large enough then the sample average is a member of a normal distribution
and expression 2.16 is valid with 68% confidence level.
|E− 1
N
N
∑
i=1
xi| ≤
√
σ2
N
(2.16)
The standard error, SE, can be used to estimate the square root of the variance as long
as the samples are independent.
SE2 =
1
N (N − 1)
N
∑
i=1
(xi − x¯)2 (2.17)
This means that after N samples, with 68% probability, the Monte Carlo estimate of
the quantity will have an error smaller than SE2/
√
N, where SE is estimated using equation
2.17. The estimate’s error is therefore expected to decrease with increasing samples.
2.5 Spectral Integration
The 1D and 3D radiative transfer equations were written above in monochromatic form.
However to estimate radiative heating rates or compare to measurements, which can
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Figure 2.1: Total vertical transmittance through the atmosphere due to molecular absorp-
tion as a function of wavelength.
never be truly monochromatic, an additional integral over the electromagnetic spectrum
must be performed.
I =
ˆ λ2
λ1
I(λ)dλ (2.18)
Performing this integral is easier said than done due to the complex spectral de-
pendence of gaseous extinction cross section. Figure 2.1 shows the total transmittance
through the clear sky atmosphere as a function of wavelength due to molecular absorp-
tion, where transmittance is defined as,
t = exp (−τ) (2.19)
Obviously, the variability of extinction over the spectral dimension is not easily cap-
tured with analytical functions. There are many approaches to handling spectral integra-
tion of the RTE (Modest, 2013), some of them more accurate than others, but with accuracy
often comes computational expense.
The line-by-line approach is the most expensive, however it is also considered the
most accurate. Radiative transfer model intercomparisons of 1D solvers often, if not al-
ways, feature a line-by-line model as the reference model for spectral integration. As may
be obvious from the name, the RTE is solved at as many spectral points needed to resolve
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absorption and scattering features of interest. The contributions from those solutions are
summed to provide the final broadband result. The number of times the RTE needs to
be solved to resolve molecular absorption across the whole spectrum easily reaches into
the millions. Recall from section 2.3 that the full monochromatic RTE itself is complex to
solve, especially when scattering is considered. The line-by-line approach is unfeasible
for spectral integration in a radiation model coupled to a dynamic model of the atmo-
sphere. The techniques developed to simplify spectral integration will be presented from
simple to complex. Ideally, techniques capture all modes of variability in spectral prop-
erties from individual absorption lines at the smallest scale to variability in the Planck
function.
2.5.1 Operational Approaches
Wide band models are the simplest and least accurate approach to incorporating contri-
butions from across the spectrum. These models have been used in climate models, and
simple effective-emitting-temperature models of the atmosphere, such as those given as
homework questions in physical meteorology courses. Spectral resolution can be as low
as a single, empirical values of absorptivity or emissivity for solar radiation and thermal
radiation, based on absorber concentration and atmospheric temperature (e.g. Ellingson
et al., 1991). They are used in applications that require layer fluxes or heating rates at each
level.
Narrow band models divide the spectrum into narrow enough bands that the Planck
function can be considered constant, but still large enough to encompass many absorption
line features (e.g. Ellingson et al., 1991). They make an assumption about the variation of
absorption coefficient within the band as a function of temperature, pressure, and wave-
length. The assumption made is typically an integrable function to ease the calculation.
The function attempts to capture the spacing and grouping of the absorption lines as well
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as their amplitudes and broadening width.
Correlated k-distributions are a clever variation on narrow band models that repre-
sent increases in both accuracy and efficiency (e.g. Stephens, 1984). Therefore they have
become the popular choice for spectral integration in newer radiative transfer models and
parameterizations. They take advantage of the commutative property of summation. In-
tegration, when discretized, is a summation. Therefore when integrating the absorption
coefficient over the spectrum it does not matter to the solution whether the summation is
performed in spectrum order or an arbitrary order. The k-distribution technique simply
rearranges the absorption coefficients in ascending order, creating a function that can be
adequately described and discretized with fewer points in symbolic “g” space than in
wavelength, wavenumber, or frequency space (figure 2.2 a and b). This allows for fewer
calculations of the RTE to cover the same spectral band. Since absorption coefficient is
dependent on temperature, pressure, and absorber concentration, i.e. at different lev-
els in the atmosphere the same “g” corresponds to different magnitudes of absorption
coefficient (figure 2.2 a-d), a generalization must be made to use this technique in inho-
mogeneous media. Correlations between absorption coefficient at different temperatures
and pressures are used to generalize (figure 2.2 f).
Despite the improvements in accuracy and computational expense represented by cor-
related k-distribution methods, they are not without their own errors. For example, Wang
and Modest (2007) point out the unsuitability for “quickly-evolving media,” because a
time consuming database construction processes must take place for each set of condi-
tions that can no longer be adequately correlated. Otherwise, the method will suffer from
substantial errors when correlation is lost. Wang et al. (2008) show loss of correlation in
the presence of large gradients in temperature and gaseous constituent concentration can
result in errors of more than 10% in emission and absorption calculations in some extreme
cases. Additionally, the treatment of cloud optical properties as band-mean representa-
tive values, resulting in a loss of spectral correlation between gases and cloud. Lu et al.
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(2011) show this can lead to cloud top heating errors of 30% and top of atmosphere flux
errors of 20 Wm−2.
2.5.2 Advanced Research Approaches
The remaining methods described are significantly more expensive and appear in radia-
tive transfer models used for experimental studies rather than operational models or re-
trieval algorithms. The optimized frequency grid or optimal spectral sampling approach
(OSS) is typically applied to radiative transfer modeling for remote sensing applications.
Integration over the narrow width of the spectral channel’s measurement must be consid-
ered by the model for proper inversion of the measured radiance. It operates on the prin-
cipal that the convolved channel radiance can be constructed from the weighted sum of
selected monochromatic radiances (Moncet et al., 2008). This reduces the number of times
the RTE must be solved to the number of monochromatic points selected. It avoids the
problems associated with assuming correlation between absorption coefficients at differ-
ent temperatures and pressures by using exact values for coefficients from a spectroscopic
database at those few spectral points. It also lends itself well to situations with multiple
scattering, including cloudy atmospheres. One must select appropriate wavelengths and
assign the proper weights to each. There are a variety of techniques suggested in the lit-
erature for completing this task (Moncet et al., 2008; Holl et al., 2012; Gasteiger et al., 2014;
Buehler et al., 2010).
The polychromatic approach, also known as the method of dependent sampling or
the importance sampling method, consists of tracing the paths photons take at one or a
few frequencies, then using those same paths for all frequencies and ”biasing” the inter-
actions by the likelihood that they would occur at every other frequency. For example the
likelihood that a photon will travel a particular physical distance will be different for dif-
ferent parts of the spectrum because the extinction coefficients vary across the spectrum.
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Figure 2.2: “Illustration of the k-distribution method and its extension, the correlated-k
method. (a) A hypothetical spectrum of absorption coefficient k at relatively low pres-
sure. (b) By sampling the spectrum at fine intervals and then sorting the results so that
k increases monotonically, we define the function 0 ≤ g(k) ≤ 1 (horizontal axis). Pan-
els (c) and (d) are the same as (a) and (b) except with stronger pressure broadening. (e)
Comparison of the actual spectrum for low pressure [from panel (a)] (solid curve) with
one estimated from the spectrum at higher pressure [panel (c)] (dotted curve), using the
mapping in panel (f). (f) The mapping between k values at the two pressure levels, based
on equal values of g,” (Petty, 2006).
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The likelihood that a photon will be scattered into a particular direction will be different
at different frequencies because the phase functions differ. This method is based on the
mathematical certainty that a variable does not have to be sampled from its own proba-
bility distribution function, f (x) (eqn. 2.20). As long as the appropriate weighting factor,
wi =
f (xi)
g(xi)
is applied, which is the probability , the mean will remain unbiased (Emde et al.,
2011; Gratiy et al., 2010; Jonsson, 2006; Jonsson et al., 2010; Nardino et al., 2008).
E (x) =
ˆ
x f (x) dx =
ˆ
x
(
f (x)
g (x)
)
g(x)dx (2.20)
The final method discussed is the method utilized in this dissertation, Monte Carlo
spectral integration, or random sampling of frequencies (Wang et al., 2008; Wang and Mod-
est, 2007; Harries, 2011). This method has the statistically unbiased benefit of Monte Carlo
techniques. An exact solution can be achieved for an infinite number of photons. It relies
on a database of optical properties at a large number of spectral points, much like a line-
by-line method, but unlike the line-by-line method it does not require an independent
solution of the radiative transfer equation at each of those spectral points. When applied
to a Monte Carlo solution to the 3D RTE individual photons are assigned a frequency
according to the likelihood of emission at each frequency in the case of internal thermal
emission, or according to the solar irradiance spectra at the top of the domain for a solar
simulation. A cumulative probability function is constructed from the solar or emission
spectra, to which random numbers can be compared, inverted, and the corresponding
frequency assigned to each photon. Once all photons have been assigned a frequency
the resulting histogram should reflect the initial irradiance spectra, with more photons
assigned to regions of the spectrum where emission is most likely to occur or where most
of the sun’s energy reaching the top of the domain lies. In principal this method should
not be more computationally expensive than a monochromatic Monte Carlo simulation
since the same number of photons need to be simulated to achieve the same order of
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magnitude standard error. This method will be discussed in further detail in Chapter 4.
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Chapter 3
Monochromatic Model
The goal of this dissertation is to develop a broadband 3D radiative transfer model that
can be used to study the interaction of radiation in a complex cloud field with very high
accuracy. A Monte Carlo approach to solving the 3D RTE was chosen for its compatibility
with intended uses of the model. Pincus and Evans (2009) found that a Monte Carlo tech-
nique is superior to SHDOM for efficient computation of flux divergence, which is the
quantity used to calculate radiative heating rates. It has more potential for speed up with
parallelization since Monte Carlo photons are inherently independent of one another,
making it an “embarrassingly parallel” algorithm. Since there are no publicly available
broadband Monte Carlo models, one had to be developed from available monochromatic
models. This chapter describes the original monochromatic model selected, the imple-
mentation of internal emission, from both physical and computational perspectives, and
the tests undertaken to verify the accuracy of the monochromatic model.
3.1 The “IMC-original” Model
The I3RC Community Monte Carlo Model (hereafter referred to as the “IMC-original”
model) was selected as the base code to develop from. The “IMC-original” was chosen as
a starting point for a number of reasons. The discretization of the domain in the “IMC-
original” model assumes that properties within each voxel are homogeneous, which is
also assumed in most dynamic models of the atmosphere. It is coded in an “object-
oriented” style in FORTRAN95 so that pieces of code may be easily swapped in or out for
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other implementations. This lends itself well to the open source, community approach to
development sought after for this project.
3.1.1 Code Base Structure
Those swap-able pieces of code, or modules, each operate on a specific part of the ra-
diative transfer problem (figure 3.1). For example the “monteCarloIllumination” module
initializes a set of photons and specifies their initial starting position within the domain
and their initial direction of travel. The “monteCarloIntegrator” module traces photons
through the atmosphere. The “OpticalProperties” module handles the set up of the do-
main object that contains 3D distributions of extinction coefficient, single scatter albedo,
and phase functions for each radiatively active component of the simulated medium.
Each module is defined by a set of objects and procedures such as functions and subrou-
tines that other modules and the main program, “monteCarloDriver”, utilizes.
3.1.1.1 Inputs and Outputs
Inputs are provided to the Driver in one of two ways: the Namelist file or the Domain file.
The Namelist is used to specify the incoming solar flux, the solar and viewing geometry,
the surface albedo, the number of photons per batch, the number of batches, the seed for
the random number generator, the Domain file name, the Output file name, and flags for
a number of variance reduction techniques in the radiance field. Since variance reduction
techniques were not used they will not be described. However, interested readers can
find them described by Pincus and Evans (2009). The Domain file provides to the Driver
the physical positions of voxel boundaries, the volume extinction coefficient, single scat-
tering albedo, and index to the phase function for each optical component at each voxel.
The Domain file also contains a set of phase functions for each component, typically cor-
responding to a set of particle effective radii that the index to the phase function refers
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Figure 3.1: “Software modules used to describe radiative transfer in a three-
dimensionally varying atmosphere and the relationships of those modules as used in
the I3RC Community Monte Carlo model. Each box represents a distinct module; one
box containing another indicates that the module represented by the outer box relies on
the facilities provided by the inner box. Arrows indicate objects supplied as part of the
problem definition or solution in the Monte Carlo model,” (Pincus and Evans, 2009).
to or a single Rayleigh phase function for gaseous scattering. The available outputs of
the Driver are upward flux at the top of the domain, downward flux at the bottom of the
domain, outgoing radiance at the top of the domain in any user specified direction, and
the 3D distribution of flux divergence as well as the associated standard error for each.
3.1.2 Calculation of Radiative Quantities
3.1.2.1 Radiance
Since it is so unlikely that a statistically significant number of photons will scatter into the
particular direction of a simulated sensor, a technique called the Local Estimator is used
to sample the contribution of every photon into the direction of the simulated detector. In
the course of tracing a photon through the domain it may eventually interact with a scat-
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tering element, either an atmospheric constituent with a non-zero single scatter albedo
or the surface if non-black. When this occurs the intensity at the top of the domain is in-
cremented. The following equation is used in the “IMC-original” model to calculate the
contribution to the radiance in a specified direction.
contribution (µ) = w℘ (Ω) t (3.1)
where w is the current weight of the photon, ℘ is the normalized phase function, rep-
resenting the likelihood that the photon will scatter into that particular direction, which
adds an implied unit of sr−1, and t is the transmission along the path from the point of
interaction to the top of the domain in the direction of the simulated detector. After all
photons in a particular batch have been calculated the array of accumulated weights is
normalized by the average number of photons expected per column. The normalized ar-
ray of weights is accumulated over all batches and computational ranks and normalized
by total number of batches. Finally that result is multiplied by the total incoming solar
irradiance to achieve final units of Wm−2sr−1µm−1.
3.1.2.2 Flux
In the course of tracing a photon through the domain it may eventually be intercepted
by the surface or exit the top of the domain. This is indicated by the vertical position of
the photon relative to the vertical boundaries of the domain. When the physical position
exceeds the upper vertical boundary of the domain, the upward flux at the top of the do-
main is incremented by the photon’s remaining weight and the photon is extinguished.
When the physical position is less than or equal to the lower vertical boundary of the
domain the downward flux at the bottom of the domain is incremented by the photon’s
remaining weight. The photon weight is reduced by the absorptivity of the surface and a
new direction of travel is selected assuming an isotropically scattering surface. After all
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photons in a particular batch have been traced the array of accumulated weights is nor-
malized by the average number of photons expected per column. The normalized array
of weights is accumulated over all batches and computational ranks and normalized by
total number of batches. Finally, that result is multiplied by the total incoming or emitted
irradiance to achieve final units of Wm−2µm−1.
3.1.2.3 Flux Divergence
In the course of tracing a photon through the domain it may interact with the medium
before leaving the top of the domain or being absorbed by the surface. When a photon
reaches an interaction event in the atmosphere the flux divergence of that voxel is incre-
mented by the product of the photon’s weight and the single scattering co-albedo of the
component it is interacting with. The photon’s weight is then reduced by the amount
absorbed and a new direction of travel is randomly selected according to the normalized
phase function of the interacting component. After all photons in a particular batch have
been calculated the 3D array of accumulated weights is normalized by the voxel depth,
adding an implied unit of m−1. The normalized array of weights is accumulated over
all batches and computational ranks and normalized by total number of batches. Finally
that result is multiplied by the total incoming or emitted irradiance to achieve final units
of Wm−3µm−1.
3.1.2.4 Standard Error
For each of the above quantities the associated standard error is also calculated. Standard
error was discussed in a theoretical sense in section 2.4.1.4. Here the steps to compute
it in the “IMC-original” are outlined. After all photons in a particular batch have been
calculated the normalized arrays of accumulated weights toward each radiative quantity
and the square of that array are each summed over all batches and all computational
ranks, then normalized by the total number of batches. The standard error is then given
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by the following equation.
SE =
√
max[0.0, (∑NR ∑NBpR
(FλX)2
NB )− (
∑NR ∑NBpR(FλX)
NB )
2]
NB− 1 (3.2)
where NR is the number of computational ranks, NBpR is the number of batches per
rank, NB is the total number of batches, Fλ is the incoming solar flux, and X is tallied
photon weight corresponding to a radiative quantity.
3.1.3 Algorithm Highlights
The “IMC-original” model employs a forward photon tracing technique, meaning that
photons are traced forward from their source until they are extinguished or leave the top
of the domain. It simulates scattering and absorption but not emission events. The hori-
zontal boundaries are periodic and the lower boundary is represented by a homogeneous
temperature and albedo. Photons are each assigned a weight of 1.0 upon initiation that
is depleted through successive absorption events at the point of scattering, as opposed
to either depletion along the path or complete absorption at an interaction point. A local
estimation technique, which is further explained in section 3.1.2.1, is used to calculate
the radiance in an arbitrary, user specified set of directions. The MPI paradigm is used
for parallelization. Since work is divided evenly among processors and a group of pho-
tons traced is independent and indistinguishable from any other group, communication
is limited to one collective call at the end of the simulation to sum results across all pro-
cessors. Dividing the total number of photons simulated into a number of batches, the
increment of work assigned to each processor, allows for independent batch estimates of
the radiative quantities. Therefore, the standard errors of estimated quantities are also
calculated and reported (see section 2.4.1.4).
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3.2 The “IMC+emission” Model
The “IMC-original” model can only simulate monochromatic, solar radiation sources.
This means that all photons are initialized at the top of the domain and only for a single
wavelength. Before developing the full broadband model, an internal emission source of
photons needs to be added to the monochromatic model. One potential application of the
monochromatic model with both solar and thermal sources is to study the combined im-
pacts of scattering and emission at the wavelengths for which both are important. It can
also act as an approximation of radiance measured by satellite instruments. However, all
instruments have a finite spectral width associated with their measurements, which are
therefore never truly monochromatic. However, if the channel is narrow enough, simu-
lated monochromatic radiance acts as a good approximation. Providing an intermediate
monochromatic model for use by the community implies an extra level of design and
testing to make sure that the product is suitable for use by non-developers for a variety of
applications. This version of the model will be referred to as the “IMC+emission” model.
3.2.1 Physical Basis for Internal Emission
Since the mechanisms of radiative transfer are the same regardless of the initial source of
the radiation the main algorithmic addition needed is in the illumination module. Ther-
mally emitted photons need to be accurately distributed between the atmospheric voxels
and the surface pixels, taking into account the likelihood of emission of each element.
The likelihood of emission for an atmospheric voxel depends on atmospheric tempera-
ture and volume absorption coefficient, and the likelihood of emission from the surface
depends on temperature according to the Planck function and emissivity as discussed in
section 2.2.
42
3.2.1.1 Other Models’ Approaches
There are a number of approaches to assigning photons to their starting locations found
in the literature. Unfortunately, a number of them are flawed or incompatible with the
“IMC-original” model algorithm. The Takara and Ellingson model (Kablick III, 2008)
implements a backward MC technique, which is incompatible with the “IMC-original”
structure. It traces a predetermined number of photons backward in space from each el-
ement of interest to their starting points, normalizing the weight of each photon to the
temperature and optical properties, rather than assigning each photon equal weight. The
Monte Carlo Atmospheric Radiative Transfer Simulator (MCARaTS)
(https://sites.google.com/site/mcarats/home) assigns a whole number of photons to
be emitted from a particular column before determining the exact position of emission
within that column according the fraction of emission by that column relative to the
whole domain rather than randomly selecting the starting point from a cumulative prob-
ability distribution function informed by the fraction of total emission. Combining this
approach with the “IMC-original” model’s method of dividing the total number of pho-
tons simulated between independent batches results in a bias that is dependent on the
ratio of number of photons per batch to number of columns in the domain. The prob-
lem is apparent in the extreme case of only a few photons emitted by each column. To
adequately sample the range of possible photon outcomes and maintain batch estimate
independence, photons should be emitted by randomly selected columns that vary be-
tween batches, not the same number from the same columns per each batch. Due to the
necessity that a whole number of photons must be emitted from each column, rounding
errors will introduce a bias if the number of photons per batch does not divide evenly.
In addition to differences in implementation between models, conflicting definitions
of the fractional emission by a pixel or voxel can be found throughout the literature. Equa-
tion 10.21a of the Ellingson and Takara (2005) chapter on LW Radiative Transfer describes
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the fractional probability of emission by a surface pixel with temperature Ti and centered
on wavenumber, κ. It is reproduced below in notation consistent with this dissertation.
fsi =
pi
´
Ai
εκiBκ (Ti) dAi
U
(3.3)
where εκi is the emissivity of pixel i at wavenumber κ, A is the area of the pixel, and Bκ
is the Planck function at wavenumber κ. Similarly, equation 10.21b of the same chapter
describes the fractional probability of emission by an atmospheric voxel with temperature
Ti and centered on wavenumber, κ. It is also reproduced below in notation consistent with
this dissertation.
fVi =
pi
´
Vi
aκiBκ (Ti) dVi
U
(3.4)
where aκi is the absorptivity of voxel i at wavenumber κ, V is the volume of the element,
and U (equation 3.5; their equation 10.21c) is the “sum of all energy at wavenumber κ
over the M surface elements and N volumetric elements,”
U = pi
M
∑
i=1
ˆ
Ai
εκiBκ (Ti) dAi + pi
N
∑
i=1
ˆ
Vi
aκiBκ (Ti) dVi (3.5)
A dimensional analysis of the terms in equation 3.5 reveals incompatible units. Typi-
cally, absorptivity is a unitless quantity, as is emissivity. However, if the volume absorp-
tion coefficient of the voxel is meant by absorptivity, then the units of both terms in the
equation are equivalent. Although, neither one is a measure of energy [J], but of irradi-
ance
[
Wm−2µm
]
.
Chen and Liou (2006) offer another definition of photon partition. Similar to MCARaTS
it divides photons between emitting elements in the atmosphere rather than choosing
them randomly. They take into account the cubic nature of the atmospheric voxels and
proceed with a factor of 6, representing the six sides of the voxel, in their equation for total
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flux through a domain, which has questionable physical meaning, given the relationship
between flux and radiance as discussed in section 2.1.
Ftotal,λ = 6∑
i
∑
j
∑
k
pi Iλ (i, j, k) +∑
i
∑
j
pi Isλ (i, j) (3.6)
The total flux emitted by the domain and the flux emitted by each emitting element
can be used to determine the number of photons emitted by an atmospheric voxel or
surface pixel.
Nλ (i, j, k) = 6
Ntotal
Ftotal
piελ (i, j, k) Bλ (T (i, j, k)) (3.7)
Nsλ (i, j) =
Ntotal
Ftotal
piεsλ (i, j) Bλ (Ts (i, j)) (3.8)
None of the approaches found in existing models or literature, and described above,
were used as the physical basis for photon emission implemented in the “IMC+emission”
model, but the variation and discrepancies are worth noting, particularly since a proper
benchmarking of these models should have revealed problems in their formulations.
3.2.1.2 The “IMC+emission” Model Approach
The likelihood of photon assignment to an emitting element within the “IMC+emission”
model is governed by the fraction of radiative power, Φatm,i, emitted by the voxel relative
to the total power emitted by the atmosphere, Φatm.
fΦatm,i =
Φatm,i
Φatm
(3.9)
where the power emitted by the atmosphere is,
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Φatm =∑
x
∑
y
∑
z
Φatm,i (3.10)
and, analogously for the surface,
fΦsfc,i =
Φsfc,i
Φsfc
(3.11)
Φsfc =∑
x
∑
y
Φsfc,i (3.12)
The power emitted by an element, whether a voxel or pixel, is determined by the
product of irradiance emitted and the horizontal cross section of the voxel or area of the
pixel
Φi = Fλ (T)∆x∆y (3.13)
Irradiance emitted by a voxel can be derived beginning with the relationship between
irradiance and radiance (eqn. 3.14) and an expression for the contribution to the radiance
from emission over an infinitesimal distance (eqn. 3.15).
dF = dIdω (3.14)
dI
dz
= βaBλ(T) (3.15)
Combining equations 3.14 and 3.15 yields,
dF = βaBλ(T)dωdz (3.16)
To obtain the monochromatic irradiance emitted by a voxel equation 3.16 must be
integrated over all 4pi sr and the total path length.
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F =
ˆ 4pi
0
ˆ z
0
βaBλ(T)dzdω (3.17)
which yields
Fλ,atm (T) = 4piBλ (T) βa∆z (3.18)
The irradiance emitted by a surface is simply,
Fλ,sfc (T) = piελBλ (T) (3.19)
The total irradiance emitted by the domain is also needed to convert the tallied pho-
ton weights to radiative quantities in physical units, as alluded to in section 3.1.2. The
total irradiance emitted is equal to the total power emitted by the domain divided by the
horizontal area of the domain,
Ftotal =
Φdomain
∑ni1 ∑
nj
1 ∆xi∆yj
(3.20)
where the power emitted by the domain is the sum of the power emitted by the surface
and atmosphere,
Φdomain = Φatm +Φsfc (3.21)
The number of photons emitted by the surface is the nearest whole number of photons
determined by the following relationship.
Nsfc = fΦ,sfcNtotal (3.22)
where fΦ,sfc is given by equation 3.11. The number of photons emitted by the atmosphere
is the remainder,
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Natm = Ntotal − Nsfc (3.23)
There is a bias introduced by this method of deterministically dividing the pixels be-
tween surface and atmosphere that increases as the total number of pixels decreases. This
can be remedied by incorporating a random number draw that is compared to the fraction
of power emitted by the surface relative to the total power emitted by both the surface
and the atmosphere. If the random number is less than that value, it should be emitted
by the surface; if it is greater it should be emitted by the atmosphere.
For atmospheric emission the emitting voxel is selected by comparing a random num-
ber to the cumulative distribution of likelihood of emission for the atmosphere. Precise
emission location within a voxel or pixel is determined randomly from an implied uni-
form distribution, since individual pixels and voxels are considered homogeneous. Initial
travel direction is assigned randomly according to the following relationships (e.g. Elling-
son and Takara, 2005),
φ = 2piRN (3.24)
µatm = 1− 2RN (3.25)
µsfc =
√
RN (3.26)
where φ is the azimuth angle, µ is the cosine of the zenith angle and RN is a random
number between 0.0 and 1.0.
The only other fundamental change that needed to be made to the “IMC+emission”
model was to allow for a decrement to the flux divergence tally for a particular voxel upon
photon emission and an increment to the radiance at its corresponding location at the top
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of the domain. Initial emission of a photon from a voxel decrements the flux divergence
of that voxel by 1, which is the value of the full photon weight. When calculating the
contribution of a photon to the radiance in a particular direction specified by the user,
the phase function is used to weight the likelihood of travel in that direction as discussed
in section 3.1.2.1. So for initial emission from a voxel the normalized isotropic phase
function is ℘ (θ) = 14pi|µ| , and for initial emission from the surface the normalized isotropic
phase function is ℘ (θ) = 1pi . A small adjustment was made to the calculation of standard
error, which was biased for any total irradiance not equal to 1.0 Wm−2µm−1, as is almost
always the case for internal emission. Rearranging the formulation to what is shown in
equation 3.2 remedied that. Previously Fλ was outside of the sums.
3.2.2 Computational Implementation Highlights
When translating the physical basis for internal emission, and indeed any physical pro-
cess, to numerical computations, choices must be made about the implementation. The
size of the variables used to represent physical quantities needs to be taken into account
to balance the total memory footprint of the application with the needed or desired pre-
cision. There is a range of ways of performing calculations with a corresponding range
of conservation of that precision. For example, when adding very small floating point
numbers to very large floating point numbers, as happens when a cumulative sum oc-
curs, several digits of precision of the small number may be dropped to add it to the large
number, which has the same precision but a larger exponent, so few places are available
to the right of the decimal, perhaps not enough to indicate any increment at all when the
small number is added. A special summation algorithm called the Kahan Summation
(Kahan, 1965) is implemented to reduce this effect. Increasing the precision of quantities
from 4 byte to 8 byte floating point values buys more precision but involves a doubling
of memory footprint for those variables. Both of these techniques were implemented to
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remove errors introduced from computing a straight cumulative sum of many element
4-byte floating point arrays, which is required to create cumulative distribution functions
of likelihood of emission by each voxel. Since comparing random numbers to cumula-
tive distribution functions is the backbone of a Monte Carlo method, this is an issue that
resurfaces several times within the model and should not be ignored.
For developers it may be instructive to know the explicit changes made in the “IMC-
original” model code base to create the “IMC+emission” model. There were additions
made to the namelist, which is the primary way the user communicates her preferences
to the model. For a thermal emission source the user must specify the horizontally ho-
mogeneous surface temperature in Kelvin, monochromatic wavelength in microns, and
a flag, indicating a thermal simulation is to be performed, must be set to a number larger
than 0. New arrays were created to hold cumulative probability of emission from a par-
ticular vertical level, from a row within a vertical level, and the full 3D distribution of
probability. A new field of 3D distribution of atmospheric temperature had to be added
to the input domain file. A new assumption built into the model is that the input units of
volume extinction coefficient must be in km−1 and the units of physical distance must be
km.
Two new procedures were added to the “monteCarloIllumination” module. The first
handles dividing the photons between the surface and atmosphere, determining the total
emitted irradiance, and calculating the cumulative probability of emission for each voxel
based on the Planck radiance and the emissivity or volume absorption coefficient. The
physical basis for that routine was discussed in the previous subsection. This information
is passed via the “monteCarloDriver” to a second procedure, which was modeled after
preexisting illumination source procedures. It creates a set of internally emitted photons
each with a random zenith angle, azimuthal angle, and starting position, where the emit-
ting voxel is selected by comparing a random number to the cumulative distribution of
normalized likelihood of emission as previously discussed.
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3.3 Verification
One of the goals of this project is high accuracy. Thus, after changes were made, testing
had to be done to verify the accuracy of the new components from as many perspectives
as possible, testing each capability from the simplest to most complex cases. Each of the
major radiative quantities output by the “IMC+emission” model: radiance, flux, and flux
divergence, were tested. Results are compared to exact analytical solutions when possible
and to other models when necessary. Partial verification of the “IMC-original” model in
the literature was presented by Pincus and Evans (2009).
3.3.1 Radiance
The simplest domains involving only atmospheric absorption and surface reflection were
simulated first, because the radiance values could be verified with analytical solutions.
Both nadir and off nadir values of radiance were tested. Simulations of a cubic cloud
inserted in a two-layer non-scattering atmospheres were completed. Then tests moved
on to non-isothermal atmospheres. Finally, a non-isothermal, inhomogeneous case with
LES-derived cloud fields, Case 4 from the Intercomparison of 3D Radiation Codes (Caha-
lan et al., 2005), was simulated. Results were compared to analytical solutions for all but
the simulations of LES-derived cloud fields.
3.3.1.1 Isothermal Homogeneous Absorbing Atmosphere with a Lambertian Lower
Boundary
For an absorbing but non-scattering atmosphere with a Lambertian surface an equation
for the top of domain upward radiance for an internal emission source can be derived,
beginning with an expression for top of atmosphere radiance given a Lambertian lower
boundary from Petty (2006), where ∞ represents the physical position at the top of the
atmosphere and 0 represents the physical position of the surface, Ts is the surface tem-
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perature, and t∗ is the total vertical transmittance of the atmosphere.
I ↑ (∞, µ) =
[
εB (Ts) + (1− ε)
ˆ ∞
0
B (z)WF ↓ (z) dz
]
t∗1/µ +
ˆ ∞
0
B (z)W ↑ (z, µ) dz
(3.27)
For an isothermal, plane parallel atmosphere,
ˆ ∞
0
B (z)W ↑ (z, µ) dz = B (Ta)
[
1− t∗1/µ
]
(3.28)
WF ↓ (z) = 2
ˆ 1
0
W ↓ µdµ (3.29)
W ↓= βa (z)
µ
t (0, z)1/µ (3.30)
WF ↓ (z) = 2
ˆ 1
0
βa (z)
µ
t (0, z)1/µ µdµ (3.31)
βa is constant for a homogeneous atmosphere. So,
ˆ ∞
0
B (z)WF ↓ (z) dz =
ˆ ∞
0
B (z) 2βa
ˆ 1
0
t (0, z)1/µ dµdz (3.32)
and for an isothermal atmosphere,
ˆ ∞
0
B (z)WF ↓ (z) dz = 2B (Ta) βa
ˆ ∞
0
ˆ 1
0
t (0, z)1/µ dµdz (3.33)
Swapping the order of integration and putting transmittance in terms of volume ex-
tinction coefficient,
ˆ ∞
0
B (z)WF ↓ (z) dz = 2B (Ta) βa
ˆ 1
0
ˆ ∞
0
exp (−βaz/µ) dzdµ (3.34)
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ˆ ∞
0
B (z)WF ↓ (z) dz = 2B (Ta) βa
ˆ 1
0
[−µ
βa
exp (−βaz/µ)
]∞
0
dµ (3.35)
then putting back in terms of transmittance,
ˆ ∞
0
B (z)WF ↓ (z) dz = 2B (Ta)
ˆ 1
0
−µ
(
t∗1/µ − 1
)
dµ (3.36)
ˆ ∞
0
B (z)WF ↓ (z) dz = 2B (Ta)
ˆ 1
0
µ
(
1− t∗1/µ
)
dµ (3.37)
From the Wolfram integrator,
ˆ
x
(
1− a1/x
)
dx =
1
2
[
−a1/x
(
x ln (a) + x2
)
+ ln2 (a)Ei
(
ln (a)
x
)
+ x2
]
(3.38)
where Ei is the exponential integral defined as, Ei(x) = − ´ ∞−x exp(−u)u du. This identity
can be used to produce,
2B (Ta)
ˆ 1
0
µ
(
1− t∗1/µ
)
dµ =
B (Ta)
[
−t∗1/µ
(
µ ln(t∗) + µ2
)
+ ln2(t∗)Ei
(
ln(t∗)
µ
)
+ µ2
]1
0
(3.39)
Since t∗ = exp (−τ∗), ln(t∗) = −τ∗, which can be substituted into the equation above
2B (Ta)
ˆ 1
0
µ
(
1− t∗1/µ
)
dµ =
B (Ta)
[
−t∗1/µ
(
−τ∗µ+ µ2
)
+ (−τ∗)2 Ei
(−τ∗
µ
)
+ µ2
]1
0
(3.40)
where
(
−τ∗
µ
)
→ ∞ as µ→ 0, and Ei (∞) = 0. So,
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2B (Ta)
ˆ 1
0
µ
(
1− t∗1/µ
)
dµ = B (Ta)
[
−t∗ (1− τ∗) + (−τ∗)2 Ei (−τ∗) + 1
]
(3.41)
Finally, we can substitute these component solutions back into the equation 3.27 to
achieve,
I ↑ (∞, µ) =[
εB (Ts) + (1− ε) B (Ta)
[
−t∗ (1− τ∗) + (−τ∗)2 Ei (−τ∗) + 1
]]
t∗1/µ+ B (Ta)
[
1− t∗1/µ
]
(3.42)
where the first term on the RHS of equation 3.42 is the contribution from surface emission,
the second term on the RHS is the contribution from surface reflection, and the third term
on the RHS is the contribution from atmospheric emission.
For the same assumptions about the atmosphere and surface, but this time considering
only solar sources of radiation, the top of atmosphere outgoing radiance is the following,
where µ0 is the cosine of the solar zenith angle and S0 is the incoming monochromatic
solar flux at the top of the domain.
I ↑ (∞, µ) = S0
pi
(
t∗1/µ+1/µ0
)
(1− ε) (3.43)
The panel of simulations feature a 3x3x20 domain which extended 3 km in each hor-
izontal direction and 2 km vertically. For the simulations that considered homogeneous
absorption in the atmosphere the volume extinction coefficient was set to 0.1 km−1. For
the solar source simulations the incoming solar flux was set to 1 Wm−2µm−1 with over-
head sun. For the thermal emission simulations conducted at λ = 11.0 µm the atmo-
spheric temperature was 303.1 K and the surface temperature was 303.1 K. In all simula-
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Source Atmosphere Albedo
Expected
Radiance
Wm−2sr−1µm−1
Simulated
Radiance
Wm−2sr−1µm−1
Standard Error
Wm−2sr−1µm−1
Solar None 0 0 0 0
Solar None 0.3 0.09549296 0.09549103 8.554525e-06
Solar None 1 0.31830988 0.3183261 2.851328e-05
Solar AbsorbingOnly 1 0.21336949 0.2133717 2.1343e-05
Solar AbsorbingOnly 0.3 0.06401084 0.06401163 6.402053e-06
Solar AbsorbingOnly 0 0 0 0
Emission AbsorbingOnly 0 10.01563541 10.01573 1.013354e-3
Emission AbsorbingOnly 0.3 8.28404152 8.284239 8.017986e-4
Emission AbsorbingOnly 1 4.24365576 4.243836 4.20105e-4
Emission None 1 0 0 0
Emission None 0.3 7.01094479 7.011301 6.267866e-4
Emission None 0 10.01563583 10.01614 8.953553e-4
Table 3.1: “IMC+emission” modeled nadir radiance for isothermal homogeneous absorb-
ing atmospheres with Lambertian lower boundaries compared to analytically derived
solutions. A total of 109 photons were simulated from 20000 batches of 50000 photons
each.
tions the surface was considered Lambertian. Each batch simulated 50,000 photons and
there were 20,000 batches for a total of 109 photons. The results for a nadir view angle
are summarized in Table 3.1. Note that all simulated results are within the standard error
of the expected result and the difference between the expected result and the simulated
result is within 0.005%.
We expect that the “IMC+emission” modeled radiance will be within one standard
error of the analytically derived solution 68.3% of the time (see section 2.4.1.4). We can test
this graphically by plotting the modeled radiance as a function of total photons simulated
and include one standard error above and below the modeled value, while also plotting
the expected solution from the analytical derivation. We expect the modeled value to
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oscillate about the analytical solution with an intersection of the analytical solution. One
case from the suite summarized in Table 3.1 was selected to demonstrate. To create Figure
3.2 there were 50,000 photons per batch and the number of batches was progressively
increased to increase the total number of photons. The plot could also be constructed by
holding the number of batches constant and increasing the number of photons per batch,
however this is an inefficient use of the model that does not scale to many processors
well, since the parallelization scheme is based on dividing batches among processors.
Additionally, that set up can lead to faster failure of numerical algorithms dealing with
fixed precision and cumulative summing.
The accuracy of radiance values at off nadir angles for the above simulation was also
tested. Where applicable the solar geometry consisted of a nadir zenith angle and an
azimuthal angle of 60º. The results are summarized in tables 3.2-3.4 for the following
view angles, 30º, 60º, and 88º. Results are well within the standard error from the expected
radiance. The difference between the simulated radiance and the expected value is within
0.005% for the 109 simulated photons.
3.3.1.2 Two-Layer Plane Parallel Non-scattering Atmosphere with Cubic Cloud and
Non-reflective surface
Nadir radiance of a simple plane parallel two-layer case is used to verify photon initial-
ization distribution and radiance calculations. The equation representing nadir radiance
leaving a plane parallel atmosphere with internal sources of radiation only is composed
of as many terms as there are emitting levels. The first term is the product of the ra-
diance emitted by the surface and the transmittances of all the emitting layers above it.
The second term is the product of the Planck radiance emitted by the lowest level of the
atmosphere, the absorptivity of the layer, and the transmittances of the all the emitting
layers above it. The last term is the product of the Planck radiance emitted by the upper-
most layer and the absorptivity of the layer. This results in the following equation for a
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Figure 3.2: “IMC+emission” modeled radiance as a function of total number of photons
for internal emission at 11µm in a homogeneously absorbing atmosphere with a surface
albedo of 0.3. The analytical solution is plotted in the thin black line.
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Source Atmosphere Albedo
Expected
Radiance
Wm−2sr−1µm−1
Simulated
Radiance
Wm−2sr−1µm−1
Standard Error
Wm−2sr−1µm−1
Solar None 0 0 0 0
Solar None 0.3 0.09549296 0.09549102 8.540949e-06
Solar None 1 0.31830988 0.3183261 2.845676e-05
Solar AbsorbingOnly 1 0.20686890 0.2068694 2.067116e-05
Solar AbsorbingOnly 0.3 0.06206067 0.06206154 6.201432e-06
Solar AbsorbingOnly 0 0 0 0
Emission AbsorbingOnly 0 10.01563541 10.01561 9.923723e-4
Emission AbsorbingOnly 0.3 8.33679688 8.336926 7.897858e-4
Emission AbsorbingOnly 1 4.41950698 4.419652 4.187023e-4
Emission None 1 0 0 0
Emission None 0.3 7.01094479 7.0113 6.271286e-4
Emission None 0 10.01563541 10.01614 8.958578e-4
Table 3.2: “IMC+emission” modeled radiance for isothermal homogeneous absorbing
atmospheres with Lambertian lower boundaries compared to analytically derived solu-
tions for a solar zenith angle of 30º. A total of 109 photons were simulated from 20000
batches of 50000 photons each.
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Source Atmosphere Albedo
Expected
Radiance
Wm−2sr−1µm−1
Simulated
Radiance
Wm−2sr−1µm−1
Standard Error
Wm−2sr−1µm−1
Solar None 0 0 0 0
Solar None 0.3 0.09549296 0.09549102 8.535949e-06
Solar None 1 0.31830988 0.3183261 2.845146e-05
Solar AbsorbingOnly 1 0.17469216 0.1746942 1.746318e-05
Solar AbsorbingOnly 0.3 0.05240765 0.05240804 5.240518e-06
Solar AbsorbingOnly 0 0 0 0
Emission AbsorbingOnly 0 10.01563541 10.01585 9.207641e-4
Emission AbsorbingOnly 0.3 8.59792624 8.59818 7.526009e-4
Emission AbsorbingOnly 1 5.28993817 5.290097 4.356312e-4
Emission None 1 0 0 0
Emission None 0.3 7.01094479 7.011301 6.28003e-4
Emission None 0 10.01563541 10.01614 8.969393e-4
Table 3.3: “IMC+emission” modeled radiance for isothermal homogeneous absorbing
atmospheres with Lambertian lower boundaries compared to analytically derived solu-
tions for a solar zenith angle of 60º. A total of 109 photons were simulated from 20000
batches of 50000 photons each.
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Source Atmosphere Albedo
Expected
Radiance
Wm−2sr−1µm−1
Simulated
Radiance
Wm−2sr−1µm−1
Standard Error
Wm−2sr−1µm−1
Solar None 0 0 0 0
Solar None 0.3 0.09549296 0.09549102 8.526654e-06
Solar None 1 0.31830988 0.3183261 2.841374e-05
Solar AbsorbingOnly 1 8.45594173e-04 8.455919e-4 8.440303e-08
Solar AbsorbingOnly 0.3 2.53678252e-04 2.536653e-4 2.531335e-08
Solar AbsorbingOnly 0 0 0 0
Emission AbsorbingOnly 0 10.01563541 10.01515 2.36228e-3
Emission AbsorbingOnly 0.3 10.00877302 10.00726 2.158391e-3
Emission AbsorbingOnly 1 9.99276076 9.992247 1.577966e-3
Emission None 1 0 0 0
Emission None 0.3 7.01094479 7.0113 6.270424e-4
Emission None 0 10.01563541 10.01614 8.958557e-4
Table 3.4: “IMC+emission” modeled radiance for isothermal homogeneous absorbing
atmospheres with Lambertian lower boundaries compared to analytically derived solu-
tions for a solar zenith angle of 88º. A total of 109 photons were simulated from 20000
batches of 50000 photons each.
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Cubic Domain
Simulated Radiance
Wm−2sr−1µm−1
Plane Parallel
Simulated Radiance
Wm−2sr−1µm−1
Expected
Radiance
Wm−2sr−1µm−1
Setup in 3.3a Ic1=7.43126±7.95E-4 Ia=7.43135±7.63E-4 7.42926
Setup in 3.3b Ic2=7.26992±5.47E-4 Ib=7.26876±7.08E-4 7.26757
Table 3.5: Radiance simulated by plane parallel two-layer domains (Figure 3.3a and b)
was compared to radiance values from like components of the cubic cloud domain (figure
3.3 c) and to expected analytical values at nadir view.
two-layer case with a black body surface,
I↑(∞, µ = 1) = B (Ts) t1t2 + B (T1) [1− t1] t2 + B (T2) [1− t2] (3.44)
Figure 3.3 represents a vertical cross section through the centers of the domains. Fig-
ure 3.3 (c) shows a cubic cloud set in a two-layer atmosphere where scattering is not taken
into account, and Figure 3.3 (a) and (b) show plane parallel, two layer atmospheres with
upper layer properties corresponding to either the cloud or the surrounding atmosphere
in Figure 3.3(c). All simulations were done at a wavelength of 11.0 microns. The spatial
distribution of temperatures and volume absorption coefficients are as shown in Figure
3.3 . The domain was 3 x 3 x 20. This translates to 3.0 km extent in the horizontal direc-
tions and 2.0 km vertical extent. Simulations involved 20000 batches of 50000 photons
each for a total of 109 photons.
Simulations were done to verify that the nadir radiance exiting the center of the do-
main, Ic2, was equivalent to the average nadir radiance leaving the domain shown in
Figure 3.3(b), Ib, and the average nadir radiance leaving the perimeter of the domain in
Figure 3.3(c), Ic1, was equivalent to the average nadir radiance leaving the domain shown
in Figure 3.3(a), Ia. These expectations were verified by the simulations and matched the
radiance expected by the analytical solution as shown in Table 3.5.
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(a) (b)
(c)
Figure 3.3: Schematic representation of domain set up for experiment. Nadir radiance
simulated by plane parallel two-layer domains (a and b) was compared to radiance val-
ues from like components of the cubic cloud domain (c). Single scatter albedo is 0.0 ev-
erywhere.
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3.3.1.3 Non-isothermal Homogeneous Absorbing Atmospheres with Blackbody
Lower Boundaries
Domains with homogeneous extinction but vertically varying temperature profiles were
also used to test the 11.0 µm emitted nadir radiance. The domain for these simulations
was 100 x 100 x 36 or 6.6 km x 6.6 km x 1.4 km. The surface was non-reflecting and had a
temperature of 303.1 K. The volume extinction coefficient was set to 0.1 km−1. The simu-
lations consisted of 4000 batches of 50000 photons each for a total of approximately 2 x 107
photons. For the isothermal atmosphere control simulation the atmospheric temperature
was set to 303.1K. For the decreasing temperature profile the atmospheric temperature
decreased linearly with height from 303.1 K at the surface to 273.1 K at the top of the
domain. For the increasing temperature profile the atmospheric temperature increased
linearly with height from 303.1 K at the surface to 273.1 K at the top of the domain. The
expected radiance is determined by extending the equation from the previous subsection
to n =36 levels. However the transmittance through each layer is the same since this
atmosphere is homogeneous in terms of absorption coefficient. So the equation can be
simplified to the following,
I↑(∞, µ = 1) = B (Ts) tn +
n
∑
i=1
B (Ti) [1− t] tn−i (3.45)
The nadir radiance results are displayed in Table 3.6. Results are within the standard
error from the expected radiance.
3.3.1.4 Inhomogeneous Non-isothermal Atmosphere with Lambertian Lower
Boundary
Finally, the most complex case used to test radiance was that specified as Case 4 by the
Intercomparison of 3D Radiation Codes (Cahalan et al., 2005). There was an optional ex-
periment at 11.0 microns for which 3D distributions of cloud LWC and effective radius
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Atmosphere TemperatureProfile
Simulated
Radiance
Wm−2sr−1µm−1
Standard Error
Wm−2sr−1µm−1
Expected
Radiance
Wm−2sr−1µm−1
absorption
only
decreasing
with height 9.743 7.50E-02 9.7423
absorption
only
increasing
with height 9.754 7.50E-02 9.7549
absorption
only isothermal 10.01 8.00E-02 10.0156
Table 3.6: Radiance exiting non-isothermal atmospheres with homogeneous extinction.
from LES simulations, a profile of molecular absorption, and a profile of atmospheric
temperature were provided. They can be retrieved found here,
(http://i3rc.gsfc.nasa.gov/input/heatingrate.html). Figure 3.4 shows the temperature
profile (a), average optical depth profile (b) and planar view of cumulative optical depth
(c). However, none of the participant models submitted results for the thermal emission
tests, likely because most participant models did not support internal emission. So, re-
sults presented here are qualitative tests of the “IMC+emission” model for more realistic
cloud fields. Since all components of the “IMC+emission” model have been benchmarked
in previous sections, they act as benchmark results to which other models can compare.
Non-scattering Atmosphere with non-reflective surface To create the absorption only
version of Case 4, the volume extinction coefficient in each voxel was reduced to the
contribution due to absorption according to the single scattering albedo and the single
scattering albedo was reduced to 0. The surface albedo was set to 0.0 so that it emitted
as a blackbody. The surface temperature was prescribed at 303.1K. Approximately 108
photons were used in the simulation. Figure 3.5 shows the nadir radiance (3.5a) and
standard error (3.5b) as well as the brightness temperature (3.5c) for the Case 4 simulation.
Figure 3.5(c) can be compared to the temperature profile in Figure 3.4(a).
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(a) (b)
(c)
Figure 3.4: Summary of the Intercomparison of 3D Radiation Codes Case 4 domain: (a)
temperature profile, (b) profile of layer average optical depth, and (c) planar view of total
optical depth.
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(a) (b)
(c)
Figure 3.5: “IMC+emission” model results for the Intercomparison of 3D Radiation Codes
Case 4 domain considering absorption and emission only at 11.0 µm: Nadir radiance (a),
nadir radiance standard error (b), and brightness temperature (c).
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Scattering and Absorbing Atmosphere with reflective surface Figure 3.6 below rep-
resent the Case 4 simulation with absorption and scattering taken into account as well
as surface reflection. The surface albedo was set to 0.1 and the surface temperature was
prescribed at 303.1 K. Approximately 108 photons were used in the simulation. The re-
sults make sense compared to the above case with no scattering in the atmosphere or off
the surface. There is some brightening of the clear-sky adjacent to the clouds. Radiation
scattered by the clouds or surface has an opportunity to interact with the atmosphere be-
tween the clouds. However, the most obvious difference is at the surface. The radiance
and brightness temperatures are reduced by about 1 Wm−2 or 5 to 8 K, largely due to the
difference in surface albedo. At 11.0 µm scattering does not play a large role in optically
thick water clouds. So, there is not much difference in the top of domain radiance or
brightness temperatures of the clouds, except where optically thin.
3.3.2 Flux
The testing of radiative flux, upward at the top of the domain and downward at the sur-
face, proceeded from the simplest of atmospheres to the most complex as did the radiance
tests. The simplest atmosphere was isothermal, non-scattering and homogeneously ab-
sorbing with a non-reflective surface. Results for this case only are compared with an
analytically derived solution. The next simulation was of a two-layer atmosphere with a
reflective surface. The most complex atmosphere simulated was a cubic cloud set in an
isothermal atmosphere over a non-reflective surface. Results for all cases are compared
with results from another 3D radiative transfer model, SHDOM (Spherical Harmonics
Discrete Ordinate Method). SHDOM is a popular, freely available code that explicitly
solves 3D field of radiation using an iterative process (Evans, 1998) as described in Sec-
tion 2.4. It requires an input field of optical properties, as does the “IMC+emission”
model, but different from the “IMC+emission” model it assumes those properties vary
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(a) (b)
(c)
Figure 3.6: “IMC+emission” model results for the Intercomparison of 3D Radiation Codes
case 4 domain considering absorption, emission, and scattering at 11 µm: Nadir radiance
(a), nadir radiance standard error (b), and brightness temperature (c). The colorbar is the
same as figure 3.5 for easier comparison.
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continuously between the specified values which are the voxel vertices, rather than the
voxel centers. The “IMC+emission” model’s accuracy depends on the number of pho-
tons simulated whereas SHDOM’s accuracy depends on the number of streams resolved
in angular space.
3.3.2.1 Isothermal, Non-scattering, Homogeneously Absorbing Atmosphere with
Non-reflecting Surface
Analytical equations of the upward and downward fluxes can be derived for the simple
case of a homogeneous, isothermal, and non-scattering atmosphere with no surface re-
flection or external sources of radiation starting from the relationship between radiance
and irradiance.
F ↓ (z = 0) = −
2piˆ
0
pˆi
pi/2
I ↓ (z = 0, θ, φ) cos θ sin θdθdφ (3.46)
For a plane parallel atmosphere there is no dependence on φ.
F ↓ (z = 0) = −2pi
pˆi
pi/2
I ↓ (z = 0, θ) cos θ sin θdθ (3.47)
Switching from θ to µ notation with the convention of µ = − cos θ for the downward
direction,
F ↓ (z = 0) = 2pi
1ˆ
0
I ↓ (z = 0, µ) µdµ (3.48)
For an isothermal, plane parallel atmosphere with no external sources of radiation,
where Ta is the atmospheric temperature and t∗ is the total vertical transmittance of the
atmosphere,
69
I ↓ (z = 0, µ) = B (Ta)
[
1− t∗1/µ
]
(3.49)
F ↓ (z = 0) = 2piB (Ta)
1ˆ
0
[
1− t∗1/µ
]
µdµ (3.50)
F ↓ (z = 0) = 2piB (Ta)
1ˆ
0
[
µ− µt∗1/µ
]
dµ (3.51)
F ↓ (z = 0) = piB (Ta)
[
µ2 − µt∗1/µ (ln (t∗) + µ) + ln2 (t∗)Ei
(
ln (t∗)
µ
)]1
0
(3.52)
F ↓ (z = 0) = piB (Ta)
[
1− t∗ (ln (t∗) + 1) + ln2 (t∗)Ei (ln (t∗))
]
(3.53)
The upward flux at the top of the domain with a non-reflecting surface can be derived
similarly,
F ↑ (z = ∞) = −
2piˆ
0
pˆi
pi/2
I ↑ (z = ∞, θ, φ) cos θ sin θdθdφ (3.54)
For a plane parallel atmosphere there is no dependence on φ.
F ↑ (z = ∞) = −2pi
pˆi
pi/2
I ↑ (z = ∞, θ) cos θ sin θdθ (3.55)
Switching from θ to µ notation with the convention of µ = − cos θ for the downward
direction,
F ↑ (z = ∞) = 2pi
1ˆ
0
I ↑ (z = ∞, µ) µdµ (3.56)
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For an isothermal, plane parallel atmosphere with no external sources of radiation
I ↑ (z = ∞, µ) = B (Ts) t∗1/µ + B (Ta)
[
1− t∗1/µ
]
(3.57)
F ↑ (z = ∞) = 2pi
1ˆ
0
[
B (Ts) t∗
1/µ + B (Ta)
[
1− t∗1/µ
]]
µdµ (3.58)
F ↑ (z = ∞) = 2pi
1ˆ
0
[
B (Ts) µt∗
1/µ + B (Ta) µ− B (Ta) µt∗1/µ
]
dµ (3.59)
F ↑ (z = ∞) =
pi
[
B (Ta) µ2 + (B (Ts)− B (Ta))
[
µt∗1/µ (ln (t∗) + µ) + ln2 (t∗)Ei
(
ln (t∗)
µ
)]]1
0
(3.60)
F ↑ (z = ∞) = pi
[
B (Ta) + (B (Ts)− B (Ta))
[
t∗1/µ (ln (t∗) + 1) + ln2 (t∗)Ei (ln (t∗))
]]
(3.61)
Tables 3.7 and 3.8 show the upward fluxes (Table 3.7) at the top of the domain and
downward fluxes (Table 3.8) at the bottom of the domain as simulated by the “IMC+emission”
and SHDOM, and the expected values from the analytical solutions derived above. SHDOM
results are presented to establish the validity of using SHDOM to compare to “IMC+emission”
simulated fluxes for more complex atmospheres where analytical solutions are not possi-
ble. The atmospheres represented by the results in tables 3.7 and 3.8 are homogeneously
absorbing, non-scattering, isothermal and the surface is emitting but non-reflecting. The
domain was 3 x 3 x 20, corresponding to 3.0 km x 3.0 km x 2.0 km . The wavelength
simulated is 11.0 µm. The total vertical optical depth of the domain is also given. The
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Surface
Tempera-
ture
K
Atmospheric
Temperature K
Total
Optical
Depth
Simulated Flux
Wm−2µm−1
Expected
Flux
Wm−2µm−1
SHDOM
Flux
Wm−2µm−1
0 303.1 0.2 9.31746±7.94E-4 9.317095 9.3426
303.1 303.1 0.2 31.46497±2.16E-3 31.46505 31.489
313.1 303.1 0.2 34.78890±2.36E-3 34.78896 34.813
293.1 303.1 0.2 28.3977±1.97E-3 28.3975 28.421
275 266 1.12 17.6959±2.18E-3 17.69439 17.707
Table 3.7: Upward Flux at the top of the domain for homogeneous, isothermal, nonscat-
tering atmospheres with black surfaces and no external sources of radiation.
Surface
Tempera-
ture
K
Atmospheric
Temperature K
Total
Optical
Depth
Simulated Flux
Wm−2µm−1
Expected
Flux
Wm−2µm−1
SHDOM
Flux
Wm−2µm−1
0 303.1 0.2 9.31682±7.95E-4 9.317095 9.3426
303.1 303.1 0.2 9.31702±1.19E-3 9.317095 9.3426
313.1 303.1 0.2 9.31678±1.24E-3 9.317095 9.3426
293.1 303.1 0.2 9.31689±1.15E-3 9.317095 9.3426
275 266 1.12 13.93205±1.93E-3 13.93265 13.946
Table 3.8: Downward Flux at the surface for homogeneous, isothermal, nonscattering
atmospheres with black surfaces and no external sources of radiation.
SHDOM results were achieved with 64 streams in zenith and 64 streams in azimuth. The
“IMC+emission” simulations result from 3.2 x 109 simulated photons. The “IMC+emission”
results compare much better with the analytically derived expected solution, with errors
aroun 0.005% compared to the SHDOM results, with errors around 0.3%. This may have
to do with differences in how properties are specified between the models or due to an
inadequate number of streams used to resolve the radiation field. This gives confidence
in the “IMC+emission” model, but slight pause in directly comparing to SHDOM results
to verify “IMC+emission” model results for more complicated cases for which analytical
solutions are not available.
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Photon
Source
Simulated Upward
Flux Wm−2µm−1
SHDOM
Upward
Flux
Wm−2µm−1
Simulated
Downward Flux
Wm−2µm−1
SHDOM
Down-
ward Flux
Wm−2µm−1
Solar 2.2222±0.0091 2.2173 6.5844±0.0227 6.584
Internal 1.7465±0.0065 1.7554 0.7264±0.004 0.7317
Table 3.9: Upward and downward flux from solar and internal emission sources for both
SHDOM and “IMC+emission” model simulations of a horizontally homogeneous two-
layer scattering and absorbing atmosphere with a non-black surface. Details of the simu-
lation setup are given in the text.
3.3.2.2 Horizontally Homogeneous Two-Layer Rayleigh Scattering and Absorbing
Atmosphere with Reflective Surface
The wavelength used for these simulations was 4.0 µm so that there would be an interest-
ing contribution from both solar and thermal emission sources. The domain was 3 x 3 x
20, corresponding to 3.0 km x 3.0 km x 2.0 km. The optical properties are the same shown
in Figure 3.3a, with two exceptions. The single scatter albedo was set to 0.8 in the layer
near the surface and 0.3 in the layer near the top of the domain. The surface properties
were as follows: surface albedo was 0.3 and the surface temperature was 303.1K. For the
solar simulation the incoming solar flux was set to 8.6 Wm−2µm−1, the cosine of the solar
zenith angle was 0.866, and the azimuth 60°. For the “IMC+emission” simulations 50000
photons per batch and 20000 batches were used for a total of about 109 photons. For the
SHDOM simulations 32 streams in zenith and 32 streams in azimuth were used. Results
are presented in Table 3.9. “IMC+emission” model results are approximately within the
standard error of the SHDOM results.
3.3.2.3 Homogeneously Absorbing and Scattering Cubic cloud in an Isothermal
Rayleigh Absorbing and Scattering Atmosphere with a Non-reflective Surface
The wavelength used for these simulations was 4.0 µm so that there would be an inter-
esting contribution from both solar and thermal emission sources. The domain was 100 x
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Photon
Source
Simulated Upward
Flux Wm−2µm−1
SHDOM
Upward
Flux
Wm−2µm−1
Simulated
Downward Flux
Wm−2µm−1
SHDOM
Down-
ward Flux
Wm−2µm−1
Solar 0.2873±0.0034 0.3127 7.2086±0.0241 7.186
Internal 1.9277±0.0085 1.9224 0.4062±0.0035 0.4131
Table 3.10: Domain average upward flux from solar and internal emission sources for
both SHDOM and “IMC+emission” model simulations of a cubic cloud in an isothermal
atmosphere.
100 x 36, corresponding to 6.67 km x 6.67 km x 1.44 km. The atmosphere can be described
as follows. The atmospheric temperature and single scatter albedo were homogeneous
and equal to 293.1K and 0.5 respectively. The Rayleigh phase function was used to repre-
sent molecular scattering. The atmosphere surrounding the cloud had a volume extinc-
tion coefficient of 0.1 km−1, while the value inside the cloud was set to 21.0km−1. The
cloud was placed in the center of the domain, extended from 0.49-0.96km vertically, and
was about 1.33km in each horizontal direction. The scattering phase function within the
cloud was calculated from Mie theory and was representative of a gamma distribution
of water droplets with α = 7 and effective radius of approximately 8.6µm. The surface
albedo was 0.0 and the surface temperature was 298.1K. For the solar simulation the in-
coming solar flux was set to 8.6 Wm−2µm−1, the cosine of the solar zenith was 0.866,
and the azimuth 60°. For the “IMC+emission” simulations 50000 photons per batch and
20000 batches were used for a total of about 109 photons. For the SHDOM simulations
32 streams in zenith and 32 streams in azimuth were used. Results of domain average
upward and downward fluxes are presented in table 3.10. Plots of the upward and down-
ward fluxes from an internal emission source for both SHDOM and the “IMC+emission”
model are shown in Figures 3.7 and 3.8 respectively. Some geometrically shaped arti-
facts are apparent in the SHDOM solution and some Monte Carlo noise is apparent in the
“IMC+emission” solution. However the magnitudes of the solutions appear comparable.
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(a) (b)
Figure 3.7: Upward flux of internally emitted radiation for a cubic cloud in an isothermal
atmosphere from the “IMC+emission” model (a) and SHDOM (b).
(a) (b)
Figure 3.8: Downward flux of internally emitted radiation for a cubic cloud in an isother-
mal atmosphere from the “IMC+emission” model (a) and SHDOM (b).
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3.3.3 Flux Divergence
Flux divergence is the most important quantity to get right for applications to dynamic
modeling. It is the value that determines the radiative heating or cooling rate occurring
at any given location. Once again, testing of this quantity proceeded from simple at-
mospheres to complex atmospheres. The first is a two-layer non-scattering atmosphere
with a reflective surface. The second is two-layer scattering an absorbing atmosphere
with a reflective surface. The third is a homogeneous cubic cloud set in a homogeneous
atmosphere with a non-reflective surface. The final simulation is of an inhomogeneous
cubic cloud set in a homogeneous atmosphere with a reflective surface. All results are
compared to SHDOM.
3.3.3.1 Horizontally Homogeneous Two-Layer Absorbing Atmosphere with
Reflective Surface
This test demonstrates the behavior of the flux divergence field when a sharp disconti-
nuity in emissive and absorptive properties exists in between model levels, without the
complication of scattering. The wavelength used for these simulations was 4.0 µm so that
there would be an interesting contribution from both solar and thermal emission sources.
The domain was 3x3x20, corresponding to 3.0 km x 3.0 km x 2.0 km. The optical prop-
erties are the same as shown in Figure 3.3a, with the following exceptions: the surface
albedo was 0.3 and the surface temperature was 303.1 K. For the solar simulation the in-
coming solar flux was set to 8.6 Wm−2µm−1, the cosine of the solar zenith was 0.866, and
the azimuth 60 degrees. For the “IMC+emission” simulations 50000 photons per batch
and 20000 batches were used for a total of 109 photons. For the SHDOM simulations 32
streams in zenith and 32 streams in azimuth were used.
Figures 3.9 and 3.10 show domain mean profiles of flux divergence as simulated by
the “IMC+emission” model and SHDOM. Figure 3.9 shows the profile from a solar source
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and figure 3.10 shows the profile from emission by the surface and atmosphere. The
slight discrepancy between the “IMC+emission” model and SHDOM between the lay-
ers is likely due to the assumption of continuity between SHDOM grid points. The
“IMC+emission” assumes homogeneity across a voxel and therefore allows for discon-
tinuous jumps in optical properties between adjacent voxels. Additionally, properties
are defined at different locations. SHDOM properties are defined at voxel vertices and
“IMC+emission” model properties are defined at voxel centers. So, the height of the
boundary between the two layers is slightly different between the “IMC+emission” and
SHDOM. Overall, the domain mean flux divergence profiles agree well.
3.3.3.2 Horizontally Homogeneous Two-Layer Rayleigh Scattering and Absorbing
Atmosphere with Reflective Surface
The wavelength used for these simulations was 4.0 microns so that there would be an
interesting contribution from both solar and thermal emission sources. The domain was
3 x 3 x 20, corresponding to 3.0 km x 3.0 km x 2.0 km. The optical properties are the
same as as shown in figure 3.3(a), with two exceptions. The single scatter albedo was set
to 0.8 in the layer near the surface and 0.3 in the layer near the top of the domain. The
surface properties were as follows: surface albedo was 0.3 and the surface temperature
was 303.1K. For the solar simulation the incoming solar flux was set to 8.6 Wm−2µm−1,
the cosine of the solar zenith was 0.866, and the azimuth 60°. For the “IMC+emission”
simulations 50000 photons per batch and 20000 batches were used for a total of about 109
photons. For the SHDOM simulations 32 streams in zenith and 32 streams in azimuth
were used.
The only difference between these simulation and the last is an increase in the single
scattering albedo from 0.0 to 0.8 in the bottom layer and from 0.0 to 0.3 in the top layer.
So, the atmosphere is now scattering and absorbing as opposed to absorbing only. This
means that less absorption takes place because some of the photons are scattered out of
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Figure 3.9: Domain average profile of flux divergence from a solar source at 4.0 µm for
a two-layer non-scattering atmosphere with a non-black surface. “IMC+emission” stan-
dard error is about 1.0E-3 Wm−3µm−1.
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Figure 3.10: Domain average profile of flux divergence from an internal emission
source at 4.0 µm for a two-layer non-scattering atmosphere with a non-black surface.
“IMC+emission” standard error is about 1.0E-3 Wm−3µm−1
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Figure 3.11: Domain average profile of flux divergence from a solar source at 4.0
µm for a two-layer absorbing and scattering atmosphere with a non-black surface.
“IMC+emission” standard error is about 5.0E-4 Wm−3µm−1
the domain before they can be absorbed. Therefore, the magnitudes of flux divergence
have decreased. A notable feature apparent in Figure 3.11 is the discrepancy in magni-
tude between SHDOM and “IMC+emission”. This can likely be explained by the linear
interpolation done between grid points by SHDOM.
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Figure 3.12: Domain average profile of flux divergence from an internal emission source
at 4.0 µm for a two-layer absorbing and scattering atmosphere with a non-black surface.
“IMC+emission” standard error is about 5.0E-4 Wm−3µm−1
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3.3.3.3 Homogeneously Absorbing and Scattering Cubic Cloud in an Isothermal
Rayleigh Absorbing and Scattering Atmosphere with a Non-reflective Surface
The wavelength used for these simulations was 4.0 microns so that there would be an in-
teresting contribution from both solar and thermal emission sources. The domain was
100 x 100 x 36, corresponding to 6.67 km x 6.67 km x 1.44 km. The atmosphere can
be described as follows. The atmospheric temperature and single scatter albedo were
homogeneous and equal to 293.1K and 0.5 respectively. The atmosphere surrounding
the cloud had a volume extinction coefficient of 0.1 km−1 , while the value inside the
cloud was set to 21.0km−1. The cloud was placed in the center of the domain, extended
from 0.49-0.96km vertically, and was about 1.33km in each horizontal direction. The sur-
rounding atmosphere was represented by a Rayleigh phase function while the in cloud
phase function was representative of a gamma distribution of water droplets with α = 7
and effective radius of approximately 8.6 µm. The surface albedo was 0.0 and the sur-
face temperature was 298.1K. For the solar simulation the incoming solar flux was set to
8.6 Wm−2µm−1, the cosine of the solar zenith was 0.866, and the azimuth 60°. For the
“IMC+emission” simulations 50000 photons per batch and 20000 batches were used for
a total of about 109 photons. For the SHDOM simulations 32 streams in zenith and 32
streams in azimuth were used.
In both the solar (Figure 3.13) and internal emission (Figure 3.14) results the “IMC+emission”
flux divergence profile is more strongly peaked at cloud top than the SHDOM profile.
This is likely due to the sharper difference in optical properties in the “IMC+emission”
compared to the interpolated gradual relaxation of the properties in SHDOM. At cloud
bottom there is net warming in Figure 3.14 due to absorption of radiation emitted by the
surface. The net cooling within the cloud layer is likely due to radiation emitted out the
sides of the clouds to the surrounding atmosphere. Above and below cloud there is still a
net cooling from radiation absorbed by the surface and radiation exiting the domain top.
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The profile of flux divergence of solar radiation (Figure 3.13) is also stronger at cloud top
than cloud base. As radiation is attenuated in the cloud less is available for absorption
deeper in the cloud.
Figures 3.15 through 3.16 show horizontal cross sections of flux divergence through
the center of the cloud from the “IMC+emission” model (Figures 3.15c and 3.16c) and
SHDOM (Figures 3.15a-b and 3.16a-b) and separated by photon source: atmosphere and
surface emission (Figure 3.15) and solar (Figure 3.16). There are two SHDOM cross sec-
tions presented for every “IMC+emission” model cross section because the SHDOM re-
porting levels are staggered to the “IMC+emission” model levels. The first apparent fea-
ture is the Monte Carlo noise in the “IMC+emission” solution (Figure 3.15c). Looking
past the noise, Figure 3.15c shows strong cloud edge cooling due to the differences in
optical properties between cloud and atmosphere especially at the cloud corners. Figure
3.16c shows very strong absorption on the cloud side facing the solar source. Recall the
solar azimuth was set to 60 degrees and the cosine of the solar zenith angle was set to
0.866. That magnitude of heating is not apparent at either level of the SHDOM simula-
tion, although the same spatial pattern of heating occurs. This is again likely due to the
interpolation of values between gridpoints done by SHDOM.
In summary, internal emission as a source of photons has been added to the “IMC-
original” model to produce the “IMC+emission” model. The resulting radiance, flux and
flux divergence calculations have been tested and their accuracy verified by analytical
solutions and another 3D model, SHDOM. With the 3D radiative transfer and internal
emission components verified, spectral integration can now be pursued, which is the
subject of the next chapter.
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Figure 3.13: Domain average profile of flux divergence from a solar source at 4.0 µm for
a cubic cloud in an isothermal absorbing and scattering atmosphere with a black surface.
“IMC+emission” standard error is about 1.0E-3 Wm−3µm−1
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Figure 3.14: Domain average profile of flux divergence from an internal emission source
at 4.0 µm for a cubic cloud in an isothermal absorbing and scattering atmosphere with a
black surface. “IMC+emission” standard error is about 1.0E-3 Wm−3µm−1
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(a) (b)
(c)
Figure 3.15: Horizontal cross sections of flux divergence through the two levels closest to
center of the cloud, at 0.76 km (a) and 0.72 (b) km from an SHDOM simulation of internal
emission and (c) through the center of the cloud from an IMC+emission simulations of
internal emission.
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(a) (b)
(c)
Figure 3.16: Horizontal cross sections of flux divergence through the two levels closest to
center of the cloud, at 0.76 km (a) and 0.72 (b) km from an SHDOM simulation of solar
source and (c) through the center of cloud from and IMC+emission simulation of a solar
source.
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Chapter 4
Broadband Integration
The “IMC-original” model allowed for only monochromatic solar sources. It was then
extended to the “IMC+emission” as part of this dissertation by including an internal
emission source of photons, which was the subject of Chapter 3. The next step towards
modeling 3D broadband radiative transfer in cloudy atmospheres is to incorporate some
form of spectral integration to capture combined effects of 3D radiative transfer over the
relevant portions of the electromagnetic spectrum, called the Monte Carlo Broadband 3D
Radiative Transfer Model (“MCBRaT-3D”).
This is important to both remote sensing and modeling applications. Although re-
motely sensed data is reported at a central or characteristic wavelength or frequency, no
measurement is truly monochromatic. Each instrument has a unique sensitivity to de-
tecting radiation over a finite range, called its spectral response function. To accurately
model the radiation detected by a particular instrument, the radiation reaching the detec-
tor from that finite range must be convolved with its spectral response function. Radiative
heating rates provided by a physics package to an atmospheric dynamics model implic-
itly cover a broad portion of the electromagnetic spectrum. Often two heating rates are
provided, based on source, solar and internal emission, often colloquially referred to as
shortwave and longwave, respectively, though no firm threshold exists separating them.
The “MCBRaT-3D” model has been designed with the ultimate goal of studying the inter-
action of 3D broadband radiative transfer in complex cloud fields, from either a remote
sensing or modeling perspective, as accurately as possible to act as a standard of com-
parison for other methods that employ time saving assumptions and parameterizations,
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such as those discussed in Chapter 2.
4.1 Physical and Computational Basis for “MCBRaT-3D”
Algorithm
The role of spectral integration in a radiative transfer model is to take into account the
contributions to the radiative quantities from all relevant portions of the electromag-
netic spectrum. A variety of approaches to doing this were discussed in Section 2.5.
For a model that solves the RTE with a Monte Carlo method this means distributing
the radiative energy appropriately among the photons simulated. Since the base code
for the “MCBRaT-3D” model gives equal weight to all photons, rather than assigning
weight based on the fraction of energy represented, the primary changes that needed
to be made to take the model from monochromatic (“IMC+emission”) to broadband
(“MCBRaT-3D”) were to distribute the total number of photons across the spectrum in
a statistically unbiased way. Photon initiation, tracing, and tallying may then proceed as
in the “IMC+emission” model.
Just as in the Monte Carlo sampling of other physical processes, a cumulative prob-
ability distribution is used to draw random samples from. That cumulative distribution
comes from either the solar source function at the top of the domain or the spectrum of
internal emission from the atmosphere and surface, which first has to be constructed from
the spatial and spectral distribution of atmospheric and surface optical properties.
The construction of the internal emission spectra is a matter of determining the to-
tal monochromatic irradiance emitted by the domain at every spectral point (see Section
3.2.1.2 and equation 3.20). This requires 3D distributions of single scattering albedo and
volume extinction coefficient for every spectral point as well as the 3D distributions of
temperatures and the physical grid cell boundaries. So, those properties must be pro-
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vided to the model. This can be imagined as a single Domain file for every spectral point,
each read into their own instance of a derived type Domain variable. The total irradi-
ance emitted is calculated for each domain and stored in the corresponding element of
a vector containing the emission spectrum. The total broadband emitted irradiance can
be constructed by summing the product of the emission spectra and the spectral width
(see Section 4.1.1). The emission spectrum can be converted into a cumulative distribu-
tion function to which random numbers can be compared to determine the frequency a
photon represents and therefore which domain of optical properties it should be traced
through (see section 4.1.2). Each photon’s frequency is selected randomly and it is traced
through the appropriate domain. This Monte Carlo approach to spectral integration pro-
vides unbiased spectral integration, unlike the most commonly employed methods. At
the same time it provides a broadband solution much more quickly than a line-by-line
method, which would require a new set of photons for each spectral point, increasing the
expense by a factor equal to the number of spectral points, usually hundreds of thousands
to millions.
4.1.1 Computing total incident or emitted Flux
Total flux incident at the top of the domain or emitted by the atmosphere and surface is
calculated by summing the products of monochromatic irradiance and spectral width at
each spectral point as follows,
F =
N
∑
n=1
Fλ,n∆λn (4.1)
where Fλis provided by the input source function for solar simulations and calculated
according to equations 3.9 through 3.21 for a simulation of internal emission. Since spec-
tral spacing does not have to be constant, ∆λn must be computed at every spectral point,
indexed here by n for a total of N spectral points. For all but the first and last values it is
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given by the following calculation,
∆λn = abs
(
λn+1 − λn−1
2
)
(4.2)
For the first spectral point it is given by,
∆λ1 = abs (λ2 − λ1) (4.3)
For the last spectral point it is given by,
∆λN = abs (λN − λN−1) (4.4)
This implies that the spectral points defined are actually the center points of spectral
bins. At the ends of the range the radiation simulated actually extends half the spectral
widths of ∆λ1 and ∆λN beyond the first and last defined spectral points. This is of little
consequence for setups in which the spectral range is much larger than the spectral width
at the edges. However, as the range narrows for a fixed spectral width, or as the spectral
width widens for a fixed spectral range, care must be taken that the range of the radiation
simulated is the same when comparing results to other sources.
4.1.2 Assigning Photon Frequency
As alluded to earlier, spectral assignment is how the spectral integration is done. The
concept of Monte Carlo spectral integration is described in Section 2.5. An array of values
corresponding to cumulative likelihood of radiation of a particular spectral point either
being emitted from or reaching the top of the domain must be constructed. This array
is necessary to determine the wavelength each photon represents and therefore which
domain will guide its path through the atmosphere. For the solar source a 1D array with
size equal to the number of spectral points specified will store the cumulative probability
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of a photon representing that particular wavelength, which is described as follows,
P (λn) =
∑λnλ1 Fλ∆λ
∑λNλ1 Fλ∆λ
(4.5)
where F (λ)is the solar source function at the top of the domain, and ∆λ is the width of
the spectral bin.
For the internal emission source in addition to an array to hold the probability of emis-
sion by each spectral point as described above for the solar source, a 3D array is needed
at each spectral point to store probability of emission from each voxel, as described in
Chapter 3. The spectral probability of emission is similar to that of the solar source but the
solar source function at the top of the domain is replaced by the total irradiance emitted
by the surface and atmosphere as a function of frequency. The derivation of the emitted
irradiance at a particular spectral point is shown in equations 3.9 through 3.21. Figure
4.1 shows an example of a spectral distribution of a physical quantity and its cumulative
probability distribution normalized to the range of random numbers. Notice that peaks
in absorption coefficient correspond to larger range of random numbers.
Photon spectral assignment proceeds by drawing a random number and the spectral
point with the nearest value of cumulative probability, without exceeding, is discovered
from the array using a binary or bisection search algorithm as suggested by Wang and
Modest (2007) and Farmer and Howell (1998). All photons have equal weight so emitting
the correct amount of energy from a particular part of the spectrum is accomplished by
assigning the correct number of photons to that part of the spectrum. The expectation
is that portions of the spectrum with larger emission will be sampled more frequently,
due to the larger range of corresponding random numbers, such that a histogram of pho-
ton spectral assignment should match the shape of the solar or internal emission source
function.
The setup step of the “MCBRaT-3D” model completes significantly more work com-
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Figure 4.1: “Spectral distributions of absorption coefficient and random numbers corre-
sponding to a cumulative probability distribution of absorption coefficient,” (Wang and
Modest, 2007).
pared to the “IMC+emission” model, especially for an internal emission simulation. So,
it was advantageous to parallelize this portion of the code. No part of the setup step
was computed in parallel in either the “IMC-original” or “IMC+emission” models. Each
spectral point must be looped over and total emitted flux calculated at each based on
individual voxel properties. This means reading each domain file, and constructing do-
mains and 3D likelihood of emission arrays for each. The work is divided by assigning
an equal number of spectral points to each computational process, with the exception of
one process that must compute additional work if it does not divide evenly. A collec-
tive communication is used to provide all results to each process. The resulting array is
cumulatively summed using the Kahan algorithm (Kahan, 1965) and normalized to the
total. That normalized likelihood of emission as a function of frequency is then used to
randomly assign photons to spectral bins. Each computational rank is given a unique set
of random numbers and an equal portion of the total number of photons, except for one
rank which gets the remainder when they don’t divide evenly. For each photon a ran-
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dom number is compared to the likelihood of emission and the tally in the corresponding
spectral bin is incremented by one. A collective communication is used to sum the counts
across all ranks.
4.1.3 Computational Implementation Highlights
From a developers perspective it is useful to note where in the model framework the
changes for spectral integration have occurred. A new module was created called
“emissionAndBroadBandWeights.” It contains the derived type, “weights”, which has
components that store the spectrally integrated irradiance and cumulative distribution of
total power, and several additional components for internal emission simulations includ-
ing the fraction of power emitted by the atmosphere and the likelihood of emission by
voxel, level, and column. Several new routines were created to initialize, get information
about, and finalize instances of this derived type. Other routines fill the instances of de-
rived type “weights” depending on the radiation source, return a distribution of photons
by spectral bin, and read the solar source function from an input file as necessary.
Large changes were made to the existing “opticalProperties” and “monteCarloInte-
grator” modules. The function of the “Integrator” derived type changed from storing
all of the information necessary to perform a simulation to storing only the information
that remains consistent throughout the simulation. So all components with dependen-
cies on optical properties were moved to the “domain” derived type, contained in the
“opticalProperties” module. Instances of type “domain” are created and destroyed as
needed throughout the simulation, freeing up memory for new instances. This includes
the surface albedo, total extinction, cumulative extinction by component, single scattering
albedo by component, phase function index by component, the forward scattering tables,
tabulated phase functions, original Legendre coefficients, and inverse phase functions.
This change induced necessary tweaks to and shuffling of existing routines. The derived
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type, “matrix”, was moved to the “opticalProperties” module along with the routines that
operate on instances of “matrix”. The routines that operated on the moved components
also moved to the “opticalProperties” module. Finally, routines that formerly required
only the integrator to operate now also require the current instance of type “Domain,”
such as the “computeRadiativeTransfer” routine in the “monteCarloIntegrator” module.
Smaller scale changes were made to a number of other existing routines. A new pho-
ton initialization routine was added in the “MonteCarloIllumination” module for internal
emission of photons in the context of a broadband simulation, and the routine “emis-
sion_weighting” was moved to the new “emissionAndBroadBandWeights” module. A
number of new implementations for the “sumAcrossProcesses” function interface were
added to the “multipleProcesses_mpi” module to handle collective communication of in-
tegers. A new routine interface was added to the “numericUtilities“ module to find the
index of a vector such that the value searched on is greater than the value at index-1 and
less than or equal to the value at index using a bisection search algorithm.
4.2 Verification
The approach taken to test these changes and new features was an incremental one. Every
testable change was tested, but not all are shown. Tests demonstrating accuracy of the
most significant changes are presented.
4.2.1 Distribution of Photons Spectrally and Spatially
The photon frequency assignment was tested by outputting the photon counts as a func-
tion of frequency, normalizing them and comparing to the normalized input source func-
tion. This is straight forward for a solar source function defined a priori. Uniform, in-
creasing, and decreasing source functions were tested to be sure the returned histogram of
photon frequency matched the expected shape. For internal thermal emission the source
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function is not known a priori. The simplest analogous test is to specify uniform ab-
sorption properties as a function of spectral unit. The distribution expected is that of the
Plank function in the spectral range simulated. Once again photon counts as a function
of spectral unit are normalized and compared to a normalized Planck function (Figure
4.2). Photon distributions between surface and atmosphere and as a function of height
within the atmosphere were also checked to be sure the spatial distribution of emission
was working properly.
4.2.2 Magnitude of Incoming or Emitted Broadband Irradiance
Once photon distribution was thoroughly tested the absolute value of total irradiance
incident on the domain or emitted from the domain still needed to be verified. This is a
quantity explicitly calculated within the model because it is used to give the normalized
accumulated photon weights for each radiative quantity physical units at the end of the
simulation. This number is compared to the sum of the area under the curve of the input
solar source function in the case of a solar simulation. In the case of thermal emission
with uniform absorption as a function of spectral unit, this number can be compared
to the integral of the Planck function over the spectral range simulated. Integrating the
Planck function over the infinite spectral range (0−∞) is easy to compute analytically.
The solution is known as the Stefan-Boltzmann law. Since it is impossible to simulate an
infinite spectral range, a more complicated approach to integrating the Planck function
over a finite range was used. Stewart (2012) uses a Polylogarithm function to analytically
solve for the exact fraction of radiation emitted in a given spectral range. Equation 4.6
below shows the fraction, =, of the total emissive power contained in the finite range,
(λ1 − λ2), relative to the Stefan-Boltzmann law at the same temperature, T. This value
can be compared to the total emitted flux from a simulation of an isothermal blackbody
atmosphere divided by the Stefan-Boltzmann law at the same temperature.
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Figure 4.2: Normalized photon count returned from the I3RC model for spectrally in-
variant βe = βa = 1.0 km−1 plotted against normalized Planck radiance over the same
spectral range, (8.0-10.5 µm).
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=λ1→λ2 =
15
pi4
3
∑
n=0
[
β3−nLin+1 (exp (−β))− α3−nLin+1 (exp (−α))
] Γ (4)
Γ (4− n) (4.6)
where α = hc/kBλ1T , β = hc/kBλ2T, and Li is the Polylogarithm function, defined below.
Lin(z) =
∞
∑
k=1
zk
kn
, |z| < 1 (4.7)
For example, a simulation with a blackbody emitting surface of T=293.1K, no atmo-
spheric extinction and over the range of 8.0-9.225 µm returned a total emitted flux of
31.618 Wm−2. Solving equation 4.6 and multiplying by the Stefan-Boltzman Law using
the same temperature and wavelength range resulted in a total emitted flux of 32.327
Wm−2.
4.2.3 Radiative Quantities
Finally, it is important to test the output radiative quantities to make sure the entire model
system is working together correctly. A number of simple setups were simulated to com-
pare with analytical solutions. Though analytically simple, the ability of the model to
properly simulate an atmosphere with optical properties and a solar source that are linear
functions of spectral unit, indicates its ability to handle the more complex scenarios nec-
essary for realistic simulations of earth’s atmosphere. It also demonstrates the flexibility
of the model to simulate scenarios other than those of earth’s atmosphere. A few sets of
simply spectrally varying domains were defined to make the solutions easily integrable.
Only absorption was considered in the atmosphere, not scattering. The absorption coef-
ficient was spatially homogeneous through the domain, the sun was directly overhead,
and the surface was Lambertian with an albedo=1.0. A general solution for the broad-
band nadir radiance at the top of the atmosphere and the downward flux at the surface
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are as follows.
I↑TOABB =
ˆ λ2
λ1
F↓TOAλ
pi
exp (−βa,λ4z)2 dλ (4.8)
F↓SFCBB =
ˆ λ2
λ1
F↓TOAλ exp (−βa,λ4z) dλ (4.9)
4.2.3.1 White Spectra and No Atmosphere
In this case additional specifications are a nonabsorbing atmosphere or no atmosphere
and a solar source function that is uniform or constant with wavelength. So equations 4.8
and 4.9 simplify to
I↑TOABB =
ˆ λ2
λ1
F↓TOAλ
pi
dλ =
F↓TOAλ
pi
[λ2 − λ1] (4.10)
F↓SFCBB = F
↓TOA
λ
ˆ λ2
λ1
dλ = F↓TOAλ [λ2 − λ1] (4.11)
4.2.3.2 White Spectra and Spectrally Invariant Atmosphere
In this case additional specifications are an absorbing atmosphere with no spectral de-
pendence and a solar source function that is uniform or constant with wavelength. So
equations 4.8 and 4.9 simplify to,
I↑TOABB =
F↓TOAλ
pi
exp (−βa,λ4z)2
ˆ λ2
λ1
dλ =
F↓TOAλ
pi
exp (−βa,λ4z)2 [λ2 − λ1] (4.12)
F↓SFCBB = F
↓TOA
λ exp (−βa,λ4z)
ˆ λ2
λ1
dλ = F↓TOAλ exp (−βa,λ4z) [λ2 − λ1] (4.13)
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4.2.3.3 White Spectra and Linearly Varying Absorption
In this case additional specifications are an absorbing atmosphere with a linear spectral
dependence and a solar source function that is uniform or constant with wavelength. A
formulation for the linear variation of absorption coefficient as a function of wavelength
is as follows,
βa (λ) = mλ (4.14)
Substituting the expression for absorption coefficient and rearranging the equation
yields
I↑TOABB =
F↓TOAλ
pi
ˆ λ2
λ1
exp (−mλ4z)2 dλ (4.15)
I↑TOABB =
−F↓TOAλ
pi
[
exp (−2mλ4z)
2m4z
]λ2
λ1
(4.16)
I↑TOABB =
F↓TOAλ
2pim4z [exp (−2mλ14z)− exp (−2mλ24z)] (4.17)
Similarly, for downward surface irradiance,
F↓SFCBB = F
↓TOA
λ
ˆ λ2
λ1
exp (−mλ4z) dλ = F
↓TOA
λ
m4z [exp (−mλ14z)− exp (−mλ24z)]
(4.18)
4.2.3.4 Linearly Varying Spectra and Spectrally Invariant Absorption
In this case additional specifications are an absorbing atmosphere with no spectral depen-
dence and a solar source function that varies linearly with wavelength. A formulation for
the linear variation of spectral source irradiance as a function of wavelength is as follows.
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Case Simulated Downward FluxWm−2
Expected Downward Flux
Wm−2
White Spectra, No Atm. 1.237496±0 1.237495899200440
White Spectra, Invariant
Atm. 1.2371905±7.65E-7 1.237495896142329
White Spectra, Linear Atm. 1.2369692±1.28E-7 1.237496017551942
Linear Spectra, Invariant
Atm. 0.8525096±7.404E-7 0.85272133926319
Table 4.1: Downward flux simulated by the “MCBRaT-3D” compared to the expected
solutions from analytical derivations for simple cases described in sections 4.2.3.1-4.2.3.4.
Where applicable m=4.942417E-10 km−1, b=0.08 Wm−2µm−1 and βa=2.4712086E-9 km−1.
The spectral range simulated spanned from 8.0 to 9.225 µm.
F↓TOA (λ) = bλ (4.19)
Substituting the expression for source function and rearranging the equation yields
I↑TOABB =
exp (−βa,λ4z)2
pi
ˆ λ2
λ1
bλdλ =
b exp (−βa,λ4z)2
pi
[
λ22 − λ21
]
(4.20)
Similarly, for downward irradiance,
F↓SFCBB = exp (−βa,λ4z)
ˆ λ2
λ1
bλdλ =
b exp (−βa,λ4z)
2
[
λ22 − λ21
]
(4.21)
Table 4.1 shows simulated downward fluxes and expected downward fluxes for these
first four simple cases. The total number of photons simulated for each case was approxi-
mately 5 x107. For cases with invariant atmospheric absorption coefficient, βa=2.4712086E-
9 km−1. For cases with a white solar spectra F↓TOAλ =1 Wm
−2µm−1. For cases with linearly
varying spectral source function, b=0.08 Wm−2µm−1. For cases with linearly varying ab-
sorption coefficient, m=4.942417E-10 km−1. The spectral range simulated spanned from
8.0 to 9.225 µm.
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4.2.3.5 Linearly Varying Spectra and Linearly Varying Absorption
In this case additional specifications are an absorbing atmosphere with a linear spectral
dependence and a solar source function that varies linearly with wavelength. Substitut-
ing the expressions for source function and absorption coefficient and rearranging the
equation yields
I↑TOABB =
b
pi
ˆ λ2
λ1
λ exp (−2mλ4z) dλ (4.22)
I↑TOABB =
−b
(2m4z)2 pi [exp (−2mλ24z) (2mλ24z + 1)− exp (−2mλ14z) (2mλ14z + 1)]
(4.23)
Similarly, for downward irradiance,
F↓SFCBB =
ˆ λ2
λ1
bλ exp (−mλ4z) dλ (4.24)
F↓SFCBB =
−b
(m4z)2 [exp (−mλ24z) (mλ24z + 1)− exp (−mλ14z) (mλ14z + 1)] (4.25)
A simulation was constructed with linearly varying absorption coefficient and solar
source as a function of wavelength with a=0.02 km−1 and b=1000 Wm−2µm−1. The spec-
tral range simulated spanned from 8.0 to 9.225 µm. Figure 4.3 shows equation 4.25 plotted
in the thick black line. Red dots show mean values of flux as estimated by the “MCBRaT-
3D” model as a function of increasing total number of photons. Standard error estimates
are plotted in thin vertical black lines. The “MCBRaT-3D” model’s estimates oscillate
about the expected solution at a rate that decreases as the Monte Carlo noise decreases as
expected.
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Figure 4.3: Downward flux at the surface as a function of increasing total number of
photons simulated. Atmospheric absorption varies linearly across the spectrum as does
the solar source function. The spectral range simulated spanned from 8.0 to 9.225 µm.
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The Monte Carlo spectral integration technique is a statistically unbiased approach,
unlike the more commonly implemented band models and correlated k distributions. It
has the potential to be as accurate as the line by line approach if enough photons are
simulated. It was implemented here in an atmospheric radiative transfer model for the
first time, the “MCBRaT-3D” model. Accuracy of individual components of the imple-
mentation were verified with analytical tests. The next step is to incorporate realistic
atmospheric properties, which is the subject of the next chapter.
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Chapter 5
Application of the “MCBRaT-3D” Model
to the Real Atmosphere
Now that a broadband integration technique has been developed and tested the “MCBRaT-
3D” model must be extended to apply to realistic atmospheric properties, not just ideal-
ized, analytically solvable conditions. Optical properties in the earth’s atmosphere and
the solar and internal emission source functions have much more complex spectral de-
pendencies than the linear dependencies tested in the previous chapter. One of the goals
of this project has been to develop a model capable of simulating 3D radiative trans-
fer through cloudy atmospheres as accurately as possible, so as to act as a benchmark
3D broadband model. When considering the spectral resolution necessary to accurately
simulate gaseous absorption over a large portion of the electromagnetic spectrum (see
figure 2.1), the number of domain files needed can quickly become overwhelming. Ad-
ditionally, if this model is coupled to a dynamically evolving model of the atmosphere
the 3D distribution of single scattering properties cannot be known a priori to construct
the needed domain files. For these reasons it makes sense to move construction of the 3D
optical property domain to an online step of the model, given an input physical domain
and access to databases of optical properties as functions of physical properties. The
computational speed of high performance computers, such as Blue Waters, means that
the additional computations needed to construct the domain will only trivially increase
the total time to solution. The previous chapter described and demonstrated the Monte
Carlo spectral integration technique’s application to a Monte Carlo 3D radiative transfer
model. This chapter describes the inputs to the “MCBRaT-3D” model, the construction
of the domains of single scattering properties from the inputs, major and minor compu-
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tational changes made, construction and verification of optical property databases, and
finally testing the “MCBRaT-3D” model with a realistic intercomparison case.
5.1 Inputs to the “MCBRaT-3D” Model
It is no longer feasible to specify the 3D distributions of single scattering properties in one
file per each spectral point. Instead physical inputs, defined as properties that remain
constant regardless of spectral value, were separated into their own input file. Large
databases of spectrally varying optical properties are stored in other files as functions
of physical properties so that they can be combined within the model to create the 3D
distributions of optical properties as needed.
5.1.1 Physical Domain File
Additional physical properties are required as input to the “MCBRaT-3D” model. They
include pressure, air density, particle mass concentration, and particle effective radius.
So, the physical domain file must contain voxel physical boundary locations [km], distri-
butions of state properties: pressure [hPa], temperature [K], and air density [kgm−3], and
particle properties for each voxel and particle type: effective radius [µm] and mass con-
centration [gm−3]. The pressure, temperature, and air density may vary only vertically
and the particle effective radius and mass concentrations may vary both horizontally and
vertically.
5.1.2 Optical Property Databases
Before the model is run, one or more databases of optical properties as a function of
frequency must be assembled offline. As long as optical properties are specified in the
format expected, it does not matter to the model what material or phase of matter they
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represent. The atmospheric components focused on for this project are optically impor-
tant gases in earth’s atmosphere and liquid water droplets. Although ice crystals and
aerosols are also abundant in earth’s atmosphere, acquiring databases of optical prop-
erties for those components is left to future developers or users of the “MCBRaT-3D”
model. An arbitrary number of gaseous and particle properties can be specified per in-
put file. Spectral variation of properties can be specified in an arbitrary range and at
arbitrary resolution, including unequally spaced points. However, exact spectral points
must be consistent between all input files, including the solar source function.
There are two possible formats to choose from for input optical property databases.
Gaseous databases contain spectrally varying profiles of absorption cross section, σa, spe-
cific to the temperatures and pressures specified in the physical domain file, and gaseous
volume mixing ratios of the particular atmosphere being simulated. Since these tables
are meant to represent gaseous absorption only, no information about the phase function
or the single scattering albedo needs to be included in the file. Molecular scattering is
handled separately, calculated within the model and controlled by a namelist variable.
Databases of particle properties contain spectrally varying volume extinction coefficient,
βe, single scattering albedo, ω, and phase function, ℘, as functions of effective radius and
computed for a mass content of 1 gm−3 so they can be easily scaled to the appropriate
values for the distribution of mass content described in the physical domain file. Addi-
tionally, surface albedo as a function of frequency must be specified in the files containing
gaseous and/or particle properties.
5.1.3 Solar Source Function
For extraterrestrial sources of radiation such as the sun, the source function must be pro-
vided in a file containing the incoming monochromatic nadir irradiance and the corre-
sponding wavelengths. The high resolution solar source function as described by Ku-
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rucz (1994) is available from the maintainers of the line-by-line radiative transfer model
(LBLRTM) (Clough et al., 2005). The solar spectrum provided to the model may be ad-
justed for earth-sun distance, or the final results can be scaled by the eccentricity factor.
However, the spectrum provided should not be corrected for the solar zenith angle since
that is handled within the model.
If the top of the domain is not near the top of the atmosphere the solar source function
should be run through the LBLRTM to transform the solar spectrum from its shape at the
top of atmosphere to the shape it would have at the top of the model domain. During
the radiative transfer simulations there may need to be an additional step, taking into
account the diffuse downward spectrum, in addition to the direct downward spectrum.
This step has not been incorporated into the “MCBRaT-3D” model. For future developers
a starting point would be to determine how likely a photon is to come from the direct or
diffuse part of the spectrum, based on the fraction of the energy in the diffuse light relative
to the total. This will impact the likelihood of the photon being of a particular frequency
and whether its initial direction is that of the solar geometry or a direction representative
of diffuse light.
5.1.4 Namelist
The following were added as namelist variables: the number of spectral points, which
must match the spectral dimension size of optical property databases and the solar source
function, and the new input file names. Also, molecular scattering is controlled by a new
flag in the namelist and calculated internally based on the physical inputs of temperature,
pressure, and density. See section 5.2.1.
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5.2 Online Construction of Domains from Inputs
Since the inputs have changed from the 3D distribution of optical properties to 3D dis-
tributions of physical properties and generalized single scattering properties, those fields
need to be combined over the course of model execution to produce 3D fields of volume
extinction coefficient, βe, single scattering albedo, ω, and phase function, ℘. Essentially,
this step of converting inputs to the exact quantities needed was transformed from an
offline step to an online step. This is an important move to make if the model is to ulti-
mately be coupled to a dynamic model with time integration since distributions of single
scattering properties cannot be constructed a priori for dynamically evolving tempera-
tures, pressures, and mass concentrations, all of which impact the optical properties of
the atmosphere. Even without coupling to a dynamic model, moving this step online is
of benefit to users who no longer have to construct their own tool to convert physical
properties to optical properties. The optical domain construction step can be completed
any time before photon tracing for a solar simulation, but must be completed prior to
construction of the array of likelihood of emission for an internal emission source, which
is needed early on to establish likelihood of emission at a particular spectral point.
5.2.1 Rayleigh Scattering Components
Molecular Rayleigh scattering is controlled by a namelist flag, as mentioned in section
5.1.4. The calculation of volume extinction coefficient due to molecular Rayleigh scatter-
ing follows the derivation provided by Kidder and VonderHaar (1995). Their final formula-
tion for volume scattering coefficient, which is equivalent to volume extinction coefficient,
since molecular absorption is handled separately, is
βs =
32 fpi3ρ2 (no − 1)2
3Nρ2oλ4
(5.1)
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Figure 5.1: Total transmittance due to molecular Rayleigh scattering, following the
method to determine volume extinction coefficient implemented in the “MCBRaT-3D”
model.
where a correction factor, f = 1.060816681, the reference density of air is given by ρo =
1.2575 kgm−3, λ is the wavelength, and (no − 1) = 64.328+ 294981.1146−λ−2 + 255.441−λ−2 , where λ is
the wavelength in µm. Single scatter albedo, ω, is set to 1.0 since molecular absorption is
specified elsewhere. Finally, a Rayleigh phase function is used (equation 2.7) which has
no spectral dependence.
The implementation of Rayleigh scattering for molecules within the model was tested
by plotting the total transmittance due only to molecular scattering as a function of wave-
length and comparing it to published results. Figure 5.1 shows the total transmittance
calculated using the Kidder and VonderHaar (1995) approach to determining the volume
scattering coefficient. As expected scattering is strong in the UV and tapers off to unno-
ticeable levels at wavelengths greater than about 1.0 µm, as does the dotted line in Figure
5.2 from Petty (2006).
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Figure 5.2: “Detail of atmospheric transmission in the shortwave portion of the spectrum,
for a summer mid-latitude atmosphere. This plot includes the effects of scattering by air
molecules (dashed/smooth curve on left),” (Petty, 2006)
5.2.2 Gaseous Absorption Components
Gaseous absorption is specified as a profile of spectrally varying absorption cross section,
σa, in the gaseous absorption database. Absorption cross sections are converted to vol-
ume absorption coefficients via equation 2.4. The molecular number concentration, N,
is derived from the physical properties via the ideal gas law (eqn. 5.2), where the num-
ber of moles of the gas is replaced with the number of molecules divided by Avogadro’s
number, Na.
N =
PNa
R∗T
(5.2)
where R∗ is the ideal gas constant and the temperature, T, and pressure, P, profiles re-
quired to solve equation 5.2 are found in the physical domain file. Since only absorption
is considered the single scattering albedo is set to 0.0 and the phase function is irrelevant.
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5.2.3 Particle Absorption and Scattering Components
The method for converting between particle physical properties and optical properties
was modeled after the “PhysicalPropertiesToDomain” tool distributed with the “IMC-
original” model. Volume extinction coefficient and single scatter albedo are linearly inter-
polated between the values corresponding to the bounding effective radii and the phase
function selected is that of the nearest neighbor effective radii. Additionally, volume ex-
tinction coefficient is scaled from the value given at 1 gm−3 to the mass content specified
in the physical domain file.
5.3 Computational Highlights
The parallelization of the photon tracing needed to be changed from the “IMC+emission”
model since equal numbers of photons are no longer traced through each domain. This
resulted in an overhaul of the MPI communication patterns. Recall, the “IMC-original”
and “IMC+emission” models involved each computational rank having identical sets of
variables stored in memory with the exception of each having a unique set of random
numbers. The only communication was a collective call at the end of the simulation to
bring together the results from each. In contrast, communication in the “MCBRaT-3D”
model has shifted to a master-worker paradigm. The master completes a different set of
tasks from the workers and maintains a different set of variables in memory.
The master rank maintains the array holding the remaining photon counts for each
spectral point. An additional array is constructed by the master process which holds the
cumulative sum of photon counts at each spectral point. This array is used to determine
the spectral range corresponding to a batch of photons, where a batch is defined as a
number of photons equal to that defined by the user in the namelist. It spans an arbitrary,
dynamically determined number of spectral bins. The master sends each worker two
arrays. One contains the indexes to the spectral points it will work on, which is how the
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worker knows what parts of the single scattering property files to read. The other contains
the photon counts for each of the assigned spectral points, which tells the worker how
many photons of a particular frequency to trace. The master continues assigning batches
to all workers then waits for communication from each that it has completed the assigned
work at which point it assigns that worker another batch to work on until all batches have
been assigned. Once the master has received communications that all batches have been
completed it sends a final communication to all workers telling it to move out of the work
loop.
The worker must probe the incoming communication to determine the size of the
arrays it is being sent so it can allocate space to receive them. It then loops over each
of the specified spectral points, reconstructing the domain from the physical properties
and appropriate optical property databases, constructing probability of emission arrays
for internal thermal simulations, initializing photons, tracing photons, and incrementing
the radiative quantities. Once it has completed the loop over spectral points it sends
a communication to the master. The worker continues in this manner until it receives
a message from the master indicating that the work is done. At that point a collective
communication is used to sum radiative quantities over all workers.
Photon lifetime is likely to vary spectrally, i.e. photons in certain portions of the spec-
trum will take longer to become extinguished or exit the domain than other portions of
the spectrum. Therefore batches in those portions of the spectrum will take longer to
compute. One benefit of moving to this parallelization paradigm is that each worker may
complete a different total number of batches, because of that they are more likely to finish
their work assignments around the same time, removing load imbalance latency from the
compute time.
In addition to these adjustments a few new routines needed to be added to the “opti-
calProperties” module. The routine “read_SSPTable” loops over all optical property input
files and components in each file at a particular spectral point, determining the type of
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component (gaseous or particle), reading the properties accordingly, doing the necessary
transformative calculations, and adding the component to the “Domain.” The routine
“read_Common” was added to read the physical property input file and calculate any
additional derived physical properties such as molecular number concentration. It also
places those properties in an instance of the new derived type “commonDomain,” which
persists through the entire simulation. Finally the routine “calc_RayleighScattering” was
added, the physical basis for which is described in section 5.2.1, and a new routine was
added to the “scatteringPhaseFunctions” module to read phase functions from the parti-
cle optical properties files. Since phase functions now have a spectral dimension, they
must be read from the file differently than in the “IMC-original” or “IMC+emission”
models.
5.4 Gaseous Absorption Database
Storing the gaseous absorption properties as absorption cross sections rather than vol-
ume absorption coefficients reduces the storage space needed for the database, since
the former is not dependent on number density. Absorption cross sections are however
still dependent on temperature, pressure, and gaseous volume mixing ratio. So, existing
databases of absorption line strength must be converted, given the physical properties of
the atmosphere simulated. There are a couple of tools available to convert line strengths
to absorption cross sections. The LBLRTM (line-by-line radiative transfer model) line file
creation code (LNFL) (Clough et al., 2005) queries the high-resolution transmission molec-
ular absorption (HITRAN) 2008 database for absorption line parameters, but would still
need to be broadened and converted to absorption cross section. The atmospheric ra-
diative transfer simulator (ARTS) (Buehler et al., 2011) has a module that will create this
database from its own, the HITRAN, or JPL databases given frequency range, user input
profiles of temperature pressure, and gas constituent volume mixing ratio. ARTS was
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selected because it outputs absorption cross section, has expansive and detailed docu-
mentation, has a transparent algorithm and data source, and has a supportive user com-
munity.
ARTS is a comprehensive radiative transfer program (Eriksson et al., 2011). It contains
and queries databases of properties, is its own scripting language, models microwave
radiative transfer in 1D, 2D, or 3D, outputs radiative quantities as well as derived input
properties, and is an open source project. Other studies have taken advantage of ARTS
to create tables of molecular absorption cross sections for input to their own radiative
transfer programs, (Emde et al., 2011; Gasteiger et al., 2014). Since ARTS was designed to be
used primarily in the thermal IR and microwave regions it does not provide continuum
absorption models for the UV and VIS portions of the spectrum. Therefore ozone con-
tinuum absorption was missing from output tables of absorption cross section and had
to be supplemented from other sources including from HITRAN directly between 0.245
and 0.343 µm for the Hartley and Huggins bands. However, this did not cover the ab-
sorption in the Chappuis band from 0.2-0.245 µm. Ozone cross sections from 0.213-0.245
µm, described by Gorshelev et al. (2014), were retrieved from the molecular spectroscopy
group at the University of Bremen’s Institute of Environmental Physics. Ozone contin-
uum absorption between 0.2-0.213 µm is not included in the simulations described in this
chapter.
The largest dimension of the gaseous optical property database is the spectral dimen-
sion. It is up to the user to determine and provide inputs at a resolution appropriate
for their application. The expectation is that there is an underlying true distribution of
spectral variation in properties and the data provided as input are sampling that true dis-
tribution at the spectral points specified, not representing some average between spec-
tral points. The database developed here is meant to be highly accurate, therefore high
spectral resolution was incorporated, since interpolation of the spectral dimension is not
recommended (Buehler et al., 2011). A literature review revealed recommendations for
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appropriate spectral resolutions. One approach is to choose a resolution capable of re-
solving the narrowest line half width. Dudhia et al. (2002) suggest the minimum half
width is 0.001 cm−1. Another approach is to check the literature for the highest spec-
tral resolutions used. The literature surveyed used resolutions of 0.1, 0.025, 0.016, 0.01,
0.00834, 0.005, 0.0025, 0.0022, and 0.0005 cm−1 (Dudhia et al., 2002; Buehler et al., 2010;
Clough et al., 2006; Emde et al., 2011; Holl et al., 2012; Strow et al., 1998; Turner, 1995; Wang
and Modest, 2007). A resolution of 250 MHz was chosen, which corresponds to an average
resolution of 0.008 cm−1 when the same number of spectral points are divided evenly
over the range of 0.2-100 µm, which is equivalent to 100-50000 cm−1 and 2.99792458E6-
1.49896229E9 MHz. Compromises on resolution can be made in the future to reduce
input file size or as analysis determines this ideal trade-off between space saving reso-
lution and accuracy. Wang and Modest (2007) suggest that the “resolution is fine enough
if, when doubling, the error of the narrow-band mean absorption coefficient stays below
0.5% in major absorption bands across the spectrum”. Ultimately, it is up to the user to
determine and provide inputs at a resolution appropriate for their application.
The procedure for creation of gaseous optical property files is described below, step
by step. All files referenced can be found in the accompanying digital appendix.
1. Create an absorption line file in XML format using ARTS to subset the HITRAN 2012
database. This is where all absorbing species and continuum models are selected for
a given spectral range. See sample ARTS script “ARTS_C7_lines.arts”.
2. Create netCDF files of volume mixing ratio for each species, temperature profile,
and pressure profile from CIRC Case 7 specifications formatted for the ARTS vari-
ables: abs_vmrs, abs_t, and abs_p, respectively. The temperature and pressure pro-
files will be used to broaden the absorption lines, so they should be representative of
the volumes for which absorption cross section is calculated. In this case the CIRC
layer temperatures in K and pressures in Pa were used.
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3. Create netCDF file of an ARTS vector containing frequencies at which to retrieve
gaseous optical properties. This allows for arbitrary spacing rather than equal fre-
quency spacing. For example, if equal wavenumber spacing is desired, those wavenum-
bers can be converted to frequencies and written to this file.
4. ARTS does not combine species cross sections into a single table and is only de-
signed with shared memory parallelization (openMP). So, computation of tables
with a large spectral dimension is often too time consuming to be completed in a
single maximum run-time window. Scripts are used to automate and divide up cre-
ation of absorption cross section tables by species and spectral range to complete
the work using multiple nodes in less wall time. See sample job submission script
“AER_H2O.deck”
5. If needed add additional absorption cross section values to individual species table
files obtained from sources outside of ARTS, i.e. ozone continuum absorption in the
UV and visible bands.
6. Create species composite gaseous absorption database files from desired gas com-
ponent files. See “combineLUT500.ncl”.
Accuracy of the resultant optical properties was tested by comparing spectral distribu-
tions of absorption cross section (Figure 5.3) and transmittance (Figure 5.5) to plots from
the literature (Figures 5.4 and 5.6) for each constituent. Plotting software sampled the
resolution of the ARTS output data once every 500 points to improve visual clarity and to
reduce plot rendering time (Figures 5.3 and 5.5). Comparisons are very good considering
line parameter databases used differ and atmospheric profiles differ.
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Figure 5.3: Absorption cross section [µm2] sampled once every 500 spectral points. Cross
section provided by ARTS query of HITRAN 2012 database with CKD2.5 continuum
models for oxygen and water vapor. UV-VIS continuum ozone cross sections from HI-
TRAN2012 and IUP Bremen. Cross sections representative of physical properties in the
lowest layer of CIRC Case 7, which has T = 285.77 K and P = 1006.81 hPa.
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Figure 5.4: “Absorption cross sections for most of the strongly absorbing atmospheric
gases (1013 mb and 294 K) and average scattering cross section for air molecules (top
panel),” Bohren and Clothiaux (2006).
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Figure 5.5: Total vertical transmittance calculated from ARTS output absorption cross
section profiles for CIRC Case 7 physical inputs. Plot rendered at 1 out of every 500
spectral points.
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Figure 5.6: “Zenith transmittance of the cloud- and aerosol-free atmosphere for condi-
tions typical of a midlatitude summertime atmosphere. Each upper panel depicts the ab-
sorption contribution due to a single atmospheric constituent; the bottom panel depicts
the combined effects of all constituents. Molecular scattering which becomes increasingly
important for wavelengths shorter than about 0.5 µm, is not considered in these plots,”
(Petty, 2006).
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5.5 Water Droplet Absorption and Scattering Database
Single scattering properties for spherical liquid water droplets included in database files
are volume extinction coefficient, βe, single scattering albedo, v, and phase function,
℘ (Θ). These are determined from Mie Theory. A database of these properties for a
gamma distribution with α = 7 is available for download from the library for radiative
transfer (libradtran) (Mayer et al., 2005). It features precomputed properties for 25 values
of effective radius. Properties are available at 196 spectral points in the shortwave spec-
trum and 100 points in the longwave spectrum. However to improve the accuracy of the
input Mie properties at other effective radii or spectral points, especially the phase func-
tion, a tool was developed to calculate the Mie properties at the precise spectral points
requested, rather than interpolate them from an existing database.
The “IMC-original” model included in its distribution a tool that determines single
scattering properties not just for a spherical droplet of liquid water, but a polydisperse
population of droplets that follows a gamma distribution at a user specified set of effec-
tive radii and for a particular wavelength. This tool was modified to loop over the same
range of frequencies used to construct the gaseous absorption database (See source file
“MieSSPTableCreate.f95” in the digital appendix). There are a number of specifications
that have to be made that are important to document for reproducibility, from the index
of refraction database used, to details of the gamma droplet distribution assumed.
The refractive index for water as a function of wavelength came from a few sources
depending on spectral range. The total spectral range covered is 0.2 µm to 10.0 cm. From
0.2-0.69 µm the refractive index comes from Hale and Querry (1973). From 0.69-2.0 µm the
refractive index comes from Palmer and Williams (1974). From 2.0-1000.0 µm the refractive
index comes from Downing and Williams (1975). The refractive index of water is dependent
on temperature, but water temperature is assumed to be 270K. An assumption must be
made about the shape of the gamma size distribution (equation 5.3), indicated by the
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alpha parameter. Typical values of α can be found in the literature. Alpha was set to a
value of 7.3333333 for the construction of this database of properties, corresponding to
the spectral dispersion, ν = 1α+3 , specified in the CIRC Case 7.
n (r) = arα exp (−br) (5.3)
a =
NTbα+1
Γ (α+ 1)
(5.4)
b =
α+ 3
re
(5.5)
The database was constructed from 0.2-100.0 µm at the exact frequencies used to create
the gaseous absorption tables, with effective radius ranging from 0.5-30.0µm in 0.5µm
steps. These parameters along with the value of alpha are specified in the namelist file
input to the Mie tool (See sample namelist “400.nml” in the digital appendix).
Although the code is parallelized with MPI, the spectral range is computed in 500
equal sections, so the work can be spread among more nodes concurrently, to finish in
less than the maximum 24 hour wall-clock limit for jobs on Blue Waters. Scripts loop
through the creation of a portion of these 500 chunks (see sample script “mieLoop5.deck”
in the digital appendix).
To check the accuracy of the Mie database, results entries were retrieved and com-
pared to published results and conventionally expected results. Barker et al. (2003) plot
single scattering albedo and asymmetry parameter as a function of wavelength for a
gamma droplet size distribution described by an effective radius of 10 µm and an ef-
fective variance of 0.1, which corresponds to α = 7 (Figure 5.7). The comparison to the
produced database’s gamma distribution is not exact but is very close (figure 5.8). The
asymmetry parameter, g, can be derived from the Legendre representation of the phase
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Figure 5.7: “Cloud droplet single-scattering albedo and asymmetry parameter as a func-
tion of wavelength based on Mie calculations for a gamma droplet size distribution with
Re=10µm and effective variance of 0.1. Also shown are values from Slingo (1989) and Hu
and Stamnes (1993) parameterizations,” (Barker et al., 2003).
function. It is equal to one third of the second Legendre coefficient, β1.
g =
β1
3
(5.6)
Plots of the phase function were also visually compared with expectations. For exam-
ple, the phase function shown in figure 5.9 reproduces key optical features such as the
primary rainbow near Θ = 140 degrees.
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(a) (b)
Figure 5.8: Cloud droplet single-scattering albedo and asymmetry parameter as a func-
tion of wavelength based on Mie calculations for a gamma droplet size distribution with
Re=10 µm and effective variance of aproximately 0.09677.
Figure 5.9: Phase function constructed from Legendre Coefficients retrieved from Mie
code for a gamma distribution of droplets with an effective radius of 30 µm and an alpha
of 7.33333333 at a wavelength of 0.2 µm.
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5.6 Testing the “MCBRaT-3D” Model with a Realistic
Case
As discussed in the introductory chapter, there is no standard of comparison for broad-
band 3D radiative transfer. One-dimensional line-by-line models are still used to evaluate
3D models’ simulations of plane parallel domains before they are in turn used to evalu-
ate other models’ performance in more complex domains. There have not yet been any
3D broadband model intercomparison studies. Although there have been 3D monochro-
matic model intercomparison studies, such as the I3RC (Cahalan et al., 2005), 3D models
cannot be evaluated in an absolute sense, only relative to one another. By comparing
to a 1D model of a realistic case, the databases of properties can be tested in a holistic
sense rather than separate from one another and bugs in the databases and model left
unrevealed by simple tests of the broadband model can be exposed.
5.6.1 Setting Up CIRC Case 7
CIRC (Oreopoulos et al., 2012) was briefly described in section 1.2. Its intercomparison test
cases have been chosen to evaluate the “MCBRaT-3D” model. It is the most recent 1D
broadband model intercomparison study and represents realistic atmospheric test cases
derived from observations rather than idealized cases. Also, not only did it provide par-
ticipant 1D model intercomparison, but it also compared to a line-by-line reference model,
LBLRTM for internal emission and CHARTS for solar source (Clough et al., 2005). These
reference model results can be retrieved from the CIRC website (circ.gsfc.nasa.gov). This
allows for easy and quick comparison to the “MCBRaT-3D” model results without having
to setup and run a line-by-line code. Specifically Case 7 and its sub-cases were chosen.
It was one of only two cases that included a cloud-free internal emission sub-case. It
was also decided that the physical properties of the atmosphere in other cases would not
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provide any additional challenge to the “MCBRaT-3D” model to be worth the extensive
effort of constructing new gaseous absorption databases just for those cases.
What follows is the work-flow used to produce the CIRC Case 7 results, beginning
from the creation of optical property databases through post processing of results. All
files referenced can be found in the accompanying digital appendix.
1. Create “MCBRaT-3D” model formatted input files. This step creates gaseous and
particle optical property input file(s) for the “MCBRaT-3D” model as well as the
solar source function file if needed for the simulation. At this step spectral subsets
of the tables produced by ARTS and the Mie tool can be made. See example scripts
“combineLUTSW1_mieabbrvRe.ncl” and “combineLUTLW1_new.ncl”.
2. Create the netCDF physical domain file from CIRC Case 7 specifications.
3. Prepare to run the simulation by moving, via Globus Online, any large files to an
accessible location from storage.
4. Submit a data copying job to move any additional input files, all executables, and
relevant source code to a scratch directory. See example “SWdata_copy2SSP2.deck”.
5. Submit a job contingent on successful completion of the data copying job that moves
to the previously created scratch directory and runs the simulation(s). Multiple sim-
ulations can be executed via this script by automating the selection of a new random
number seed within the job script. See example “CIRCcase7SWloop2SSP3.deck”.
6. Results from independent simulations may be combined to produce average results
and standard error statistics using the script “CIRCcomboIS.ncl”.
The physical properties associated with Case 7 are as follows. There are 59 atmospheric
layers. Surface temperature is 290.38 K. The solar zenith angle is 41.24 degrees. Heights,
pressures and temperatures are provided at layer boundaries. Pressures, temperatures
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(a) (b)
Figure 5.10: Profiles of water vapor mixing ratio (a) and temperature (b) as functions of
pressure, specified for use in CIRC case 7 simulations.
and per species volume mixing ratios are provided for each layer. Volume mixing ratios
were provided for trace species CCL4, CFC11, and CFC12, but those species were not
included in the absorption cross section gas mixture used as input to the “MCBRaT-3D”
model since they were not available in the HITRAN 2012 database. Profiles of the tem-
perature and water vapor for the case are shown in Figure 5.10. There were no aerosol
present in the column. A 120 m thick cloud with effective radius equal to 8.8 µm and
liquid water path of 19.55 gm−2 existed in layers 3 and 4 above the surface, which cor-
responds to a cloud base height of 126 m above the surface. Ice was not present in the
column. A spectrally varying surface albedo and solar source function were provided
(Figure 5.11) at 1 cm−1 spectral resolution which were consequently linearly interpolated
to the frequency points specified in the optical property databases.
The reference line-by-line model used for internal emission cases, LBLRTM, did not
consider scattering. So, atmospheric scattering is turned off for “MCBRaT-3D” model
simulations of internally emitted radiation by scaling the Mie volume extinction coef-
ficient by the single scattering coalbedo and setting the single scattering albedo to 0.0.
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(a)
(b)
Figure 5.11: Spectral solar source function (a) and surface albedo (b) as specified for use
in CIRC case 7 simulations.
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Surface scattering is turned off by setting the surface albedo to 0.0, implying a blackbody
surface.
5.6.2 CIRC Case 7 Results
Results for sub-cases of Case 7 with various simplifications were also provided by CIRC.
Case LW7a has the cloud removed. Case SW7a uses a spectrally constant surface albedo
set to 0.164. Case SW7b uses a spectrally constant albedo as in SW7a and removes the
cloud. Results presented below proceed from simple to complex: clear sky, cloudy sky
with spectrally constant albedo, and finally cloudy sky with variable albedo. Upward
flux at the top of the domain and downward flux at the surface are presented for each
sub-case of Case 7 in Table 5.1. The solar sub-cases’ upward flux falls within 2% of the
reference model solution once normalized by the total incoming flux and the downward
flux within 0.5%. The internal emission sub-cases’ upward flux falls within 0.5% of the
reference model solution and the downward flux within 1%.
Flux divergence is related to the radiative heating rate, HR, as follows,
HR =
Fdiv
ρcp
(5.7)
where cp is the specific heat of dry air at constant pressure and ρ is the density of moist
air, determined by the ideal gas law,
ρ =
P
RmT
(5.8)
where P is pressure, T is temperature, and Rm is the gas constant for moist air, determined
as follows,
Rm =
R∗
m¯
(5.9)
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where R∗ is the universal gas constant and m¯ is the molecular mass of the moist air de-
fined as,
m¯ =∑miVMRi (5.10)
where mi is the molecular mass of component gas i and VMRi is volume mixing ratio
of component gas i.
Heating rate profiles are only shown for internal emission cases (LW7 and LW7a) be-
cause heating rate is not provided by the solar line-by-line reference model. Overall the
heating rate profile produced by the “MCBRaT-3D” model and the CIRC reference model
for the clear sky case compare well (Figure 5.12). Discrepancies are apparent in low lev-
els. This corresponds to sharp gradients in the temperature and water vapor profiles in
the lowest kilometer (Figure 5.13). The immediate question is whether discretization dif-
ferences between the models may explain this discrepancy. Other differences between
the models and specifics of the simulations must also be explored. The spectral range of
the reference simulation was from 3.077 to 1000 µm, whereas the “MCBRaT-3D” model
simulated spectral range was from 3.077 to 100 µm. The reference model did not use
the HITRAN 2012 database as its source for absorption line parameters and most likely
used a different algorithm to broaden absorption lines, although the exact database and
line models used are unknown. Molecular Rayleigh scattering properties may have been
computed differently. Additionally, the reference model is a multi-stream solver, utilizing
6 streams for this simulation, compared to a Monte Carlo approach for the “MCBRaT-3D”
model. We also expect there to be some Monte Carlo noise associated with the “MCBRaT-
3D” model solution. In this case the standard error in the heating rate below 950 hPa
ranges from 1.5 to 2 K day−1, and only about 0.25 K day−1 from 950 to 10 hPa. However,
these differences should not lead to discrepancies localized to that portion of the profile
and of that magnitude.
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Figure 5.12: Profile of radiative heating rate due to internal emission for clear-sky CIRC
Case LW7a. Fifty independent simulations of 108 photons each were used to construct the
mean profile and standard errors (horizontal lines) plotted here. Standard error ranges
from about 1.5 to 2 K day−1 below 950 hPa, and is about 0.25 K day−1 between 950 and 10
hPa. The reference model results are shown in red and the “MCBRaT-3D” model results
are shown in blue.
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(a) (b)
Figure 5.13: Temperature profile (a) and water vapor mixing ratio (b) for the lowest kilo-
meter of CIRC Case 7.
In addition, in the reference model ”The Planck function within a vertically inhomo-
geneous layer is treated as varying linearly with layer optical depth” (Oreopoulos et al.,
2012)). To test the hypothesis that discrepancies in the heating rate profile can largely be
explained by treating layer emission as homogeneous versus letting the Planck function
vary between levels, vertical resolution was increased by a factor of 10 and the tempera-
ture profile was interpolated to those new levels. Each new sublayer was assigned the op-
tical properties of the deeper, original layer it was a part of. This forces the “MCBRaT-3D”
model to vary the Planck function within the original resolution layer, while holding opti-
cal properties constant, similar to the treatment in the line by line reference model. Under
this experimental approach, the heating rate profile should approach that of the reference
model as vertical temperature resolution increases if layer variability of the Planck func-
tion is a significant reason for the differences. The heating rate profile for the lowest
kilometer is shown in Figure 5.14. The original resolution heating rate is shown in blue,
the reference model heating rate in red, and the ten times vertical resolution heating rate
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in black. Monte Carlo noise in the 10x heating rate profile is more apparent, however
it is also clear that the tendency is to approach the reference model profile compared to
the original resolution profile. The heating rate profile for the internal emission cloudy
case is shown in Figure 5.15. The cooling effect of the cloud is pronounced. A similar
discrepancy between the “MCBRaT-3D” model and the reference model profiles is vis-
ible above the cloud layer, which is also likely attributed to interpolation of the Plank
emission within each layer.
5.7 “MCBRaT-3D” Model Limitations
In formulating a 3D broadband model capable of simulating realistic atmospheres there
were several choices that had to be made. Although effort was made to produce a model
flexible enough for a range of applications, it is difficult to design a model that is all
purpose, highly accurate, and has a computational expense less than that of a line-by-line
approach.
Separating solar and thermal sources of radiation is a typical approach for radiative
models that are coupled to dynamics models. The “MCBRaT-3D” model also only con-
siders one radiation source at a time, so that contributions from each source to the final
result can be studied separately. However, it means that anytime both sources need to
be considered the model needs to be run twice, which is roughly twice the expense. The
results of the model simulation are not spectrally resolved. However, the spectral range
is defined by the user, therefore a series of narrow spectral range simulations can be com-
pleted via scripting if desired.
For immediate application to dynamic modeling or remote sensing, a few adjustments
would have to be made. Output radiative quantities do not yet include flux absorbed or
emitted by the surface. This would have to be added before coupling to a dynamics
model or land surface model. Since most dynamic models do not calculate effective ra-
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Figure 5.14: Heating rate in the lowest kilometer for CIRC Case LW7a. The reference line-
by-line model is shown in solid red. The “MCBRaT-3D” model is shown in blue stars, and
the “MCBRaT-3D” model with 10x vertical resolution in the temperature profile is shown
in black dots. Standard error in the lowest kilometers at the original resolution ranges
from 0.2-2.0 K day−1 for 5 x109 photons and from 2.0-7.5 K day−1 at the 10x resolution
for 5 x 1010 photons.
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Figure 5.15: Profile of radiative heating rate due to internal emission for cloudy-sky CIRC
Case LW7. Fifty independent simulations of 108 photons each were used to construct the
mean profile and standard errors (horizontal lines) plotted here. Standard error ranges
from about 1.5 to 2 K day−1 below 950 hPa, and is about 0.3 K day−1 between 950 and 10
hPa. The reference model results are shown in red and the “MCBRaT-3D” model results
are shown in blue.
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dius, its calculation will have to be moved to an online step before coupling to a dynamic
model of the atmosphere. This will require prognosis or assumption of the distribution of
particle number concentration. For remote sensing applications, convolution with an in-
strument’s spectral response function is not yet fully implemented. However, the model
was designed with that capability in mind and there are stubs in the code ready for im-
plementation.
Estimates of standard error in the mean radiative quantities from a single model sim-
ulation are no longer possible. Each batch of photons comes from a particular portion of
the spectral range, rather than a group of photons from randomly selected portions of the
spectrum, therefore each batch is not an independent estimation of the final solution. This
was done to reduce I/O costs associated with reading from the same parts of the input
file over and over in the course of the simulation. However, it may be advantageous for
a future developer to reconsider the balance between I/O costs and parallelization to get
estimates of the standard error from a single simulation. Running several instances of the
model to get an estimate of the standard error reduces the scalability of the model and
results in some wasted time from cost of the setup steps with each instance. For example,
one simulation of CIRC case LW7a of 50000 batches of 10000 photons each, for a total of
5 x 108 photons, spread over 2048 ranks on 64 nodes spent 442 CPU seconds in the set
up step and 46844 CPU seconds for the entire simulation. The same case when split into
50 independent simulations of 10000 batches of 1000 photons each, spread over the same
ranks and nodes, spent a sum of 20451 CPU seconds in set up steps and 590741 CPU sec-
onds total. The time spent in the set up step is approximately a factor of 50 larger, but
the total time spent in the rest of the simulations is over 12x the time spent by the single
simulation. This is an indicator of the need to balance the work load properly for the
number of ranks used.
However, applications that can estimate standard error a priori or with a smaller scale
set of simulations can then run single simulations of a large total number of photons
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to take advantage of efficiency. The estimates of the mean radiative quantities are not
affected by the spectral dependence between batches.
A final limitation of the model is that gaseous absorption is allowed to vary only
vertically. A development step necessary for allowing horizontal variability in gaseous
absorption is the extraction algorithm that would interpolate between the values stored
in the gaseous absorption cross section database to arbitrary values of temperature, pres-
sure, and gas concentration of a particular voxel. Storing a table with additional dimen-
sions to account for pressure, temperature and concentration variability increases the size
and complexity of the file as well as in the ingestion of the correct properties into the
model, which is why it has not yet been implemented. However it would provide the
ability to answer questions about the impact of horizontal water vapor gradients on the
absorption of radiation in the atmosphere, or the ability of water vapor gradients to en-
hance or detract from 3D radiative effects in the vicinity of clouds, for example.
The resolution requirements of the dimensions other than frequency, specifically pres-
sure, temperature, and concentration, remain to be determined. This along with the so-
phistication of the interpolation scheme will determine the accuracy of the single scatter-
ing properties used in the simulation when converting from physical properties to single
scattering properties. Buehler et al. (2011) give recommendations for dimensions other
than frequency, which result in 20E-6 K mean error in brightness temperature in their
application.
Buehler et al. (2011) also give recommendations on how to structure the gaseous single
scattering property tables and some suggestions for how to reduce the memory it re-
quires. Frequency and pressure are the two main dimensions. Temperature is presented
as a fixed perturbation from a temperature profile so that values don’t need to be stored
for unlikely combinations of temperature and pressure. The concentration of water vapor
is stored as a factor of the mean at each level, for example a dry value, the mean value,
and the 10x value. The required mean profiles and perturbation ranges can be determined
139
from statistics gathered from uncoupled dynamic model runs. If the table is too memory
consumptive it can be compressed with single value decomposition (Dudhia et al., 2002;
Mitsel et al., 2000; Strow et al., 1998).
To extract the properties from the tables accurately Buehler et al. (2011) suggest a higher
order polynomial interpolation rather than a linear interpolation as follows.
1. No interpolation in the spectral dimension
2. 5th order polynomial interpolation between pressure levels
3. 7th order polynomial interpolation between temperature perturbations
4. 5th order polynomial interpolation between water vapor mixing ratio perturbations
Buehler et al. (2011) also outline an extraction algorithm that can be used as a starting point
for future developers.
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Chapter 6
Conclusions
A highly accurate 3D broadband radiative transfer model, the “MCBRaT-3D” model, has
been developed and tested as have highly accurate databases of gaseous absorption and
liquid water droplet single scattering properties. These efforts were described in Chapters
3-5. In this chapter it will be used to produce benchmarking simulations of radiative
heating rate that can be used to evaluate other models. Best computational practices
will be discussed. The chapter will conclude with thoughts on future directions and a
summary of the work presented in this dissertation.
6.1 Additional Benchmark Results
When determining an initial set of benchmark results to present there are a number of
approaches to consider. Most importantly the cases need to be specified in a way that
they can be easily reproduced by other people and while using other models. So, the case
specifications need to be readily available and adequately described here or in previously
published literature. One approach would be to reproduce results presented in previ-
ous radiative transfer model intercomparisons, such as the IRCCM (Fouquart et al., 1991;
Ellingson et al., 1991; Barker et al., 2003), CIRC (Oreopoulos et al., 2012), and the I3RC (Ca-
halan et al., 2005), or other radiative transfer studies with well documented model inputs
(Klinger and Mayer, 2014; Mechem et al., 2008). Another approach is to use easy to describe
idealized cases with long heritage of being used to study radiative transfer. Those cases
typically involve isothermal cubic clouds over black surfaces (e.g. Harshvardhan et al.,
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1981). A combination of the above sources for benchmark cases will be presented here as
an initial set of benchmark simulations to be used to evaluate other models. Additional,
more complex benchmark simulations can be presented in the future as motivation arises.
Such motivations may include cases specifically designed to challenge particular assump-
tions and approximations, such as correlated-k broadband integration, cloud property
parameterizations, cases where 1D, static, or no radiative transfer parameterizations are
typically used, or to evaluate the performance of quasi-3D methods.
6.1.1 Importance of Spatial Resolution to Broadband Heating Rates
Here, and throughout the chapter when the heating rate in clouds surrounded by vac-
uum, the model simulated flux divergence is converted to a heating rate using the spe-
cific heat of liquid water at 273.15 K and the specified liquid water content rather than
the specific heat of dry air and the moist air density, since there is no air to heat, only
cloud water. Figures 6.1 and 6.2 each show two clouds with identical physical properties
but are represented by different numbers of vertical layers and by different thicknesses
of those layers. The clouds in 6.1(a) and 6.2(a) have a minimum layer depth of 0.05 km at
cloud base which coarsens to 0.5 km by cloud top. The clouds in 6.1(b) and 6.2(b) have
equally thick vertical levels of 0.05 km. All have horizontal resolutions of 50 m.
Although the clouds are physically identical, the cooling rate at the top of the cloud is
quite reduced in the clouds with tops represented by deeper layers. The magnitude of the
simulated radiative heating rate is sensitive to the volume over which the heating occurs.
When the same radiative power is emitted by a larger volume, the result is a lower mag-
nitude of cooling. Gridded representations of the atmosphere often have reduced vertical
resolution as a function of height. The implication is that the strong radiative heating and
cooling expected at cloud edges, for example, may not be resolved and allowed to feed-
back on the dynamics of the cloud if grid spacing is not fine enough. For inhomogenous
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(a) (b)
Figure 6.1: Vertical cross section of LW Heating rate through the center of an isothermal
(280.0 K), homogeneous (Re = 8.8µm, LWC = 0.32583gm−3) cloud set in a vacuum above
a nonscattering and nonemitting surface. Both clouds are 1km x 1km x 1km in a 5km
x 5km x 66km domain. The cloud in (a) is represented by 7 vertical layers of varying
thickness, from 0.05km at its base to 0.5km at its top with a maximum standard error in
the heating rate of about 5.2E-2 K day−1. The cloud in (b) is represented by 27 vertical
layers, each 0.05km thick with a maximum standard error in the heating rate of about
3.97 K day−1.
clouds it may be possible that differential radiative heating and cooling will kickoff small
scale circulations at cloud edge if the grid spacing is fine enough to resolve the differential
heating or cooling.
6.1.2 Plane Parallel/ICA vs 3D Broadband Heating Rates
The effects of 3D radiative transfer can be observed in the heating rates by comparing
simulations of identical clouds, except one is plane parallel, meaning it has an implied
infinite horizontal extent and the other is of finite extent. Figure 6.3 shows the heating
rates in plane parallel clouds, with physical conditions of 6.3(a), besides horizontal extent,
identical to the cloud shown in figure 6.1(a) and similarly 6.3(b) to 6.2(a). The plane
parallel heating rates are comparable to the heating rates at the center of the finite cloud,
within 0.025 K day−1. However, the cooling at the finite cloud’s edges is unaccounted for
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(a) (b)
Figure 6.2: Vertical cross section of LW Heating rate through the center of an isothermal
(280.0 K), homogeneous (Re = 8.8µm, LWC = 0.32583gm−3) cloud set in a vacuum above
a nonscattering surface emitting as a blackbody, according to its temperature, 290.38 K.
Both clouds are 1km x 1km x 1km in a 5km x 5km x 66km domain. The cloud in (a) is
represented by 7 vertical layers of varying thickness, from 0.05km at its base to 0.5km
at its top, with a maximum standard error in the heating rate of about 2E-2 K day−1.
The cloud in (b) is represented by 27 vertical layers, each 0.05km thick with a maximum
standard error in the heating rate of about 2.5E-2 K day−1.
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(a) (b)
Figure 6.3: LW Heating rate in an isothermal (280.0 K), homogeneous (Re = 8.8µm,
LWC = 0.32583gm−3) plane parallel 1 km thick cloud set in a vacuum. The cloud in
(a) is above a nonscattering and nonemitting surface with a maximum standard error in
the heating rate of about 1.5E-2 K day−1. The cloud in (b) is above a nonscattering surface
emitting as a blackbody according to its temperature 290.38 K with a maximum standard
error in the heating rate of about 1.5E-2 K day−1.
by the plane parallel simulations.
6.1.2.1 Plane Parallel Cloud in Atmosphere LW vs SW
In Chapter 5 heating rate profiles were presented for the LW CIRC Case 7 subcases, but
not for the SW subcases, because there was no line-by-line model calculated radiative
heating rate provided to compare to. The LW Case 7 and SW Case 7a heating rates are
presented together in figure 6.4. The individual SW and LW radiative heating rates are
shown in 6.4a and the total radiative heating rate, constructed as the sum of the LW and
SW heating rates is shown in figure 6.4b. In this case the magnitude of the LW contribu-
tion is dominant over the SW contribution throughout the atmosphere. Here the heating
rate is calculated according to the procedure described in section 5.6.2.
145
(a) (b)
Figure 6.4: Profile of radiative heating rates from CIRC LW Case7 and SW Case7a plotted
individually (a) and summed as a total broadband radiative heating rate (b). Standard
error ranges from about 4 K day−1 below 950 hPa to about 0.5 K day−1 from 950 to 10
hPa.
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6.2 Computational Challenges and Best Practices
Because this model was designed with accuracy as its main goal, it can be computation-
ally expensive. It is important to consider the computational challenges and best prac-
tices associated with using the model for highly accurate simulations in high performance
computing environments. A great deal of time could be spent optimizing the numbers of
nodes, ranks per node, batch size, and number of batches for each problem. Ultimately
the user has to determine their own threshold for efficiency satisfaction versus personnel
time investment to achieve high efficiency.
6.2.1 Dealing with Data Size
The sizes of the optical property databases can grow quickly when high spectral resolu-
tion is desired. This is especially true for particle databases, which also have a dimension
of particle effective radius and contain representations of the phase function. In the Mie
database constructed for this project the number of Legendre coefficients used to repre-
sent the phase function at large size parameters was over 1000.
The databases spanning from 0.245 µm - 12.135 µm contained about 4.8 million spec-
tral points. The gaseous absorption database is about 3.5GB in size and the Mie database
containing all 60 values of effective radius is about 3.8TB in size. When the Mie database
is subsampled to just 3 values of effective radius the size reduces to about 145GB. The
databases constructed for the thermal emission simulations contained about 0.38 million
spectral points and are 230MB for the gaseous absorption and about 18GB for all 60 val-
ues of effective radius in the Mie database. Subsampling the databases to just the needed
ranges and resolutions is an effective way to reduce the storage needed. GlobusOnline is
recommended for transferring these databases between machines or even within a ma-
chine. It is by far the fastest way to accomplish the task.
The memory footprint of the model simulation needs to be taken into account when
147
determining how many compute nodes to run on. The most important factors are the grid
size and the number of spectral points. There is a leakage of memory in the “MCBRaT-
3D” model, meaning the memory footprint of the model unexpectedly grows throughout
its execution, more specifically with the computation of each batch of photons. The only
expected source of memory growth is if the number of coefficients used to represent the
phase function grows as a function of spectral point. Ultimately, the memory leak needs
to be resolved. However, there are ways to work around the leak until that time. The
current strategy employed is to utilize a larger number of nodes to split the work. This
reduces the number of batches to be computed by each rank, thereby reducing the total
memory usage by each rank. Care still has to be taken to ensure there is enough mem-
ory available on each node to cover what is needed by each of the ranks placed on it in
addition to the expected growth.
6.2.2 Efficient Simulations
There are other factors besides memory usage to take into consideration when setting
up a simulation. First, for an internal emission source of photons the number of ranks
used should not exceed the number of spectral points. There is currently a dependency
in the setup step that requires this, however that could be changed in the future. The
communication paradigm should also be considered when determining the relationship
between the number of ranks, the number of batches, and the batch size, as alluded to in
the example presented in Section 5.7.
If there are too few batches per rank this may result in a load imbalance, even if all
ranks have an equal number of batches to compute. Since photon lifetime length depends
on optical properties, some batches will be more time consuming to compute than oth-
ers. When some ranks are saddled with more time consuming batches, the others must
wait idle until all ranks have finished their work before proceeding to the collective com-
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munication and program finalization. This burns through allocation unnecessarily and
prevents those resources from being used for other tasks.
However, work should not simply be divided into a large number of very small
batches. The communication paradigm also needs to be considered. There is one master
rank and the rest are worker ranks. If the batch size is too small the worker ranks will
complete their assignments too quickly and have to wait in a long line to receive their
next assignment, while the master is busy assigning work to the others who also finished
quickly. Ideally, each batch will be large enough that the worker does not have to wait
at all to receive its next assignment. Profiling tools such as Cray’s “perftools-lite” can be
used to discover the settings that optimize this relationship. Information related to the
timing of each of the CIRC Case 7 subcases is presented in Table 6.1. Both wall clock
time and total CPU time vary widely from case to case. Cloudy cases require more time
than clear cases, and solar cases require more time than thermal emission cases for equal
numbers of photons.
6.3 Summary
This model addresses the radiative transfer community’s need for a highly accurate 3D
broadband radiative transfer model with which to quantitatively evaluate the bias in
other, less computationally expensive models and parameterizations. Starting from a
monochromatic, solar source only community Monte Carlo model, the “IMC-original”
model, a number of improvements were made and tested: adding an internal source
of photon emission to produce the monochromatic “IMC+emission” model (Chapter 3),
incorporating Monte Carlo spectral integration to produce a more accurate broadband
model than common correlated k-distribution methods but more computationally effi-
cient than a line-by-line method, the “MCBRaT-3D” model (Chapter 4), and developing
tools to produce highly accurate inputs for real atmospheric scenarios (Chapter 5).
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To further address the needs of the radiative transfer community the “IMC+emission”
and “MCBRaT-3D” models’ source code will be hosted on GitHub for continued com-
munity development and use. That will include the tools and suggested workflow for
producing input files. Currently there are no publicly available 3D broadband radiative
transfer models. Providing a highly accurate benchmark-class model to the community
for use with open source code will allow research in this discipline to progress faster
by removing the need to reinvent the same techniques over and over by individual re-
searchers or groups. Public vetting of model components will maintain a high standard
of model accuracy moving forward.
The databases of gaseous absorption and liquid water droplet properties will be avail-
able through the Blue Waters Data Service. The availability of these databases, especially
the liquid water droplet database represents a huge benefit to the community itself. A
database of this resolution is not available anywhere else. It can be queried to select a
subset of the spectral or effective radius space for usage by other models or applications.
It can also be mined to create new or update existing water droplet optical property pa-
rameterizations such as those by Hu and Stamnes (1993) and Slingo (1989).
The intention of these efforts is to provide a model that can be used to quantitatively
evaluate the biases present in other 3D broadband models, to act as the previously nonex-
istent standard of comparison, benchmark model, for intercomparison efforts. It may also
be used to produce additional benchmark calculations, the first few were described in this
chapter, that can act as test cases for development of future models and accuracy bounds
for simpler models attempting to parameterize 3D effects at lower computational cost.
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