Vosper first used the Davenport transform in the proof of this result. Later he presented in [10] a simpler proof using the e-transform. Another transform was used by Chowla, Mann, and Straus in [2] , where they also gave a nice application of Vosper's theorem to diagonal forms over Z/pZ (cf. [7, Chap. 2] , [8, p. 57] ).
In this paper we use, among other things, the Davenport transform to give an elementary proof of the following theorem, which goes one step beyond the theorems of Cauchy-Davenport and Vosper.
Theorem 3. Suppose that |A|, |B| ≥ 3, and that (1) 7 ≤ |A + B| = |A| + |B| ≤ p − 4.
Then A and B are almost-progressions with the same difference.
This can again be seen to imply the following: Suppose that |A|, |B| ≥ 3, and that (1) Using exponential sums and analytic methods, Freiman [5] , [6] 
Preliminaries. Throughout this paper
A and B will be nonempty sets of residue classes modulo p. The sumset A + B was defined in Section 1. We put 2B = B + B. We write A − B for the set of differences a − b, a ∈ A, b ∈ B, and we also put x ± B = {x} ± B for a residue class x. We write A \ B for the complement of B in A. If r is an integer, we shall on some occasions feel free to write r for the residue class modulo p represented by r.
For residue classes x = 0 and y, the set x * A + y = {xa + y | a ∈ A} is an affine image of A. Most of the results below on sumsets A + B are such that if there are residue classes x = 0, y, z such that a result holds for the affine images x * A + y and x * B + z, then the result is also true for the sets A, B. This is the reason why it is on many occasions sufficient to prove a result for some special choice of an affine image of A or B. 
We shall say that a nonempty set
Clearly, a set A has a unique partition into d-components. By considering the residue classes mod p as points on a circle, one readily makes the following observations: Lemma 2. Let |B| ≥ 2, and suppose that 
Then A is an almost d-progression.
P r o o f. We prove the result for d = 1. Using (4), observation (III), and Theorem 1, we get
so that |{0, 1, 2} + A| ≤ |A| + 3, and the result follows by observation (IV).
3. An inverse theorem. In this section we prove the following inverse theorem mod p.
Theorem 5. Suppose that |B| ≥ 2, and that
Then A is a double-progression. Moreover, it is easily seen that
By the minimality of |B|, we thus have B x = {0} for any x ∈ X. Hence
and we see that
Hence, using (5) and Theorem 1, we get
that is, |X| ≤ 2. Now we have
By Lemma 2, B is not an arithmetic progression.
Since |A + B| ≥ 2, Theorems 1 and 2 thus give
which contradicts the fact that B is not an arithmetic progression.
More lemmas
Lemma 4. Suppose that |A| ≥ 3, and that
Also assume that A is a double 1-progression. 
We also assume that (i) is false, so that B is not a double 1-progression. Thus B has at least three 1-components, and by observation (V), (7) |{0, 1} + B| ≥ |B| + 3.
We look separately at the cases |A 1 | ≥ 2 and |A 1 | = 1.
By (6), Theorem 1, and (7), we have Case 2:
By (6), Theorem 1, and (7), we have Finally, suppose that |A| = 3. Then A is not an arithmetic progression. If
we thus have by (6), Theorems 1 and 2, and (7), We first consider (i). Then B is a double 1-progression. Since B is not an arithmetic progression, it has two 1-components
We have
Both A 1 + B 1 and A 2 + B 1 are 1-progressions. Since A is an almost 1-progression and B 2 is a 1-progression with at least two elements, we also find that A + B 2 is a 1-progression. Thus A + B has at most three 1-components. By Lemma 3, A + B has at least two 1-components. Thus A + B has two or three 1-components. If they are three, then they are given in (8). Then we must have |B 1 | = 1, for otherwise (A 1 + B 1 ) ∪ (A 2 + B 1 ) = A + B 1 would be a 1-progression. We have
and If C = A+B, then A+B is a 1-progression, so that, by Lemma 3, B is an almost 1-progression, a contradiction. Thus A + B contains a 1-component C = C.
where (9), (11), and Theorem 1,
Moreover, by Theorem 1, we now have Suppose that A+B has at least three 1-components. A third 1-component must then contain A 2 + B i for i = 1 or 2, and using Theorem 1, we get
By Lemma 5, since B is not an almost-progression, neither is A. Hence, by symmetry, we also have
and adding (12) and (13), we get |A| + |B| ≤ 6, which is against the hypotheses. Therefore, A + B has exactly two distinct 1-components
Lemma 8. Let |A|, |B| ≥ 3, and suppose that
Then B is an almost-progression.
P r o o f. By Lemma 5, if
A is an almost-progression, so is B. Therefore it is sufficient to show that one of A and B is an almost-progression. We can assume |A| ≥ |B|. Then |A| ≥ 4. Also assume that neither A nor B is an almost-progression.
By Theorem 5, A is a double d-progression for some d. We can assume that d = 1. Thus A is a double 1-progression. By Lemma 4, so is B.
After some suitable affine transformations of A and B, we get to consider the following cases. By Lemma 7, A + B then has the two 1-components 
By symmetry, we can assume that |C 1 | ≥ |C 2 |. We have |C 1 | + |C 2 | = 8, and |C 2 | ≥ 3. We also have |A | ≥ 3, |B| ≥ 3. By the minimality of |A| + |B|, we now deduce that A and B are almost-progressions, a contradiction.
