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We present phase coherence time measurements in quasi-one-dimensional mesoscopic wires made
from high mobility two-dimensional electron gas. By implanting gallium ions into a GaAs/AlGaAs
heterojunction we are able to vary the diffusion coefficient over 2 orders of magnitude. We show that
in the diffusive limit, the decoherence time follows a power law as a function of diffusion coefficient
as expected by theory. When the disorder is low enough so that the samples are semi-ballistic, we
observe a new and unexpected regime in which the phase coherence time is independent of disorder.
In addition, for all samples the temperature dependence of the phase coherence time follows a power
law down to the lowest temperatures without any sign of saturation and this strongly suggests that
the frequently observed low temperature saturation is not intrinsic.
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Decoherence is the process by which a quantum sys-
tem looses phase coherence by getting entangled with its
environment. For a metallic system, the dominant mech-
anisms for decoherence of electrons are inelastic scatter-
ing events due to collisions with other electrons, phonons,
and also extrinsic sources such as magnetic impurities
or two level systems. Whereas at temperatures above
a few Kelvin the electron-phonon interactions are domi-
nant, at low temperatures and without extrinsic sources
of decoherence, the leading decoherence process is due to
electron-electron interactions and has been at the center
of a controversy over the last decade: the “standard” the-
ory of electron coherence in metals by Altshuler, Aronov
and Khmelnitski (AAK) [1] predicts a diverging dephas-
ing time with vanishing temperature, while an alternative
theory proposed by Golubev and Zaikin (GZ) predicts a
saturation of the dephasing time at low temperatures [2].
Saturation of the dephasing time down to absolute zero
raises the question of the breakdown of the Fermi liq-
uid theory and, as such, is of basic importance for our
understanding of metallic conductors.
The experiments by Mohanty et al. [3], showing a sys-
tematic saturation of the phase coherence time τφ at low
temperature have triggered a large amount of studies,
both from experimental and theoretical points of view.
These studies aimed to show whether the saturation of
τφ at low temperature is either intrinsic [2, 3], or due
to any other extrinsic mechanisms [4, 5, 6, 7, 8, 9, 10].
It should be stressed, however, that for all these exper-
iments only the temperature dependence of τφ has been
investigated. On the other hand, it has been shown that
this approach is by far insufficient, as the presence of a
tiny amount of magnetic impurities with given Kondo
temperature can always account for the experimentally
observed saturation of τφ [11, 12, 13]. It is thus utterly
important to find another parameter to be able to dis-
criminate between the different scenarios.
It is our purpose to break this impasse by taking a
new approach. Instead of studying the temperature de-
pendence of τφ we exploit another property which should
shine new light on this problem and which has been al-
most unexplored so far: the dependence of the phase
coherence time on the disorder, or, in other words, on
the diffusion coefficient D. Some attempts to mea-
sure this dependence have been realized in metallic sys-
tems [14, 15], but in this case it is very difficult to vary D
in a controlled way over a wide range. Another study has
been performed on two-dimensional electron systems [16],
but in that work the phase coherence time was already
saturating at 2 K in their cleanest samples. Those works
thus do not allow to draw any clear conclusions about
the dependence of the phase coherence on disorder.
In this Letter, we report on measurements of the elec-
tronic phase coherence time τφ in wires made from a two-
dimensional electron gas (2DEG) where the diffusion co-
efficient D is varied in an extremely controlled way over
2 orders of magnitude by using an original ion implanta-
tion technique. In the diffusive regime, theD dependence
of the phase coherence time τφ follows a power law D
α
with α close to 1/3. More surprisingly, when entering the
semi-ballistic regime, the phase coherence time becomes
independent of disorder. Moreover, for all samples the
temperature dependence of τφ follows a power law down
to the lowest temperature without any sign of saturation;
this casts serious doubt that the frequently observed low
temperature saturation could be intrinsic.
2The difficulty with measurements of the decoherence
in any metal is the purity of the metal source. A careful
choice of the starting material is of utmost importance as
any tiny inclusion of impurities could lead to an appar-
ent saturation at low temperatures [13]. For this reason
we have used a high mobility GaAs/AlGaAs heterostruc-
ture as starting material. These systems are intrinsi-
cally clean and grown in ultrahigh vacuum by molecu-
lar beam epitaxy. Before processing, the 2DEG has an
electron density of ne = 1.76 × 1011 cm−2 and mobility
µ = 1.26 × 106 cm2/V·s at 4 K in the dark. All litho-
graphic steps are performed using electron beam lithog-
raphy on polymethyl-methacrylate resist. Each sample
(see inset of Fig. 2) consists of 4 sets of 20 wires of
length L = 150 µm in parallel, and of lithographic width
W = 600, 800, 1000 and 1500 nm. In addition, a Hall
bar allows us to measure the electronic parameters of
the 2DEG (i.e. ne, µ, the elastic mean free path le,
etc.). The diffusion coefficient is obtained via the re-
lation D = vF le/2 with vF the Fermi velocity. In order
to change the diffusion coefficient of our samples we use a
very original technique: first we write the pattern of each
sample on the same wafer. We then place a Focused Ion
Beam (FIB) microscope on one sample and implant lo-
cally Ga+ ions with an energy of 100 keV. For this energy,
the Ga+ ions penetrate only about 50 nm into the GaAs
heterostructure, whereas the 2DEG lies 110 nm below the
surface. The implanted ions create crystal defects in the
AlGaAs layer and modify the intrinsic disorder potential
felt by the electrons; note, however, that in the case of low
dopings like here, the band structure is not changed [17].
This affects only the momentum scattering time and thus
the mobility of the itinerant electrons in the 2DEG [18].
By varying the implantation dose for different samples
(108 cm−2 to 2.5×109 cm−2) we are able to vary the dif-
fusion coefficient from 3500 cm2/s (unimplanted sample)
to 130 cm2/s. Magnetoconductance measurements are
performed using a standard ac lock-in technique and a
home-made very low noise preamplifier (0.5 nV/
√
Hz) at
room temperature. The temperature dependence of the
resistivity is measured on the Hall bar and used to check
the actual temperature of the electrons of the sample: we
find that it follows nicely a ln(T ) law down to a temper-
ature of 40 mK as expected [1]. Below this temperature
the electrons decouple slightly from the base temperature
of our dilution refrigerator; we then use the resistivity of
the Hall bar as the thermometer, assuming that the ln(T )
law holds down to the lowest temperature.
Depending on the number of impurities different scat-
tering regimes are accessible: the ballistic regime (le >
W,L), the semi-ballistic regime (W < le < L) and the
diffusive regime (le < W,L). The latter two regimes have
been explored in this work.
Diffusive regime: When le < W , the scattering of the
electrons is diffusive. In this regime, the weak localization
FIG. 1: (Color online) Magnetoconductance curves of 2DEG
wires with w = 1130 nm for (a)D = 290 cm2/s (le = 0.34 µm)
and (b) 3500 cm2/s (4.0 µm) at different temperatures. The
broken lines show theoretical fits to weak localization theory
for (a) the diffusive and (b) the semi-ballistic regimes.
quantum correction to the conductance is given by [1, 19]
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where e2/h is the quantum of conductance, (e is the
charge of the electron, h the Planck’s constant), Lφ the
phase coherence length, N the number of wires in paral-
lel (N = 20 in the present work) and w is the effective
width of the wires, different from the lithographic width
W due to lateral depletion effects inherent to the etching
process. We therefore determine w by fitting the mag-
netoconductance at a given temperature and diffusion
coefficient: for a lithographic width W = 1500 nm we
obtain w = 1130 nm. This value is then kept fixed for
the entire fitting procedure.
Semi-ballistic regime (W < le): In this regime it is
necessary to take into account specular reflections on
the boundary of the wires and flux cancelation effects.
The weak localization correction has been calculated by
Beenakker and van Houten (BvH) [20] and are given be-
low:
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In the magnetic scattering time τB, both the “low” field
and “high” field regimes are taken into account via the
3FIG. 2: (Color online) Phase coherence length Lφ for different
D as a function of T (w = 1130 nm). The solid lines are the
best fits with Eq. (3) adding an extra term ∝ T−1 for high
energy processes [16]. The open and closed symbols are used
for the semi-ballistic and diffusive regimes, respectively. The
inset shows 2DEG wires with W = 1500 nm and a Hall bar.
expression
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As le is known from independent measurement on the
Hall bar sample, Lφ remains the only fitting parameter
for both regimes.
Typical magnetoconductance curves for the diffusive
and semi-ballistic samples with diffusion coefficients D =
290 and 3500 cm2/s are displayed in Figs. 1(a) and 1(b),
respectively. Fitting the experimental data to Eqs. (1)
and (2), dashed lines in Fig. 1, we can extract the phase
coherence length Lφ for each temperature. Note, how-
ever, that these expressions are valid only in a regime
where the magnetic length lB =
√
h¯/e|B| is larger than
the effective width of the wire w; we thus restrict our
magnetic field range for fitting procedure to a field range
of ± 5 G. The observed deviations above 5 G in Fig. 1(b)
are consistent with the condition of validity of the BvH
expression [21].
The temperature dependence of the phase coherence
length Lφ is displayed in Fig. 2 for samples with sev-
eral different diffusion coefficients. At low temperatures
the dominant decoherence mechanism is due to electron-
electron interactions and the phase coherence time for
quasi-1D diffusive wires is given by [1, 19]
1
τφ
=
D
L2φ
= aT 2/3 (3)
≡ αAAKD−1/3T 2/3 (4)
where αAAK = 1/2(kBpi/wm
∗)2/3 with kB the Boltz-
mann constant and m∗ the effective mass of the elec-
100 500 1000 5000
5
10
D (cm2/s)
L φ
 
(µm
)
w = 1500 nm
T = 60 mK
D2/3
Diffusive Semi-ballistic
D1/2
FIG. 3: (Color online) Phase coherence length Lφ as a func-
tion of D (w = 1130 nm) at a temperature of T = 60 mK.
The solid and broken lines represent D1/2 and D2/3 laws, re-
spectively.
tron. As shown in Fig. 2, for all the investigated sam-
ples, Lφ(T ) is described very well by Eq. (3), where a
is treated as a fitting parameter (aexp), and adding an
extra term ∝ T−1 for “high” energy processes [16].
We can go further in the analysis by looking at the Lφ
dependence as a function of D. Let us remind that the
diffusion coefficient reflects the strength of the electron-
electron interaction [1, 19] and thus controls the low tem-
perature behavior of the dephasing rate. In Fig. 3, we
plot Lφ as a function of D at a temperature of 60 mK.
One clearly observes two different regimes: For small D,
Lφ varies as a power law D
γ with γ ≈ 2/3, whereas for
large D, γ ≈ 1/2. In order to compare more precisely the
D dependence of the prefactor a in Eq. (3) with theoret-
ical predictions, we have plotted in Fig. 4 the experimen-
tal parameter aexp extracted from the fits depicted on
Fig. 2, normalized by the theoretical prefactor αAAK and
as a function of D. To compute aexp we use the relation
Lφ =
√
Dτφ, which is valid in the diffusive limit as well
as in the semi-ballistic one when reflections on the bound-
aries are specular (as is the case for our samples) [20, 22].
Furthermore, we have checked that the resistivity for all
our samples is linear with D: this fact also justifies the
above assumption. In the diffusive regime (small D), we
obtain that the parameter aexp/αAAK follows a power law
as a function of D, with aexp/αAAK ∝ D−1/3, consistent
with Eq. (4). Moreover, the prefactor aexp obtained in
this work agrees with Eq. (4) in absolute value within
15%.
Surprisingly, a new regime appears when we go further
in the “metallic” regime: when kF le increases [see lower
part of Fig. 4], the samples become semi-ballistic. In this
regime, the parameter aexp/αAAK becomes independent
of the diffusion coefficient. What could be the origin of
this disorder independent decoherence? One could argue
that for such high mobility samples the scattering on the
boundaries becomes dominant: if the boundary scatter-
ing of the electrons is diffusive, the diffusion coefficient
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FIG. 4: (Color online) Top figure shows the experimental
coefficients aexp of Eq. (3) scaled by αAAK as a function of D.
The dashed line represents D−1/3. The experimental values
of kF le are shown in the bottom part of the figure.
should eventually saturate at D = 1/2vFw [20] and could
lead to disorder-independent decoherence. This possi-
bility, however, is easily ruled out. Our samples have
been made by shallow etching and the reflections on the
boundaries are mainly specular [22]. In addition, the re-
sistance of all our samples varies linearly with D. On
the other hand, it is remarkable that the temperature
dependence of Lφ follows extremely well the power law
predicted in [1] even in this semi-ballistic regime [23].
This shows that the role of the temperature in the deco-
herence process is well captured in the theory; the role
of the disorder, on the other hand, has to be reconsid-
ered to describe properly our experimental observations.
To our knowledge, there is only one theoretical attempt
to consider this regime where the amplitude of the weak
localization is reduced with increasing le [24], but this
calculation has been performed (numerically) for a two-
dimensional system and only at two typical values of le
and hence does not allow for a quantitative analysis of
our experimental data.
Finally, let us mention that in the GZ theory, the low
temperature behavior of the decoherence time τφ should
strongly depend onD [2]. In particular τφ(T ) is expected
to saturate at zero temperature at a finite value τ0φ which
itself should depend very strongly on D. Such a satura-
tion is not observed for any of our samples for all diffusion
coefficients investigated. This is corroborated by the fact
that for decoherence measurements in our Hall bars with
even lower diffusion coefficients (71 and 46 cm2/s) no sat-
uration is observed. On the contrary, for similar values
of diffusion coefficient in metals, low-temperature satu-
ration of τφ is frequently observed [3, 12]: this strongly
suggests that the low temperature saturation of τφ is not
intrinsic and hence inconsistent with the GZ theory.
In conclusion, we have measured the disorder depen-
dence of the phase coherence time in mesoscopic wires
made from a two dimensional electron gas by varying the
electronic diffusion coefficient over 2 orders of magnitude
using an original ion implantation technique. We show
that in the diffusive regime, the phase coherence time
follows a power law as a function of the diffusion coeffi-
cient, Dα, with α close to 1/3, consistent with the stan-
dard model of decoherence proposed in Ref. [1]. When
increasing the diffusion coefficient, the parameter kF le
increases and samples become semi-ballistic; we then ob-
serve a new regime in which τφ is independent of the
diffusion coefficient.
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