In property testing, we are given oracle access to a function f, and we wish to test if the function satisfies a given property P, or it is ε-far from having that property. In a more general setting, the domain on which the function is defined is equipped with a probability distribution, which assigns different weight to different elements in the domain. This paper relates the complexity of testing the monotonicity of a function over the d-dimensional cube to the Shannon entropy of the underlying distribution. We provide an improved upper bound on the query complexity of the property tester.
Introduction
In property testing [4, 8, 10, 14] , we are given oracle access to a function f , and we wish to randomly test if the function satisfies a given property P , or it is ε-far from having that property. By ε-far we mean, that any function g that has the property P differs from f in at least ε-fraction of places. Wen must be doubly-exponential in d for Halevy-Kushilevitz's result to be better than that of Dodis et al.) . The main result of our paper is as follows. In the special case D = U, this theorem improves Halevy and Kushilevitz's result by replacing the 4 d with 2 d (because then H = d log n). It also generalizes previous work to any product distribution and gives an interesting evidence of the connection between property testing and the Shannon entropy of the underlying distribution. One of the main ingredients used are Lemmas 13 and 16 which relate the distance of a function to monotonicity to the sum of its axis-parallel distances to monotonicity. A slightly weaker version of Lemma 13 was proven in [11] for uniform discrete distributions, but Lemma 16 is a new continuous version of the lemma, enabling us to obtain results for the general product-distribution case. Although this paper discusses mainly the known distribution case, the techniques developed here are used to show the following:
Theorem 2. Let D be a distribution on [n] d which is a product of n marginal unknown distribution on [n]. Then there exists a property tester for functions over ([n] d , D) with query complexity O d2 d log n ε .
Note that although Theorem 2 assumes that the distribution D is unknown, it will in fact be implicitly assumed by the property tester that D is a product of d marginal distributions. This is a weakening of the notion of distribution-free property testing: the distribution is assumed to belong to some interesting (yet small) family of distributions. We call this a product distribution-free property tester. This improves Halevy and Kushilevitz's O
property tester [11] for this weaker notion of distribution-free (in their result, however, nothing is assumed about the distribution D).
The rest of the paper is organized as follows: Section 2 starts with preliminaries and definitions, Section 3 proves Theorem 1 for the case ([n], D), Section 4 proves Theorem 1 for the case ([n] d , U), and Section 5 completes the proof of Theorem 1. In Section 6 we prove Theorem 2. In Sections 7 and 8 we prove two important technical lemmas. Section 9 discusses future work and open problems.
Preliminaries
Let f be a real valued function on the domain [n] d , with a probability distribution 
We say that "x is in violation with y" or "y is in violation with x" in this case.
Although this work deals with the finite domain case, it will be useful in what follows to consider the continuous cube I d , where I = {x ∈ ‫ޒ‬ | 0 x < 1}. The probability distribution is the Lebesgue measure, denoted by . The distance between two measurable functions , ÿ :
The distance of from monotonicity is inf dist( , ÿ) where the infimum is over all monotone functions ÿ.
For i = 1, . . . , d, consider the following sequence of subintervals covering I :
For a number x ∈ I , define int i (x) = j if x ∈ i j , that is, x belongs to the jth interval induced by D i . If d = 1 we omit the superscript and simply write j and int(x). It is obvious that if x is distributed uniformly in I , then int i (x) is distributed according to
The functionf is constant on rectangles of the form 1 Finally, we give a precise definition of a property tester: Definintion 8. An ε-tester for monotonicity is a randomized algorithm that, given f : [n] d → ‫,ޒ‬ accepts with probability 1 if f is monotone, and rejects with probability at least 2/3 if f is ε-far from monotone w.r.t. a fixed distribution D. In the distribution-known case, the probabilities of D are known. In the distribution-free case they are unknown, but the property tester can sample from
D.
In what follows, the notation [a, b] will denote an interval of integers if a and b are integers, and an interval of reals if they are real. We use the standard parenthasis notation for endpoint inclusion or exclusion in the interval (i.e. [a, b] , (a, b) , (a, b] , [a, b) ). The symbol U will denote both the continuous and the discrete uniform distribution. For instance, if a, b are integers, then x ∈ U [a, b] means that x is chosen uniformly at random among {a, a + 1, . . . , b}. If they're real, then x is chosen uniformly in the corresponding real interval.
A property tester for ([n], D)
The algorithm is a generalization of an algorithm presented in [11] . Let f : [n] → ‫ޒ‬ be the input function. We need a few definitions and lemmas. 
Definintion 9. For a violating pair i, j we say that i is active if
Pr k∼D (kin violation with i | k ∈ [i + 1, j]) 1/2 . Similarly, j is active if Pr k∼D (k in violation with j | k ∈ [i, j − 1]) 1/2 .
Lemma 11. If i, j is a violating pair, then either i is strongly active or j is strongly active (or both).
Proof. It is immediate that for any i < k < j, either i, k or k, j is a violating pair. So either i or j is in violation with at least half the weight of the integers in [i + 1, j − 1]. This proves that either i or j is active. So assume i is active but not strongly active. This means that p i > Pr([i + 1, j]). But this would imply that j is strongly active. Indeed, p i is greater than half of Pr([i, j − 1]), and i is in violation with j, so j is active. But p j < p i so j is strongly active.
Lemma 12. Let J be the collection of strongly active integers from all violating pairs of f. Then Pr(J) ε.
Proof. Actually, any collection J of at least one integer from each violating pair has this property. Proof of this simple fact can be found in [11] .
To describe the algorithm, we need another piece of notation. For x ∈ I , let left(x) denote the left endpoint of the interval int(x) , and similarly let right(x) denote its right endpoint.
The following algorithm is an ε-property tester for monotonicity of f , with expected query complexity O
. We show how to eliminate the added 1/ε shortly. The algorithm repeatedly chooses a random real number in x ∈ U I and a sequence of real numbers y at exponentially growing distances from x, and checks for violation between int(x) and int(y).
then output REJECT set ← 2 output ACCEPT monotonicity-test. The number of iterations of the internal while loops (lines 4,8) is clearly at most log(2/p int(x) ) (all the logarithms are base 2 in this paper). Clearly
We prove correctness of the algorithm. Obviously, if f is monotone then the algorithm accepts. Assume that f is ε-far from monotonicity. By lemma 12, with probability at least ε, the random variable x chosen in line 2 satisfies int(x) ∈ J . This means that i = int(x) is strongly active with respect to a violating pair i, j or j, i for some integer j. Assume the former case (a similar analysis can be done for the latter). So i is in violation with at least half the weight of [i + 1, j], and also
. . with r as in line 3. For some t, this interval "contains" the corresponding interval
. The latter by virtue of i being strongly active. For this t, with probability at least 1/2 the y chosen in line 5 is in [i + 1, j]. In such a case, the probability of y being a witness of nonmonotonicity in lines 6-7 is at least 1/2, by virtue of i being active. Summing up, we get that the probability of rejecting in a single iteration of the loop in line 1 is at least ε/4. Repeating O(ε −1 ) times gives a constant probability of rejecting.
We note that the additive constant 1 in the query complexity can be eliminated using a simple technical observation. Indeed, notice that, for x chosen in line 2, if p int(x) > 1/2 then x cannot be strongly active by definition, and therefore that iteration can be aborted without any query. If p int(x) 1/2 then we can eliminate one iteration from the while loops by initializing = 2p int(x) instead of = p int(x) and by slightly decreasing the probability of success in each iteration of the repeat loop. This gets rid of the additive constant, and concludes the proof of Theorem 1 in the
A property tester for ([n] d , U )
We start by noting that a more efficient property tester for this domain and distribution can be achieved using the methods of [2] , but we prove an important inequality here (Lemma 13) that is generalized for the product-distribution case in the next section.
Let
To prove that the above algorithm is an ε-monotonicity tester for f , we will need the following lemma. It is an improved version of a theorem from [12] 
Finally, for i = 1, . . . , d we define the functions ϕ
(1)
. We claim that outside the set {ϕ 
By definition of
Since these values are in {0, 1}, we get that 
(x) f(x (1) ). A similar argument shows that f(y (1) ) f(y).
We make an inductive argument, using the functions ϕ (2) L and ϕ (2) R to show that f(x (1) ) f(y (1) ). The general inductive step generates points x (i) y (i) that agree in the first i coordinates, and such that ϕ
. In the base step we will end up with We will prove this lemma shortly. As a consequence, the combined size of {ϕ 
highdim-monotonicity-test
Clearly, for D = U highdim-monotonicity-test is equivalent to highdim-mon-uniform-test.
We start with the query complexity analysis. The call to monotonicity-test in line 4 has query complexity O(H j ) (the entropy of D j ). Therefore, the expected query complexity in each iteration of the repeat loop is ( we use the well known identity that the entropy of a product of independent variables is the sum of the individual entropies). Therefore the total running time is O (ε −1 2 d H) , as claimed.
We prove correctness. Clearly, if f is monotone then highdim-monotonicity-test accepts with probability 1. Assume f is ε-far from monotonicity. In order to lower bound the success (rejection) probability of line 4, we want to lower bound the average axis-parallel distances to monotonicity of f , similarly to Lemma 13. In order to do that, we consider the continuous case. Recall the definition of the functionf : I d → ‫ޒ‬ from Section 2. Letε be its distance from monotonicity w.r.t. the Lebesgue measure, andε i its corresponding axis-parallel distances. We need the following lemma, which is a continuous version of Lemma 13.
Proof. The proof is basically as that of Lemma 13, with a redefinition of
R . We pick an arbitrarily small > 0, and define the set B i ⊆ I d as the set {f / = g} for some i -monotone g with distance at
We then define the following continuous versions of L , R , which are now operators on measurable {0, 1} functions over I :
The operator i L (respectively i R ) on functions of I d applies L (respectively R ) on all lines of the form . By the analysis of monotonicity-test, we know that the probability of rejecting in a single iteration of the repeat loop is ( ). Therefore, by repeating O(1/ ) times we get constant probability of success. This completes the proof of Theorem 1.
The product distribution-free case
We prove Theorem 2. The theorem states the existence a property tester with query complexity O We cannot simply run highdim-monotonicity-test on f , because that algorithm expects the argument D to be the actual probabilities of the distribution. In the distribution-free case, we can only pass an oracle [D] , which is a distribution sampling function. Therefore our new algorithm, highdim-monotonicity-test-distfree will take f , oracle [D] and ε as input. . Algorithm monotonicity-test1 is defined to be exactly Halevy-Kushilevitz's 1-dimensional distribution-free monotonicity tester 1 [11] . We omit its description here and refer the reader to [11] . The running time of a single iteration of the repeat loop of monotonicity-test1 is O(log n), and the total running time is O(ε −1 d2 d log n), as required.
highdim-monotonicity-test1
Let f denote the one dimensional function f j i 1 ,...,î j ,...,i d
, as chosen in line 4 of highdim-monotonicity-test1, and let ε be its distance from monotonicity w.r.t. D j . In [11] it is proven that a single repeat-loop iteration of monotonicity-test1 (f , oracle[D j ], * ) rejects with probability (ε ). But we showed in Section 5 that E[ε ] 
Proof of Lemma 17
Let B denote the set {x|v(x) = 1}, and C denote {x|( L v)(x) = 1}. We want to show that (C) 2 (B). It suffices to show that for any ε > 0, (C) (2 + ε) 
(B).
For y < x, define
That is, (y, x) is the measure of the set {v = 1} conditioned on [y, x]. Clearly, is continuous in both variables. Pick an arbitrary small ε > 0. Let C ε be the set of points x ∈ I such that there exists y < x with (y, x) > 1/2 − ε. For x ∈ C ε , we say that y is an ε-witness for x if (y, x) > 1/2 − ε. We say that y is a strong ε-witness for x if for all z : y < z < x, (y, z) > 1/2 − ε.
Claim 18. If x ∈ C ε , then there exists a strong ε-witness y for x.
Assume otherwise. Let y be any ε-witness for x. Since y is not a strong ε-witness for x, there exists z : y < z < x such that (y, z) 1/2 − ε. Let z 0 be the supremum of all such z. Clearly, y < z 0 < x (z 0 cannot be x because then by continuity of we would get (y, x) 1/2 − ε). We claim that z 0 is a strong witness for x. Indeed, if for some z : z 0 < z < x we had (z 0 , z ) 1/2 − ε, then it would imply (y, z ) 1/2 − ε, contradicting our choice of the supremum. This proves Claim 18.
For all x ∈ C ε , let y(x) be the infimum among all strong ε-witnesses of x. We claim that for x / = x , the intervals [y(x), x) and [y(x ), x ) are either disjoint, or y(x) = y(x ). Otherwise, we would have, without loss of generality, y(x) < y(x ) with both x, x > y(x ). But then any strong ε-witness for x that is strictly between y(x) and y(x ) (which exists) is a strong ε-witness for x , contradicting the choice of y(x ). Therefore, the set Y = y(C ε ) (the image of y(·)) is countable, and for any y 0 ∈ Y there exists an x(y 0 ) > y 0 which is the supremum over all x : x > y 0 such that y(x) = y 0 . For two distinct y 1 , y 2 ∈ Y , the intervals [y 1 , x(y 1 )) and [y 2 , x(y 2 )) are disjoint. Let D = ∪ y∈Y [y, x(y)). Clearly, by continuity of , for all y ∈ Y , ([y, x(y))) ([y,x(y) 1/2−ε . We now claim that up to a set of measure zero, C is contained in C ε ∪ (B\D). Indeed, any point z ∈ C that does not belong to neither C ε nor B\D must belong to B ∩D. But since the interior of D is contained in C ε , we conclude that z ∈ B ∩ ∂D, a measure-zero set. We conclude that (C) (B) 1/2−ε , as required.
Future work
(1) Lower bounds: The best known lower bound for the one-dimensional uniform distribution nonadaptive property tester [3] is (ε −1 log n). An optimal lower bound of (log n) (for constant ε) in the adaptive setting was proven by Fischer [5] . For arbitrary distribution it is possible, using Yao's minimax principal, to show a lower bound of (ε −1 log(ε/p max )), where p max is the maximal probability in the distribution. Note that log(1/p max ) can be arbitrarily smaller than H . It would be interesting to close the gap, as well as generalize for higher dimension. (2) High-dimensional monotonicity: It is not known if Lemma 13 is tight. Namely, is there a high dimensional function that has axis-parallel distances from monotonicity exponentially (in d) smaller than the global distance to monotonicity? We note that even if the exponential dependence is tight in the inequality, it would not necessarily mean that the property testing query complexity should be exponential in d (other algorithms that are not based on axis-parallel comparisons might do a better job). (3) Other posets and distributions: It would be interesting to generalize the results here to functions over general posets [7] as well as arbitrary distributions (not necessarily product distributions). (4) More information theory in property testing: It would be interesting to see how the entropy or other complexity measures of D affect the query complexity of other interesting property testing problems.
