Abstract. We present a new optimization-based method for atomistic-to-continuum (AtC) coupling. The main idea is to cast the coupling of the atomistic and continuum models as a constrained optimization problem with virtual Dirichlet controls on the interfaces between the atomistic and continuum subdomains. The optimization objective is to minimize the error between the atomistic and continuum solutions on the overlap between the two subdomains, while the atomistic and continuum force balance equations provide the constraints. Splitting of the atomistic and continuum problems instead of blending them and their subsequent use as constraints in the optimization problem distinguishes our approach from the existing AtC formulations. We present and analyze the method in the context of a one-dimensional chain of atoms modeled using a linearized two-body next-nearest neighbor interactions.
1. Introduction. Atomistic-to-continuum (AtC) coupling methods aim to combine the efficiency of continuum models such as PDEs with the accuracy of the atomistic models necessary to resolve local features such as cracks or dislocations that can affect the global material behavior. Specifically, suppose that an atomistic model gives an accurate description of the true material behavior in a domain Ω, but that this model is prohibitively expensive to solve on the whole domain. The core of AtC formulations is to keep this model only where the fully atomistic description is required to accurately represent local features, while utilizing a more efficient continuum model in the rest of Ω. Existing AtC methods differ chiefly by the manner in which these models are joined together, which is also the main challenge in the AtC formulation.
To explain the main ideas we can consider a scenario where Ω is subdivided into an atomistic and a continuum subdomain, Ω a and Ω c , such that Ω a ∪ Ω c = Ω and Ω a ∩ Ω c =: Ω o = ∅. The overlap domain Ω o is often referred to as the handshake or blending region. In an AtC method, we use the atomistic description on Ω a and the continuum description on Ω c . The problem then is how to couple the two different descriptions of the material over the overlap region, Ω o .
Attempts at this problem thus far can be characterized as either energy-based, where a coupled energy is defined to be minimized; or force-based, where internal and external forces in Ω a and Ω c are equilibrated. In either case, the resulting AtC methods often involve some form of blending of the energy and/or the forces over the overlap region.
The extension of the Arlequin method [2] and quasicontinuum method [13, 17] are examples of blended energy AtC methods in which the continuum and atomistic energies are combined over Ω o using a partition of unity. The blended functional is then minimized over Ω subject to a constraint expressing equality (in a suitable sense) of the atomistic and continuum displacements in Ω o .
A standard way to define an AtC method using force blending is to start from the variational form of the atomistic and continuum models and blend the corresponding weak forms over Ω o . We refer to [1] and [14] for investigations of blended force-based AtC formulations. A more extensive investigation of these and other AtC methods has been presented in [18] .
In this paper, we formulate and analyze an optimization-based AtC method which differs significantly from the existing AtC approaches. The main idea is to cast AtC as a constrained optimization problem with virtual Dirichlet controls on the interfaces between the atomistic and continuum subdomains. The objective in this optimization problem is to minimize a suitable norm of the difference between the atomistic and continuum displacement fields over the overlap region Ω o , while the atomistic and continuum force balance equations on Ω a and Ω c provide the constraints. Because we consider splitting the original problem over Ω into two subproblems over Ω a and Ω c , we also must impose some form of boundary condition on the two interfaces between Ω a and Ω c in order to have a well-posed problem. In the context of the optimization formulation, these boundary conditions act as Dirichlet controls. However, they are virtual, or artificial controls, because the boundaries on which they are imposed are artificial rather than actual domain boundaries.
While the AtC methods in [2, 7, 13, 14, 17] also involve a constrained optimization formulation, they differ fundamentally from the approach developed in this paper. Most notably, the former minimize a blended energy functional subject to constraints forcing the equality of the atomistic and continuum displacements over Ω o . In contrast, our approach completely separates the two models and minimizes the discrepancy of the atomistic and continuum displacements in Ω o subject to the two models acting independently in Ω a and Ω c . The reversal of the roles of the constraints and objectives in our approach, relative to blending methods, bears some important theoretical and computational advantages. It addresses the problem of blending two physical models over a shared spatial region by minimizing instead the mismatch of the deformations in the overlap region which is less restrictive on the overall formulation.
The use of optimization and control ideas for AtC further gives rise to a number of attractive theoretical and computational properties. For instance, we are able to infer key properties of the method from its atomistic and continuum constituencies, as illustrated in the proof of Lemma 4.2. This should be contrasted to the force-based quasicontinuum operator which fails to be stable in specific norms even though both atomistic and continuum force operators are stable [11] .
The primary computational advantage of the proposed method is that code to implement the method can be built upon preexisting code for solving individual atomistic and continuum problems. Since the core feature is minimizing the difference between solutions of an atomistic model and a continuum model, all that is required is a linking program between the two algorithms which carries out the optimization.
Our AtC work follows a number of previous efforts exploring the use of optimization and control ideas for the design of numerical methods [3] [4] [5] 15, 16] . Conceptually, our approach is closest to the virtual control techniques for heterogeneous domain decomposition developed in [12] . In that setting, both domains are modeled using a local, continuum (PDE) model, whereas here we are concerned solely with coupling a nonlocal atomistic model with a local continuum model.
Since the main goal of this paper is to demonstrate the application of optimization and control ideas to AtC, we formulate and analyze our method using a linearized 2 Lennard-Jones type atomistic model [8, 10, 19] . For completeness, we review this model in Section 2. We present the new method in Section 3 and analyze its error in Section 4. Section 5 summarizes our conclusions.
2.
Preliminaries. This section establishes the notation and defines the model atomistic problem. Application of the Cauchy-Born rule [10] to this problem yields the continuum formulation.
2.1. The atomistic model. We consider a chain of N + 1 atoms with reference (undeformed) positions X i , i = 0, . . . , N . The atomic positions in the deformed configuration are x i , i = 0, . . . , N , and u i = x i − X i is the displacement of atom i. We assume each atom interacts with its first and second neighbors through a linearized Lennard-Jones type potential. Thus, we can effectively think of atoms interacting with first and second neighbors via linear springs with spring constants k 1 > 0 and k 2 , respectively, and equilibrium lengths and 2 , respectively. For the linearization of typical interatomic potentials such as Lennard-Jones, the second neighbor spring constant satisfies k 2 < 0 [10] and so is not a physical spring, but we will assume k 2 < 0 in the following. We also assume nearest neighbor interactions dominate second neighbor interactions with the hypothesis
which is also necessary and sufficient for the stability of the atomistic problem [11] we consider below. For simplicity, we set the lattice parameter = 1. 
We impose homogeneous Dirichlet boundary conditions by fixing the atoms in Γ − and Γ + . The corresponding homogeneous space of admissible displacements is then
We assume that a dead load external force, f ∈ U 0 , is applied at each atom site resulting in a total energy of
An equilibrium configuration of the lattice under the dead load is then given bỹ
The Euler-Lagrange equations
for (2.4) give the force balance constraints at each internal atom. We express these constraints using the finite difference operators ∆ 1 , ∆ 2 : U 0 → U 0 defined by
From (2.5), the internal force at site
Thus, the necessary conditions for the equilibrium of the atomistic system are
The system of linear algebraic equations (2.6)-(2.7) represents the fully atomistic problem, which we write compactly as:
where
2.2. The continuum model. To derive the continuum (local) model, we use the Cauchy-Born rule u i ≈ 1/2(u i+1 + u i−1 ); see [18] , to approximate the second neighbor interactions by first neighbor interactions
Substitution of the Cauchy-Born approximation (2.9) into the atomistic energy (2.2) yields the continuum potential energy 10) where k c = k 1 + 4k 2 . We note that a surface Cauchy-Born correction is not needed for (2.10) since we are assuming that u i = 0 for i ∈ Γ − ∪ Γ − . We now define the total continuum energy under a force f ∈ U 0 as
An equilibrium configuration of the continuum model minimizes the total energy:
The Euler-Lagrange equations for (2.12) are given by
14)
The system of linear algebraic equations (2.13)-(2.14) represents the continuum problem. Setting C = −k c ∆ 1 , this system assumes the form:
2.3. The continuum modeling error. The error in the approximation of the atomistic solution by the continuum solution is given by the following proposition.
Proposition 2.1. There exists a fixed constant c 0 , independent of N andũ a , such that
Proof. To estimate the continuum modeling error, we observe that
Now C is just the 1D discrete Laplacian on Ω with homogeneous Dirichlet boundary conditions at atom sites 1 and N − 1. So, the minimum eigenvalue for C is λ 1 = 4k c sin 2 π 2(n+1) where n = N − 3 is the number of unconstrained atoms. Using that u a −ũ c = 0 at atoms 1 and N − 1 implies Cũ c = f = Aũ a , which yields the following bound:
3. Optimization-based AtC formulation. As with any AtC formulation, we begin by splitting Ω into atomistic, continuum, and overlap regions
where 0 < K < L < N . The strict interiors of these domains are
and their boundaries are
Here and in the remainder of the paper, we find it convenient to use modified Vinogradov notation where the implied constant is independent of the parameters K, L, and N . Thus, X Y means there is a positive constant c such that X ≥ cY with c independent of K, L, and N .
Recall that the main objective of an AtC method is a stable, accurate, and efficient approximation of the lattice displacements by using the atomistic model on Ω a , employing the continuum approximation on Ω c , and accurately merging them together on Ω o . It follows that the efficiency of AtC methods hinges on the assumption that the atomistic region is small compared to the continuum region. On the other hand, it is intuitively clear that a stable and accurate AtC method requires some conditions on the size of Ω o . These assumptions are pivotal to our analysis and we formalize them below.
Assumption A. There exists a real number p > 1 such that
There exists a real number γ,
In other words, we assume that
e., the overlap region's size is at least twice the size of the interaction range; see Fig. 3 .1. The assumption that γ is constant means the ratio of the overlap width to the size of the atomistic region is constant, or equivalently, that the ratio of K to L is constant. We formulate the optimization-based AtC method in two steps. The first step defines independent atomistic and continuum subproblems on Ω a and Ω c , respectively, whereas the second step merges these problems by minimizing the mismatch of their solutions on Ω o . To describe the first step, we introduce the spaces 
with analogous changes made to overlap boundaries and interiors and the displacement and trace spaces. Thus, the left, artificial boundary and the right, true boundary of the continuum region are single atoms. The continuum displacement at atom N is zero since this is a true boundary condition of the original problem. To simplify notation in upcoming computations, we setN := N − 1; see (3.2) . We define the atomistic subproblem as a restriction of (2.8) to Ω a with inhomogeneous boundary conditions at the artificial atomistic boundary Γ + a , i.e., given θ a ∈ Λ a we seek u a ∈ U a such that
Similarly, the continuum subproblem is a restriction of (2.15) to Ω c with inhomogeneous boundary condition at the artificial continuum boundary Γ − c : given θ c ∈ Λ c we seek u c ∈ U c such that
Thanks to the boundary conditions prescribed on the artificial boundaries, the subdomain problems (3.2)-(3.3) are well-posed and can be solved for any given θ a and θ c . However, because θ a and θ c are unknown, the solutions to (3.2) and (3.3) cannot yet be determined.
The second step in the formulation of our AtC method is the merging of (3.2) and (3.3) into a single well-posed problem for the unknown states u a and u c , and the unknown boundary conditions θ a and θ c . Intuitively, we desire that
In many hybrid AtC methods these, or similar conditions, are used to constrain the hybrid force balance equations or the minimization of a hybrid energy functional; see e.g., [2, 7, 14] . However, there is no canonical way of enforcing strong or weak type equality of fundamentally different atomistic and continuum solution states. The cornerstone of our optimization-based AtC approach is to view (3.4) as the optimization objective rather than as the constraint. Specifically, in the context of our model problem, the quantity
provides a notion of an artificial "mismatch" energy between the solutions of (3.2) and (3.3) in the overlap region. Instead of forcing this energy to be exactly zero, which does not yield a problem with a solution, we seek to minimize it subject to the atomistic and continuum force balance equations (3.2) and (3.3) holding independently in Ω a and Ω c . Succinctly, our new AtC formulation is the following constrained optimization problem:
In the language of constrained optimization, the functions u a ∈ U a and u c ∈ U c are the states, and the artificial boundary conditions θ a ∈ Λ a and θ c ∈ Λ c are the controls. The purpose of the controls is to allow the states to adjust so as to provide the smallest possible value of the objective while still satisfying the constraints. In the context of (3.
We shall show below that the optimization problem (3.6) is well-posed. But before investigating this, we show the optimization-based AtC formulation (3.6) satisfies a patch test criterion.
Patch Test Consistency.
The bane of all atomistic-to-continuum coupling mechanisms is the existence of nonphysical ghost forces arising on the interface of the continuum and atomistic regions [9, 20] . The patch test is a well-known test for determining the existence of ghost forces by checking whether a uniform strain is an equilibrium solution to the proposed method on a perfect lattice under zero external forces [18, 20] . As with force-based methods, the optimization formulation (3.6) is patch test consistent by design. Indeed, if we replace the homogeneous Dirichlet boundary conditions by the inhomogeneous boundary conditions 3.2. Well-Posedness. To establish that the optimization-based AtC formulation (3.6) is well-posed, we switch to the reduced space form of the optimization problem, which requires the elimination of the states from (3.6). In our case, this task is trivial because for any pair of virtual controls {θ a , θ c } ∈ Λ a × Λ c the constraints
and
have unique solutions u a = u a (θ a ) ∈ U a and u c = u c (θ c ) ∈ U c . Using these solutions in (3.6) transforms the latter into an equivalent unconstrained minimization problem
This problem, in terms of the virtual controls only, is the reduced space form of (3.6) . We analyze (3.8) following the strategy in Gervasio et al. [12] . Specifically, for any given {θ a , θ c } ∈ Λ a × Λ c we split the solutions of the constraint equations (3.7) as
where the homogeneous components u a,0 ∈ U a,0 and u c,0 ∈ U c,0 solve
respectively, whereas v a (θ a ) ∈ U a and v c (θ c ) ∈ U c solve
respectively. We will prove the following stability result for (3.
Remark 3.1. The bounds (3.12) continue to hold when we take homogeneous Dirichlet boundary conditions on Γ 
The following result is key to proving that the reduced space problem (3.8), respectively (3.13), has a unique minimizer. Theorem 3.2. The form
defines an inner product on Λ a × Λ c . Proof. The proof follows from the inequality (4.15) in Lemma 4.2.
Theorem 3.2 allows us to recast the reduced space problem (3.13) as min {θ a ,θ c }∈Λa×Λc
where · (Λa×Λc) is the norm induced by (3.14). The necessary optimality condition (Euler-Lagrange equation) for (3.15) is the following variational equation: find {θ a , θ c } ∈ Λ a × Λ c such that
for all {µ a , µ c } ∈ (Λ a × Λ c ) . Theorem 3.2 and the Riesz representation theorem imply that (3.16) has a unique solution, thereby establishing the well-posedness of the reduced space problem (3.13). Remark 3.3. There are two principal pathways for the analysis and the numerical solution of the constrained optimization problem (3.6). The first one, which we adopt in this paper, relies on the strictly convex reduced space problem (3.8) and its equivalent forms (3.13) and (3.15) . In this case the practical implementation of the AtC method involves the solution of the strongly coercive Euler-Lagrange equation (3.16), followed by the recovery of the atomistic and continuum states from the virtual controls.
The second pathway relies on Lagrange multipliers to enforce the constraints in (3.6) and yields a saddle-point optimization problem. The latter can be analyzed using the Brezzi's theory [6] , while implementation of the AtC method then requires the solution of a weakly-coercive, mixed-type optimality system. We note that showing the conditions of the Brezzi theory is essentially equivalent to showing the well-posedness of the reduced space problem.
Remark 3.4. Let A c be the restriction of A to the continuum subdomain Ω c . Substituting A c for C c in (3.6) yields a constrained optimization formulation that is equivalent to the global atomistic problem (2.8). The corresponding reduced space problem and its Euler-Lagrange equation differ from (3.15) and (3.16) only by the use of the atomistic operator A c instead of C c . As a result, the variational problem (3.16) can be thought of as resulting from a modification of the bilinear form associated to the original problem very similar to a nonconforming finite element method.
Consistency and Error Analysis. This section analyzes the error between the true solutionũ
a to the atomistic problem (2.6) and the solution of the optimization-based AtC formulation (3.6).
To proceed with our analysis, let {θ These are the optimal states. Using these states we define the AtC approximation tõ u a as
For the error analysis, it is convenient to express the approximate AtC solution as
op } , where the affine operator, P : Λ a × Λ c → U 0 , is defined by
Thus, the error of the AtC approximation (4.1) is
To analyze (4.3) it is advantageous to split P into a linear part, Q, and constant term, U 0 , dependent only on the homogeneous data, i.e., P = Q + U 0 where
We also introduce the trace operator r : U 0 → Λ a × Λ c such that
Because r a (ũ a ) contains the exact values of the atomistic solution, it follows that
We define the continuum lifting of the exact atomistic trace on Λ c as
It is a matter of unraveling these definitions to see that
To estimate the AtC approximation error we split (4.3) into two parts:
where · (Λa×Λc) is the norm induced by (3.14) and
The first term in (4.8) is the consistency error of the operator P . Using (4.7) 10) i.e., the consistency error is confined to the purely continuum region. The second term is proportional, up to a factor of Q , to the approximation error 2 in the solution of the reduced space problem (3.13). We proceed with an estimate of the approximation error, followed by a bound on the operator norm Q . = sup
(4.12)
Using Definition (3.14), (4.5) and (4.6), we can obtain
Using this identity in (4.12) completes the proof.
The following lemma estimates the norm of Q. Lemma 4.2. Under Assumption A and Assumption B, the norm of Q is bounded by
where the implied constant is allowed to depend on p.
Proof. Definition (4.9) implies that (4.13) will follow if we can show that
(4.14) On the other hand, the definition of Q and (3.14) imply that (4.14) is equivalent to
for all {µ a , µ c } ∈ Λ a × Λ c . To prove (4.15) we use the structure of v a (µ a ) and v c (µ c ). Recall that v c (µ c ) ∈ U c solves the continuum submodel
It is straightforward to verify that v c (µ c ) is a linear function, i.e., 16) where α c = µ c K . On the other hand, v a (µ a ) ∈ U a solves the atomistic submodel
are the dominant linear and exponential modes with α 1 and α 2 determined by the boundary conditions below. Meanwhile, v 3 and v 4 are corrections to ensure that
To obtain v 2 we need the roots of the characteristic polynomial of A a
which are given by (see [9] )
in (4.17) . Note that 0 < λ < 1, as seen from the assumptions k 1 > 0, k 2 < 0, and k 1 + 4k 2 > 0.
The coefficients α 1 and α 2 are uniquely determined from the boundary condition v a (µ a ) = µ a on Γ + a , which yields the following 2 × 2 system:
Recall that α c = µ c K . In the following, we define
According to Remark 3.1, the result of Lemma 3.1 applies to v 3 and v 4 , and so, 
We proceed with estimating
is similar to the term in (3.14) defining the trace norm · * (Λa×Λc) , but it is simpler in that both v 1 and v c solve continuum problems. We will prove in Appendix B that
for large N. Furthermore, summing a finite geometric series shows 
(4.25)
Using the inequalities (4.23), (4.24), and (4.25) in (4.22) produces
(4.26)
For a sufficiently large overlap region, there holds
which guarantees the positivity of the terms multiplying α 
Similarly, using (4.27) in (4.21) yields
To complete the proof, we use the above results to estimate the left-hand side in (4.15):
Estimates of the norms of v 1 , v 2 , v 3 , v 4 , and v c follow from (3.12) in Lemma 3.1, (4.24) and (4.20) , respectively. The final inequality, which establishes the assertion of the lemma, is a consequence of (4.28).
All results necessary for the completion of the AtC approximation error bound in (4.8) are now in place.
Proposition 4.1. Letũ a solve (2.6) and θ a op , θ c op be the minimizer of (3.13). The AtC solution satisfies the error bound
Proof. Recall the split of the AtC solution error into a consistency error due to P and the approximation error in the reduced space problem (3.13):
, Using (4.10) for the consistency error, (4.11) for the approximation error, and (4.13) for operator norm yields the result of the proposition.
Proposition 4.1 reveals that the accuracy of the AtC approximation is determined by two independent factors. Replacing the atomistic model with a continuum model on Ω c introduces the continuum modeling error ũ a − u c 2 (Ωc) , which is independent of the choice of the coupling mechanism. An inherent assumption in atomistic-tocontinuum coupling is that the continuum model closely approximates the atomistic model in the continuum region, which can be expected when there are no defects in the continuum region [18] . Thus, we expect ũ a − u c 2 (Ωc) to be small so long as this assumption holds. On the other hand, the coupling mechanism via the optimization framework introduces the prefactor
which depends on the size of the overlap region. As can be expected, the AtC error is inversely proportional to the size of Ω o . We can precisely estimate the modeling error by applying the estimate (2.16) to the domain Ω c . The operator C is now the 1D discrete Laplacian on Ω c with homogeneous Dirichlet boundary conditions at K and N − 1. Thus, the minimum eigenvalue for C is λ 1 = 4k c sin 2 π 2(n+1) where now n = N − K − 2 is the dimension of C. We then have sinceũ a − u c = 0 at atoms K and N − 1 that
The estimate (4.30) confirms that the modeling error is small wheneverũ a is smooth over the continuum region in the sense that ∆ 
is the AtC solution and P is defined by (4.2). Note that the dependence of the AtC error on the size of the overlap domain is unchanged, i.e., as the overlap width is increased, the error decreases. In the present situation, we did not coarse-grain the continuum region, so the only increase in complexity comes from increasing the size of the atomistic and continuum regions.
Thermodynamic limit. By letting N → ∞, the problem above is an example of a thermodynamic limit. A further estimate would typically be obtained by assuming the fully atomistic solution decays sufficiently rapidly as N → ∞. See [18] for an analysis in this setting for quasicontinuum methods.
We may conversely introduce an interatomic spacing parameter with dependent norm u = u 2 i .
and scaling the lattice by j → j scales
The estimate in (4.31) under this scaling is
which is the scaling limit as → 0. See [11] for the derivation of a similar estimate in the case of the force based quasicontinuum operator in which is maintained as a parameter throughout. Recalling Assumptions A and B, if the overlap region Ω o has width |Ω o | := (L − K) 1/p in the scaling limit, then we obtain the bound
Hence, we may achieve any power of in the interval 3 2 , 2 for p > 1. 5. Conclusion. This paper formulates and analyzes a new, optimization-based strategy for atomistic-to-continuum coupling. Specifically, we pose the problem of coupling a non-local, atomistic description of a material with a local, continuous description as a constrained optimization problem. The objective is to minimize the 2 difference between the continuum and atomistic displacement fields over an overlap region, subject to constraints expressing the atomistic and continuum force balances in the respective subregions. The traces of the atomistic and continuum solution components on the boundary of the overlap region act as virtual boundary controls. Thus, our approach can be viewed as an extension of the heterogeneous decomposition method [12] to the AtC context.
Appendix A. Stability of atomistic and continuum problems. In this appendix, we prove the result stated in Lemma 3.1: To prove the first bound in (A.1), we note that the atomistic solution, v a (θ a ), may be written as where the coefficients of the quadratic form in (B.1) are given bỹ
respectively. Summing the finite series for each coefficient yieldsÃ = β · A,B = β · B, andC = β · C where the common factor is β = (1 + L − K) and This completes the proof.
