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Density Functional Theory (DFT) was used to study a series of heterobimetallic 
complexes of ruthenium with zinc, gallium and indium. In this thesis, Chapter 1 presents 
an introductory discussion on the fundamental computational approaches and Chapter 2 
describes a literature survey of transition metal complexes featuring Zn, Ga and In 
moieties. Chapters 3, 4 and 5 look at the mechanisms of the reactions of the Ru-H species 
67, [Ru(IPr)2(CO)(H)]
+, with ZnEt2, InMe3 and GaMe3, respectively, as well as the 
reactivities of the resultant heterobimetallic complexes with small molecules. Bonding 
analyses of the heterobimetallic complexes are also reported. In Chapter 3, the formation 
of [Ru(IPr)2(CO)ZnEt]
+, 68, is modelled and shown to involve Et transfer from Zn to Ru 
followed by the reductive elimination of ethane. 68 is shown to be a Ru(0)-Zn(II) species. 
H2 activation at 68 occurs homolytically to produce [Ru(IPr)2(CO)(‒H2)(H)2(ZnEt)]
+, 
69. Mechanisms for H2 loss from 69 to give [Ru(IPr)2(CO)(H)2(ZnEt)]
+, 70, and H/H 
exchange in 69 and 70 were also characterised. Chapter 4 presents the computed 
mechanism for the formation of 71, [Ru(IPr)2(CO)(Me)InMe]
+. As with the Ru-Zn 
chemistry, this involves alkyl transfer along with a reductive elimination step. A second 
alkyl group then transfers to Ru to give 71 which is characterised as a Ru(II)-In(I) species. 
H2 activation at 71 occurs via a -CAM mechanism which releases methane to form 
[Ru(IPr)2(CO)(‒H2)(H)(InMe)]
+, 72. A computed mechanism for the reaction of 71 
with CO shows that addition of the first CO to Ru transfers the Me group back to In with 
a low energy barrier to give a Ru-indyl species which can then be trapped by the addition 
of the second CO to give 74, [Ru(IPr)2(CO)3(InMe2)]
+. In Chapter 5, reaction of 68 with 
GaMe3 to give 77, [Ru(IPr)(CO)(GaMe2IPr)]
+, is modelled. In this process, instead of 
transferring a second Me from Ga to Ru, an IPr ligand transfers from Ru to Ga to give the 
77 which is shown to be a Ru(0)-Ga(III) species. Discrepancies between the stability of 
77 and the Ga congener of 71 were found but could not be resolved. Chapter 6 focuses 
on two new Cu complexes, [(6-Mes)Cu(HBR3)] (R = Et and C6F5), that are characterised 
as Cu-borate complexes. Modelling the isolated species in the gas phase shows that the 
geometry of the {CuHBR3} unit is sensitive to the functional choice and dispersion 
correction, with M06 and B97xD giving the best overall results. Calculations in the 
extended solid state using periodic DFT showed the geometries are still sensitive to the 
functional choice but now dispersion is well balanced by the inter-molecular interactions. 
The PBE functional gives the best overall results. 
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Chapter 1 – Theoretical Background 
This chapter provides a brief overview of computational methods most often employed 
in this thesis. The first sections of this chapter briefly reviews the fundamental concepts 
in quantum mechanics and continues with an overview of the Hartree-Fock (HF) and 
Density Functional Theory (DFT). The next sections then describe different 















 The Schrödinger Equation 
Central to computational chemistry is the solution of the Schrödinger equation:1  
 
Ĥ = E 
Eq. 1-1 
 
This equation describes a system with the wave function,  and involves the Hamiltonian 
(Ĥ) operator which represents the total energy (E) of the system. For a molecular system 
with N electrons and M nuclei, the Hamiltonian operator can be constructed by the 
equation below:  
 







































=  T̂e +  T̂N + V̂Ne + V̂ee + V̂NN   
Eq. 1-2 
 
In Eq. 1-2, the first two terms represent the summations of kinetic energy (T̂) of the N 
and M particles, respectively. The Laplacian operator, ∇q
2, is the second derivative of the 
position of the particle q with respect to the three Cartesian coordinates. MA is the mass 















The third term describes the interaction between the nuclei and electrons (V̂Ne). This term 
is always attractive and therefore, it is always stabilising. The degree of stabilisation 
depends on the nucleus charge, ZA and the distance between the nucleus and electron, riA.   
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The last two terms represent the potential energy related to the electron-electron (V̂ee) and 
nuclear-nuclear (V̂NN) interactions, respectively. These types of interactions are always 
repulsive and therefore, they destabilise the system.  
For hydrogenic systems (i.e. systems with one electron), the Schrödinger equation can be 
solved exactly. However, for systems with more than one electron, it is necessary to make 
approximations. In this regard, the Schrödinger equation can be simplified if we pay 
attention to the fact that the nuclear mass of hydrogen nucleus (i.e. a proton) is roughly 
1800 times larger than the mass of an electron. This allows us to consider that the nucleus 
moves significantly more slowly than the electron. In this case, the motion of the nucleus 
can be decoupled from the electron and the nucleus position can be treated as fixed in the 
space. The consequence of this approach is the setting of the kinetic energy of the nuclei 
to zero. This approximation is called the Born-Oppenheimer (BO) approximation.  The 
























= T̂e+ V̂Ne + V̂ee   
Eq. 1-4 
 
The Schrödinger equation under the BO approximation is: 
 
Ĥelec elec = Eelec elec  
Eq. 1-5 
 
where the action of the electronic Hamiltonian operator, Ĥelec, upon the electronic wave 
function, 
elec
, gives the electronic energy, Eelec. Summation of the nuclear-nuclear 




Etot = Eelec + Enuc 
Eq. 1-6 
 
In the Hamiltonian operator, the electron-electron interaction is composed of three 
different terms; the Coulomb, exchange and correlation interactions. These terms will be 
discussed in detail in the following sections. 
 
 The Variational Principle 
For N-electron systems (N>1), the exact form of the wave function is unknown. 
Therefore, in order to solve Schrödinger equation under the BO approximation, the wave 
function of the system must also be approximated. In this line, a trial wave function 
(
trial
) can be constructed based on an initial guess. This trial wave function then can 
give the trial energy (Etrial ): 
 
Ĥ trial = Etrial trial  
Eq. 1-7 
 
Êtrial  can be equal to the actual ground state energy (E0 ) if the trial wave function is 




Etrial = E0                           if                             trial = exact  
Eq. 1-8 
 






Etrial > E0  
Eq. 1-9 
 
This principle can be used to improve the quality of the trial wave function. In this regard, 
any variation in the wave function which lowers the trial energy can be viewed as a better 
wave function than the former one. Therefore, the lowest trial energy corresponds to the 
best approximated wave function. Application of this principle, which is known as the 
variational principle, can be used to find the best approximated wave function and hence, 
the closest energy to the exact energy. 
 
 Spin Orbitals  
In the approximated wave function of an N-electron system, each electron wave function 
has two different components. First, the spatial part which is a function of the electron 
coordinates denoted by (r) and provides the electron probability distribution. Second, 
the spin part () which denotes the spin of electrons and can be spin up (()↑) or spin 
down (()↓). These two components can be combined to give a spin orbital function 
((x)).  
 
 Hartree-Fock Theory 
 Hartree Method 
As outlined above, for an N-electron system, approximations are required to solve the 
Schrödinger equation and a first step is to make an initial guess for the wave function. In 
this regard, in 1928, Hartree proposed a method to construct the many-body wave 
function. The basis of this idea was to treat an N-electron system as N individual particles. 
In this regime, electrons can be treated independently from each other, and the 
Hamiltonian can be constructed for each single electron. The resultant total wave function 





HP(r1, r2… , rN) =  1(𝐫𝟏) 2(𝐫𝟐)…N(𝐫𝐍)  
Eq. 1-10 
 
where HP is the Hartree-product wave function and composed of individual electron 
wave functions. By considering each electron as an independent particle, there are some 
major shortcomings. Firstly, this approach allocates specific positions for particular 
electrons. However, as electrons are not distinguishable, they cannot be labelled. 
Secondly, as electrons are fermions, when their positions are swapped, the sign of the 
wave function must change. 
 
(X1, X2) =  − (X2, X1) 
Eq. 1-11 
 
Thus, the Hartree approach does not satisfy the antisymmetry condition of the wave 
function.  
 
 Slater Determinants 
In an N-electron system, the indistinguishability of electrons can be addressed by 
distributing all N electrons across all possible positions. Interestingly, this can be captured 
by the determinant which is known as Slater determinant:  
 




χi(x1) χj(x1) … χk(x1)
χi(x2) χj(x2) … χk(x2)
⁞    ⁞      ⁞ 




The Slater determinant specifies the number of permutations which is all the possible 
ways to assign electrons to different spin-orbitals. According to this, there are N! ways to 
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distribute N electrons to N spin-orbitals. Each of these ways corresponds to one product 
of spin-orbitals. Therefore, by using the Slater determinant, electrons are no longer 
distinguishable.  
In the Slater determinant, electrons are in the columns and orbitals are in the rows. The 
interchange of any two rows or columns gives a minus sign behind the resultant wave 
function. Interestingly, this is the antisymmetry property of the wave function which is 
now captured and generalised to an N-electron system by the Slater determinant. 
For a two-electron system with same spin but in different orbitals, the Slater determinant 
can be constructed: 
 









The expansion of the determinant for this system is: 
 
(X1, X2) = 
1
√2
 [χ1(x1) χ2(x2)  −  χ2(x1)χ1(x2)] 
Eq. 1-14 
 
The product of the Slater determinant for this system involves two permutations. One 
permutation is related to the condition where electron 1 and 2 occupy χ1 and χ2, 
respectively. The other one is related to the condition where electron 1 and 2 swap their 
positions and occupy χ2 and χ1, respectively. In the latter case changes the sign of the 
overall wave function and this can capture the antisymmetric properties of the wave 
function.  
Interestingly, the product of the Slater determinant excludes the possibility that two 
electrons with the same spin occupy the same orbital. Therefore, the Slater determinant 
explicitly manifests the Pauli Exclusion Principle, since the determinant would vanish if 




 Hartree-Fock Equations 
To address the shortcomings of the Hartree approach, Fock adopted the Hartree approach 
with the Slater determinantal wave function. This has been known as the Hartree-Fock 
(HF) theory. In the HF approach, each electron features a Fock operator (f̂) which acts on 
the Slater determinantal wave function (
i




































+ V̂HF(i)  
Eq. 1-17 
 
where the first and second terms are the kinetic and the nuclear-electron potential 
energies, respectively. The last term, V̂HF, is related to the potential energy that electron i 
experiences due to the average charge distribution of the other electrons. This term is 
composed of two components, the Coulomb (Ĵ) and the exchange operators (K̂): 
 
V̂HF(x⃗ 1) =  ∑  (
N
j




In the context of two-electron system, the Coulomb operator is defined as: 
 






The Coulomb interaction is always repulsive and hence, it destabilises the system.  
The exchange interaction (K̂) is a property which arises from the interchanging of two 
electrons between two spin orbitals which is captured by the Slater determinant. This 
operator can be defined by: 
 
K̂j(x⃗ 1)χi(x⃗ 1) = [∫ χj
∗(x⃗ 2)r12
−1χi(x⃗ 2) dx⃗ 2] χj(x⃗ 1)  
Eq. 1-20 
 
Since there is no classical definition for the exchange operator, it can only be described 
by its effect on spin orbitals. In the case of electrons with parallel spins (i.e. either spins 
up or spins down), the exchange interaction results in the electrons being on average 
further apart from each other than a pair of electrons of opposite spin. This reduces the 
Coulomb interaction and therefore, it results in the reduction of destabilisation of the 
system. For electrons with anti-parallel spins (i.e. spins up and down), the integral 
becomes zero due to the orthonormality of spin orbitals. Therefore, no exchange 
contribution can be seen for such electrons with anti-parallel spin electrons. 
There is an unphysical phenomenon which reveals itself when there is no exchange 
operator. This unreal phenomenon is called self-interaction. The self-interaction is the 
interaction of one electron with its own average charge distribution. In the absence of the 
exchange operator, self-interaction destabilises the system due to the unreal self-Coulomb 
interaction. However, cancelation of the self-Coulomb interaction of an electron happens 
when an equivalent term called self-exchange interaction is taken into account. This 




 Self-Consistent Field 
In the one-electron Fock operator (f̂) (Eq. 1-17) the repulsive interaction (V̂HF(i)) of 
electron i with the charge density of other electrons (ρj) can be expressed by: 
 








However, in order to determine V̂HF and solve the one-electron Fock operator, the wave 
function should be determined first. Therefore, the solution of the equation is required to 
find its solution. This can be solved by an iterative procedure known as the self-consistent 
field (SCF) method. In this method, firstly, an initial set of orbitals (ψ) is used to generate 
the electron charge density. The electron charge density is then implemented to obtain 
V̂HF(i), solve the one-electron Fock operator and the HF equation. The solution of the 
Schrödinger equation then gives a new set of orbitals which can be presumably more 
accurate than the initial one. The new set of orbitals then again provides a new electron 
charge density and hence, a new set of orbitals. This procedure continues until the last set 
of the orbitals makes a very little change on the electron density and falls below a 
threshold criterion. The final set of orbitals can be referred to as the ‘converged’ SCF 
orbitals. 
 
 Electron Correlation in HF Theory 
As outlined above, HF theory employs an approximate wave function to obtain the energy 




Ecorr  =  E0 – EHF 
Eq. 1-22 
 
where Ecorr is the correlation energy. There are two types of electron correlations; 
dynamical correlation and non-dynamical correlation. The former corresponds to 
instantaneous electron-electron interactions which minimise the Coulombic interaction 
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and hence, it reduces the electron-electron repulsive interaction. The latter can be seen in 
situations where there are more than one Slater determinant to approximate the ground 
state wave function. For instance in systems with two degenerate frontier orbitals and two 
electrons available, each electron must occupy one of the degenerate orbitals to give the 
lowest energy state (i.e. triplet ground state). However, in the absence of non-dynamical 
correlation, both electrons can occupy only one of the degenerate orbitals to give one 
doubly occupied orbital and one empty orbital (i.e. singlet state). This therefore can result 
in a large discrepancy from the exact ground state energy. In this regard, one example is 
the homolytic cleavage of H2. This process should result in two hydrogen atoms in which 
each atom should have one electron (i.e. the first and second terms in Eq. 1-23). However, 
increasing the H⋯H distance until the complete dissociation of H‒H bond also gives two 
hydrogen atoms in which one atom has two electrons while the other hydrogen atom has 
no electron (the third and fourth terms in Eq. 1-23).  
 
(H↑⋯H↓) + (H↓⋯H↑) + (H↑↓⋯H) + (H⋯H↑↓) 
Eq. 1-23 
 
This therefore adds two ionic electron configurations, resulting in a significant error in 
the ground state energy.    
It should be noted that non-dynamical correlation can be seen in long-range distances 
where the dynamic correlation is negligible. However, in short-range distances, the 
dynamic correlation is more dominant over the non-dynamic one.  
 
 Density Functional Theory 
 Electron Density 
Electron density is a physical observable property which can be determined practically 
by X-ray crystallography experiments. This property can also be generated 
computationally. For an N-electron system, the electron density (ρ(r )) can be described 
as the probability of finding any of the N electrons with the arbitrary spin (ds 1) in a 




ρ(r ) = N∫…∫|(x⃗ 1, x⃗ 2, … , x⃗ N)|
2ds 1dx⃗ 2…dx⃗ N 
Eq. 1-24 
 
while the other N-1 electrons are elsewhere in space and can be described by the given 
wave function, .  
 
 The Hohenberg-Kohn Theorems 
Modern DFT originates from two fundamental theorems by Hohenberg and Kohn (HK). 
The first theorem states that the external potential, Vext, and hence the ground state 
energy, E0, is a unique function of the ground state electron density, ρ0. 
 
E0(ρ0) = ∫ρ0(r )Vextdr +  T[ρ0(r )]  + Vee[ρ0(r )]  
Eq. 1-25 
 
where Vext is the attractive interaction between nucleai and electrons. The last two terms 
represent the kinetic energy (T(ρ0)) and the electron-electron potential energy (Vee(ρ0)). 
The latter contains the Coulomb interaction and the non-classical terms including 
exchange, correlation and self-interaction. 
The first theorem outlined above can be proved by a reductio ad absurdum approach. In 
this approach, it is assumed that two different external potentials, Vext and V′ext, would 
give a same ρ(r ). However, with that, there are two different Hamiltonians (Ĥ and Ĥ′) 
and therefore, two different ground state energies (E0 and E0
′ ) and two different wave 
functions  (Ψ and Ψ′): 
 









′|Ĥ|Ψ′⟩ = ⟨Ψ′|Ĥ′|Ψ′⟩ + ⟨Ψ′|Ĥ − Ĥ′|Ψ′⟩ 
Eq. 1-27 
 
Based on the variational principle, this would give a trial energy, E0
′ , which is greater than 
the exact ground state energy, E0: 
 
E0 < E0




Cancelation of T̂ and V̂ee terms then gives: 
 
E0 < E0
′ +∫ρ(r ) {V̂ext − V̂ext
′ }dr  
Eq. 1-29 
 
A similar procedure can be repeated for the unprimed wave function, Ψ. In this regard, 
the primed Hamiltonian acting on the unprimed wave function Ψ gives: 
 
E0
′ < E0 +∫ρ(r ) {V̂ext
′ − V̂ext}dr  
Eq. 1-30 
 
The combination of equations Eq. 1-29 and Eq. 1-30 gives the following contradiction: 
 
E0 + E0
′ < E0 + E0
′  
Eq. 1-31 
This contradiction proves the first HK theorem and indicates that two different external 




The second HK theorem is about the application of the variational theorem. This theorem 
states that a trial electron density will always give an upper bound energy to the exact 
ground state energy. In this case, the lower bound energy to the ground state energy will 
be achieved if the trial electron density is closer to the exact ground state electron density.  
 
 Kohn-Sham Approach 
According to the HK theorems, there must be a practical way to produce the ground state 
energy from the ground state electron density. In this regard, Kohn and Sham (KS) 
proposed a method to produce the electron density of a fully interacting system from a 
fictitious non-interacting system by the consideration of the exchange and correlation 
terms.  
According to the KS approach, the total Hamiltonian (ĤKS) of the fictitious system is 















The first term is the kinetic energy of non-interacting system. Since in the non-interacting 
system, the motion of each single electron is independent of the motion of other electrons, 
the kinetic energy term (Ts[ρ0(r )]) must be corrected by the additional term, Tc.  
 
T[ρ0(r )] =  Ts[ρ0(r )] + Tc[ρ0(r )] 
Eq. 1-33 
 
The second term in the total Hamiltonian is the total potential energy due to the interaction 
of each single electron with the average charge of other electrons (Vs). Since Vs does not 




V[ρ0(r )] =  Vs[ρ0(r )] + VX[ρ0(r )] 
Eq. 1-34 
 
In this case, the total energy of the system can be obtained: 
 
E[ρ0(r )] = (Ts[ρ0(r )] + Tc[ρ0(r )]) + (Vs[ρ0(r )] + VX[ρ0(r )]) + Vext[ρ0(r )] 
Eq. 1-35 
 
Both the TC and VX components can be addressed by the same term called exchange-
correlation, VXC. In this case, the total energy of the system can be rewritten as: 
 
E[ρ0(r )] = Ts[ρ0(r )] + Vs[ρ0(r )] + VXC[ρ0(r )] + Vext[ρ0(r )] 
Eq. 1-36 
 
This equation is known as the Kohn-Sham energy equation. Based on the KS equation, 
the Schrödinger equation for one electron of an N-electron system can be written as: 
 
(Ti(r ) + Vi(r ) + Vext(r ) + VXC[ρ0(r )])φi = εiφi 
Eq. 1-37 
 
where φi are the Kohn-Sham (KS) orbitals from which the electron density can be 
constructed: 









Therefore, starting from an initial electron density, a new electron density can be obtained 
which can be more accurate than the initial one. This procedure can be performed by a 
self-consistent procedure which minimises the KS orbitals iteratively until it fulfils the 
convergence criterion.  
The exact exchange-correlation functional is unknown and can only be obtained by 
approximation. Thus, the quality of the model describing an N-electron system depends 
on the quality of the exchange-correlation functional. It should be noted that the 
cancelation of the self-interaction error also relies on the approximated exchange-
correlation functional.  
 
 Local Density Approximation (LDA) 
The LDA is an approximation to the exchange–correlation (XC) energy functional which 
is based on the uniform electron gas (UEG) model. In the UEG, electrons are distributed 
uniformly in the system volume, moving in the external potential such that the total charge 
of the system remains neutral. With the LDA, the exchange-correlation energy functional 
can be computed by: 
 
EXC
LDA[ρ(r )] =  ∫ρ(r )εXC (ρ(r ))dr  
Eq. 1-39 
 
where εXC is the exchange-correlation energy of a single electron of the UEG system with 
the electron density of ρ(r ). εXC can be decomposed into the exchange (εX) and 
correlation (εC) parts: 
 
εXC(ρ(r )) = εX(ρ(r )) + εC(ρ(r )) 
Eq. 1-40 
 
The exchange function can be obtained by: 
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The exchange component of the LDA can be obtained exactly and the correlation 
component can be computed numerically to a high degree of precision. The LDA 
performs well for systems in which the electron density is constant or changes slowly as 
in solids like metals. However, for non-homogenous systems in which electron density 
changes more rapidly, such as molecules, the LDA gives a large error and hence, does 
not perform well. For example, LDA tends to overestimate bonding interactions and 
hence, bonds are too short.  
 
 Generalized Gradient Approximation  
In molecular systems, the electron density has gradient which changes. Thus, the LDA 
can be improved by inclusion of the gradient of the electron density. Functionals which 
implement the gradient of the electron density as well as the electron density are called 
Generalised Gradient Approximation (GGA) functionals. In this approximation, the 
exchange-correlation functional energy (EXC
GGA) can be obtained by:  
 
EXC
GGA[ρa, ρβ] = ∫ f(ρa, ρβ, ∇ρa, ∇ρβ)dr  
Eq. 1-42 
 
where ρα and ρβ are electron densities with alpha and beta spin states while ∇ρa and ∇ρ 
are the reduced gradients, respectively. The EXC
GGAcan be decomposed into the exchange 
(EX











There are different approaches to approximate the exchange and correlation energies. For 
instance, in 1988, Becke (B) and Perdew developed the GGA correlation functional 
(P86). The exchange and correlation functionals can be combined with each other. For 
example, combining the exchange (B) and correlation (P86) functionals gives the pure 
GGA functional known as BP86.3 Alternatively, the exchange (B) can accompany other 
GGA correlation functionals such as LYP (developed by Lee, Yang and Parr) to give the 
BLYP functional.4 
 
 Meta GGA Functionals 
As discussed above, GGA functionals use the electron density along with the first 
derivative of electron density (ρ(r )) to compute the exchange-correlation energy. 
Another class of DFT functional are the meta-GGA (MGGA) functionals which include 
additional terms to the GGA functionals, the second derivative of electron density 
(∇2ρ(r )) and (or) the kinetic energy of electron density. The kinetic energy density (τKS) 
can be represented by: 
 







in which summation of the kinetic energy of the occupied KS orbitals gives τKS. An 
example of MGGA functional is the Tao-Perdew-Staroverov-Scuseria functional 
(TPSS).5  
 
 Hybrid GGA Functionals 
As discussed in the HF section, the exchange energy can be treated exactly under the HF 
approximation. Thus, an improvement to the DFT approximation can be achieved if some 
portions of the HF exchange were combined with approximated exchange-correlation 











HGGA functionals are based on adiabatic connection approximation which converts a 
non-interacting system to a fully interacting system to obtain the exchange-correlation 
energy: 
 
EXC = ∫ < 
1
0
(λ)|VXC|(λ) > dλ 
Eq. 1-46 
 
where λ describes the extent of inter-electronic interaction (VXC). When λ = 0, there is a 
non-interacting system which only features the exact exchange energy component as in 
HF theory. With λ = 1, that system converts to a real, fully interacting system which 
features both exchange and correlation components. Therefore, different percentages of 
the HF exchange energy can be added to compute the DFT exchange-correlation energy: 
 





where a is the fraction of HF exchange and (1 − a) is the term to avoid double counting 
of the HF exchange. In the case of a = 0.5, 50% of DFT exchange-correlation energy is 
replaced with 50% HF exchange energy. This is called the half-and-half method (HH). A 
very well-known example of a HGGA functional is B3LYP.6 This implements three 
parameters to determine the composition of the exchange and correlation functional 
which is determined by parameterisation against experimental data sets. The exchange 
functional involves the LDA exchange (EX
LDA), the B88 exchange (EX
B88) and the exact 
HF exchange (EXC
λ=0) functionals, while the correlation functional includes the LYP (EC
LYP) 
and LDA (EC
LDA) correlation functionals. 
 
EXC
B3LYP = (1 − a)EX
LDA + a EXC
λ=0 + b EX
B88 + c EC






For B3LYP, the three parameters a, b and c are set to be 0.20, 0.72 and 0.81, respectively. 
 Basis Sets 
Basis sets are generated to construct the approximated wave functions and hence, atomic 
(AOs) or molecular (MOs) orbitals.  In this regard, the former (AOs) can be constructed 
by a mathematical function called a basis function while the latter (MOs) can be 
constructed by the combination of basis functions which is called basis set. The AOs for 
the hydrogenic systems can be accurately described by so-called Slater Type Orbitals 








 e−ζr  
Eq. 1-49 
 
where r is the distance from the nucleus and ζ is the Slater orbital exponent which controls 
the  radial extent of basis function. STOs can give an accurate representation of 
hydrogenic atomic orbitals.  
The  e−r term in STOs can be replaced by e−r
2
 term to reduce the computational cost. 
This forms another type of basis functions termed as a Gaussian Type Orbital (GTO). 













where α acts similar to ζ and is the Gaussian orbital exponent. The representation of MOs 
with GTOs becomes computationally more accessible. However, GTOs change the shape 
of the wave function. For example, as shown in Figure 1-1, with an STO, the H 1s wave 
function features a cusp at r = 0 while with the GTO, there can be seen that the gradient 
at the point r = 0 becomes zero. In addition, the GTO wave function decays faster than 
the STO at longer distances. Therefore, GTOs provide a less accurate representation of 




Figure 1-1. STO (solid line) vs GTO (dashed line) basis sets to describe the H 1s 
orbital. 
 
In this regard, linear combination of GTOs can be used to increase the accuracy of GTOs, 
mimicking STOs. This combination forms so-called Contracted Gaussian Functions 
(CGFs). The individual components of a CGF are now termed primitive GTOs. The 
minimal example of CGFs is the STO-nG basis sets in which n is the number of primitive 
GTOs. The STO-1G basis set is the simplest example in which each atomic orbital is 
represented by one primitive GTO. For example, for a H2 molecule, each 1s atomic orbital 
of the H atom is represented by one primitive GTO, giving two GTOs for the H2 molecule. 
Increasing the number of basis functions can give more accuracy and flexibility to basis 
functions. This can be achieved by the linear combination of multiple CGFs. Such basis 
sets are called multiple ζ basis sets. For example, in double ζ basis sets, each AO is 
constructed based on two sets of CGFs.  
 
 Split-Valance Basis Sets 
Due to the fact that core electrons do not participate in bonding interactions, some basis 
sets are developed based on the separation of core electrons from valence electrons. This 
type of basis sets are called split-valence basis sets. In this type of basis set core orbitals 
can be constructed by a single CGF while multiple CGFs can be used to construct the 
valence orbitals. Popular examples of split-valance basis sets are Pople basis sets such as 
3-21G, 6-21G, 6-311G basis sets are valence-multiple-ζ basis sets. In such basis sets, the 
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first number denotes the number of GTOs used in a single CGF describing the core 
electrons while the second set shows the number of GTOs implemented in a multiple 
CGF to represent the valence electrons. For example, 6-311G basis set implements a 
single CGF to represent core orbitals and composed of 6 primitive GTOs while the 
valence electrons are constructed by a triple CGFs composed of 3, 1 and 1 primitive 
GTOs, respectively. 
 
 Polarisation Functions 
When two atoms interact with each other to form a bond, their electron clouds are 
polarised toward each other. Therefore, the basis function which represents the AOs 
should be adequately flexible to capture the electron cloud distortion. This can be 
achieved by addition of so-called polarisation function to the basis set.7 Polarisation 
function adds a p-function to the s orbital of the first row elements (H and He) and a d-
function to the p-orbitals of p-block elements. This results in a further improvement in 
the flexibility of the basis set. One of the common examples of such basis sets is 6-
311G** in which the first and second stars denote d- and p-polarisation functions, 
respectively.  
 
 Diffuse Functions 
Electron density can be localised far from the valence region.8 This situation can 
specifically be seen in anions. Thus, for greater accuracy to describe the diffuse electron 
density, standard basis sets can be augmented with s and p functions. For the Pople basis 
sets, diffuse functions are represented by sign ‘+’ (plus). Addition of one + denotes the 
diffuse p-function for non-hydrogenic atoms and double ++ shows an extra s-function for 
H and He atoms.9 For example, adding diffuse p- and s-functions to 6-311G basis set 
gives the augmented basis set, the 6-311++G basis set. 
 
 Pseudopotentials 
The split-valence basis sets implement more primitives for core electrons than valence 
electrons. However, when going to heavier atoms, the explicit treatment of all electrons 
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becomes extremely expensive. Since core electrons do not participate in bonding 
interactions, they can be described by further approximations to reduce the computational 
cost. An example of such an approximation is to replace the core electrons of atoms with 
an effective core potential (ECP). Such an approach is called the pseudopotential 
approximation in which the core electrons are implicitly treated whereas the valence 
electrons are described explicitly.  
Two commonly used examples are the Stuttgart-Dresden (SDD)10 and Hay-Watt (known 
as Los Alamos National Laboratory (LANL))11 pseudopotentials. 
 
 Solvent Effects 
Since the majority of chemical reactions occur in condensed phases such as solution, it is 
crucial to consider the solvent effect on the electronic structure. In this regard, one way 
to represent the solvent effect is to explicitly represent the solvent molecules.12 In this 
model, layer(s) of the solvent molecules surrounds the solute molecules explicitly to give 
a cluster-like structure. Due to the large number of the solvent molecules, many 
conformations for this cluster can be expected. This leads to a large number of local 
minima on the cluster potential energy surface (PES). Therefore, extensive statistical 
sampling is required to determine the most stable conformation and this is 
computationally very demanding. 
Another method to describe solvent is the implicit treatment of solvent molecules. In this 
model, the solvent molecules can be displaced with a homogenous dielectric medium 
such that the main features of the solvent are approximated. This indeed demands 
particular attention to the physical properties of solvent and solute, before and after their 
interactions with each other (i.e. solvation process). The main contributing components 
in the solvation process are the cavitation process and the electrostatic (repulsive and 
attractive) interactions.13  
In the first step of solvation process, when a solute molecule enters from gas phase to 
solution phase, it creates a cavity in the medium to accommodate the solute. This process 
comes with some energetic cost called cavitation energy as it changes the bulk structure 
of the medium. In the next step, due to the electrostatic interaction between the cavity 
surface and the medium, both can undergo charge distribution rearrangement. The charge 
polarisation of the solute is such that it induces an instantaneous dipole moment in the 
medium. The dipole moments of the solvent and solute then orient in a way to oppose 
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each other. This therefore forms a favourable electrostatic interaction between the 
medium and solute.  
Two frequently used continuum models are the conductor-like PCM (C-PCM) and 
dielectric PCM (DPCM).14   
 
 Treatment of Dispersion Interactions in DFT 
Dispersion interaction is the stabilising component of van der Waals interactions.15 This 
interaction arises from long-range electron correlation which can be described by the r-6 
term in the Lennard-Jones (LJ) model:16, 17  
 













where ε represents the van der Waals depth which is the strength of the van der Waals 
interaction, r is the interatomic distance and rm is the distance at which the potential passes 
through a minimum. The r-12 term is related to the short range interactions and represents 
the repulsive component due to interaction of the electron clouds of two atoms; while the 
r-6 term shows the attractive interaction in middle-range distances. As shown in Figure 
1-2, at long-range distances, as the interatomic distance reduces, the potential energy of 
system decreases. This is mainly due to the fact that at the shorter distances, an 
instantaneous dipole on one atom induces a complementary dipole on a neighbouring one. 





Figure 1-2. The LJ potential energy of a diatomic system with respect to the interatomic 
distance. 
 
The contribution of such interactions in the total energy can be significant.18, 19 Therefore, 
to obtain more accurate results, dispersion should be taken into account. However, long-
range electron correlation is not accurately described by DFT functionals.20 Therefore, 
one approach has been to incorporate some empirical terms into density functionals.21 In 
this regard, Grimme and co-workers developed empirical dispersion terms such as D3.22-
24   
In order to avoid double counting of the short and middle range correlation, a damping 
function is required for D3 correction to switch off the r-6 function. In this regard, a finite-
damping function has been proposed by Becke and Johnson24 (D3BJ). As shown in Figure 
1-3, with the zero-damping function, the dispersion energy tends to infinity at short 
distances (i.e. R→0). On the other hand with D3, the dispersion energy goes to zero at 
short distances. However, the contribution of the dispersion energy should be almost 






Figure 1-3. Effect of damping function on dispersion energy at short and middle range 
distances. 
 
 Quantum Theory of Atoms in Molecules  
The quantum theory of atoms in molecules (QTAIM) was developed by Bader and co-
workers to assess the electron density (ρ(r)) topology and provide a bonding scheme. 
This methodology implements the first (i.e. the gradients) and second derivatives of 
electron density (i.e. the curvatures).25 The former vanishes in some certain points of the 
electron density called critical points (CPs). The latter can identify the properties of CPs. 
This can be obtained by the Hessian matrix of the electron density:   
 































Diagonalisation of the Hessian matrix then transforms it into: 
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where 𝜆1, 𝜆2 and 𝜆3 are the curvatures of the electron density with respect to the x, y and 
z coordinates. For a CP, the number of non-zero curvatures, denoted by the rank (), is 
three. However, the curvatures can be either positive (local minima) or negative (local 
maxima). The algebraic sum of the eigenvalues, denoted by the signature (), determines 
the type of CP. According to the rank and signature of the curvatures (), CPs can be 
classified into four types:  (3, -3) nuclear critical points (NCPs), (3, -1) bond critical points 
(BCPs), (3, +1) ring critical points (RCPs) and (3, +3) cage critical points (CCPs). An 
example which features all four types of CPs is cubane (Figure 1-4). Cubane features a 
BCP between C and H atoms, an RCP in the centre of the four-membered ring and a CCP 
situated in the centre of the cage composed of six rings.  
 
 
Figure 1-4. The molecular graph of cubane; CPs are shown with different colours: 
NCP (color-coded by element: C = black, H = grey), BCP (red dots), RCP (yellow), 
and CCP (green).25 
 
In the context of a diatomic system featuring a BCP, there is a line which connects the 
locally maximum electron density at the nuclei through the minimum electron density, 
the BCP. The characteristics of BCPs can be assessed by the sum of the second derivatives 
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of the electron density with respect to three coordinates (i.e. the Laplacian of the electron 
density, 2ρ(r)): 
 
2ρ(r)  = λ1 + λ2 + λ3 
Eq. 1-54 
 
A positive Laplacian is indicative of charge density depletion while a negative Laplacian 
shows the accumulation of charge density.  
Another parameter which can help to identify the nature of the interaction between two 
atoms is the total energy density, H(r). This element is composed of two elements: the 
kinetic energy density G(r) and the potential energy density, V(r). G(r) is always positive 
while V(r) is always negative. Summation of G(r) and V(r) gives the total energy density 
H(r). If G(r) dominates over V(r), it gives a positive H(r) while the dominance of V(r) 
over G(r) gives a negative H(r) value.  
Based on the value of ρ(r) and the sign of 2ρ(r) and H(r) associated with a BCP, the 
nature of the interaction between two atoms can mainly be classified into shared and 
closed shell interactions.26 As shown in Scheme 1-1, in shared interactions such as 
covalent bonds, BCPs feature a large ρ(r), a negative 2ρ(r) and a large negative H(r). 
In the case of closed shell interactions such as ionic interactions, BCPs exhibit small ρ(r), 
a positive 2ρ(r) and a positive H(r). Between these two extremes, there is also another 
type of classification called transit closed shell interactions which are less clear-cut than 
the two other types.27 In transit closed shell interactions such as dative bonds, BCPs 









Scheme 1-1. Classification of atomic interactions 26, 27 
 
 
Both ρ(r) and H(r) values can be used to probe the strength of interaction between two 
atom centres. Higher values of ρ(r) andH(r)are indicative of stronger interactions. 
However, in some cases, BCPs feature very small ρ(r) values. In particular, this situation 
can be seen when hydrogen atoms are connected to heavy atoms such as transition metals. 
In this case, using the H(r) values provide more reliable results than the ρ(r) values.28 It 
is worth mentioning that in some cases, the BCPs along the TM–H bond paths can be 
situated in the region of charge density depletion (i.e. 2ρ(r) > 0).28-29 Thus, the H(r) 
values also can give a better description of the nature of the TM–H bonding. 
    
There is another element called bond ellipticity () which shows the preferential 
accumulation of electron density in a given plane and can be obtained by: 
 






Ellipticities equal to zero (λ1 ≅ λ2) show a spherically symmetric bond while non-zero 
ellipticities (λ1 > λ2) determines a cylindrically symmetric bond. This parameter can be 
used to assess the  or  character of an interaction between two atom centre. However, 
in some cases, the bond ellipticity is ambiguously high.30 Such situation specifically can 
be seen when a BCP features a very small electron density.   
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 Bonding Analysis by Natural Bonding Orbital Approach 
The idea of Natural Bond Orbital (NBO) approach was developed by Weinhold and co-
workers to represent the Lewis structure of many-electron systems.31 This methodology 
exploits single-detrimental wave function of a many-electron system to produce localised 
orbitals called natural atomic orbitals (NAOs).  
Once NAOs are constructed, the NBO algorithms provide a set of NBOs which represent 
the filled and vacant orbitals. This is determined by the electron occupancy of the NBOs. 
NBOs with significant occupancies are expected to be seen in 1-centre regions (e.g. core 
electrons) and 2-centre regions (e.g. bonding orbitals). There are also some situations 
where the electron occupancy is significant in 3-centre regions. The unoccupied or 
partially occupied 1- or 2-centre regions account for vacant or anti-bonding orbitals. 
Collection of these orbitals then produces the best set of NBOs to accurately describe the 
wave function and hence, the total electron density of a many-electron system to represent 
the Lewis structure. This is achieved by a systematic procedure which tries to fulfil the 
NBO criteria from which a large fraction of electron density (%-ρL) can be captured by 
the given Lewis structure. The Lewis structure often accounts for more than 99% of the 
total electron density. The residual non-included electron density is referred as the non-
Lewis NBOs (%-ρNL).   
The NBO program can also compute donor-acceptor type interactions between two 
NBOs. Such interactions represent dative interactions where one NBO is an electron-
donor (i) (e.g. a bonding orbital) and the other NBO is electron-acceptor (j) (e.g. an 
electron acceptor). The strength of this interaction can be assessed by stabilisation energy 
(E(2)) between two NBOs. 
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Chapter 2 – Introduction to Transition Metal Complexes Featuring 
Supported or Unsupported Metal-Metal Bonds with Zn, Ga and 
In 
Transition metal (TM) complexes featuring main group metal moieties have received 
increasing attention due to a variety of applications in synthesis32, catalysis33 and 
materials34 chemistry. Such species can be synthesised based on the concept of Lewis 
acid-Lewis base theory.35, 36 For example, group 12 elements such as Zn can act as Lewis 
acidic moiety and hence bind to Lewis basic TM centres.37-41 This has been extensively 
used in catalysis such as C–C coupling reactions.42-44 However, examples of isolated 
heterobimetallic species featuring a TM–Zn bond are rare. In contrast, TM complexes 
containing group 13 metal elements have attracted considerable attention in TM 
coordination chemistry. This is due to the versatile bonding and coordination modes of 
group 13 elements which can tune the reactivity at TM centres and hence, bring 
interesting reactivities at TM centers such as H2 and CO2 activation.
45-49  
Herein, the first part of this chapter briefly summarizes the experimental and 
computational findings reported for heterobimetallic complexes of TMs with Zn. The 
second section then describes the experimental and computational findings for complexes 












 Heterobimetallic Complexes of TMs with Group 12 Fragments  
It is postulated that TM-Zn species can be formed as an intermediate in transmetalation 
step of Negishi cross-coupling reactions.50-53 Thus, isolation and characterization of these 
species can give useful information about the understanding of the transmetalation step 
and subsequently, help to modify and develop C‒C coupling reactions. In this regard, 
Bergman, Tilley and co-workers reported the reaction of [(phen)PtAr2] (phen = 5,6-
dihydro-1,10-phenanthroline, Ar = 4-tert-butylphenyl), 1, with Zn(C6F5)2 (Figure 2-1).
54 
This reaction results in the formation of the heterobimetallic species 2. The X-ray crystal 
structure of 2 shows that the divalent Zn moiety is situated in the apical position of the 
square pyramidal geometry of Pt, acting as a Z-type ligand. The Pt–Zn bond distance is 
2.5526(5) Å which is shorter than sum of the covalent radii of Zn and Pt, consistent with 
a Pt→Zn bond. 
 
 
Figure 2-1. Formation of the heterobimetallic species 2 by reaction of 1 with Zn(C6F5)2. 
 
The authors then studied the effect of the chelating ancillary ligands on the coordination 
mode of the divalent Zn ligand. They used the dmpe (1,2-bis(dimethylphosphino)ethane) 
analogue of 1, complex 3. As shown in Figure 2-2, reaction of 3 with Zn(C6F5)2 produces 
4 in which the Zn moiety is situated in the coordination plane of the Pt complex. 4 exhibits 
a Pt–Zn distance of 2.7368(4) Å which is significantly longer than the Pt–Zn bond in 2 
(2.5526(5) Å). However, the Pt–Zn distance in 4 is still shorter than sum of the covalent 
radii of Pt and Zn centres. This shows that 4 exhibits a Pt–Zn bond which is weaker than 




Figure 2-2. Reaction of 3 with the divalent Zn precursor to give Pt-Zn complex 4. 
 
Energy decomposition analysis (EDA) on the apical and aryl-bridged isomers of 2 and 4 
shows that 2 is +7.7 kcal/mol more stable than the aryl-bridged isomer whereas 4 is +1.1 
kcal/mol more stable than the apical isomer. The authors attributed this to the nature of 
the backbone ligands and postulated that the phen-supported species 2 has a higher 
electron density at the Pt centre compared with that in the phosphorus-supported species 
4. This results in the apical coordination of the divalent Zn moiety in the former while in 
the latter, coordination of the Zn moiety is more favoured in the equatorial plane of the 
Pt complex, probably due to interaction with the aryl groups.   
Charge transfer analysis based on the complementary occupied–virtual pairs (COVPs) 
method shows that 4 has charge density flow from the Pt dz
2 orbital to the Zn pz orbital, 
indicating a Pt→Zn bond. It also shows that Cipso‒C -bonds donate electron density to 
the Zn moiety while there is a small interaction between one of the d orbitals of the Zn to 
the Pt‒Cipso anti-bonding orbitals.  
It is interesting to note that withdrawal of electron density from the Pt centre by the 
divalent Zn moiety makes the Pt(II) centre more electron deficient. This therefore 
increases the Pt propensity to undergo C‒C reductive coupling reaction to form biaryl 
products. In 2, the donor-acceptor interaction between the Pt and Zn moiety is stronger 
than that in 4. Thus, the Zn moiety withdraws more electron density from the Pt centre in 
the former. As a result, the C‒C coupling process to form the biaryl product is faster in 2.   
Chen and co-workers also reported the formation of the heterobimetallic species 6 by the 
reaction of the Pd(II) complex 5 with Zn(C6F5)2 (Figure 2-3).
37 The molecular structure 
of 6 derived from the X-ray crystal structure exhibits an unsupported Pd‒Zn bond in 
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which the Pd centre acts as a Lewis base moiety and the divalent Zn moiety acts as the 
Lewis acid moiety. It can also be seen than the Zn centre is slightly oriented toward the 
Cipso position of the benzoquinoline ligand to give a short Zn‒Cipso distance of 2.47 Å. 
EDA-NOCV analysis (Energy Decomposition Analysis combined with the Natural 
Orbitals for Chemical Valence) of 6 identifies a Pd‒Zn bonding orbital composed of the 
Pt dz
2 orbital and the Zn pz orbital. A QTAIM (Quantum Theory of Atoms in Molecules) 
analysis of 6 shows no BCP (Bond Critical Point) between the Zn and Cipso centres, 
showing no interaction between these atoms; suggesting the heterobimetallic species is 
mainly stablised by the metal‒metal covalent interaction.   
 
Figure 2-3. Formation of the heterobimetallic species 6 by the reaction of 5 with the Zn 
precursor. 
 
Stasch, Jones and co-workers investigated the reactivity of divalent group 12 precursors 
at Pt(PCy3)2 (Cy = cyclohexyl).
55 As shown in Figure 2-4, with ZnBr2 and CdI2, this 
reaction generates the LB-LA adduct 8, [Pt(PCy3)2(MX2)]. However, with HgI2, Hg‒I 
bond activation occurs at the Pt centre via an oxidative addition mechanism and forms 
trans-[(Cy3P)2(I)Pt(HgI)], 9. One might expect the formation of a LB‒LA adduct with the 
Hg reagent rather than the Cd reagent as the former is a stronger Lewis acid. It should be 
however noted that the Hg‒I bond is weaker than the Cd‒I bond. Thus, activation of the 
former is more feasible as observed experimentally. Thus, the different reactivities of the 
group 12 precursors at the Pt(0) species can be related to a set of factors including the 





Figure 2-4. Formation of the LA‒LB adduct 8 with ZnBr2 and CdI2 and the oxidative 
addition product 9 with HgI2. 
 
Ozerov and co-workers reported Zn‒Ph bond activation at the Rh(I) complex 10 (Figure 
2-5).42 In this process, dissociation of TBE (tertbutylethylene) from the Rh centre paves 
the way for the insertion of the Rh(I) centre into the Zn‒Ph bond to yield the 
pentacoordinated Rh(III) species 11.  
 
 
Figure 2-5. Formation of the pentacoordinated Rh(III) species 11 and 12 by activation 
of Zn‒Ph bond at 10. 
 
Interestingly, 11 can undergo Zn‒Ph bond activation at the Rh centre of a second 
molecule of 10 to give 12. In both 11 and 12, the Zn moiety is trans to a vacant site and 




Heterobimetallic species featuring mono-substituted group 12 moieties were also 
reported by other researchers. Zhivotovskii, Apeloig and co-workers investigated the 
activation of M‒Si  bonds (M = Zn and Hg) at Pt species 13 (Figure 2-6).56 They showed 
that Pt(0) can activate the M‒R bond of two molecules of MR2 to yield a mixture of 
hexacoordinate complexes 14 and 15. In 14, the two MR moieties are situated in the 
equatorial position, cis to each other. In 15, one of the MR moieties is in the axial position, 
trans to the R ligand and the other MR moiety is in the equatorial plane trans to the 
phosphine ligand. Interestingly, with the Zn precursor, isomer 14 is the major product 
(14:15 = 63%:37%) while with the Hg precursor, isomer 15 is the major product (14:15 
= 26%:74%).  
A DFT study on models of Pt-M species 14 and 15 (R = SiMe3, B3LYP/ TZVP basis set) 
shows that for Zn, isomer 14 is +1.2 kcal/mol more stable than 15 and for Hg, isomer 15 
is +1.5 kcal/mol more stable than 14. This suggests that the higher yield of one isomer 
versus the other isomer can be controlled thermodynamically. 
 
 
Figure 2-6. Formation of heterobimetallic Pt-M species 14 and 15 by the reaction of 13 
with MR2 precursors. 
 
Interestingly, reaction of 13 with metal precursors featuring sterically bulkier silyl 
substituents than SiMe2
tBu (SiMetBu2) involves only one molecule of the metal precursor 
(Figure 2-7). In this reaction, insertion of the Pt centre into the M‒R bond generates the 





Figure 2-7. Activation of one molecule of MR2 at the Pt complex 13 to yield the 
heterobimetallic species 16. 
 
Fischer and co-workers investigated the reactivity of ZnMe2 with [Ru(PCy3)2(
2‒
H2)2(H)2], 17 (Figure 2-8).
41 Interestingly, the electron deficiency of Ru along with the 
presence of the Ru-H moieties in 17 causes the activation of the Zn‒Me bond to be 
followed by the elimination of methane to produce 18. The X-ray crystal structure of 18 
exhibits two {ZnMe} moieties situated in the equatorial plane, trans to each other with 
the Ru⋯Zn motifs bridged by two hydride ligands (Ru⋯Zn = 2.436(1) Å). 
 
 
Figure 2-8. Formation of the Ru-Zn complex 18 and methane by reaction of ZnMe2 with 
17. 
 
As outlined above, Zn‒R bonds can be activated at TM centres to form TM‒Zn and TM‒
R bonds. However, this also depends on the nature of the TM centre. For example, 
Crimmin and co-workers investigated the reaction of the -diketiminato (nacnac)-
stabilized Zn‒H precursor 19 with different TM species (Figure 2-9).57 Reaction of 19 
with [Cr(CO)6] produces the -zincane species 20. In 20, the terminal Zn‒H bond donates 
electron density to the TM centre via a three-centre two-electron interaction (3c-2e). With 
[Co(CO)2(Cp)] which is more electron rich than [Cr(CO)6], 21 is formed in which the 
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hydride is more evenly shared between the metal centres. Going to an even more electron-
rich complex, [Rh(H)2(SiEt3)2(Cp*)], oxidative addition of the Zn‒H bond occurs at the 
Rh centre to produce 22. 22 exhibits a terminal Rh‒H which donates electron density to 
the Zn moiety.  
 
 
Figure 2-9. Trajectory of Zn‒H bond activation at TM centres. 
 
Natural Bond Orbital Wiberg bond index (NBO WBI) analysis of the TM‒Zn bond in 20, 
21 and 22 shows that 22 has the highest value of WBI (WBI; 20 = 0.08, 21 = 0.21 and 22 
= 0.39) and hence, features the strongest metal‒metal interaction. It can also be seen that 
going from 20 to 21 and 22, the NBO charge of the Zn centre becomes less positive (20 
= +1.51, 21 = +1.42 and 22 = +1.26). The decreasing trend of positive charge of the Zn 
centre shows that 22 accepts the greatest electron density from the TM moiety. 
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As outlined above, formation of -zincane species is more likely with more electron-
deficient TM species. Using group 6 TM complexes (TM = Cr, Mo, W), Crimmin and 
co-workers reported the first examples of bis(-zincane) species.58 As shown in Figure 
2-10, reaction of the Zn‒H precursor 19 with [TM(CO)6] produces the bis(-zincane) 
species 23 where the Zn‒H moieties are situated cis to each other with a Zn‒H⋯H‒Zn 
arrangement. With Mo and W precursors, the trans-isomer species 24 is also observed in 
solution. However, on the basis of NMR results, the cis isomer is found to be more stable 
than the trans isomer. The preference of the Zn‒H⋯H‒Zn arrangement over the Zn‒
H⋯Zn‒H or Zn‒Zn⋯Zn‒H arrangements is due to less steric hindrance in the first 
arrangement. This also allows the interaction of the Zn moiety with the equatorial CO 
ligands which gives stability to the system. 
 
 
Figure 2-10. Formation of the bis(-zincane) isomers 23 and 24 by the reaction of Zn‒
H precursor 19 with the TM precursor. 
 
TM complexes featuring more than two Zn moieties were also reported by Fischer and 
co-workers. The authors reported [TM(Cp*)(ZnCp*)3] (TM = Ni and Pt), 25.
59 25 is 
formed by the reaction of [TM(COD)2] (TM = Ni and Pt) with Zn2Cp*2 (Figure 2-11). 
This reaction also results in the formation metallic Zn(0). Formation of 25 and metallic 
Zn(0) is postulated to involve a sequence of processes. Initially, dissociation of COD 
ligands from the TM centre provides a vacant site for the homolytic cleavage of Cp*Zn‒
ZnCp* bond to form two TM‒Zn bonds. Activation of the second Cp*Zn‒ZnCp* bond 
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forms another TM‒Zn bond and a {Zn(I)Cp*} fragment. Transfer of Cp* from 
{Zn(I)Cp*} to the TM centre then forms a TM-Cp* bond and reduces Zn(I) to Zn(0). 
 
 
Figure 2-11. Formation of Ru-Zn species 25 and metallic Zn(0) by the reaction of Zn 
precursor with [TM(COD)2]. 
 
The heterobimetallic species outlined above exhibit an unsupported TM‒Zn bond. There 
are also a few examples of heterobimetallic species featuring a supported TM‒Zn bond. 
For instance, Chen and co-worker reported the synthesis of the Ru-Zn species 27 (Figure 
2-12).39 The X-ray crystal structure analysis of 27 shows that the Ru‒Zn interaction is 
supported by two bidentate ligands (diphenyl-2-pyridylphosphine). Comparison of the 
CO stretching frequencies of 27 with 26 shows that the latter has a lower CO stretching 
frequency (26: 1897 cm-1; 27: 2041 cm-1, 1981 cm-1 and 1966 cm-1). This indicates 
electron density flow from the Ru centre to the Zn moiety, i.e. a Ru→Zn interaction. 27 
features a Ru‒Zn distance of 2.659(1) Å which is slightly longer than the sum of the 
covalent radii of the Ru and Zn centres (2.50 Å). With respect to this and also the fact 







Figure 2-12. Incorporation of ZnCl2 into the ligand scaffold of the bidentate ligand of 
26 to give the Ru-Zn species 27. 
 
The cadmium congener of 27 (27_Cd) was also isolated by the authors. 27_Cd has a Ru‒
Cd distance of 2.705(1) Å which similar to the Zn congener, is slightly shorter than sum 
of the covalent radii of the Ru and Cd centre (2.73 Å). This is suggestive of a slightly 
stronger metal‒metal dative interaction in the Cd congener than the Zn congener.  
Doerrer and co-workers also reported the synthesis of the heterobimetallic Pt-Zn species 
28 and 29. They showed that the strength of the Pt‒Zn interaction can strongly be affected 
by the axial ligand at the Pt centre.60 The former has a considerably shorter Pt‒Zn bond 
(Pt‒Zn: 28 = 2.5313(7) Å and 29 = 2.6180(5) Å). The authors investigated a series of Pt-
M complexes (M = Co, Ni and Zn) and found a correlation between the Pt‒M and Pt‒L 
distances. This shows that as the Pt‒L distance becomes shorter, the Pt‒M distance 
decreases. In both 28 and 29, the Zn centre is supported by electron-withdrawing groups 
which make it a significantly electropositive centre. On the other hand, the presence of 
the axial ligand at the Pt centre results in a more electron-rich Pt centre. This therefore 
gives a stronger Pt→Zn interaction due to probably an increase of attractive interaction 









 Heterobimetallic Complexes of TMs with Group 13 (E) Fragments  
 Heterobimetallic Complexes with Unsupported TM–E Bonds 
Classic examples of LA–LB adducts can also be formed by the reaction of electron-rich 
TM species with trivalent group 13 precursors (ER3). In this regard, numerous LA–LB 
adducts have been reported for TMs containing boron.61-69 However, more recently, 
heterobimetallic species containing heavier group 13 elements than B (E = Al, Ga and In) 
have attracted an increasing attention.47, 70-74 Braunschweig reported the first example of 
a platinum alane complex 30 featuring an unsupported Pt→Al dative bond, formed by the 
reaction of electron-rich Pt species, [Pt(L)(PCy3)], with AlCl3 (Figure 2-14).
71, 75 
Braunschweig and co-workers used a similar synthetic strategy to generate the first 
platinum gallane complex, 31.47 Subsequently, Nakazawa reported the first ruthenium 
indane complex 32, featuring an unsupported Ru→In bond.72 Nakazawa showed that in 
32 the MeCN ligand trans to the InX3 moiety can be selectively displaced by PPh3 while 
the MeCN ligand trans to CO ligand remains intact. It should be noted that no PPh3-InX3 
compound was formed in this reaction, implying that the Ru centre in 32 has a higher 





Figure 2-14. LA-LB adducts of TM species with trivalent group 13 elements. 
 
A DFT study on a series of Pt-Al species shows that Pt complexes supported by NHC 
ligands exhibit stronger Pt‒Al dative bonds than thoese with phosphine ligands.75 This is 
mainly due to the fact that NHC ligands are stronger electron donors than phosphine 
ligands. Thus, they can increase the electron denisty at the Pt centre more than phosphine 
ligands, and hence give a stronger Pt→Al dative bond.  
It is well established that in the reactions of ER3 precursors with TM complexes, E‒R 
bond activation can occur at the TM centre. 76-79 For instance, as shown in Figure 2-15, 
treatment of [(Mes)BBr2] (Mes = mesityl) with [Pt(PCy3)2] results in the breaking of the 
B‒Br bond via an oxidative addition mechanism and produces the Pt-boryl species 33. 
 
 
Figure 2-15. Oxidative addition of (Mes)BBr2 to Pt(PCy3)2 to give 33. 
 
As shown in Figure 2-14, while the reaction of GaCl3 with [Pt(PCy3)2] results in the 
formation of the LA‒LB product, Pt-GaCl3 species 31, reaction of the Pt complex with 
GaBr3 and GaI3 results in the oxidative addition product where the cleavage of the Ga‒





Figure 2-16. Oxidative addition of GaX3 to Pt centre to give the Pt-gallyl species 34. 
 
This highlights the nature of the halide substituents of the trivalent Ga precursors. In this 
regard, the Ga centre in GaCl3 is relatively more electron-deficient than that in GaBr3 and 
GaI3 as the Cl withdraws more electron density from the Ga centre than Br. Thus the LA-
LB product 31 is more stable than the oxidative addition product 34.  
Fischer and Frenking reported the oxidative addition of a series of ER3 precursors to the 
Pt complex 35.80 As shown in Figure 2-17, reductive elimination of alkane produces 
intermediate 36. The highly reactive Pt(0) species can trapped by reaction with ER3. This 
process cleaves the E‒R bond at the Pt centre via an oxidative addition mechanism and 
yields the tetracoordinate Pt species 37.  
 
 
Figure 2-17. Formation of the Pt(0) intermediate 36 and subsequent reaction with ER3 
precursors to give the tetracoordinate Pt(II) species 37. 
 
A DFT study using EDA and NBO analysis performed by Pandey, Braunschweig and 
Aldridge on TM-GaX2 species 38 (TM = Ni, Pd and Pt; X = Cl, Br and I) shows that the 
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TM‒Ga interaction is mainly dominated by electrostatic interactions (Figure 2-18).81 This 
interaction is heavily dependent on the nature of the halide substituent. In this regard, 
going from Cl to Br and I, the Ga centre becomes less electropositive. This shows a 
decrease in the Lewis acidity of Ga and hence, a decrease in the attractive interaction 
between the metal centres. It should be also noted that the TM‒Ga interaction has a 
neglegible -character. The TM‒Ga -bonding orbital has a significant Ga s character 
which becomes greater as the TM‒Ga interaction becomes stronger. A similar result was 
also obtained by the same authors for heterobimetallic species of group 8 TMs featuring 
a gallyl ligand, 39.82, 83  
 
 
Figure 2-18. Heterobimetallic complexes of group 6 and 10 TMs with Ga halide. 
Braunschweig and co-workers reported the reactivity of [Pt(PCy3)2] (7) with InX3 (X = 
Cl, Br and I) in Et2O solvent. This reaction leads to the formation of a mixture of the LA‒
LB adduct 40 and the oxidative addition product 41 (Figure 2-19).84  
 
 
Figure 2-19. Formation of LA‒LB adduct 40 and oxidative addition product 41 by the 




NMR spectroscopy of the CH2Cl2 and THF solutions of 40 and 41 shows that, in most 
cases, both species are present in equilibrium. As shown in Table 2-1, in the case of X = 
Cl, the CH2Cl2 solution favours the formation of the LA‒LB species 40a over the 
formation of 41a whereas in THF, 41a is the dominant species. A similar trend can also 
be seen when X = Br (40b vs 41b). For X = I, in both CH2Cl2 and THF solutions, the only 
product is the oxidative addition species 41c. Thus, the equilibrium between 40 and 41 
heavily depends on the type of solvent. In THF, the equilibrium is always more toward 
the formation of the oxidative addition product 41. The authors attributed this to the 
coordination ability of THF to In in 41 while CH2Cl2 does not have this ability. The 
former can induce the X-group transfer from In onto the Pt centre.  
 
Table 2-1. Dependence of the equilibrium between the LA‒LB adduct 40 and the 










The other factor which also affects the equilibrium between 40 and 41 is the nature of the 
halide substituent. In this regard, Cl is smaller and features a higher electronegativity 
compared with Br and I. Thus, Cl withdraws more electron density from In than Br and 
I. This enhances the Lewis acidity of the In centre and results in a more stable Pt→In 
dative bond. In contrast, in the case of I, the In centre exhibits a significantly lower Lewis 
acidity due to lower electronegativity and also the greater size of I.  
Entry X Solvent 40 41 
a Cl 
CH2Cl2 100% 0% 
THF 9% 91% 
b Br 
CH2Cl2 52% 48% 
THF 8% 92% 
c I 
CH2Cl2 0% 100% 
THF 0% 100% 
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It is established that the Lewis acid fragment in the LA-LB adducts can be exchanged 
between TM centres (i.e. Lewis base).47, 71, 85, 86 For instance, treatment of a mixture of 
40b and 41b with [Pt(IMes)(PCy3)] (7’) results in the complete transfer of the In moiety 
to 7’ to give 40b’ and 41b’.84 This is mainly due to the higher electron donicity of IMes 
ligand in 7’ which gives a higher Lewis basicity to the Pt centre than PCy3 ligands in 7.  
 
 
Figure 2-20. Transfer of the In moiety (LA fragment) from 7 to 7’. 
 
While the trivalent group 13 elements acts as Z-type ligands, monovalent group 13 
compounds can act as a L-type ligand in the coordination chemistry of TM complexes.87-
101 In this context, Uhl showed the displacement of COD ligands, in [Ni(COD)2], by 
[Ga{C(SiMe3)3}] to give [Ni(Ga{C(SiMe3)3})4].
102, 103 A similar strategy was used by 
Fischer to produce [TM(GaCp*)4] (TM = Pd and Pt).
97 Fischer then reported the 
coordination of ECp* (E = Ga and In) ligands to [TM{N(SiMe3)2}2] (TM = Fe, Co) to 
form [TM(ECp*){N(SiMe3)2}2].
93 Fischer and Frenking used the L-type nature of the 
monovalent group 13 compounds to trap the highly reactive Pt(0) intermediate 36 (Figure 
2-21). In this regard, treatment of 35 with a series of monovalent ECp* species (E = Al, 







Figure 2-21. Trapping of the dicoordinated Pt complex 36 by ECp* precursor to 
produce the tetracoordinate species 42. 
 
Monovalent ER ligands are considered to be isolobal with CO.106 However, their 
electronic properties vary with respect to the nature of the R substituents.107 For instance, 
a detailed analysis of Pt‒ER (E = Al and Ga) bonding performed by Fischer and Frenking 
shows that weak -donor R substituents increase -back bonding from Pt to the E 
centre.104 However, the extent of -back donation also reflects the nature of the supporting 
ligands at the TM centre. In this regard, -acceptor ligands increase the Lewis acidity of 
the TM centre and hence, increase the strength of the TM←E -interaction. In addition, 
strong -donor R substituents can increase the Lewis basicity of the E centre and hence 
strengthen the TM←E -interaction.101, 104 It is worth noting that summation of both - 
and - characters of TM‒E interaction gives a Wiberg bond order less than 1.  
Trivalent group 13 compounds can bind to TMs via a 3c-2e interaction. For example, as 
shown in Figure 2-22, Aldridge and co-workers reported that the reaction of the NHC-
stablised EH3 compounds (43) (NHC = 6-Mes, 6-Dipp and IDipp, E = Al and Ga) with 







Figure 2-22. Coordination of the trivalent group 13 precursor 43 to the 
TM(CO)4(COD) to give 44. 
 
Formation of the -alane and gallane species 44 shows a potential ability of the E centre 
to transfer hydride to TM centre. As shown in Figure 2-23, compared with 43, treatment 
of the nacnac-stabilized AlH2 species 45 with [TM(CO)4(COD)] produces a mixture of 
2‒H2Al species 46 and 
1‒H2Al species 47. Formation of the latter suggests a facile 
displacement of one of the bridging hydrides of 46 with a CO ligand. 
 
 
Figure 2-23. Formation of 2-H2Al species 46 and 1-H2Al species 47 by the reaction of 
45 with [TM(CO)4(COD)]. 
 
Interestingly, similar to the reaction of nacnac-AlH2 with [Cr(CO)4(COD)], reaction of 
the nacnac-Ga precursor with [Cr(CO)4(COD)] yields the 
2‒H2 product 49 (Figure 
2-24).108-111  However, with the Ga precursor, double Ga‒H bond activation also occurs 
at the TM centre to yield 50 and H2. Formation of 50 highlights the weaker strength of 





Figure 2-24. Formation of the heterobimetallic Cr-Ga species 49 and 50 by the reaction 
of the nacnac-GaH2 (48) with [Cr(CO)4(COD)]. 
 
Treatment of 48 with transition metal carbonyl reagents of the type [TM(CO)n] (Fe (n = 
5), Mo (n = 6) and W (n = 6)) under photolytic conditions elliminates one H2 and one CO 
to produce [TM(CO)n-1(Ga-nacnac)], i.e. the analogue of 50.
111 A DFT study on the 
reactivity of the photolytically generated [Fe(CO)4] with a small model of 48 (48’) shows 
formation of the 2‒H2 analogue (49) is not possible (Figure 2-25).
111 Instead, oxidative 
addition of one Ga‒H bond to the Fe centre occurs via a barrierless process and gives the 
Fe-H species I(48’-50)1 at -30.4 kcal/mol. I(48’-50)1 then isomerises to I(48’-50)2 via 
TS(48’-50)1 at -28.7 kcal/mol. This rotates the {HFeGaH} unit about the Fe‒Ga bond 
and places the hydrides in a syn position relative to each other. H‒H coupling then occurs 
across the Fe‒Ga bond via TS(48’-50)2 at the high energy of +4.8 kcal/mol. This 
produces H2 and 50’-Fe at -46.7 kcal/mol. The overall energy barrier for this process is 





Figure 2-25. Computed energy profile (BP86/TZVP) for the reaction of Ga-H2 species 
48’ with photolytically generated [Fe(CO)4] to give the Fe-Ga species 50’-Fe and H2. 
Energies are in kcal/mol. 
 
Aldridge and co-workers studied the details of the Ga‒H bond activation at TMs of the 
type (TM)2(CO)2n (TM = Mn, n = 5 and Co , n = 4). As shown in Figure 2-26, with 
dihydride-gallane precursor 48_H and TM = Co, activation of the Ga‒H bonds is 
accompanied with the spontaneous reductive elimination of H2 to produce the Co-gallyl 
species 51_H. Formation of 51_H and H2 suggest the formation of I(48_X)1 as an 
intermediate after the first Ga‒H bond activation. Interestingly, such an intermediate can 
be formed when TM = Mn. In this case, double Ga–H bond activation also occurs. 
However, this process does not eliminate H2 but instead, it eliminates a molecule of 
[HMn(CO)5]. This is also accompanied with the transfer of the second hydride to the Mn 
centre to produce 52_H. Formation of [HMn(CO)5] suggests the formation of 
intermediate I(48_X)2 along the reaction coordinate.  
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With Ga-Cl precursor 48_Cl and TM = Co, the first Ga‒H bond activation occurs at the 
Co centre and gives I(48_X)1. However, this process does not eliminate HX. Instead, 
similar to the Mn-reaction, this process eliminates a [HCo(CO)5] complex and hence, it 
gives I(48_X)2. This can be due to the stronger Ga‒Cl bond relative to the Ga‒H bond in 
I(48_X)2 which disfavours transfer of Cl to the Co centre and hence does not give a Co 




Figure 2-26. Formation of TM-Ga species featuring an unsupported metal-metal bond 




Aldridge and co-workers investigated details of the Ga‒H bond activation process at 
[(L2)Rh(COD)]
+ (L2 = 2-dppp, 2-dcype and 2-dcypp, Figure 2-27).
112 In this regard, when 
L2 = 2-dppp, reaction of the Rh precursor with 48 forms 54 in which the Ga‒H bonds 
donate electron density to the Rh(I) moiety. However, when L2 = 2-dcype and 2-dcypp, 
double Ga‒H bond activation occurs at the Rh centre and produces the Rh(III) dihydride 
complex 55, featuring a monovalent Ga moiety. In 55, the Rh‒H bonds donate electron 
density to the Ga moiety via 3c-2e interactions and the Ga(I) moiety donates electron 
density to the Rh(III) moiety via a dative bond. The different reactivities of the Rh 
precursor with the Ga-H precursor 48 can be described by the electronic properties of the 
phosphine ligands. In this regard, when the phosphine ligand is a weaker electron-donor 
ligand, i.e. L2 = 2-dppp, a 
2‒H2 complex (54) is formed. However, the stronger electron-
donor phosphine ligand, i.e. L2 = 2-dcype and 2-dcypp, allows double Ga‒H bonds 
activation at the Rh centre by stabilisation of a higher oxidation state of the Rh centre. 
 
 
Figure 2-27. Dependency of the Ga‒H bond activation on the nature of the ligands 
coordinated to the Rh centre. 
 
 Incorporation of Group 13 Elements into Ligand Scaffolds 
Trivalent group 13 moieties can be combined with multidentate ligands to form so-called 
ambiphilic ligands.113-115 Coordination of ambiphilic ligands to TM centres can form a 
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constrained TM→E geometry supported by the ligand scaffold.116-122 This can stablise 
the lower oxidation state and tune the reactivity at the TM centre. For instance, it has been 
reported that Ni(0) species cannot undergo H2 oxidative addition probably due to the 
instability of the consequent Ni (II)-dihydride species.123 Peters and co-workers showed 
that reaction of the ambiphilic ligand 56 ([MesDPBPh]) with [Ni(COD)2] yields the Ni-B 
species 57 which features a supported Ni-B bond (Figure 2-28). Treatment of 57 with H2 
results in a facile and reversible H2 activation which forms 58, [HNi(-H)B].
119 58 is 
characterised as an intermediate in situ and demonstrated to be the active catalyst in the 
hydrogenation of alkenes. The precatalyst 57 then can be regenerated after the 
hydrogenation process.  
 
 
Figure 2-28. Formation of the precatalyst Ni-B species 57 and its reaction with H2 to 
form the active catalyst species 58 in hydrogenation of alkenes. 
 
A DFT study by Sakaki and co-workers shows that in 58, the B centre acts as a Z-type 
ligand, withdraws electron density from the Ni centre and hence, reduces the electron 
density of Ni.124 This favours the coordination of H2 to the Ni centre in an 
2 fashion and 
forms a Ni‒H2 intermediate. H2 activation then occurs via the cooperation of the Ni and 
B centres in a polarized manner. The borane moiety then accepts one of the hydrides to 
give a Ni‒H‒B bridge and stablises intermediate 58. 
Peters and co-workers then reported the Co-B species 60 formed by the reaction of the 
borane precursor 59 and CoBr2 (Figure 2-29).
125 Exposure of 60 with amine−borane 
results in the formation of the Co-H-B species 61. 61 is an active catalyst in the 




Figure 2-29. Formation of the precatalyst 60 and its exposure with amine−borane to 
give 61 as the active catalyst in hydrogenation of olefins. 
 
Heavier group 13 elements than B (E = Al, Ga and In) can also be incorporated into the 
ligand scaffold.126-128 In this regard, Lu and co-workers synthesised the ambiphilic ligand 
62, featuring a group 13 metal (Figure 2-30). Reaction of 62 with [Ni(COD)2] generates 
the Ni-E complex 63 in which the Ni→E bond is supported by the ligand scaffold.127    
 
 
Figure 2-30. Formation of the heterobimetallic Ni-E complex 63 featuring a supported 
Ni→E bond. 
 
As shown in Figure 2-31, reaction of 63_Ga with H2 does not yield the 
2‒H2 complex.
129 
However, in the presence of a base, the H2 at the Ni centre can be deprotonated to produce 
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the anionic Ni-H complex 64. This suggests that the 2‒H2 complex can be formed as an 
intermediate. Interestingly, the Ni-H species 64 is stable enough to be isolated 
experimentally. This is due to withdrawal of electron density by the Ga centre from the 
Ni centre which can stablise the Ni‒H bond. 64 is a highly reactive Ni-H complex and 
hence, it can be used in as a reducing agent to hydrogenate for example CO2.  
 
Figure 2-31. Formation of the anionic Ni-H species 64 and its reaction with CO2. 
 
Intrestingly, Lu and co-workers showed that while the reaction of Ni-Ga complex 63_Ga 
with H2 cannot produce a stable 
2‒H2 complex, reaction of the Ni-In complex (63_In) 
with H2 results in an stable 
2‒H2 complex 66, isolated experimentally. This is mainly 
due to the fact that In is a stronger Lewis acid compared with Ga. Therefore, it withdraws 
more electron density from the Ni centre and hence, it can stablise the 2‒H2 species more 






Figure 2-32. Stabilisation of the Ni-H2 complex 63_In by the high Lewis acidity of In 
and the hydrogenation process by 66. 
 
As outlined above, reaction of TM speices with metal precursor can produce 
heterobimetallic complexes featuring either supported or unsupported metal-metal bond. 
Such species can exhibit unusual reactivities with small molecules and hence, can be 
employed in synthesis and catalysis. In this regard, as part of a joint research program 
with the experimental group of Prof. Whittlesey at the University of Bath, computational 
studies have been conducted to study a new class of heterobimetallic complexes featuring 
unusual reactivites. Herein, the next three chapters describe the experimental and 






Chapter 3 – DFT Studies on the Characterisation, Formation and 
Reactivity of the Heterobimetallic Ru-Zn Species 68, 
[Ru(IPr)2(CO)(ZnEt)]+  
Recently, there has been a substantial increase in the study of transition metal-main group 
elements (TM-E) species featuring supported TM–E bonds as they exhibit interesting 
reactivities toward the activation of the small molecules.35, 36, 114 However, little attention 
has been paid to the reactivity of heterobimetallic systems with unsupported TM–E bonds 
(E = group 12 and 13 metals).126, 130, 131 In this regard, Whittlesey and co-workers, isolated 
the Ru‒Zn species 68 featuring an unsupported metal–metal bond and investigated its 





Herein, the first section of this chapter introduces the experimental results related to the 
synthesis and reactivity of the Ru-Zn species 68. In the next section, computational results 
are described to elucidate the nature of the Ru–Zn interaction in 68, 69 and 70 and the 
character of the hydride ligands in 69 and 70. The final sections then focus on the 








 Experimental Background 
 Formation of the Ru-Zn Species  
Whittlesey and co-workers isolated the 16-electron Ru-H species 67, 
[Ru(IPr)2(CO)H]BAr
F
4 (IPr = 1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene, BAr
F
4 = 
Tetrakis(3,5-bis(trifluoromethyl)phenyl)borate)) (Figure 3-1).133 They showed that the 
reaction of 67 with ZnEt2 in fluorobenzene at room temperature generates the Ru-Zn 
species 68, [Ru(IPr)2(CO)(ZnEt)]BAr
F
4, while gaseous ethane is released.
132  Treatment 
of 68 with H2 at room temperature in fluorobenzene binds an ƞ
2‒H2 ligand to the Ru 




4, 69. 69 can lose the ƞ
2‒H2 at the elevated temperature of 50 o C under 





Figure 3-1. Reaction of 67 with ZnEt2 to form the Ru-Zn species 68 (top) and reactivity 
of 68 with H2 (bottom) to form 69 and 70. 
 
The X-ray crystal structure analysis of the Ru-Zn species shows that 68, 69 and 70 exhibit 
Ru‒Zn distances of 2.4069(7) Å, 2.5125(3) Å and 2.4896(4) Å, respectively. These 
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distances are shorter than the sum of the covalent radii of Ru and Zn atoms (2.68 Å).134 
This therefore suggests the presence of a bonding interaction between the metal centres. 
67 features C‒H agostic interactions involving one of the isopropyl substituents of the IPr 
ligand oriented toward the Ru centre.133 Similar to 67, the X-ray molecular structure of 
68 and 70 exhibits a C‒H bond in close geometrical proximity to the Ru atom (Ru⋯C, 
68: 2.58 Å and 70: 2.90 Å). This therefore suggests the presence of a C‒H agostic 
interaction in 68 and 70 as well. 
 
 H/H Exchange in the Ru-Zn Species 69 and 70 
1H NMR spectroscopy studies on 69 reveal an H/H exchange process between the 
hydrogens of the ƞ2‒H2 ligand and the cis hydride, Hb, at room temperature on the NMR 
timescale (Figure 3-2). However, no exchange was observed between the hydride trans 
to CO (Ha) and the hydride cis to CO (Hb). On the other hand, upon the treatment of 69 
with D2, all four hydrogen positions were seen to exhibit H/D exchange. Similar H/D 
exchange was also observed between the hydrides Ha and Hb in 70. This indicates that the 
exchange process between the hydrogens of the ƞ2‒H2 ligand and the cis hydride Ha is a 
fast process as it occurs on the NMR timescale, whereas the exchange process between 
the hydrides Ha and Hb is a slower process. 
 





Herein, DFT calculations were performed to explore the nature of the Ru–Zn interactions 
in 68, 69 and 70 as well as the character of the M–H interactions in 69 and 70. In addition, 
with the aid of DFT, the mechanism of the formation of the Ru-Zn species 68 and its 
reactivity with H2 to form 69 and 70 along with the H/H exchange process in the 69 and 
70 were investigated.  
 
 Computational Details 
DFT calculations have been performed with Gaussian 09 (Revision D.01)135 at the 
BP86136 level of density functional theory. For Ru and Zn atoms, the Stuttgart RECPs137 
and associated basis sets were used while other atoms were described with the 6-31g**138 
basis set. This basis set combination is referred to as BS1. Frequency calculations have 
been performed with Gaussian 09 to characterize all stationary points as either minima 
(all positive eigenvalues) or transition states (one negative eigenvalue). Intrinsic reaction 
coordinate (IRC) calculations were used to confirm the connectivity between transition 
structures and minima. To correct free energies, solvent and dispersion calculations have 
been performed on the fully optimized geometries using the same level of theory and 
basis sets with Gaussian 09. Solvent calculations in fluorobenzene (ε = 5.42) with the 
PCM14 model and dispersion corrections with Grimme’s D322 parameter set were used. 
To have a further insight into the bonding of all species 68, 69 and 70, QTAIM30 and 
NBO139 (version 6.0) calculations were performed with AIMAll140 and Gaussian 09, 
respectively. Pipek-Mezey localized molecular orbitals (LMOs) were also computed with 
ORCA141 (Version 4.0.0.2) using def2-TZVP142 basis for Ru and Zn atoms and def2-
SVP143, 144 for other atoms. 
 
 Results and Discussion 
 Optimisation of the Molecular Species of 68, 69 and 70 
The cationic molecular species 68, 69 and 70 were fully optimised using the X-ray 
molecular geometries. Selected structural parameters of the experimental and computed 
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Figure 3-3. The Ru-Zn species 68, 69 and 70 with labelling scheme on selected atoms. 
 
Table 3-1. Comparison of the selected structural parameters of the experimental Ru-Zn 
species 68, 69 and 70 with the BP86-computed geometries. Selected bond lengths and 
angles are reported with Å and degrees, respectively. 
 68 69 70 
 Exp. Comp. Exp. Comp. Exp. Comp. 
Ru‒Zn 2.4069(7) 2.421 2.5125(3) 2.550 2.4896(4) 2.535 
Ru‒CO 1.800(5) 1.803 1.907(2) 1.889 1.894(2) 1.879 
Ru⋯C 2.58 2.621 – – 2.90 2.961 
Ru⋯H(3a) 2.13(3) 2.113 – – 2.048(18) 2.022 
C‒H3a 0.99(2) 1.129 – – 1.075(15) 1.132 
C‒H3b 0.99(2) 1.111 – – 1.075(15) 1.099 
C‒H3c 0.99(2) 1.101 – – 1.075(15) 1.103 
Ru‒Ha – – 1.52(3) 1.653 1.58(2) 1.592 
Ru‒Hb – – 1.77(3) 1.735 1.58(2) 1.758 
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Ru‒Hc – – 1.78(2) 1.759 – – 
Ru‒Hd – – 1.80(2) 1.766 – – 
Zn‒Ha – – 1.78(3) 1.815 1.90(2) 1.786 
Zn‒Hb – – 1.85(3) 1.930 1.90(2) 2.020 
C(1)–Ru–
C(2) 
177.31(18) 177.314 177.07(8) 176.694 175.70(8) 174.732 
       
 
As illustrated in Table 3-1, compared with the experimental structures, the computed Ru‒
Zn distances in species 68, 69 and 70 are slightly overestimated by 0.014 Å, 0.038 Å and 
0.045 Å, respectively. However, they show the right trend in lengthening of the Ru‒Zn 
distance in the 68→69→70 process. In 68, the C(3)–H(3a) bond oriented toward the Ru 
atom is computed to be slightly longer than the two other C(3)–H bonds to give a short 
Ru⋯H(3a) contact. A similar trend can be seen in 70. However, compared with 68, 70 
exhibits a shorter Ru⋯H(3a) distance and slightly longer C–H(3a) distance. This may 
suggest a stronger C‒H agostic interaction in 70 than that in 68.  
The geometry of the {RuHaHbZn} unit in 69 and 70 displays different Ru‒H bond 
distances. In 69, the Ru‒Ha bond is shorter than the Ru‒Hb bond distance (Ru‒Ha = 1.653 
Å and Ru‒Hb = 1.735 Å). A similar trend can also be seen in 70 (Ru‒Ha = 1.592 Å and 
Ru‒Hb = 1.758 Å). From 69 to 70 however, the Ru‒Ha distance is slightly shorter by 0.061 
Å. This shows the dependency of the Ru‒H distance on the trans influence of the ligand 
trans to the hydride ligands. In other words, as the trans influence of the ligand trans to 
the hydride ligand increases in the order of C‒H agostic interaction < 2‒H2 < CO, the 
Ru‒H distance gets longer.  
It is also worth noting that the computed geometries of the Ru-Zn species 68, 69 and 70 
exhibit a reasonable agreement with the experimental geometries. 
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 Study of the Ru–Zn Interaction in 68, 69 and 70 and the Character of the 
Hydrides in 69 and 70 
3.4.2.1 Characterisation of the Ru‒Zn Interaction in 68, 69 and 70 
In order to characterise the nature of the Ru–Zn interaction, the topological assessment 
of the electron density (with QTAIM), bonding analysis (with NBO and LMOs) along 
with the analysis of the observed CO stretching frequencies were carried out  
Figure 3-4 depicts the topology of the electron density (ρ(r)/eÅ-3) in the {Ru/Zn/C(O)} 
plane of 68, 69 and 70. Consistent with the covalent radii of the Ru and Zn atoms, the 
molecular graphs of all three Ru-Zn species exhibit a bond path between the Ru and Zn 
centres, suggesting the presence of an interaction between the metal centres. These 
interactions are characterised by a small ρ(r), a positive Laplacian of the electron density 
(2ρ(r)/eÅ-5) and small but negative total energy densities (H(r)/a.u.). Small ρ(r) and 
positive 2ρ(r) values are indicative of closed shell interactions (e.g. ionic bonding). 
However, a small negative H(r) value is indicative of some degree of shared interaction. 
Such topological features of the electron density place the Ru–Zn interactions into the 





Figure 3-4. Details of the QTAIM molecular graphs of 68, 69 and 70 showing the 
electron density contours in the {Ru/Zn/C(O)} plane. Bond critical points (BCPs) and 
ring critical points (RCPs) are indicated as red and green spheres, respectively. 
 
In 68, the BCP along the Ru–Zn bond path has a small electron density. This is even 
smaller in 69 and 70. The H(r) values also follow a similar trend as the ρ(r) values. 
Based on the larger ρ(r) and H(r), the Ru–Zn interaction in 68 is stronger relative to 
that in 69 and 70. It can also be seen that in 68, the Ru–Zn ellipticity () has a very small 
value of 0.018. However, in 69, it becomes significantly larger to 4.512 and then 
decreases to 2.374 in 70. This might be due to the small ρ(r) at the Ru–Zn interactions 
which in 69 and 70 are delocalised in the {RuHaHbZn} planes and hence results in a flat 
ρ(r) at the Ru–Zn BCP (i.e. higher ellipticity) while in the absence of hydride ligands (i.e. 
in 68), there is only a single and direct Ru–Zn interaction and hence the ellipticity is low. 
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The nature of the Ru‒Zn dative interaction can also be assessed based on the donor-
acceptor interaction derived from an NBO analysis. Figure 3-5 depicts the donor-acceptor 
orbitals associated with the Ru–Zn interactions.  
 
 
Figure 3-5. NBO donor-acceptor interaction energy (E(2)) between one of the lone 
pairs (LPs) of the Ru atom and the Zn–Et anti-bonding orbital. The IPr ligands in 68, 
69 and 70 and the agostic interaction in 68 and 70 are omitted for clarity. Isosurfaces 
plotted with Chemcraft with a contour value of 0.1. 
 
NBO analysis of 68, 69 and 70 identifies a donor-acceptor interaction between one of the 
lone pairs (LPs) of the Ru centre and the Zn–Et anti-bonding orbital. This therefore 
indicates in the Ru–Zn interaction of all three Ru-Zn complexes, the Ru centre is the 
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electron-donor centre and the Zn is the electron-acceptor moiety. This therefore supports 
a Ru→Zn dative interaction. The stabilisation energies (E(2)) associated with the Ru→Zn 
interactions obtained by the second-order perturbation theory are shown in Figure 3-5. In 
68, the E(2) value is computed to be 196.2 kcal/mol. However, when going to 69 and 70, 
it becomes significantly smaller, to 6.4 kcal/mol and 7.3 kcal/mol, respectively. This 
therefore indicates a notably stronger Ru–Zn interaction in 68 than 69 and 70.  
The magnitudes of E(2) in the Ru–Zn interactions may reflect the electronic properties of 
the Ru centre, i.e. the oxidation state of the Ru centre. In this regard, the substantially 
larger E(2) in 68 relative to that in 69 and 70 is consistent with a Ru(0) species in the 
former and a Ru(II) species for the latter. The validity of this statement can be probed 
with the analysis of the observed CO stretching frequencies of the Ru-Zn species. As 
shown in Figure 3-6, the experimental CO stretching frequencies of 69 and 70 are higher 
than that in 67 which formally exhibits a Ru(II) centre. This therefore indicates that in 
both 69 and 70 the Ru centre lies more toward a Ru(II) species. Conversely, the CO 
stretching frequency of 68 is substantially lower than that in 67, 69 and 70 which indeed 
supports the presence of a Ru(0) centre in 68.  
It should be noted that a small deviation can be seen between the computed CO stretching 
frequencies and the experimental CO stretching frequencies of the Ru complexes. 
However, the computed CO stretching frequencies show the right trend relative to the 
experimental CO stretching frequencies in the 67→68→69→70 process. 
 
 
Figure 3-6. The experimental and computed CO stretching frequencies of the Ru 




The proposal outlined above shows a Ru(0)-Zn(II) formulation in 68 and a Ru(II)-Zn(II) 
formulation in 69 and 70. This can be further examined by the LMO analysis shown in 
Figure 3-7. In 68, the LMO analysis identifies a -bonding orbital between the metal 
centres which is heavily polarised toward the Ru centre (75%(Ru), 13%(Zn), Figure 
3-7(a)). The LMO analysis also characterises a negligible -interaction between the metal 
centres (89%(Ru) and 2%(Zn), see Figure 3-7(b)). For species 69 and 70 however, no 
such - or -interactions were found between the metal centres. Accordingly, the 
presence of the -interaction in 68 and the absence of that in 69 and 70 are indeed 
consistent with the Ru(0)–Zn(II) formulation in 68 and the Ru(II)–Zn(II) formulation in 
69 and 70.  
 
 
Figure 3-7. LMO analysis of 68 showing the Ru-Zn -interaction (a) and negligible -
interaction (b). The IPr ligands and the agostic interaction are omitted for clarity. 
Isosurfaces plotted with Chemcraft with a contour value of 0.1. 
 
From the findings outlined above it can be seen that 68 exhibits a Ru‒Zn bond. In 
comparison to 68, the Ru‒Zn interactions in 69 and 70 are significantly weaker and no 
sigma bonding interaction can be seen between the metal centres. This can be due the fact 
that the Ru centre in 68 is significantly more electron rich (i.e. higher basicity) than that 
in 69 and 70. In other words, in 68, the Ru centre has a d8 electron configuration while in 
69 and 70, it has a d6 electron configuration. Thus, in the remainder of this chapter, an 
organisational principal has been defined to distinguish a Ru‒Zn bond from a weak Ru‒
Zn interaction. In this regard, in those structures featuring a Ru(0)-Zn(II) formulation, the 
strong metal–metal interaction will be shown by the “Ru‒Zn” representation. For 
69 
 
structures with the Ru(II)‒Zn(II) formulation, the weak metal-metal interaction will be 
shown by the “Ru⋯Zn” representation.  
1.1.1 Study of the Ru⋯H–C Interactions in 68 and 70 
As outlined above, 68 and 70 exhibit short Ru⋯C(3) contacts. Accordingly, as shown in 
Figure 3-8, the QTAIM molecular graphs of 68 and 70 exhibit a bond path between the 
Ru centre and the H(3a) atom based on the C(3) position of the IPr ligand. The BCPs 
associated with these bond paths feature similar electron densities of 0.041 and 0.040, 
respectively.  
 
Figure 3-8. Details of the QTAIM molecular graphs of 68 and 70 showing the electron 
density contours in the {Ru/Zn/C(O)} plane to characterise the Ru⋯H(3a) interaction. 
One of the IPr ligand and the aryl group connected to the N centre in the other IPr 
ligand are omitted for clarity. 
 
Both 68 and 70 exhibit small negative total energy densities at the Ru⋯H(3a) BCPs (68: 
H(r) = -0.003 and 70: H(r) = -0.005). This is accompanied by the reduced (r) of the 
C(3)–H(3a) BCP relative to the two other C(3)–H BCPs, indicating the donation of 
electron density from the C(3)–H(3a) bond to the Ru moiety, i.e. C‒H agostic interactions. 
This can be further supported by the NBO analysis that shows a donor-acceptor 
interaction between the C(3)–H(3a) -bonding orbital and the Ru–X anti-bonding orbital 
(68: X = CO and 70: X = H). In 68, the E(2) value corresponding to this interaction is 
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13.8 kcal/mol. In 70, it slightly increases to 15.4 kcal/mol. This shows a stronger C‒H 
agostic interaction in 70 than in 68, consistent with the shorter Ru⋯C(3) distance in 70 
than that in 69.  
3.4.2.2 Study of the Character of the Hydride Ligands in 69 and 70  
As outlined above, the Ru‒H distance is a function of the trans influence of the ligand 
trans to the hydride ligand. Herein, QTAIM and NBO analyses were performed on 69 and 
70 to quantify the effect of the trans influence on the M‒Ha and M‒Hb interactions. Figure 
3-9 shows the topology of the ρ(r) in the {Ru/Zn/C(O)} plane in 69 and 70.  
 
 
Figure 3-9. Details of the QTAIM molecular graphs of 69 and 70 showing the electron 
density contours in the {Ru/Zn/C(O)} plane. 
 
In 69, the {RuHaHbZn} unit features bond paths between the hydride ligands and the 
metal atom centres, enclosing two ring critical points (RCPs). The Ru‒Ha and Ru‒Hb 
BCPs feature larger ρ(r) values than the Zn–Ha and Zn‒Hb BCPs, respectively. This 
indicates that both hydrides Ha and Hb interact more strongly with the Ru centre than the 
Zn centre. The Ru–Ha BCP exhibits a slightly higher ρ(r) than the Ru‒Hb BCP indicating 
the Ru centre has a stronger interaction with the Ha centre than the Hb centre. The positive 
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values of 2ρ(r) of the Ru‒H BCPs suggest an ionic interaction between the 
corresponding atom centres. However, this situation is related to the close proximity of 
the hydrogen centres with metal centres.146 In this case, the H(r) parameter is a reliable 
criterion to assess the nature of M‒H interactions. In this regard, the negative H(r) values 
of the Ru‒H BCPs support a covalent Ru‒H interaction. The larger H(r) value of the 
Ru‒Ha BCP relative to the Ru‒Hb BCP shows a slightly stronger interaction in the former 
compared with the latter, consistent with the trend of ρ(r) values. This therefore does 
confirm that the strength of the Ru‒H interaction varies depending on the trans influence 
of the ligand trans to the hydride centre. Thus, the high trans influence of CO weakens 
the Ru‒Hb interaction and as a result, the Zn‒Hb interaction is strengthened. In contrast, 
the Ru‒Ha interaction becomes stronger trans to the lower trans influence 
2‒H2 ligand. 
Going to 70, the Ru‒Ha interaction is trans to a very low trans influence agostic 
interaction. As a result, no BCP is found between the Zn and Ha atom centres. This 
therefore shows that the hydrides Ha and Hb in 69 are bridging in character. However, in 
70, the hydride Ha has terminal character. 
Assessment of the Ru‒H ellipticities shows that in 69, the Ru–Ha BCP has a lower 
ellipticity than the Ru–Hb interaction. A similar trend can also be seen in 70. However, 
going from 69 to 70, the ellipticity of the Ru‒Ha interaction becomes significantly lower. 
This is consistent with the lower ellipticity of terminal hydride bond (0.01) relative to the 
bridging hydride (0.11) in complex [{Rh(H)(PPh3)2}2(μ‒Cl)2(μ‒H)]
+ reported by 
Macgregor, Weller and co-workers.147 
NBO analysis can give further information about the nature of bonding in the 
{RuHaHbZn} moieties of 69 and 70. On the basis of the Wiberg bond indices (WBI) 
shown in Figure 3-10, the Ru centre interacts more strongly with Ha rather than Hb while 







Figure 3-10. WBI of the M‒H interactions and the NBO charge of the hydride atoms in 
69 and 70. {Ru} = Ru(IPr)2
+. 
 
Comparison of the NBO charge distribution of the Ha and Hb centres shows that in 69, Hb 
has a more negative charge than Ha (Figure 3-10). From 69 to 70, the charge of Ha reduces 
and becomes positive. For comparison, the terminal Ru‒H bond in 1 features the charge 
of +0.15. This therefore does confirm that the Ha centre in 70 has a terminal character, 
consistent with the QTAIM results. In addition, it indicates that Ha is an electron deficient 
hydride while Hb is an electron rich hydride. 
NBO analysis identifies a donor-acceptor interaction between the Ru–Ha bonding orbital 
and the Zn–Et anti-bonding orbital. In 69, the E(2) energy associated with this interaction 
is computed to be 43.3 kcal/mol which lowers to 33.4 kcal/mol in 70. The decrease in the 
E(2) of the donor-acceptor interaction is consistent with the lower trans influence of the 
agostic interaction relative to 2‒H2 ligand. Interestingly, NBO identifies a lone pair of 
electron at the Hb centre in both 69 and 70. This shows that the Hb ligand can be described 
as a hydride, consistent with the NBO charge distribution analysis. The second order 
perturbation analysis shows that the Hb centre in 69 and 70 interacts with the Ru–CO and 
Zn–Et anti-bonding orbitals. In 69, the E(2) value associated with the interaction of the 
hydride Hb with Ru–CO anti-bonding orbital is stronger than with Zn–Et anti-bonding 
orbital (200.3 kcal/mol and 105.8) kcal/mol, respectively). A similar trend can be seen in 
70 (161.0 kcal/mol and 93.9 kcal/mol. This shows that the hydride Hb interacts more 
strongly with the Ru moiety than the Zn moiety, presumably due to the lower energy of 
the Ru–CO anti-bonding orbital versus Zn–Et anti-bonding orbital. 
Taken all the findings together, it can be seen that the character of the hydride ligands in 
69 and 70 sits on a continuum between two clear-cut types (terminal or bridging hydride) 
which is a function of the trans influence of the ligand trans to the hydride. In this regard, 
the hydride Hb in 69 and 70 is trans to CO and hence has a bridging character. The hydride 
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Ha in 69 is trans to a H2 ligand and is more toward a bridging hydride. However, in 70, 
the hydride Ha is trans to an agostic interaction and hence it has a terminal character.  
In the remainder of this chapter, another organisation principle was defined to distinguish 
a terminal hydride character from a bridging hydride character. In this regard, for hydride 
ligand trans to a low trans influence moiety such as an agostic interaction, the terminal 
character will be described by the “Ru‒H” representation (i.e. no bond between the H and 
Zn centres). For hydride ligands trans to strong trans influence moieties such as CO, the 
bridging character will be shown by the “Ru‒H‒Zn” representation. 
 
 Mechanism of Formation of the Ru-Zn Species 
3.4.3.1 Reaction Mechanism for the Formation of [Ru(IPr)2(CO)(ZnEt)]+, 68 
DFT calculations to investigate the mechanism of the formation of 68 located the two 
possible adducts I(67-68) and I(67-68)1 formed between 67 and ZnEt2 with the latter 
being significantly more stable than the former by 11.9 kcal/mol. Figure 3-11 displays 
the structural details of I(67-68) and I(67-68)1 in the {Ru/H/C(O)/Zn} plane.  
 
 
Figure 3-11. Representation of adduct I(67-68) and the adduct I(67-68)1 within the 
equatorial plane with the labelling scheme for selected atoms. Selected distances are 
shown in Å. The IPr ligands are omitted for clarity. The energies are relative to 




In I(67-68), the Ru⋯Zn distance is significantly longer than sum of the covalent radii of 
the Ru and Zn atoms, suggesting no covalent interaction between the metal centres. 
However, it exhibits a terminal ethyl on the Zn centre which has a short Ru⋯C(1) distance 
to give an-C–H agostic interaction, showing I(67-68) is a sigma-complex. 
In I(67-68)1, the Ru⋯Zn distance is shorter than the covalent radii of the Ru and Zn 
atoms, showing a covalent interaction between the metal centres. I(67-68)1 possesses a 
bridging ethyl situated between the metal centres with the short Ru⋯C(2) and long C(2)‒
H(2a) distances to give the -C–H agostic interaction. It is worth noting that the H(4) 
centre is trans to a C‒H agostic interaction and hence, it displays terminal hydride 
character. 
In I(67-68), the H(4) centre is cis to the Zn‒C(1) bond. Thus, the shortening of the 
C(1)⋯H(4) distance can promote the C‒H bond formation. This process is assessed by 
the computed pathway shown in Figure 3-12. In this regard, elongation of the Zn–C(1) 
bond distance transfers the ethyl moiety to the hydride across the Ru–Zn bond to form 
the C–H bond. However, the transition structure (TS(67-68)) for this process lies at the 
high energy of +29.2 kcal/mol to generate the ethane complex of 68, I(67-68)3, at -17.9 
kcal/mol. It can be seen that upon the formation of the ethane complex, the Ru–Zn 
distance significantly shortens from 2.93 Å in I(67-68) to 2.44 Å in I(67-68)3, showing 
a substantial increase in the strength of the Ru–Zn interaction. This suggests the reduction 
of the Ru centre by two units upon the formation of the ethane complex I(67-68)3. Once 
ethane dissociates from the Ru centre, it produces the Ru-Zn species 68. This process is 
computed to be exergonic by 30.4 kcal/mol. However, due to the very high energy barrier, 





Figure 3-12. Reaction profile (free energy, kcal/mol) for the formation of 68 and C2H6 
from 67 and ZnEt2; schematic structures show key distances (Å) within the equatorial 
plane; {Ru} = Ru(IPr)2
+. 
 
The C‒H coupling process was also investigated from I(67-68)1. In this regard, one 
possibility to form the ethane complex is the transfer of the hydride to the ethyl group 
situated in the cis position to the H(4) centre (i.e. the C(3) centre) via TS(67-68)1’ (Figure 
3-13). In contrast to TS(67-68) in which the C–H coupling process occurs across the Ru–
Zn bond, in TS(67-68)1’, the C–H coupling process occurs at the Zn centre. However, 
similar to TS(67-68), it is a high-energy process which requires an energy barrier of 42.5 
kcal/mol to form the ethane complex I(67-68)3. Therefore, this process is again 
inconsistent with the reaction conditions. It should be noted that the IRC calculations 
corresponding to the reverse pathway to form I(67-68)1 led to the formation of the 




Figure 3-13. Reaction profile (free energy, kcal/mol) for the formation of 68 and C2H6 
from 67 and ZnEt2; schematic structures show key distances (Å) within the equatorial 
plane; {Ru} = Ru(IPr)2
+. 
 
Alternatively, transfer of the bridging ethyl to the hydride in I(67-68)1 can form the 
ethane-complex. However, the ethyl and hydride should be firstly in the cis position 
relative to each other. Interestingly, the Ru‒Zn interaction can accommodate the 
movement of the hydride around the Ru-Zn vector. This transfers the ethyl group onto 
the Ru centre and places the hydride in the cis position to the ethyl moiety while at the 
same time the CO ligand moves into the site vacated by the hydride. This process occurs 
via the single transition structure TS(67-68)1 depicted in Figure 3-14. The energy barrier 
for this process is very low and computed to be 11.1 kcal/mol (relative to I(67-68)1) and 




Figure 3-14. Representation of TS(67-68)1 within the equatorial plane with the 
labelling scheme for selected atoms. Selected distances are shown in Å. The IPr ligands 
are omitted for clarity. 
 
In I(67-68)2, the H(4) centre is still trans to a -agostic interaction and hence shows a 
short Ru‒H distance of 1.64 Å consistent with a terminal hydride character. I(67-68)2 
can then undergo a facile reductive coupling of ethane via TS(67-68)2 at low energy 





Figure 3-15. Computed reaction profile (free energy, kcal/mol) for the formation of 68 
and C2H6 from the reaction of 67 with ZnEt2. Schematic structures show key distances 
(Å) within the equatorial plane; {Ru} = Ru(IPr)2
+. 
 
On the basis of the computed pathways to form 68, the two-step process shown in Figure 
3-15 is significantly more kinetically feasible than the one-step processes shown in Figure 
3-12 and Figure 3-13 and is consistent with the facile formation of 68 at room 
temperature. This is mainly due to the feasible rotation of the {Ru/H/Zn} unit about the 
Ru‒Zn vector which transfers the ethyl group from the Zn centre onto the Ru centre and 
places the hydride cis to the ethyl. It is worth noting that in this pathway, the C‒H 
coupling process occurs at the Ru centre while in the one-step process it either happens 
at the Zn centre or across the Ru‒Zn bond.  
 
3.4.3.2 Reaction of 68 with H2 to Form [Ru(IPr)2(CO)(ƞ2‒H2)(H2)(ZnEt)]+ (69) 
Addition of the first molecule of H2 to the unsaturated Ru(0)‒Zn(II) species 68 can take 
place either in the position trans or cis to the {ZnEt} moiety (Figure 3-16). The former 
gives I(68-69) at -30.3 kcal/mol while the latter gives the slightly less stable species I(68-
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69)’ at -26.5 kcal/mol. Addition of the second molecule of H2 gives the bis–ƞ
2‒H2 species 
I(68-69)1 at -32.1 kcal/mol which is slightly more stable than I(68-69) and I(68-69)’. It 
is worth noting that attempts to locate the transition states corresponding to the addition 
of H2 to the Ru centre trans or cis to CO were inconclusive due to a very flat potential 
energy surface.  
 
Figure 3-16. Addition of H2 to 68 to form the mono– and bis–ƞ
2‒H2 species. Schematic 
structures show key distances (Å) within the equatorial plane; {Ru} = Ru(IPr)2
+. Free 
energies are reported relative to 67 and other small molecules (H2 and C2H6) in 
kcal/mol. 
 
H2 activation in I(68-69)1 can occur via two pathways depending on whether the reacting 
H2 is cis or trans to the Zn. As shown in Figure 3-17, in Pathway I, the cleavage of the H2 
cis to the Zn occurs via TS(68-69)4. This transition state lies slightly lower in energy than 
I(68-69)1 at -32.3 kcal/mol. This is mainly due to the zero point energy correction of the 
free energy which destabilises TS(68-69)4 slightly less than I(68-69)1. Ha–Hb bond 





Figure 3-17. The computed energy profile for formation of 69 from I(68-69)1 via 
Pathway I. Free energies are in kcal/mol. Schematic structures show key distances (Å) 




Since the Hb centre is cis to Ha in a bridging position, its transfer into the bridging position 
requires Ha to move cis to the CO. Interestingly, rotation of the {RuHaZn} moiety about 
the Ru–Zn vector would achieve this. The transition structure corresponding to this 
process is TS(68-69)5 at -31.8 kcal/mol which is shown in Figure 3-18. In TS(68-69)5, 
rotation of the {RuHaZn} moiety places the Ha centre into the bridging position cis to the 
CO ligand and transfers the Hb centre into the bridging position trans to the CO ligand. 
Interestingly, TS(68-69)5 performs a very similar process as the transition structure 
TS(67-68)1. However, in the former, the rotation process transfers an X-type ligand (Hb) 
from the Ru centre into the bridging position while in the latter, an X-type ligand (ethyl) 
transfers from the bridging position onto the Ru centre. Once Hb has transferred into the 




Figure 3-18. Representation of TS(68-69)2 within the equatorial plane with the 
labelling scheme for selected atoms. Selected distances are shown in Å. The IPr ligands 
are omitted for clarity. 
 
In Pathway II, the oxidative cleavage of the Hc–Hd bond at the Ru centre takes place via 
TS(68-69)1 at -28.6 kcal/mol (Figure 3-19). In contrast to the first step of Pathway I, 
Pathway II does not transfer either of the hydrogen centres into a bridging position and 
instead forms the classical dihydride species I(68-69)1 at -28.0 kcal/mol. In the next step 
of the process, Hc can transfer to the Hb centre to give an 
2–Hc–Hb ligand. This breaks 
the Ha–Hb bond and transfers the Ha into a bridging position which then induces 
{RuHaZn} rotation about the Ru–Zn vector and places  Ha cis to the CO. These processes 
occur via the single transition state TS(68-69)2 at -28.1 kcal/mol and forms I(68-69)2 at 
-35.0 kcal/mol. In I(68-69)2, the Hc–Hb moiety is cis to a vacant bridging position. 
Therefore, transfer of Hb into that vacant position would form 69. This occurs by Hd 





Figure 3-19. The computed energy profile for formation of 69 from the reaction of 68 
with H2 via Pathway II. Free energies are in kcal/mol. Schematic structures show key 
distances (Å) within the equatorial plane, as well as the labelling scheme for the H 




Another possibility to form 69 is the isomerisation of I(68-69)4 to I(68-69)2 via Pathway 
III. As shown in Figure 3-20, once the mono–ƞ
2‒H2 species I(68-69)4 is formed via 
Pathway I, the H‒H bond which is trans to the Zn moiety can be broken by a -CAM 
(sigma-complex-assisted metathesis)148 process to form the new H‒H bond cis to the Zn 
moiety. This process occurs via TS(68’-69)4 at -32.0 kcal/mol and forms I(68’-69)2 at -
35.9 kcal/mol. It is interesting to note that as the -CAM process forms the Hb‒Hc bond 
cis to the Zn moiety, the rotation of the {RuHaZn} unit about the Ru-Zn vector does not 
occur. Thus, this step takes place separately via TS(68’-69)3 at -32.2 kcal/mol to generate 





Figure 3-20. The computed energy profile for isomerisation of I(68-69)4 to I(68-69)2. 
Free energies are in kcal/mol. Schematic structures show key distances (Å) within the 
equatorial plane, as well as the labelling scheme for the H atoms; {Ru} = Ru(IPr)2
+. 
 
The computed mechanisms for the formation of 69 show that in Pathways I, II and III, 
formation of the dihydride species complex 69 requires a low energy barrier of 0.3, 4.5 
and 4.7 kcal/mol, respectively. This indicates that Pathway I is the most kinetically 
accessible pathway to generate 69. However the energy barriers in all three computed 
mechanisms are very low and hence they are accessible under the reaction conditions. 
From the thermodynamic point of view, the reaction energy for the formation of 69 (from 
the reaction of 68 and 2H2) is computed to be exergonic by 9.3 kcal/mol (relative to 68). 
This is indeed consistent with the facile cleavage of H2 and rapid formation of 69 at room 
temperature. It is worth noting that in Pathway III, the highest energy barrier corresponds 





3.4.3.3 Mechanism of H–H Bond Cleavage in the bis(2‒H2) Species I(68-69)1 
As shown in Figure 3-19, the first step of Pathway II shows a classical example of H2 
oxidative cleavage at the Ru centre which generates two terminal Ru–H bonds. However, 
in the case of Pathway I, the mechanism of the Ha–Hb bond cleavage is less clear as it 
transfers one hydrogen atom (Ha) into the bridging position while the other hydrogen 
atom (Hb) remains at the Ru centre. The question therefore arises whether the Ha–Hb bond 
activation happens at the Ru centre via an oxidative cleavage mechanism, as in Pathway 
II, or it happens heterolytically through the metal‒metal cooperation in which the Zn 
centre accepts the hydride and the proton remains on the Ru centre. 
To assess this, NBO charge analysis was performed on the bis–ƞ2‒H2 intermediate (I(68-
69)1) along with two key transition structures TS(68-69)1 and TS(68-69)4. As shown in 
Figure 3-21, all four hydrogens in the bis–ƞ2‒H2 intermediate (I(68-69)1) feature positive 
charges ranging from +0.05 to +0.07. Going from I(68-69)1 to TS(68-69)4, there is a 
marginal decrease in the charge of Hc from +0.07 to +0.02 while a marginal increase can 
be seen in the charge of Hd from +0.05 to +0.11. In I(68-69)1, the charge of the Ha and 
Hb atoms are +0.06 and +0.07 which slightly reduces to +0.02 and +0.05 in TS(68-69)1, 
respectively. If the process were to occur heterolytically then one would assume the 
corresponding transition structure would show a significantly polarised H‒H bond with 
one hydrogen having a significant –ve charge and the other a significant +ve charge. 
However, this cannot be seen in transition structures TS(68-69)1 and TS(68-69)4. This 
therefore rules out the heterolytic mechanism for the H‒H activation. In fact, the positive 
charges of the hydrogen atoms of the elongated H⋯H moiety in both TS(68-69)1 and 
TS(68-69)4 imply that they follow a similar mechanism for the H–H bond cleavage. With 
respect to this and also the fact that in TS(68-69)4, this process occurs by an oxidative 
cleavage mechanism, a similar mechanism can be expected for the H‒H activation via 
TS(68-69)1. Interestingly, this is supported by the geometry of the transition structure 
TS(68-69)1. In TS(68-69)1, the Zn⋯Ha distance is 2.16 Å which shows that the Zn centre 
is not directly involved in the Ha–Hb bond cleavage. In fact, it is only after the oxidative 
cleavage of the Ha–Hb bond at the Ru centre that the Ha transfers into the bridging position 




Figure 3-21. NBO charges (in italics) of the H atoms in I(68-69)1, TS(68-69)1 and 
TS(68-69)4. The IPr ligands are removed for clarity. Schematic structures show key 
distances (Å) within the equatorial plane, as well as the labelling scheme for the H 
atoms; {Ru} = Ru(IPr)2
+. 
 
3.4.3.4 H2 Loss from 69 to Give [Ru(IPr)2(CO)(H)2(ZnEt)]+ (70)  
69 can undergo H2 loss via TS(69-70) with an energy barrier of 15.7 kcal/mol relative to 
69 (Figure 3-22). In this process, as H2 dissociates from the Ru centre, the C‒H agostic 
interaction comes in to form 70 at -36.4 kcal/mol. Although this reaction is kinetically 
accessible at the elevated temperature of 50°C, it is an endergonic process by 5.0 
kcal/mol, showing the Ru centre is reluctant to lose H2. However, under a vacuum, H2 






Figure 3-22. The computed energy profile for H2 loss reaction in 69 to generate 70. 
Free energies are in kcal/mol. Schematic structures show key distances (Å) within the 
equatorial plane, as well as the labelling scheme for the H atoms; {Ru} = Ru(IPr)2
+. 
 
 H/H Exchange Processes 
3.4.4.1 H/H Exchange Process at 69 
As outlined in the section 3.1.2, 69 can undergo a facile H/H exchange between the 
dihydrogen ligand, Hc–Hd and the cis bridging hydride, Hb. As shown in Figure 3-23, this 
reaction is computed to start with the isomerisation of 69 to I(68-69)2 with a low energy 
barrier of 6.3 kcal/mol (Figure 3-19). I(68-69)2 then undergoes a facile H2-rotation via 
TS(69Eb-c)2 with a small overall energy barrier of 9.8 kcal/mol. A reverse process then 





Figure 3-23. The computed energy profile for Hb/Hc process in 69. Free energies are in 
kcal/mol. Schematic structures show key distances (Å) within the equatorial plane, as 
well as the labelling scheme for the H atoms; {Ru} = Ru(IPr)2
+. 
 
The H/H exchange between the bridging hydrogens Ha and Hb involves reforming the 
bis‒ƞ2‒H2 species I(68-69)1 with an energy barrier of 9.6 kcal/mol (i.e. the reverse 
process for the formation of 69 via the reaction of 68 with H2, Figure 3-19). As shown in 
Figure 3-24, once I(68-69)1 is formed, rotation of the ƞ2‒Ha–Hb ligand via TS(69Ea-b)1 
at -28.3 kcal/mol followed by transfer of Hb and Ha atoms into the bridging positions 
completes the Ha/Hb exchange process. The overall energy barrier accounting for this 




Figure 3-24. The computed energy pathway for the exchange of Ha and Hb at 69. Free 
energies are in kcal/mol. Schematic structures show key distances (Å) within the 
equatorial plane, as well as the labelling scheme for the H atoms; {Ru} = Ru(IPr)2
+. 
 
In comparison to the Hc‒Hd/Hb exchange, exchange of the bridging hydrides Ha and Hb 
is found to be more energy-demanding. This is consistent with the experimental data, 
showing the exchange process in the former is faster than the latter. 
 
3.4.4.2 H/H Exchange Process in 70 
On the basis of the room temperature 1H NMR spectrum of 70, Ha and Hb are equivalent 
and a computed exchange process that could explain this is shown in Figure 3-25. In this 
process, the initial rotation of the {RuHaZn} moiety about the Ru–Zn vector transfers Hb 
onto the Ru centre. This process occurs via TS(70Ea-b)1 at -22.9 kcal/mol and gives 
I(70Ea-b)1 at -26.8 kcal/mol. In I(70Ea-b)1, Ha and Hb are cis to each other allowing a 
reductive coupling mechanism to form the mono–ƞ2‒H2 species I(68-69). This process 
can occur via TS(70Ea-b)2 at -26.6 kcal/mol and forms I(68-69) at -30.3 kcal/mol. Once 
I(68-69)1’ is formed, it can undergo H2-rotation via TS(70Ea-b)2 at -29.5 kcal/mol. A 
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reverse process toward the formation of 70’ then completes the Ha/Hb exchange with the 
overall energy barrier of 7.4 kcal/mol.  
 
 
Figure 3-25. The computed energy profile for the exchange of Ha with Hb at 70. The 
{Ru} unit represents Ru(IPr)2
+ moiety. Free energies are in kcal/mol. 
 
Alternatively, the movement of the CO ligand from the position trans to the Hb atom to 
trans to the Ha atom would also render the Ha and Hb positions equivalent. Such a process 
demands a transition structure with a distorted trigonal bipyramid geometry (i.e. Y-shape) 
as in TS(70-70’) shown in Figure 3-26. However, this transition state is extremely 
unstable relative to 69 by 31.5 kcal/mol. This is mainly due to the fact that in the Y-shape 
geometry, the interaction of the lone pair of the CO ligand with the occupied d orbitals of 
the Ru centre is maximised (Ru–CO = 2.01 Å) and consequently, this makes the transition 





Figure 3-26. The movement of the CO ligand to make the Ha and Hb positions 
equivalent at 70. Free energies are in kcal/mol. Schematic structures show key 
distances (Å) within the equatorial plane, as well as the labelling scheme for the H 


























On the basis of DFT studies on the heterobimetallic Ru-Zn species, a number of broad 
conclusions can be drawn about the nature of metal–metal bonding in 68, 69 and 70, and 
metal-hydride interactions in 69 and 70: 
I. The nature of the interaction between the monovalent zinc (ZnEt) complexes of 
ruthenium has been investigated. QTAIM analysis of the Ru-Zn complexes shows 
a Ru‒Zn BCP, exhibiting a small (r), positive 2(r) and a small negative H(r). 
Such QTAIM metrics have been interpreted as dative interaction between the 
metal centres. NBO Donor-acceptor interaction analysis confirmed this and 
indicated that in this interaction Ru acts as a LB centre and donates electron 
density to the divalent Zn moiety. i.e. Ru→Zn interaction. In comparison to 69 
and 70, 68 exhibits the strongest Ru→Zn interaction. This along with the presence 
of the Ru‒Zn bonding orbital supports a Ru(0)‒Zn(II) formulation in 68. A 
significantly weaker Ru‒Zn interaction in 69 and 70 relative to 68 and the absence 
of the Ru‒Zn bonding orbital supports a Ru(II)‒Zn(II) formulation in 69 and 70. 
This was also confirmed by a significantly lower CO stretching frequency of 68 
relative to that in 69 and 70.  
II. The nature of the bonding in the {Ru/Ha/Hb/Zn} unit was also assessed by the 
same computational techniques. QTAIM analysis shows that the nature of the 
hydrides Ha and Hb is determined by the trans influence of the ligands opposing 
the hydride. A strong trans influence results in a hydride ligand with a more 
bridging character while a weak trans influence results in a more terminal 
character. NBO charge distribution analysis shows that the former exhibits a more 
electron-rich hydride. 
The following specific conclusions can also be drawn based on the computed mechanisms 
for the formation of 68, 69 and 70. 
III. The computed mechanism for the reaction of 67 with ZnEt2 involves the transfer 
of one alkyl group from the Zn moiety to onto the Ru centre followed by the 
reductive elimination of ethane to yield 68. The former requires the rotation of the 
hydride around the Ru‒Zn vector, pushing the Et group onto the Ru centre and 
placing the hydride cis to this ethyl group. 
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IV. This process in which heterobimetallic complexes can be formed by the reaction 
of a TM-H species and a metal-alkyl precursor can be used as a strategy to 
generate other heterobimetallic complexes, featuring unsupported metal-metal 
bonds.  
V. The computed mechanism for the reaction of 68 with H2 shows that H‒H bond 
activation across the Ru–Zn bond occurs homolytically at the Ru centre. In this 
process, after the H–H bond cleavage, the Zn centre accepts the first hydride to 
stablise the consequent intermediate by a {Ru‒H‒Zn} bridge. The second hydride 
then transfers into the bridging position once the hydride rotates around the Ru–
Zn vector, giving a vacant site for the second hydride to produce 69.  
VI. Formation of 70 requires the displacement of the 2‒H2 ligand of 69 by the C‒H 
agostic interaction. This reaction is computed to be an endergonic process, 
consistent with the elevated temperature and vacuum conditions of the reaction. 
VII. H/H exchange in the dihydride species 69 and 70 involves -CAM and H2-
rotation steps. In 69, the H/H exchange between the bridging hydrides was 
computed to be more energy demanding than the exchange of the ƞ2‒H2 and the 
bridging hydride. This shows that the H/H exchange process between the ƞ2‒H2 
and bridging hydrides occurs more feasibly than the exchange of the bridging 












Chapter 4 – DFT Studies on the Characterisation, Formation and 
Reactivity of the Heterobimetallic Ru-In Species 71, 
[Ru(IPr)2(CO)(Me)(InMe)]+  
Ligands based on group 13 elements (E) have received an increasing attention in 
organometallic chemistry because of their abilities to tune reactivity at TMs.35, 150 Most 
studies however have focused on boron and fewer reports have appeared on heavier group 
13 elements such as In and Ga, as metalloligands. Coordination of metalloligands to TM 
centres can be either supported or unsupported. The former can be generated by the 
combination of multidentate ligands with group 13 elements to give a scaffold for TM‒E 
bonds.126-129, 151 However, this approach is found to be synthetically challenging.49 An 
alternative to this approach is the reaction of TM species with metal alkyl precursors to 
form unsupported TM‒E bonds.72-74, 80, 83, 84, 87 In this regard, building from the Ru-Zn 
chemistry,132 Whittlesey and co-workers synthesised complex 
[Ru(IPr)2(CO)(Me)(InMe)]BAr
F




152 71 features an unsupported Ru–In bond which 




4, 72. Treatment of 71 with CO transfers the alkyl 







Herein, the first section of this chapter describes the experimental results given by 
Whittlesey and co-workers. In the next section, computational results for the study of 
metal–metal bonding of the Ru–In species are described. The last section is dedicated to 




 Experimental Background 
Whittlesey and co-workers showed that the treatment of the Ru-H species 67 with InMe3 
forms the Ru-In species 71 characterised crystallographically as 
[Ru(IPr)2(CO)(InMe)(Me)]BAr
F
4 (Figure 4-1). Similar to the Ru-Zn chemistry, this 
reaction eliminates a gaseous alkane to form an unsupported metal-metal bond. 
Additionally, formation of 71 is accompanied by the transfer of a second alkyl group onto 
the Ru centre.  
 
 
Figure 4-1. Formation of 71 from the reaction of 67 with InMe3. The C‒H agostic 
interactions in 67 are omitted for clarity. 
 
In contrast to the Ru-Zn chemistry, reaction of the heterobimetallic species 71 with H2 
does not add hydride across the unsupported metal‒metal bond but instead, it activates 




4, 72 (Figure 4-2).  
 
 
Figure 4-2. Formation of 72 by reaction of 71 with H2. 
 
Reaction of 71 with CO monitored by low temperature 13C NMR at 245 K shows the 





(Figure 4-3). Raising the reaction temperature however forms the tricarbonyl complex 





Figure 4-3. Reaction of 71 with CO to give the dicarbonyl species 73 and tricarbonyl 
species 74. 
 
Comparison of the X-ray molecular structures of the Ru-In species shows that 74 exhibits 
a significantly longer Ru–In distance than 71 and 72 (71: 2.4534(3) Å, 72: 2.5220(3) Å, 
74: 2.7325(3) Å). However, in all the three Ru-In species, the Ru‒In distances are shorter 
than the sum of the covalent radii of the Ru and In centres (2.88 Å)134, suggesting a 
covalent interaction between the metal centres. 
 
 Aims 
Herein, DFT studies have been performed to characterise the nature of the interaction 
between the Ru and In centres in 71, 72 and 74. Formation of the Ru-In species 71 and 
its reaction with H2 and CO are well-defined examples of the reactivity of 
heterobimetallic species featuring an unsupported TM–E bond. Thus, particular attention 
was given to study the mechanism of the formation of the Ru-In species 71, 72, 73 and 
74. A similar computational approach to the Ru-Zn systems in Chapter 3 was used to 




 Results and Discussion 
 Optimisation of the Ru-In Species  
Table 4-1 presents selected structural parameters of the experimental and BP86-optimised 
molecular geometries of the Ru–In species 71, 72 and 74 (see Figure 4-4 for the labelling 
scheme).   
 
 













Table 4-1. Comparison of selected structural parameters of the experimental and 
computed (BP86/BS1) geometries of the Ru-In species 71, 72 and 74. Selected bond 
lengths and angles are reported with Å and degrees, respectively. 
Species 71 72 74 
 Exp. Comp. Exp. Comp. Exp. Comp. 
Ru‒In 2.4534(3) 2.454 2.5220(3) 2.593 2.7325(3) 2.805 
Ru‒IPr(1) 2.113(3) 2.130 2.120(3) 2.137 2.150(2) 2.187 
Ru‒IPr(2) 2.124(3) 2.134 2.118(3) 2.121 2.173(2) 2.204 
Ru‒CO(3) 1.993(4) 1.862 1.889(4) 1.870 1.932(3) 1.920 
Ru‒Me(6) 2.037(4) 2.235 – – 2.163(3) 2.170 
C(6)‒H(6a) – 1.113 – – – – 
Ru⋯H(6a) – 2.427 – – – – 
In⋯Me(6) 2.867 2.690 – – – – 
In‒Me(6) – – – – 2.163(3) 2.170 
In‒Me(7) 2.150(4) 2.141 2.133(4) 2.174 2.164(3) 2.173 
Ru‒CO(8) – – – – 1.937(3) 1.931 
Ru‒CO(9) – – – – 1.967(3) 1.930 
Ru‒Ha – – 1.782(5) 1.771 – – 
Ru‒Hb – – 1.781(5) 1.733 – – 
Ru‒Hc – – 1.601(5) 1.626 – – 
Me(6)–Ru–
In 








Based on the computed geometries, the Ru–In distance in 71 is very well reproduced by 
the calculations. Going to 72 and 74, the Ru–In distances are slightly overestimated by 
the calculations. However, from 71 to 72 and 74, they follow the right trend of the 
lengthening of the Ru–In distances.  
In all three Ru-In species, the C(1)–Ru–C(2) angles are well reproduced by the computed 
geometries. In 71, a significant discrepancy can be seen between the experimental and 
computed Ru–C(3) and Ru–C(6) distances. This is mainly due to the structural disorder 
of the X-ray molecular structure of 71 which cannot differentiate the C(3) and C(6) 
positions from each other. It can be seen that, in the computed structure of 71, the InMe(7) 
moiety is slightly oriented toward the Me(6) group (Me(6)–Ru–In = 69.90ᵒ) to give a 
short In⋯Me(6) distance (2.690 Å). This may suggest that the Me(6) group has some 
bridging character. The Me(6) group also exhibits a C–H bond which is slightly longer 
by 0.01 Å than the two other C(6)–H bonds, suggesting an -agostic interaction with the 
Ru centre.  
Overall, the BP86-optimised geometries provide a reasonable agreement with the 
experimental geometries of the Ru-In species 71, 72 and 74.    
 
 Characterisation of the Ru–In Interactions in 71, 72 and 74 
QTAIM, NBO and LMO analyses have been performed on the BP86-optimised 
geometries of 71, 72 and 74 to study the nature of the interaction between the Ru and In 
centres. Figure 4-5 displays the 2D contour plot of the electron denisty in the 
{Ru/In/C(O)} plane along with the QTAIM parameters (ρ(r), 2ρ(r),  and H(r)). The 
molecular graphs of all the three Ru-In species display a bond path between the Ru and 
In centres, indicating an interaction between the metal centres consistent with the sum of 
the covalant radii of the Ru and In atoms. Similar to the Ru-Zn complexes, the metal‒
metal interactions in the Ru-In species exhibit a small ρ(r), a positive 2ρ(r) and a small 
negative H(r), indicating a dative bond between the Ru and In centres. In 71, the value of 
ρ(r) at the Ru‒In BCP is 0.079 which reduces to 0.061 in 72 and 0.048 in 74. This shows 
a decreases in strength of the Ru‒In interaction in the order 71 > 72 > 74. Comparison of 
the H(r) at the Ru–In BCPs shows that 71 exhibits a slightly more negative value of H(r) 
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(-0.028) than 72 and 74 (72: -0.020 and 74: -0.014), indicating the former features a 
stronger Ru–In interaction, consistent with the trend of the ρ(r) values.  
 
Figure 4-5. Details of the QTAIM molecular graphs of 71, 72 and 74 showing the 
electron density contours in the {Ru/In/C(O)} plane. BCPs are shown as red spheres. 
 
In 71, the elliptictyof the Ru–In BCP is 0.135 which reduces to 0.057 in 72 and slightly 
increases to 0.094 in 74. The slightly larger value of the Ru–In bond ellipticity in 71 
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relative to that in 72 and 74 might be indicative of -character of the Ru–In interaction. 
This is assessed by an LMO analysis of the Ru-In species shown in Figure 4-6. The LMO 
analysis shows a ‒bonding orbital. It also shows an interaction between the Ru dxz 
orbital and the pz In orbital which is dominated by the Ru dxz character. This is consistent 
with the findings reported by Frenking and co-workers, showing the monosubstituted In 
moiety is not a good -acceptor.107  
It should be noted that in 71, no BCP was found between the C(6) and In centres, showing 
no interaction between these atoms. Moreover, no BCP can be seen between the H(6a) 
and the Ru centres, showing no -C–H(6a) agostic interaction. A similar situation can be 
seen in unsaturated Ti-methyl complexes where, despite the very short Ti⋯H distance, 
no BCP can be seen between the metal and hydrogen centres.153, 154 This situation can 
happen when a BCP is annihilated by the coalescence with another CP. Thus, lack of the 
BCP between the TM centre and the H does not rule out the presence of an -agostic 
interaction.155, 156 In this regard, an NBO analysis identifies a donor-acceptor interaction 
between the C(6)–H(6a) bonding orbital and the Ru–C(O) anti-bonding orbital. The E(2) 
value corresponding to this interaction however is small, computed to be 3.0 kcal/mol 





Figure 4-6. The LMOs of the Ru–In interactions in 71, 72 and 72_F; the Ru–In -
interaction (left) and the small d-interaction of Ru with In (right). The IPr ligands are 




In 71, LMO shows that the Ru–In -bonding orbital is significantly polarised toward the 
Ru centre (Ru = 61.8% and In = 31.7%). This can be rationalised by invoking the greater 
electronegativity of Ru relative to In. However, in 72 the Ru–In -bonding orbital is 
significantly more polarised to the In centre (Ru = 37.2% and In = 54.5%). This can be 
due to the high trans-influence exerted by the hydride ligand whereas in 71, the InMe 
moiety is trans to a vacant site. This can be supported by the replacement of the hydride 
with a weak trans-influence ligand such as fluoride in 72 to give 72_F. In this case, it can 
be seen that the -bonding orbital polarises back toward the Ru centre (Ru = 50.0% and 
In = 40.0%). This therefore shows that the Ru–In interactions in 71 and 72 are very 
sensitive to the trans influence of the ligand trans to the In moiety.  
There are two possibilities to describe the dative interaction between the metal centres; 
1) Ru→In bond and 2) Ru←In bond. The nature of the Ru–In dative interaction can be 
assessed by comparison of NBO charges of In in 71 and 72 with the isolated InMe 
fragment. For the first scenario, the isolated InMe fragment would have a 2+ overall 
charge, consistent with an In(III) moiety and hence describing the Ru→In bond. For the 
second case scenario, the InMe fragment is neutral, resembling an In(I) moiety and thus 
describing the Ru←In dative bond.  
The calculated NBO charge distribution shows that In centres in 71 and 72 exhibit a 
charge of +1.46 and +1.27 respectively. For comparison, the In centre in the isolated 
[InMe]2+ species has a charge of +1.00. One might expect a lower positive charge for In 
if 71 and 72 exhibit a Ru→In bond. However, both 71 and 72 display even more positive 
charge. This therefore does not support a Ru→In bond in 71 and 72.    
The charge of the In centre in the neutral isolated [InMe] structure is +0.69. This is 
significantly lower than the charge of In in 71 and 72. The reduced charge density of In 
in 71 and 72 relative to that in the isolated InMe species shows a charge transfer from In 
to Ru, i.e. Ru←In(I) bond. The higher positive charge of In in 71 relative to 72 can be 
attributed to the fact that the InMe moiety in the former is trans to the high trans influence 
of hydride while in the latter, the InMe moiety is trans to a vacant site. This causes a lower 
electron donation from the InMe moiety to the Ru centre in 72.  
The experimental CO stretching frequency of 71 is 1913 cm-1 which is significantly lower 
than in 72 (1975 cm-1). A similar trend can also be seen with the computed CO stretching 
103 
 
frequencies of 71 and 72. This shows that the Ru centre in 72 is more electron deficient 
than that in 71.  
 
 
Figure 4-7. The experimental and computed CO stretching frequencies of the Ru 
species. 
 
Therefore, 71 and 72 can be described by the Ru(II)‒In(I) formulation in which the 
monovalent In(I) moiety acts as a Lewis base centre and the Ru(II) acts a Lewis acid 
moiety. This is consistent with TM←E(I)R interaction reported by Fisher and Frenking 
(TM = Pt, E = Al, Ga, In).104, 105 
Figure 4-8  displays the experimental CO stretching frequencies of the Ru-In species 74, 
its hydride analogue (74_H) and [Ru(IMes)2(CO)3], 75. 
157, 158 74_H is a Ru(II) complex 
while 75 is a Ru(0) complex. It should be noted that 75 is the only experimentally 
available tricarbonyl Ru(0) complex with two NHC ligands to make comparison with the 





Figure 4-8. The experimental CO stretching frequencies of the Ru species. 
 
Comparison of the CO stretching frequencies of the Ru complexes shows that 74 lies 
closer to 74_H than 75. However, the slightly lower CO stretching frequencies of 74 
compared with those in 74_H shows that the former exhibits a more electron rich Ru 
centre. This can also be supported by the higher contribution of the Ru centre in the Ru–
In -bonding orbital in 74 relative to that in the Ru–H -bonding orbital in 74_H (Figure 
4-9).  
 
Figure 4-9. LMO analysis of 74 and 74_H showing the Ru–In -bonding orbital (left) 
and Ru–H -bonding orbital (right), respectively. The IPr ligands are omitted for 




Taken all the findings together, it can be found that 74 more closely resembles a Ru(II) 
species. Thus, the divalent indium moiety in 74 is an anionic fragment ([InMe2]
-) 
consistent with findings reported by Pandey for TM-GaX2 complexes.
83 Therefore, 74 
exhibits a Ru(II)‒In(I) formulation in which the In(I) centre acts as a Lewis base centre 
while the Ru(II) acts a Lewis acid moiety. 
  
 Study of the Mechanism of the Formation of 71  
DFT calculations to investigate the adduct(s) formed upon the reaction of 67 with InMe3 
located I(67-71) at +6.7 kcal/mol (relative to 67 and InMe3, Figure 4-10). In I(67-71), the 
InMe3 moiety adopts a side-on orientation in the {Ru/H/CO} plane. Formation of such an 
adduct however is in contrast with previously reported Ru-indane complexes.72, 74  
 
 
Figure 4-10. Representation of I(67-71); a) the full structure (the hydrogen of the IPr 
ligands are omitted for clarity) and b) within the equatorial plane with the labelling 
scheme for selected atoms. Selected distances are shown in Å. 
 
For example, in 76 (fac-[Ru(NCMe)3(CO)2(InBr3)]), the InBr3 exhibits a tetrahedral 
geometry at the In centre. This rather contradictory result between the geometry of the 
InMe3 moiety in I(67-71) and 76 may be due to the presence of the bulky IPr ligands in 
I(67-71) which may only allow the side-on orientation of InMe3. This can be examined 
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computationally with the replacement of the bulky IPr ligands with small ligands such as 
PH3 and IMe in [RuL2(CO)(H)(InMe3)]
+ to give I(67_71)_PH3 and I(67_71)_IMe, 
respectively. However, as shown in Figure 4-11 while the {InMe3} now lies out of the 
{Ru/H/CO} plane, the InMe3 fragment still exhibits a trigonal planar geometry around 
the In centre. Therefore, the steric hindrance is not the determining factor in the side-on 
geometry of the InMe3 moiety in I(67-71). This therefore suggests that the trigonal planar 
geometry at the In centre in I(67_71) is due to the low Lewis basicity of the Ru centre as 
in I(67-71), the Ru centre has an oxidation state of 2+ whereas in 76, the oxidation state 
of the Ru centre is zero. An additional factor may also be the lower Lewis acidity of In in 
InMe3 compared to that in InBr3.  
 
 
Figure 4-11. Computed structures of I(67-71)_IMe (left) and I(67-71)_PH3 (right). 
 
In I(67-71), the In–C(5) bond which is cis to the H(4) position is slightly longer than the 
two other In–C bonds by 0.06 Å. In addition, the C(5) centre is also situated in closer 
proximity to the Ru centre than the C(7) centre by 0.05 Å. This may suggest a 3c-2e 
interaction between the In–C(5) sigma bond and the Ru centre. In addition, the C(5)–
H(5a) bond isslightly longer than the two other C(5)–H bonds by 0.02 Å, suggesting that 
C(5)–H(5a) bond has an agostic interaction with the Ru centre.  
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As shown in Figure 4-12, the QTAIM molecular graph of I(67-71) exhibits no BCP 
between the Ru and In centres which is consistent with the fact that I(67-71) exhibits a 
Ru⋯In distance greater than the sum of the covalent radii of the Ru and In centres. The 
In–C(5) BCP has a smaller value of (r) relative to the In-C(6) and In–C(7) BCPs. This 
shows a weaker In–C interaction in the former, consistent with the longer In–C(5) bond 
distance relative to In–C(6) and In–C(7) distances. No BCP can be seen between the Ru 
and C(5) centres, showing no interaction between the corresponding centres. However, 
there can be seen BCPs between the Ru with the H(5a) and the H(7a) centres, enclosing 
an RCP in the {Ru⋯H(5a)–C(5)–In–C(7)–H(7a)⋯} unit. The value of the (r) of the BCP 
along the Ru⋯H(5a) bond path is 0.046 which lowers to 0.019 for the Ru⋯H(7a) BCP. 
This shows a stronger interaction in the former. The Ru⋯H(5a) bond path has a low H(r) 
value of -0.003 while for the Ru⋯H(7a) BCP, the H(r) value is effectively zero. This 
shows a stronger covalent interaction in the former, consistent with the trend of (r) 
values and bond distances.  
The C(5)–H(5a) BCP has also a slightly lower value of (r) compared with the C(5)–
H(5b) BCP, showing a weaker interaction in the former. The presence of a covalent 
interaction between Ru and H(5a) centre along with the relatively weaker C(5)–H(5a) 
bond suggests a 3c-2e interaction between C(5)–H(5a) bond and the Ru centre. This is 
supported by an NBO analysis which identifies a donor-acceptor interaction between the 
C(5)–H(5a) bonding orbital and the Ru–CO anti-bonding orbital with the E(2) of 18.9 
kcal/mol.  
It should also be noted that NBO identifies a donor-acceptor interaction between the C–
H(7a) bonding orbital and the Ru–H anti-bonding orbital. The E(2) value corresponds for 
this interaction is 2.7 kcal/mol which is significantly lower than the interaction of the C–





Figure 4-12. Details of the QTAIM molecular graphs of I(67-71) showing the electron 
density contours in the {Ru/In/C(O)} plane. BCPs and RCPs are shown as red and 
green spheres, respectively. 
 
As shown in Figure 4-13, rearrangement of I(67-71) gives I(67-71)1 at +3.4 kcal/mol. 
The potential energy surface corresponding to this process is flat and therefore, attempts 
to locate this transition structure were inconclusive. I(67-71)1 exhibits a longer In–C(5) 
distance and a significantly shorter Ru–C(5) distance than I(67-71). Moreover, it has an 
elongated C(5)–H bond (1.15 Å) to give a short Ru⋯H distance, suggesting a C–H agostic 





Figure 4-13. Computed reaction profile (BP86/BS1) for the formation of 71 and CH4 
from 67 and InMe3; schematic structures show key distances (Å) within the equatorial 
plane; {Ru} = Ru(IPr)2
+. 
 
As shown in Figure 4-14(a), the QTAIM molecular graph of I(67-71)1 displays BCPs 
between the three atoms of the {Ru/C(5)/In} unit, that therefore enclose an RCP. 
However, due to the very flat electron density of the RCP, it coalesces with the Ru–In 
BCP. The BCP along the Ru–In bond path has a negative H(r) value of -0.008, suggesting 
a weak dative interaction between the metal centres. LMO analysis shows a very small 
interaction between the dxy(Ru) orbital and the In centre, showing a marginal -interaction 
between the Ru and In centres (Figure 4-14 (b)). The presence of BCPs between the C(5) 
centre and the metal centres shows that the Me(5) group has bridging character. The (r) 
value of the Ru–C(5) BCP is 0.094 which is slightly larger than the In-C(5) BCP (0.054). 
This shows that the C(5) centre is more strongly bound to the Ru centre than the In centre. 
The H(r) value of the Ru–C(5) BCP is -0.030 which is slightly more negative than the In–
C(5) BCP (-0.012). This supports a stronger interaction in the former, consistent with the 
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trend of (r) values. In comparison with the In–C(6) BCP, the In–C(5) BCP has a lower 
(r) by 0.043. This shows that the In centre exhibits a stronger interaction with the 
terminal Me(6) group than the bridging Me(5) group. It can be seen that the ellipticity of 
the In–C(5) BCP is 0.254 which reduces to 0.003 in the In–C(6) BCP. As expected, this 
indicates that a Me group with bridging character has a significantly higher ellipticity 
than a Me group with a terminal character. It can be seen that the (r) value of the C(5)–
H(5a) BCP is slightly smaller than the C(5)–H(5b) BCP by 0.037. A similar trend can 
also be seen in the values of |H(r)|, showing a weaker interaction in the former. The 
C(5)–H(5a) oriented toward the Ru centre and also experiences a reduced electron 
density. This may be due to a 3c-2e interaction with the Ru centre. However, no BCP is 
seen between the Ru and the H(5a) centres. An NBO analysis identifies a donor-acceptor 
interaction between the C(5)–H(5a) bonding orbital and the Ru–C(O) anti-bonding orbital 








Figure 4-14. a) Details of the QTAIM molecular graphs of I(67-71)1 showing the 
electron density contours in the {Ru/In/C(O)} plane; b) LMO analysis of I(67-71)1 
showing the small interaction of the dxz(Ru) orbital with the In centre. 
 
Further activation of the In–C(5) bond in I(67-71)1 results in the full transfer of the Me(5) 
group onto the Ru centre via TS(67-71)1 at +13.7 kcal/mol and forms I(67-71)2 at +6.4 
kcal/mol.  
It is well established that electron-rich TM complexes can undergo the oxidative addition 
of In‒R bonds to the TM centre84 while I(67-71)1 is an electron deficient Ru(II) species. 
However, the oxidative addition mechanism can be accessible when electron deficient 
TMs are supported by strong electron donor ligands.112 Thus, the coordination of two 
strong electron donor NHC ligands at the Ru centre in I(67-71)1 may allow the 
stabilisation of a Ru(IV) centre in I(67-71)2. Similar to complex 74, I(67-71)2 has an 
[InMe2]
- moiety. This indeed supports a Ru(IV) species in I(67-71)2 and suggests that the 
activation of the In‒C(5) bond at the Ru centre occurs via an oxidative coupling 
mechanism via TS(67-71)1. TS(67-71)1 is a late transition state with a long In⋯C(5) 
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distance of 3.89 Å. Figure 4-15(a) displays the QTAIM molecular graph of I(67-71)2. In 
comparison with I(67-71)1, I(67-71)2 exhibits a slightly larger value of (r) and also a 
more negative H(r) at the Ru–In BCP, showing a stronger Ru–In interaction in the latter 
(Figure 4-15(b)). However, similar to I(67-71)1, in I(67-71)2, the interaction of the dxz 
Ru orbital with the In centre is still negligible. From I(67-71)1 to I(67-71)2, LMO 
analysis shows a new Ru–In bonding orbital, i.e. a -bonding orbital, which is 
significantly more polarised toward the Ru centre. 
 
 
Figure 4-15. a) Details of the QTAIM molecular graphs of I(67-71)2 showing the 
electron density contours in the {Ru/In/C(O)} plane; b) LMO analysis of I(67-71)2 
showing the weak interaction of the dxz(Ru) orbital with the In centre (left) and the Ru–




In I(67-71)2, it can also be seen that the In–C(6) bond is oriented toward the Ru centre. 
The BCP associated with this interaction exhibits a (r) value of 0.087 which is slightly 
lower than the In–C(7) BCP (0.102), indicating a weaker interaction in the former. The 
H(r) value of the In–C(6) BCP is also slightly less negative than the In–C(7) bond, 
showing a weaker interaction in the former, consistent with the trend of the (r) values. 
The ellipticity of the In–C(6) BCP is 0.072 which is slightly greater than the ellipticity of 
the In–C(7) BCP (0.002). This indicates that the Me(6) group has some bridging 
character.  
I(67-71)2 then undergoes a facile C–H reductive coupling process at the Ru centre which 
spontaneously induces the transfer of the second Me (i.e. Me(6)) group onto the Ru centre. 
This process occurs via TS(67-71)2 at 12.5 kcal/mol and generates I(67-71)3 at -2.3 
kcal/mol. I(67-71)3 then can lose methane to give 71 at -30.3 kcal/mol.  
It is interesting to note that there is a very small difference between the bond ellipticities 
of the Ru‒Me(6) BCPs in 71 ( = 0.008) and I(67-71)3 ( = 0.003). This therefore shows 
that the Me(6) group in 71 has terminal character. 
In order to understand why the Me group transfers from the In centre onto the Ru centre 
upon the C‒H coupling process, the reverse process of transferring the Me group back to 
the In centre from 71 was computed (Figure 4-16). This process occurs with the low 
energy barrier of 10.3 kcal/mol (relative to 71) via TS(71-71’) and gives 71’, lying 4.0 
kcal/mol above 71. This therefore indicates that transfer of a second Me to the Ru centre 
is not necessarily spontaneous in the absence of the C-H reductive coupling process. This 
however requires a vacant site at the Ru centre which is affordable upon the C–H coupling 
process. It is interesting to note that the mechanism of double In‒C bond activation at the 
Ru centre is similar to the mechanism of double Ga‒H bond activation at TM 
complexes.108 In both mechanisms, the E‒R oxidative addition at the TM centre is 
followed by the migration of the second R group from the E centre to the TM centre to 





Figure 4-16. Computed reaction profile (free energy, kcal/mol, BP86/BS1) Me transfer 
between Ru and In in 71; schematic structures show key distances (Å) within the 
equatorial plane; {Ru} = Ru(IPr)2
+. 
 
 Reaction of the Ru-In Species 71 with H2 to Give 72 
Figure 4-17 displays the computed energy profile for the reaction of 71 with H2 to 
generate 72. Addition of one H2 to the Ru vacant site of 71 forms the 
2–H2 adduct I(71-




Figure 4-17. Computed reaction profile (free energy, kcal/mol, BP86/BS1) for the 
formation of 72 from 71 and H2; schematic structures show key distances (Å) within the 
equatorial plane; {Ru} = Ru(IPr)2
+. 
 
The QTAIM molecular graph of I(71-72)1 shows that the Ru–In interaction exhibits a 
slightly less negative H(r) compared with 71 (71 : -0.028 and I(71-72)1 : -0.026). This is 
mainly due to the small trans influence of the H2 ligand which slightly weakens the Ru–
In interaction. In addition, LMO analysis shows that the trans influence of H2 ligand also 
slightly polarises the Ru–In -bonding orbital toward the In centre. (71: Ru (61.8%) and 
In (31.7%), I(71-72)1: Ru (55.3%) and In (36.9%)). However, the Ru character in the 





Figure 4-18. a) Details of the QTAIM molecular graphs of I(71-72)1 showing the 
electron density contours in the {Ru/In/C(O)} plane; b) LMO analysis of I(71-72)1 
showing the Ru–In-bonding orbital (left) and the weak interaction of the dxz(Ru) 
orbital with the In centre (right). 
 
In I(71-72)1, H–H bond cleavage occurs at the Ru centre via a -CAM mechanism148 and 
forms I(71-72)2 as a methane complex. This process takes place via TS(71-72) at +9.0 
kcal/mol and forms the methane-complex I(71-72)2 at -6.3 kcal/mol. The QTAIM 
molecular graph of I(71-72)2 shown in Figure 4-19(a) displays a weaker Ru–In 
interaction relative to that in I(71-72)1. This is mainly due to the high trans influence 
exerted by the hydride ligand in the former. This also causes a significant polarisation of 





Figure 4-19. a) Details of the QTAIM molecular graphs of I(71-72)2 showing the 
electron density contours in the {Ru/In/C(O)} plane; b) LMO analysis of I(71-72)2 
showing the Ru–In-bonding orbital (left) and the weak interaction of the dxz(Ru) 
orbital with the In centre (right). 
 
As methane dissociates from the Ru centre, one of the C–H bonds of the isopropyl 
substituents of the IPr ligand interacts with the Ru centre via a 3c-2e interaction (i.e. C–
H agostic interaction) and forms I(71-72)3 at -9.7 kcal/mol. This interaction then can be 
displaced by the second H2 to generate 72 at -18.5 kcal/mol.  
The overall energy barrier for the formation of 72 from the reaction of 71 with H2 is 
computed to be 9.0 kcal/mol. This reaction is also computed to be exergonic by 18.5 
kcal/mol, consistent with the facile formation of 71.   
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 Reaction of the Ru-In Species 71 with CO to Give 73 and 74 
Figure 4-20 displays the computed mechanism for the reaction of 71 with CO. Addition 
of a CO ligand to the vacant site at Ru in 71 results in the formation of 73 which is 
downhill by 14.3 kcal/mol (relative to 71 and CO). The coordination of the CO results in 
a significant elongation in the Ru–In distance from 2.45 Å to 2.58 Å due to high trans 
influence exerted by the CO ligand. In 73, the Me(6) group can migrate from the Ru 
centre to the In centre via TS(73-74) with a low energy barrier of 10.7 kcal/mol. This 
forms the indyl species I(73-74) at -14.1 kcal/mol. Going from 73 to I(73-74), the Ru–In 
distance sees a notable increase from 2.58 Å to 2.84 Å. This shows a weaker Ru‒In 
interaction in the latter. Addition of the second CO ligand to the Ru vacant site then forms 
74 at -41.5 kcal/mol.  
 
Figure 4-20. Computed reaction profile (free energy, kcal/mol, BP86/BS1) for the 
formation of 73 and 74 from 71 and CO; schematic structures show key distances (Å) 





Alternatively, in 73, the Me(6) group can transfer to the CO ligand situated trans to the 
InMe moiety via TS’(73-74) (Figure 4-21). The energy barrier for this process is 
approximately same as transfer of the Me group onto the In centre. This reveals that the 
tendency to accept the Me group by the CO and the In moiety is similar. However, the 
resultant acyl species I’(73-74) is 7.0 kcal/mol uphill relative to 73. Thus, the Me group 
can follow the reverse pathway to reform 73 and then transfer onto In to give I(73-74). In 
I’(73-74), a C‒H agostic interaction involving the Me group of the acyl moiety is situated 
cis to the In moiety. The agostic interaction however can be displaced by a second CO 
ligand to give 74’ at -24.7 kcal/mol. It should be noted that 74’ is significantly less stable 
than 74 by 16.8 kcal/mol.  
 
 
Figure 4-21. Computed reaction profile (free energy, kcal/mol, BP86/BS1) for the 
formation of 74’ from 73 and CO; schematic structures show key distances (Å) within 







Several important conclusions can be gained from DFT studies of the heterobimetallic 
complexes of Ru-In species 71, 72 and 74. 
I. The heterobimetallic Ru-In species exhibit BCPs along the metal–metal bond. 
Similar to the Ru–Zn BCPs, the Ru–In BCPs have a small (r), a positive (r) and 
a small negative H(r), showing they correspond to a dative interaction. NBO 
charge distribution analysis reveals that in the Ru–In dative interaction, it is the 
In centre that acts as a LB moiety and donates electron density to the Ru moiety, 
i.e. Ru←In bond. This therefore indicates a Ru(II)–In(I) formulation in 71 and 72. 
This interaction was also characterised to be very sensitive to the trans influence 
of the ligand trans to the 159 moiety. LMO analysis shows that with low trans 
influence ligand trans to the In moiety, the Ru←In bonding orbital is polarised 
toward the Ru centre (72_F) while with high trans influence ligand, it is polarised 
toward the In centre (72). The Ru-indyl species 74 was also characterised to have 
a Ru(II)←In(I) formulation, consistent with the CO stretching frequencies of 
tricarbonyl species.  
II. Similar to the formation of the heterobimetallic Ru-Zn complex, formation of the 
Ru-In complex 71 starts with the transfer of one alkyl to the Ru centre and ends 
up with the reductive elimination of one molecule of alkane. The latter however 
is accompanied with the transfer of the second alkyl to the Ru centre to enhance 
the stabilisation of the consequent complex. Reaction of the Ru-In species 71 with 
H2 activates the Ru–Me bond via a -CAM process and produces 72 with 
methane. With CO, activation of the Ru–Me bond causes that the Me group 
transfers back to the In centre to form 74. The ability of Me to transfer between 
the Ru and In centres provides a well-defined reactivity of heterobimetallic 
species featuring an unsupported TM–E bond. This highlights the availability of 
vacant orbitals on both Ru and In which can accommodate the transfer of Me 
across the Ru–In bond. 
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Chapter 5 – A DFT Mechanistic Study of the Heterobimetallic Ru-Ga 
Complex 77, [Ru(IPr)(CO)(GaMe2(IPr))]+ 
Whittlesey and co-workers showed that treatment of the Ru-H species 67 with GaMe3 
produces the heterobimetallic Ru-Ga species 77. Similar to the synthesis of the Ru-In 
complex 71, formation of 77 is accompanied by the elimination of one equivalent of 
methane. However, in the former, a second Me transfers from the In centre to the Ru 




Herein, the first section of this chapter describes the experimental results of the formation 
of the heterobimetallic Ru-Ga complex 77. The next section is centred on the 
characterisation of the metal-metal bonding in 77. In the last section, a particular focus is 









 Experimental Background 
Whittlesey and co-workers investigated the reaction of the cationic Ru-H species 67 with 
GaMe3 (Figure 5-1). Similar to reaction of 67 with InMe3, reaction of 67 with GaMe3 
eliminates one molecule of methane. However, in contrast to the former, formation of 77 
involves the transfer of one of the IPr ligands from the Ru centre to the Ga centre. This 
process takes 10 days to produce 77 and no intermediate is observed during the reaction. 
It should be also noted that 77 was also characterised in solution by NMR spectroscopy.  
 
 
Figure 5-1. Reaction of 67 with InMe3 and GaMe3 to produce the heterobimetallic 
species 71 and 77, respectively. 
 
The X-ray molecular structure of 77 displays a half-sandwich Ru complex in which one 
of the aryl groups of the migrated IPr ligand is oriented toward the Ru centre to give the 
Ru⋯Cnt distance of 1.819 Å (Cnt = centre of the aryl ring). 77 features a Ru‒Ga distance 
of 2.6742(3) Å which is very slightly shorter than sum of the covalent radii of Ru and Ga 
centres (2.68 Å)134, which may suggest a covalent metal‒metal interaction. 
 
 Aims 
The main objective of the following computational section is to characterise nature of 
bonding between the Ru and Ga centres in 77. As outlined above, reaction of GaMe3 with 
the Ru-H species 67 does not produce the Ga congener of the In product, 71. Thus, the 
aim of the final section is to answer the question why different reactivities are seen when 
67 is treated with InMe3 and GaMe3. 
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 Computational Details 
DFT calculations were performed with Gaussian 09 (Revision D.01)160. Geometry 
optimisations employed BP86161 with SDD effective core potentials and associated basis 
sets10 for Ru, Ga and In atoms and 6-31G** basis sets for the other atoms.7, 136 A 
polarization function was also added to Ga ( = 0.185) and In ( = 0.143). This basis set 
combination is referred to BS1. Frequency calculations were carried out at the same level 
of theory as those for the structural optimisation. All stationary points were fully 
characterised via analytical frequency calculations as true minima (no imaginary 
eigenvalues) or transition states (one negative eigenvalue). Transition states were 
characterized via IRC calculations and subsequent geometry optimizations to confirm 
they linked to the minima indicated in the text. Single point calculations were performed 
on the BP86-optimised geometries with BP86/BS1 employing solvent corrections for the 
effect of fluorobenzene with the PCM approach14 and dispersion corrections with 
Grimme’s D3 parameter set22. QTAIM162 (AIMALL program) and NBO163 (NBO 6.010) 
calculations were performed to study the bonding of 77 and selected intermediates along 
the computed reaction profiles.  
 
 Results and Discussion 
 Comparison of the Experimental and Computed Geometries of 77 
Table 5-1 shows the selected structural parameters of the experimental and the BP86/BS1 
computed geometries of 77 (see Figure 5-2 for the labelling scheme). The computed 
geometry of 77 exhibits a Ru‒Ga distance of 2.828 Å which is slightly longer than that 
in the experimental structure. It can also be seen that the M‒C bond distances (M = Ru 
and Ga) are well-reproduced by the computed geometry. The shortest and longest 
computed Ru⋯Caryl distances are 2.228 Å (Ru⋯C(a)) and 2.505 Å (Ru⋯C(b)), 
respectively, which are slightly longer than those in the experimental geometry. However, 
the trend in the Ru⋯Caryl distances is well reproduced by the computed geometry. There 
is also a good agreement between the experimental and computed distance of the Ru to 
the centre of the aryl ring, Ru⋯Cnt. Thus, apart from some small discrepancies, there is 





Figure 5-2. Structure of the Ru-Ga species 77 with labelling scheme on selected atoms. 
Except for the Me groups connected to the Ga centre and the hydrogens of the aryl 















Table 5-1. Selected structural parameters of the experimental and computed geometries 
of 77. Selected distances are reported in Å. 
 Exp. Calc. 
Ru‒Ga 2.6742(3) 2.828 
Ru⋯Cnt 1.819 1.875 
Ru⋯C(a) 2.191(2) 2.228 
Ru⋯C(b) 2.206(2) 2.254 
Ru⋯C(c) 2.306(3) 2.345 
Ru⋯C(d) 2.335(3) 2.363 
Ru⋯C(e) 2.364(3) 2.444 
Ru⋯C(f) 2.412(2) 2.505 
Ru‒C(1) 2.097(3) 2.116 
Ru‒C(2) 1.837(3) 1.825 
Ga‒C(3) 2.080(3) 2.155 
Ga‒C(4) 1.977(3) 2.022 
Ga‒C(5) 1.997(3) 2.041 
 
 
 Characterisation of the Nature of the Ru-Ga Interaction in 77 
QTAIM and NBO calculations were performed on 77 with a structure based on the 
experimental heavy atom positions derived from the X-ray structure of species 77 with 
only the H atoms positions being optimized.  
Figure 5-3 displays the QTAIM molecular graph of 77 which exhibits a BCP between the 
Ru and Ga centres, showing an interaction between the metal centres. Similar to the Ru‒
In BCP in complex 71, the Ru‒Ga BCP in 77 features a small (r), a positive ∇2(r) and 





Figure 5-3. Details of the QTAIM molecular graph of 77. BCPs and RCPs are shown as 
red and green spheres, respectively. The BCP parameters are shown by electron density 
(ρ(r)), Laplacian of electron density (
2
ρ(r)), ellipticity () and total energy density 
(H(r)). The IPr ligand coordinated to the Ru centre via C(1) is omitted for clarity. Ar = 
2,6-diisopropylphenyl and R = isopropyl.  
 
Figure 5-4 shows the NBO analysis of the Ru‒Ga interaction in 77. NBO analysis 
identifies a donor-acceptor interaction between the Ru and Ga centres. In this interaction, 
one of the lone pairs of the Ru centre donates electron density to a Ga vacant orbital. This 
therefore indicates a Ru(0)→[Ga(III)(L)Me2] interaction and shows that the Ga centre is 
formally cationic. As a result, the E(2) value associated with this interaction has a very 
large value of 454.6 kcal/mol, showing a strong Ru→Ga interaction. It is interesting to 
note that the tetrahedral geometry at the Ga centre can also support the Ru(0)→Ga(III) 
formulation in 77. This is in contrast with the bonding situation in the Ru-In complex 71, 
which exhibits a Ru(II)←In(I) formulation.  
With respect to the oxidation state of the Ru centre, the Ru centre should have an 6-
coordination with the aryl group to obey the 18-electron rule. It should be noted that the 
QTAIM molecular graph of 77 shows only three BCPs between the Ru and Caryl centres, 
two of which are associated with the shortest Ru⋯Caryl distances, i.e. Ru⋯C(a) and 
Ru⋯C(b), and one BCP between the Ru and C(d) centres. However, the absence of the 
other three BCPs is not inconsistent with an 6-interaction as similar examples have been 
reported in literature.164  





Figure 5-4. NBO donor-acceptor interaction between one of the lone pairs (LPs) of the 
Ru centre and the Ga vacant orbital with the interaction energy of E(2). The IPr ligand 
coordinated to the Ru centre via C(1) and all hydrogen atoms are omitted for clarity. 
Isosurfaces plotted with Chemcraft with a contour value of 0.1. 
 
 Study of the Mechanism of the Formation of 77 
In the process of the formation of 77, two mechanisms have been considered, Pathway I 
and Pathway II. In Pathway I, the process starts with the initial transfer of an IPr ligand 
from the Ru centre to the Ga centre and then one Me transfers from the Ga centre to the 
Ru centre. In Pathway II, the process starts with the transfer of the Me onto the Ru centre 
and then an IPr ligand transfers from the Ru centre onto the Ga centre. In both pathways 
a reductive elimination of methane followed by isomerisation processes then generates 
the Ru-Ga species 77.   





Figure 5-5. Computed energy profile (Pathway I) for the formation of 77. Free energies 
are in kcal/mol and selected distances are in Å. {Ru} = Ru(IPr)+. 
 
DFT calculations to study the reaction of 67 with GaMe3 located the adduct precursor 
I(67-77) at +6.2 kcal/mol. As shown in Figure 5-6, similar to the Ru-In adduct I(67-71), 
the Ru-Ga adduct I(67-77) exhibits a trigonal planar geometry at the Ga centre. However, 
in the latter, the structure of GaMe3 is slightly oriented toward the carbenic carbon (C(2)) 
of one of the IPr ligands to give a short Ga⋯C(2) distance of 2.93 Å (Ru‒C(1) = 2.15 Å 
and Ru‒C(2) = 2.18 Å). I(67-77) exhibits a Ru⋯Ga distance of 2.70 Å which is slightly 
larger than sum of the covalent radii of the Ru and Ga centres (2.68 Å).134 The Ga‒C(5) 
bond is slightly longer than the Ga‒C(6) bond to give a short Ru⋯C(5) distance of 2.49 
Å. In addition, the C(5)‒H(5a) bond is slightly elongated to 1.12 Å give a short  
Ru⋯H(5a) distance of 2.10 Å, showing a C‒H agostic interaction with the Ru centre. 





Figure 5-6. Representation of I(67-77); a) the full structure (the hydrogens of the IPr 
ligands are omitted for clarity) and b) within the equatorial plane of {Ru/H/C(O)} (the 
IPr ligand connected to the Ru centre via C(1) is omitted for clarity). Selected distances 
and angles are shown in Å and degrees, respectively. Ar = 2,6-diisopropylphenyl. 
 
In I(67-77), the IPr ligand based on the C(2) atom centre can transfer to the Ga centre via 
TS(67-77)1 at +17.1 kcal/mol (Figure 5-7). From I(67-77) to TS(67-77)1, the Ru⋯C(2) 
distance is significantly elongated to 2.91 Å to give a short Ga⋯C(2) contact of 2.30 Å. 
It can also be seen that the Ga centre is distorted from a trigonal planar geometry to 




Figure 5-7. Structures of TS(67-77)1 and I(67-77)1 with the labelling scheme for 
selected atoms. The IPr ligand coordinated to the Ru centre via C(1) is omitted for 
clarity. Selected distances and angles are shown in Å and degrees, respectively. Ar = 
2,6-diisopropylphenyl. 
 
Transfer of the IPr ligand onto the Ga centre gives I(67-77)1 which lies slightly higher 
than TS(67-77)1, at +17.6 kcal/mol (Figure 5-7). This is mainly due to the higher 
contribution of dispersion interaction energy in the corrected free energy of the transition 
structure TS(67-77)1 than I(67-77)1 which makes the former slightly more stable. In 
I(67-77)1, the Ga moiety has a tetrahedral geometry and is displaced out of the 
{Ru/H(4)/C(O)} plane. Going from I(67-77) to I(67-77)1, the Ru⋯Ga distance gets 
slightly longer to 2.76 Å. The Ga⋯C(7) distance is significantly elongated to give a short 
Ru⋯C(7) distance. A QTAIM analysis of I(67-77)1 reveals BCPs along the M−C(5) and 
M−C(7) bond paths (M = Ru and Ga), indicating Me(5) and Me(7) groups have bridging 
character. The C(5) centre however has a stronger interaction with the Ga centre (H(r):  
Ru⋯C(5) = -0.003 and Ga⋯C(7) = -0.033) while the C(7) atom exhibits slightly stronger 




Figure 5-8. Details of the QTAIM molecular graph of I(67-77)1. BCPs and RCPs are 
shown as red and green spheres, respectively. The IPr ligand coordinated to the Ru 
centre via C(1) is omitted for clarity. Ar = 2,6-diisopropylphenyl.  
 
In I(67-77)1, the Me(5) group is situated cis to the hydride which can transfer onto the 
Ru centre to allow for the reductive elimination of methane. This occurs via TS(67-77)2 
at +19.2 kcal/mol and gives I(67-77)2 at +12.2 kcal/mol. This process significantly 
reduces the Ru⋯Ga distance to 2.47 Å. A QTAIM analysis of I(67-77)2 shows a BCP 
along the Ru⋯Ga bond path featuring a small negative H(r) value of -0.021 (Figure 5-9), 
showing a covalent interaction between the metal centres. Similar to I(67-77)1, the C(7) 
centre in I(67-77)2 is in a bridging position between the metal centres. 
 
Figure 5-9. Details of the QTAIM molecular graphs of I(67-77)2. BCPs and RCPs are 
shown as red and green spheres, respectively. The IPr ligand coordinated to the Ru 




In I(67-77)2, the Me(5) group is in the plane of the {Ru/H(4)/C(O)} unit, situated cis to 
the hydride ligand. Thus, it can undergo a C(5)‒H(4) reductive coupling process via 
TS(67-77)3 at +23.4 kcal/mol to give the methane complex I(67-77)3 at +7.9 kcal/mol. 
Once methane is dissociated from the Ru centre, similar to the Ru-In chemistry, partial 
transfer of the second Me group (i.e. Me(7)) to the Ru centre to form I(67-77)4 at -8.1 
kcal/mol. The Me(7) group can however transfer back onto the Ga centre to give I(67-
77)5 at -0.5 kcal/mol. The potential energy surface corresponding to this process is flat 
and thus, attempts to locate this transition structure were unsuccessful. A systematic 
shortening of the Ga⋯C(7) distance to transfer Me(7) to Ga to give I(67-77)4 shows that 
the energy barrier corresponding to this process is approximately 14.8 kcal/mol with 
respect to I(67-77)4. 
Once the Me(7) group transfers to the Ga centre, one of the C‒H bonds (i.e. C(14)‒H(14a) 
bond) of the isopropyl substituent of the IPr ligand coordinated to the Ga centre orients 
toward the Ru centre to give to I(67-77)5 at -0.5 kcal/mol. In I(67-77)5, the C(14)‒H(14a) 
is significantly elongated to 1.14 Å to give a short Ru⋯H(14a) distance of 1.95 Å. A 
QTAIM analysis of I(67-77)5 shows a BCP between the Ru and H(14a) centres with the 
H(r) value of -0.011 (Figure 5-10). This, along with the reduced electron density of the 
C(14)‒H(14a) BCP (relative to C(14)‒H(14b)), is consistent with a C‒H agostic 





Figure 5-10. Structure of I(67-77)5 with the labelling scheme for selected atoms. 
Selected distances are shown in Å; Ar = 2,6-diisopropylphenyl. Details of the QTAIM 
molecular graph of I(67-77)5. BCPs and RCPs are shown as red and green spheres, 
respectively. The IPr ligand coordinated to the Ru centre via C(1) is omitted for clarity; 
R = isopropyl. 
 
In I(67-77)5, rotation of the IPr ligand around the Ga‒C(2) would lead to the formation 
of the Ru-Ga complex 77. However, the potential energy surface associated with this 
process is again very flat. Therefore, attempts to locate transition states for this process 
remained inconclusive. The rotation of the Ga moiety around the Ru‒Ga vector firstly 
produces I(67-77)6 at -5.5 kcal/mol (Figure 5-11). Based on the scan calculation, this 
process involves a minimal barrier. I(67-77)6 exhibits a short Ru⋯C(10) distance 2.30 
Å. This suggests an interaction between the C(9)‒C(10) bond and the Ru centre. As 
shown in Figure 5-12, the QTAIM molecular graph of I(67-77)6 shows a BCP between 
the Ru and the C(10) centres of the aryl ring. The Ru⋯C(10) BCP has a small negative 
H(r) of -0.019 which supports a covalent interaction between the participating atoms. 
While in I(67-77)6, the Ru⋯Cnt distance (Cnt = ring centroid) is 2.71 Å, further rotation 
of the IPr ligand along the Ga‒C(2) vector decreases the Ru⋯Cnt distance to 1.87 Å to 
form 77 at -10.5 kcal/mol. Based on the scan calculations, the energy barrier related to 




Figure 5-11. Structure of I(67-77)6 with the labelling scheme for selected atoms. The 
IPr ligand coordinated to the Ru centre via C(1) is omitted for clarity. Selected 
distances are shown in Å; Ar = 2,6-diisopropylphenyl. 
 
 
Figure 5-12. Details of the QTAIM molecular graph of I(67-77)6. BCPs and RCPs are 
shown as red and green spheres, respectively. The IPr ligand coordinated to the Ru 
centre via C(1) is omitted for clarity; Ar = 2,6-diisopropylphenyl and R = isopropyl. 
 
As shown in Figure 5-13, in Pathway II, the Me(5) group in I(67-77) can transfer from 
the Ga centre to the Ru centre via a two-step process. In the first step, the Me(5) transfers 
to the bridging position between the Ru and Ga centres via TS’(67-77)1 at +12.0 kcal/mol 






Figure 5-13. Computed energy profile (Pathway II) for the formation of intermediate 
I(67-77)3. Free energies are in kcal/mol and selected distances are in Å. 
 
I’(67-77)1 has an elongated Ga⋯Me(5) distance of 2.33 Å and a short Ru⋯Me(5) 
distance of 2.20 Å. As shown in Figure 5-14, the QTAIM molecular graph of I’(67-77)1 
exhibits a bridging Me between the Ru and Ga centres. However, it has a stronger 
interaction with the Ru centre than the Ga centre (H(r): Ru‒C(5) = -0.024, Ru‒C(5) = -





Figure 5-14. Details of the QTAIM molecular graph of I'(67-77)1. BCPs and RCPs are 
shown as red and green spheres, respectively. The IPr ligand coordinated to the Ru 
centre via C(1) is omitted for clarity; Ar = 2,6-diisopropylphenyl. 
 
The full transfer of the Me(5) group to the Ru centre takes place via TS’(67-77)2 at +19.9 
kcal/mol and generates I’(67-77)2 at +12.3 kcal/mol. In I’(67-77)2, one IPr ligand 
transfers to the Ga centre via TS’(67-77)3 at +17.2 kcal/mol to give I’(67-77)3 which lies 
slightly higher that TS’(67-77)3, at +18.4 kcal/mol (Figure 5-15). It should be noted that 
the energy barrier corresponding to the IPr transfer process via Pathway II is 4.9 kcal/mol 
(with respect to I’(67-77)2) which is significantly lower than that in Pathway I (11.9 








Figure 5-15. Structures of TS'(67-77)3 and I'(67-77)3 with the labelling scheme for 
selected atoms. The IPr ligand coordinated to the Ru centre is omitted for clarity. 
Selected distances are shown in Å; Ar = 2,6-diisopropylphenyl. 
 
In I’(67-77)3, there is no BCP between the Ru and C(7) centres (Figure 5-16). However, 
the Ga‒C(7) BCP has a slightly lower H(r) compared with the Ga‒C(6) BCP, showing 
the former exhibits a slightly weaker interaction. In addition, the former has a higher 
ellipticity, indicating the Me(7) group has some bridging character. 
 
 
Figure 5-16. Details of the QTAIM molecular graph of I'(67-77)3. BCPs are shown as 
red spheres. The IPr ligand coordinated to the Ru centre via C(1) is omitted for clarity; 




I’(67-77)3 then can undergo a C‒H coupling process via TS’(67-77)4 at +23.2 kcal/mol 
to give I(67-77)3 at +7.9 kcal/mol. Once I(67-77)3 has formed, it follows the same 
isomerisation steps via Pathway I to form 77. 
Comparison of Pathways I and II shows that in both processes, the transition states 
corresponding to the reductive coupling step lie at the highest energy level with overall 
energy barriers of 23.4 kcal/mol and 23.2 kcal/mol, respectively. This therefore indicates 
that transfer of the IPr ligand to the Ga centre before or after the first Me-transfer only 
changes the overall energy barrier very slightly. The computed energy barrier for the 
formation of 77 via Pathways I or II may be consistent with the reaction conditions as 
reaction of 67 with GaMe3 takes 10 days to form 77. Interestingly, the overall energy 
barrier to form the Ru-In species 71 is 13.7 kcal/mol which is significantly lower than the 
computed overall energy barrier for the formation of 77, consistent with the fact that 
formation of 71 is experimentally very fast.   
However, in this case, the computed energy barrier for the formation of the gallium 
congener of the indium complex, 71_Ga, should be even higher than +23.2 kcal/mol, as 
71_Ga cannot be observed experimentally. This was therefore assessed by the computed 
energy profile for the formation of the gallium congener of the indium complex, 71_Ga.  
As shown in Figure 5-17, similar to the mechanism of the formation of 71, this process 
starts with the formation of I(67-77), continues with the transfer of the Me(5) group to 
the Ru centre and then ends up with a reductive elimination step to produce methane and 
71_Ga at -24.6 kcal/mol. It should be noted that apart from I(67-77) where the Ga moiety 
is oriented toward the carbenic position of one of the IPr ligands, the structures involved 
in this process are very similar to those in the formation process of the Ru-In species 71.  
The overall energy barrier to form 71_Ga is computed to be +19.9 kcal/mol which is 
related to the transfer of Me(5) group to the Ru centre. However, this energy barrier is 
lower than the energy barrier (+22.3 kcal/mol) computed for the formation of the 
experimentally observed complex 77 via Pathway II. This suggests that formation of 
71_Ga is kinetically more accessible than 77. In addition, formation of 71_Ga is 
significantly more thermodynamically favoured over the formation of 77 (71_Ga: -24.6 
kcal/mol, 77: -8.9 kcal/mol). Thus from both the kinetic and thermodynamic points of 
view, formation of 77 is predicted and this is not consistent with the experimental 
observations. Thus, in the next section, particular attention has been paid to see if there is 
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a functional dependency in the thermodynamic stabilities of the experimentally observed 
Ru-In species 71 and Ru-Ga species 77 relative to their computed heterobimetallic 
congeners 77_In and 71_Ga, respectively. 
 
 
Figure 5-17. Computed energy profiles for the formation of I(67-77)4 (Pathway II) and 
71_Ga. Free energies are in kcal/mol and selected distances are in Å. 
 
5.4.3.1 Thermodynamic stability of 71 and 77  
Figure 5-18 displays the In congener of the Ga complex, 77_In, and the Ga congener of 
the In complex, 71_Ga. One may expect that for the Ru-In complexes, 71 should be more 
stable than 77_In and conversely, for the Ru-Ga complexes, 77 should be more stable 





Figure 5-18. The Ga congener of the Ru-In complex 71 (71_Ga) and the In congener of 
the Ru-Ga complex 77 (77_In). 
 
In order to assess the thermodynamic stability of 71 versus 77_In and 77 versus 71_Ga, 
these structures were first optimised with the BP86/BS1 approach. Single point 
calculations then were run on the BP86/BS1 geometries using a wide range of functionals 
including GGA functionals (BP86, B97D165, PBE166 and BLYP4), hybrid-GGA 
functionals (B97xD167 and B3LYP4, 6, 168) a meta-GGA functional (TPSS169) and a 
Minnesota functional (M06170). In addition, larger basis sets BS2 and BS3 were also 
tested. BS2 employs the same basis set as in BS1 for the metal centres and 6-311++G** 
basis sets for other atoms. BS3 employs Def2TZVP basis set for all the atoms and 
pseudopotentials for Ru and In. Free energies (kcal/mol) include a correction for 
fluorobenzene solvent (PCM14 approach) and also a correction for dispersion (Grimme’s 
D3 parameter set22) for those functionals that do not already include a treatment of 
dispersion effects. The type of dispersion correction was also considered for the B97D 
functional with Grimme’s D3 and D3BJ24 parameter sets.  
Figure 5-19 displays the difference in free energy between 77_In and 71 (GIn). 
Interestingly, it can be seen that with all the functionals and basis set combinations, the 
GIn values are positive. This shows that 71 is more stable than 77_In which indicates 
that the thermodynamic preference for 71 over 77_In is not functional or basis sets 
dependent. Comparing the results obtained with BS1 with BS2, except for the BP86 
functional, the GIn values become slightly smaller. With BS3, the GIn values are larger 
than BS1 and BS2. Using different dispersion parameter sets makes a significant change 
to the GIn values. For example, with B97D/BS3, GIn is +17.0 kcal/mol. Going to 
B97(D3), the GIn value significantly increases to +26.7 kcal/mol while with  




Figure 5-19. Computed energy difference (GIn, kcal/mol) between 77_In and 71 with 
various functionals and BS1, BS2 and BS3. Energies include solvent and dispersion 
corrections where appropriate. 
 
Figure 5-20 shows the GGa values for the gallium complexes. Similar to the indium 
complexes, with BS1 and BS2, all the G values for the gallium complexes are positive. 
Compared to BS1, BS2 gives slightly smaller GGa values (except for the BP86 
functional). Interestingly, while the BS3 basis set give the highest GIn values for the 
indium complexes, it gives the lowest GGa values for the gallium complexes. However, 
it is only with the M06 and B97xD functionals that GGa is negative, and only then by 






















































































Figure 5-20. Computed energy difference (GGa, kcal/mol) between 77 and 71_Ga with 
various functionals and the BS1, BS2 and BS3 basis sets. Energies include solvent and 
dispersion corrections where appropriate. 
 
It should be note that using different dispersion parameter sets significantly changes the 
G values. This denotes the importance of the way of capturing dispersion interactions 
in 77_In and 77 which can be important in description of the 6 interaction. Thus, the 
gallium and indium structures were optimised with those functionals that have a treatment 
for dispersion correction (i.e. M06, B97XD and B97D) with BS1. PCM calculations 
then were run using the same level of theory to compute the relative stabilities of 77_In 
versus 71 and 77 versus 71_Ga.  As shown in Table 5-2, with the M06-, B97XD- and 
B97D-optimised geometries, a similar trend to the BP86-optimised geometries is 
obtained. This therefore shows that optimisation including dispersion does not affect the 



























































































Table 5-2. a) Computed G values with the BP86/BS1-optimised geometries and single 
point calculations with the M06, B97XD and B97D functionals and BS1 including 
PCM corrections. b) Computed G values with the M06, B97XD and B97D optimised 






M06 +2.8 +1.3 +4.1 +3.1 
B97xD +6.3 +4.3 +5.5 +3.9 
B97D +13.0 +11.7 +11.4 +15.8 
 
 
As outlined above, in the case of the Ru-In complexes, 71 is significantly more stable 
than 77_In which is consistent with the experimental observations. However, for the Ru-
Ga complexes, in most of cases, 71_Ga is more stable than 77. It is only with certain 
functionals and large basis sets that 77 is computed to be slightly more stable than 71_Ga. 
Thus, from the thermodynamic point of view, this clearly shows inconsistency with the 
experimental observations and reveals a problem in the DFT model, as it is not able to 














In conclusion, the Ru-Ga species 77 was characterised as a Ru(0)-Ga(III) complex 
featuring a direct  Ru→Ga bond. A computed mechanism for the formation of 77 shows 
that transfer of Me from the Ga centre to the Ru centre facilitates the transfer of IPr from 
the Ru centre to the Ga centre. Reductive elimination of methane followed by the 
isomerisation steps then produce 77. The overall energy barrier of this process is 
computed to be 23.2 kcal/mol (with respect to 67 + GaMe3), related to the reductive 
coupling step. This energy barrier is consistent with the fact that reaction of 67 with 
GaMe3 takes 10 days to produce 77. This implies a qualitative agreement as the reaction 
with GaMe3 takes much longer than that with InMe3. Surprisingly, it was found that the 
formation of the Ga congener of the experimentally observed Ru-In complex 71 (71_Ga) 
requires a lower energy barrier than the formation of 77.  
Using different functionals and basis set combinations, the experimentally observed Ru-
In species 71 was found to be always more stable than the In congener of the Ru-Ga 
complex 77, 77_In. This indicates the thermodynamic preference for 71 over 77_In, 
consistent with the experimental observation. However, in the case of the Ru-Ga 
complexes, 77 was also found to be less stable than 71_Ga and it is only with certain 
functionals and basis set combinations that 77 is slightly more stable than 71_Ga. This 
discrepancy between the experimental and computational results reveals a large error in 
the DFT model. Perhaps, this inadequacy is due to underestimation of the stability of the 
Ru(0)-Ga(III) species 77 versus Ru(II)-Ga(I) species 71_Ga which highlights the fact that 
how well the stabilities of the Ga centre with the oxidation states of 3+ and 1+ are 






Chapter 6 – DFT Studies of Two Cu-Borate Complexes, [(6-
Mes)CuHBR3] (R = Et, C6F5) 
It is well-established that Cu-H species can be employed as mild reducing agents for 
hydrogenation of unsaturated organic compounds.171-174 The active species in this process 
is proposed to be a monomeric Cu-H intermediate.175-177 Thus, significant attention has 
been paid to stabilise and isolate such species.175, 178-180 In this regard, Whittlesey and co-
workers isolated two new [(6-Mes)CuHBR3] complexes (R = Et (111), C6F5 (112), 6-
Mes: 1,3-bis(2,4,6-trimethylphenyl)-3,4,5,6-tetrahydropyrimidin-1-ylidene).181  
 
 
Herein, the first section of this chapter provides a literature review on copper hydrides 
and in particular attempts to synthesize monomeric Cu-H species. The next section then 
summarizes the experimental results for the synthesis of 111 and 112. The final sections 
then describe the computational results to characterise the bonding of 111 and 112, 
modelling the structures of 111 and 112 in the gas phase and the crystalline solid state 









The history of copper hydride species can be dated back as early as 1840s.182 Since that 
time, copper (I) hydride complexes have been the subject of considerable interest as mild 
reducing agents in reduction reactions of organic substrates such as alkynes.176, 183, 184 The 
first example of an isolated copper hydride complex was the hexameric copper hydride 
complex 79 which was characterised by Churchill and Osborn in 1971 (Figure 6-1).185 79 
was synthesised by the reaction of copper alkoxide 78 with triphenylphosphine under H2 
gas. The catalytic reactivity of 79 then was explored by Stryker in 1988. He showed that 
79 could be used for the regioselective reduction of ,-unsaturated carbonyl compounds 
such as 80.186 Later in 1998, Lipschutz used silanes as an alternative source of hydride to 
enhance the efficiency of the reduction process.187 Following on from that, in 1999, 
Buchwald showed that copper hydride species could be used to reduce organic substrates 
with high enantioselectivity. He treated CuCl with alkenes and PMHS 
(polymethylhydrosiloxane) as source of hydride in the presence of chiral bidentate 






Figure 6-1. Reduction of unsaturated organic compounds with different source of 
hydrides. 
 
With phosphine ligands, most of the copper hydride complexes were cluster-like 
structures (i.e. hexameric or pentameric analogues). There were only two isolated copper 
hydride complexes featuring bidentate and tridentate phosphine ligands; the trinuclear 
dicationic complex 87,188 and dinuclear complex 88,189 respectively (Figure 6-2).  
 
 




 Formation of Hydride-Bridged Copper Complexes Supported by Five-
Membered NHC Ligands 
In the last few years, more attention has been focused on the synthesis of copper hydride 
complexes with lower nuclearity.183 This required chemists to consider significant 
changes in the environment around the copper centre.190 Therefore, attention turned to 
changing the supporting ligands coordinated to the metal centre from phosphines to NHCs 
as their electronic and steric properties can be tuned.184 This could allow the stabilisation 
of low-coordinate metal centres.191, 192  
In 2004, Sadighi and co-workers reported the first isolated five-membered NHC-
supported copper hydride complex.172 They showed that the reaction of [(IPr)Cu(OtBu)] 
complex 89 (IPr = 1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene) with (EtO)3SiH 
could yield the dinuclear copper hydride complex [(IPr)CuH]2, 90 (Figure 6-3). Species 
90 was also shown to be stable enough in solution to be characterised by 1H NMR. 
However, it decomposed after an hour in solution or after several days in the solid form. 
Sadighi and co-workers demonstrated that upon the reaction of 90 with 3-hexyne, the 
alkyne inserts into the Cu‒H bond to form the alkenyl copper complex 91, indicating the 
monomeric copper hydride species could be trapped by the addition of unsaturated 
organic substrates. 
 
Figure 6-3. Formation of 90 and its reaction with 3-hexyne to form 91. 
 
Nolan and co-workers used a different copper precursor to synthesize the dimeric copper 
hydride 90.174 They reacted the copper precursor 92 with triethoxysilane (Figure 6-4). 





Figure 6-4. Reaction of copper precursor complex 92 with triethoxysilane. 
 
Bertrand and co-workers showed that the treatment of [(CAACCy)CuOtBu] (CAAC = 
Cyclic (Alkyl)(Amino)Carbene)) complex 93 with HLiBEt3 as source of hydride affords 
the dinuclear copper hydride species 94 (Figure 6-5).178 94 is found to be stable in solution 
and persisted for weeks in the solid form at room temperature.  
 
 
Figure 6-5. The reaction of copper alkoxide precursor 93 with HLiBEt3 to afford 94.  
 
It can be expected that in solution, 95 can dissociate into the monomeric copper hydride 
species 96 (Figure 6-6). However, the monomer is not stable enough to be isolated or 
characterised. One might assume that the coordination of Lewis basic ligands such as 
phosphines to the Cu atom might stabilise the monomer to form the tricoordinate copper 
complex 97. However, as shown by Bertrand and co-workers, reaction with phosphines 
induces hydride transfer onto the carbenic position of CAACCy and forms 98.178 The 
authors suggested that the coordination of Lewis base ligands to the Cu centre in 96 can 
make it even more electron rich. As the result, this makes the monomeric copper hydride 





Figure 6-6. Reaction of the dimeric Cu-hydride species 95 with L (L = PCy3, PMe3).  
 
In the course of the attempts to synthesize and isolate a monomeric copper hydride 
complex, Bertrand and co-workers used a less sterically demanding CAAC-supported 
copper precursor 99 (Figure 6-7).193 They reported that upon the reaction of 99 with 
NaBH4, halide abstraction occurs to give the copper(I) complex 100 which is the first 
example of a Cu-BH4 complex. This suggests that the borate moiety might stabilise the 
mononuclear copper(I) moiety and so avoid aggregation.   
 
 
Figure 6-7. The reaction of Cu precursor 99 with NaBH4 to give 100. 
 
The experimental results discussed above show that the reaction of copper complexes 
featuring five-membered CAAC ligands with a source of hydride can yield two different 
types of copper complexes: 1) Dinuclear copper hydride complexes (e.g. 95) and 2) 
Mononuclear copper complexes featuring a ‒BH4 ligand (e.g. 100). However, with 
phosphine-supported copper complexes, copper hydride complexes with higher 
nuclearity can also be formed (e.g. 87 and 88). This therefore suggests that a subtle 




 Formation of Hydride-Bridged Cu Complexes Supported by Ring Expanded 
NHC Ligands  
Recently, Whittlesey and co-workers reported the reaction of the [(6MesDAC)Cu-OtBu] 
(DAC = diamidocarbene), 101, with Et3SiH to generate the dinuclear copper complex 
103 (Figure 6-8).177 103 bears a bridging alkoxide ligand between the Cu centres and one 
hydrogen at the carbenic carbon of the NHC. A similar process occurs when a Lewis base 
such as P(p-tolyl)3 is added to the reaction mixture (101 + Et3SiH), forming the 
mononuclear species 104.  
   
 
Figure 6-8. Trapping of the monomeric copper hydride 102 with copper alkoxide 
species 101 and P(p-tolyl)3. 
 
In contrast to the reaction of [(6-MesDAC)Cu-OtBu] (101) with Et3SiH, reaction of [(6-
Mes)Cu-OtBu] (105) with Et3SiH produces the dimeric copper hydride species 106.
177 
106 can however be dissociated to a monomeric copper hydride species and react with 
phenylpropyne to give the copper alkenyl species 107. Interestingly, upon the addition of 
tBuOH to the reaction mixture, semi-reduction of the phenylpropyne occurs via the 
protonolysis of 107 to give E- and Z-isomers of propenylbenzene while the catalyst is 






Figure 6-9. Semi-reduction of phenylpropyne and hydrosilylation of cyclohexanone by 
copper complex 106. 
 
In further attempts to isolate a monomeric copper hydride complex, Sadighi and co-
workers used the Cu-OtBu supported by six and seven-membered NHCs, 108a and 
108b.175 As shown in Figure 6-10, upon the addition of [LCuOtBu] complex 108 (L = 6/7 
Dipp) to HBpin (HBpin = 4,4,5,5-tetramethyl-1,3,2-dioxaborolane), the dimeric copper 
hydride complex 109 is formed. It is interesting to note that upon the reaction of 109 with 
CO2 at room temperature, the copper carboxylate species 110 is formed, showing 109 can 







Figure 6-10. The reaction of copper alkoxide 108 with HBpin forming the dimeric 
copper hydride 109 and reaction of 109 with CO2 forming new copper carboxylate 
species 110. 
 
As outlined above, significant attempts have been made to isolate the monomeric Cu-H 
species. However, the monomeric Cu-H species has been only characterised in situ or 
trapped by unsaturated organic compounds. Whittlesey and co-workers also investigated 
the reaction of the Cu-alkoxide species 105 with different source of hydrides. The 
experimental results are summarized in the next section.  
 
 Experimental Background 
In an attempt to synthesize a monomeric Cu-H complex, Whittlesey and co-workers 
treated the copper alkoxide 105 with the “super-hydride” reagent, LiHBEt3, in THF at 
178 K (Figure 6-11). This reaction however resulted in the generation of complex 111 







Figure 6-11. Formation of 111 from the reaction of 105 with LiHBEt3.   
 
As previously reported by Whittlesey and co-workers, treatment of [(6-Mes)CuOtBu], 
105, with Et3SiH forms the dimeric copper hydride complex 106 (Figure 6-12).
177 106 
can be dissociated to the monomeric Cu-H species in solution and subsequently can be 
trapped by reaction with phenylpropyne.  
 
 
Figure 6-12. Formation of the dimeric Cu-H species 105 and trapping the monomer 
106_m with alkyne.  
 
Thus, in order to trap the Cu-H intermediate 106_m, 106 was reacted with HSiR3 (R3 = 
Et3 or PhMe2) in the presence of B(C6F5)3 in C6D6 at room temperature (Figure 6-13). 
This reaction led to the formation of the analogue of 111, complex 112, characterised 





Figure 6-13. Formation of [(6-Mes)CuHB(C6F5)3], 112, by reaction of [(6-
Mes)CuOtBu], 105, with R3SiH (R = Et3 and PhMe2) in the presence of B(C6F5)3.   
 
The X-ray molecular structure of 112 shows a hydride (H(1)) in the bridging position 
between the Cu and B centres (Cu⋯H(1) = 1.56(3) Å B⋯H(1) = 1.22(3) Å, Figure 6-14). 
111 also exhibits close contacts between the Cu centre and one of the ethyl (C(2)) 
substituents (Cu⋯C(2) = 2.619(3) Å, and Cu⋯C(3) = 3.677 Å, Cu⋯C(4) = 2.871 Å).  
 
 
Figure 6-14. Molecular structures of 111 and 112 with labelling scheme on selected 
atoms. 
 
Similar to 111, the X-ray molecular structure of 112 bears a hydride (H(1)) situated in a 
bridging position between the Cu and B centres (Cu⋯H(1) = 1.58(2) Å and B⋯H(1) = 
1.16(2) Å, Figure 6-14). Additionally, 112 features a short Cu⋯C contact to one of the 
C6F5 rings (Cu⋯C(2) = 2.2183(17) Å). Moreover, the B‒C(2) bond length is 1.657(3) Å 
which is slightly longer relative the other B‒C bonds (B‒C(3)  = 1.624(3) Å and B‒C(4) 
= 1.624(3) Å). 
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As shown in Figure 6-15, the nature of the interaction in the {CuHBR3} unit in 111 and 
112 can be described with various Lewis structures. In type I, the B centre acts as a Lewis 
acid moiety and is stablised by electron donation from the Cu‒H bond. This can occur the 
other way around when the B‒H bond stabilises the cationic Cu moiety, type II. There is 
another scenario in which the B centre acts as a Z-type ligand and accepts electron density 
from the Cu moiety, type III. In this type, the terminal Cu‒H bond does not interact with 
the BR3 moiety.  
 
 




As outlined above, the structure of {CuHBR3} in 111 and 112 can be represented by 
different Lewis structures I, II and III. In addition, 111 and 112 may also feature some 
other potential intramolecular interactions such as an agostic interaction in 111 and a 
CuC(2) interaction in 112. Herein, with the aid of DFT calculations, a particular focus 
was given to study the bonding of 111 and 112. It should be noted that reaction of [LCu-
OtBu] with different hydride sources can result in a dimeric copper hydride or a copper 
borate complex. Thus, the thermodynamic stability of the dimer species versus monomer 
species ([LCu-H] and [LCu-(HBR3)]) was also investigated. 
   
 Computational Details 
For the molecular calculations, Gaussian 09 (Revision D.01)160 was used to optimise the 
structures of the copper species 111 and 112 with a broad range of DFT functionals. The 
SDD effective core potential and associated basis set10 were chosen to describe Cu while 
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6-31G** basis sets were used for the other atoms (BS1).7, 136 Frequency calculations were 
carried out at the same level of theory as those for the structural optimisation. All 
stationary points were fully characterised via analytical frequency calculations as true 
minima (no imaginary eigenvalues).  
QTAIM162 (AIMALL program) and NBO163 (NBO 6.010) calculations were carried out 
on 111 and 112 with the structures based on the experimental heavy atom positions 
derived from the X-ray structure of 111 and 112 with the H atoms positions being 
optimized with BP86161/BS1. These optimised structures along with the optimised 
structures of [(6-Mes)CuH], [(6-Mes)Cu]+, BR3 and [HBR3]
- (R = Et and C6F5) were also 
used for the NBO and QTAIM charge analysis.  
The functional testing on the molecular structures of 111 and 112 includes GGA 
functionals (BP86, PBE166 and BLYP4), hybrid-GGA functionals (B97xD167 and 
B3LYP4, 6, 168), a meta-GGA functional (TPSS169) and a Minnesota functional (M06170). 
Dispersion corrections also applied using Grimme’s D3 parameter set22 with BP86, 
B3LYP, BLYP, PBE and TPSS functionals (i.e. those functionals that do not already 
include a treatment of dispersion effects). The computed free energies (in Table 6-6) are 
based on gas-phase free energies optimised with BP8/BS1, corrected for dispersion 
(Grimme’s D3 parameter set) and THF solvent (PCM14 approach). 
Full solid-state optimisations of 111 and 112 were performed using Kohn-Sham DFT 
level of theory within the Gaussian plane wave (GPW) formalism as implemented in the 
Quickstep194 module of the CP2K program package (versions 2.5 and 3.0).195  Double-ζ 
valence plus polarisation basis sets in their short-range variant (DZVPMOLOPT-SR-
GTH)196 were employed for all atom types (Cu, B, C, N, F, H). Goedecker-Teter-Hutter 
(GTH) pseudopotentials were used to describe the interaction between the core electrons 
and the valence shell (Cu: 11, B: 3, C: 4, N: 5, F: 7, H: 1) electrons.197-199 The GGA 
functionals BP86, PBE and BLYP were used in geometry optimisations of the full solid 
state structure of 111 and 112 with and without Grimme’s dispersion under periodic 
boundary conditions using the experimentally determined unit cell parameters. Based on 
the test calculations shown in Figure 6-16, the geometries were converged at the plane 
wave (PW) energy cutoff of 500 Ry. Therefore, the cutoff value of 500 Ry was set in the 
optimisation calculations. Optimised stationary points located with the PBE and PBE(D3) 
functionals were characterised by analysis of their numerical second derivatives with a 
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displacement of 0.01 Bohr. Minima are confirmed through the absence of imaginary 




Figure 6-16. Plots of energy (red) and Cu⋯C distance (blue) with respect to the 
auxiliary plane wave basis set cutoff for a) species 111 and b) species 112. 
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 Results and Discussion 
 Molecular Optimisation of Structures 111 and 112 
Table 6-1 presents the key structural parameters of the experimental and computed 
geometries of 111 and 112 (see Figure 6-14 for labelling scheme). 
In 111 and 112, the Cu‒C6Mes, B‒C(2) and Cu⋯B distances are well reproduced by 
calculations. However, in all the cases, the distances involving hydrogen atoms positions 
are overestimated in the computed geometries. This is however consistent with the fact 
that the positions of hydrogens atoms in X-ray crystal structures are not well defined. 
Similar to the experimental geometries of 111 and 112, the computed Cu⋯H(1) distance 
is longer than the computed B⋯H(1) distance. Going from 111 to 112, it can be seen that 
the B⋯H(1) distance becomes slightly shorter and as the result, the Cu⋯H(1) distance 
gets longer. This can be due to the electron withdrawing nature of the C6F5 groups 
connected to the B centre in 112 which results in a more electropositive B centre 
compared with that in 111 and therefore makes the B⋯H(1) shorter. In 111, the computed 
Cu⋯C(2) distance is underestimated by 0.149 Å while in 112, it is well reproduced by 
the calculations. Apart from this discrepancy, there is a good agreement between the 
experimental and computational geometries of both 111 and 112.  
 
Table 6-1. Selected experimental and computed structural parameters of 111 and 112. 
 
111 Cu‒C6Mes Cu⋯C(2) B‒C(2) Cu⋯B Cu⋯H(1) B⋯H(1) 
Exp. 1.908(3) 2.619(3) 1.627 2.282(3) 1.56(3) 1.22(3) 
BP86 1.900 2.470 1.671 2.243 1.602 1.361 
112 Cu-C6Mes Cu⋯C(2) B‒C(2) Cu⋯B Cu⋯H(1) B⋯H(1) 
Exp. 1.8991(18) 2.2183(17) 1.657(3) 2.267(2) 1.58(2) 1.16 (2) 
BP86 1.912 2.222 1.659 2.295 1.660 1.289 
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 Characterization of 111 and 112 by QTAIM 
Figure 6-17 displays the 2D contour plot of the electron density in the {Cu/H/B} plane of 
111 and 112. The QTAIM molecular graph of 111 exhibits bond paths between the H(1) 
centre with both Cu and B centres, showing the hydride H(1) interacts with both Cu and 
B centres. The (r) at the Cu‒H(1) BCP is 0.092 which is slightly smaller than the (r) at 
the B‒H(1) BCP (0.105). This therefore indicates that the hydride H(1) interacts with the 
B centre more strongly than the Cu centre. This trend is also consistent with the more 
negative value of H(r) at the B‒H(1) BCP (-0.090) relative to the Cu‒H(1) BCP (-0.022), 
showing a stronger covalent interaction in the former. Interestingly, no bond path is seen 
between the Cu and B centres, showing no direct Cu‒B interaction. This therefore rules 
out the Lewis structure III (Figure 6-15). Furthermore, no bond path is seen between the 
Cu and H(2) centres. This therefore shows no agostic interaction with the C(2)‒H bond. 
 
 
Figure 6-17. Detail of the QTAIM molecular graph for 111 and 112. Bond critical 
points (BCPs) and RCPs are shown with small red and green spheres, respectively. 
 
Similar to 111, 112 exhibits BCPs between the H(1) and the B and Cu centres in which 
the former has a slightly larger (r) (Cu‒H(1):  0.083 and B‒H(1): 0.135). However 
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compared to 111, 112 features a slightly larger (r) at the B‒H(1) BCP and hence a 
smaller (r) at the Cu‒H(1) BCP. This shows that the B‒H(1) interaction in 112 is 
stronger than that in 111 while the Cu‒H(1) interaction in 111 is stronger than in 112. 
This is mainly due to the fact that the B centre in 112 is more electron deficient than that 
in 111 and therefore, it gives a stronger B‒H(1) interaction. This is also shown by the 
more negative H(r) value at the B‒H(1) BCP than the Cu‒H(1) BCP. Similar to 111, in 
112, no BCP can be seen between the Cu and B centre. Additionally, 112 exhibits a bond 
path between the Cu and C(2) centres. This shows the presence of an interaction between 
the Cu and C(2) centres which encloses an RCP in the {Cu/H(1)B/C(2)} unit. The Cu‒
C(2) BCP has a lower rthan the Cu‒H(1) BCP, suggesting a weaker interaction in the 
former. The H(r) associated with the Cu‒C(2) BCP is a small negative value, indicating 
a covalent interaction between the corresponding atoms. The smaller H(r) value of the 
Cu‒C(2) BCP relative to the Cu‒H(1) BCP shows a weaker interaction in the former, 
consistent with the trend of the r) values.   
It should be noted that due to the weaker B‒H(1) interaction in 111 than 112 and hence 
stronger Cu‒H(1) interaction in the former, the hydride H(1) is more evenly shared 
between the Cu and B centres in 111. Thus, from 112 to 111, as the hydride H(1) becomes 
more evenly shared, the ellipticity of the B‒H(1) BCP becomes higher. This trends is 
reversed for the Cu‒H(1) BCP.  
 
 NBO Analysis of 111 and 112 
NBO calculations were performed on H-atom optimised geometries of 111 and 112 to 
gain more insight into the nature of interaction between the bridging hydride and the Cu 
and B centres. As shown in Figure 6-18, in both 111 and 112, NBO identifies a donor-
acceptor interaction between the B‒H(1) bonding orbital and the vacant Cu 4s orbital. 
This therefore indicates that the cationic Cu fragment is stabilised by the borate fragment 
and rules out Lewis structures I and III and confirms Lewis structure II for 111 and 112 
(Figure 6-15). In 111, the interaction energy between these two NBOs is computed to be 
67.1 kcal/mol which becomes notably lower in 112 to 42.9 kcal/mol. This shows that in 
111, the interaction between the B‒H bonding orbital and the Cu vacant orbital is stronger 




Figure 6-18. NBO donor-acceptor interactions computed for 111 and 112. 
 
Consistent with the QTAIM results, NBO analysis found no C‒H agostic interaction in 
111 while in 112, a donor-acceptor interaction between the B‒C(2) bonding orbital and 
the vacant orbital of Cu was identified with a small interaction energy of 7.1 kcal/mol 
(Figure 6-19). Additionally, another weak interaction was also characterised between the 






Figure 6-19. NBO Donor-acceptor interaction between the B‒C(2) and C(2)‒Cortho 
bonding orbitals with Cu vacant orbital in 112. 
 
 NBO and QTAIM Charge Distribution Analyses of 111 and 112 
As outlined above, NBO analysis shows that 111 and 112 can be described as cationic Cu 
complexes which accept electron density from the borate moieties. This can be further 
assessed by the charge distribution analysis with NBO and QTAIM. In this regard, 111 
and 112 were firstly fragmented into a series of neutral ([(6-Mes)Cu-H], BR3 (R = Et, 
C6F5)), cationic ([(6-Mes)Cu]
+) and anionic moieties ([HBR3]
-). The free species then 
were fully optimised and NBO and QTAIM charge distribution analysis were performed 
on these species. As listed in Table 6-2, the NBO charge of the Cu atom in 111 and 112 
is computed to be +0.62 and +0.70, respectively. Going to the free copper species, the 
charge of the Cu atoms in [(6-Mes)Cu]+ and [(6-Mes)CuH] species are +0.59 and +0.29, 
respectively. Thus, the charge of the Cu atom in 111 and 112 more closely resembles that 




Table 6-2. Computed atomic charges (QTAIM charges and NBO charges) for 111 and 
112 with the selected comparator species. 
 B  Cu H(1) 
Species NBO QTAIM NBO QTAIM NBO QTAIM 
[(6-Mes)CuHBEt3] (111) +0.21 +1.86 +0.62 +0.47 -0.10 -0.50 
[(6-Mes)Cu]+ -- -- +0.59 +0.48 -- -- 
[HBEt3]- +0.18 +1.92 -- -- -0.07 -0.66 
[(6-Mes)CuH] -- -- +0.29 +0.29 -0.41 -0.43 
BEt3 +0.94 +2.02 -- -- -- -- 
[(6-Mes)CuHB(C6F5)3] 
(112) 
+0.09 +1.84 +0.70 +0.52 -0.03 -0.49 
[HB(C6F5)3]- +0.07 +1.87 -- -- +0.04 -0.56 
B(C6F5)3 +0.78 +1.97 -- -- -- -- 
 
The NBO charge of the B atom in 111 is +0.21 which is much closer to the free borate 
moiety (+0.18) rather than the free borane moiety (+0.94). Similar to 111, the NBO charge 
of the B atom in 112 (+0.09) more resembles the charge of the B atom in the free borate 
species (+0.07) than the borane moiety (+0.78).  
Moreover, the NBO charges of the H(1) atoms in 111 and 112 are computed to be -0.10 
and -0.03, respectively. These values are closer to those in the borate species, [HBEt3]
-
 
(H(1) = -0.07) and [HB(C6F6)3]
- (H(1) = +0.04), than the copper hydride species (H(1) = 
-0.41). This therefore indicates that 111 and 112 are Cu-borate species, consistent with 
QTAIM and NBO donor-acceptor analysis.  
It should also be noted that compared with NBO charges, different absolute charges are 
computed with QTAIM. However, the QTAIM charges still show similar trend to the 
NBO charges (Table 6-2). 
 
  Impact of Chemical Model and Methodology on the Optimised Geometries 
of 111 and 112 
As discussed in section 6.5.1, with the BP86 functional, apart from the Cu⋯C(2) distance 
and the hydrogen atoms positions, there is a good agreement between the computed and 
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the experimental geometries of 111. A range of functionals were therefore tested to assess 
whether this result was functional dependent. Thus, the molecular geometries of 111 and 
112 were optimised using different functionals including GGA (BP86, PBE, BLYP), 
meta-GGA (M06 and TPSS) and hybrid-GGA (B3LYP and B97xD) functionals.  
The molecular geometry can also be sensitive to the inclusion of dispersion. This can be 
specifically be important when non-covalent interactions are significant especially in 
bulky structures. Thus, to assess the effect of dispersion on the geometries of 111 and 
112, the molecular geometries were fully optimised with and without empirical dispersion 
correction. This however was not considered for those functionals which do have a 
treatment of dispersion (B97xD and M06).  
As shown in Table 6-3, in 111, with different types of functionals, the computed Cu⋯C(2) 
distance has a large range of variation, from 2.416 Å to 2.820 Å (experimental Cu⋯C(2)  
= 2.619(3) Å). The computed Cu⋯B distances also shows a range from 2.186 Å to 2.383 
Å (experimental Cu⋯B = 2.282(3) Å). In 112,  the computed Cu⋯C(2) distances change 
from 2.142 Å to 2.444 Å and this compares with the experimentally determined distance 
of 2.2183(17) Å. The computed Cu⋯B distances vary from 2.258 Å to 2.383Å 
(experimental Cu⋯B = 2.267(2) Å). However, in both 111 and 112, the computed Cu‒
C6Mes bond distances shows a very small range of variations (111: 1.885Å to 1.932 Å, 
112: 1.885Å to 1.932 Å). This therefore indicates that the structures of {CuHBR3} units 
in 111 and 112 are very sensitive to the functional choice whereas the functional type has 
a very small effect on the Cu‒C6Mes bond distances. This can related to the fact that the 









Table 6-3. Selected computed interatomic distances (Å) for 111 and 112 modelled as an 
isolated molecular species and optimised with various functionals using the Gaussian 
program. 
111    112   
Method Cu‒
C6Mes 
Cu⋯C(2) Cu⋯B Cu‒C6Mes Cu⋯C(2) Cu⋯B 
Experiment 1.908(3) 2.619(3) 2.282(3) 1.8991(18) 2.2183(17) 2.267(2) 
BP86 1.900 2.470 2.243 1.912 2.222 2.295 
BP86(D3) 1.885 2.435 2.191 1.891 2.142 2.258 
PBE 1.899 2.449 2.216 1.912 2.206 2.290 
PBE(D3) 1.891 2.409 2.186 1.898 2.144 2.266 
B3LYP 1.932 2.734 2.391 1.932 2.463 2.383 
B3LYP(D3) 1.920 2.701 2.320 1.912 2.278 2.304 
BLYP 1.925 2.820 2.464 1.926 2.444 2.380 
BLYP(D3) 1.911 2.733 2.339 1.905 2.256 2.301 
TPSS 1.904 2.470 2.235 1.921 2.236 2.317 
TPSS(D3) 1.892 2.416 2.195 1.900 2.143 2.281 
B97xD 1.914 2.513 2.225 1.911 2.190 2.274 
M06 1.916 2.558 2.236 1.914 2.166 2.291 
  
 
Figure 6-20 and Figure 6-21 display the deviation of the Cu···B and Cu···C(2) distances 
from those in the experimental structures in 111 and 112, respectively.  
For 111, BP86 provides an excellent agreement for the Cu···B distance with the deviation 
of 0.039 Å. However, it considerably underestimates the Cu···C(2) distance by 0.149 Å. 
With BP86(D3), the Cu···B and Cu···C(2) distances become slightly shorter and the 
discrepancy with experiment increases.  The PBE and TPSS functionals result in a slightly 
poorer agreement compared with the BP86 functional and dispersion again shortens these 
distances. Going to the B3LYP functional, both Cu···B and Cu···C(2) distances are 
overestimated with the high values of deviation, 0.109 Å and 0.115 Å, respectively. 
Interestingly, adding the dispersion correction term shortens the Cu···B and Cu···C(2) 
distances. This therefore improves the agreement. Similar to B3LYP, BLYP also 
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overestimates the Cu···B and Cu···C(2) distances with even higher values of deviation, 
0.182 Å and 0.201 Å, respectively. They again become shorter with the inclusion of 
dispersion and this results in a much better agreement. However, this improvement is 
probably related to the cancellation of error. With dispersion-included functionals, 
B97xD and M06, both Cu···B and Cu···C(2) distances are slightly underestimated. Of 
all the functionals in the molecular calculations, M06 gives the best overall result with 




Figure 6-20. Cu···C(2) (blue bars) and Cu···B (green bars) distances in 111 computed 
with various functionals and displayed as deviations from the experimental values of 
2.283(3) Å and 2.619(3) Å, respectively. Calculations employed the isolated molecule 
optimised with the Gaussian program. 
 
Figure 6-21 displays the deviation of the computed Cu···B and Cu···C(2) distances from 
the experimentally determined geometry of 112. With BP86, it can be seen that the Cu···B 
and Cu···C(2) distances are well reproduced by calculations with small deviation of 0.028 

































































































Cu···B and Cu···C(2) distances with deviations of 0.023 Å and 0.012 Å, respectively. 
However, both B3LYP and BLYP functionals overestimate the Cu···C(2) distance 
significantly with high discrepancies of 0.245 Å and 0.226 Å, respectively. B3LYP and 
BLYP also overestimate the Cu···B distance with a fairly similar value of deviation 
(0.116 Å and 0.113 Å, respectively). Interestingly, similar to 111, in 112, dispersion 
correction makes the Cu···B and Cu···C(2) distances always shorter which can either 
improve or worsen the agreement. For M06, the Cu···C(2) distance is slightly 
overestimated by 0.024 Å, and the Cu···C(2) distance is also slightly underestimated by 
0.052 Å. With very slight overestimation of Cu···B distance and slight underestimation 
of Cu···C(2) distance, B97xD provides the best agreement among the functionals used. 
  
 
Figure 6-21. Cu···C(2) (blue bars) and Cu···B (green bars) distances in 112 computed 
with various functionals and displayed as deviations from the experimental values of 
2.267(2) Å and 2.2183(17) Å, respectively. Calculations employed the isolated molecule 




































































































6.5.5.1 Study of the Computed Geometries of 111 and 112 in the Solid State Model 
with CP2K  
As outlined above, the molecular geometries of 111 and 112 are very sensitive to the 
choice of functional and dispersion correction. On the other hand, in the molecular model, 
the only dispersion interaction considered is intramolecular dispersion. However, in the 
crystal structures of 111 and 112, the unit cells contain more than one entity and each unit 
cell is surrounded by several other unit cells.  
In this regard, as shown in Figure 6-22, the X-ray crystal structure of 111 adopts two 
symmetric copper borate entities within the unit cell and the X-ray crystal structure 112 
features two symmetric copper borate complexes along with a benzene molecule per unit 
cell. Thus, inter-molecular interactions may also affect the geometries of 111 and 112. 
Therefore, an appropriate model is required to address such interactions. Interestingly, 
during recent years, there has been a significant achievement in development of solid state 
models using Periodic Boundary Conditions (PBCs).200 With periodic DFT codes such as 
CP2K, full solid state structures can be modelled.  Therefore, herein, with the available 
functionals for the CP2K program (BP86, BLYP and PBE), the full solid state structures 
of 111 and 112 were fully optimised with and without dispersion effects.  
 
 
Figure 6-22. Unit cell contents for 111 (left) and 112 (right) obtained from the single 
crystal X-ray diffraction analysis. Both species adopt the P1̅ space group. 
 
In the first step, in order to have a fair comparison between the CP2K results and Gaussian 
results, the isolated structures of 111 and 112 were fully optimised in a 30  30  30 Å 
box (this box is large enough to avoid the interaction of Cu complexes between boxes) 
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using the CP2K program with the PBE functional. As shown in Table 6-4, with CP2K, 
the computed Cu‒C6Mes, Cu⋯C(2) and Cu⋯B distances in 111 and 112 are very similar 
to those computed by Gaussian program. This shows that the type of program does not 
significantly affect the computational outcomes. 
 
Table 6-4. Selected computed interatomic distances (Å) of 111 and 112 modelled with 
Gaussian and CP2K programs with PBE and PBE(D3).  For the isolated molecular 
models, 111 and 112 were optimised in a 30  30  30 Å unit cell using CP2K package. 
Method (111) Program Cu‒C6Mes Cu⋯C(2) Cu⋯B 
Experiment -- 1.908(3) 2.619(3) 2.282(3) 
PBE Gaussian 1.899 2.449 2.216 
PBE(D3) Gaussian 1.891 2.409 2.186 
PBE CP2K 1.896 2.407 2.213 
PBE(D3) CP2K 1.882 2.369 2.180 
Method (112) Program Cu‒C6Mes Cu⋯C(2) Cu⋯B 
Experiment -- 1.8991(18) 2.2183(17) 2.267(2) 
PBE Gaussian 1.912 2.206 2.290 
PBE(D3) Gaussian 1.898 2.144 2.266 
PBE CP2K 1.917 2.198 2.324 
PBE(D3) CP2K 1.906 2.193 2.287 
 
 
Going to the solid state model, the full solid state structures of 111 and 112 produced by 
the X-ray diffraction analysis were optimised under periodic boundary conditions with 
BP86, BLYP and PBE functionals with and without dispersion effect. Table 6-5 shows 
the Cu‒C6Mes, Cu⋯C(2) and Cu⋯B distances of 111. Similar to the molecular models, 
with all different functionals, there is an excellent agreement between the computed and 
experimental Cu‒C6Mes distances. However, the range of variation in the computed 
Cu⋯C(2) distances is still significant, varying from 2.639 Å to 2.967 Å. This is also 
similar for the Cu⋯B distance where it changes from 2.283 Å to 2.569 Å. Therefore, 
similar to the molecular model, in the solid state model, the Cu⋯C(2) and Cu⋯B 
distances are still sensitive to the functional type. 
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As shown in Table 6-5, similar to 111, in 112, there is a very small variation in the 
computed Cu‒C6Mes distance. However, compared with 111, in 112, the computed 
Cu⋯C(2) distances show much less variation (2.172 Å to 2.243 Å) and it becomes even 
smaller in the Cu⋯B distances (2.252 Å to 2.282 Å).  
 
Table 6-5. Selected computed interatomic distances (Å) for 111 and 112 modelled with 
periodic DFT and optimised with various functionals in CP2K.  For PBE and PBE(D3) 
results were also obtained using a 222  super cell. 
 111   112   
 Cu‒C6Mes Cu⋯C(2) Cu⋯B Cu⋯C6Mes Cu⋯C(2) Cu⋯B 
Experiment 1.908(3) 2.619(3) 2.282(3) 1.8991(18) 2.2183(17) 2.267(2) 
PBE     
(unit cell) 
1.901 2.677 2.283 1.900 2.172 2.253 
PBE(D3) 
(unit cell) 
1.903 2.690 2.288 1.900 2.187 2.253 
PBE   
(super cell) 
1.901 2.639 2.273 1.900 2.176 2.253 
PBE(D3) 
(super cell) 
1.901 2.662 2.283 1.901 2.186 2.252 
BLYP  
(unit cell) 
1.905 2.967 2.470 1.906 2.235 2.278 
BLYP(D3) 
(unit cell) 
1.903 2.926 2.569 1.903 2.243 2.282 
BP86   
(unit cell) 
1.901 2.722 2.310 1.901 2.186 2.259 
BP86(D3) 
(unit cell) 





Figure 6-23 shows the deviation of the selected computed distances of 111 from those in 
the experimental geometry. For BP86, the Cu⋯B and Cu⋯C(2)  distances are 
overestimated by 0.028 Å and 0.103 Å, respectively. With respect to the molecular model 
of 111, this is an improvement of the agreement. In contrast to the molecular model, 
inclusion of dispersion correction with BP86 makes the geometry slightly longer and 
hence lessens the agreement (Cu⋯B = 0.128 Å and Cu⋯C(2) = 0.042 Å). With BLYP, 
the deviation of Cu⋯B and Cu⋯C(2) distances are computed to be 0.188 Å and 0.348 Å, 
respectively, showing even a poorer agreement compared with the molecular model. The 
BLYP(D3) functional slightly shortens the Cu⋯C(2) distance (0.307 Å) but lengthens the 
Cu⋯B distance (0.287 Å). The PBE functional gives the best agreement for both Cu⋯B 
and Cu⋯C(2)  distances with the very low deviation of 0.001 Å and 0.058 Å, respectively 
Interestingly, in contrast to the molecular model, inclusion of dispersion with PBE very 
slightly increases both Cu⋯B and Cu⋯C(2) distances. The 222-unit cell system with 
the PBE functional gives an excellent agreement for the Cu⋯C(2) distance (0.009 Å) and 
also further improves the Cu⋯B distance (0.038 Å). Addition of dispersion improves the 








Figure 6-23. Cu···C(2) (blue bars) and Cu···B (green bars) distances in 111 computed 
with various functionals and displayed as deviations from the experimental values of 
2.283(3) Å and 2.619(3) Å, respectively. Calculations employed the extended solid state 
via periodic boundary conditions (CP2K). 
 
Figure 6-24 shows the deviation of computed Cu···B and Cu···C(2) distances in 112 from 
those in the experimental geometry. With BP86, the Cu···B and Cu···C(2) distances are 
slightly underestimated by 0.008 Å and 0.032 Å, respectively. Inclusion of the dispersion 
correction with BP86 however slightly elongates the distances and hence improves the 
agreement. In contrast to BP86, BLYP slightly overestimates the Cu···B and Cu···C(2) 
distances by 0.011 Å and 0.017 Å, respectively. However, dispersion correction makes 
the distances slightly longer and thus, gives a poorer agreement. PBE underestimates the 
Cu···B and Cu···C(2) distances but with slightly higher deviation of 0.014 Å and 0.046 
Å, respectively. PBE(D3) however provides a better agreement. With PBE and PBE(D3) 




































































Figure 6-24. Cu···C(2) (blue bars) and Cu···B (green bars) distances in 112 computed 
with various functionals and displayed as deviations from the experimental values of 
2.267(2) Å and 2.2183(17) Å, respectively. Calculations employed the extended solid 
state via periodic boundary conditions (CP2K). 
 
As discussed above, similar to the molecular model, the Cu‒C6Mes distance is well 
reproduced in the solid state model. However, the molecular and solid state models of 
111 and 112 show that the Cu···B and Cu···C (2) distances depend on the choice of 
functional. Interestingly, dispersion effects in the molecular model shortens the Cu···B 
and Cu···C (2) distances while in solid state, it lengthens both distances. However, 
compared with the molecular model, in the solid state model, the variations caused by 
inclusion of dispersion correction are very small. This therefore indicates that in the solid 
state model, dispersion is well balanced between the inter- and intramolecular 
interactions.  
Figure 6-25 displays the overlay of the optimised full solid state structure with PBE 
functional from the experiment, showing small deviations of computed geometries from 
the experimental geometries of 111 and 112. 





































































Figure 6-25. Overlays of the experimental crystal structure (red) and the PBE-
optimised structure (blue).   
 
 Thermodynamic Stability of 111 and 112  
As discussed in the first section of this chapter, reaction of copper alkoxides with hydride 
sources can result in the formation of either a two-coordinate Cu complex, [LCu(HBR3)], 
or a dimeric copper hydride complex, [LCuH]2. Bertrand and co-workers showed that a 
bulky CAAC ligand (e.g. CAACcy) favours the formation of the dimeric species, 
([(CAACcy)Cu(μ‒H)]2). On the other hand, the less bulky CAAC ligand (e.g. CAAC
Et) 
gives the Cu-borate complex (CAACEt)Cu(κ2‒BH4)2. Using [(6-Mes)Cu-O
tBu], 
Whittlesey and co-workers isolated two copper borate complexes 111 and 112. Recently, 
Bertrand and co-workers reported the formation of the dimeric [LCuH]2 species 114, 
where L is an extremely bulky NHC ligand (Figure 6-26).180 Interestingly, 114 was found 
to be in equilibrium with its monomer (115) in solution. This again suggests that the steric 






Figure 6-26. Formation of dimeric copper hydride 114 and its equilibrium with the 
monomeric species 115. 
 
Experimental observations suggest that the reaction of Cu-alkoxides with hydride sources 
to form [LCuH]2 dimers probably involves the formation of [LCu(HBR3)] species as 
intermediates (Scheme 6-1). This species can sometimes be stable enough to be isolated, 
as in 111 and 112. Otherwise, the [LCuHBR3] species can act as an intermediate which 
then can undergo borane loss to form the monomeric copper hydride species, [LCuH]. 
The [LCuH] intermediate then dimerizes to form the [LCuH]2 complex.  
 
Scheme 6-1. Borane loss reaction and dimerization of [LCu‒H] complex. 
 
 
Based on the reaction process shown in Scheme 6-1, the free energy of the reaction steps 
were computed (Table 6-6). The free energy changes associated with the borane loss and 
the dimerization process are shown by ΔG1 and ΔG2, respectively. The sum of ΔG1 and 
ΔG2 values (ΔG3) shows the thermodynamic preference for the formation of the 
[LCu(HBR3)] or [LCuH]2 complexes. As listed in Table 6-6, the dissociation energies of 
borane from 111 and 112 are computed to be +10.8 kcal/mol and +38.2 kcal/mol, 
respectively. This implies the B(C6F5)3 moiety is significantly more strongly connected 
to the hydride than the BEt3. The dimerization energy for the [(6-Mes)CuH] intermediate 
is calculated to be -0.4 kcal/mol. However, the combined energies for borane loss and 
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dimerization in 111 and 112 are calculated to be endergonic by 6.8 and 34.2 kcal/mol, 
respectively. This shows that the formation of the dimeric copper hydride from the copper 
borate 111 and 112 is not accessible thermodynamically, consistent with the experiment. 
 
Similar to 112, the borane dissociation energy in the [(CAACCy)Cu(‒BH4)] complex is 
significantly uphill by 36.9 kcal/mol, showing the BH3 moiety also strongly bound to the 
hydride. In [(CAACCy)Cu(HBEt3)], borane loss is significantly easier than in the three 
other copper borate species but it is still endergonic by 5.8 kcal/mol. The dimerization 
step for both (CAACEt)CuH and (CAACCy)CuH complexes is computed to be downhill 
by 4.1 and 6.5 kcal/mol. Hence, the overall energy for the formation of the dimer from 
[(CAACEt)Cu(‒BH4)] is significantly endergonic but slightly exergonic for 
[(CAACEt)Cu(HBEt3)]. For the former, the formation of the dimeric copper hydride 
species is not accessible but for latter, it is exergonic enough to produce the dimer, 
consistent with the experiment.  
 
Table 6-6. Computed free energy changes (kcal/mol; BP86-optimised with corrections 
for dispersion (D3) and THF solvent) for borane loss and dimerization of different 
[LCu(HBR3)] complexes. 
Structure L R ΔG1 ΔG2 ΔG3 
[(6-Mes)Cu(HBEt3)] (111) 6-Mes Et +10.8 -4.0 +6.8 
[(6-Mes)Cu(HB(C6F5)3] (112) 6-Mes C6F5 +38.2 -4.0 +34.2 
[(CAACEt)Cu(-BH4)]  CAAC
Et H +36.9 -4.1 +32.8 









Based on the QTAIM and NBO analysis, the two-coordinate Cu complexes 111 and 112 
display weak interactions in the structure of the {CuHBR3} moiety in which the cationic 
Cu moiety is stablised by the borate moiety. 112 has also a weak covalent interaction 
between the cationic Cu and the C(2) centres. A NBO donor-acceptor analysis shows the 
electron density flow from the C(2)‒Cortho  bond to the cationic Cu centre. In 111 
however no such interaction is identified which rules out the presence of a C‒H agostic 
interaction.      
The computed Cu⋯B and Cu⋯C(2) distances of the molecular models of 111 and 112 
are either overestimated or underestimated by the calculations. When the computed 
distances are overestimated, inclusion of dispersion shortens the distances and therefore 
improves the agreement. However, when the computed distances are underestimated, 
shortening of the distances with the dispersion correction lessens the agreement. 
However, this is only due to error cancelation. Interestingly, going to the solid state 
model, where the environments around the Cu complexes are taken into account, 
dispersion correction does not make so much difference on the distances. This is mainly 
due well balancing of the weak intramolecular interactions by the intermolecular 
interactions.  
It is interesting to note that one reason that why 111 and 112 cannot be seen as monomeric 
[LCu‒H] species is the stronger interaction of the hydride with the {BR3} moiety than 
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