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ON THE CLASSIFICATION OF CERTAIN REAL RANK ZERO
C∗-ALGEBRAS
QINGNAN AN, ZHICHAO LIU AND YUANHANG ZHANG
Abstract. In this paper, a classification is given of real rank zero C∗-algebras
that can be expressed as inductive limits of a sequence of a subclass of Elliott-
Thomsen algebras C.
1. Introduction
A C∗-algebra A is called AH algebras if it is an inductive limit of the C∗-
algebras of form An = PnMn(C(Xn))Pn, where Xn are compact metric spaces
and Pn ∈ Mn(C(Xn)) are projections. In particular, if Xn can be chosen to be
disjoint union of several circles (or intervals, respectively), then A is called an AT
algebra (or AI algebras, respectively). More general, if An ⊂ Mn(C(Xn)), then
A is called an ASH algebra. It seems AH algebras and ASH algebras are quite
special class of C∗-algebras, but these classes of C∗-algebras play important roles in
the Elliott classification program. It is a conjecture that all simple separable stable
finite nuclear C∗-algebras are ASH algebras. Recent work of Gong-Lin-Niu [22]
and Elliott-Gong-Lin-Niu [13] have verified the conjecture for all simple separable
C∗-algebras of finite decomposition rank with UCT. Combine with the work of
Tikusis-White-Winter [33], one knows that the conjecture is also true for all simple
separable stably finite C∗-algebras of finite nuclear dimension. For purely infinite
case, Kirchberg and Phillips classify all purely infinite simple separable amenable
C∗-algebras which satisfy the UCT (see [30] for an overview). In 1989, G. Elliott
initiated a program aimed at the classification of all separable, nuclear C∗-algebras.
At 1989, Elliott classified all real rank zero AT algebras and made the following
conjecture.
Elliott Classification Conjecture 1: (K∗(A),K∗(A)+,ΣA) is the complete invari-
ant for separable nuclear C∗-algebras of real rank zero and stable rank one.
In 1993, Elliott classified all simple algebras and made the following conjecture.
Elliott Classification Conjecture 2: Ell(A) is the complete invariant for simple
separable nuclear C∗-algebras.
For recent 25 years, the classification of simple nuclear C∗-algebras (the verifi-
cation of the above Elliott Classification Conjecture 2) has tremendous advance.
On the other hand, the classification of non-simple C∗-algebras is far from being
satisfactory, even for C∗-algebras of real rank zero and stable rank one. Also in
1994, Gong disproved the Elliott Classification Conjecture 1 for C∗-algebras of real
rank zero and stable rank one by give an example of real rank zero AH algebras
of local dimension at most two. This implies that for the classification of non
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simple C∗-algebras of real rank zero, one needs new invariant. The new invariant
is developed in [6], [7], [8], [9], [15], [20], [26] and [27], and is called total ordered
K-theory (K(A),K+(A),ΣA). Dadarlat-Gong proved the classification of real rank
zero AH algebras of slow dimension growth by using total K-theory in 1997. So it is
clear Elliott classification conjecture 1 (for real rank zero case) should be modified
to the following conjecture, we still call it Elliott Conjecture:
Elliott Classification Conjecture (for real rank zero C∗-algebras): (K(A),K+(A),
ΣA) is the complete invariant for separable nuclear C∗-algebras of real rank zero
and stable rank one.
Unlike the case of classification for simple C∗-algebras, there is no significant
advance on the classification C∗-algebras of real rank zero and stable rank one after
the Theorem of Dadarlat-Gong [6], even for the case of real rank zero ASH algebras.
This paper together with [2] is an effort to push forward such classification.
In this paper, we shall consider the real rank zero C∗-algebras which can be
expressed as inductive limits of subhomogeneous building blocks D defined in Def-
inition 2.2. We mention that in [2], the existence theorem is obtained by applying
Jiang-Su’s criterion that a KK-element between two general dimension drop in-
terval algebras can be lifted, if and only if the KK-element preserves the order of
K-homology (Theorem 3.7 in [23]). However, for the case of D, the same statement
is not true (Example 4.7 in [1]). In order to get the existence result (Theorem 6.12),
we develop a distribution property of the connecting homomorphism, which comes
from the real rank zero property of the inductive limit, to prove a decomposition
result (Corollary 4.12) and pair it with a KK-element preserving the order of K-
homology. For the uniqueness theorem, we prove both of the results for the torsion
K1-group case and the free case, then combine them with the existence result, we
accomplish the classification.
The following is our main theorem:
Theorem 8.3 Let A = lim−→(An, φn,m) and B = lim−→(Bn, ψn,m) are real rank zero
inductive limit of Elliott-Thomsen algebras in D, then A ∼= B if and only if
(K(A),K+(A), [1A]) ∼= (K(B),K
+(B), [1B]).
It is not quite clear what is the range of invariant for the total K-theory for
C∗-algebras of real rank zero and stable rank one, even for the class of rank zero
C∗-algebras classified by Dadarlat-Gong and in this paper. Therefore, it is not clear
what is the relation between the class of our class in the above theorem and the
class of Dadarlat-Gong.
2. Preliminaries
Definition 2.1 (Class C). Let F1 and F2 be two finite dimensional C∗-algebras
and let ϕ0, ϕ1 : F1 → F2 be two homomorphisms. Set
A = A(F1, F2, ϕ0, ϕ1)
= {(f, a) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(a) and f(1) = ϕ1(a)}.
Denote by C the class of all such C∗-algebras.
The C∗-algebras constructed in this way have been studied by Elliott and Thom-
sen [19] (see also [10] and [32]), which are sometimes called Elliott-Thomsen algebras
or one dimensional non-commutative finite CW complexes. Following [22], let us
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say that a C∗-algebraA ∈ C isminimal, or a minimal block, if it is indecomposable,
i.e., not the direct sum of two or more C∗-algebras in C.
Definition 2.2 (Class D). Let F1 be a finite dimensional C∗-algebra, F2 =Mn(C)
(not a direct sum) and let ϕ0, ϕ1 : F1 → F2 be two unital homomorphisms. Set
A = A(F1,Mn(C), ϕ0, ϕ1)
= {(f, a) ∈ C([0, 1],Mn(C))⊕ F1 : f(0) = ϕ0(a) and f(1) = ϕ1(a)}.
Denote by D the class consists of all the finite direct sums of A(F1,Mn(C), ϕ0, ϕ1)
and finite dimensional algebras. And we use AD to denote the inductive limits of
algebras in D.
Remark 2.3. Note that D is a sub class of C, and in this paper, we consider
D not C. This is because for D, we have Theorem 6.5, which shows that for two
minimal blocks in D, a KK-element between them preserving Dadarlat-Loring order
also preserves the order of K-homology. But Example 5.8 in [1] shows the same
statement can be not true for two minimal blocks in C.
Even though D is a sub class of C, the algebra in D can have arbitrary finite
generated K1 group.
2.4 (Section 3 of [22]). For A = A(F1, F2, ϕ0, ϕ1) ∈ C with K0(F1) = Zp and
K0(F2) = Zl, consider the short exact sequence
0→ SF2
ι
−→ A
π
−→ F1 → 0,
where SF2 = C0(0, 1) ⊗ F2 is the suspension of F2, ι is the embedding map, and
π(f, a) = a, (f, a) ∈ A . Then one has the six-term exact sequence
0→ K0(A)
π∗−→ K0(F1)
∂
−→ K0(F2)
ι∗−→ K1(A)→ 0,
where ∂ = α − β, and α, β are the matrices (with entries αij , βij ∈ N, i =
1, · · · , l, j = 1, · · · , p) correspond the maps K0(ϕ0), K0(ϕ1) : K0(F1) → K0(F2),
respectively. Hence,
K0(A) = ker(α− β) ⊂ Zp, K1(A) = Zl/Im(α− β),
and
K+0 (A) = ker(α− β) ∩K
+
0 (F1).
At the case F2 = Mn(C), the matrices α, β are reduced to matrices with only
one row, α = (α1, · · · , αp), β = (β1, · · · , βp).
2.5. Throughout this paper, when talking about KK(A,B) with A, B ∈ D, we
shall assume the notational convention that
A = A(F1,Mn(C), ϕ0, ϕ1), B = B(F ′1,Mn′(C), ϕ
′
0, ϕ
′
1)
with
F1 =
p⊕
i=1
Mki(C), F
′
1 =
p′⊕
i′=1
Mk′i′ (C).
And we use α, β, α′ and β′ to denote the matrices induced by ϕ0∗, ϕ1∗, ϕ
′
0∗ and
ϕ′1∗, respectively.
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2.6. We use the notation #(·) to denote the cardinal number of the set, if the
argument is a finite set. Very often, the sets under consideration will be sets with
multiplicity, and then we shall also count multiplicity when we use the notation
#. We use • or •• to denote any possible positive integer. We shall use {a∼k} to
denote {a, · · · , a︸ ︷︷ ︸
k times
}.
2.7. Let us use θ1, θ2, · · · , θp denote the spectrum of F1 and denote the spectrum
of C([0, 1], F2) by (t, i), where 0 ≤ t ≤ 1 and i ∈ {1, 2, · · · , l} indicates that it is in
ith block of F2. So
Sp(C([0, 1], F2)) =
l∐
i=1
{(t, i), 0 ≤ t ≤ 1}.
Using identification of f(0) = ϕ0(a) and f(1) = ϕ1(a) for (f, a) ∈ A, (0, i) ∈
Sp(C[0, 1]) is identified with
(θ∼αi11 , θ
∼αi2
2 , · · · , θ
∼αip
p ) ⊂ Sp(F1)
and (1, i) ∈ Sp(C([0, 1], F2)) is identified with
(θ∼βi11 , θ
∼βi2
2 , · · · , θ
∼βip
p ) ⊂ Sp(F1)
as in Sp(A) = Sp(F1) ∪
∐l
i=1(0, 1)i.
2.8. Let A ∈ C, φ : A → Mn(C) be a homomorphism, then there exists a unitary
u such that
φ(f, a) = u∗ · diag
(
a(θ1), · · · , a(θ1)︸ ︷︷ ︸
t1
, · · · , a(θp), · · · , a(θp)︸ ︷︷ ︸
tp
, f(y1), · · · , f(y•)
)
· u,
where y1, y2, · · · , y• ∈
∐l
i=1[0, 1]i. For y = (0, i) (also denoted by 0i), one can
replace f(y) by (
a(θ1), · · · , a(θ1)︸ ︷︷ ︸
αi1
, · · · , a(θp), · · · , a(θp)︸ ︷︷ ︸
αip
)
in the above expression, and do the same with y = (1, i). After this procedure, we
can assume each yk is strictly in the open interval (0, 1)i for some i. We write the
spectrum of φ by
Spφ = {θ∼t11 , θ
∼t2
2 , · · · , θ
∼tp
p , y1, y2, · · · , y•},(2.1)
where yk ∈
∐l
i=1(0, 1)i.
Denote ωi = #(Spφ∩(0, 1)i) the number of yk’s which are in the ith open interval
(0, 1)i counting multiplicity. We will say that φ is of type (t1, t2, · · · , tp, w1, · · · , wl).
2.9. For any self-adjoint element f ∈ Mn(C), denote Eig(f) the set of all the
eigenvalues of f . If Eig(f1) and Eig(f2) can be paired to within ε one by one, we
denote it by dist(Eig(f1), Eig(f2)) < ε.
2.10. Let A = A(F1,Mn(C), ϕ0, ϕ1) ∈ D, with F1 =
⊕p
j=1Mkj (C), write a ∈
F1 as a = (a(θ1), a(θ2), · · · , a(θp)), where a(θj) ∈ Mkj (C). For t ∈ [0, 1], define
πt : A → F2 by πt((f, a)) = f(t) for all (f, a) ∈ A. There is a canonical map
πe : A → F1 defined by πe((f, a)) = a for all (f, a) ∈ A. For any j = 1, 2, · · · , p,
define πje : A→Mkj (C) by π
j
e((f, a)) = a(θj) for any (f, a) ∈ A.
CLASSIFICATION OF C∗-ALGEBRAS 5
Denote {ess′}(1 ≤ s, s′ ≤ n) the set of matrix units for Mn(C) and {f
j
ss′}(1 ≤
j ≤ p, 1 ≤ s, s′ ≤ kj) the set of matrix units for
⊕p
j=1Mkj (C).
2.11. Let A = A(F1,Mn(C), ϕ0, ϕ1) ∈ D, ϕ0∗, ϕ1∗ be represented by matrices
α = (α1, · · · , αp) and β = (β1, · · · , βp). Then for each η =
1
m where m ∈ N+. Let
0 = x0 < x1 < · · · < xm = 1 be a partition of [0, 1] into m subintervals with equal
length 1m . We will define a finite subset H(η) ⊂ A+, consisting of two kinds of
elements described below.
(a). For each subset Xj = {θj} ⊂ Sp(F1) = {θ1, θ2, · · · , θp} and integers r, s
with r + 2 ≤ s, denote Wj , {∪αj 6=0[0, rη]} ∪ {∪βj 6=0[sη, 1]}. Then we call Wj the
closed neighborhood of Xj , we define element (f, a) ∈ A+ corresponding to Xj and
Wj as follows:
For each t ∈ [0, 1], define element (f, a) ∈ A+ by
a = (0, · · · , 0︸ ︷︷ ︸
j−1
, f j11, 0, · · · , 0︸ ︷︷ ︸
p−j
) ∈ F1
and
f(t) =

ϕ0(a)
η − dist(t, [0, rη])
η
, if 0 ≤ t ≤ (a+ 1)η
0, if (r + 1)η ≤ t ≤ (s− 1)η
ϕ1(a)
η − dist(t, [sη, 1])
η
, if (s− 1)η ≤ t ≤ 1
All such elements (f, a) ∈ A+ are included in the set H(η) and are called test
functions of type 1.
(b). For each closed subset X ⊂ [η, 1 − η], which is a finite union of closed
intervals [xr, xr+1] and finite many points {xr}. Define (f, a) corresponding to X
by a = 0 and for t ∈ (0, 1) define
f(t) =
e11
(
1−
dist(t,X)
η
)
e11, if dist(t,X) < η
0, if dist(t,X) ≥ η.
There are finite such elements in A+. All such elements are called test functions
of type 2.
2.12. In general, a unital homomorphism φ : C[0, 1] → B with finite dimensional
image is always of the form :
φ(f) =
∑
f(xk)pk, ∀f ∈ C[0, 1]
where {xk} is a finite subset of [0,1] and {pk} is a set of mutually orthogonal
projections with
∑
pk = 1B. A homomorphism φ : A = Mn(C([0, 1])) → B with
finite dimensional image is of the form:
φ(f) =
∑
f(xk)⊗ pk, ∀f ∈ A
for a certain identification of φ(1A)Bφ(1A) ∼= Mn(C) ⊗ (φ(e11)Bφ(e11)), where
{pk} is a set of mutually orthogonal projections in φ(e11)Bφ(e11) (see [21, Remark
1.6.4]).
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3. Weak variation
Inspired by [12] and [6], we define the weak variation as follows:
Definition 3.1. Let A ∈ C, the weak variation of a finite set F ⊂ A is defined by
ω(F ) = sup
φ,ψ
inf
u∈U(r)
max
f∈F
‖uφ(f)u∗ − ψ(f)‖,
where φ, ψ run through the homomorphisms from A to Mr(C) such that KK(φ) =
KK(ψ).
Definition 3.2. Suppose that A is a C∗-algebra, B ⊂ A is a subalgebra, F ⊂ A
is a finite subset and let ε > 0. If for each f ∈ F , there exists an element g ∈ B
such that ‖f − g‖ < ε, then we shall say that F is approximately contained in B
to within ε, and denote this by F ⊂ε B.
The following lemma is clear by the standard techniques of spectral theory [4].
Lemma 3.3. Let A = lim−→(An, φn,m) be an inductive limit of C
∗-algebras An with
morphisms φn,m : An → Am, then RR(A) = 0 if and only if for any finite self-
adjoint subset F ⊂ An and ε > 0, there exists an integer m ≥ n such that
φn,m(F ) ⊂ε {f ∈ (Am)sa | f has finite spectrum}.
The following lemma is essentially contained in an old version of [22].
Lemma 3.4. Let A = A(F1, F2, ϕ0, ϕ1) ∈ C and φ, ψ : A → Mr(C) be two unital
homomorphisms. Suppose that φ is of the type (t1, t2, · · · , tp, w1, w2, · · · , wl), ψ is of
the type (s1, s2, · · · , sp, w1, w2, · · · , wl), then the following conditions are equivalent.
(a) KK(φ) = KK(ψ);
(b) there exists a

c1
c2
...
cl
 ∈ Zl such that

t1
t2
...
tp
−

s1
s2
...
sp
 = (αt − βt) ·

c1
c2
...
cl
 .
Proof. Obviously, any homomorphisms from A to M•(C) of the same type are
homotopy, we may assume that Spφ ∩ (0, 1)i = Spψ ∩ (0, 1)i counting multiplicity
for all i = 1, 2, · · · , l.
Note that A ⊂ C([0, 1], F2)⊕ F1, then φ, ψ naturally induce homomorphisms
φ˜, ψ˜ : C([0, 1], F2)⊕ F1 →Mr(C)
in an obviously way, with φ = φ˜ ◦ ι and ψ = ψ˜ ◦ ι, where ι : A→ C([0, 1], F2)⊕ F1
is the inclusion. Note that Spφ˜ ∩ (0, 1)i = Spψ˜ ∩ (0, 1)i for all i = 1, 2, · · · , l, then
φ˜|C([0,1],F2) is unitary equivalent to ψ˜|C([0,1],F2). So φ˜∗, ψ˜∗ : K0(F2) ⊕ K0(F1) →
K0(C) satisfy φ˜∗|K0(F2) = ψ˜∗|K0(F2). That is φ˜∗ − ψ˜∗ defines a map from K0(F1)
to C. Let dj = tj − sj , then
φ˜∗ − ψ˜∗ : K0(F1) = Zp → K0(C) = Z
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is given by
(φ˜∗ − ψ˜∗)

x1
x2
...
xp
 = d1x1 + d2x2 + · · ·+ dpxp.
Denote φ˜∗−ψ˜∗ byD : Zp → Z. At the same time D can be considered as an element
(still denote by D) D ∈ KK(F1,C) = Hom(K0(F1),K0(C)). Since A
π
−→ F1 factors
through as
A
ι
−→ C([0, 1], F2)⊕ F1 → F1,
and
KK(φ)−KK(ψ) = KK(φ˜ ◦ ι)−KK(ψ˜ ◦ ι),
we have
KK(φ)−KK(ψ) = [π]×D.
where [π] ∈ KK(A,F1) is induced by A
π
−→ F1.
Let I = C0((0, 1), F2) ⊂ A be the ideal. The short exact sequence
0→ I
ι
−→ A
π
−→ F1 → 0
induces two exact sequences
0 = K0(I)→ K0(A)
π∗−→ K0(F1)
∂
−→ K1(I)→ K1(A)→ K1(F1) = 0
and
0← KK(A,C)
[π]×
←−−− KK(F1,C)
δ
←− KK1(I,C)← KK1(A,C)← 0.
In particular K1(I) = K0(F2) and KK
1(I,C) = KK(F2,C), and the map δ is the
dual map of ∂ as
KK(F2,C) = Hom(K0(F2),Z) and KK(F1,C) = Hom(K0(F1),Z).
Since ∂ : K0(F1) = Zp → Zl = K0(F2) is given by the matrix α − β. So δ :
KK(F2,C)→ KK(F1,C) is given by αt − βt (αt denotes the transpose of α).
Then
KK(φ)−KK(ψ) = [π]×D = 0
if and only if D ∈ Im(δ) ⊂ KK(F1,C) = Zp, that is, there is a

c1
c2
...
cl
 ∈ Zl such
that 
d1
d2
...
dp
 = (αt − βt) ·

c1
c2
...
cl
 .

3.5. Let A = A(F1, F2, ϕ0, ϕ1) ∈ D, where F1 =
⊕p
j=1Mkj (C), F2 = Mn(C) and
ϕ0∗, ϕ1∗ be represented by α = (α1, α2, · · · , αp) and β = (β1, β2, · · · , βp).
Define NA as follows:
NA = min{ l | l ≥ max
αj 6=βj
{|
αj + βj
αj − βj
|}, j ∈ {1, 2, · · · , p}, l ∈ N}+ 1.
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Lemma 3.6. Let A ∈ D, F ⊂ A be a finite set and 1 > ε > 0. Suppose that η = 1m
satisfies that for any x, y ∈ [0, 1] with dist(x, y) < 4NAη, ‖f(x) − f(y)‖ <
ε
4 for
any f ∈ F . If homomorphisms φ, ψ : A→Mr(C) satisfy the following conditions:
(a) dist(Eig(φ(h)), Eig(ψ(h))) < 1, ∀h ∈ H(η);
(b) KK(φ) = KK(ψ) ∈ KK(A,C);
(c) Spφ ∩ (0, 1) = Spψ ∩ (0, 1) counting multiplicity,
then there exists a unitary u ∈Mr(C) such that
‖φ(f)− u∗ψ(f)u‖ < ε, ∀f ∈ F.
Proof. Write Spφ, Spψ as
Spφ = {θ∼t11 , · · · , θ
∼tp
p , y1, y2, · · · , y•}, Spψ = {θ
∼s1
1 , · · · , θ
∼sp
p , y1, y2, · · · , y•},
where {y1, y2, · · · , y•} = Spφ ∩ (0, 1) = Spψ ∩ (0, 1) as condition (c) holds.
From condition (b) and Lemma 3.4, there exists an integer c such that
t1
t2
...
tp
−

s1
s2
...
sp
 =

d1
d2
...
dp
 =

α1 − β1
α2 − β2
...
αp − βp
 · c
If α = β or c = 0, then (αt − βt) · c = 0, we will have tj = sj for j = 1, 2, · · · , p,
obviously, φ and ψ are unitary equivalent.
We may assume that α 6= β and c 6= 0, then there exists an integer 1 ≤ j0 ≤ p
such that αj0 > βj0 , then dj0 6= 0. Set Xj0 = {θj0}, define
W rj0 =
{
[0, rη], if βj0 = 0
[0, rη] ∪ [(r + 2)η, 1], if βj0 6= 0,
where r ∈ {0, 1, · · · ,m− 2}. Let hrj0 be the test function corresponding to Xj0 and
W rj0 , then we have
#{x = 1 |x ∈ Eig(φ(hrj0))} = tj0 +αj0 ·#(Spφ∩ (0, rη])+βj0 ·#(Spφ∩ [rη+2η, 1))
and
#{x = 1 |x ∈ Eig(ψ(hrj0))} = sj0+αj0 ·#(Spφ∩(0, rη])+βj0 ·#(Spφ∩[rη+2η, 1)).
Since dist(Eig(φ(hrj0)), Eig(ψ(h
r
j0))) < 1, then we have
#{x > 0 |x ∈ Eig(ψ(hrj0))} ≥ #{x = 1 |x ∈ Eig(φ(h
r
j0))}
and
#{x > 0 |x ∈ Eig(φ(hrj0))} ≥ #{x = 1 |x ∈ Eig(ψ(h
r
j0))}.
Hence,
#{x 6= 0, 1 |x ∈ Eig(ψ(hrj0))} ≥ #{x = 1 |x ∈ Eig(φ(h
r
j0))}−#{x = 1 |x ∈ Eig(ψ(h
r
j0))}
and
#{x 6= 0, 1 |x ∈ Eig(φ(hrj0))} ≥ #{x = 1 |x ∈ Eig(ψ(h
r
j0))}−#{x = 1 |x ∈ Eig(φ(h
r
j0 ))}.
Note that
#{x 6= 0, 1 |x ∈ Eig(φ(hrj0))} = #{x 6= 0, 1 |x ∈ Eig(ψ(h
r
j0))}.
Therefore,
#{x 6= 0, 1 |x ∈ Eig(φ(hrj0 ))} ≥ |tj0 − sj0 | = |dj0 |,
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this means that
αj0 ·#
(
Spφ ∩ (rη, rη + η)
)
+ βj0 ·#
(
Spφ ∩ (rη + η, rη + 2η)
)
≥ |dj0 |.
Then for each r, we have
#
(
Spφ ∩ (rη, rη + 2η)
)
≥
|dj0 |
αj0 + βj0
= |c| ·
αj0 − βj0
αj0 + βj0
≥ |c| ·
1
NA
,
then there are at least |c| points in [rη, (r + 2NA)η] for any r = 0, 1, · · · ,m− 2NA.
Then we can define φ′, ψ′ as follows: If c > 0, to define φ′, we replace the c largest
of yk ∈ (0, 1) by 1 ∼ {θ
∼β1
1 , · · · , θ
∼βp
p }, to define ψ′, we replace the c smallest of
yk ∈ (0, 1) by 0 ∼ {θ
∼α1
1 , · · · , θ
∼αp
p }. Since
t1
t2
...
tp
+ βt · c =

s1
s2
...
sp
+ αt · c,
then we have Spφ′ ∩ Sp(F1) = Spψ′ ∩ Sp(F1).
If c < 0, to define φ′, we replace the −c smallest of yk ∈ (0, 1) by 0 ∼
{θ∼α11 , · · · , θ
∼αp
p }, to define ψ′, we replace the −c largest of yk ∈ (0, 1) by 1 ∼
{θ∼β11 , · · · , θ
∼βp
p }, in this case
t1
t2
...
tp
+ αt · (−c) =

s1
s2
...
sp
+ βt · (−c),
we still have Spφ′ ∩ Sp(F1) = Spψ
′ ∩ Sp(F1).
Note that, the |c| points change within 2NA, the we have
‖φ(f)− φ′(f)‖ <
ε
4
, ‖ψ(f)− ψ′(f)‖ <
ε
4
, ∀ f ∈ F.
If the set Spφ∩ (0, 1) = Spψ∩ (0, 1) are written in increasing order as y1 ≤ y2 ≤
· · · ≤ y•, then |yk − yk+|c|| < 4NAη. As sets Spφ
′ ∩ (0, 1) and Spψ′ ∩ (0, 1) can be
paired to within 4NAη, therefore, there exists a unitary u ∈Mr(C) such that
‖φ′(f)− u∗ψ′(f)u‖ <
ε
4
, ∀f ∈ F.
Hence for this unitary,
‖φ(f)− u∗ψ(f)u‖ <
3
4
ε < ε, ∀f ∈ F.

In [29], the second author uses Gong’s pairing lemma (see [14]) to prove the
following result.
Lemma 3.7. Let A ∈ D and η = 1m , m ∈ N+. If φ, ψ : A → Mn(C) are
homomorphisms such that dist(Eig(φ(h)), Eig(ψ(h))) < 1 for all h ∈ H(η1), then
there exist X ⊂ Spφ ∩ (0, 1), Y ⊂ Spψ ∩ (0, 1) with X ⊃ Spφ ∩ [η, 1 − η] , Y ⊃
Spψ ∩ [η, 1− η] such that X and Y can be paired to within 2η one by one.
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Lemma 3.8. Let A ∈ D, F ⊂ A be finite set and 1 > ε > 0. Suppose that η = 1m
satisfies that for any x, y ∈ [0, 1] with dist(x, y) < 4NAη, ‖f(x) − f(y)‖ <
ε
8 for
any f ∈ F . Let η1 =
1
m1
< η2 satisfy that ‖h(x) − h(y)‖ <
1
4 for any x, y ∈ [0, 1]
with dist(x, y) ≤ 2η1 and for all h ∈ H(η). If homomorphisms φ, ψ : A → Mr(C)
satisfy the following conditions:
(a) dist(Eig(φ(h)), Eig(ψ(h))) < 12 , ∀h ∈ H(η);
(b) dist(Eig(φ(h)), Eig(ψ(h))) < 1, ∀h ∈ H(η1);
(c) KK(φ) = KK(ψ) ∈ KK(A,C),
then there exists a unitary u ∈Mr(C) such that
‖φ(f)− u∗ψ(f)u‖ < ε, ∀f ∈ F.
Proof. From Lemma 3.7 , there exist X ⊂ Spφ ∩ (0, 1), Y ⊂ Spψ ∩ (0, 1) with
X ⊃ Spφ∩ [η1, 1− η1], Y ⊃ Spψ ∩ [η1, 1− η1] such that X and Y can be paired to
within 2η1 one by one, denote the one to one correspondence by π : X → Y .
There exist unitaries u1, u2 ∈Mn(C) such that
φ(f, a) = u∗1 · diag
(
a(θ1)
∼t1 , · · · , a(θp)
∼tp , f(x1), f(x2), · · · , f(x•), 0, · · · , 0
)
· u1
ψ(f, a) = u∗2 · diag
(
a(θ1)
∼s1 , · · · , a(θp)
∼sp , f(y1), f(y2), · · · , f(y••), 0, · · · , 0
)
· u2,
then Spφ ∩ (0, 1) = {x1, x2, · · · , x•} and Spψ ∩ (0, 1) = {y1, y2, · · · , y••}.
We will perturb φ, ψ to obtain φ′, ψ′. To define φ′, change all the elements
xk ∈ Spφ ∩ (0, η1)\X to 0 ∼ {θ
∼α1
1 , · · · , θ
∼αp
p } and xk ∈ Spφ ∩ (1 − η1, 1)\X to
1 ∼ {θ∼β11 , · · · , θ
∼βp
p }. And finally, change all the elements xk ∈ X to π(xk) ∈ Y .
To define ψ′, keep all the points in Y , change xk ∈ Spψ ∩ (0, η1)\X to 0 and
xk ∈ Spψ∩ (1− η1, 1)\X to 1. In this way, each eigenvalue is perturbed by at most
2η1.
After this modification, we have
Spφ′ ∩ (0, 1) = Spψ′ ∩ (0, 1) = Y, (counting multiplicity),
‖φ(f)− φ′(f)‖ <
ε
8
, ‖ψ(f)− ψ′(f)‖ <
ε
8
, ∀ f ∈ F,
‖φ(h)− φ′(h)‖ <
1
4
, ‖ψ(h)− ψ′(h)‖ <
1
4
, ∀h ∈ H(η).
Then dist(Eig(φ(h)), Eig(φ′(h))) < 14 and dist(Eig(ψ(h)), Eig(ψ
′(h))) < 14 for
any h ∈ H(η), and we have dist(Eig(φ′(h)), Eig(ψ′(h))) < 1 for any h ∈ H(η).
Since φ is homotopic to φ′ and ψ is homotopic to ψ′, then
KK(φ′) = KK(φ) = KK(ψ) = KK(ψ′).
Apply Lemma 3.6 for φ′, ψ′ and ε2 (in place of ε), there exists a unitary u ∈Mr(C)
such that
‖φ′(f)− u∗ψ′(f)u‖ <
ε
2
, ∀f ∈ F.
Consequently,
‖φ(f)− u∗ψ(f)u‖ <
ε
2
+
ε
8
+
ε
8
< ε, ∀f ∈ F.

Corollary 3.9. Let A ∈ D be minimal, F ⊂ A be a finite set and 1 > ε > 0. Choose
η, η1 as in Lemma 3.8. Suppose that B ∈ D, τ : A→ B is a homomorphism with
τ(H(η) ∪H(η1)) ⊂1/4 {f ∈ Bsa|f has finite spectrum },
then we have ω(τ(F )) < ε.
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Proof. We need only to prove that for any homomorphism φ, ψ : B →Mr(C) with
KK(φ) = KK(ψ), there exists a unitary u such that
‖u(φτ(f))u∗ − ψτ(f)‖ < ε, ∀f ∈ F.
For each h ∈ H(η) ∪ H(η1), there are mutually orthogonal projections p1(h),
p2(h), · · · , pm(h)(h) ∈ B and real numbers λ1(h), λ2(h), · · · , λm(h)(h) such that
‖τ(h)−
m(h)∑
k=1
λk(h)pk(h)‖ <
1
4
.
Then we have
‖φ(τ(h)) −
m(h)∑
k=1
λk(h)φ(pk(h))‖ <
1
4
, ‖ψ(τ(h)) −
m(h)∑
k=1
λk(h)ψ(pk(h))‖ <
1
4
.
Since KK(φ) = KK(ψ), we have
[φ(pk(h))] = [ψ(pk(h))] in K0(Mr(C)), k = 1, 2, · · · ,m(h),
and there exists a unitary v ∈Mr(C) such that
‖v(φτ(h))v∗ − ψτ(h)‖ <
1
2
.
Then we have dist(Eig(φτ(h)), Eig(φτ(h))) < 12 for any h ∈ H(η) ∪H(η1).
Since KK(φτ) = KK(ψτ), by Lemma 3.8, there exists a unitary u ∈ Mr(C)
such that
‖u(φτ(f))u∗ − ψτ(f)‖ < ε, ∀f ∈ F.
Now we have ω(τ(F )) < ε. 
Combine Lemma 3.3 and Corollary 3.9, we will have
Theorem 3.10. Let A = lim−→(An, φn,m) be a real rank zero inductive limit of C
∗-
algebras in D. Let F ⊂ An be a finite subset and ε > 0, there exists an integer
m ≥ n such that ω(φn,r(F )) < ε for all r ≥ m.
4. Decomposition theorem
Lemma 4.1. Let E1, · · · , Es ⊂ [0, 1] be a collection of finitely many finite sets, L
be a positive integer, let η = 1(L+1)s , then there exist integers 0 ≤ c < d ≤ (L + 1)
s
with d− c = 1 such that
(L+ 1) ·#
(
Ei ∩ (cη, dη)
)
≤ #(Ei), ∀ i ∈ {1, · · · , s}.
Proof. This proof is just a slight generalization of the first part of [12, Lemma 2.21].
Firstly, we divide [0, 1] into L+ 1 intervals of equal length 1L+1 by points
0 = a10 < a
1
1 < · · · < a
1
L+1 = 1,
then there is an interval [a1r1 , a
1
r1+1] ⊂ [0, 1] such that
(L+ 1) ·#
(
E1 ∩ (a
1
r1 , a
1
r1+1)
)
≤ #(E1).
Next we divide [a1r1 , a
1
r1+1] into L+ 1 intervals of equal length
1
(L+1)2 by points
a1r1 = a
2
0 < a
2
1 < · · · < a
2
L+1 = a
1
r1+1,
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there is an interval [a2r2 , a
2
r2+1] ⊂ [a
1
r1 , a
1
r1+1] such that
(L + 1) ·#
(
E2 ∩ (a
2
r2 , a
2
r2+1)
)
≤ #
(
E2 ∩ (a
1
r1 , a
1
r1+1)
)
≤ #(E2),
we also have
(L + 1) ·#
(
E1 ∩ (a
2
r2 , a
2
r2+1)
)
≤ (L + 1) ·#
(
E1 ∩ (a
1
r1 , a
1
r1+1)
)
≤ #(E1).
Repeat this operation, then we find an interval [asrs , a
s
rs+1] such that
(L + 1) ·#
(
Ei ∩ (a
s
rs , a
s
rs+1)
)
≤ #(Ei), ∀ i ∈ {1, 2, · · · , s}
Let c = asrs · (L+ 1)
s, d = asrs+1 · (L+ 1)
s, this completes the proof. 
Definition 4.2. Let A,B ∈ D be minimal and η−1,K, L ∈ N+, a homomorphism
φ : A→ B has (η,K,L)-distribution, if for any r ∈ {1, 2, · · · ,K}, there are integers
ar, br with
r − 1
K
≤ arη < brη ≤
r
K
and br − ar = 1,
such that the following properties:
(i) For any x ∈ [0, 1] ⊂ Sp(B), we have
#
(
Sp (πx ◦ φ) ∩ (arη, brη)
)
≤
1
L+ 1
·#
(
Sp (πx ◦ φ) ∩ (
r − 1
K
,
r
K
)
)
;
(ii) For any i′ = 1, 2, · · · , p′, we have
#
(
Sp (πi
′
e ◦ φ) ∩ (arη, brη)
)
≤
1
L+ 1
·#
(
Sp (πi
′
e ◦ φ) ∩ (
r − 1
K
,
r
K
)
)
,
where πx, π
i′
e are defined in 2.10.
For A,B ∈ D, we say a homomorphism φ : A→ B has (η,K,L)-decomposition,
if there exist finite many homomorphisms φ1, φ2, · · · , φs between minimal blocks in
D such that φ = φ1 ⊕ φ2 ⊕ · · · ⊕ φs and each of them has (η,K,L)-distribution.
Lemma 4.3. Let A,B ∈ D be minimal and K,L ∈ N+, set η = 18K(L+1) , if a
homomorphism φ : A→ B satisfys that
φ(H(η)) ⊂1/6 {f ∈ Bsa |f has finite spectrum},
then there exists δ > 0 such that φ has (δ,K, L)-distribution.
Proof. For any h ∈ H(η), there are mutually orthogonal projections p1(h), p2(h),
· · · , pm(h)(h) ∈ B and real numbers λ1(h), λ2(h), · · · , λm(h)(h) such that
‖φ(h)−
m(h)∑
k=1
λk(h)pk(h)‖ <
1
6
.
Then for any x1, x2 ∈ [0, 1] ∈ Sp(B), dist(Eig(φx1(h)), Eig(φx2(h))) <
1
3 for
all h ∈ H(η), by Lemma 3.7, then there exist two sets X(x1) ⊂ Spφx1 ∩ (0, 1),
X(x2) ⊂ Spφx2 ∩ (0, 1) with X(x1) ⊃ Spφx1 ∩ [η, 1− η] , X(x2) ⊃ Spφx2 ∩ [η, 1− η]
such that X(x1) and X(x2) can be paired to within 2η one by one.
Fix x0 ∈ [0, 1] ⊂ Sp(B). Set γ0 = 0, γ1 =
1
K , · · · , γK = 1, apply Lemma 4.1 for
[γr−1 + 2η, γr − 2η] (in place of [0, 1]), Spφx0 ∩ (γr−1 + 2η, γr − 2η) (in place of E)
and L, then there exist integers cr, dr (1 ≤ r ≤ K) such that
r − 1
K
+ 2η ≤
cr
K(L+ 1)
<
dr
K(L+ 1)
≤
r
K
− 2η and dr − cr = 1.
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Then we have
#
(
Spφx0 ∩ (8crη, 8drη)
)
≤
1
L+ 1
·#
(
Spφx0 ∩ (
r − 1
K
+ 2η,
r
K
− 2η)
)
.
Since X(x) and X(x0) can be paired to within 2η one by one for any x ∈ [0, 1],
then we have
#
(
Spφx0 ∩ (
r − 1
K
+ 2η,
r
K
− 2η)
)
≤ #
(
Spφx ∩ (
r − 1
K
,
r
K
)
)
and
#
(
Spφx ∩ (8crη + 2η, 8drη − 2η)
)
≤ #
(
Spφx0 ∩ (8crη, 8drη)
)
for any x ∈ [0, 1] ⊂ Sp(B).
Now we have
#
(
Spφx ∩ (8crη + 2η, 8drη − 2η)
)
≤
1
L+ 1
·#
(
Spφx ∩ (
r − 1
K
,
r
K
)
)
for any x ∈ [0, 1] ⊂ Sp(B).
Set δ = 1
(L+1)p′
·η, then for each r, apply Lemma 4.1 for interval [8crη+2η, 8drη−
2η] and (πi
′
e ◦φ)∩ (
r−1
K ,
r
K ) (in place of E1, E2, · · · ) , there exist integers ar, br with
br − ar = 1 and
cr
K(L+ 1)
+ 2η ≤ arδ < brδ ≤
dr
K(L+ 1)
− 2η
such that
#
(
Sp (πi
′
e ◦ φ) ∩ (arδ, brδ)
)
≤
1
L+ 1
·#
(
Sp (πi
′
e ◦ φ) ∩ (
r − 1
K
,
r
K
)
)
for any i′ = 1, 2, · · · , p′.
Note that for any x ∈ [0, 1] ⊂ Sp(B),
#
(
Spφx ∩ (arδ, brδ)
)
≤ #
(
Spφx ∩ (8crη + 2η, 8drη − 2η)
)
≤
1
L+ 1
·#
(
Spφx ∩ (
r − 1
K
,
r
K
)
)
.
Then we have φ has (δ,K, L)− distribution. 
Lemma 4.4. Let A,B,C ∈ D be minimal, K,L ∈ N+ and δ > 0. Let φ : A → B
and ψ : B → C be homomorphisms. Suppose that φ has (δ,K, L)-distribution, then
ψ ◦ φ has (δ,K, L)-distribution.
Proof. Since φ is (δ,K, L)−distribution, there are integers ar, br (1 ≤ r ≤ K) with
r − 1
K
≤ arδ < brδ ≤
r
K
and br − ar = 1,
such that
#
(
Sp (πx ◦ φ) ∩ (arδ, brδ)
)
≤
1
L+ 1
·#
(
Sp (πx ◦ φ) ∩ (
r − 1
K
,
r
K
)
)
.
for any x ∈ Sp(B).
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For any y ∈ Sp(C), it is clear that
#
(
Sp (πy ◦ ψ ◦ φ) ∩ (arδ, brδ)
)
=
∑
x∈Spψy
#
(
Sp (πx ◦ φ) ∩ (arδ, brδ)
)
≤
1
L+ 1
·
∑
x∈Spψy
#
(
Sp (πx ◦ φ) ∩ (
r − 1
K
,
r
K
)
)
=
1
L+ 1
·#
(
Sp (πy ◦ ψ ◦ φ) ∩ (
r − 1
K
,
r
K
)
)
Then ψ ◦ φ has (δ,K, L)-distribution. 
The following two lemmas are a slight generalization of Lemma 6.3 and Lemma
6.4 in [6] with the same proof.
Lemma 4.5. Let A = A(F1,Mn(C), ϕ0, ϕ1) ∈ D be minimal. Suppose that B ∈ D
be minimal, φ, ψ : A → B are two homomorphisms which can be factored through
F1 and φ
′, ψ′ : F1 → B are homomorphisms with φ = φ′ ◦ πe and ψ = ψ′ ◦ πe. If
KK(φ′) = KK(ψ′), there exist a unitary u ∈ B such that uφu∗ = ψ.
Lemma 4.6. Let A = A(F1,Mn(C), ϕ0, ϕ1) ∈ D be minimal. Suppose that B ∈ D
be minimal, φ, ψ : A → B are two homomorphisms which can be factored through
F1 and φ
′, ψ′ : F1 → B are homomorphisms with φ = φ′ ◦ πe and ψ = ψ′ ◦ πe. If
[φ′(e)] ≥ [ψ′(e)] holds for any projection e ∈ F1, there exist a unitary u ∈ B and a
homomorphism τ : A→ B which can be factored through F1 such that uφu∗ = ψ+τ .
Now we have the following decomposition theorem.
Theorem 4.7. Let A ∈ D be minimal, G ⊂ A be a finite set, ε > 0, and L ∈ N+.
Suppose that K is an integer such that dist(x1, x2) ≤
4
K implies ‖g(x1)−g(x2)‖ < ε
for all g ∈ G.
Suppose that B ∈ D is a minimal block, δ > 0 and φ : A→ B is a homomorphism
with the following properties:
(a) φ has (δ,K, L)-distribution;
(b) φ(H(δ/8)) ⊂1/6 {f ∈ Bsa |f has finite spectrum},
then there exist a projection q ∈ B and two homomorphisms ν, ρ : A → (1 −
q)B(1− q) with finite dimensional images such that the following holds:
(1) L · [q] ≤ [ν(1)] in K0(B);
(2) Spν ⊂ Sp(A) ∩ (0, 1), Spρ ⊂ Sp(A) ∩ Sp(F1);
(3) ‖qφ(g)− φ(g)q‖ < 4ε, ∀ g ∈ G;
(4) ‖φ(g)− qφ(g)q ⊕ ν(g)⊕ ρ(g)‖ < 4ε, ∀ g ∈ G.
Proof. Set η = δ/8. Since φ is (8η,K,L)-distribution, then there exist integers
ar, br, (1 ≤ r ≤ K) with
r − 1
K
≤ arη < brη ≤
r
K
and br − ar = 8.
such that
#
(
Spφx ∩ (arη, brη)
)
≤
1
L+ 1
·#
(
Spφx ∩ (
r − 1
K
,
r
K
)
)
for any x ∈ Sp(B).
For any x ∈ Sp(B), write
Spφx ∩ Sp(F1) = {θ
∼ t1(x)
1 , θ
∼ t2(x)
2 , · · · , θ
∼ tp(x)
p }.
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Set
V0 = [0, a2η + 2η], VK = [bK−1η − 2η, 1].
V1 = [b1η, a2η], V2 = [b2η, a3η], · · · , VK−1 = [bK−1η, aKη].
Wr = {x ∈ [0, 1], d(x, Vr) ≤ 2η}, ∀ r = 1, 2, · · · ,K.
Note that V0 ⊃ V1, VK ⊃ VK−1 and if r1, r2 ∈ {0, 2, · · · ,K − 2,K}, r1 6= r2, we
have Wr1 ∩Wr2 = ∅.
Then we have
L ·
K−2∑
r=2

#
(
Spφθ′
1
∩ (arη, brη)
)
#
(
Spφθ′
2
∩ (arη, brη)
)
...
#
(
Spφθ′p ∩ (arη, brη)
)
 ≤
K−1∑
r=1

#
(
Spφθ′
1
∩ Vr
)
#
(
Spφθ′
2
∩ Vr
)
...
#
(
Spφθ′p ∩ Vr
)
 .
For each h ∈ H(η), there are mutually orthogonal projections p1(h), p2(h), · · · ,
pm(h)(h) ∈ B and real numbers λ1(h), λ2(h), · · · , λm(h)(h) such that
‖φ(h)−
m(h)∑
k=1
λk(h)pk(h)‖ <
1
6
.
Denote Λ(h) by the set of all the eigenvalues of
∑m(h)
k=1 λk(h)pk(h), set
Λ1(h) = {λ|λ ∈ Λ(h), λ ∈ (1−
1
6
, 1]}, [Λ1(h)] =
∑
λk(h)∈Λ1(h)
[pk(h)] ∈ K0(B).
Let hr be the test function corresponding to Vr , then from step 2 in [29, Theorem
3.1], we can construct a collection of mutually orthogonal projections P1, P2, · · · , PK−1
almost commutes with φ(g) for all g ∈ G and
n ·

#
(
Spφθ′
1
∩Wr
)
#
(
Spφθ′
2
∩Wr
)
...
#
(
Spφθ′p ∩Wr
)
 ≥ [Pr] = n · [Λ1(hr)] ≥ n ·

#
(
Spφθ′
1
∩ Vr
)
#
(
Spφθ′
2
∩ Vr
)
...
#
(
Spφθ′p ∩ Vr
)

for all r = 1, 2, · · · ,K − 1.
Now we deal with V0, VK , set
V˜j =
⋃
αj 6=0
V0 ∪
⋃
βj 6=0
VK , j = 1, 2, · · · , p.
Then we turn these two intervals to p subsets.
Let fj be the test function corresponding to V˜j andXj = {θj}. From the step 3 in
[29, Theorem 3.1], we can construct a collection of mutually orthogonal projections
Q1, Q2, · · · , Qp. Each of them almost commutes with φ(g) for all g ∈ G and
[Qj] = kj ·[Λ1(fj)] ≥ kj ·

tj(θ
′
1)
tj(θ
′
2)
...
tj(θ
′
p)
+kjαj ·

#
(
Spφθ′
1
∩ V0
)
#
(
Spφθ′
2
∩ V0
)
...
#
(
Spφθ′p ∩ V0
)
+kjβj ·

#
(
Spφθ′
1
∩ VK
)
#
(
Spφθ′
2
∩ VK
)
...
#
(
Spφθ′p ∩ VK
)

for all j = 1, 2, · · · , p.
Change all the spectra in Spφ ∩Wr to
r
K ∈ Wr for each r = 0, 2 · · · ,K − 2,K.
We obtain a pointwise homomorphism ψ.
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Denote
P =
K−2∑
r=2
Pr, Q =
p∑
j=1
Qj , R = P1 + PK−1, q = 1− P −Q.
Then we have
[Q] ≥
p∑
j=1
kj

tj(θ
′
1)
tj(θ
′
2)
...
tj(θ
′
p)
+ n ·

#
(
Spφθ′
1
∩ V0
)
#
(
Spφθ′
2
∩ V0
)
...
#
(
Spφθ′p ∩ V0
)
+ n ·

#
(
Spφθ′
1
∩ VK
)
#
(
Spφθ′
2
∩ VK
)
...
#
(
Spφθ′p ∩ VK
)
 ≥ [R]
Hence,
[q] ≤ n ·
K−2∑
r=2

#
(
Spφθ′
1
∩ (arη, brη)
)
#
(
Spφθ′
2
∩ (arη, brη)
)
...
#
(
Spφθ′p ∩ (arη, brη)
)
 .
Define homomorphisms ψ1, ψ2, ψ3 : A → (1− q)B(1 − q) as follows:
ψ1 = PψP, ψ2 = QψQ, ψ3 = RψR.
Then ψ1, ψ2, ψ3 can be factored through a finite dimensional C
∗-algebra and we
have
‖φ(g)q − qφ(g)‖ < 4ε, ∀ g ∈ G
and
‖φ(g)− qφ(g)q ⊕ ψ1(g)⊕ ψ2(g)‖ < 4ε, ∀ g ∈ G.
Note that ψ2 and ψ3 factor through F1, there exist homomorphisms ψ
′
2, ψ
′
3 :
F1 → B such that ψ2 = ψ′2 ◦ πe and ψ3 = ψ
′
3 ◦ πe. Since [Q] ≥ [R], we have
[ψ′2(e)] ≥ [ψ
′
3(e)] holds for any nonzero projection e ∈ F1, by Lemma 4.6, there
exists a homomorphism ψ4 : A → B which can be factored through F1 and a
unitary v ∈ B such that
uψ2u
∗ = ψ3 ⊕ ψ4 and u
∗Ru ≤ Q.
Denote
ν = ψ1 ⊕ u
∗ψ3u, ρ = u
∗ψ4u.
Then we have
‖φ(g)− qφ(g)q ⊕ ν(g)⊕ ρ(g)‖ < 4ε, ∀ g ∈ G.
Since u∗ψ3u factors through f(0) ⊕ f(1), we can perturb 0, 1 small enough to
make sure that condition (4) still holds, then we have Spν ⊂ Sp(A) ∩ (0, 1) and
Spρ ⊂ Sp(A) ∩ Sp(F1).
We need only to verify (1), note that
[ν(1)] = [P ] + [R] ≥ n ·
K−1∑
r=1

#
(
Spφθ′
1
∩ Vr
)
#
(
Spφθ′
2
∩ Vr
)
...
#
(
Spφθ′p ∩ Vr
)
 .
Now we have
L · [q] ≤ [P ] + [R] ≤ [ν(1)].

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Lemma 4.8. Let A = lim−→(An, φn,m) be a real rank zero inductive limit of algebras
in D. Let m,K,L ∈ N+. There exist δ > 0 and an integer m ≥ n such that the
following holds:
(1) φn,m has (δ,K, L)-decomposition;
(2) φn,m(H(δ/8)) ⊂1/6 {f ∈ (Am)sa |f has finite spectrum}.
Proof. Let η = 18K(L+1) , we have a finite set H(η) ⊂ An, by Lemma 3.3, there
exists r > n such that
φn,r(H(η)) ⊂1/6 {f ∈ (Ar)sa |f has finite spectrum}.
Apply Lemma 4.3 for η and each partial map φi,jn,r, there exists δi,j > 0 such that
φi,jn,r has (δi,j ,K, L)-distribution. Set δ = (
∏
i,j δ
−1
i,j )
−1, then φi,jn,r has (δ,K, L)-
distribution. Now we consider the finite set H(δ/8) ⊂ An, use Lemma 3.3 again,
there exists an integer m ≥ r > n such that
φn,m(H(δ/8)) ⊂1/6 {f ∈ (Am)sa |f has finite spectrum}
From Lemma 4.4, φi,jn,r has (δ,K, L)-distribution implies that φ
j,s
r,m◦φ
i,j
n,r has (δ,K, L)-
distribution, then φn,m =
⊕
i,j,s(φ
j,s
r,m ◦ φ
i,j
n,r) has (δ,K, L)-decomposition. 
Theorem 4.9 (Theorem 6.2.2 in [17]). Every one-dimensional NCCW complex is
semiprojective.
From Theorem 4.9, we can easily get the following lemma.
Lemma 4.10. Let A ∈ C, for any finite subset F ⊂ A, ε > 0, there exist a finite
subset G ⊂ A and δ > 0 such that if φ : A→ B is a c.c.p. map with
‖ φ(g1g2)− φ(g1)φ(g2) ‖< δ, ∀g1, g2 ∈ G,
then there is a homomorphism ψ : A→ B satisfying
‖ ψ(f)− φ(f) ‖< ε, ∀f ∈ F.
Lemma 4.11. Let A = A(F1,Mn(C), ϕ0, ϕ1) ∈ D. Suppose that B ∈ D and ν :
A→ B is a homomorphism with finite dimensional range and Spν ⊂ Sp(A)∩(0, 1).
Then
n · [ν(e)] ≥ [ν(1)] in K0(B)
holds for any nonzero projection e ∈ A.
Proof. It follows from
n · [ν(e)] ≥ n ·

#(Sp(π1e ◦ ν) ∩ (0, 1))
#(Sp(π2e ◦ ν) ∩ (0, 1))
...
#(Sp(πp
′
e ◦ ν) ∩ (0, 1))
 = [ν(1)].

Corollary 4.12. Let A = lim−→(An, φn,m) be a real rank zero inductive limit of
Elliott-Thomsen algebras in D. For any ε > 0, finite set F ⊂ An and a positive
integer L, there exist an integer m ≥ n, a projection q ∈ Am, a homomorphism
λ : An → qAmq and homomorphisms ν, ρ : An → (1 − q)Am(1 − q) with finite
dimensional ranges such that
(1) L · [λ(1)] ≤ [ν(e)] in K0(Am) for any nonzero projection e ∈ An;
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(2) Spν ⊂ Sp(An) ∩ (0, 1), Spρ ⊂ Sp(An) ∩ Sp(F1);
(3) ‖φn,m(f)− λ(f)⊕ ν(f)⊕ ρ(f)‖ < 5ε, ∀ f ∈ F.
Proof. It follows from Theorem 4.7, Lemma 4.8, Lemma 4.10 and Lemma 4.11. 
5. The Invariant and KK-Lifting
Before we give our Existence Theorem, we should introduce the invariant we
concern.
5.1 ([8], [11]). Consider the algebra
Ip = {f ∈Mp(C0(0, 1]) : f(1) = λ · 1p, 1p is the identity ofMp},
and the algebra I˜p obtained by adjoining a unit to Ip.
5.2 ([6]). For a C∗-algebra A, the total K-theory of A is defined by
K(A) =
∞⊕
p=0
K∗(A;Zp),
with K∗(A;Zp) = K∗(A) for p = 0, K∗(A;Zp) = 0 for p = 1, and K∗(A;Zp) =
KK(Ip, A⊗ C(S1)) for p ≥ 2.
5.3 ([6]). We will consider the group
K∗(A;Z⊕ Zp) = K∗(A) ⊕K∗(A;Zp).
By Section 4 of [6],
K∗(A;Z ⊕ Zp) ∼= KK(I˜p, A⊗ C(S1)).
5.4 ([6], [8]). (Dadarlat-Loring order) The order structure we work with is K∗(A;Z⊕
Zp)+, which can be identified as the image of the abelian semigroup [I˜p, A⊗C(S1)⊗
K] in KK(I˜p, A⊗ C(S1))(∼= K∗(A;Z ⊕ Zp)).
5.5 ([6], [8]). For a C*-algebra A, the invariant we concern with is the tuple
(K(A),K+(A),Σ(A)),
where K+(A) is the cone generated by all K∗(A;Z ⊕ Zp)+, p ≥ 0 and Σ(A) is the
scale of A.
We say
(K(A),K+(A),Σ(A)) ∼= (K(B),K+(B),Σ(B)),
if there is an ordered scaled isomorphism ρ : K(A) → K(B), which preserves the
action of the Bockstein operations.
We also introduce some preliminaries which will be useful, when we concern the
orders on KK-group.
5.6. Let A(F1,Mn(C), ϕ0, ϕ1) be a minimal building block in D which is not finite
dimensional, then ϕ0, ϕ1 induce two maps K0(F1) = Zp → Z = K0(Mn(C)), which
are represented by two 1× p matrices α and β. Rearrange F1 =
⊕p
i=1Mki(C) such
that
α− β = (a1, a2, · · · , ar,−b1,−b2, · · · ,−bl, 0, 0, · · · , 0),
where a1, a2, · · · , ar, b1, b2, · · · , bl > 0. Note that
r∑
i=1
ai · ki =
r+l∑
i=r+1
bi−r · ki.
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Definition 5.7. Let A, B ∈ C. Define KK+(A,B) as the image of the abelian
semigroup (of homotopy classes of homomorphisms) [A,B ⊗ K] in KK(A,B). We
shall say that α ∈ KK(A,B) is positive (or lifitable), if α ∈ KK+(A,B).
Definition 5.8. Let A, B be C∗-algebras. Denote HomΛ(K(A),K(B)) all the
morphisms from K(A) to K(B), which preserves the action of the Bockstein oper-
ations.
For γ ∈ HomΛ(K(A),K(B)), we say that
γ ∈ Hom+Λ (K(A),K(B))
if γ preserves Dadarlat-Loring order.
We list the following results we need from 5.9 to Theorem 5.22:
5.9. Let φ : A → Mr(C) be as described in 2.8, with Sp(φ) as in (2.1). Even
though in general the point yi ∈ [0, 1]j (in Sp(φ) as in ((2.1) of 2.8) may not be
the endpoint 0j or 1j, the homomorphism defined by evaluating at this point is
homotopic to the homomorphism defined by evaluating at 0j or 1j . Consequently
we can find a new homomorphism φ˜ with
KK(φ) = KK(φ˜), Sp(φ˜) ⊂ Sp(F1).
Now, let us extend this procedure to a homomorphism between two Elliott-
Thomsen algebras, as a prelude to describing concretely the KK-group of these two
C∗-algebras.
5.10. Let A(F1, F2, ϕ0, ϕ1), B(F
′
1, F
′
2, ϕ
′
0, ϕ
′
1) be in C, let φ : A→ B be a homo-
morphism, and consider the maps π′0, π
′
1 : B → F
′
2, where π
′
t(f, a) = f(t) = ϕ
′
t(a),
t=0 or 1. Then we can always choose a new homomorphism ψ : A→ B such that
ψ ∼h φ, KK(ψ) = KK(φ) and Sp(π
′
0 ◦ ψ), Sp(π
′
1 ◦ ψ) ⊂ Sp(F1).
The above condition on Sp(π′0 ◦ ψ), Sp(π
′
1 ◦ ψ) is equivalent to ψ(SF2) ⊂ SF
′
2.
Hence, we have a commutative diagram as follows:
0 // K0(A)
ψ0∗

π∗ // K0(F1)
ψ0∗∗

α−β // K1(SF2)
ψ1∗∗

ι∗ // K1(A)
ψ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 .
5.11 ([1]). Let A, B ∈ C. Denote by C(A,B) the set of all the commutative
diagrams
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
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and by M(A,B) the subset of C(A,B) of all the commutative diagrams
0 // K0(A)
0

π∗ // K0(F1)
µ0

α−β // K1(SF2)
µ1

ι∗ // K1(A)
0

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0
such that there exists µ ∈ Hom(K1(SF2),K0(F ′1)) satisfying µ0 = µ ◦ (α − β),
µ1 = (α
′ − β′) ◦ µ. Since such a diagram is completely determined by µ, we may
denote it by λµ.
5.12. For two commutative diagrams λI , λII ∈ C(A,B),
0 // K0(A)
λI0∗

π∗ // K0(F1)
λI0

α−β // K1(SF2)
λI1

ι∗ // K1(A)
λI1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0
and
0 // K0(A)
λII0∗

π∗ // K0(F1)
λII0

α−β // K1(SF2)
λII1

ι∗ // K1(A)
λII1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
define the sum of λI and λII as
0 // K0(A)
λI0∗+λII0∗

π∗ // K0(F1)
λI0+λII0

α−β // K1(SF2)
λI1+λII1

ι∗ // K1(A)
λI1∗+λII1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 .
Note that λI + λII ∈ C(A,B). The diagram
0 // K0(A)
0

π∗ // K0(F1)
0

α−β // K1(SF2)
0

ι∗ // K1(A)
0

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
to be denoted by 0, is the (unique) zero element of C(A,B). (Clearly, λ + 0 = λ
for λ ∈ C(A,B).)
Given a commutative diagram λ ∈ C(A,B),
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
CLASSIFICATION OF C∗-ALGEBRAS 21
the inverse of λ, to be denoted by −λ, is
0 // K0(A)
−λ0∗

π∗ // K0(F1)
−λ0

α−β // K1(SF2)
−λ1

ι∗ // K1(A)
−λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 .
Note that −λ ∈ C(A,B), and λ+ (−λ) = 0.
Then C(A,B) is an Abelian group, and M(A,B) is a subgroup of C(A,B).
5.13. As pointed out in [22], for a minimal block A = A(F1, F2, ϕ0, ϕ1), we have
kerϕ0 ∩ kerϕ1 = {0}. Let A ∈ C be a minimal block. Let us use CO to denote the
class of all unital C∗-algebras A = A(F1, F2, ϕ0, ϕ1), where F2 =Mr(C), for some
integer r, and kerϕ0 ⊕ kerϕ1 = F1 (there is no block of F1 mapping into both 0
and 1). This subclass was studied by Li in [24]. Note that I˜p ∈ CO $ D.
Definition 5.14. For two matrices ζ and η, we say ζ ≥ η if ζ − η has no negative
entry.
Definition 5.15. Let A, B ∈ C be minimal. Let λ ∈ C(A,B):
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
Let us say that λ is positive or λ ∈ C+(A,B) if λ is the zero element or (λ0 ≥ 0p′×p
and λ0 6= 0). And we say λ is positive modulo M(A,B), or that λ +M(A,B) is
positive, if there exists λµ ∈M(A,B),
0 // K0(A)
0

π∗ // K0(F1)
µ0

α−β // K1(SF2)
µ1

ι∗ // K1(A)
0

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0
such that λ+ λµ is a positive.
Remark 5.16. If A = ⊕Ai, B = ⊕Bj with each Ai and Bj minimal Elliott-
Thomsen algebras, then we shall say that λ + M(A,B) is positive, where λ ∈
C(A,B) is determined by λij ∈ C(Ai, Bj), if λij +M(Ai, Bj) is positive for each
i, j. Let us write
(C(A,B)/M(A,B))+ = {λ+M(A,B) : λ+M(A,B) is positive}
for the positive cone of C(A,B)/M(A,B).
Theorem 5.17 ([1]). Let A, B ∈ C. Then we have a natural isomorphism of groups
KK(A,B) ∼= C(A,B)/M(A,B).
In this paper, we denote χ : KK(A,B)→ C(A,B)/M(A,B) the natural isomor-
phism, we will use KK(λ) to denote the KK-element χ−1(λ+M(A,B)) ∈ KK(A,B).
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5.18. For λ ∈ C(A,B)
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0
and η ∈ C(B,C)
0 // K0(B)
η0∗

π′
∗ // K0(F ′1)
η0

α′−β′ // K1(SF ′2)
η1

ι′
∗ // K1(B)
η1∗

// 0
0 // K0(C)
π′′
∗
// K0(F ′′1 )
α′′−β′′
// K1(SF ′′2 )
ι′′
∗
// K1(C) // 0 ,
define the product of λ and η as λ× η ∈ C(A,C):
0 // K0(A)
η0∗◦λ0∗

π∗ // K0(F1)
η0◦λ0

α−β // K1(SF2)
η1◦λ1

ι∗ // K1(A)
η1∗◦λ1∗

// 0
0 // K0(C)
π′′
∗
// K0(F ′′1 )
α′′−β′′
// K1(SF ′′2 )
ι′′
∗
// K1(C) // 0 .
In fact, the natural product we defined above, exactly induces the Kasparov product
on the KK-groups which is isomorphic to the quotient groups (Theorem 5.17).
Theorem 5.19 ([1]). Assume that A ∈ CO and B ∈ C. Then we have (as order
groups, with the natural maps)
KK(A,B) ∼= C(A,B)/M(A,B) ∼= HomΛ(K(A),K(B)).
Lemma 5.20 ([1]). Let A, B ∈ C be minimal. Let the diagram λ ∈ C(A,B),
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
be given, such that λ is positive, then, λ0 is positive. If for any i ∈ {1, 2, · · · , p}, j′ ∈
{1, 2, · · · , l′},
(α′ ◦ λ0)j′i ≥
∑
αji·λ1
j′j
≥0
αji · λ
1
j′j −
∑
βji·λ1
j′j
≤0
βji · λ
1
j′j
and
(β′ ◦ λ0)j′i ≥ −
∑
αji·λ1j′j≤0
αji · λ
1
j′j +
∑
βji·λ1j′j≥0
βji · λ
1
j′j ,
then there is a homomorphism from A to Mr(B) for some integer r inducing the
diagram λ.
Theorem 5.21 ([1]). Consider the case A = C(S1) (not in CO), B ∈ D is minimal.
Then γ ∈ KK(C(S1), B) can be lifted to a homomorphism if and only if χ(α) ∈
C(A,B)/M(A,B) is positive.
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Theorem 5.22 (Corollary 4.3 in [1]). Assume that A, B ∈ D are minimal. If γ
is a KK-element in KK(A,B) satisfying
γ(K+(A)) ⊂ K+(B),
then χ(γ) is positive, where χ is the natural map from KK(A,B) to C(A,B)/M(A,B).
Now we will introduce a key lemma for the existence result. As the case of
A =Mm(C) is trivial, we will only concern the case of A(F1,Mn(C), ϕ0, ϕ1). Before
we list the lemma, we give one more notation.
5.23. Let A(F1,Mn(C), ϕ0, ϕ1) be a minimal block in D. Then α − β is a 1 × p
matrix. For any 1×p matrix (t1, t2, · · · , tp) ≥ 0 (the matrix has no negative entry),
denote representation R(t1, t2, · · · , tp), where
R(t1, t2, · · · , tp)(f, a) = diag{a(θ1), · · · , a(θ1)︸ ︷︷ ︸
t1
, · · · , a(θp), · · · , a(θp)︸ ︷︷ ︸
tp
}, ∀(f, a) ∈ A.
Note that both α and β has no negative entry and then correspond to classes of
representations of A, whose spectral points are contained in Sp(F1).
Note that the condition required in Lemma 5.20, is sometimes quite strong, and
we need a weaker one to help us to construct homomorphisms in this paper.
Lemma 5.24. Let A(F1,Mn(C), ϕ0, ϕ1), B(F ′1,Mn′(C), ϕ
′
0, ϕ
′
1) be minimal blocks
in D. λ ∈ C+(A,B) (Definition 5.15) is the following commutative diagram
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // Z
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0 .
If one of the following holds:
(1) λ1 > 0 and α
′λ0 − α− l(α− β) ≥ 0, for all l = 0, 1, 2, · · · , λ1 − 1,
(2) λ1 = 0,
(3) λ1 < 0 and β
′λ0 − β − l(β − α) ≥ 0, for all l = 0, 1, 2, · · · ,−λ1 − 1,
then there is a homomorphism from A to M•(B) realizing λ.
Proof. At first we give the proof for (1). As α′λ0 − α − l(α − β) ≥ 0, for all l =
0, 1, 2, · · · , λ1−1, then each α
′λ0−α−l(α−β) naturally corresponds a representation
by 5.23. Let us define λ1 maps Λl, l = 1, 2, · · · , λ1 from A toMk(C[(l−1)/λ1, l/λ1])
for some integer k.
A ∋ f
Λl7−→ ζl ∈Mk(C[(l − 1)/λ1, l/λ1]),
where
ζl(t) = diag{f(λ1t−(l−1)), R(α
′λ0−(l−1)(α−β)−α)(f, a)}, ∀ t ∈ [(l−1)/λ1, l/λ1].
Note that Λl(·)((l − 1)/λ1) and Λl(·)(l/λ1) are two representations of A and
induce two elements in K0(F1) ∼= KK(F0,C), that is
[Λl(·)((l − 1)/λ1)] = α
′λ0 − (l − 1)(α− β) and [Λl(·)(l/λ1)] = α
′λ0 − l(α− β).
Now we have
[Λ1(·)(0)] = α
′λ0 and [Λλ1(·)(1)] = α
′λ0 − λ1(α− β) = β
′λ0 (λ is commutative)
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and
[Λl−1(·)((l− 1)/λ1)] = α
′λ0 − (l− 1)(α− β) = [Λl(·)((l− 1)/λ1)], l = 2, 3, · · · , λ1
(as class in K0(F1)). Then for l = 2, 3, · · · , λ1, there is a unitary ul ∈ Mk((C)),
such that
Ad ul ◦ Λl(·)((l − 1)/λ1) = Λl−1(·)((l − 1)/λ1).
Define a homomorphism Λ : A→Mk(C[0, 1]),
A ∋ (f, a)
Λ
7−→ ζ ∈Mk(C[0, 1])
where
ζ(t) = Ad (ul · ul−1 · · · · · u2) ◦ ζl(t), t ∈ [(l − 1)/λ1, l/λ1].
Then by Lemma 3.5 in [1] (see also [22]), there is a unitary u ∈ Mk(C[0, 1]), such
that Ad u ◦ Λ is a homomorphism from A to M•(B).
(2) is trivial.
For (3), let us define −λ1 maps Λl, l = 1, 2, · · · ,−λ1 from A to Mk(C[(l− 1)/−
λ1, l/− λ1]) for some integer k.
A ∋ f
Λl7−→ ζl ∈Mk(C[(l − 1)/− λ1, l/− λ1]),
where
ζl(t) = diag{f(l+ λ1t), R(β
′λ0 − β − (l − 1)(β − α))(f, a)}.
And the rest is as same as we give in (1). 
Remark 5.25. We should mention that even for A, B ∈ D, we may still have
KK+(A,B) $ Hom+Λ(K(A),K(B)),
and there is an example shown in [1]. We list a new one here, which we will also
discuss later.
Let F1 = C⊕ C⊕ C⊕ C⊕ C, F2 =M3(C),
ϕ0(a⊕ b⊕ c⊕ d⊕ e) = diag{a, b, e}, ϕ1(a⊕ b⊕ c⊕ d⊕ e) = diag{c, d, e},
F ′1 = C⊕ C⊕ C⊕ C, F
′
2 =M2(C),
ϕ′0(a⊕ b⊕ c⊕ d) = diag{a, b}, ϕ
′
1(a⊕ b⊕ c⊕ d) = diag{c, d}.
Set A = A(F1, F2, ϕ0, ϕ1) ∈ D, B = B(F ′1, F
′
2, ϕ
′
0, ϕ
′
1) ∈ D. Then we have
α = (1, 1, 0, 0, 1) and β = (0, 0, 1, 1, 1),
α′ = (1, 1, 0, 0) and β′ = (0, 0, 1, 1).
Consider the following commutative diagram λ in C(A,B):
0 // K0(A)

π∗ // K0(F1)
λ0

(1,1,−1,−1,0)// K1(SF2)
1

ι∗ // K1(A)

// 0
0 // K0(B)
π′
∗
// K0(F ′1)(1,1,−1,−1)
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
where
λ0 =

1 0
1 0
1 0
1 0
 .
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Denote the related KK-element by γ. With Theorem 5.19 and Theorem 5.21, one
can check that γ satifies
γ(K+(A)) ⊂ K+(B).
(Here, we mention that when one is checking γ(K+∗ (A)) ⊂ K
+
∗ (B), the composed
diagram ε× λ is not 0 but belongs to M(C(S1), B), where ε ∈ C+(C(S1), A) is as
follows:
0 // K0(C(S1))

// Z
e

1−1=0 // Z
1

// K1(C(S1))

// 0
0 // K0(A) π∗
// K0(F1)
(1,1,−1,−1,0)
// Z ι∗
// K1(A) // 0 ,
where e = (0, 0, 0, 0, 1)T.) We find that λ is the unique positive element in χ(γ),
but λ can not be lifted (By Corollary 3.7 in [1]). Then γ can not be lifted (see
5.10).
Note that
γ∗(e) = 0,
where e = (0, 0, 0, 0, 1) ∈ K+0 (A). If one tries to use the condition
γ(K+(A) \ {0}) ⊂ K+(B) \ {0},
instead of
γ(K+(A)) ⊂ K+(B),
one will get γ liftable for the A, B we constructed above and this will be helpful
in Elliott classification program for simple amenable C∗-algebras(see [28]). But we
don’t need it for the case of inductive limits of real rank zero in this paper.
6. Existence Theorem
From the example listed in Remark 5.25, we showed that for the blocks we
concerned, a KK-element preserving Dadarlat-Loring order may not be liftable.
But this doesn’t mean we do not have a existence theorem for the inductive limit
algebra of real rank zero. In this section, we will show that the condition of real
rank zero will help us to get it.
Interestingly, for the blocks, we have the following existence theorem for the “0”
case:
Lemma 6.1. Let A, B be minimal blocks in D, if γ ∈ KK(A,B) satisfies that
γ(K+(A)) ⊂ K+(B) and γ∗[1A] = 0,
then γ = 0.
Proof. Here, we only consider the case of both A and B are not finite dimensional,
because those cases are easier. As γ(K+(A)) ⊂ K+(B), by Theorem 5.22, there is
a commutative diagram λ ∈ C+(A,B)
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // Z
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0 ,
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such that KK(λ) = γ.
We assume the notational convention that
A = A(F1,Mn(C), ϕ0, ϕ1) with F1 =
p⊕
i=1
Mki(C),
then [1A] = (k1, k2, · · · , kp). Since γ∗[1A] = 0 which means λ0(k1, k2, · · · , kp)T =
(0, 0, · · · , 0)T. Note that λ0 ≥ 0p′×p, so we have λ0 = 0p′×p. Then
(0, 0, · · · , 0) = λ0(α
′ − β′) = λ1(α− β).
Case. 1. If λ1 = 0, we get what we want.
Case. 2. If λ1 6= 0, we have α− β = 0. Construct an element ξ ∈ C+(C(S1), A)
0 // K0(C(S1))

// Z
e

1−1=0 // Z
1

// K1(C(S1))

// 0
0 // K0(A) π∗
// K0(F1)
α−β
// Z ι∗
// K1(A) // 0 ,
where e = (1, 0, · · · , 0)T. By Theorem 5.21, ξ induces an element in K+∗ (A). Then
γ ×KK(ξ) which is exactly the KK-element corresponds to ξ × λ ∈ C+(C(S1, B)
0 // K0(C(S1))

// Z
0=λ0e

1−1=0 // Z
λ1

// K1(C(S1))

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0
which can be lifted. By Theorem 5.21, there exists a map µ ∈ Hom(Z,K0(F ′1)),
such that λ1 = (α
′ − β′)µ. Then λ ∈M(A,B), i.e., γ = 0. 
Remark 6.2. We list an example shown in [8] to show that the condition γ(K+(A)) ⊂
K+(B) we gave in Theorem 6.1 is necessary. Consider the following two commuta-
tive diagram λ1, λ2 ∈ C+(I˜p,C) (p ≥ 2):
0 // K0(I˜p)

// Z
(1,0)

(p,−p) // Z

// K1(I˜p)

// 0
0 // K0(C) // Z // 0 // 0 // 0
0 // K0(I˜p)

// Z
(0,1)

(p,−p) // Z

// K1(I˜p)

// 0
0 // K0(C) // Z // 0 // 0 // 0 ,
which are induced by two different point valued representations of I˜p. Note that
KK(λ1) 6= KK(λ2), but (KK(λ1)−KK(λ2))∗[1I˜p ] = 0.
The following theorem is a corollary of the universal coefficient theorem.
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Theorem 6.3 ([6]). Let A, B be C∗-algebras. Suppose that A ∈ N (where N is the
“bootstrap” category defined in [31]), K∗(A) is finitely generated, and B is σ-unital.
Then the natural map
Γ : KK(A,B)→ HomΛ(K(A),K(B))
is a group isomorphism.
Proposition 6.4. ([6, Proposition 4.13]) Let A be C∗-algebra in the class N of
[31]. If the group K∗(A) is finitely generated, then K(A) is finitely generated as
Λ-module. That means there are finitely many elements x1, · · · , xr ∈ K(A) such
that for any x ∈ K(A) there exist λi ∈ Λ and ki ∈ Z such that x =
∑r
i=1 kiλi(xi).
Proposition 6.4 shows that for A ∈ D, K(A) is finitely generated. Further more,
we show that Hom+Λ (K(A),K(B)) is also determined by a finite set of K
+(A).
Theorem 6.5. For any C∗-algebra A ∈ D there exists a finite subset F of K+(A)
such that if B ∈ D and γ ∈ KK(A,B) ∼= HomΛ(K(A),K(B)) satisfies that
γ∗(F ) ⊂ K
+(B),
then γ preserves Dadarlat-Loring order (5.4).
Proof. As A ∈ D, we assume that A is minimal but not finite dimensional. (The
case of A = Mm(C) only needs to concern K+0 (A), which is much easier.) Recall
that in 5.6, we have
α− β = (a1, a2, · · · , ar,−b1,−b2, · · · ,−bl, 0, 0, · · · , 0).
Now we construct the finite subset F ⊂ K+(A) for A.
For any x ∈ {1, 2, · · · , r} and y ∈ {1, 2, · · · , l}, let wxy = ax ·by ∈ N. By Theorem
5.19, there exists a homomorphism ηxy from I˜wxy to Mr(A) inducing the following
commutative diagram λxy ∈ C(I˜wxy , A):
0 // K0(I˜wxy )

// Z⊕ Z
λxy
0

(wxy,−wxy)// Z
1

// K1(I˜wxy )

// 0
0 // K0(A) π∗
// Zp
α−β
// Z ι∗
// K1(A) // 0
where
(6.1) λxy0 =

0
...
by 0
0 ax
... 0

(the p× 2 matrix with all entry 0 except for (x, 1)th entry by and (r+ y, 2)th entry
ax). Here, we use KK(λ) to denote the KK-element induced by a commutative
diagram λ, (which is the natural map listed in Theorem 5.17).
Note that
KK(λxy) ∈ KK
+(I˜wxy , A) ⊂ K
+(A).
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Set
F = {KK(λxy) : x = 1, · · · , r, y = 1, · · · , l}∪{KK(ξi) ∈ K
+
∗ (A) : r+l+1 ≤ i ≤ p},
where KK+∗ (A) , KK
+(C(S1), A) (Definition 5.7) and ξi ∈ C(C(S
1), A) is the
following diagram
0 // K0(C(S1))

// Z
eTi

1−1=0 // Z
1

// K1(C(S1))

// 0
0 // Zp π∗
// K0(F1)
α−β
// Z ι∗
// K1(A) // 0 ,
ei = (0, 0, · · · , 0, 1, 0, · · · , 0), 1 is at the i
th position.
With the completely same calculation of the proof of Theorem 5.22, there is a
diagram λ ∈ C+(A,B)
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // Z
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0
such that KK(λ) = γ.
Note that for any A ∈ C, K0(A) is torsion free. It follows that for any C∗-algebras
A, B ∈ D, the requirement
γ(K+(A)) ⊂ K+(B)
is equivalent to
γ(K+0 (A;Z⊕ Zp)) ⊂ K
+
0 (B;Z⊕ Zp), p ≥ 2, and γ(K
+
∗ (A)) ⊂ K
+
∗ (B),
where
(K0(•;Z⊕ Zp),K+0 (•;Z⊕ Zp)) ∼= (KK(I˜p, •),KK
+(I˜p, •)).
By Theorem 5.19, we have γ(K+0 (A;Z ⊕ Zp)) ⊂ K
+
0 (B;Z ⊕ Zp). (As for any
ζ ∈ C+(I˜p, A), we have ζ × λ ∈ C+(I˜p, B).)
For the case of 0 6= ζ ∈ C+(C(S1), A)
0 // K0(C(S1))

// Z
ζ0

1−1=0 // Z
ζ1

// K1(C(S1))

// 0
0 // K0(A) π∗
// K0(F1)
α−β
// Z ι∗
// K1(A) // 0 ,
we only need to consider ζ1 = 1.
(1) If λ0ζ0 6= (0, 0, · · · , 0)T, by Theorem 5.21, we have ζ × λ lifted.
(2) If λ0ζ0 = (0, 0, · · · , 0)T and λ1 = 0, we have ζ × λ = 0.
(3) If λ0ζ0 = (0, 0, · · · , 0)T and λ1 6= 0, note that none of the first r + l rows of
λ0 is (0, 0, · · · , 0)T (λ is a commutative diagram), i.e., we have
ζ0 =
p∑
i=r+l+1
ρie
T
i = (0, · · · , 0, ρr+l+1, · · · , ρp)
T, ρi ≥ 0.
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Then there exists ρi0 > 0, for some i0 (0 6= ζ). As ξi0×λ can be lifted by assumption
and (ζ−ξi0)×λ can be lifted as a homomorphism with finite dimensional image (by
Theorem 5.20 or one can also easily construct the homomorphism as ζ1 − 1 = 0).
Then ζ × λ can be lifted.
In summary, γ preserves Dadarlat-Loring order. 
Remark 6.6. We should give an explanation that in the last part of the proof
above, we divide the case of ζ ∈ C+(C(S1), A) into 3 cases instead of just using
Theorem 5.21. It is because sometimes the condition λ is positive may not imply
ζ × λ is positive. And in particular, KK(ζ × λ) can be lifted while ζ × λ may not.
We list an example here.
Let F1 = C⊕ C⊕ C⊕ C⊕ C, F2 =M5(C),
ϕ0(a⊕ b⊕ c⊕ d⊕ e) = diag{a, a, b, b, e}, ϕ1(a⊕ b⊕ c⊕ d⊕ e) = diag{c, c, d, d, e},
F ′1 = C⊕ C⊕ C⊕ C, F
′
2 =M4(C),
ϕ′0(a⊕ b⊕ c⊕ d) = diag{a, a, b, b}, ϕ
′
1(a⊕ b⊕ c⊕ d) = diag{c, c, d, d}.
Set A = A(F1, F2, ϕ0, ϕ1) ∈ D, B = B(F ′1, F
′
2, ϕ
′
0, ϕ
′
1) ∈ D. Then we have
α = (2, 2, 0, 0, 1) and β = (0, 0, 2, 2, 1),
α′ = (2, 2, 0, 0) and β′ = (0, 0, 2, 2).
Consider the following commutative diagram δ in C(A,B):
0 // K0(A)

π∗ // K0(F1)
δ0

(2,2,−2,−2,0)// K1(SF2)
1

ι∗ // K1(A)

// 0
0 // K0(B)
π′
∗
// K0(F ′1)(2,2,−2,−2)
// K1(SF ′2)
ι′
∗
// K1(B) // 0 ,
where
δ0 =

1 0
1 0
1 0
1 0
 .
Consider ζ ∈ C+(S1, A)
0 // K0(C(S1))

// Z
ζ0

1−1=0 // Z
1

// K1(C(S1))

// 0
0 // K0(A) π∗
// K0(F1)
(2,2,−2,−2,0)
// Z ι∗
// K1(A) // 0 ,
where ζ0 = (0, 0, 0, 0, 1)
T. Note that ζ × δ ∈ C(S1, B)
0 // K0(C(S1))

// Z
0

1−1=0 // Z
1

// K1(C(S1))

// 0
0 // K0(B) π∗
// K0(F1)
(2,2,−2,−2)
// Z ι∗
// K1(B) // 0
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is not positive and it is easily seen that KK(ζ × δ) can not be lifted. In particular,
we do not have ζ × δ /∈M(C(S1), B), either. (It is because 1 is not in the image of
(2, 2,−2, 2).)
We mention that this Example is different from that given in Remark 5.25. The
difference comes from that 1 is in the image of (1, 1,−1, 1) but not in the image of
(2, 2,−2, 2). And in this case, we have
Hom+Λ (K(A),K(B)) $ (C(A,B)/M(A,B))
+ .
Remark 6.7. Let A, B ∈ C. φ is a homomorphism from A to Mr(B) constructed
as that in Lemma 5.24, inducing the commutative diagram λ ∈ C+(A,B):
0 // K0(A)
λ0∗

π∗ // K0(F1)
λ0

α−β // K1(SF2)
λ1

ι∗ // K1(A)
λ1∗

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// K1(SF ′2)
ι′
∗
// K1(B) // 0 .
If
KK(φ)([1A]) ≤ [1B],
then
λ0(k1, k2, · · · , kp) ≤ (k
′
1, k
′
2, · · · , k
′
p′).
which means that we can use Lemma 3.5 in [1] more carefully to get a new a
homomorphism ψ : A→ B, inducing λ. In particular, if
λ0(k1, k2, · · · , kp) = (k
′
1, k
′
2, · · · , k
′
p′),
the homomorphism can be also constructed unital.
We recall the following definition:
Definition 6.8 ([16]). Let A = lim−→(An, φn,m) and B = lim−→(Bn, ψn,m). These
two inductive limit systems are said to be shape equivalent if there are sequences
{ki}, {li}, and ξ1 : Aki → Bli and maps ηi : Bli → Aki+1 such that ηi ◦ ξi :
Aki → Aki+1 is homotopic to φki,ki+1 : Aki → Aki+1, and ξi+1 ◦ ηi : Bli → Bli+1 is
homotopic to ψli,li+1 : Bli → Bli+1 .
From the example in Remark 3.14 in [1] (also Example 7.2), we know that two
homomorphisms with the same KK-class may not be homotopic, but after adding a
same homomorphism, they can be homotopic to each other. So we list the following
definitions for stably homotopic and KK-shape equivalent.
Definition 6.9. Let A, B be C∗-algebras and φ, ψ be two homomorphisms from
A to B. We say φ and ψ are stably homotopic, if there exists a homomorphism
η : A→Mk(B), for some integer k such that
φ⊕ η ∼h ψ ⊕ η,
i.e., φ⊕ η and ψ ⊕ η are homotopic as homomorphisms from A to Mk+1(B).
Definition 6.10 ([6]). Let A = lim−→(An, φn,m) and B = lim−→(Bn, ψn,m). These two
inductive limit systems are said to be KK-shape equivalent if there are sequences
of homomorphisms {ki}, {li}, and homomorphisms ξ1 : Aki → Bli and homomor-
phisms ηi : Bli → Aki+1 such that
KK(ηi ◦ ξi) = KK(φki,ki+1) ∈ KK(Aki , Aki+1),
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and
KK(ξi+1 ◦ ηi) = KK(ψli,li+1) ∈ KK(Bli , Bli+1).
6.11. Let A = A(F1, Mn(C), ϕ0, ϕ1), B = B(F ′1, Mn′(C), ϕ
′
0, ϕ
′
1) be in D, ψ be a
homomorphism from A to B with finite dimensional image, whose spectrum points
are contained in (0, 1) ⊂ Sp(A). For convenience, we need to give a description for ψ.
As ψ has finite dimensional image, we have a finite dimensional algebra Mu1(C)⊕
Mu2(C)⊕· · ·⊕Mu•(C) isomorphic to the image of ψ. Then the isomorphism induces
an embedding homomorphism ι : Mu1(C)⊕Mu2(C)⊕· · ·⊕Mu•(C)→ B such that
the following diagram
A
ψ //
ψ˜ **❯❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯ B
Mu1(C)⊕Mu2(C)⊕ · · · ⊕Mu•(C)
ι
OO
is commutative. Here we can choose ι carefully (by conjugate a unitary inMu1(C)⊕
Mu2(C)⊕ · · · ⊕Mu•(C)) such that
πi ◦ ψ˜(f, a) = f(yi),
where πi is the i
th projective map fromMu1(C)⊕Mu2(C)⊕· · ·⊕Mu•(C) toMui(C),
and yi ∈ (0, 1). Here we regard eachMui(C) as a sub-algebra ofMu1(C)⊕Mu2(C)⊕
· · · ⊕Mu•(C). In fact, ui = n for all i = 1, 2, · · · , •.
We concern the homomorphism ι ◦ πi ◦ ψ˜, we push the spectral point yi to 0
and get a new homomorphism denoted by ψi. (Similarly, we can also push it to 1.)
Then we have KK(ι ◦πi ◦ ψ˜) = KK(ψi). Note that ψi exactly induces the following
diagram λi ∈ C+(A,B)
0 // K0(A)

π∗ // K0(F1)
λi0

α−β // Z
0

ι∗ // K1(A)
0

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0
where λi0 = (g
i
1, g
i
2, · · · , g
i
p′)
T · α,
(gi1, g
i
2, · · · , g
i
p′) =
[ι(1ui)]
n
∈ K0(B) ⊂ K0(F
′
1).
Then KK(ψ) =
∑•
i=1KK(ψi) =
∑•
i=1KK(λi) and
[ψ(1A)] =
•∑
i=1
[ι(1ui)] = n
•∑
i=1
(gi1, g
i
2, · · · , g
i
p′).
We have shown in Remark 5.25 (also Example 5.7 in [1]) that a KK-element
preserving Dadarlat-Loring order may not be liftable, which means we do not have
a existence result directly for the building blocks. We list our main result for the
existence theorem here.
Theorem 6.12. Let A, B and C be minimal blocks in D, ψ be a homomorphism
from A to B. γ is a KK-element in KK(B,C) preserving Dadarlat-Loring order.
A
ψ
−→ B
γ
−→ C
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If ψ = ψF1 ⊕ ψ(0,1) ⊕ ψr, where ψF1 and ψ(0,1) are homomorphisms with finite
dimensional images, whose spectrum are contained in Sp(F1) and (0, 1) ⊂ Sp(A),
respectively, such that
[ψ(0,1)(1A)] ≥ [ψr(1A)].
Then KK(ψ)× γ can be lifted as a homomorphism.
Proof. If one of A, B and C is finite dimensional, it is easy to lift KK(ψ) × γ to a
homomorphism with finite finite dimensional image. Also note that KK(ψF1) × γ
is always liftable, as γ preserves Dadarlat-Loring order. Assume that A, B and C
are not finite dimensional and just for convenience, we also assume ψF1 = 0. We
will still use the notation in 2.5, and in addition, we assume
C = C(F ′′1 ,Mn′′(C), ϕ
′′
0 , ϕ
′′
1 )
with
F ′′1 =
p′′⊕
i′′=1
Mk′′i′′ (C).
From 5.10, there is a homomorphism ψ′r (ψ
′
r ∼h ψr) inducing η ∈ C
+(A,B)
0 // K0(A)

π∗ // K0(F1)
η0

α−β // Z
η1

ι∗ // K1(A)

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0
and from Theorem 5.22, there is a diagram λ ∈ C+(B,C)
0 // K0(B)

π′
∗ // K0(F ′1)
λ0

α′−β′ // Z
λ1

ι′
∗ // K1(B)

// 0
0 // K0(C)
π′′
∗
// K0(F ′′1 )
α′′−β′′
// Z
ι′′
∗
// K1(C) // 0 ,
such that KK(λ) = γ.
Case. 1. If λ1η1 > 0, we push all the spectrum points of ψ(0,1) to 0 and get a
new homomorphism ψ′(0,1) (ψ
′
(0,1) ∼h ψ(0,1)), inducing a diagram ζ ∈ C
+(A,B).
0 // K0(A)

π∗ // K0(F1)
ζ0

α−β // Z
0

ι∗ // K1(A)

// 0
0 // K0(B)
π′
∗
// K0(F ′1)
α′−β′
// Z
ι′
∗
// K1(B) // 0
Recall that by 5.6, α′ − β′ = (a′1, a2,
′ · · · , a′r′ ,−b
′
1,−b2,
′ · · · ,−b′l′ , 0, 0, · · · , 0). Note
that λ1 6= 0, (α′−β′)λ0 = λ1(α′′−β′′). Then, the i′
th
row of λ0 is not (0, 0, · · · , 0)T
for all 1 ≤ i′ ≤ r′ + l′. Assume that λ0 has the form of (Λ, 0p′′×t), where Λ is a
matrix without (0, 0, · · · , 0)T rows, 0 ≤ t ≤ p′−r′− l′. That is, all the (0, 0, · · · , 0)T
of λ0 are in the last t rows. Then denote
E = {e ∈ K+0 (B) | e =
p′∑
i′=p′−t+1
mi′ei′ , mi ∈ N ∪ {0}},
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where ei′ = (0, 0, · · · , 0, 1, 0, · · · , 0), 1 is in the i′
th
entry.
If [ψ(0,1)(1A)] ∈ E, from the assumption, we have [ψr(1A)] ∈ E. Then [ψ(1A)] ∈
E. As
(γ∗[(ψ(1A)])
T = λ0[ψ(1A)]
T = (0, 0, · · · , 0)T,
and KK(ψ)× γ is a KK-element in KK(A,C) preserving Dadarlat-Loring order, by
Lemma 6.1, we have KK(ψ)× γ = 0.
If [ψ(0,1)(1A)] = [ψ
′
(0,1)(1A)] /∈ E, from 6.11, there is a g0 ∈ K
+
0 (B) and g0 /∈ E
such that
ζ0 ≥ g
T
0 α ≥ 0p′×p.
And note that g0 /∈ E implies
(γ∗g0)
T = λ0g
T
0 6= (0, 0, · · · , 0)
T.
Then
α′′λ0ζ0 ≥ α
′′λ0g
T
0 α.
Since (λ0g
T
0 )
T is a non-zero element in K+0 (C), we have
α′′λ0g
T
0 = β
′′λ0g
T
0 ≥ 1,
which implies
α′′λ0ζ0 ≥ α
′′λ0g
T
0 α ≥ α.
On one hand, we have considered the KK-element KK(ψ(0,1)) × γ ∈ KK(A,C) ,
and on the other hand we should consider KK(ψr)×γ. Let us concern the diagram
η × λ ∈ C+(A,C):
0 // K0(A)

π∗ // K0(F1)
λ0η0

α−β // Z
λ1η1

ι∗ // K1(A)

// 0
0 // K0(C)
π′′
∗
// K0(F ′′1 )
α′′−β′′
// Z
ι′′
∗
// K1(C) // 0 .
As
(α′′ − β′′)λ0η0 = λ1η1(α − β),
we have
α′′λ0η0 − λ1η1(α − β) = β
′′λ0η0 ≥ 0.
Note that
α− β = (a1, a2, · · · , ar,−b1,−b2, · · · ,−bl, 0, 0, · · · , 0) (see 5.6).
This implies
α′′λ0η0 − j(α− β) ≥ 0, j = 0, 1, 2, · · · , λ1η1.
Now the commutative diagram (ζ + η)× λ ∈ C+(A,C)
0 // K0(A)

π∗ // K0(F1)
λ0(ζ0+η0)

α−β // Z
λ1η1

ι∗ // K1(A)

// 0
0 // K0(C)
π′′
∗
// K0(F ′′1 )
α′′−β′′
// Z
ι′′
∗
// K1(C) // 0
inducing the KK-element KK(ψ) × γ, satisfies the condition (1) in Lemma 5.24,
then can be lifted as a homomorphism.
34 QINGNAN AN, ZHICHAO LIU AND YUANHANG ZHANG
Case. 2. If λ1η1 < 0, we push all the spectrum points of ψ(0,1) to 1 (not 0) and get
a new homomorphism. The rest calculation is as same as we have done in Case. 1
and we will use the condition (3) in Lemma 5.24 at last.
Case. 3. If λ1η1 = 0, we push all the spectrum points of ψ(0,1) to 0 or 1 and
get a commutative diagram ζ. It is very easy to lift the commutative diagram
(ζ + η) × λ ∈ C+(A,C) as a homomorphism with finite dimensional image (by
Lemma 5.20).
In summary, the KK-element KK(ψ)× γ can be lifted. 
Then we have the following result about shape theory:
Theorem 6.13. Let A = lim−→(An, φn,m), B = lim−→(Bn, ψn,m) be two AD algebras
with real rank zero. If we also have
(K(A),K+(A),Σ(A)) ∼= (K(B),K+(B),Σ(B)),
then A and B are weakly shape equivalent.
Proof. Denote ρ : K(A) → K(B) the above graded isomorphism. Let ̺ = ρ−1,
φn : An → A and ψn : Bn → B be the obvious maps.
We construct a commutative diagram
K(Ar1)
ρ1

φr1,r2∗ // K(Ar2)
ρ2

// · · · // K(A)
ρ

K(Bs1) ψs1,s2∗
//
̺1
77
♦♦♦♦♦♦♦♦♦
♦♦
K(Bs2) //
̺2
88
q
q
q
q
q
q
q
q
q
q
q
· · · // K(B)
where ρn, ̺n are liftable to ∗-homomorphisms ξn : Arn → Bsn and ψn : Bsn →
Arn+1. The construction is done inductively. We may assume that Ar1 = Bs1 = 0
hence take ρ = ̺ = 0. Assume now that ρi and ̺i have been constructed for all
i ≤ n − 1. For C∗-algebra Arn , by Corollary 4.12, there is a integer m, such that
the homomorphism φrn,m: Arn → Am, satisfies the conditions (1) and (2) in the
corollary. let F ⊂ K+(Am) be provided by Theorem 6.5. Since , by Proposition
6.4, the Λ-module K(Am) is finitely generated, there is k ≥ sn−1 and there is a
ξ ∈ HomΛ(K(Am),K(Bk)) such that
ψk∗ξ = ρφm∗, ξ̺n−1 = ψsn−1,k∗, ξ(F ) ⊂ K
+(Bk)
and
ξ[1Am ] ≤ [1Bk ].
Then by Theorem 6.12 and Remark 6.7, KK(φrn,m) × ξ can be lifted as a ∗-
homomorphism from Arn to Bsn . We conclude the construction by setting k = sn
and ρn = KK(φrn,m) × ξ. It is clear that ρn̺n−1 = ψsn,sn+1∗, ρφrn∗ = ψsn∗ρn.
Let ξn : Arn → Bsn be a ∗-homomorphism implementing ρn. The construction of
̺n is similar. Recall that by Theorem 6.3 we identify HomΛ(K(Ai),K(Bj)) with
KK(Ai, Bj). 
7. Uniqueness results
In this section, we prove two kinds of uniqueness theorem under different condi-
tions. One condition is that the K1 of the basic block is Z, and the other is that
the basic block has torsion K1 (this case contains K1 = 0). The main results are
Theorem 7.7 and Theorem 7.12.
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Lemma 7.1. Let A ∈ D be minimal with K1(A) = Z, F ⊂ A be a finite set and
ε > 0. Let φ, ψ : A → B be homomorphisms with finite dimensional ranges and
[φ(e)] ≥ [ψ(e)] holds for all projection e ∈ A, then there exist a unitary u ∈ B and
a homomorphism τ which can be factored through F1 such that
‖uφ(f)u∗ − ψ(f)⊕ τ(f)‖ < ε+ 2ω(F ), ∀ f ∈ F.
Proof. There exist unitaries v1, v2 ∈ B such that φ, ψ are of the following form
φ(f, a) = v∗1diag
(
a(θ1)
∼t1 , · · · , a(θp)
∼tp , f(x1), f(x2), · · · , f(x•)
)
v1,
ψ(f, a) = v∗1diag
(
a(θ1)
∼s1 , · · · , a(θp)
∼sp , f(y1), f(y2), · · · , f(y••)
)
v2,
where x1, · · · , x•, y1, · · · , y•• ∈ (0, 1) ⊂ Sp(A).
Now we change all the points x1, · · · , x•, y1, · · · , y•• to 0, then we obtain two
homomorphisms φ′, ψ′ with finite dimensional ranges and factor through F1, obvi-
ously, φ′ is homotopy to φ and ψ′ is homotopy to ψ, by the definition of ω(F ), we
have
‖φ(f)− w∗1φ
′(f)w1‖ ≤ ω(F ), ‖ψ(f)− w
∗
2ψ
′(f)w2‖ ≤ ω(F ), ∀ f ∈ F.
Since φ′ and ψ′ factor through F1, there exist homomorphisms φ
′′, ψ′′ : F1 → B
such that φ′ = φ′′ ◦ πe and ψ′ = ψ′′ ◦ πe.
Recall that one has the six-term exact sequence
0→ K0(A)
π∗−→ K0(F1)
α−β
−−−→ K0(F2)
ι∗−→ K1(A)→ 0,
Since K0(F2) = Z and K1(A) = Z, then Im(α − β) = 0 and K0(A) = K0(F1).
Recall that [φ(e)] ≥ [ψ(e)] holds for all projection e ∈ A, then [φ′′(e)] ≥ [ψ′′(e)]
holds for any projection e ∈ F1, by Lemma 4.6, there exist a unitary u ∈ B and a
homomorphism τ : A→ B which can be factored through F1 such that
‖uφ(f)u∗ − ψ(f)⊕ τ(f)‖ < ε+ 2ω(F )
holds for all f ∈ F . 
We should point out that if two homomorphisms between Elliott-Thomsen al-
gebras determining the same KK-class, sometimes they are not homotopic to each
other, but after adding another homomorphism, they are homotopic to each other.
We present an example here.
Example 7.2. Let F1 = C⊕ C, F2 =M2(C),
ϕ0(a⊕ b) =
(
a
a
)
, ϕ1(a⊕ b) =
(
b
a
)
,
B = C, and A = A(F1, F2, ϕ0, ϕ1), define two homomorphisms δ1, δ2 : A→ B:
δ1(f, a⊕ b) = a, ∀ (f, a⊕ b) ∈ A,
and
δ2(f, a⊕ b) = b, ∀ (f, a⊕ b) ∈ A.
Then δ1, δ2 induce the two diagrams
Z⊕ Z
(1,0)

(1,−1) // Z
0

Z
0
// 0
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and
Z⊕ Z
(0,1)

(1,−1) // Z
0

Z
0
// 0 .
At the same time, we have
δ1 ≁h δ2 but δ1 ⊕ δ1 ∼h δ2 ⊕ δ1,
and the homotopy path is just
Fs(f, a⊕ b) = f(s), ∀(f, a⊕ b) ∈ A, s ∈ [0, 1].
Denoting Sδ1, Sδ2 by the homomorphisms from suspension algebra SA to suspen-
sion algebra SB induced by δ1, δ2, we can also get Sδ1 ∼h Sδ2.
As shown in the example above, we list the following result.
Lemma 7.3 (Theorem 1.6 in [3]). Let A,B ∈ D be minimal, φ, ψ : A→ B be two
unital homomorphisms with KK(φ) = KK(ψ), then there exist a positive number
m and a homomorphism η : A → Mm(B) with finite dimensional range such that
φ⊕ η ∼h ψ ⊕ η.
The following lemmas is a special case of [3, Theorem 4.8], for the reader’s
convenience, we give a short proof here.
Lemma 7.4. Let A ∈ D be minimal with K1(A) = Z, then for any finite F ⊂ A,
ε > 0, there exist r ∈ N, a homomorphism τ : A→Mr−1(A) and a homomorphism
µ : A→Mr(A) with finite dimensional image such that
‖f ⊕ τ(f)− µ(f)‖ < ε, ∀f ∈ F
Proof. Let A = A(F1,Ml(C), ϕ0, ϕ1). Since K1(A) = Z, then α = β. By [22,
Proposition 3.14], we can assume that ϕ0 = ϕ1. Hence, f(0) = ϕ0(a) = ϕ1(a) =
f(1) for all (f, a) ∈ A. Let σ : A → A be defined by σ(f)(t) = f(1 − t). Then we
have
id⊕ σ ∼h f(0)⊕ f(1).
Let D be a real rank zero C∗-algeba constructed as an inductive limit D =
lim(Di, νi, j), where Di =M(l+2)i(A), i ≥ 0 and νi,i+1(f) = f ⊕ σ(f)⊕ µi(f) for a
suitable homomorphism µi with finite dimension range. Since K1(D) = 0, it follows
from Theorem 3.1 in [18] that the inclusion of D0 = A into D can be approximated
arbitrarily well by homomorphisms with finite dimensional range. Then for any
ε > 0 and finite set F ⊂ A, there exist i and a homomorphism µ : A → Di with
finite dimensional range such that ‖ν0,i(f) − µ(f)‖ < ε for all f ∈ F . Obviously,
ν0,i is of the form id⊕ τ for some homomorphism τ . This completes the proof. 
Then we have the following result from [5, Lemma 1.4](see also [21, Lemma
1.6.5]) as a corollary of Lemma 7.4.
Lemma 7.5. Let A ∈ D be minimal with K1(A) = Z. For a finite set F ⊂ A,
ε > 0 and a positive integer N . There are a finite set G ⊂ A, δ > 0, and a positive
integer k such that the following is true.
For any block B ∈ D and φ0, φ1, · · · , φN is a sequence of maps from A to B
such that φj is δ− multiplicative on G for j = 0, 1, · · · , N , then there exist a
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homomorphism ρ : A → Mk(B) with finite dimensional range and a unitary u ∈
Mk+1(B) such that
‖u
(
φ0(f)⊕ ρ(f)
)
u∗ − φN (f)⊕ ρ(f)‖ < ε+ ω, ∀ f ∈ F,
where
ω = max
f∈F
max
0≤j≤N−1
‖φj(f)− φj+1(f)‖.
Lemma 7.6. Let A,B ∈ D be minimal with K1(A) = Z, ε > 0 and F ⊂ A be
a finite subset with ω(F ) < ε. Suppose that φ, ψ : A → B are homomorphisms
with the property KK(φ) = KK(ψ). There exists a positive integer L such that the
following is true.
If C ∈ D is minimal, q ∈ C is a projection, λ : B → qCq is a homomorphism,
ν : B → (1− q)C(1− q) is a homomorphism with finite dimensional range and with
[ν(e)] ≥ L · [λ(1)] for any nonzero projection e ∈ B, then there is a unitary u ∈ B
such that
‖u
(
λφ(f)⊕ νφ(f)
)
u∗ − λψ(f)⊕ νψ(f)‖ < 8ε, ∀ f ∈ F.
Proof. Since KK(φ) = KK(ψ), by Lemma 7.3, there exist an integer m and a
homomorphism η : A→Mm(B) with finite dimensional image such that φ⊕ η ∼h
ψ ⊕ η. There is a continuous path of homomorphisms φt, (0 ≤ t ≤ 1), such that
φ0 = φ⊕ η and φ1 = ψ ⊕ η. Choose 0 = t0 < t1 < · · · < tn = 1 such that
‖φtj+1 (f)− φtj (f)‖ < ε, ∀ f ∈ F, ∀j ∈ {1, 2, · · · , n− 1}.
Apply Lemma 7.5 for homomorphisms φt0 , φt1 , · · · , φtn , there exist an integer k
and a homomorphism ρ : A→Mk(m+1)(B) with finite dimensional range such that
‖v
(
φt0(f)⊕ ρ(f)
)
v∗ − φtn(f)⊕ ρ(f)‖ < 2ε, ∀ f ∈ F.
Then we have
‖v
(
φ(f)⊕ η(f)⊕ ρ(f)
)
v∗ − ψ(f)⊕ η(f)⊕ ρ(f)‖ < 2ε, ∀ f ∈ F.
Note that for any nonzero projection e ∈ A,
[ρ(e)] + [η(e)] ≤ (km+ k +m) · [φ(1)].
Let L = km+ k +m, this L is as desired.
Since
[ν ◦ φ(e)] ≥ L · [λ ◦ φ(1)] ≥ [λ ◦ η(e)] + [λ ◦ ρ(e)].
By Lemma 7.1, there exist homomorphisms κ1, κ2 : A→ (1− q)C(1− q) which can
be factored through F1 with KK(κ1) = KK(κ2) and partial isometries v1, v2 ∈
(1− q)C(1 − q) and such that
‖v1
(
νφ(f)
)
v∗1 − λη(f) ⊕ λρ(f)⊕ κ1(f)‖ < 3ε
and
‖v2
(
νψ(f)
)
v∗2 − λη(f) ⊕ λρ(f)⊕ κ2(f)‖ < 3ε
hold for all f ∈ F . By Lemma 4.5, we have
wκ1w
∗ = κ2
for some partial isometry w ∈ (1 − q)C(1− q).
Since
‖λ(v)
(
λφ(f)⊕ λη(f)⊕ λρ(f)
)
λ(v∗)− λψ(f)⊕ λη(f)⊕ λρ(f)‖ < 2ε
holds for all f ∈ F .
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Then we have
‖u
(
λφ(f)⊕ νφ(f)
)
u∗ − λψ(f)⊕ νψ(f)‖ < 8ε, ∀ f ∈ F.
for some unitary u ∈ C. 
Combine Corollory 4.12 and Lemma 7.6, we obtain the following theorem.
Theorem 7.7. Let A = lim−→(An, φn,m) be a real rank zero inductive limit of Elliott-
Thomsen algebras in D. Suppose that B ∈ D is a a minimal block with K1(B) = Z,
ε > 0, F ⊂ B be a finite set with ω(F ) < ε and φ, ψ : B → An be homomorphisms
with KK(φ) = KK(ψ), then there exist an integer m ≥ n and a unitary u ∈ Am
such that
‖u
(
φn,mφ(f)
)
u∗ − φn,mψ(f)‖ < 18ε, ∀ f ∈ F.
The following lemma is the basic homotopy lemma in [22, Lemma 6.1].
Lemma 7.8. Let A be a unital separable C∗-algebra and let φ : A→Mk (for some
integer k ≥ 1) be a unital linear map. Suppose that u ∈Mk is a unitary such that
φ(f)u = uφ(f), ∀ f ∈ A.
Then there exists a continuous path of unitaries {ut : t ∈ [0, 1]} ∈Mk such that
u0 = u, u1 = 1, utφ(f) = φ(f)ut, ∀ f ∈ A.
We also need the following lemma (see corollary 8.2.2 and proposition 2.2.9 in
[17]).
Lemma 7.9. Consider a two-dimensional NCCW complex A2. If every infinites-
imal of K0(A2) is torsion, then A2 is weakly semiprojective with respect to finite-
dimensional C∗-algebras.
Lemma 7.10. Let A ∈ D be minimal with torsion K1, F ⊂ A be a finite subset,
ε > 0, there exist a finite subset G ⊂ A and δ > 0 satisfying the following: For a
homomorphism φ : A→Ml(C) and a unitary u ∈Ml(C) such that
‖φ(g)u − uφ(g)‖ < δ, ∀g ∈ G,
there exist a unital homomorphism ψ : A → Ml(C) and a unitary v ∈ Ml(C) such
that
‖v − u‖ < ε, ψ(f)v = vψ(f), ∀f ∈ A,
‖φ(f)− ψ(f)‖ < ε, ∀f ∈ F.
Moreover, there exists a unitary path ut with u0 = I and u1 = u such that
‖φ(f)− u∗tφ(f)ut‖ < 4ε, ∀f ∈ F.
Proof. We assume that the lemma is false. There exist a finite set F ⊂ A, ε > 0,
an increasing sequence of finite subsets Gn ⊂ A such that Gn ⊂ Gn+1 and such
that
⋃+∞
n=1Gn is dense in A, a sequence of integers kn, a sequence of decreasing
positive numbers {δn} with
∑+∞
n=1 δn < +∞, a sequence of unitaries un ∈Mkn and
a sequence of unital homomorphisms φn : A→Mkn(C) such that
‖φn(g)un − unφn(g)‖ < δn, ∀g ∈ Gn.
and such that
inf
v,φ
max{‖un − v‖, ‖φn(f)− ψ(f)‖ | f ∈ F} ≥ ε,
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where v, φ run over all v ∈Mn(C) and all ψ : A→Mn(C) with ψv = vψ.
Define φ˜n : A⊗ C(S1)→Mkn(C) as follows:
φ˜n(f ⊗ a) = φn(f) · a(un)
where f ∈ A, a ∈ {1C(S1), z}, z is the standard unitary generator of C(S
1).
Denote
φ = π ◦ {φ˜n}
+∞
n=1 : A⊗ C(S
1)→
+∞∏
n=1
Mkn(C)
π
−→
+∞∏
n=1
Mkn(C)/
+∞⊕
n=1
Mkn(C)
In general, φ˜n is not a homomorphism, but φ is a homomorphism. Apply Lemma
7.9 for a finite set F = {f ⊗ a | f ∈ F, a ∈ {1C(S1), z}} ⊂ A ⊗ C(S
1) and ε > 0,
there existM > 0 and a homomorphism φ : A⊗C(S1)→
∏+∞
n=M Mkn(C) such that
‖π ◦ φ(f)− φ(f)‖ < ε, ∀ f ∈ F .
where π :
∏+∞
n=M Mkn(C)→
∏+∞
n=1Mkn(C)/
⊕+∞
n=1Mkn(C).
There exists a sequence of homomorphisms φn : A ⊗ C(S
1) → Mkn(C), for n
large enough, define ψ : A→Mkn(C) by ψ(f) = φn(f ⊗ 1) and v = φn(1⊗ z), then
we have
ψ(f)v = vψ(f), ∀ f ∈ A,
‖v − un‖ < ε, ‖φn(f)− ψ(f)‖ < ε, ∀f ∈ F.
This fact contradicts with the assumption. Then for certain homomorphism φ,
there exist a unital homomorphism ψ : A→ Ml(C) and a unitary v ∈ Ml(C) such
that
‖v − u‖ < ε, ψ(f)v = vψ(f), ∀f ∈ A,
‖φ(f)− ψ(f)‖ < ε, ∀f ∈ F.
Apply Lemma 7.8, there exists a unitary path ut, t ∈ [0,
1
2 ] connect u0 = I and
u 1
2
= v, such that
ψ(f)ut = utψ(f), ∀f ∈ A, t ∈ [0,
1
2
].
We can also connect v to u by a unitary path ut, t ∈ [
1
2 , 1] with u 12 = v, u1 = u
and ‖ut − u‖ < ε, for all t ∈ [
1
2 , 1].
Then we have a unitary path ut with u0 = I and u1 = u such that
‖φ(f)− u∗tφ(f)ut‖ < 4ε, ∀f ∈ F.

Lemma 7.11. Let A ∈ D be minimal with torsion K1, F ⊂ A be a finite subset
and ε > 0, there exist a finite subset G ⊂ A and ε > δ > 0 satisfying the following:
If there exist homomorphisms φt, ψt : A → Ml(C), t ∈ [0, 1] and unitaries u, v ∈
Ml(C) such that
‖φt(g)− φ0(g)‖ < δ, ‖ψt(g)− ψ0(g)‖ < δ,
‖φ0(g)− v
∗ψ0(g)v‖ < δ, ‖φ1(g)− u
∗ψ1(g)u‖ < δ,
hold for all g ∈ G, t ∈ [0, 1], then there exists a unitary path ut with u0 = v and
u1 = u such that
‖φt(f)− u
∗
tψt(f)ut‖ < 8ε
for all f ∈ F , t ∈ [0, 1].
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Proof. Let G ⊂ A be a finite subset and 4δ > 0 (in place of δ) as required in Lemma
7.10, then we have
‖φ0(g)− v
∗uφ0(g)u
∗v‖ < 4δ, ∀ g ∈ G.
There exists a unitary path vt with v0 = I and v1 = u
∗v such that
‖φ0(f)− v
∗
t φ0(f)vt‖ < 4ε, ∀ f ∈ F.
Since
‖φt(f)− φ0(f)‖ < ε and ‖φ0(f)− v
∗ψt(f)v‖ < 2ε.
Denote ut by ut = vv
∗
t , then u0 = v and u1 = u.
Now we have
‖φt(f)− u
∗
tψt(f)ut‖ < 8ε, ∀ f ∈ F.

Theorem 7.12. Let A ∈ D be minimal with torsion K1, F ⊂ A be a finite subset
and ε > 0. Choose a finite subset G ⊂ A, δ > 0 as in Lemma 7.11.
Suppose that B ∈ D is minimal, τ : A→ B is a homomorphism with ω(τ(G)) <
δ. Let C ∈ D be minimal and φ, ψ : B → C be homomorphisms with the property
that KK(φ) = KK(ψ), then there exist a unitary w ∈ C such that
‖w
(
φτ(f)
)
w∗ − ψτ(f)‖ < 8ε, ∀ f ∈ F.
Proof. Since τ(G) ⊂ B is a finite set, there exists an integer m > 0, such that for
any x, y ∈ [0, 1] with d(x, y) ≤ 1m , then
‖φx(g)− φy(g)‖ < δ and ‖ψx(g)− ψy(g)‖ < δ
hold for all g ∈ τ(G).
Divide [0, 1] ⊂ Sp(C) into m subintervals with equal length 1m , set t0 = 0,
t1 =
1
m , · · · , tm =
m
m = 1. Consider each interval [tk, tk+1], we have
‖φt(g)− φtk(g)‖ < δ and ‖ψt(g)− ψtk(g)‖ < δ
hold for any g ∈ τ(G), t ∈ [tk, tk+1].
Let C = C(F1, F2, ϕ0, ϕ1), where F1 =
⊕s
j=1Mrj(C), F2 = Ml(C). Since
ω(τ(G)) < δ and KK(φ) = KK(ψ), then for each j ∈ {1, 2, · · · , s} and k ∈
{1, · · · ,m− 1}, we have
KK(πje ◦ φ) = KK(π
j
e ◦ ψ) and KK(φtk) = KK(ψtk).
Then there exist a sequence of unitaries vj ∈ Mrj (C) and a sequence of unitaries
uk ∈Ml(C) such that
‖πje ◦ φ(g)− v
∗
j
(
πje ◦ ψ(g)
)
vj‖ < δ.
and
‖φtk(g)− u
∗
kψtk(g)uk‖ < δ
hold for all g ∈ τ(G).
Set
u0 = ϕ0(v1, v2, · · · , vs), um = ϕ1(v1, v2, · · · , vs).
Now we have
‖φtk(g)− u
∗
kψtk(g)uk‖ < δ
and
‖φt(g)− φtk(g)‖ < δ, ‖ψt(g)− ψtk(g)‖ < δ, ∀ t ∈ [tk, tk+1]
hold for any g ∈ τ(G) and k ∈ {0, 1, · · · ,m}.
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By Lemma 7.11, there exists a unitary path w|[tk,tk+1] with wtk = uk and wtk+1 =
uk+1. Then we obtain a unitary w ∈ C such that wtk = uk for k = 0, 1, · · · ,m, and
‖w
(
φτ(f)
)
w∗ − ψτ(f)‖ < 8ε, ∀ f ∈ F.

8. Classification
Combine Theorem 7.7 and Theorem 7.12, then we have
Theorem 8.1. Let A = lim−→(An, φn,m) be a real rank zero inductive limit of Elliott-
Thomsen algebras in D. Let ε > 0, F ⊂ An be a finite set with ω(F ) < ε, there
exists an integer m ≥ n such that the following is true.
Suppose r > m is an integer and φ, ψ : Am → Ar be homomorphisms with
KK(φ) = KK(ψ), then there exist an integer s ≥ r and a unitary u ∈ As such that
‖u
(
φr,s ◦ φ ◦ φn,m(f)
)
u∗ − φr,s ◦ ψ ◦ φn,m(f)‖ < 18ε, ∀ f ∈ F.
Proof. Let An =
⊕ln
i=1A[n,i], where ln, [n, i] ∈ N, all A[n,i] are minimal blocks.
Define index sets
Jn = {1, 2, · · · , ln}, J
′
n = {i |K1(A[n,i]) = Z}, J
′′
n = Jn\J
′
n.
Define A′n, A
′′
n as follows:
A′n =
⊕
i∈J′n
A[n,i], A
′′
n =
⊕
i∈J′′n
A[n,i].
Then we have An ∼= A′n ⊕A
′′
n.
Let F ′ ⊂ A′n and F
′′ ⊂ A′′n denote the components of F . For F
′′ ⊂ A′′n and
ε > 0, we can find a finite subset G ⊂ A′′n and δ > 0 as in Lemma 7.11. By Lemma
3.10, there exist an integer m > n such that ω(φn,m(G)) < δ. This m is as desired.
For any homomorphisms φ, ψ : Am → Ar with KK(φ) = KK(ψ), by Lemma
7.12, there exist a unitary u1 ∈ Ar such that
‖u1
(
φ ◦ φn,m|A′′n(f)
)
u∗1 − ψ ◦ φn,m|A′′n(f)‖ < 8ε, ∀ f ∈ F.
Since KK(φ ◦ φn,m|A′n) = KK(ψ ◦ φn,m|A′n), by Lemma 7.7, there exist an integer
s ≥ r and a unitay u2 ∈ As such that
‖u2
(
φr,s ◦ φ ◦ φn,m|A′n(f)
)
u∗2 − φr,s ◦ ψ ◦ φn,m|A′n(f)‖ < 18ε, ∀ f ∈ F.
Then we have
‖u
(
φr,s ◦ φ ◦ φn,m(f)
)
u∗ − φr,s ◦ ψ ◦ φn,m(f)‖ < 18ε, ∀ f ∈ F.
for some unitary u ∈ As.

Using Theorem 3.10 and Theorem 8.1, by the intertwining argument of [11,
2.3, 2.4](also see [25, Theorem 1.10.16]), we obtain the following theorem.
Theorem 8.2. Let A = lim−→(An, φn,m) and B = lim−→(Bn, ψn,m) be real rank zero
inductive limits of Elliott-Thomsen algebras in D, if (An, φn,m) and (Bn, φn,m) are
KK-shape equivalent, then A ∼= B.
Combine Theorem 8.2 with Theorem 6.13, we have our classification result.
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Theorem 8.3. Let A = lim−→(An, φn,m) and B = lim−→(Bn, ψn,m) are real rank zero
inductive limits of Elliott-Thomsen algebras in D, then A ∼= B if and only if
(K(A),K+(A),Σ(A)) ∼= (K(B),K+(B),Σ(B)).
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