Let N = {1, · · · , n}. The entropy function h of a set of n discrete random variables {Xi : i ∈ N } is a 2 n -dimensional vector whose entries are h(A) H(XA), A ⊂ N , the (joint) entropies of the subsets of the set of n random variables with H(X ∅ ) = 0 by convention. The set of all entropy functions for n discrete random variables, denoted by Γ * n , is called the entropy function region for n. Characterization of Γ * n and its closure Γ * n are well-known open problems in information theory. They are important not only because they play key roles in information theory problems but also they are related to other subjects in mathematics and physics.
I. INTRODUCTION
Let N = {1, · · · , n}. For a set of (discrete) random variables X N = {X i : i ∈ N }, we define a function that is, any entropy function h is (the rank function of) a polymatroid [2] . The polymatroidal axioms are equivalent to the basic information inequalities [3, App. 14A] from which all Shannon-type information inequalities can be derived. The set of polymatroids, or equivalently, the region bounded by Shannon-type information inequalities, is denoted by Γ n , called the polymatroidal region. Then Γ * n and Γ * n are extremely difficult. To obtain partial characterizations of these regions, constraints can be added to the boundary of the region and corresponding constrained non-Shannon-type inequalities have been discovered [4] , [24] - [26] .
In this paper, we consider partition-symmetrical entropy functions defined as follows. A partition p of N is a set of nonempty subsets {N 1 , · · · , N t } of N such that distinct blocks N i and N j are disjoint and ∪ t i=1 N i = N . It induces a permutation group Σ p whose members are those permutations that keep the elements of each block N i in the same block. We define an action of group Σ p on the entropy space H n , for any σ ∈ Σ p and for h ∈ H n , σ(h)(A) = h(σ(A)), A ⊂ N . This group action can naturally induce an action on the power set of H n , i.e., for any T ⊂ H n , σ(T ) = {σ(h) : σ(T )}. Then the fixed set of H n , S p = {h ∈ H n : σh = h, for all σ ∈ Σ p }, is a subspace of H n and is called the p-symmetrical subspace. It can be seen that, h ∈ S p if and only if h(A) = h(B)
whenever |A ∩ N i | = |B ∩ N i | for all i = 0, · · · , t. We call the polymatroids or entropy functions p-symmetrical if they are in the p-symmetrical subspace. The p-symmetrical polymatroids and p-symmetrical entropy functions DRAFT form the p-symmetrical polymatroidal region, denoted by Ψ p , and p-symmetrical entropy function region, denoted by Ψ * p , respectively. We prove in Theorem 1 that Ψ p = Ψ * p if and only if p is the 1-partition or a 2-partition with one of its blocks being a singleton when n ≥ 4. To prove the "if" part of Theorem 1, we analyze the extreme rays of Ψ p for the two cases of p such that Ψ p = Ψ * p and show that these extreme rays contain factors of uniform matroids which are almost entropic. To prove the "only if" part of Theorem 1, we show that Ψ p for other p contain polymatroids that can be restricted to a factor of the Vámos matroid, which is known to be not almost entropic. Toward establishing Theorem 1, we prove some symmetrical properties pertaining to Γ n , Γ * n , Ψ p and Ψ * p . In particular, we prove in Theorem 2 that each facet of Ψ p corresponds a p-orbit of facet of Γ n .
The rest of the paper is organized as follows. Section II gives the preliminaries on convex analysis, matroid theory, partitions and group theory that are relavent to the discussion in this paper. The problems we study are set up in Section III, where Theorem 1 is stated. In Section IV, we establish some symmetrical properties pertaining to Γ n and Γ * n . The entropy function region under the symmetrical constraints of 1-partition, 2-partition and multi-partition are studied in detail in Section V. A discussion on further research is in the last section. Table I is a list of all the notations in this paper. 
II. PRELIMINARIES

A. Convex cone
A convex set C ⊂ R d is called a convex cone if for any c ∈ C and a ≥ 0, we have ac ∈ C. A convex cone which does not contain a line is called pointed. In this paper, convex cones are assumed to be pointed and closed unless otherwise specified. From the definition, it can be seen that Γ n is a convex cone in H n . It was shown in [4] that Γ * n is also a convex cone. A convex cone is called polyhedral if it is the intersection of a finite set of closed halfspaces. Since each closed halfspace is induced by a linear inequality and the number of linear inequalities in the set of polymatroidal axioms is finite for a fixed n, Γ n is a polyhedral cone. On the contrary, Γ * n is not polyhedral as proved in [15] . A hyperplane P is called a supporting hyperplane of a convex set C ⊂ R d if one of its corresponding closed halfspaces 2 P + ⊃ C and dist(P, C) = 0.
3
Definition 1 (Face):
A face of a convex cone C ⊂ R d is the cone C itself or C ∩ P , where P is a supporting hyperplane of C. A face that is not C or the origin is called a proper face of the cone.
Note that if dimC < d, 4 for any hyperplane P ⊃ C, we have C = C ∩ P . We can readily see that P is a supporting hyperplane of C. Therefore, for convex cone C with dimC < d, all faces F of C can be written as C ∩ P for some supporting hyperplane P of C.
2 For a hyperplane P = {x ∈ R d : c T x = a}, its two corresponding closed halfspace are {x ∈ R d : c T x ≤ a} and {x ∈ R d : c T x ≥ a}, where c ∈ R d and a ∈ R.
4 Given A ⊂ R d , dimA denotes the dimension of aff(A), the affine hull of A.
DRAFT
A maximum proper face of a convex cone is a proper face which is not contained by any other proper face.
Similarly, a minimum proper face is a proper face that does not contain other proper faces.
Definition 2 (Extreme ray):
An extreme ray R of a convex cone C is a subset of C and for any r ∈ R such that r = c 1 + c 2 and c 1 , c 2 ∈ C, we have c 1 , c 2 ∈ R, where c 1 = ar and c 2 = (1 − a)r for some a ∈ R.
For a polyhedral convex cone C with dimC = d ′ , where d ′ ≥ 2, the maximum proper faces, also called facets, are the (d ′ − 1)-dimensional faces, while the minimum proper faces are the 1-dimensional faces and they coincide with the extreme rays of the cone. Note that if dimC = 1, then C does not have a proper face.
The family F of faces of a convex cone C form a lattice called the face lattice of the convex cone, which is partially ordered by inclusion. That is, for any F 1 , F 2 ∈ F , F 1 ≤ F 2 if and only if F 1 ⊂ F 2 . Furthermore, the faces of a convex cone have the following properties.
Proposition 1: Any non-origin face of a convex cone is the convex combination of some extreme rays of the cone.
Proposition 2:
The intersection of any collection of faces of a convex cone is a face of the cone.
Proposition 3:
Any face of a convex cone that is not the cone itself is the intersection of some facets.
For convex sets and convex polyhedral cones, readers are referred to [27] - [29] for a detailed discussion.
Elemental information inequalities involving X N have the following two forms:
These inequalities are called elemental since every Shannon-type information inequality can be written as a conic combination of these inequalities, and they form the minimal set of inequalities that has this property [3, Section 14.6] . In other words, the two forms of elemental inequalities give the "minimal" characterization of Γ n .
Setting the elemental inequalities to equalities and intersecting the corresponding hyperplanes with Γ n , we obtain the facets of the cone Γ n in the following forms:
The set of all facets of Γ n is denoted by E n . For notational convenience, the members of E n are denoted by E(I, K):
For c ∈ R d and r > 0, let B(c, r) = {x ∈ R d : x − c 2 < r}, the open ball centered at c with radius r. 
Definition 3 (Relative interior, relative boundary):
For a set A ⊂ R d , ri(A) {x ∈ R d : ∃ǫ > 0, B(x, ǫ) ∩ aff(A) ⊂ A} is
Proposition 4:
For any polyhedral cone, its relative boundary is the union of all its facets.
B. Matroid
There exist various cryptomorphic definitions of a matroid. Here we discuss matroid theory from the perspective of rank functions and regard matroids as special cases of polymatroids. For a detailed treatment of matroid theory, DRAFT readers are referred to [30] , [31] .
Definition 4:
A matroid M is an ordered pair {N , r}, where the ground set N and the rank function r satisfy the conditions that: for any A, B ⊂ N ,
• 0 ≤ r(A) ≤ |A| and r(A) ∈ Z.
• r(A) ≤ r(B), if A ⊆ B,
For a matroid M = {N , r}, let N ′ ⊂ N and let r ′ be a set function which is the restriction of r on the power
Note that for a polymatroid h ∈ Γ n , if h(A) ∈ Z and h(A) ≤ |A|, then h is a matroid. Therefore, matroids are special cases of polymatroids. With a slight abuse of terminology, we do not differentiate a matroid and its rank function. So M, r(M ) and r may all denote the rank function of M when there is no ambiguity.
For a matrix D over a field F, we can define a matroid by letting the ground set N be the set of columns of D and the rank function r(A) for A ⊂ N be the rank of the submatrix of D whose columns are those in A. It can be checked that {N , r} is indeed a matroid. Such a matroid is called representable over F or F-representable.
Proposition 5:
A representable matroid is almost entropic.
Remark It is not difficult to show that an F-representable matroid is entropic if the base b of the logarithm defining entropy is taken to be |F| (see for example [32, Theorem 7.3] ). If b is not taken to be |F|, since Γ * n is a cone, it follows that a representable matroid is almost entropic. [33] , [34] ): Let h ∈ Γ n be an integer-valued polymatroid. Consider a set M with cardinality m i∈N h({i}) and any mapping φ : N → 2 M such that φ(i) has the cardinality h({i}), i ∈ N and φ(i) ∩ φ(j) = ∅ for i = j. Then the free expansion g ∈ Γ m of h by φ is defined by
Definition 5 (Free expansion, factor
It is said that g factors to h under φ or h is a factor of g.
It can be checked that g is also an integer-valued polymatroid and furthermore, can be proved to be a matroid [33] . The fact that the integer-valued polymatroid h ∈ Γ n is a factor of g ∈ Γ m under some φ can be understood as that any i ∈ N is split into h({i}) "independent" elements j ∈ φ(i) ⊂ M. We now offer an "information
where the inequalities above follow from the polymatroidal axioms because h ∈ Γ n . Togethor with (1), we see that
So the "inverse operation" of free expansion can be written as
Note that Definition 5 allows h({i}) to be equal to zero.
Proposition 6:
Let h ∈ Γ n be integer-valued and a factor of g ∈ Γ m under some φ. Then g ∈ Γ * m if and only if h ∈ Γ * n . Proof: The "if" part is proved in [14, Theorem 4] . For the "only if" part, by the continuity of free expansion, it suffices to prove that h ∈ Γ * n if g ∈ Γ * m . Let g be the entropy function of the random vector
Then it can be checked that h is the entropy function of X N .
Definition 6 (Uniform matroid):
A uniform matroid U m,n is a matroid with ground set N and rank function U m,n (A) = min{m, |A|} for any A ⊂ N .
Since uniform matroids are representable(e.g. by the Vandermonde matrix), they are almost entropic by Proposition 5. For a matroid with ground set N , it can be shown it is also almost entropic if its submatroid on some M ⊂ N is uniform and elements in N \ M are all loops. By Proposition 6, a polymatroid which is a factor of a uniform matroid is almost entropic.
C. Partition
Definition 7 (Partition of a set): For a set S and an index set I, a collection p = {S i , i ∈ I} of disjoint subsets of S such that S = ∪ i∈I S i and S i = ∅ is called a partition of S. The sets S i are called blocks of the partition p.
For two partitions of
In this subsection, we discuss some properties of a partition of a finite set that will be used later in this paper.
Consider a partition of N = {1, · · · , n} with t ≤ n blocks. Such a partition {N 1 , · · · , N t } is also called a t-partition of N . The set of all t-partitions of N is denoted by P t,n . The cardinality of P t,n is called the Stirling number (of the second kind) with respect to t and n. Let P n = ∪ n t=1 P t,n be the set of all partitions of N . The cardinality of P n is called the Bell number with respect to n [35] . The set of all partitions of N , denoted by P n , is a partial order set with order "≤". It can be shown that the partial order set P n is a lattice with the set of all singletons {{i} : i ∈ N } being the least element and the 1-partition DRAFT {N } as the greatest element. In a lattice L, for l 1 , l 2 ∈ L, l 2 covers l 1 , if l 1 < l 2 and for any l ∈ L such that any p ∈ P t,n is covered by some p ′ ∈ P t−1,n for 2 ≤ t ≤ n and covers some p ′′ ∈ P t+1,n for 1 ≤ t ≤ n − 1.
Definition 8 (Partition of a number):
For a positive integer n, a vector n = [n 1 , · · · , n t ] with 0 < n i ≤ n j for
n i is called a partition of n. The number of the partitions of n is called the partition function with respect to n [35] . For p ∈ P n , let n p be a vector whose entries are a nondecreasing rearrangement of λ p (i), i = 1, · · · , t. It can be seen that n p is a partition of n.
D. Group action
To study symmetry, group theory is a regular tool. For the basics of group theory, readers are referred to [36] . In this subsection, we discuss group actions and how they can be used to study the symmetries in the entropy space H n . For a detailed introduction to group actions, readers are referred to [37] .
A bijection σ : N → N is called a permutation of N . The set Σ n of all permutations of N is a group with order n! taking composition as its group operation. The group Σ n is called the symmetric group on N . For
the set of permutations that keep the members of a block in the same block. It can be checked that Σ p is a subgroup of Σ n with order t i=1 n i !. When p = {N }, Σ N coincides with Σ n . Following the notation simplification in Section III, we write Σ N as Σ n .
Definition 9 (Group action):
For a set S, a group Σ acts on S if there exists a function Σ × S → S, called an action, denoted by (σ, s) → σs, such that 1) (σ 1 σ 2 )s = σ 1 (σ 2 s) for all σ 1 , σ 2 ∈ Σ and s ∈ S;
2) 1s = s for all s ∈ S, where 1 is the identity of Σ.
It can readily be verified that σ : 2
is a bijection and so a permutation of 2 N . It then follows that σ ′ (h) is obtained from h by permutating the components of h, and hence σ ′ is a bijection. With a slight abuse of notation, we write σ ′ (h) as σ(h).
It can be checked that σ(h) defines a group action Σ n on H n . By restricting the action on a subgroup Σ p , we obtain the group action Σ p on H n .
Definition 10 (Orbit):
If group Σ acts on S, then for s ∈ S, the orbit of the action of s is defined by
. Therefore, orbits of the action defines a relation on S which implies the following proposition. Definition 11: If a group Σ acts on S, for T ⊂ S, the fixed set of T is defined by fix Σ (T ) = {s ∈ T : σs = s, ∀σ ∈ Σ}.
When T = S, we call fix Σ (S) the fixed set of the action.
It can be shown that fix Σ (T ) = fix Σ (S) ∩ T . Furthermore, for any s ∈ fix σ (S), the singleton {s} forms an orbit of the action.
For the action of Σ p on H n and T ⊂ H n , fix Σp (T ) is denoted by fix p (T ) for simplicity. For p = {N 1 , · · · , N t } ∈ P n , it can be checked that
Therefore, the set fix p (H n ) is a subspace of H n . We denote this subspace by S p and call it the p-symmetrical
If a group Σ acts on a set S, then Σ also acts on 2 S , where σT = {σs : s ∈ T } for T ⊂ S.
Proof: This proposition can be readily proved by checking the definition of group action.
For the induced group action on the power set as in Proposition 8, we call an orbit of the action a setwise orbit of the original action. Specifically, for any T ⊂ S, the setwise orbit of T is given by
To distinguish a setwise orbit from an orbit of the original action (cf. Definition 10), we will refer to the latter as a pointwise orbit. Note that a setwise orbit of the original group action is a pointwise orbit of the induced group action on the power set. By Proposition 7, all of the setwise orbits form a partition of the power set.
For action Σ p on H n , we also call the setwise orbits of the action p-orbits and denoted them by O p if there is no ambiguity. For T 1 , T 2 ⊂ H n , if they are in the same p-orbit, i.e., T 2 ∈ O p (T 1 ), we also say that they are p-equivalent.
Definition 12 (Invariance):
If a group Σ acts on a set S, a subset T ⊂ S is called invariant if
It can be checked that T is invariant if and only if T is in the fixed set of the induced action on the power set.
T is the union of pointwise orbits. As any s ∈ fix Σ (S) itself forms a pointwise orbit, any subset of the fixed set is invariant. Note that an invariant set T itself forms a setwise orbit.
DRAFT
For the action of Σ p on H n , if T ⊂ H n is invariant, we say that it is p-invariant. For a p-invariant set, the following propositions are straightforward.
Proposition 9:
h ∈ H n is p-invariant if and only if h ∈ S p .
Obviously, Γ n , Γ * n and Γ * n are all p-invariant for any p ∈ P n .
III. PROBLEM FORMULATION
For p = {N 1 , · · · , N t } ∈ P n , the p-symmetrical subspace is
For notational convenience, in the subsequent discussions, we map S p to an n p -dimensional Euclidean space as
such that
When there is no ambiguity, s(h, p) is simply written as s.
t2 }, where p 1 ≤ p 2 . Following the discussion in Subsection II-C, for any A ⊂ N and any
That is, each entry of λ A,p2 is the summation of some entries of λ A,p1 . Hence, for any A, B ⊂ N ,
Therefore, for any p ∈ P n , S {N } ⊂ S p , and S {{i}:i∈N } , which is equal to H n , contains any S p .
A vector h ∈ H n is called a p-symmetrical entropy function of if h ∈ Γ * n ∩ S p . Then naturally, we define p-symmetrical entropy function region
and p-symmetrical polymatroidal region
For p = {N 1 , · · · , N t } ∈ P n , if n p1 = n p2 , we say p 1 and p 2 are equivalent for the purpose of our subsequent discussions. For each equivalence class determined by
t,n be the set of all such representatives of t-partitions, and let P * n = ∪ n t=1 P * t,n . The cardinality of P * n is equal to the partition function with respect to n, i.e., the number of all partitions of n.
For p 1 , p 2 ∈ P n , if they are equivalent, i.e., n p1 = n p2 , then the characterization of Ψ * p2 can be obtained by the characterization of Ψ * p1 by permuting the indices. For example, consider p 1 = {{1}, {2, 3}} and p 2 = {{2}, {1, 3}}. It can be seen that n p1 = n p2 = [1, 2] . If h ∈ S {{1},{2,3}} is the entropy function of {X 1 , X 2 , X 3 }, then there exists h ′ ∈ S {{2},{1,3}} which is the entropy function of {X
. Therefore, for each such equivalence class of partitions, we only need to consider one partition in the equivalence class. In the following discussion, without loss of generality, we consider only those p ∈ P * n and such a p will be denoted by n p for simplicity, e.g., partition {{1}, {2, 3}} will be written as [1, 2] . Furthermore, if p is in the subscript, the bracket may be dropped when there is no ambiguity. For example, we write Ψ {{1},{2,3}} as Ψ 1,2 ,
if and only if
Theorem 1 says that Ψ * p , is completely characterized by Shannon-type information inequalities if and only if p is the 1-partition or a 2-partition with one of its blocks being a singleton. This theorem, the main result of this paper, will be established through Theorems 5, 7, 9 and 10. Specifically, we will prove (8) IV. SYMMETRICAL PROPERTIES OF Γ n AND Γ * n For p ∈ P n , the (setwise) p-orbits form a partition of the power set of H n . In the following lemma, we show that if a p-orbit contains a face of Γ n , then all the members of the p-orbit are faces of Γ n .
Lemma 1: For p ∈ P n , let T 1 , T 2 ⊂ H n be p-equivalent. Then T 1 is a face (facet) of Γ n if and only if T 2 is a face (facet) of Γ n .
Proof: Since dim Γ n = 2 n − 1 < dim H n = 2 n , by the discussion following Definition 1, each face F of Γ n can be written as F = Γ n ∩ P for some supporting hyperplane P of Γ n .
Now if T 1 is a face of Γ n , there exists a supporting hyperplane P of Γ n such that
where the second equality follows because σ is a bijection. As σ(P ) is also a supporting hyperplane of Γ n , σ(T 1 ) is a face of Γ n . On the other hand, if there
is a face of Γ n , i.e., there exists a supporting hyperplane P of Γ n such that
Furthermore, as T 2 = σ(T 1 ) has the same dimension with T 1 , T 2 is facet if and only if T 1 is a facet.
By Lemma 1, for p ∈ P n , all faces of Γ n are divided into p-orbits, and some of them are families of facets of Γ n which play a more important role because they correspond to the elemental inequalities defining Γ n . The collection of all p-orbits of faces of Γ n is denoted by F p and the collection of all p-orbits of facets is denoted by
Lemma 2: For p ∈ P n and E i E(I i , K i ) ∈ E n , i = 1, 2, the following three statements are equivalent:
1) E 1 and E 2 are p-equivalent;
2) there exists σ ∈ Σ p such that I 1 = σ(I 2 ) and
Proof: We first prove that the first two statements are equivalent. If E 1 and E 2 are p-equivalent, there exists
Hence,
and I 1 = {ij} for some i, j ∈ N , similarly, we have
Hence, I 1 = σ(I 2 ) and K 1 = σ(K 2 ). As each step above is invertible, the second statement also implies the first one.
We now prove that the second and third statements are equivalent. If there exists σ ∈ Σ p such that
and
where the second equality
On the other hand, assume that λ I1,p = λ I2,p and λ K1,p = λ K2,p . Since I i and K i are disjoint for i = 1, 2, given
Then it can be seen for such a σ, I 1 = σ(I 2 ) and
. So by Lemma 2, all such facets are in
where the second last equality holds because σ is a bijection and the last equality is due to Proposition 10.
It can be seen from Lemma 4 that the converse of Lemma 3 is also true.
Proof: See Appendix.
Let G p be the collection of all facets of Ψ p .
For a fixed G ∈ G p , we now prove that for any E ∈ E n , G ∩ E is a face of G. Let P be the supporting hyperplane of Γ n such that E = Γ n ∩ P . As the origin O ∈ G ∩ P and P + ⊃ Γ n ⊃ G, P is also a supporting hyperplane of G. It follows that G∩P is a face of G.
Finally, we prove that for any G ∈ G p , there must exist E ∈ E n such that G ∩ E = G. Assume the contrary.
Then for all E ∈ E n , G ∩ E G. Since we have shown that G ∩ E is a face of G, it is a proper face of G and
. It follows that for any E ∈ E n and for any h ∈ ri(G),
Lemma 6: For any E ∈ E n , E ∩ S p is a facet of Ψ p ,
Proof:
To prove E ∩ S p is a facet of Ψ p , we first prove that it is a face of Ψ p . As E is a face of Γ n , there exists a supporting hyperplane P of Γ n such that E = Γ n ∩ P . So E ∩ S p = Γ n ∩ P ∩ S p = Ψ p ∩ P . Since P + ⊃ Ψ p , P is also a supporting hyperplane of Ψ p . Then E ∩ S p is a face of Ψ p . We now prove that the face E ∩ S p of Ψ p is indeed a facet. Assume E ∩ S p is not a facet of Ψ p , i.e., there exists a facet G of Ψ p such that
It follows that G = E ∩ S p which contradicts the fact that
Theorem 2: Every p-orbit of facets of Γ n corresponds to a facet of Ψ p , i.e., mapping
if and only if E 1 and E 2 are p-equivalent and 2) ω p is a surjection from E n onto G p .
Proof: 1) follows immediately from Lemma 3 and Lemma 4. We now prove 2). By Lemma 6, ω p is a mapping
because for a polyhedral cone, no facet can contain another facet), i.e., for each G ∈ G p , there exists E ∈ E n such that ω p (E) = E ∩ S p = G. Therefore ω p is surjective.
When |I| = 1 or I = {i} for some i ∈ N , we must have K = ∅ which implies that λ K,p must be equal to 0 t , a zero vector with dimension t. In this case, the number of possible pairs of [λ I,p , λ K,p ] is equal to on the numbers of possible values of λ I,p , because both p and K are fixed. If i ∈ N l , the l-th block of p, it can be seen that λ I,p = 1 t (l), a t-vector with the l-th entry equal to 1 and other entries equal to 0. Hence there are t possible such values. By Lemma 3, for any
Note that h ∈ S p and by (7), s n1,··· ,nt , s n1,··· ,n l −1,··· ,nt are entries of s(h, p).
, a t-vector with the l 1 -th and l 2 -th entries equal to 1 and other entries equal to 0; else if i, j are in the same N l , λ I,p = 2 t (l), a t-vector with the l-th entry equal to 2 and other entries equal to 0. For λ I,p = 1 t (l 1 , l 2 ), the number of possible values of
. It is because k m can be equal to 0, · · · , n m − 1 if m = l 1 , l 2 , and k m can be equal to 0, · · · , n m , otherwise. In other words, λ K,p can be equal to any (k 1 , · · · , k t ) ∈ N p such that k l1 = n l1 and
Similarly, for λ I,p = 2 t (l), the number of possible values of λ K,p is
Let
What we have proved in Theorem 2 implies that there exists a bijection between E p and G p , and so E ∩ S p as listed in (9), (10) and (11) are precisely all the members of G p , and so |G p | = |E p |.
Remark When p = {N }, the first term of the right hand side of (12) is 1, the second term vanishes and the last term is n − 1, and so |E p | = n as we discussed in Example 1. When p = {{i} : i ∈ N }, the first term of the right hand side of (12) is n, the second term is n 2 2 n−2 and the third term vanishes. Therefore,
which is equal to |E n |, the number of facets of Γ n [3, (14.
2)]. In this case, Ψ p = Γ n , so |E n | = |G p | and by
it can be seen from (12) that |E p | ≪ |E n |, and then by Theorem 2, |G p | ≪ |E n |. Therefore, for an information theory problem with symmetrical structures induced by such a partition p, the complexity of this problem can be significantly reduced.
By Theorem 2, we denote the facets of
Remark For certain sets of parameters, the condition that guarantees the existence of the facets in G p may not hold. For example, if
does not exist. For such cases, the facets discussed above do not need to be considered for the chosen set of parameters.
For any p ∈ P t,n , define ψ p : H n → H n as follows. For any A ⊂ N ,
where
It can be shown that ψ p is a surjection from H n onto S p . This is because it can be checked that for any h ∈ H n , ψ p (h) ∈ S p , and for any h ∈ S p , h = ψ p (h).
Theorem 3:
For any p ∈ P n ,
Proof: Let p = {N 1 , · · · , N t }. By definition, as discussed above, Σ p is a group with composition as its group operation, which is a subgroup of the symmetrical group Σ n and
It can be checked that Σ A,p is a subgroup of Σ p . Since for σ ∈ Σ p , σ i (j) = j for all j / ∈ N i , i = 1, · · · , t according
Then it is routine to check that the mapping f :
which proves the theorem. Equation (14) is valid since the summation is component-wise. Equation (15) is due to (4). For (16), we partition Σ p into cosets Σ B|A,p of Σ A,p . Equations (17) and (18) are due to (13) .
Therefore, we have proved that ψ p (h) is the average of all σ(h), σ ∈ Σ p , i.e., all elements in O p (h).
Proof: Since T is p-invariant and convex, ψ p (T ) ⊂ T and so ψ p (T ) ⊂ T ∩ S p . On the other hand, for any
In particular, if T = {h} for some h ∈ H n which is p-invariant, h ∈ S p by Proposition 9, then ψ p (h) = h. On the other hand, again by Proposition 9, for any h ∈ S p , ψ p (h) = h.
Theorem 4:
Proof: Toward proving this theorem, we first prove that
Taking the closure of the both sides, we have ri(Γ * n ) = ri(Γ * n ). Hence ri(Γ * n ) = Γ * n by [29, Theorem 6.3 ]. Now we prove Theorem 4. Since Γ * n ∩ S p ⊃ Γ * n ∩ S p , by taking the closure of both sides, we have
Then there exits a set of random variables X N whose entropy function is g. Then for
Then Theorem 4 implies that ψ p (Γ * n ) = Ψ * p . For any p ∈ P n , ψ p is linear by Theorem 3 and so continuous. Hence
Together with Theorem 4, we have
p by the definition of ψ p . Therefore, S 0 p ∩ ri(Γ * n ) = ∅ and there exists h ∈ ri(Γ * n ) such that σ(h) ∈ for any σ ∈ Σ p . So we say S 0 p 'cuts through' Γ * n if p = {{i}, i ∈ N }.
V. PARTITION-SYMMETRICAL ENTROPY FUNCTIONS
A. One-partition-symmetrical entropy functions
In this subsection, we consider P 1,n = P * 1,n which consists of the partition p = [n]. When p = [n], (6) becomes
Theorem 5:
By Theorem 2 and Example 1, the family of facets of Ψ n is given by G n = {G n (λ) : λ ∈ N n }, where
According to (9) and (11), we see that
for k ∈ N , where s n+1 s n for notational convenience. Then
DRAFT For a fixed n, let R m,n be the ray originated from the origin that contains the uniform matroid U m,n , m ∈ N .
Theorem 6:
The set of rays {R m,n : m ∈ N } are all the extreme rays of Ψ n .
Proof: We first prove that for all m ∈ N ,
It is straightforward to verify that R m,n is a subset of the right hand side above. Now we prove the inclusion in the other direction. For a fixed m ∈ N and h ∈ k∈N \{m} G n k , h is in n − 1 facets of Ψ n , i.e., s = s(h, [n]) satisfies all the n inequalities in (21) with equality except for k = m. With this set of n − 1 inequalities, we have s k = s 1 min{k, m}. Together with the inequality in (21) for k = m, we have s 1 ≥ 0. Therefore, h = s 1 U m,n ∈ R m,n . It follows from (22) that for m ∈ N , R m,n is a face and hence an extreme ray of Ψ n .
Since Ψ n is an n-dimensional polyhedral cone, an extreme ray of Ψ n can be expressed as the intersection of n − 1 facets of Ψ n , i.e., R m,n for some m ∈ N . Thus we have shown that an extreme ray of Ψ n has the form (22) . The theorem is proved.
Corollary 1:
It follows from the definition of Ψ n that Ψ n ⊂ S n , so we only need to prove Ψ n ⊂ Γ * n . Toward this end, observe that the uniform matroids U m,n , m ∈ N are representable, and so they are almost entropic by Proposition 5 . Furthermore, R m,n , m ∈ N are almost entropic because Γ * n is a convex cone. Since {R m,n : m ∈ N } is the set of all the extreme rays of Ψ n by Theorem 6, for any h ∈ Ψ n , it is the convex combination of some polymatroids on these extreme rays and thus almost entropic, which implies Ψ n ⊂ Γ * n ∩ S n . Then Theorem 5 follows immediately from Corollary 1 and Theorem 4. 
B. Two-partition-symmetrical entropy functions
In this subsection, we discuss the characterization of two-partition symmetrical entropy function regions, i.e., p-symmetrical entropy function regions for p ∈ P 2,n . For representative p ∈ P * 2,n , i.e., p = [1,
Similar to the one-partition case, by (9)- (11), we obtain the p-symmetrical polymatroidal region
In Subsection V-B1 below, we first discuss the case p = [1, n − 1]. In the Subsection V-B2 then the other cases.
The [1, n − 1]-symmetrical problem can be treated in similar steps as we dealt with the one-partition-symmetrical entropy function region in the last section.
Theorem 7:
Ψ * 1,n−1 = Ψ 1,n−1 .
Similar to the last section in discussion for the one-partition case, we obtain
Theorem 8: For n ≥ 2, the set of all extreme rays of Ψ 1,n−1 are the rays containing the polymatroids
to be defined next.
is the matroid with ground set N which has submatroid U 1,1 on {1} and loops 2, · · · , n.
Specifically, for any A ⊂ N , U {1},n 1,1 (A) = |{1} ∩ A|. Note that U {1},n 1,1 ∈ S 1,n−1 and for (u j1,j2 ) (j1,j2)∈N1,n−1
In (29)- (34), for n − 1 ≤ m ≤ 2n − 2 and max{1, m − n + 1} ≤ k ≤ n − 1, U n k,m denotes an integer-valued polymatroid with ground set N which is the factor of the uniform matroid U k,m under φ m,n : N → 2 M with DRAFT M = {1, · · · , m} defined as follow:
It can be seen that U n k,m (A) = min{k, |φ m,n (A)|} for any A ⊂ N and U n k,m ∈ S 1,n−1 . Then for (u j1,j2 ) (j1,j2)∈N1,n−1
Note that when m = n − 1, φ m,n (1) = ∅ and U n k,m is the matroid which has submatroid U k,n−1 on {2, · · · , n} and loop 1; when m = n, U n k,m coincides with the uniform matroid U k,n . The set of all polymatroids in (28)- (34) is denoted by U n . We use R in place of U to denote the ray containing the corresponding polymatroids, i.e., R {1},n 1,1 is the ray containing U {1},n 1,1 and R n k,m is the ray containing U n k,m . The set of all rays containing the polymatroids in U n is denoted by R n .
Lemma 8:
For n ≥ 2, any ray R ∈ R n is an extreme ray of Ψ 1,n−1 .
Proof:
The proof of this lemma is similar to the first part of the poof of Theorem 6. To prove this lemma, it suffices to prove that any R ∈ R n is a face of Ψ 1,n−1 . Let G(R) = {G ∈ G 1,n−1 : R ⊂ G}. Specifically, we will prove that
where the right hand side above is a face of Ψ 1,n−1 (cf. Proposition 2) which by definition contains R.
We now prove that G∈G(R) G, the right hand side of (37) , is a subset of R. Since G∈G(R) G is a face of Ψ 1,n−1 , we only need to prove that it is 1-dimensional to conclude that R is an extreme ray of Ψ 1,n−1 . Toward this end, for a specific R, we will consider a suitably chosen subset
First, we consider R {1},n 1,1 . It can be checked that (35) implies that 2u j1,j2+1 = u j1,j2 + u j1,j2+2 , j 1 = 0, 1, and j 2 = 0, · · · , n − 3,
is contained in the following three types of facets with the respective constraints.
• G [1,n−1] ([(0, 2), (j 1 , j 2 )], j 1 = 0, 1, and j 2 = 0, · · · , n − 3 (cf. (11)): (9)): (10)):
Let G ′ (R {1},n 1,1 ) be the set of all the above facets, and we now prove that G∈G ′ (R (38) and (39), we can show by induction that s 1,n−1 = s 1,n−2 = · · · = s 1,0 , or
Since s 1,1 = s 1,0 , together with (40), we have
Using (38) for j 1 = 0, (42), and the fact that s 0,0 = h(∅) = 0, , we can show by induction that
Finally, by combining (41) and (43), we have
which implies that the right hand side of (37) is 1-dimensional and so (37) is valid for R = R (11)):
• G n 0,n−1 (9), (10)): (9)): (9)): (10)):
Using (36), it can be checked that R n k,m ⊂ j1∈N ′ ,j2 =k G 0,j2 . By letting s 0,n = s 0,n−1 , we can combine (44) for j 1 = 0 and (45) to obtain 2s 0,j2 = s 0,j2−1 + s 0,j2+1 , j 2 ∈ N ′ , j 2 = k.
Using the same argument in the proof of Theorem 6, we can show that
. By letting s 1,n = s 1,n−1 , we can combine (44) for j 1 = 1 and (46) to obtain
Then we can show by induction that s 1,n−1 = s 1,n−2 = · · · = s 1,0 , or
Consider (49) for j 2 = n − 1. Since k ≤ n − 1,
, we have (47). Together with (51),
Then by (52) and (50),
Combining (49) and (53), we have
Using the argument in the proof of Theorem 6, together with (48), we can show that
Consider (55) for j 2 = n − 1. Since k ≤ n − 1 ≤ m, we have
, we have (47). Together with (56),
By (51) and (57), we have s 1,0 = s 0,1 (m − n + 1), and so by (55),
Combining (49) and (58), we have
It can be seen that both (54) and (59) can be written as
which implies that the right hand side of (37) is 1-dimensional and then (37) is valid for R = R n k,m .
Lemma 9:
For n ≥ 2, R n contains all the extreme rays of Ψ 1,n−1 .
Proof It can be readily checked that R 2 contains all the extreme rays of Ψ 1,1 . So it suffices to prove that if R n contains all the extreme rays of Ψ 1,n−1 , then R n+1 contains all the extreme rays of Ψ 1,n . To this end, we will prove that for an arbitrary h n+1 ∈ Ψ 1,n , it can be written as a conic combination of the polymatroids in U n+1 .
) (j1,j2)∈N1,n , i.e., s n+1 contains s n as a subvector with two additional entries s 0,n and s 1,n . These two entries satisfy the following five constraints:
which can be rewritten as
or
where 0 ≤ e 1 ≤ s 1,n−1 − s 1,n−2 and 0 ≤ e 2 ≤ min{s 1,1−n − s 0,n−1 , s 0,n−1 − s 0,n−2 − e 1 } which can be seen by substituting (67) into (66). Then L (s 1,n−1 − s 1,n−2 , s 1,1−n − s 0,n−1 , s 0,n−1 − s 0,n−2 ) bounds the range of auxiliary variables e 1 , e 2 , where the first component is the upper bound of e 1 and the second and third components together with e 1 define the upper bound on e 2 . If s n ∈ U n , the entries of L can only be 0 or 1. We classify the members of U n into four classes according to L as follow.
DRAFT These can be verified from (35) and (36) . Fors n+1 ∈ s(Ψ 1,n , [1, n]) with subvectors n ∈ s(Ψ 1,n−1 , [1, n − 1]) and two additional entriess 0,n ,s 1,n , we write it as (s n ,s 0,n ,s 1,n ). For
where u A ∈ A, u B ∈ B, a, b, c uC , d uD ≥ 0, and s 1,n = s 1,n−1 + e 1 , s 0,n = s 0,n−1 + e 1 + e 2 , it can be checked that
where 0 ≤ c ′ uC ≤ min{c uC , e 2 } and c
Then by taking s −1 on both sides of (69), h n+1 is a conic combination of polymatroids in U n+1 .
By exhausting all h n ∈ Ψ 1,n−1 and possible e 1 , e 2 , we can write an arbitrary h n+1 ∈ Ψ 1,n as a conic combination of the polymatroids in U n+1 , which implies that there exit no other extreme rays of Ψ 1,n .
Then Theorem 8 is proved. Together with Proposition 6, we obtain Corollary 2:
Then Theorem 7 follows from Corollary 2 and Theorem 4.
, where
It can be checked that h ∈ Γ 4 and h ∈ S 2,2 , so h ∈ Ψ 2,2 . On the other hand, h violates the Zhang-Yeung inequality [7] which implies that h / ∈ Γ * 4 , and so h / ∈ Ψ * 2,2 . It follows that
Remark The free expansion of h is the Vámos matroid, a well-known non-representable matroid,.
Theorem 9:
For any p = [n 1 , n 2 ] ∈ P * 2,n such that n 1 , n 2 ≥ 2,
Ψ n1,n2 .
Proof: Consider h n1,n2 ∈ H 0 n , where
It can be checked that h n1,n2 ∈ Γ n and h ∈ S n1,n2 , so h ∈ Ψ n1,n2 . We claim that h n1,n2 / ∈ Γ * n . Assume otherwise. Let
Since h ′ is the restriction of h n1,n2 on N 1 ∪ N 2 , h ′ is almost entropic. On the other hand, it is seen that h ′ is not almost entropic because it violates the Zhang-Yeung inequality (cf. (72)). This leads to a contradiction. . Therefore h n1,n2 / ∈ Γ * n and so h n1,n2 / ∈ Ψ * n1,n2 . Hence, Ψ * n1,n2
C. Multi-partition-symmetrical entropy functions
In this subsection, we consider the cases p ∈ P n with more than two partitions.
Theorem 10: For n ≥ 4, t ≥ 3 and any p ∈ P t,n , Ψ * p Ψ p .
DRAFT any subgroup Σ of Σ n , the corresponding group action and its fixed set S Σ , and then study whether Ψ * Σ = Ψ Σ , where Ψ * Σ = Γ * n ∩ S Σ and Ψ Σ = Γ n ∩ S Σ .
APPENDIX: PROOF OF LEMMA 4
For p ∈ P n , the set E p of all p-orbits of facets of Γ n is a partition of E n , the set of all facets of Γ n . Therefore, there exists a partial order on {E p : p ∈ P n } as we discussed in Subsection II-C.
Proof: To prove this lemma, it suffices to prove that two p-equivalent facets are
is the summation of the entries of λ I,p as we discussed in Proposition 11.
For notational convenience, let p 0 be a virtual partiton such that {N } ≤ p 0 and E n be the only p 0 -orbit. Hence all facets of Γ n are p 0 -equivalent. For p, p ′ ∈ P n ∪ {p 0 } such that p ≤ p ′ , by Lemma 10, each E ∈ E p ′ can be partitioned into some p-orbits. For a particular E ∈ E p ′ , let E E,p be the family of all such p-orbits. Note that E E,p is a subset of E p and the union of all members of E E,p is E.
Definition 13 (Isolation):
We also say E has an isolation i in E F ,p .
Lemma 11:
If each E ∈ E F ,p has an isolation in E F ,p , for any non p-equivalent
Proof: By the definition, if E has an isolation in E F ,p , for all E ∈ E and all
Then the lemma follows.
It can be checked that for the uniform matroid U n,n , whose rank function is U n,n (A) = |A|, A ⊂ N , s(U n,n , p) satisfies,
Hence, for any E ∈ E p ([(1), (0)]), the uniform matroid U n,n / ∈ E ∩ S [n] , but for any E ∈ E p (λ) with λ ∈ N p and
Similarly, for a particular k = 0, · · · , n − 2, uniform matroid U k+1,n with rank function U k+1,n (A) = min{k + 1, |A|}, A ⊂ N , s(U k+1,n , p) satisfies,
Example 2 discussed the case when p is the one-partition. The following lemma studies the case when p is a two-partition which is covered by the one-partition p ′ = N .
Lemma 12: Let p ′ = N and p = {N 1 , N 2 } ∈ P 2,n . For a particular λ ′ ∈ N p ′ and each λ ∈ N p such that
The proof of Lemma 12 is given after Lemmas 13.
The following discussion facilitates the proof of Lemma 12. For p ′ = N and p = {N 1 , N 2 } ∈ P 2,n , for
Note that because each E p (λ) belongs to a unique E E p ′ (λ ′ ),p , we do not need to specify which E E p ′ (λ ′ ),p the p-orbit
Therefore,
Region J p ([(0, 1), (0, 0)]) can be obtained from (73) by symmetry.
Therefore, by the definition of an isolation and (10) and (11), for fixed (k 1 , k 2 ), we have
Similarly, for fixed (k 1 , k 2 ), we have
can be obtained from (75) by symmetry.
Thus, to prove Lemma 12 is indeed to prove that J p (λ) for all λ ∈ N p are nonempty. Before we prove Lemma 12, we first present a technical lemma.
Then i ∈ S p with s(i, p) satisfying
The proof of Lemma 13 will be deferred to the end of this appendix. With this lemma, we are now ready to prove Lemma 12.
Proof of Lemma 12 We first consider
Then i is a matroid on N with U n1,n1 as its submatroid on N 1 and elements in N 2 as loops. As the entries of
Then i is a matroid on N with U k1+1,n1 as its submatroid on N 1 and elements in N 2 as loops. As the entries of
Similarly, we can prove
Finally, by Lemma 13, for any (
Lemma 12 can be generalized from the two-partition case to the multi-partition case, which will be stated in the next lemma whose proof will also be deferred to the end of this appendix.
Lemma 14:
Let p, p ′ ∈ P n and p ′ covers p. For any
Proof of Lemma 4
We prove the lemma by induction on the lattice P n . First, we show that this lemma is true for p = {N }. From Example 2, we see that for any λ ∈ N n , E n (λ) has an isolation U k,n in E n . Then the lemma follows immediately from Lemma 11.
Then it is sufficient to prove that if the lemma is true for p ′ ∈ P t−1,n , it is also true for any p ∈ P t,n covered by p ′ . Now assume that the lemma is true for a fixed p ′ ∈ P t−1,n , and consider any p ∈ P t,n covered by p ′ .
Let E 1 , E 2 be two facets of Γ n which are not p-equivalent. If E 1 , E 2 are not p ′ -equivalent, by the induction
Then it remains to prove the case that E 1 and E 2 are p ′ -equivalent but not p-equivalent. To this end, in light of Lemma 11, it suffices to prove that, for any
. This is what we have proved in Lemma 14. Then this lemma follows.
Proof of Lemma 13
To prove that i ∈ S p with s(i, q) satisfying (76) is in
, we need to check that first i ∈ Γ n , i.e., s(i, q) satisfies
(cf. (9)- (11)) and second it satisfies (74), i.e.,
Note that the above are obtained by replacing k m by l m − 1, m = 1, 2 in (74).
Now we do the checking. According to (76), let
be the four blocks of a partition of N p .
For an inequality in (79)- (83), if the indices of all the terms are in a particular block, say A, we say that the inequality is in A; otherwise, if the indices are in more than one block, say A and B, we say the inequality is between A and B. If the condition that guarantees the existence of the inequalities does not hold, then the inequality does not need to be considered for the chosen set of parameter.
We will check that (79)-(83) hold, which proves that i ∈ Γ n . During the process, by noting which inequality hold with equality and which hold strictly, we can verify the equalities or inequalities in (84)-(87) along the way.
The details are given below, where the checking of (79)-(83) are organized according to the indices involved in the inequalities. Table II Inequalities in A and B, and Inequalities in A and C for the corresponding ranges of (i, j), respectively.
The result of the check are listed in Table II . Then we can prove that i ∈ J p ([(1, 1), (k 1 , k 2 )]). The details are given below.
Inequalities in A:
• (81) holds with equality since the first case in (76) gives
which is linear in i for a fixed j. When i = l 1 − 2, j = l 2 , it proves (86) holds for such i, j.
• (82): it holds with equality since s i,j above is linear in j for a fixed i. When i = l 1 and j = l 2 − 2, it proves that (87) holds for such i and j.
• (83) holds strictly since
When i = l 1 − 1, j = l 2 − 1, it proves that (84) holds.
• If l 1 = n 1 and l 2 = n 2 , (79) is in A and it holds with equality since s n1,n2 = s n1−1,n2 = n 1 n 2 .
• If l 1 = n 1 and l 2 = n 2 , (80) is in A and it holds with equality since s n1,n2 = s n1−1,n2 = n 1 n 2 .
Inequalities in B:
The second case in (76) can be written in two subcases (0 ≤ i ≤ l 1 − 1 and i = l 1 ) as
• (81) with i ≤ l 1 − 3 holds with equality since (89) is linear in i for a fixed j. When i ≤ l 1 − 3 and
, it proves (86) holds for such i, j.
• (81) with i = l 1 − 2 holds strictly since by (89) and (90)
• (82) holds with equality since (89) is linear in j for a fixed i and (90) is linear in j. When i ≤ l 1 − 3 and i + j = l 1 + l 2 − 2, it proves (87) holds for such i, j.
• (83) with i ≤ l 1 − 2 holds with equality since by (89)
When i ≤ l 1 − 3 and i + j = l 1 + l 2 − 2, it proves (85) holds for such i, j.
• (83) with i = l 1 − 1 holds strictly since by (89) and (90)
• If l 1 = n 1 , (79) is in this block and it holds with equality since by (89) and (90), s n1,n2 = s n1−1,n2 = n 1 n 2 .
• If l 1 = n 1 and l 2 ≤ n 2 − 2, (80) is in this block and it holds with equality since by (90), s n1,n2 = s n1,n2−1 = n 1 n 2 .
Inequalities in C:
DRAFT These inequalities are symmetrical to those inequalities in B. The details are ommited here.
Inequalities in D:
• (81), (82) and (83) hold by the same reason as they in A.
• If l 1 ≤ n 1 − 2 and l 2 ≤ n 2 − 1 (79) is in this block and it holds by the same reason in A.
• If l 1 ≤ n 1 − 1 and l 2 ≤ n 2 − 2, (80) is in this block and it holds by the same reason in A.
Inequalities between A and B:
• (82) with i ≤ l 1 − 1, j = l 2 − 1 holds since by (88) and (89),
Furthermore, when i = l 1 − 1 and j = l 2 − 1, it holds with equality which proves (87) for such i and j.
• (82) with i = l 1 , j = l 2 − 1 holds with equality since by (88) and (90),
• (82) with i ≤ l 1 − 1, j = l 2 holds with equality since by in (88) and (89),
When i = l 1 − 2 and j = l 2 , it proves (87) for such i and j.
• (82) with i = l 1 , j = l 2 holds with equality since by in (88) and (90),
• (83) with i ≤ l 1 − 2, j = l 2 holds with equality since by (88) and (89), When i = l 1 − 1 and i + j = l 1 + l 2 − 2, it proves (85) holds for such i and j.
• (83) with i = l 1 − 1, j = l 2 holds strictly since by (88) and (90),
• If l 1 = n 1 and l 2 = n 2 − 1, (80) is in this case and it holds with equality since by (88) and (90), s n1,n2 = s n1,n2−1 = n 1 , n 2 .
Inequalities between A and C:
These inequalities are symmetrical to those inequalities between A and B. The details are ommited here.
Inequalities between B and D:
• (81) with i = l 1 − 1 holds with equality since by (88), (89) and (90),
• (81) with i = l 1 holds with equality since by (88) and (90),
• (83) with i = l 1 holds strictly since by (88) and (90),
• If l 1 = n 1 − 1, (79) belongs to this case and it holds since by (88) and (90), s n1,n2 = s sn 1 −1,n 2 = n 1 n 2 .
Inequalities between C and D:
These inequalities are symmetrical to those inequalities between B and D. The details are ommited here.
Inequalities between A, B, C and D:
• (83) with i = l 1 and j = l 2 holds strictly since by (76),
Proof of Lemma 14
Without loss of generality, we assume p, p ′ ∈ P * n and the first block p ′ is the union of the first two blocks of p and the other blocks of p ′ are the other corresponding blocks of p, i.e., N
With this assumption, we have n
For the convenience of our discussion, we partition N p ′ into the following five disjoint subsets, Consider q = {N 1 , N 2 } and q ′ = {N ′ 1 } in P n ′
1
. By Lemma 12, for every particularλ ′ ∈ N q ′ and eachλ ∈ N q such that E q (λ) ∈ E E [q ′ ] (λ ′ ),q , E q (λ) has an isolation in E E q ′ (λ ′ ),q . For E(I, K) ∈ E p ′ (λ ′ ) with λ ′ ∈ N 1 , since I ⊂ N It can be checked that s = s(i, p) satisfies that s k1+1,k2,··· ,kt + s k1,k2,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt > s k1,k2,··· ,kt + s k1+1,k2,··· ,k l ,k l+1 +1,k k+2 ,··· ,kt , s i+1,j,k3,··· ,kt + s i,j,k3,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt = s i,j,k3,··· ,kt + s i+1,j,k3,··· ,k l+1 +1,··· ,kt , i + j = k 1 + k 2 , (i, j) = (k 1 , k 2 ), s i,j+1,k3,··· ,kt + s i,j,k3,··· ,k l ,k l+1 +1,··· ,k l+2 ,kt = s i,j,k3,··· ,kt + s i,j+1,k3,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt , i + j = k 1 + k 2 , which implies that i is an isolation of E p (λ) with λ = [1 t (1, l + 1), (k 1 , · · · , k t )] in E E p ′ (λ ′ ),p .
For this case, we have E E p ′ (λ ′ ),p = {E p ([1 t (l + 1), 0 t ])}, containing only one element. Therefore, all E ∈ E p ′ (λ ′ )
are p-equivalent. Then, any i ∈ Ψ p such that i / ∈ E ∩ S p for all E ∈ E p (λ) is by definition an isolation of E p (λ)
in E E p ′ (λ ′ ),p .
For this case, we have It can be checked that s = s(i, p) satisfies 2s k1,k2,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt > s k1,k2,··· ,kt + s k1,k2,··· ,k l ,k l+1 +2,k l+2 ,··· ,kt , 2s i,j,k3,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt = s i,j,k3,··· ,kt + s i,j,k3,··· ,k l ,k l+1 +2,k l+2 ,··· ,kt , i + j = k 1 + k 2 , (i, j) = (k 1 , k 2 ), which implies that i is an isolation of It can be checked that s = s(i, p) satisfies s k1,k2,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt + s k1,k2,··· ,k l 2 ,k l 2 +1 +1,k k 2 +2 ··· ,kt > s k1,k2,··· ,kt + s k1,k2,··· ,k l 1 ,k l 1 +1 +1,k l 1 +2 ,··· ,k l 2 ,k l 2 +1 +1,k l 2 +2 ,··· ,kt , s i,j,k3,··· ,k l ,k l+1 +1,k l+2 ,··· ,kt + s i,j,k3,··· ,k l 2 ,k l 2 +1 +1,k k 2 +2 ··· ,kt = s i,j,k3,··· ,kt + s i,j,k3,··· ,k l 1 ,k l 1 +1 +1,k l 1 +2 ,··· ,k l 2 ,k l 2 +1 +1,k l 2 +2 ,··· ,kt , i + j = k 1 + k 2 , (i, j) = (k 1 , k 2 ), which implies that E p (λ) in E E p ′ (λ ′ ),p . Now, we have proved that For any E p ′ (λ ′ ) ∈ E p ′ with λ ′ ∈ N p ′ , for each λ ∈ N p , E p (λ) ∈ E E p ′ (λ ′ ),p has an isolation in E E p ′ (λ ′ ),p . Therefore, this lemma is true.
