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1. Introduction
The famous Bernstein operators are defined by[1]
Bn(f ;x) =
n∑
k=0
f(
k
n
)pn,k(x),
where f(x) ∈ C[0, 1], pn,k(x) = (nk)xk(1− x)n−k, k = 1, 2....n.
The Bernstein-Be´zier polynomials for any α > 0, and a function f defined on [0, 1] as follows[2]:
Bn,α(f, x) =
n∑
k=0
f(
k
n
)
[
Jαn,k(x)− Jαn,k+1(x)
]
, (1)
where Jn,k(x) =
∑n
i=k pn,i(x), k = 0, 1, ....n, Jn,k(x) is the Be´zier basis function of degree n, and
1 > Jn,0(x) > Jn,1(x) > · · · > Jn,n(x) = xn.
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In Computer Aided Geometric Design, Be´zier basis functions are very useful and their analytical
properties have been studied by many authors[2−8]. In 2013, Ren introduced Bernstein operators
as follows[8]: for f(x) ∈ C[0, 1], β ∈ [0, 1],
En,β(f ;x) = f(0)pn,0(x) +
n−1∑
k=1
pn,k(x)F
(β)
n,k (f) + f(1)pn,n(x),
where
F
(β)
n,k (f) =
1
B(nk, n(n− k))
∫ 1
0
tnk−1(1− t)n(n−k)−1f(βt+ (1− β)k
n
)dt,
B(·, ·) is the Beta function.
In 2017, Ren[9] studied generalized Bernstein operators Eαn,β(f ;x), and obtained the direct theo-
rem for these operators. In order to investigate the inverse theorem, using pn−1,k(x), we redefine
the generalized Bernstein-Be´zier operators as follows: For β ∈ [0, 1], α ≥ 1,
L
(α)
n,β(f ;x) = f(0)Q
(α)
n,0(x) +
n−1∑
k=1
Q
(α)
n,k(x)F
(β)
n−1,k(f) + f(1)Q
(α)
n,n(x),
where Q
(α)
n,k(x) = J
α
n,k(x)− Jαn,k+1(x), Jn,k(x) and F (β)n−1,k(f) are defined as above.
The operators L
(α)
n,β(f ;x) are bounded and positive on C[0, 1]. When α = 1, L
(α)
n,β(f ;x) become the
operators Ln,β(f ;x). When β = 0, L
(α)
n,β(f ;x) become the Bernstein-Be´zier operators Bn,α(f, x)
(see (1)) .
Remark 1 Throughout this paper, M is a positive constant independent of n and x, the value
of M may be different in different places.
Remark 2 In this paper, for f ∈ C[0, 1]:={f : f is continous on [0, 1]} , the norm of f(x) is
defined as ‖f‖ = max{|f(x)| : x ∈ [0, 1]}.
Remark 3[1] For Bn(t
j;x), j = 0, 1, 2, one has
(1) Bn(1;x) = 1;
(2) Bn(t;x) = x;
(3) Bn(t
2;x) = x2 +
x(1− x)
n
.
2. Estimates of moments
In this section, using similar calculation method in reference [2, 7, 9], we can obtain the estimate
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of moment, here we omit the calculation details.
Lemma 1[9 Lemma2] For F
(β)
n−1,k(t
i), i = 0, 1, 2, we have
(1) F
(β)
n−1,k(1) = 1;
(2) F
(β)
n−1,k(t) =
k
n− 1;
(3) F
(β)
n−1,k(t
2) =
β2
(n− 1)2 + 1 ·
k
n− 1 +
(
1− β
2
(n− 1)2 + 1
)
· k
2
(n− 1)2 .
Lemma 2 For Ln,β(t
i;x), i = 0, 1, 2, we have
(1) Ln,β(1;x) = 1;
(2) Ln,β(t;x) = x+
1
n− 1(x− x
n);
(3) Ln,β(t
2;x) =
n2
(n− 1)2 · x
2 + [
n
(n− 1)2 +
β2
(n− 1)2 + 1 ·
n
n− 1] · ϕ
2(x)
− β
2
(n− 1)2 + 1 ·
n
(n − 1)2 · x+ [
β2
(n − 1)2 + 1 ·
n
(n− 1)2 −
2n− 1
(n− 1)2 ] · x
n.
Lemma 3 Let α ≥ 1, we have
(1)
1
n− 1
n−1∑
k=1
Jn,k(x) =
n
n− 1x−
1
n− 1x
n;
(2)
1
(n− 1)2
n−1∑
k=1
kJn,k(x) =
n
2(n− 1)x
2.
Lemma 4[2, 9 Lemma1] Let α ≥ 1, we have
(1) lim
n→∞
1
n− 1
n−1∑
k=1
Jαn,k(x) = x uniformly on [0, 1];
(2) lim
n→∞
1
(n− 1)2
n−1∑
k=1
kJαn,k(x) =
x2
2
uniformly on [0, 1].
Lemma 5[7, 9 Lemma3] For x ∈ [0, 1], α ≥ 1, k = 0, 1, ...n − 1, we have
0 ≤ Q(α)n,k(x) ≤ αPn,k(x).
Lemma 6 Let α ≥ 1, we have
(1) L
(α)
n,β(1;x) = 1;
(2) lim
n→∞L
(α)
n,β(t;x) = x uniformly on [0, 1];
(3) lim
n→∞L
(α)
n,β(t
2;x) = x2 uniformly on [0, 1];
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Lemma 7 For α ≥ 1, β ∈ [0, 1], ϕ2(x) = x(1− x), we have
(1) L
(α)
n,β((t− x)2;x) ≤
α
4
(14 + β2) · 1
n− 1 , for x ∈ [0, 1];
(2) L
(α)
n,β((t− x)2;x) ≤
3ϕ2(x)
n− 1 , for x ∈ En =
[
1
n
, 1− 1
n
]
.
Lemma 8 Let f(x) ∈ C[0, 1], ϕ(x) = √x(1− x), 0 ≤ λ ≤ 1, we have
|ϕλ(x) · (L(α)n,β(f ;x))′| ≤ 15αϕλ−1(x)
√
n‖f‖.
Lemma 9 Let f ∈Wλ, ϕ(x) =
√
x(1− x), we have
|ϕλ(x) · (L(α)n,β(f ;x))′| ≤ 104α‖ϕλf ′‖.
3. Direct Theorem
For f(x) ∈ C[0, 1], ϕ(x) =√x(1− x), λ ∈ [0, 1], x ∈ [0, 1], let
ωϕλ(f ; t) = sup
0<h≤t
sup
x±hϕλ(x)
2
∈[0,1]
∣∣∣∣∣f(x+ hϕ
λ(x)
2
)− f(x− hϕ
λ(x)
2
)
∣∣∣∣∣ ,
be the Ditzian-Totik modulus, and let
Kϕλ(f ; t) = inf
g∈Wλ
{||f − g|| + t||ϕλg′ ||},
be the corresponding K-functional, here Wλ = {f |f ∈ A.C.loc.[0, 1], ‖ϕλf ′‖ <∞, ‖f ′‖ <∞}. It
is well know that[1]
Kϕλ(f ; t) ∼ ωϕλ(f ; t).
Theorem 1 (Korovkin Theorem) Let f(x) ∈ C[0, 1], α ≥ 1, then Bernstein-Be´zier operators
L
(α)
n,β(f ;x) converge to f(x) on [0, 1].
Theorem 2 For f(x) ∈ C[0, 1], α ≥ 1, ϕ(x) = √x(1− x) , 0 ≤ β, λ ≤ 1, then we have
|L(α)n,β(f ;x)− f(x)| ≤Mωϕλ(f ;
ϕ1−λ(x)√
n
).
Proof Let g ∈Wλ, then |L(α)n,β(f ;x)− f(x)| ≤ 2‖f − g‖+ |L(α)n,β(g;x) − g(x)|.
Since g(t) =
∫ t
x g
′(u)du+ g(x), L(α)n,β(1;x) = 1, we know
|L(α)n,β(g;x) − g(x)| ≤ ‖ϕλg′‖L(α)n,β
(
|
∫ t
x
ϕ−λ(u)du|;x
)
.
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By the Ho¨lder inequality, one has
∣∣∣∣
∫ t
x
ϕ−λ(u)du
∣∣∣∣ ≤ 4ϕ−λ(x) · |t− x|, (2)
we get |L(α)n,β(g;x) − g(x)| ≤ ‖ϕλg′‖ · ϕ−λ(x) · L(α)n,β(|t− x|;x).
By the definition of L
(α)
n,β(f ;x) and Lemma 7 (2), we have
|L(α)n,β(g;x) − g(x)|En ≤M‖ϕλg′‖ ·
ϕ1−λ(x)√
n
.
Combing Theorem 8.4.8[1], we have
|L(α)n,β(f ;x)− f(x)| ≤M
(
‖f − g‖+ ‖ϕλg′‖ · ϕ
1−λ(x)√
n
)
.
Taking infimum on the right hand side over all g ∈Wλ, we get the desired result.
Theorem 3 For f(x) ∈ C1[0, 1]:={f : f ′(x) is continous on [0, 1]} , and α ≥ 1, then
|L(α)n,β(f ;x)− f(x)| ≤
√
(14 + β2)α
4n
·

‖f ′‖+ ω(f ′; 1√n) · (1 +
√
(14 + β2)α
4
)

 .
Proof For any t, x ∈ [0, 1], δ > 0, by the Taylor’s expansion, we get
|f(t)− f(x)− f ′(x)(t− x)| ≤
∣∣∣∣
∫ t
x
|f ′(u)− f ′(x)|du
∣∣∣∣ ≤ ω(f ′; δ)(|t − x|+ δ−1(t− x)2),
hence, by the Cauchy-Schwarz inequality, we have
|L(α)n,β(f(t)− f(x)− f ′(x)(t− x);x)|
≤ ω(f ′; δ)(L(α)n,β(|t− x|;x) + δ−1L(α)n,β((t− x)2);x)
≤ ω(f ′; δ) ·
[√
L
(α)
n,β(1;x) + δ
−1
√
L
(α)
n,β((t− x)2;x)
]
·
√
L
(α)
n,β((t− x)2;x).
Thus,
|L(α)n,β(f ;x)− f(x)|
≤ ‖f ′‖ · L(α)n,β(|t− x|;x) + ω(f ′; δ) ·
[
1 + δ−1
√
L
(α)
n,β((t− x)2;x)
]
·
√
L
(α)
n,β((t− x)2;x).
Taking δ = 1√
n
, by Lemma 7 (1), we can obtain Theorem 3.
4. Equivalent Theorem
Theorem 4 Let f(x) ∈ C[0, 1], ϕ(x) = √x(1− x), 0 ≤ β, γ, λ ≤ 1, α ≥ 1, if
|L(α)n,β(f ;x)− f(x)| = O(n−
γ
2 ),
5
one has ωϕλ(f ; t) = O(t
γ).
Proof By the definition of the K-functional,
Kϕλ(f ; t) ≤ ‖f − L(α)n,β(f ;x)‖+ t‖ϕλ(x)(L(α)n,β(f ;x))′‖
≤ Mn− γ2 + t(‖ϕλ(x)(L(α)n,β((f − g);x))′‖+ ‖ϕλ(x)(L(α)n,β(g;x))′‖
≤ Mn− γ2 + t√n(‖f − g‖+ 1√
n
‖ϕλg′‖)
≤ M(n− γ2 + t√n ·Kϕλ(f ;n−
1
2 )).
Applying the Berens-Lorentz Lemma, and the relation ωϕλ(f ; t) ∼ Kϕλ(f ; t), we obtain the
desired Theorem 4.
From Theorem 2 and Theorem 4, we can obtain the equivalent theorem.
Theorem 5 Let f(x) ∈ C[0, 1], ϕ(x) = √x(1− x), 0 ≤ β, γ, λ ≤ 1, α ≥ 1, we have
|L(α)n,β(f ;x)− f(x)| = O(n−
γ
2 )⇔ ωϕλ(f ; t) = O(tγ).
5. Proof of Lemma 8 and Lemma 9
Proof of Lemma 8: We write
(
L
(α)
n,β(f ;x)
)′
= f(0)(Q
(α)
n,0(x))
′ +
(
n−1∑
k=1
Q
(α)
n,k(x)F
(β)
n−1,k(f)
)′
+ f(1)(Q(α)n,n(x))
′ = I1 + I2 + I3, (3)
and will estimate I1 , I2 and I3, respectively.
Firstly, noting that J ′n,0(x) = 0, we have
|I1| = |αf(0)Jα−1n,0 (x) · J ′n,0(x)− αf(0)Jα−1n,1 (x) · J ′n,1(x)|
= |nαf(0) · [1− (1− x)n]α−1 · (1− x)n−1|
≤ nα‖f‖ = α√n‖f‖ · √n.
For x ∈ [0, 1
n
), one has
ϕλ(x) · |I1| ≤ αϕλ−1
√
n‖f‖ · √n ·
√
x(1− x) ≤ αϕλ−1√n‖f‖ · √n · √x ≤ αϕλ−1(x)√n‖f‖. (4)
For x ∈ (1− 1
n
, 1], one has
ϕλ(x)·|I1| ≤ αϕλ−1
√
n‖f‖·√n·
√
x(1− x) ≤ αϕλ−1√n‖f‖·√n·√1− x ≤ αϕλ−1(x)√n‖f‖. (5)
For x ∈ En = [ 1n , 1− 1n ], one has
|I1| = |−αf(0)Jα−1n,1 (x)J ′n,1(x)| ≤ |−αf(0)J ′n,1(x)| ≤ |−αf(0) · [1−pn,0(x)]′| = |αf(0) ·p′n,0(x)|.
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Combining that
p′n,k(x) =
n
ϕ2(x)
(
k
n
− x
)
· pn,k(x), Bn((t− x)2;x) = ϕ
2(x)
n
,
we get
ϕλ(x) · |I1| ≤ α‖f‖ · |p′n,0(x)| · ϕλ−1(x)
≤ α‖f‖ ·
n∑
k=0
∣∣∣p′n,k(x)∣∣∣ · ϕλ−1(x)
≤ α‖f‖ · n
ϕ2(x)
n∑
k=0
∣∣∣∣kn − x
∣∣∣∣ pn,k(x) · ϕλ−1(x)
≤ α‖f‖ · n
ϕ2(x)
·
√√√√ n∑
k=0
(
k
n
− x
)2
pn,k(x) ·
(
n∑
k=0
pn,k(x)
) 1
2
· ϕλ−1(x)
≤ αϕλ−1(x)√n‖f‖. (6)
From (4)-(6), one has ϕλ(x) · |I1| ≤ αϕλ−1(x)
√
n‖f‖.
Secondly, noting that J ′n,n+1(x) = 0, we have
|I3| = |αf(1)Jα−1n,n (x) · J ′n,n(x)− αf(1)Jα−1n,n+1(x) · J ′n,n+1(x)|
= |nαf(1) · (xn)α−1 · xn−1|
≤ nα‖f‖ = α√n‖f‖ · √n.
For x ∈ [0, 1
n
)
⋃
(1− 1
n
, 1], by the similar method used in (4) and (5), we can get
ϕλ(x) · |I3| ≤ αϕλ−1(x)
√
n‖f‖. (7)
For x ∈ En = [ 1n , 1 − 1n ], combining |p′n,n(x)| ≤
∑n
k=0 |p′n,k(x)|, by the similar method used in
(6), we can obtain (7).
Finally, considering I2, recalling that |F (β)n−1,k(f)| ≤ ‖f‖, we write
I2 = α
n−1∑
k=1
F
(β)
n−1,k(f)J
α−1
n,k (x) · J ′n,k(x)− α
n−1∑
k=1
F
(β)
n−1,k(f)J
α−1
n,k+1(x) · J ′n,k+1(x)
= α
n−1∑
k=1
F
(β)
n−1,k(f)J
α−1
n,k (x) · J ′n,k+1(x) + α
n−1∑
k=1
F
(β)
n−1,k(f)J
α−1
n,k (x) · p′n,k(x)
−α
n−1∑
k=1
F
(β)
n−1,k(f)J
α−1
n,k+1(x) · J ′n,k+1(x)
= α
n−1∑
k=1
F
(β)
n−1,k(f)
{
[Jα−1n,k (x)− Jα−1n,k+1(x)]J ′n,k+1(x) + Jα−1n,k (x) · p′n,k(x)
}
,
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so
|I2| ≤ α‖f‖
(
n−1∑
k=1
[Jα−1n,k (x)− Jα−1n,k+1(x)]J ′n,k+1(x) +
n−1∑
k=1
Jα−1n,k (x) · |p′n,k(x)|
)
= α‖f‖(Q1 +Q2).
Noting that J ′n,1(x) > 0, J
′
n,0(x) = 0, Jn,n+1(x) = 0, one can get
Q1 =
n−1∑
k=1
Jα−1n,k (x)J
′
n,k+1(x)−
n−1∑
k=1
Jα−1n,k+1(x)J
′
n,k+1(x)
=
n−1∑
k=1
Jα−1n,k (x)J
′
n,k(x)−
n−1∑
k=1
Jα−1n,k (x)p
′
n,k(x)−
n−1∑
k=1
Jα−1n,k+1(x)J
′
n,k+1(x)
= −
n−1∑
k=1
Jα−1n,k (x) · p′n,k(x)− Jα−1n,n (x)p′n,n(x) + Jα−1n,1 (x)J ′n,1(x),
≤
n−1∑
k=1
Jα−1n,k (x) · |p′n,k(x)|+ Jα−1n,n (x)|p′n,n(x)|+ Jα−1n,1 (x)J ′n,1(x)
≤ Q2 + p′n,n(x) + [1− pn,0(x)]′
≤ Q2 + p′n,n(x) + |p′n,0(x)|.
Since
α‖f‖ · p′n,n(x) = α‖f‖ · n · xn−1 ≤ α‖f‖
√
n · √n,
α‖f‖ · |p′n,0(x)| = α‖f‖ · n · (1− x)n−1 ≤ α‖f‖
√
n · √n,
simimar to the estimate of I1, we can obtain
ϕλ(x) · α‖f‖ · p′n,n(x) ≤ αϕλ−1(x)
√
n‖f‖,
ϕλ(x) · α‖f‖ · |p′n,0(x)| ≤ αϕλ−1(x)
√
n‖f‖.
Next, we think about Q2.
In the case of x = 0, one has
p′n,k(0) =


n, for k = 1;
0, for 2 ≤ k ≤ n− 1.
In the case of x = 1, one has
p′n,k(1) =


0, for 1 ≤ k ≤ n− 2;
−n, for k = n− 1.
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In the case of 0 < x < 1, one has
p′n,k(x) =
n
ϕ2(x)
(
k
n
− x
)
· pn,k(x).
So
ϕλ(x)Q2 = ϕ
λ(x)
[
Jα−1n,1 (x)|p′n,1(x)|+
n−2∑
k=2
Jα−1n,k (x) · |p′n,k(x)|+ Jα−1n,n−1(x)|p′n,n−1(x)|
]
≤ ϕλ(x)|p′n,1(x)|+ ϕλ(x)
n−2∑
k=2
Jα−1n,k (x) · |p′n,k(x)|+ ϕλ(x)|p′n,n−1(x)|
≤ ϕλ(x)
∣∣∣∣∣n+
√
n
ϕ(x)
+ 0
∣∣∣∣∣+
n−2∑
k=2
Jα−1n,k (x)|p′n,k(x)|ϕλ(x) + ϕλ(x)
∣∣∣∣∣0− n+
√
n
ϕ(x)
∣∣∣∣∣
= ϕλ(x)n+ ϕλ−1(x)
√
n+ ϕλ(x)n+ ϕλ−1(x)
√
n+
n−2∑
k=2
Jα−1n,k (x)|p′n,k(x)|ϕλ(x)
≤ 4ϕλ−1(x)√n+ n
ϕ(x)
n−2∑
k=2
∣∣∣∣kn − x
∣∣∣∣ · pn,k(x) · ϕλ(x)
≤ 4ϕλ−1(x)√n+ n
ϕ(x)
ϕλ(x) ·
(
Bn((t− x)2;x)
) 1
2 · (pn,k(x))
1
2
≤ 5ϕλ−1(x)√n.
Then,
ϕλ(x)Q2 ≤ 5ϕλ−1(x)
√
n, (8)
and ϕλ(x)Q1 ≤ 5ϕλ−1(x)
√
n+ 2
√
n · ϕλ−1(x) ·
√
nx
enx
≤ 7ϕλ−1(x)√n.
So
ϕλ(x)|I2| ≤ α‖f‖ · ϕλ(x) (Q1 +Q2) ≤ 12α
√
n‖f‖ · ϕλ−1(x). (9)
From (3)-(9), the desired result follows immediately.
Proof of Lemma 9: Since f(x)
(
L
(α)
n,β(1;x)
)′
= 0, we get
(
L
(α)
n,β(f ;x)
)′
= f(0)
(
Q
(α)
n,0(x)
)′
+
n−1∑
k=1
F
(β)
n−1,k(f)
[
Jαn,k(x)− Jαn,k+1(x)
]′
+ f(1)
(
Q(α)n,n(x)
)′
−f(x)
{(
Q
(α)
n,0(x)
)′
+
n−1∑
k=1
F
(β)
n−1,k(1)
[
Jαn,k(x)− Jαn,k+1(x)
]′
+
(
Q(α)n,n(x)
)′}
= [f(0)− f(x)]
(
Q
(α)
n,0(x)
)′
+
n−1∑
k=1
[
F
(β)
n−1,k(f)− f(x)
] [
Jαn,k(x)− Jαn,k+1(x)
]′
+[f(1)− f(x)]
(
Q(α)n,n(x)
)′
,
we write (
L
(α)
n,β(f ;x)
)′
= H1 +H2 +H3, (10)
9
and will estimate H1, H2 and H3 respectively. First, from (2), one can get
ϕλ(x)|H1| = ϕλ(x) ·
∣∣∣∣∣
∫ 0
x
ϕλ(u)f ′(u)
ϕλ(u)
du
∣∣∣∣∣ ·
∣∣∣∣(Jαn,0(x))′ − (Jαn,1(x))′
∣∣∣∣
≤ ϕλ(x) · ‖ϕλf ′‖ ·
∣∣∣∣
∫ 0
x
ϕ−λ(u)du
∣∣∣∣ ·
∣∣∣0− nα(1− x)n−1∣∣∣
≤ 4ϕλ(x) · ‖ϕλf ′‖ · |x|
ϕλ(x)
· nα(1− x)n−1
≤ 4α‖ϕλf ′‖ · nx(1− x)n−1.
For x ∈ [0, 1
n
), one has nx(1− x)n−1 ≤ n · 1
n
· (1− 1
n
)n−1 = (1− 1
n
)n−1 ≤ 1;
For x ∈ [ 1
n
, 1− 1
n
], let r(x) = x(1− x)n−1, we can obtain r′(x) = 0, then x = 1
n
, one has
nx(1− x)n−1 ≤ n · 1
n
· (1− 1
n
)n−1 = (1− 1
n
)n−1 ≤ 1;
For x ∈ (1− 1
n
, 1], one has nx(1− x)n−1 ≤ n · (1− x)n−1 ≤ n · ( 1
n
)n−1 = 1
nn−2
≤ 1.
Hence
ϕλ(x)|H1| ≤ 4α‖ϕλf ′‖. (11)
By the similar method, we can get
ϕλ(x)|H3| ≤ 4α‖ϕλf ′‖. (12)
Next,
H2 =
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
[
f(βt+ (1− β) k
n− 1)− f(x)
]
dt
×
[
Jαn,k(x)− Jαn,k+1(x)
]′
=
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
[∫ βt+(1−β) k
n−1
x
f ′(u)du
]
dt
[
Jαn,k(x)− Jαn,k+1(x)
]′
,
from (2), we have
ϕλ(x) ·
∣∣∣∣∣
∫ βt+(1−β) k
n−1
x
f ′(u)du
∣∣∣∣∣ ≤ ϕλ(x) · ‖ϕλf ′‖ ·
∣∣∣∣∣
∫ βt+(1−β) k
n−1
x
1
ϕλ(u)
du
∣∣∣∣∣
≤ 4‖ϕλf ′‖ ·
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ ,
then,
ϕλ(x)|H2|
≤ 4‖ϕλf ′‖
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt
10
×
∣∣∣∣[Jαn,k(x)− Jαn,k+1(x)]′
∣∣∣∣
= 4α‖ϕλf ′‖
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt
×
∣∣∣Jα−1n,k (x) · [J ′n,k+1(x) + p′n,k(x)]− Jα−1n,k+1(x) · J ′n,k+1(x)
∣∣∣
= 4α‖ϕλf ′‖
{
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt
×
∣∣∣Jα−1n,k (x)− Jα−1n,k+1(x)
∣∣∣ J ′n,k+1(x)
+
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn − 1 − x
∣∣∣∣ dtJα−1n,k (x)|p′n,k(x)|
}
,
write
ϕλ(x)|H2| ≤ 4α‖ϕλf ′‖ · (A+B), (13)
we will estimate A and B on ECn and En respectively.
(I). For x ∈ Ecn = [0, 1n)
⋃
(1− 1
n
, 1]:
B ≤
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn − 1 − x
∣∣∣∣ dt
×n|pn−1,k−1(x)− pn−1,k(x)|
≤
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn − 1 − x
∣∣∣∣ dt · n · pn−1,k−1(x)
+
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn − 1 − x
∣∣∣∣ dt · n · pn−1,k(x),
we write
B ≤ L1 + L2. (14)
Since En−1,β((t− x)2;x) ≤ 2ϕ
2(x)
n−1 , by the Cauchy-Schwarz inequality, we get
L2 = n
(
n−1∑
k=1
F
(β)
n−1,k((t− x)2;x) · pn−1,k(x)
) 1
2
·
(
n−1∑
k=1
pn−1,k(x)
) 1
2
≤ n
(
En−1,β((t− x)2;x)
) 1
2 · 1
≤ 2n ·
√
x(1− x)√
n
.
For x ∈ [0, 1
n
),
L2 ≤ 2n ·
√
x · √1− x√
n
≤ 2n ·
√
x√
n
≤ 2; (15)
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for x ∈ (1− 1
n
, 1],
L2 ≤ 2n ·
√
x · √1− x√
n
≤ 2n ·
√
1− x√
n
≤ 2. (16)
Next, we will estimate L1:
L1 ≤
n−2∑
j=0
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n − 1− (j + 1)])
∣∣∣∣βt+ (1− β) j + 1n− 1 − x
∣∣∣∣ dt · npn−1,j(x)
≤
∫ 1
0 t
(n−1)−1(1− t)(n−1)(n−1−1)−1
B((n− 1), (n − 1)(n − 1− 1))
∣∣∣∣βt+ (1− β) 1n− 1 − x
∣∣∣∣ dt · n · pn−1,0(x)
+
n−2∑
j=1
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n − 1− (j + 1)])
∣∣∣∣βt+ (1− β) jn− 1 − x
∣∣∣∣ dt · npn−1,j(x)
+
n−2∑
j=1
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n − 1− (j + 1)]) ·
1− β
n− 1dt · n · pn−1,j(x)
≤ F (β)n−1,1(t;x) · n · pn−1,0(x) + x · n · pn−1,0(x) + L3 +
n−2∑
j=1
1− β
n− 1dt · n · pn−1,j(x)
≤ 1
n− 1 · n · (1− x)
n−1 + x · n · (1− x)n−1 + L3 + n
n− 1 · (1− β)
n−2∑
j=1
pn−1,j(x)
≤ 4 + n · x(1− x)n−1 + L3,
For x ∈ [0, 1
n
), n · x(1− x)n−1 ≤ n · x ≤ 1; for x ∈ (1− 1
n
, 1], n · x(1− x)n−1 ≤ n · (1− x)n−1 ≤
1
nn−2
≤ 1, using the fact, B(p, q) = p−1
q
B(p− 1, q + 1) (p, q > 0), and for j ≥ 1∫ 1
0
t(n−1)j−1+(n−1)(1− t)(n−1)(n−1−j)−1−(n−1) · |βt+ (1− β) j
n− 1 − x|dt
≤ (n− 1)j + (n− 1)
(n− 1)(n − 1− j)− (n− 1) ·
(n− 1)j + (n− 2)
(n− 1)(n − 1− j)− (n− 2) · · ·
(n− 1)j + 1
(n− 1)(n − 1− j)− 1
×[
∫ 1
0
t(n−1)j−1(1− t)(n−1)(n−1−j)−1 · |βt+ (1− β) j
n − 1 − x|dt
+
n
(n− 1)2 · β ·
∫ 1
0
t(n−1)j−1(1− t)(n−1)(n−1−j)−1dt],
we can obtain
L3 ≤
n−2∑
j=1
∫ 1
0 t
(n−1)j−1(1− t)(n−1)(n−1−j)−1
B((n− 1)j, (n − 1)(n − 1− j))
∣∣∣∣βt+ (1− β) jn− 1 − x
∣∣∣∣ dt · n · pn−1,j(x)
+
n−2∑
j=1
∫ 1
0 t
(n−1)j−1(1− t)(n−1)(n−1−j)−1
B((n− 1)j, (n − 1)(n − 1− j)) dt ·
n
(n − 1)2 · β · pn−1,j(x)
≤ L2 +
n−2∑
j=1
∫ 1
0 t
(n−1)j−1(1− t)(n−1)(n−1−j)−1
B((n− 1)j, (n − 1)(n − 1− j)) dt · β · pn−1,j(x)
≤ L2 + β ·
n−2∑
j=1
pn−1,j(x)
≤ L2 + β ≤ 3,
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so
L1 ≤ L3 + 5 ≤ 8, (17)
from (14)-(17), we know B ≤ 10.
Noting that J ′n,0(x) = 0, and x ∈ ECn , we get
A =
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt · Jα−1n,k (x)J ′n,k(x)
−
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt · Jα−1n,k (x)p′n,k(x)
−
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt · Jα−1n,k+1(x)J ′n,k+1(x)
≤ L4 +B −
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
∣∣∣∣βt+ (1− β) kn− 1 − x
∣∣∣∣ dt
×Jα−1n,k+1(x)J ′n,k+1(x),
let k = j + 1,
L4 =
∫ 1
0 t
(n−1)−1(1− t)(n−1)(n−1−1)−1
B((n− 1), (n − 1)(n − 1− 1))
∣∣∣∣βt+ (1− β) 1n− 1 − x
∣∣∣∣ dtJα−1n,1 (x)J ′n,1(x)
+
n−2∑
j=1
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n− 1− (j + 1)])
∣∣∣∣βt+ (1− β) j + 1n − 1 − x
∣∣∣∣ dt
×Jα−1n,j+1(x)J ′n,j+1(x)
≤ [F (β)n−1,1(t;x) + x]Jα−1n,1 (x)J ′n,1(x)
+
n−2∑
j=1
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n− 1− (j + 1)])
∣∣∣∣βt+ (1− β) jn − 1 − x
∣∣∣∣ dt
×Jα−1n,j+1(x)J ′n,j+1(x)
+
n−2∑
j=1
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n− 1− (j + 1)])
∣∣∣∣1− βn− 1
∣∣∣∣ dt · Jα−1n,j+1(x)J ′n,j+1(x)
≤ n
n− 1 · (1− x)
n−1 + nx · (1− x)n−1 + n− 2
n− 1
+
n−2∑
j=1
∫ 1
0 t
(n−1)(j+1)−1(1− t)(n−1)[n−1−(j+1)]−1
B((n− 1)(j + 1), (n − 1)[n− 1− (j + 1)])
∣∣∣∣βt+ (1− β) jn − 1 − x
∣∣∣∣ dt
×Jα−1n,j+1(x)J ′n,j+1(x)
≤ 4 +
n−2∑
j=1
∫ 1
0 t
(n−1)j−1(1− t)(n−1)(n−1−j)−1
B((n− 1)j, (n − 1)(n − 1− j))
∣∣∣∣βt+ (1− β) jn− 1 − x
∣∣∣∣ dtJα−1n,j+1(x)J ′n,j+1(x),
hence A ≤ 10 +B ≤ 14.
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Combing A and B, we have,
|ϕλ(x)H2| ≤ 96α‖ϕλf ′‖. (18)
From (11), (12) and (18), for x ∈ ECn , we have
|ϕλ(x) · (L(α)n,β(f ;x))′| ≤ 104α‖ϕλf ′‖.
(II). x ∈ En = [ 1n , 1 − 1n ]: Noting p′n,k(x) = nϕ2(x)( kn − x) · pn,k(x), using the Cauchy-Schwarz
inequality,
B ≤
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n− 1− k))
∣∣∣∣βt+ (1− β) kn − 1 − x
∣∣∣∣ dt · |p′n,k(x)|
≤
(
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1
B((n− 1)k, (n − 1)(n − 1− k))
(
βt+ (1− β) k
n− 1 − x
)2
dt · pn,k(x)
) 1
2
×
(
n−1∑
k=1
∫ 1
0 t
(n−1)k−1(1− t)(n−1)(n−1−k)−1dt
B((n− 1)k, (n − 1)(n − 1− k)) · pn,k(x) · (
k
n
− x)2
) 1
2
· n
ϕ2(x)
≤
(
n−1∑
k=1
pn,k(x)F
(β)
n−1,k((t− x)2;x)
) 1
2
·
(
Bn((t− x)2;x)
) 1
2 · n
ϕ2(x)
≤
(
Ln,β((t− x)2;x)
) 1
2 ·
(
Bn((t− x)2;x)
) 1
2 · n
ϕ2(x)
≤ 3 · ϕ(x)√
n− 1 ·
ϕ(x)√
n
· n
ϕ2(x)
≤ 6 (for n ≥ 2),
in the last inequality, we have used Lemma 7(2).
Using the same method as x ∈ ECn , we get A ≤ 4 +B ≤ 10, then
|ϕλ(x)H2| ≤ 64α‖ϕλf ′‖.
Hence, for x ∈ En, we have
|ϕλ(x) · (L(α)n,β(f ;x))′| ≤ |ϕλ(x)H1|+ |ϕλ(x)H2|+ |ϕλ(x)H3| ≤ 72α‖ϕλf ′‖.
Then, we can get the desired result.
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