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Dimensionaler U¨bergang nichtrelativistischer Bosonen
In dieser Arbeit bescha¨ftigen wir uns mit dem dimensionalen U¨bergang des nichtrel-
ativistischen Bosegases mit abstoßender Punktwechselwirkung. Unser Fokus liegt
auf dem U¨bergang von zwei zu drei Dimensionen, da dieser Fall besonders rele-
vant fu¨r Experimente mit ultrakalten Gasen ist. Sowohl in dem zweidimension-
alen als auch in dem dreidimensionalen System gibt es einen Phasenu¨bergang zu
einem Superfluid. Wir berechnen die kritische Temperatur dieses U¨bergangs als Funk-
tion der Ausdehnung der transversalen Dimension, welche durch einen Potentialtopf
mit periodischen Randbedingungen beschra¨nkt ist. Fu¨r diese Berechnungen nutzen
wir Gleichungen der funktionalen Renormierungsgruppe. Weiterhin berechnen wir
den Zusammenhang der zwei- und dreidimensionalen Streula¨nge und ero¨rtern, wie
das zweidimensionale System seine Eigenschaften von dem dreidimensionalen Sys-
tem wa¨hrend des Renormierungsgruppenflusses erbt. Als zentrales Objekt des di-
mensionalen U¨berganges fu¨hren wir die Crossover-Funktion ein. Schließlich betra-
chten wir noch weitere Kompaktifizierungen. Wir berechnen die Crossover-Funktion
fu¨r ein Gas, dessen transversale Dimension durch ein Boxpotential begrenzt ist und
leiten Flussgleichungen her, welche das Verhalten in einer harmonischen Falle approx-
imieren.
Dimensional crossover of nonrelativistic bosons
In this thesis we study the dimensional crossover of a nonrelativistic Bose gas with
pointlike repulsive interactions. Our focus is on the dimensional crossover from two
to three dimensions, which is of particular relevance in ultracold experiments. Both
the two-dimensional and the three-dimensional Bose gas feature a phase transition to
a superfluid state. We investigate how the phase transition temperature changes as a
function of the spatial extent of the transverse dimension, which is confined in a poten-
tial well with periodic boundary conditions. For these calculations we employ Func-
tional Renormalization Group equations. Further, we relate the 3D and 2D s-wave
scattering lengths and show how the lower-dimensional system inherits its properties
from the higher-dimensional system during the renormalization group flow. In these
calculations we introduce the crossover function, which is of central importance in the
dimensional crossover. We also investigate other compactifications. We calculate the
crossover function for a box confinement and introduce approximate flow equations
for a confinement in a harmonic trap.
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CHAPTER 1
Introduction
In this thesis we investigate the properties of a gas of ultracold bosons when one spatial
dimension is confined by a trap. The history of quantum effects in ultracold gases
goes back to the theoretical description of a Bose–Einstein condensate (BEC) in a three-
dimensional gas by Bose and Einstein in 1924 (Einstein (1924, 1925); Bose (1924)). This
purely quantum mechanical effect was then observed in laboratories in 1995, 70 years
after its theoretical description, by Anderson et al. (1995); Bradley et al. (1995); Davis
et al. (1995). In order to achieve this, the atoms had to be cooled down to a few µK or
below.
The first observation of a BEC was followed by an enormous progress in experimen-
tal techniques, see for example Refs. (Pitaevskii and Stringari (2003); Bloch et al. (2008);
Pethick and Smith (2002)). Notably, it has become feasible to change the dimensional-
ities of the system by using strongly anisotropic external potentials (Lewenstein et al.
(2006)). At low temperatures the complicated interaction potential between the atoms
can be replaced by a simple contact potential and the interactions are sufficiently de-
scribed by the s-wave scattering length a. This interaction can be tuned with magnetic
fields with the help of Feshbach resonances and controlled and measured in experi-
ments with high precision.
Due to the recent progress in trapping ultracold quantum gases it was possible to
observe the unusual features of two-dimensional Bose gases. In contrast to a three-
dimensional system there is no phase transition that results in the emergence of a con-
densate, but rather the system develops a superfluid density at low temperatures due to
the Berezinskii–Kosterlitz–Thouless mechanism. The corresponding algebraically cor-
related superfluid has been observed for both bosons (Hadzibabic et al. (2006); Clade´
et al. (2009); Tung et al. (2010); Plisson et al. (2011); Desbuquois et al. (2012); Fletcher
et al. (2015)) and fermion pairs (Ries et al. (2015); Murthy et al. (2015)).
In general, lower-dimensional systems exhibit unusual features due to the pro-
nounced influence of fluctuations. It is fascinating how these complex macroscopic
properties emerge from a quite simple Hamiltonian that describes the underlying mi-
croscopic physics of ultracold quantum gases. The system of cold gases is not only
attractive because of its own properties, moreover they might help to understand com-
9
1. INTRODUCTION
pelling materials like high-temperature superconductors or graphene in the spirit of
cold gases as quantum simulators (Feynman (1982)).
In experiments with ultracold atoms in reduced dimensionality the final laboratory
setup might still have an influence of the three-dimensional system, because the de-
gree of anisotropy of the trap might be insufficient to be a truly two-dimensional gas.
Therefore, the aim of this thesis is to shed light on systems which are in a dimensional
crossover without a well-defined dimensionality.
We employ the Functional Renormalization Group approach, which is based on a
quantum field theoretical description of the Bose gas (Wetterich (1993)). This method
allows us to calculate the properties of a Bose gas in two and three dimensions and
in the dimensional crossover in a unified way. We deduce the physics governing the
many-body system at macroscopic scales from the rather simple microscopic laws by
the successive inclusion of fluctuations. This is done by using an exact flow equation for
the effective average action (Wetterich (1993)), which connects effective theories valid
at different scales.
The three- and two-dimensional Bose gases have been investigated with the func-
tional renormalization group in Refs. (Wetterich (2008); Floerchinger and Wetterich
(2008, 2009b)). We employ this successful ansatz to describe a Bose gas whose trans-
verse spatial dimension is confined via a trapping potential. The results of this thesis
will help to answer the question on how to disentangle the influence of dimensionality
effects from other aspects.
The thesis is organized as follows. In Ch. 2 we introduce the basic properties of ul-
tracold bosonic gases. In particular, we review the ideal Bose gas in three dimensions,
which undergoes a phase transition to a Bose–Einstein condensate. We proceed by ex-
plaining why we can define interactions in these systems by a simple s-wave scattering
length a. Next we demonstrate that the argument for a Bose–Einstein condensate does
not hold in a two-dimensional ideal homogeneous Bose gas. Nonetheless, it under-
goes a phase transition to a superfluid state due to the Berezinskii–Kosterlitz–Thouless
mechanism, which we will briefly describe.
In Ch. 3 we review the Functional Renormalization Group approach. We introduce
important concepts in quantum field theory and define the effective average action,
which is the key object in this approach. We show how to derive the Wetterich equation
and discuss some properties of the approach such as regulator choice, truncations and
error control.
We apply the method of functional renormalization to a Bose gas in Ch. 4. In
particular, we introduce the effective potential, which is the key object to distinguish
between the normal and the superfluid phase. We discuss the microscopic action for
nonrelativistic Bose gases with pointlike interactions and show how this translates to a
good ansatz for the effective average action. Next, we introduce the compactification
length L in Sec. 4.2 and present our results in the following sections. First, we com-
pute the superfluid transition temperature for all confinement lengths in a box with
periodic boundary conditions. Further, when the confinement is very pronounced, we
can effectively describe the system as a two-dimensional one and we elaborate how the
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two-dimensional gas inherits its properties from the three-dimensional one. We pro-
ceed by discussing further properties of the Bose gas in a box with periodic boundary
conditions and compare and benchmark results to T -matrix calculations. In Sec. 4.8.1
we calculate the crossover function for a Bose gas confined in a box potential with in-
finitely high walls and in the last section we introduce an approximate flow equation
for the effective potential to describe a Bose gas in a harmonic trap.
We complete the thesis with a discussion in Ch. 5. The appendix gives a detailed
derivation of flow equations for the isotropic and anisotropic derivative expansion. A
significant part of this work has been published in
• Dimensional crossover of nonrelativistic bosons
with I. Boettcher and C. Wetterich
Physical Review A 93, 063631 (2016)
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CHAPTER 2
Basics of ultracold quantum gases
This chapter serves as a short introduction into the physics of ultracold bosonic quan-
tum gases. There are uncountably many good reviews and lecture notes, which cover
the topics on statistical physics and quantum many-body systems in great detail. If
one wants to learn more on this fascinating topic, see for example Ref. (Tong (2012))
for an introduction to statistical physics, Refs. (Pethick and Smith (2002); Pitaevskii
and Stringari (2003)) for Bose–Einstein condensation, Refs. (Hadzibabic and Dalibard
(2011); Altland and Simons (2010)) for two-dimensional Bose gases and topological
phase transitions, Ref. (Bloch et al. (2008)) for a review on many-body physics with
ultracold gases and Ref. (Boettcher et al. (2012)) for a review on ultracold gases within
the method of functional renormalization group.
Everyday experience tells us that gases are most commonly confined in three-di-
mensional boxes, like rooms, the refrigerator or the atmosphere. Thus, we start with a
basic description of statistical physics in Sec. 2.1 and always keep the intuitive picture
of a three-dimensional gas in mind. Then we present the key physical properties of an
ideal three-dimensional Bose gas in Sec. 2.2 and evaluate in Sec. 2.3 the key concepts
of an interacting Bose gas. In Sec. 2.4 we discuss two-dimensional gases, which is not
only of theoretical importance, but further also crucial in order to comprehend techno-
logically interesting materials like graphene. These inherit their fascinating properties
at least partially due to reduced dimensionality.
2.1 Statistical Physics
If we want to describe a gas of bosons, or any kind of particles for that matter, we
need to employ the tools of statistical physics. This becomes clear by everyday obser-
vations such as the following: After four or five hot summer days in Heidelberg even
the toughest theoretical physicist stops calculating the Schro¨dinger equation for 1023
particles, which is the typical number of particles in a box, and starts to think about
ways to reduce the temperature in the room he is in.
However, it does not make sense to talk about the temperature of one particle, be-
cause temperature is an emergent quantity. This means that it is not included in the
13
2. BASICS OF ULTRACOLD QUANTUM GASES
underlying equations, which govern the microscopic physics, but is only a feature of
a large bundle of particles. In this thesis we also deal with phase transitions, which is
another emergent effect and which means that the whole gas changes its characteristics
abruptly when temperature is reduced.
The physical quantities that we are interested in, like entropy, temperature or pres-
sure, are encoded in the so called partition function. Consider a system with a fixed en-
ergy E. Because of the large number of particles, it is hopeless to solve the Schro¨dinger
equation, but since a realistic system is always to some amount in contact with its sur-
roundings, we can argue, that due to perturbations the system actually keeps on chang-
ing the microstate it is in (that is one particular energy eigenstate to the Schro¨dinger
equation). The fundamental assumption that we make is that for an isolated system
in equilibrium, all microstates that are accessible to the system are equally likely. With
this, we switch to a statistical description of the system, in which each state n comes
with a probability p(n) that the system is in this particular state.
In the system under consideration we find
p(n) =
1
Ω(E)
, (2.1)
where Ω(E) is the number of states with energy E and therefore the number of ac-
cessible states. This probability distribution p(n) is called the microcanonical ensemble.
From this we find all relevant and interesting properties of the system, like the entropy
S
S(E) = kB log Ω(E) (2.2)
with Boltzmann constant kB or the temperature T
1
T
=
∂S
∂E
. (2.3)
In a more realistic scenario, however, we fix the temperature T , and we deduce the
average energy from this. We say that the system is in a heat bath, which keeps the
temperature constant. One can show that the probability distribution in this case is
given by the so called canonical ensemble (for details see Ref. (Tong (2012)))
p(n) =
e−En/kBT∑
m e
−Em/kBT , (2.4)
where we have introduced the inverse temperature
β =
1
kBT
. (2.5)
The sum over all microstates in the denominator is called the partition function Zcan,
and surprisingly it actually contains all the relevant information about the system. For
example, the average energy is found to be
14
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〈E〉 =
∑
n
p(n)En =
∑
n
Ene
−βEn
Zcan
= − ∂
∂β
logZcan
(2.6)
We can make one more generalization by allowing the system to exchange particles
with its surroundings and we fix the average particle number by choosing a certain
chemical potential µ. This leads to the grand canonical partition function
Zgrc =
∑
n
eEn−µNn . (2.7)
The average particle number 〈N〉 is now given by
〈N〉 = 1
β
∂
∂µ
logZgrc. (2.8)
In the following we work in the thermodynamic limit (N,V ) → ∞, such that the
density n = N/V stays fixed. In this limit the fluctuations around the average value
(for example the average energy or particle number) scale with
√
N , so that for gases
with N = 1023 we can safely neglect these fluctuations and just talk about the particle
number N = 〈N〉.
2.2 Ideal 3D Bose gas
In this section we apply the tools of statistical physics to an ideal Bose gas, i.e. to a
system of noninteracting bosons. Of course, in real systems there is always some level
of interaction. However, it is a very simple and instructive example of a system, where
a Bose–Einstein condensation emerges. It was first examined in Ref. (Einstein (1925)).
To understand at which temperatures the quantum nature of the particles comes
into play, we can look at the scales governing the system. We consider a gas of N
bosons, which is trapped in a box with side lengths L and volume V = L3. This sets
the average distance between particles to
l = n−1/3. (2.9)
If we think of the quantum particles as little wavepackets, then we can assign them a
spatial extent of the order of
λT =
√
2pi~2
MkBT
, (2.10)
with ~ being the reduced Planck constant and M the mass of the particles. This is
known as the thermal de Broglie wavelength, which corresponds to the de Broglie
wavelength λ = h/p of a particle with kinetic energy pikBT , i.e. a typical energy of a
particle in a heat bath of temperature T . Quantum effects should come into play when
15
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the wavepackets start to overlap, that is, when the thermal wavelength is comparable
to the interparticle distance. This yields
n−1/3 = l ∼ λT =
√
2pi~2
MkBT
⇒ Tc ≈ 4pi~
2
2MkB
n2/3 = 4pin2/3,
(2.11)
where in the last equality we made use of our conventions ~ = kB = 2M = 1.
The conceptual difference to a classical gas is that the bosons are identical parti-
cles with integer spin which are indistinguishable from one another. For bosons, the
wavefunction must be symmetric under the exchange of two particles,
φ(~x1, ~x2) = φ(~x2, ~x1), (2.12)
which reduces the number of accessible states (as compared to a classical gas) and there-
fore leads to major differences at low temperatures.
We calculate the grand canonical partition function Zgrc for the Bose gas under con-
sideration. Since we are dealing with noninteracting particles, we can use the single
particle energy states to label the possible states of the system and then, in addition,
we state how many particles are in each single particle state. This is sufficient since
the particles are indistinguishable. Furthermore, since we deal with bosons, there is no
restriction on the number of particles in one state. In this manner, we arrive at a simple
way to calculate the partition function
Zgrc =
∞∑
ni=0
e
∑
i−β(i−µ)ni , (2.13)
which, when written in the form
Zgrc =
∏
i
∞∑
ni=0
e−β(i−µ)ni , (2.14)
can be thought of as the product of i independent partition functions for each single
particle state. The geometric sum is easily calculated and we arrive at
Zgrc =
∏
i
1
1− e−β(i−µ) . (2.15)
The average number of particles N turns out to be
N =
1
β
∂
∂µ
logZ
=
1
β
∂
∂µ
∑
i
log
1
1− e−β(i−µ)
=
∑
i
1
eβ(i−µ) − 1 .
(2.16)
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For a given particle number N we need to invert this equation to find the correspond-
ing value of the chemical potential µ. From this equation we can directly deduce the
average number of particles in the state i, since
N =
∑
i
ni, (2.17)
we have
ni =
1
eβ(i−µ) − 1 . (2.18)
This is the Bose–Einstein distribution.
For non-relativistic bosons we have
i =
~2k2i
2M
, (2.19)
while for periodic boundary conditions the wavevector ki is quantized as
ki =
2pi
L
ni = ∆k · ni, i = {x, y, z} and ni ∈ Z. (2.20)
The lowest energy in the system is 0 = 0, from which we can deduce that
µ < 0, (2.21)
because otherwise we would have negative occupation numbers for states with i−µ <
0, which is clearly unphysical.
Since in the end we consider the thermodynamic limit, which means that the box
has a macroscopic volume, it looks like a reasonable approximation if the sum over all
states i is replaced by an integral over the momentum states via∑
i
→ 1
(∆k)3
∫
d3k =
4piV
(2pi)3
∫ ∞
0
dk k2, (2.22)
where in the last equation we have already performed the angular integration, which
gives us a factor of 4pi. We make a change of integration variable to
E =
~2k2
2M
, (2.23)
such that the summation is approximated by
4piV
(2pi)3
∫ ∞
0
dk k2 =
V
2pi2
∫ ∞
0
dE
√
2ME
~2
M
~2
. (2.24)
Now we can introduce the density of states
g(E) =
V
4pi2
(
2M
~2
)3/2
E1/2, (2.25)
17
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which tells us how many states there are within an energy interval [E,E + δE]. We
write the (average) number of particles in a Bose gas as
N =
∫
dE
g(E)
eβ(E−µ) − 1 . (2.26)
By introducing
z = eβµ,
g3/2(z) =
2√
pi
∫ ∞
0
dx
x1/2
z−1ex − 1 ,
(2.27)
we can rewrite the particle density n = N/V as
n(µ, T ) =
1
λ3T
g3/2(z). (2.28)
Figure 2.1: One of the very first Bose–Einstein condensations achieved with sodium
atoms by Davis et al. (1995). (a) shows the velocity distribution of the normal
thermal gas above the critical temperature. In (b) one can see the emergence of
a condensate just below an estimated critical temperature of Tc ∼ 2µK, which is
even more pronounced after further evaporative cooling, depicted in (c).
When we decrease the temperature T while keeping the density n fixed, we need to
increase the chemical potential and therefore z. But eventually, the chemical potential
becomes zero, or equivalently z = 1. At this point it seems as if we cannot increase the
particle number for a fixed temperature. We can calculate the temperature when this
scenario happens. We just have to insert z = 1 into Eq. (2.28). With
g3/2(1) = ζ
(
3
2
)
, (2.29)
where ζ denotes the Riemann zeta function, we obtain
λ3Tcn = ζ
(
3
2
)
≈ 2.612 (2.30)
18
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or
Tc =
2pi~2
MkB
ζ
(
3
2
)−2/3
n2/3
=
4pi
ζ
(
3
2
)−2/3n2/3 ≈ 6.625n2/3. (2.31)
Of course, the implication that we can add no more particles at the critical tempera-
ture is unphysical. The mistake that we made during this derivation was the substitu-
tion of the sum by an integral. Because of the weight
√
E in the integral, see Eq. (2.25),
the zero energy state did not contribute at all. However, as we get closer to Tc and be-
low, z gets very close to one, which results in a macroscopic occupation of the lowest
state. Thus, the problem was solved by Einstein and Bose by treating the zero momen-
tum state separately. We denote the number of so-called condensed particles by N0.
By imposing that the total number of particles N is given by the condensed particles
N0 and the excited particles Nex, where the number of excited particles is given by our
integral approximation, we find, together with Eq. (2.31),
Nex(T )
N
=
(
λTc
λT
)3
=
(
T
Tc
)3/2
. (2.32)
Figure 2.2: Condensate fractionN0/N as a function of temperature T . Below the critical
temperature Tc a Bose–Einstein condensate emerges, where the lowest energy
state N0 is macroscopically occupied, i.e. N0 = O(N). For vanishing temperature
all particles are in the lowest state, so that the condensate fraction N0/N is unity.
For T → T−c the condensate vanishes continuously, which is typical for a second
order phase transition.
19
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This translates to a condensate fraction given by
N0(T )
N
= 1−
(
T
Tc
)3/2
for T ≤ Tc. (2.33)
This macroscopic occupation is known as a Bose–Einstein condensate. We show the
condensate fraction as a function of temperature in Fig. 2.2. 70 years after the first theo-
retical description of a Bose–Einstein condensation, experiments in 1995 with vapors of
Rubidium (Anderson et al. (1995)), Sodium (Davis et al. (1995)) and Lithium (Bradley
et al. (1995)) showed the first realization of such a condensate. One of the first pictures
obtained from a BEC is depicted in Fig. 2.1.
As mentioned in the beginning of this section, an ideal Bose gas is an incomplete
model, because it completely neglects interactions. Thus, the following section ad-
dresses the changes that occur when the interactions are included.
2.3 Interacting 3D Bose gas
In this section we show how particles interact with each other and how we can ap-
proximate the interactions in a simple manner. For this, let us first consider how the
interaction potential between neutral atoms looks like. At very short distances, com-
parable to the size of the atoms, the interaction is strongly repulsive due to the Pauli
exclusion principle, which prevents two atoms from occupying the same space. We
will show, however, that the precise form of this interaction potential is not relevant for
our purposes. For larger separations of the atoms the interaction is governed by an at-
tractive 1/r6 force, where r is the distance between the atoms. Its origin are fluctuating
dipoles from the atoms, thus again a quantum mechanical reason. To understand how
this results in a 1/r6 force, suppose that one atom acquires a temporary dipole p1. This
in turn induces an electric fieldE, which then induces a dipole p2 ∼ E in a nearby atom.
Therefore, the resulting so-called van der Waals potential has the form p1p2/r3 ∼ 1/r6,
which causes a weak attraction between the atoms.
Often, the repulsive part is modeled by a 1/r12 term. The corresponding potential
U(r) ∼ ( r0r )12 − ( r0r )6 is called the Lennard–Jones potential. But it is also possible to
include a hard core repulsion instead, which looks like
U(r) =
{
∞ r ≤ r0
−A ( r0r )6 r > r0. (2.34)
So which interaction potential should we use? The answer is that it does not matter,
because the details of the interaction potential are not important in the system under
consideration. When we compare the associated length scale lvdW =
(
Mr0
~2
)1/4
to the de
Broglie wavelength λT , then we find
λT  lvdW. (2.35)
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Thus, if we think of the atoms as little wavepackets with a spatial extent of λT , then they
can never resolve the short-range details of the potential. Therefore, we can replace
the complicated van der Waals potential with a simple short-range potential, which
nevertheless features the same low-energy physics. The interaction between two atoms
can be described by the behavior of the relative wave function before and after the
scattering event. We may write it as an incoming plane wave and a scattered wave
ψk(r) = e
ikz + ψsc. (2.36)
For large separations the scattered wave is a spherical wave
ψsc(r) = fk(θ, ϕ)
eikr
r
, (2.37)
where we introduced the scattering amplitude fk(θ, ϕ). Since our interaction poten-
tial only depends on the distance, the scattering amplitude is independent of ϕ. Fur-
thermore, we can expand the scattering amplitude in Legendre polynomials Pl, such
that it is described as a sum over partial wave scattering amplitudes, each associated
with a different relative angular momentum. Since we deal with low collision energies
E  ~2
Ml2vdW
, scattering with nonvanishing relative angular momenta is not allowed and
only s-wave scattering occurs. Actually, the scattering process is then completely de-
termined by the scattering length a, which in turn defines the now constant scattering
amplitude
f = −a. (2.38)
So as long as the interaction potential reproduces the same s-wave scattering length a,
we are free to choose a simpler potential than the van der Waals potential. In particular,
we choose a pointlike contact potential
V (r) = λδ(r) (2.39)
with coupling constant λ. We can use the Born approximation to determine the scatter-
ing amplitude from the potential via
f(θ) = − mr
2pi~2
∫
d3xe−i~q~xV (~x), (2.40)
where mr = M/2 is the reduced mass. For the contact potential this yields
a =
M
4pi~2
λ. (2.41)
Later in Ch. 4.1.4 we use this relation to find the correct initial condition for the ultra-
violet coupling constant.
The scattering length a can be changed in experiments with the help of so called
Feshbach resonances in a very controlled manner.
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2.4 2D Bose gas
In this section we focus on a two-dimensional system and as before we calculate the
average particle number to see if the argument for Bose–Einstein condensation still
holds. The average number of particles can be written as
N =
1
(∆k)2
∫
d2k
1
eβ(i−µ) − 1
=
V2D
2pi
∫
dk
k
eβ(
~2k2
2M
−µ) − 1
,
(2.42)
where V2D = L2 is the two-dimensional volume. With x = β~2k2/(2M) we find
N =
(
V2D
λT
)2 ∫
dx
1
z−1ex − 1 . (2.43)
We can solve the integral and introduce the two-dimensional particle density n =
N/V2D to obtain
nλ2T = − log
(
1− eβµ
)
. (2.44)
Thus, in two dimensions, we can always find a suitable chemical potential µ for any
value of nλ2T and therefore we do not find a condensate in a homogeneous ideal two-
dimensional Bose gas.
In the language of correlation functions, for a condensate to appear we need the
first-order correlation function
g1(r) = 〈ϕ∗ (~r)ϕ(0)〉 (2.45)
to approach a constant in the limit r → ∞, which is then called long-range order. The
correlation function g1(r) characterizes the correlations of the complex Bose field ϕ(~x)
for two points of distance r (we only consider homogeneous gases, so that the corre-
lations only depend on the relative distance). In contrast to a condensate, where even
for infinitely large separations between two points spatial coherence is still present, the
correlations of a thermal classical gas decay exponentially, i.e. g1(r) ∼ e−r/λT for r →∞
and λT denoting the thermal de Broglie wavelength.
The Mermin–Wagner theorem (Mermin and Wagner (1966); Hohenberg (1967)) states
that a continuous symmetry cannot be spontaneously broken in two or less dimensions
at any finite temperature (see Ch. 4.1.1 where we describe the phase transition to a
Bose–Einstein condensate in terms of the spontaneous breaking of the U(1) symmetry
of the effective potential). What we have shown above, that there is no condensate
present in two dimensions, is therefore a special case of the more general Mermin–
Wagner theorem. We can write this as g1(r)→ 0 for r →∞.
However, a two-dimensional system can still undergo a phase transition to a super-
fluid state for low enough temperatures. This phase features so-called quasi-long-range
order, which means that the first-order correlation function g1(r) decays algebraically,
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i.e. g1(r) = r−η for r → ∞. The exponent η is at most 1/4, which is quite small and
thus leads only to a slow decay of correlations. This superfluid state is often called a
“quasi-condensate”, which refers to a condensate with a fluctuating phase (Kagan et al.
(1987); Popov (1988)). In the language of the complex bosonic field, we approximate
ϕ(~r) =
√
ρeθ(~r), i.e. we have a superfluid density ρ with no fluctuations, and a fluctuat-
ing phase θ(~r), which still possesses correlations.
The mechanism behind the so-called Berezinskii-Kosterlitz-Thouless (BKT) phase
transition (Berezinskii (1971, 1972); Kosterlitz and Thouless (1973); Kosterlitz (1974))
is of a topological nature: In the low temperature phase the superfluid contains pairs
of quantized vortices of opposite rotation. When the temperature is increased, at some
point the vortices can proliferate and destroy the quasi-long-range order. We can under-
stand how vortices drive the phase transition with a simple thermodynamic argument.
For a more detailed discussion, see Refs. (Hadzibabic and Dalibard (2011); Pethick and
Smith (2002); Altland and Simons (2010)).
Consider again a bosonic field ϕ =
√
ρeiθ, where we only allow for phase fluctua-
tions. Suppose now, that we move through this field while keeping track of the phase
θ(~x). Of course, when we come back to the starting point, the bosonic field needs to
have the same value as in the beginning. Vortices are field configurations where θ
changes by a multiple of 2pi, i.e.∮
dθ =
∮
~∇θ(~x)d~l = 2pin, (2.46)
where n is an integer. These vortex configurations can not be continuously deformed to
a zero-vortex configuration and we need to take these possible excitations additionally
into account. One possible phase configuration of such an n = 1 vortex is depicted in
Fig. 2.3.
The energy associated with the creation of a single vortex is given by
E =
∫
d2xϕ∗
(
−~
2∇2
2M
)
ϕ. (2.47)
With ϕ(~x) =
√
ρeiθ(~x) we find
E =
∫
d2xρ
~2
2M
(
~∇θ
)2
. (2.48)
For a vortex sitting at the origin we can approximate the energy by evaluating Eq. (2.46)
for a circle of radius r to
2pin
!
= 2pir|~∇θ| (2.49)
and thus for n = 1 we have
|~∇θ| = 1
r
. (2.50)
We can estimate the energy to
E =
ρ~2
2M
∫
d2x
1
r2
=
ρ~2
2M
2pi
∫
dr
1
r
=
ρ~2pi
M
log
(
L
ξ
)
, (2.51)
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Figure 2.3: The phase of the Bose field in presence of a possible vortex configuration
for n = 1. If we consider a path that circulates once around the origin, the phase
picks up an additional value of 2pi. These configurations cannot be continuously
deformed to a uniform n = 0 solution. Below the critical temperature TBKT vor-
tices only appear as tightly bound vortex-antivortex pairs, who proliferate at the
critical temperature and destroy the superfluid.
where ξ is the size of the vortex and L the size of the system. Thus, in the thermody-
namic limit L→∞, the energy diverges logarithmically.
Further, there are L2/ξ2 places to put a vortex of size ξ2 into the plane of size L2.
Thus, the entropy S evaluates to
S = kB log
(
L2
ξ2
)
= 2kB log
(
L
ξ
)
. (2.52)
The free energy F associated with a single vortex is therefore given by
F = E − TS
=
(
ρ~2pi
M
− 2kBT
)
log
(
L
ξ
)
.
(2.53)
Thus, right at the temperature given by
kBTc = ρ
pi~2
2M
(2.54)
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the free energy changes sign: For temperatures lower than Tc the free energy is positive
and the energy effects will suppress the creation of (free) vortices. For temperatures
higher than Tc the free energy is negative and vortices are favorable. If one repeats the
calculation for a vortex-antivortex pair, then what one sees is that these are actually
not that energetically suppressed - as long as they are very close together. Therefore,
one can think of the phase transition as a proliferation of bound vortex-antivortex pairs
as one raises the temperature and the free vortices, then, destroy the quasi-long-range
order and the superfluid.
We can rewrite the condition for the critical temperature as
ρλ2TBKT = 4. (2.55)
In a homogeneous two-dimensional Bose gas the BKT theory predicts that the exponent
η is connected to the superfluid density via
η =
1
ρλ2T
. (2.56)
At the critical temperature TBKT the superfluid density undergoes a universal jump
from ρ = 0 for T > TBKT to ρ = 4λ2T
for T = T−BKT, while the critical exponent η behaves
like
η(T ) =

1
ρλ2T
T ≤ TBKT
1/4 T = TBKT
0 T > TBKT.
(2.57)
The relation between the critical temperature and the superfluid density is universal
and in particular does not depend on the interaction strength. This does not hold for
the total density n, because at the transition one has the critical phase space density
(Popov (1983); Fisher and Hohenberg (1988); Holzmann et al. (2007))
nλ2T = log(ξ/g˜), (2.58)
where g˜ is the interaction strength and ξ is a constant. Monte Carlo calculations have
shown that ξ = 380 (Prokof’ev et al. (2001); Prokof’ev and Svistunov (2002)). In Sec.
4.5.2 we calculate a similar quantity ξµ with the functional renormalization group.
Thus, in two as well as in three dimensions we find a transition to a superfluid
state. Within the framework of functional renormalization group we want to examine
the dimensional crossover from two to three dimensions. In the next chapter we discuss
the basics of this method.
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CHAPTER 3
Functional Renormalization
This chapter serves as a short introduction to the method of functional renormalization
group (FRG). We use this method to deduce the large scale macroscopic physics of the
ultracold quantum gas from its rather simple microscopic laws. For this, we briefly
recall some concepts of quantum field theory and, in particular, introduce the effective
action. Then we derive the Wetterich equation and discuss its properties. The deriva-
tion follows the scheme presented in Refs. (Gies (2012)) and (Boettcher et al. (2012)).
3.1 The effective action
For a single scalar quantum field ϕ(X) the n-point correlation function is defined as
〈ϕ(X1) · · ·ϕ(Xn)〉 = N
∫
Dϕϕ(X1) · · ·ϕ(Xn)e−S[ϕ], (3.1)
where N = (
∫ Dϕe−S[ϕ])−1 denotes the normalization factor and S is the microscopic
action of the theory. In the following we will think of ϕ as a complex scalar field, since
this is the proper description for a gas of bosons, but generalizations to fermions and
additional fields are straightforward.
From this set of n-point correlation functions we can extract all the desired infor-
mation about the system: The 2-point correlation function, for example, determines the
propagation of a particle, whereas n-point correlation functions can be used for scatter-
ing experiments with two incoming and (n− 2) outgoing particles.
Since a quantum field theory is fully described by this set of correlation functions,
one could say that quantum field theory “consists of doing one big integral” (Zee
(2010)), which is
Z [J ] =
∫
Dϕe−S[ϕ]+
∫
J ·ϕ. (3.2)
Suppose we know an exact solution to the generating functional Z[J ]. Then we can
recover the correlation functions by a suitable number of functional derivatives with
respect to the source J , followed by setting the source to zero,
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〈ϕ(X1) · · ·ϕ(Xn)〉 = 1
Z [0]
δnZ [J ]
δJ(X1) · · · δJ(Xn)
∣∣∣∣
J=0
. (3.3)
However, for most physical systems it is impossible to solve the integral exactly. There-
fore we have to rely on truncations, one example being an expansion in a small param-
eter, e.g. a coupling constant. However, we want to use a genuinely nonperturbative
approach.
From the generating functional Z[J ] we can define the Schwinger functional
W [J ] = logZ[J ], (3.4)
which is the generating functional of the connected n-point correlation functions, or
Green’s functions. The expectation value of ϕ(X) is given by
〈ϕ(X)〉J =
1
Z [J ]
δZ [J ]
δJ(X)
=
δW [J ]
δJ(X)
(3.5)
and can be understood as a classical field, where the quantum fluctuations are already
included. In our Bose gas system φ(X) ≡ 〈ϕ(X)〉 is the field that describes the conden-
sate, see Ch. 4.1, where we discuss this in detail.
By taking a second functional derivative
δ2W [J ]
δJ(X)δJ(Y )
=
δ
δJ(X)
(
1
Z [J ]
δZ [J ]
δJ(Y )
)
=
1
Z [J ]
δ2Z [J ]
δJ(X)δJ(Y )
−
(
1
Z [J ]
δZ [J ]
δJ(X)
)(
1
Z [J ]
δZ [J ]
δJ(Y )
)
= 〈ϕ(X)ϕ(Y )〉J − 〈ϕ(X)〉J 〈ϕ(Y )〉J
= G(X,Y )
(3.6)
we obtain the propagator.
Instead of the Schwinger functional, which is a function of the source J , we can also
use the effective action Γ[φ], from which we can extract all physical information, too,
but which is a functional of the field φ and therefore far more intuitive. Looking at Eq.
(3.5) we see that Z[J ] and Γ[φ] are connected via a Legendre transformation
Γ [φ] = sup
J
(∫
X
J(X)φ(X)−W [J ]
)
. (3.7)
The effective action is the quantum analogue to the classical action S, but now with all
quantum fluctuations included. Variation with respect to the field
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δΓ [φ]
δφ(Y )
=
δ
δφ(Y )
(∫
X
J(X)φ(X)
)
− δW [J ]
δφ(Y )
=
∫
X
J(X)
δφ(X)
δφ(Y )
+
∫
X
δJ(X)
δφ(Y )
φ(X)− δW [J ]
δφ(Y )
= J(Y ) +
∫
X
δJ(X)
δφ(Y )
(
φ(X)− δW [J ]
δJ(X)
)
= J(Y )
(3.8)
gives us the quantum equation of motion. In the derivation we implicitly assumed
that the supremum is taken and we will omit the notation in the following. In the last
equation we have used Eq. (3.5). The effective action Γ[φ] is the generating functional of
one-particle irreducible correlation functions. In particular, Γ(2) = δ2Γ/(δφ(X)δφ(Y ))
yields the inverse propagator.
For a vanishing source J = 0 we see that the ground state minimizes the effective
action. Often we are only interested in homogeneous ground states, because if the sys-
tem, in which the Bose gas is confined in, is homogeneous itself, then this is a reasonable
assumption. If we exclude inhomogeneous ground states and evaluate the effective ac-
tion for a homogeneous solution, then the effective action reduces to an integral over
the effective potential. The effective potential U(φ) is that part of the effective action
which does not vanish for a constant solution, i.e.
Γ [φ0] =
∫
X
U(φ)
∣∣∣∣
φ(X)=φ0
= U(φ0)
∫
X
= U(φ0)βV3D,
(3.9)
where V3D is the three-dimensional spatial volume. In this case the task of finding the
ground state reduces to minimizing the effective potential
∂U
∂φ
∣∣∣∣
φ=φ0
= 0. (3.10)
For a vanishing source the effective action can also be written as
e−Γ[φ0] =
∫
Dϕe−S[ϕ], (3.11)
which shows us that Γ[φ0] can be identified with the grand-canonical potential ΦG via
Γ[φ0] = − logZ = βΦG. (3.12)
This implies that the effective potential U = ΦG/V3D can be identified with the pressure
of the system via
P (µ, T ) = −U(φ0, µ, T ). (3.13)
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This is the equation of state, from which we can calculate thermodynamic properties of
the system. For example, the particle density n then evaluates to
n (µ, T ) = −∂U
∂µ
(φ0, µ, T ). (3.14)
These considerations are important for us, because the effective potential is the key
object to distinguish the superfluid from the normal phase of the system. In Ch. 4.1.1 we
explain the properties of the effective potential in the language of symmetry breaking
in more detail. In addition, we use Eq. (3.14) to arrive at a flow equation for the density,
see Eq. (4.60).
3.2 Derivation of the Wetterich equation
Our goal is to calculate the effective action Γ. We have seen that it is the quantum
analogue to the classical action S, but with all quantum fluctuations already included.
From this object we can calculate everything: we get the quantum equation of motion
by varying Γ with respect to the fields, we get scattering amplitudes, or we can calculate
thermodynamic quantities and relations from the equation of state, see Eq. (3.13).
The effective action Γ, however, is difficult to obtain. The method of functional
renormalization group provides an effective tool to calculate Γ, where we do not in-
clude the quantum fluctuations all at once, but stepwise. This idea was employed in
Kadanoff’s renormalization group transformations of block spins (Kadanoff (1966)) and
further developed to a continuum version by Wilson (Wilson (1971)).
The method of functional renormalization allows us to interpolate smoothly be-
tween the full effective action Γ, which describes the physics at macroscopic scales, and
the microscopic action S, which describes the physics of the known microscopic laws.
In the following derivation we introduce the effective average action Γk, which is the
central object in the FRG approach. By introducing a regulatorRk(Q), which decouples
the low momentum modes from the high momentum modes, we make the effective
average action Γk dependent on the scale k. This average action describes the physics
at some momentum scale k, where fluctuations with momenta larger than k are already
included.
Starting point of our calculations is the classical microscopic action S, which we de-
fine to describe the physics at the microscopic ultraviolet scale Λ. The effective average
action Γk obeys an exact flow equation
∂tΓk [φ] =
1
2
STr
[
1
Γ
(2)
k [φ] +Rk
∂tRk
]
, (3.15)
which was first derived by Wetterich (1993). This equation tells us how the effective
average action changes with the scale k. Thus, in the FRG approach, we integrate out
one momentum shell after another, until we finally arrive at the full effective action
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Γ for k → 0. Therefore the effective average action Γk needs to obey the boundary
conditions
Γk→Λ = S, Γk→0 = Γ. (3.16)
To derive the flow equation for Γk we now modify the generating functional by
adding a regulator term ∆Sk
Zk [J ] =
∫
Dϕe−S[ϕ]−∆Sk[ϕ]+
∫
X J(X)ϕ(X), (3.17)
where the regulator term is chosen to be quadratic in the field
∆Sk [ϕ] =
∫
Q
ϕ∗(Q)Rk(Q)ϕ(Q). (3.18)
Throughout this derivation we think of ϕ as a complex scalar field, because this is the
correct description for the ultracold Bose gases that we consider. Rk is now the regu-
lator or cutoff function, which ensures that we only integrate out momentum modes
that are higher than k. The regulator needs to fulfill some constraints on its shape to
possess the desired properties. But besides these general constraints the regulator can
be chosen quite arbitrarily. We will talk about regulators after the derivation of the flow
equation in Sec. 3.3.
We can calculate the derivative of the now scale-dependent Schwinger functional.
In the following, we sometimes make use of the dimensionless scale t instead of k,
which is defined as t = log(k/Λ). A derivative with respect to t is often described with
a dot, i.e.
Γ˙ = ∂tΓk = k∂kΓk. (3.19)
We find, keeping the source J fixed,
∂tWk [J ]
∣∣∣∣
J
= ∂t logZk [J ]
=
1
Zk [J ]
∫
Dϕ (−∂t∆Sk [ϕ]) e−S[ϕ]−∆Sk[ϕ]+
∫
X Jϕ
= −1
2
∫
Q
∂tRk(Q)
1
Zk [J ]
∫
Dϕ (ϕ∗(Q)ϕ(Q)) e−S[ϕ]−∆Sk[ϕ]+
∫
X Jϕ.
(3.20)
In the last line the now scale-dependent two-point correlation function appears. With
the definition of the full propagator
G(X,Y ) = 〈ϕ(X)ϕ(Y )〉 − 〈ϕ(X)〉 〈ϕ(X)〉
=
δ2Wk[J ]
δJ(X)δJ [Y ]
,
(3.21)
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which is the connected two-point function, we can rewrite the derivative of the Schwin-
ger functional as
∂tWk [J ]
∣∣∣∣
J
= −1
2
∫
Q
∂tRk(Q)Gk(Q,Q)− 1
2
∫
Q
φ∗(Q)∂tRk(Q)φ(Q)
= −1
2
∫
Q
∂tRk(Q)Gk(Q,Q)− ∂t∆Sk [φ] .
(3.22)
To obtain the effective average action we define a modified Legendre transformation
according to
Γk [φ] =
∫
X
J(X)φ(X)−Wk [J ]−∆Sk [φ] . (3.23)
The scale derivative of Γk now evaluates to
∂tΓk [φ] =
∫
X
(∂tJ)φ− ∂tWk [J ]
∣∣∣∣
J
−
∫
X
δWk [J ]
δJ(X)
∂tJ − ∂t∆Sk [φ]
= −∂tWk [J ]
∣∣∣∣
J
− ∂t∆Sk [φ] ,
(3.24)
where we have used that J is determined by
φ(X) =
δWk [J ]
δJ(X)
. (3.25)
Inserting (3.22) yields
∂tΓk [φ] =
1
2
∫
Q
∂tRk(Q)Gk(Q,Q). (3.26)
We can rewrite this equation to express G in terms of Γk. For this we need the equation
of motion
δΓk [φ]
δφ∗
= J − δ
δφ∗
∆Sk = J −Rkφ. (3.27)
A second variation with respect to φ and using that G can be expressed as Gk(Q,Q) =
δφ(Q)/δJ(Q) we find
δJ
δφ
= Γ
(2)
k [φ] +Rk, (3.28)
where Γ(2)k = δ
2Γk/(δφ
∗δφ) is the second functional derivative. This yields
1 =
(
Γ
(2)
k [φ] +Rk
)
(Q,Q) ·Gk(Q,Q). (3.29)
With this we obtain the flow equation of the effective average action, the Wetterich
equation
∂tΓk [φ] =
1
2
∫
Q
∂tRk(Q)
1
Γ
(2)
k [φ] +Rk
(Q,Q). (3.30)
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More generally, this can be rewritten as
∂tΓk [φ] =
1
2
STr
[
1
Γ
(2)
k [φ] +Rk
∂tRk
]
, (3.31)
where the supertrace includes the momentum integration and a summation over field
indices. For example, the Bose gas is described by a complex field φ, which could be
decomposed into two components φ = 1√
2
(φ1 + iφ2). The supertrace then includes the
summation over the internal index i = (1, 2). Next we discuss the properties of the
Wetterich equation.
3.3 Properties of the Wetterich equation
First of all, no approximations have been used in the derivation of the flow equation,
therefore the Wetterich equation is an exact equation and solving it is equivalent to
solving, for example, the path integral. Its simple one-loop structure is an advantage
to perturbation theory, where higher order loops have to be taken into account. Fur-
ther, it is a nonperturbative approach, which does not rely on the existence of a small
perturbation parameter.
We still have to specify how the regulatorRk(Q) actually looks like. For the function
Rk(Q) to behave like a regulator it needs to fulfill some conditions, specified below,
such that the effective average action is actually interpolating between the microscopic
action and the full quantum action. First of all, the regulator needs to regulate the
infrared modes, i.e. it needs to suppress momenta q that are lower than the sliding
scale k. This ensures that infrared singularities do not pop up, because essentially the
regulator adds a mass-like term∼ k2 in the propagator. This means the regulator needs
to fulfill
lim
q2/k2→0
Rk(Q) > 0. (3.32)
The next constraint ensures that for k → 0 we obtain the full effective action Γ = Γk→0,
such that all fluctuations are included for k → 0. We ensure this by choosing a regu-
lator which vanishes in the infrared, so that for k → 0 no fluctuations are suppressed
anymore,
lim
k2/q2→0
Rk(Q) = 0. (3.33)
On the other end of the scale, as we approach the ultraviolet limit k → Λ, we want to
reproduce the microscopic action S. Thus, the regulator needs to suppress all fluctua-
tions. This translates to
lim
k=Λ→∞
Rk(Q)→∞. (3.34)
Note, however, that we can treat the microscopic action itself as an effective theory,
with fluctuations above Λ already integrated out.
Besides these general constraints the regulator can be chosen arbitrarily. The behav-
ior of the effective average action during the flow is depicted in Fig. 3.1. The effective
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average action traces out a line in theory space, which is a space spanned by all pos-
sible couplings. Even if particular couplings are not present in the microscopic action,
quantum fluctuations might generate them during the flow. We see how Γk connects
the microscopic action S in the UV with the full effective action Γ in the IR. But the par-
ticular way how Γk reaches Γ depends on the choice of regulator. As long as we ensure
the properties of a regulator above we can be sure that for k → 0 the full effective action
Γ is reached. This freedom in the choice of a regulator also gives us the option to choose
one which best suits our particular physical problem.
Figure 3.1: The theory space is spanned by all possible flowing couplings {gi} of the
theory. The effective average action Γk coincides with the microscopic action S in
the ultraviolet and its flow towards the full effective action Γ in the infrared can be
represented as a line. We see that in general different regulators lead to different
paths in theory space. As long as we do not approximate the flow equations, then
eventually the different paths lead to the same effective action. Figure taken from
Boettcher et al. (2012).
Note, however, that these considerations only hold in the case where we can solve
the Wetterich equation exactly. In general, however, we have to rely on truncations. To
understand this, notice that we get the flow equations for n-point functions by taking a
suitable number of functional derivatives of the Wetterich equation. For example, the
flow for the 2-point function is schematically given by
∂tΓ
(2)
k [φ] =
δ2
δφ2
∂tΓk [φ] . (3.35)
Since the flow of the effective average action depends on the 2-point function, the flow
for the 2-point function will depend on the 3- and 4-point functions. This is true for any
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nth order flow equation: The flow equation for Γ(n)k contains (n+ 1)- and (n+ 2)-point
functions Γ(n+1)k and Γ
(n+2)
k , which means that in this way we get an infinite hierarchy
of differential equations. This expansion needs to be truncated at some point to gain
a finite number of running couplings. This means that the theory space in Fig. 3.1 is
approximated by a subspace with a finite number of dimensions. But if we restrict Γk to
contain at most correlators of n fields (setting higher correlators to zero), then we do not
have a closed set of equations anymore. We have to specify how to project onto the flow
equations for the running couplings, and we need to use physical insight to find a good
approximation. One can compute observables in different projection prescriptions to
test the quality of a certain truncation, see Ref. (Schnoerr et al. (2013)).
In this thesis we use the derivative expansion (Morris (1994a,b)), see Sec. 4.1.3,
which is an expansion in powers of derivatives of the field. Moreover, we employ a
Taylor expansion in powers of the field in the effective potential. Because the func-
tional renormalization group approach is so intuitive (e.g. the effective average action
is a function of the condensate field, and therefore directly connected to physical ob-
servables), a small number of cleverly chosen couplings is often enough to capture
the relevant physics. In our truncation, we stop the Taylor expansion for the effective
potential at the order ρ2 = φ4. We will see, that this already leads to good results,
qualitatively and quantitatively. Incorporating higher order couplings in the effective
potential is another way to improve and also check the current truncation, since more
terms should not alter the results in a significant way.
Since we have to rely on truncations, different choices of regulators might yield
different effective actions. Thus, the choice of the regulator is not completely arbitrary
anymore (this statement only holds for the exact flow equation), but one should use
one that fits the physical problem. In particular, one should use a regulator that obeys
the symmetries of the system, see Sec. 4.3, because then couplings which would spoil
the underlying symmetry are not generated during the flow. One question is, if there
is a best choice of regulator for a given truncation, that is, a regulator which brings us
closest to the “true” effective action. The answer to this question leads to optimized
regulators, see Refs. (Litim (2000, 2001b); Pawlowski (2007)). Since the results depend
on the choice of regulator, we obtain another opportunity to check the quality of the
truncation by repeating the calculations with a different regulator.
A great advantage of the functional renormalization group approach is that it in-
cludes fluctuations only stepwise. This not only ensures that we do not have to deal
with infrared singularities, but it also helps to cope with physical problems where a
lot of different scales are present. We look at particular momentum scales only one at a
time and especially in this thesis the intuitive picture of a flow from one scale to another
helps to understand the emergence of two-dimensional physics from three-dimensional
physics in strong confining potentials, see Sec. 4.5.1.
To summarize, we find that we need to rely on truncations, because we cannot solve
the flow equation exactly. Since the functional renormalization group approach is non-
perturbative, it is nontrivial to estimate the magnitude of the errors. However, we have
different ways to check and improve our truncation. This method provides an intuitive
35
3. FUNCTIONAL RENORMALIZATION
approach to physical problems, so that physical insight leads in most cases to relatively
simple truncations with a manageable number of running couplings.
Now we have all the tools that we need to apply the method of functional renor-
malization group to a gas of ultracold bosons. In the next chapter we describe the
implementation in detail, derive the flow equations and present the results.
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CHAPTER 4
Dimensional Crossover of nonrelativistic bosons
In Ch. 2 we introduced and discussed properties of two- and three-dimensional Bose
gases. In particular, we saw that both systems undergo a phase transition to a super-
fluid state: The three-dimensional system develops a Bose–Einstein condensate for low
enough temperatures, whereas the two-dimensional system can be in a superfluid state
due to the BKT mechanism. Because of the more pronounced influence of fluctuations,
lower dimensional systems exhibit several unusual features, which make them inter-
esting also for cold atom experiments. The final setup of the experiment, however,
might still feature aspects of the three-dimensional system, since the preparation of a
truly two-dimensional system in a laboratory is very challenging. This motivates us to
discuss Bose gases in a system with a finite anisotropy ratio, so that the system is in a
dimensional crossover without a well-defined dimensionality.
One of the questions that we want to answer is: What is the residual influence of the
finite extension in the third dimension? In the following we want to deduce properties
of the cold atom system by employing the functional renormalization group approach.
We have described basic features of this method in Ch. 3. The Wetterich equation al-
lows us to deduce the full effective action from the microscopic or classical action by
successively integrating out thermal and quantum fluctuations. To accomplish this we
introduced the central object in this approach, which is the effective average action. In
the next section we will discuss the key ingredients to make the functional renormal-
ization work for ultracold gases. More specifically, we introduce and explain the role of
the effective potential, its relation to the underlying U(1) symmetry and the connection
to the superfluid phase. We then proceed and set up the microscopic model of a three-
dimensional Bose gas and discuss how this translates to a good ansatz of the effective
average action. To fully match the ansatz to the microscopic model we specify the initial
conditions of the running couplings. We then explain how we confine the transverse
spatial dimension, derive the necessary flow equations and present our results for this
system. In Sec. 4.8 we discuss some specific properties of systems with a different kind
of confinement.
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4.1 Main concepts of ultracold gases with FRG
4.1.1 The special role of the effective potential
Our main goal is to compute the few- and many-body properties of a Bose gas in a
three-dimensional setting, where the third dimension is confined due to a potential
well. We found in Ch. 2 that a Bose gas undergoes a phase transition to a superfluid
state in two and in three dimensions, whenever the temperature is low enough for a
given fixed density. The quantity which we are interested in is therefore the phase di-
agram, which gives us the critical temperature Tc (n) as a function of the density of
the system as well as other external parameters, which we will introduce later on. The
underlying mechanism behind the phase transition is the spontaneous breaking of a
symmetry. To understand this recall from Ch. 3 how the effective action Γ is connected
to the microscopic action S. In most cases the effective action might be quite different
from the microscopic action, because collective phenomena might appear while infor-
mation about microscopic physics is lost when incorporating thermal and quantum
fluctuations. However, the effective action shares the same symmetries as the micro-
scopic action. The symmetry that we are dealing with when we consider a Bose gas
is a global U(1) symmetry, which means that the microscopic action is invariant under
global phase rotations of the field
ϕ→ eiαϕ
ϕ∗ → e−iαϕ∗ (4.1)
with real parameter α. The physical implication of this symmetry is the conservation of
the corresponding Noether charge, which for thisU(1) symmetry is the particle number
N =
∫
~x
〈ϕ∗ϕ〉 . (4.2)
The effective action also shares this symmetry, because there are no anomalies present
in the functional integral measure. If no external sources are present which would break
the symmetry explicitly (and therefore rather trivially), the symmetry can break spon-
taneously if the ground state of the system develops a nonzero expectation value. So
even though the action is invariant under a certain symmetry, the physical state of the
system might break it, because the ground state now transforms nontrivially under
phase rotations.
In the functional renormalization group approach we connect the full effective ac-
tion Γ with the microscopic action S via the introduction of the effective average action
Γk. Since the effective action shares the same symmetries as the microscopic action, we
should choose an ansatz for Γk which shares these symmetries as well because cou-
plings that do not obey these symmetries are then not generated during the flow. We
will discuss the choice of a suitable ansatz in Sec. 4.3. First, we investigate how the
breaking of this symmetry, which distinguishes the superfluid from the normal phase,
is connected to the effective potential. The effective potential U is the part of the ef-
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fective action which does not contain derivatives of the field. The symmetry consid-
erations have profound consequences on the effective potential, because it can only
depend on combinations of fields that respect the underlying symmetry. Therefore, the
effective potential is not a function of the individual fields φ and φ∗, but rather it is a
function of the U(1)-invariant combination ρ = φ∗φ
U = U(ρ). (4.3)
Further, we know that the physical expectation value minimizes the effective action.
If we assume that a constant field is the configuration which minimizes the part of the
effective action which contains derivatives, then the effective action reduces to the effec-
tive potential and the physical solution is the field configuration which also minimizes
the effective potential. We showed this in Eq. (3.10) where we evaluated the equation of
motion with vanishing source for a homogeneous ground state. Since for the most part
of this thesis we work with a homogeneous setting, the assumption of a homogeneous
ground state is justified. The equation to determine the ground state reduces to
U (ρ0) = min
ρ
[U (ρ)] (4.4)
and we can distinguish two distinct phases: If the system does not develop a nonzero
expectation value, i.e. ρ0 = 0, then the state does not spoil the symmetry of the under-
lying physical action and we are in the so called “normal phase”. If ρ0 6= 0, however,
then even though we started with a theory that respects the U(1) symmetry, quantum
and thermal fluctuations drive the system to a state where it develops a nonvanishing
expectation value ρ0. We plot the general shape of the effective potential in Fig. 4.1,
which is often called a mexican hat potential.
At the classical level it is given by
U (ρ) = −µ |φ|2 + λ
2
|φ|4 , (4.5)
where it becomes evident that the symmetry is broken for positive chemical potential.
Notice that in this case, the requirement to minimize the effective potential only fixes
the amplitude of the complex field φ = |φ| eiθ. Thus, there is still the freedom to choose
a phase. However, none of these values is singled out, but the system chooses one
particular value determined by uncontrollable fluctuations. Without loss of generality
we might choose a particular value of the phase which makes our calculations most
convenient. We therefore work with a decomposition of the complex field φ into a real
and an imaginary part
φ =
1√
2
(φ1 + iφ2)
φ∗ =
1√
2
(φ1 − iφ2)
(4.6)
and use our freedom to choose a phase to force the ground state to be real, i.e. we
set φ2 = 0, so that ρ0 = φ2 with φ being real valued. If we now consider a field
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Figure 4.1: The effective potential U as a function of the complex field φ resembles the
form of a mexican hat. U(φ∗, φ) does not depend on the phase, which is cho-
sen spontaneously in the superfluid phase, but only on the amplitude ρ = φ∗φ.
Without loss of generality we demand φ to be real-valued.
ϕ which fluctuates around the ground state, we can decompose the fluctuations into
two groups: Fluctuations along the amplitude direction are energetically suppressed,
because it costs energy to move up inside the effective potential. However, phase fluc-
tuations do not cost energy and give therefore rise to gapless modes, the so called Gold-
stone modes, which eventually are responsible for the superfluidity of the system. The
appearance of Goldstone modes in a system with a spontaneously broken symmetry is
a general result of Goldstone’s theorem, see Ref. (Goldstone (1961)).
We have seen that the effective potential is the key object to distinguish between
the normal and the superfluid phase, depending on whether its minimum is zero or
nonzero. In general, the minimum of the effective potential depends on external pa-
rameters like temperature, chemical potential or scattering length
ρ0 = ρ0 (µ, T, a) . (4.7)
We can therefore drive the system from one phase to the other by changing an exter-
nal parameter, like the temperature. In our case we deal with a second order phase
transition, which means that the order parameter vanishes continuously as tempera-
ture is increased. The two phases are separated at the critical temperature, which is
characterized by
ρ0 = 0, U
′ (ρ0) = 0. (4.8)
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We plot the effective potential as a function of the symmetry invariant in presence of a
second order phase transition in Fig. 4.2.
Figure 4.2: This figure shows the effective potential U as a function of the symmetry
invariant ρ for different temperature regimes. For large temperatures the gas is
in the normal or symmetric phase, which translates to a vanishing order param-
eter, i.e. the minimum of the effective potential ρ0 is zero (purple line). For low
temperatures the system is in the superfluid phase, where the minimum of the
effective potential takes on a nonvanishing value ρ0 6= 0 (blue line). In between
those two phases is the phase transition (red line).
To summarize, we explained that the task to find the ground state of a system re-
duces for homogeneous states to find the minimum of the effective potential. The ef-
fective potential is a function of the symmetry invariant only and is the key observable
to distinguish between the two phases the system can be in.
4.1.2 Microscopic model
We want to study nonrelativistic bosons with repulsive interactions. As a reminder, we
saw in Ch. 3 that the grand canonical partition function, which encodes all thermody-
namic properties of the system, has a functional integral representation
Z (µ, T ) =
∫
Dϕe−S[ϕ], (4.9)
where the integral is a summation over all possible field configurations ϕ (τ, ~x). The
Euclidean microscopic action of the system is given by
S [ϕ] =
∫
X
(
ϕ∗
(
∂τ − ∇
2
2M
− µ
)
ϕ+
λ
2
|ϕ|4
)
. (4.10)
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Herein, the bosonic degrees of freedom are described by the complex scalar field ϕ.
Further, we use the abbreviation
∫
X =
∫ β
0 dτ
∫
ddx, the number of spatial dimensions
is d, and τ denotes imaginary time. For a finite temperature T the imaginary time is
compactified to a torus of circumference β = (kBT )
−1 with Boltzmann constant kB.
The chemical potential and atomic mass are denoted by µ and M , respectively. Fur-
ther we use natural units ~ = kB = 1 and later on we will also use energy units such
that 2M = 1. Notice that we introduced a pointlike s-wave interaction with strength
λ, therefore assuming a simple contact potential between the particles. In Ch. 2.3 we
justified this simplification with the reasoning that the short distance details of the true
interaction potential cannot be resolved by many-body effects, since the thermal de
Broglie wavelength λT is much larger than the van-der-Waals interaction length lvdW.
So as long as the contact potential gives rise to the same physically measurable scat-
tering length a, we can savely neglect the complicated details of the true interaction
potential. Therefore, this action provides an excellent description for ultracold quan-
tum gases of Alkali atoms, but it may, however, also be used as an effective description
for nonrelativistic bosonic degrees of freedom in other condensed matter setups.
In our functional renormalization group approach we extract the physical content of
the theory by successively including quantum and thermal fluctuations. In this way, the
microscopic action S serves as an effective description of the physics at some ultraviolet
momentum scale Λ, which is on the order of the inverse van der Waals length. This
scale will always be larger than the many-body scales of the system, given by density,
temperature and scattering length (otherwise our approximation of a contact potential
does not hold anymore). The effective average action Γk can be understood in a similar
way as an effective description of the physics at the scale k, with fluctuations between
k and Λ included. By the inclusion of fluctuations the couplings that define the system
might change, so that we denote them with an index k in the following. The effective
average action should then coincide with the microscopic action at the scale Λ, because
we want the microscopic action to be the effective description of the physics at scale Λ
ΓΛ [ϕ] = S [ϕ] =
∫
X
(
ϕ∗
(
∂τ −∇2 − µ
)
ϕ+
λΛ
2
|ϕ|4
)
, (4.11)
where we now labeled the interaction strength λ with an index Λ to directly show its
scale dependence.
4.1.3 Ansatz for the effective average action
The effective action is in most cases quite different from the microscopic action. To
find a suitable ansatz for the effective average action, we should take into account the
physical insight that we have of the system. A major guiding principle for this has
been introduced in Sec. 4.1.1, namely symmetries. If we employ an ansatz that respects
the symmetries of the microscopic action, then couplings that do not obey these sym-
metries are not generated during the flow. We may now try to mimic the form of the
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microscopic action by applying a derivative expansion with the ansatz
Γ¯k
[
φ¯∗, φ¯
]
=
∫
X
(
φ¯∗(Z¯k∂τ −Ak∇2)φ¯+ U¯k(φ¯∗φ¯)
)
. (4.12)
This implementation has been used in Refs. (Wetterich (2008); Floerchinger and Wet-
terich (2008, 2009b)). Notice that the now scale dependent effective average potential is
only a function of the symmetry invariant ρ¯, so that we do not spoil the symmetries of
the microscopic action. We have also introduced the kinetic coefficients Z¯k and Ak. For
Z¯k = Ak = 1 we recover the kinetic part of the microscopic action, but due to the inclu-
sion of fluctuations these might deviate from 1, so that we go beyond this lowest order.
This ansatz for the effective average action forces the resulting effective action into a
specific form. We only use a finite number of running couplings, which are needed to
be cleverly chosen, so that they can describe the relevant physics, which in this case is
above all the second order phase transition to a superfluid state. We denote the bare or
“unrenormalized” couplings with an overbar. The wave function renormalization Ak
can be used to define renormalized fields via
φ = A
1/2
k φ¯. (4.13)
Accordingly we will introduce renormalized couplings, which differ from the bare cou-
plings by a suitable rescaling with powers of Ak such that the effective action fulfills
Γ¯
[
φ¯
]
= Γ [φ] . (4.14)
We can rewrite our ansatz for the effective average action as
Γk [φ] =
∫
X
(
φ∗
(
Zk∂τ −∇2
)
φ+ Uk (ρ)
)
(4.15)
with Zk = Z¯k/Ak. With this renormalized field φ the prefactor of φ∗∇2φ is fixed to
unity. This choice ensures that the expectation value of φ, which is related to the su-
perfluid density via ρ = φ∗φ, can be nonzero even in the two-dimensional limit, where
the Mermin–Wagner theorem (Mermin and Wagner (1966); Hohenberg (1967)) forbids
long-range order, see Ch. 2.4.
We further expand the effective average potential in a Taylor series in ρ. More specif-
ically, we do not use an expansion around a fixed value, but we rather expand the po-
tential around its minimum value ρ0,k, which is obviously scale-dependent, too. To be
able to describe a second order phase transition we need to include at least the fourth
order in the field φ, which translates to the following expansion in ρ
Uk (ρ) = m
2
k (ρ− ρ0,k) +
λk
2
(ρ− ρ0,k)2
− nk
(
µ′ − µ)+ αk (µ′ − µ) (ρ− ρ0,k) . (4.16)
We added further terms to the Taylor expansion in ρ, so that we can later project flow
equations for the density nk and αk.
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The flowing minimum is determined by the requirement
(∂ρU) (ρ0,k)
!
= 0 for all k. (4.17)
During the flow the minimum ρ0,k is the quantity that decides in which phase the sys-
tem is in. In the symmetric regime the minimum vanishes, while in the broken phase
we have m2k = 0 and ρ0,k 6= 0. This will be important when we define the flow equa-
tions in Sec. 4.3, because we will switch flow equations for m2k and ρ0,k whenever the
minimum changes from zero to a nonzero value.
The ansatz in Eq. 4.16 has a successful history. For example, it has been applied
to calculate the thermodynamic equation of state (Floerchinger and Wetterich (2009a);
Ranc¸on and Dupuis (2012)), critical exponents (Tetradis and Wetterich (1994a); Berges
et al. (2002)), and critical temperature Tc (Floerchinger and Wetterich (2009b); Ranc¸on
and Dupuis (2012)). The results do not only agree with other theoretical approaches
(Prokof’ev et al. (2001); Prokof’ev and Svistunov (2002); Holzmann et al. (2007); Holz-
mann and Krauth (2008)) but also with experimental results (Hung et al. (2011); Yefsah
et al. (2011); Zhang et al. (2012)). Of course, one can extend the ansatz in Eq. (4.16), e.g.
one can incorporate higher order scattering by using a φ2N -expansion with a suitable
N . In Refs. (Gersdorff and Wetterich (2001); Dupuis (2009); Jakubczyk et al. (2014)),
for example, the ansatz for the effective average action of the two-dimensional gas has
been extended to capture the emergence of Popov’s hydrodynamic description at low
energies and the essential scaling at the BKT transition.
To summarize, we introduced an ansatz for the effective average action Γk, with
which we try to incorporate all the relevant physics by a finite number of running cou-
plings, that are: Z¯k, Ak,m2k, ρ0,k, λk, nk and αk. The way these couplings might change
during the flow with the scale k will depend crucially on the external parameters like
temperature T or the size L of the confinement of the transverse direction, which we
will introduce in detail in Sec. 4.2. Because we have chosen a particular set of a finite
number of couplings, the corresponding set of flow equations is not closed at this point.
How we project flow equations for the wave function renormalization coefficients will
be discussed in Sec. 4.3.
4.1.4 Initial conditions
Before we look at how the running couplings change during the flow we need to specify
with which values they start with. These “inital” conditions are fixed by the require-
ment that our ansatz for the effective average action Γk coincides with the microscopic
action S at the UV momentum scale Λ
ΓΛ [φ] = S [φ] . (4.18)
The kinetic part can be easily compared to yield
Z¯Λ = AΛ = 1. (4.19)
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To find a suitable ansatz for mk and ρ0,k we have a closer look at the microscopic action
S, which as we have argued reduces to the classical effective potential for homogeneous
solutions. It reads
U (ρ) = −µρ+ λ
2
ρ2. (4.20)
In Sec. 4.1.1 we discussed the properties of the effective potential. Already at the
classical level we can distinguish the two distinct regimes. For µ < 0 we can write
U(ρ) = |µ| ρ + λ2ρ2. Since ρ, the vacuum expectation value, is nonnegative, the mini-
mum of U is clearly given by ρ0 = 0. For µ > 0, however, we find
U ′ (ρ0) = −µ+ λρ0 != 0
⇔ ρ0 = µ
λ
.
(4.21)
This macroscopic field breaks the U(1) symmetry spontaneously. Since this only fixes
the amplitude of the complex field φ, we are free to choose any value for the phase,
which we do in a way that the field is real, i.e. φ0 = φ∗0 =
√
µ
λ . Evaluating the equation
of state for the physical solution yields
n = −∂U
∂µ
∣∣∣∣
φ0
= |φ0|2 = ρ0, (4.22)
which tells us that all particles are condensed. However, this only holds in the classical
approximation for zero temperature. We further notice that
∂2U
∂µ∂ρ
= −1. (4.23)
The inital conditions are therefore given by
ρ0,Λ = nΛ =
µ
λΛ
θ (µ) ,
m2Λ = −µθ (−µ) ,
αΛ = −1.
(4.24)
What is left is the initial condition for λ. We argued before that we can savely work
with a pointlike s-wave coupling constant as long as we reproduce the same scattering
length a, which can actually be measured in experiments. In contrast, the microscopic
coupling λΛ is only valid at high energy scales and cannot be measured in experiments
- only the renormalized couplings obtained in the k → 0 limit are physical quantities.
The scattering length a is connected to λ by the relation (see Ch. 2.3)
a =
1
8pi
λ (k = 0, T = 0, n = 0) , (4.25)
that is, the scattering length is defined in vacuum for zero temperature. But notice that it
is only directly connected to the renormalized coupling constant λk=0. Even though we
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work in the zero temperature limit, there are still quantum fluctuations that renormalize
the microscopic coupling λΛ. In order to compare to real experiments, we have to solve
the flow equation twice: First we need to connect the unphysical microscopic coupling
λΛ to the scattering length by solving the vacuum flow. Second, we can “switch on”
temperature and chemical potential to calculate the desired many-body properties of
the system. The general procedure is shown in Fig. 4.3. It is actually a strong feature of
the method of functional renormalization that it can cope with the vacuum or scattering
physics and the many-body physics in a unified way. This feature is discussed in more
detail in Sec. 4.2.
Figure 4.3: To connect the unphysical microscopic coupling λΛ to a physical observable,
we first solve the flow in vacuum, given by T = n = 0, to arrive at Γvac. Then we
can “switch on” the density and temperature to arrive at the effective action Γmb.
We always choose the cutoff scale Λ to be much larger than the many-body scales.
Then the two different flows coincide in the ultraviolet, because the system does
not yet notices many-body effects. Figure taken from Boettcher et al. (2012).
We discuss how we project a suitable flow equation for λk and the other couplings
in Sec. 4.3, but note that the zero temperature vacuum flow equation for λk can be
solved analytically, as was shown in Ref. (Floerchinger and Wetterich (2008)). The
corresponding differential equation reads
∂kλ =
λ2
6pi2
. (4.26)
This is solved by
λ(k) =
1
1
λΛ
+ Λ−k
6pi2
. (4.27)
46
4.2. A game of scales: Introduction of trap size L
Using a = λk=0/(8pi) we find
λΛ =
1
1
8pia − Λ6pi2
. (4.28)
4.2 A game of scales: Introduction of trap size L
The ansatz that we introduced in the previous sections has been very successful to pro-
vide a qualitative and mostly quantitative description of the three- and two-dimensional
nonrelativistic Bose gas. Thus, we expect this ansatz to be successful in a similar man-
ner when applied to the dimensional crossover from two to three dimensions. In this
crossover, the system features long-range order below a critical temperature Tc for all
2 < d ≤ 3. Even for d = 2 we find a superfluid phase with an algebraic decay of
correlations due to the BKT mechanism, see Ch. 2.4. We can therefore describe a super-
fluid transition for all 2 ≤ d ≤ 3 by monitoring the minimum of the effective average
potential Uk in the limit k → 0.
We want to describe the crossover from two to three dimensions by means of com-
pactifying the “transverse” z-direction in the sense that we introduce a potential well
of length L. The boundary conditions at the end points may either be chosen periodic
or we may restrict the gas to a box potential with infinitely high walls given by
Vbox(z) =
{
0 0 ≤ z ≤ L
∞ else . (4.29)
In the case of periodic boundary conditions we say that the system is confined to
a torus in z-direction. Since the trapping potential vanishes inside the box potential,
the confinement reduces in both cases to boundary conditions on the field φ. Explicitly
they are given by
φ (τ, x, y, z = 0) = φ (τ, x, y, z = L) (4.30)
for periodic boundary conditions (pbc) and
φ (τ, x, y, z = 0) = φ (τ, x, y, z = L) = 0 (4.31)
for the box. An important physical implication is the quantization of energies and there-
fore a discrete excitation spectrum in z-direction.
We want to build this into our method of functional renormalization. Within such a
formulation the boundary conditions appear as restrictions on the appropriate function
space. That is, if we want to sum over all possible field configurations then we have to
take into account that only the ones satisfying the corresponding boundary conditions
are included in the summation. Eigenfunctions in z-directions are described as super-
positions of plane waves with momentum component qz . In z-direction the boundary
conditions lead to a quantization of energies Ez = ~2q2z/2M . For a torus the momenta
are restricted to qz → kn with
kn =
2pin
L
, n ∈ Z. (4.32)
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The key difference to the box is not that the energies are now quantized according to
Ez = ~2κ2n/2M with κn = pin/L, n = 1, 2, . . . , but rather that the smallest possible
energy, setting n = 1, is nonvanishing. In Sec. 4.8.1 we think about how to incorporate
this correctly into the functional renormalization group approach.
In experiments the trapping potentials are often harmonic, therefore varying smoothly.
However, the qualitative behavior is similar to a trap using potential wells, as can be
seen in Fig. 4.4.
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Figure 4.4: Schematics of the energy spectrum in the dimensional crossover from three
to two dimensions. The lines represent the eigenenergies of different systems.
In panel (a) we consider a noninteracting system in a three-dimensional box po-
tential which confines the system to the cuboid (x, y, z) ∈ [0, Lx]2 × [0, L] with
Lx/L = 2, whereas panel (b) displays the case of Lx/L = 3. We clearly see
how the increase in the ratio Lx/L leads to an effective two-dimensional contin-
uum of states (thin gray lines) between the discrete spectrum of excitations in the
transverse z-direction (thick red lines). The lowest excitations appear above the
zero-point energy, which is generally not zero. In (c) we sketch the more realistic
scenario of a system which is interacting and confined by a smooth trapping po-
tential. Although the concrete mode spectrum and level spacing in (c) differ from
(a) and (b), we find the same qualitative behavior. Figure taken from Lammers
et al. (2016).
Given a particular value of L, how can we decide whether the system under con-
sideration resembles more a two- or a three-dimensional system? For this we need to
compare L with the other length scales that are present in the system, i.e. the many-
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body length scales which are set by the temperature and density. Suppose L is much
smaller than all those other length scales, then we call this the two-dimensional (2D)
limit, because the system is frozen in its ground state in z-direction and the low-energy
excitations are limited to the two-dimensional continuum (qx, qy) in momentum space,
just above the zero-point energy. Macroscopically we cannot distinguish it from a 2D
system then. In Sec. 4.5.1 we show how the parameters of the effective 2D system are
inherited from the 3D system.
It is instructive to compare our formulation of confinement to other systems where
dimensional reduction occurs. For example, if the temperature T drops below the rel-
evant energy scales of a system, the statistics change from a quantum to a classical na-
ture. Further, when we derive the flow equations of our running couplings, we make
use of the Matsubara formalism, where 1/T plays the same role as L in our case. An-
other example is the dimensional reduction of higher-dimensional Kaluza-Klein theo-
ries compactified on a torus (Kaluza (1921); Klein (1926)).
A nice feature of the renormalization group approach is a pronounced separation
of scales due to the successive inclusion of fluctuations on different momentum shells.
Since we start at some ultraviolet cutoff of the theory and include information about
the physics at larger scales only later during the flow, the many-body scales set by
temperature T or chemical potential µ do not influence the effective average action Γk
at the beginning of the flow. As long as the scale k is much larger than the scales set by
the many-body effects, i.e. k  T 1/2 and k  µ1/2, the flow does not yet “know” that it
has a density or temperature, therefore the flow is not different from the vacuum zero
temperature flow. First at a scale k ∼ T 1/2 the system starts to feel a temperature. This
means that the method of functional renormalization can easily cope with a number of
different scales present in the system, because we look at them only one at a time. Thus,
we obtain a good intuition about whether we are in a more two- or three-dimensional
system by comparing the momentum scale set by the confinement of the transverse
direction, L−1, with the many-body scales √µ and √T . For L−1 being much larger
than
√
µ and
√
T the Bose gas first experiences the confinement, long before many-
body effects set in. In this case we are in a quasi 2D system, and it should be possible
to describe the system by an effective 2D model. Indeed, we show in Sec. 4.5.1 how
the properties of the 2D system are inherited from the 3D system. It is particularly
important to realize that we always start with a 3D system at the UV scale Λ, that
is, even for very small L, we choose a UV scale such that Λ  L−1 always holds.
Therefore, our ansatz of the effective average action and also the microscopic action
contain three-dimensional quantities, for example the field ρ = |φ|2 has the physical
dimension of a three-dimensional number density.
It is instructive to see how a 2D effective action emerges from our 3D effective action
ansatz
Γ [φ] =
∫
X
∫ L
0
dz
(
φ∗
(
Zk∂τ −∇2 − ∂2z +m2
)
φ+
λ3D
2
|φ|4
)
, (4.33)
where we now have X = (τ, ~x) with ~x = (x, y). In a 3D system with L =∞ the ground
state φ0(τ, ~x, z) is given by a constant value φ0 with arbitrary complex phase. If we now
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consider a finite confinement length L with periodic boundary conditions, the ground
state is still given by a constant and we can write
φ
(pbc)
0 (τ, ~x, z) = χ0
1√
L
, (4.34)
with |χ0|2 having the dimension of a 2D number density. We can evaluate the effective
action for this configuration to
Γ[φ
(pbc)
0 ] =
∫
X
(
m2|χ0|2 + (λ3D/L)
2
|χ0|4
)
. (4.35)
Notice that is has the structure of a two-dimensional Bose gas with a 2D coupling con-
stant λ2D = λ3D/L. The same considerations can be done for a confinement in a box.
However, the ground state is inhomogeneous and given by
φ
(box)
0 (τ, z, ~x) = χ0
√
2
L
sin
(piz
L
)
. (4.36)
The effective action evaluates to
Γ[φ
(box)
0 ] =
∫
X
((
m2 +
pi2
L2
)
|χ0|2 + λ2D
2
|χ0|4
)
(4.37)
with
λ2D = I2
λ3D
L
,
I2 =
4
L
∫ L
0
dz sin4
(piz
L
)
=
3
2
.
(4.38)
Therefore, for a confinement in a box we find a nontrivial prefactor in the translation
between the coupling constants on the mean-field level.
The FRG approach has been applied to study the effect of compactified dimensions
on many-body system both in several relativistic and nonrelativistic setups. Finite vol-
ume effects, i.e., when all spatial directions are confined to a cube of size [0, L]d, have
been studied for quark-meson-models (Braun and Klein (2009); Braun et al. (2011b,
2012); Tripolt et al. (2014)) and the 3D BCS-BEC crossover (Braun et al. (2011a)). In par-
ticular, Ref. (Tripolt et al. (2014)) highlights the difference in periodic and antiperiodic
boundary conditions. The latter result in a nonvanishing zero-point energy similar to
the confinement in a box potential discussed above.
4.3 Flow equations
In the previous sections we set up our model by introducing the ansatz for the effective
average action Γk, which has to coincide with the microscopic action S at the UV scale
Λ. We ensure this by choosing the right initial conditions for our running couplings.
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Remember from Ch. 3.2 that the Wetterich equation
∂tΓk =
1
2
Tr
[
(Γ
(2)
k +Rk)
−1∂tRk
]
(4.39)
describes how the effective average action changes with the scale k. But we need to
specify which regulator we want to choose within our calculations. Besides the general
constraints a regulator has to fulfill in order to actually be a regulator, see Sec. 3.3,
we require that it respects the underlying U(1) symmetry, so that it does not spoil the
previous symmetry considerations. Further, since we have to rely on truncations of
the effective average action, the calculated effective actions might actually depend on
the choice of regulator. Therefore, we choose a cutoff which is optimal in the sense
discussed in Sec. 3.3. This regulator is given by a Litim-type cutoff (Litim (2001a);
Wetterich (2008); Litim (2000))
∆Sk =
∫
Q
φ¯∗Ak(k2 − ~q2 − k2n)θ(k2 − ~q2 − k2n)φ¯, (4.40)
or, equivalently, in terms of the cutoff functions
Rk(Q,Q
′) = Rk(Q)δ(Q+Q′) · 1 (4.41)
with 1 being the identiy matrix and
Rk(Q) = Ak(k
2 − ~q2 − k2n)θ(k2 − ~q2 − k2n). (4.42)
Its derivative with respect to t = log(k/Λ) is given by
R˙k(Q) = Ak(2k
2 − η(k2 − ~q2 − k2n))θ(k2 − ~q2 − k2n), (4.43)
where we define the anomalous dimension by η = −A˙k/Ak. Note that this regulator
does not serve as an UV cutoff for the Matsubara frequencies, however this also gives
us the opportunity to carry out the Matsubara summation and the derivation of the
flow equations analytically. This particular choice of Litim-cutoff essentially replaces
~q2 + k2n with k2 in the flow equations whenever ~q2 + k2n < k2 and thus provides us with
an infrared cutoff by introducing an infrared mass term Akk2.
We present a detailed workout of the necessary calculations to deduce the flow
equations in App. A. In brief, the crucial steps are as follows. On the right hand side
of the Wetterich equation we see the inverse propagator or 2-point function Γ(2)k , which
we need to evaluate for our choice of ansatz Γk. We work with a decomposition of the
bosonic field φ into a real and imaginary part
φ(X) =
1√
2
(φ1(X) + iφ2(X)). (4.44)
Whenever we evaluate equations for a physical ground state, we insert a constant real
field φ(X) = φ = φ1/
√
2. The 2-point function is now a 2× 2-matrix, where the compo-
nents are given by (
Γ
(2)
k [φ]
)
i,j
(X,Y ) =
δ
δφi(X)
δ
δφj(Y )
Γk [φ] (4.45)
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The flow equation for the effective potential is given by
˙¯Uk(ρ¯) =
1
2
tr
∫
Q
G¯k(Q)R˙k(Q) (4.46)
with the regularized propagator
G¯k(Q) =
1
detQ
(
pq + U¯ ′ Z¯kq0
−Z¯kq0 pq + U¯ ′ + 2ρ¯U¯ ′′
)
, (4.47)
whereQ = (q0, ~q, kn), ~q = (q1, . . . , qd) denotes the momentum vector in the noncompact
dimensions of space, and kn the component of the discrete momentum modes due to
the transverse confinement. It can be derived from the Wetterich equation by evaluating
it for a constant field. The regularized propagator G¯k(Q) is obtained from the 2-point
function by means of
Γ
(2)
k (Q,Q
′) +Rk(Q,Q′) = δ(Q+Q′) · G¯−1k (Q), (4.48)
where Γ(2)k (Q,Q
′) is the Fourier transform of Γ(2)k (X,Y ), i.e.(
Γ
(2)
k [φ]
)
i,j
(Q,Q′) =
∫
X
∫
Y
eiXQeiY Q
′ (
Γ
(2)
k [φ]
)
i,j
(X,Y ). (4.49)
Further, we introduced
detQ = (pq + U¯ ′ + 2ρ¯U¯ ′′)(pq + U¯ ′) + (Z¯kq0)2,
pq = Ak(~q
2 + k2n) +Rk(Q),
(4.50)
where a prime denotes a derivative with respect to ρ¯. The integration in Eq. (4.46) con-
sists of a q0-integral, which is replaced by a sum over Matsubara frequencies ωn = 2pinT
for non-zero temperatures, and an integration over spatial dimensions. Therefore, we
have ∫
Q
= T
∑
ωn
1
L
∑
kn
∫
ddq
(2pi)d
. (4.51)
The flow equation for the effective potential can be written in the form
˙¯Uk =
∫
Q
pq + U¯ ′ + ρ¯U¯ ′′
detQ
R˙k
= T
∑
ωn
1
L
∑
kn
4vd
∫ ∞
0
dqqd−1
pq + U¯ ′ + ρ¯U¯ ′′
detQ
×Ak
(
2k2 − η(k2 − q2 − k2n)
)
θ
(
k2 − q2 − k2n
)
.
(4.52)
The overall θ-function limits the integration to the region q <
√
k2 − k2n and we may re-
place pq → Akk2 in the integrand, so that the integration can be performed analytically.
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We switch to renormalized quantities Zk = Z¯k/Ak and ρ = Akρ¯ and find
˙¯Uk =
4vdk
3+d
dZk
G1(T )F (L˜),
G1(T ) =
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)(
1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
Zk
))
,
F (L˜) =
1
Lk
∑
kn
(1− (kn/k)2)d/2
(
1− η1− (kn/k)
2
d+ 2
)
θ(k2 − k2n)
(4.53)
with L˜ = Lk. Further, we introduced the dimensionless quantities w1 = U ′/k2, w2 =
(U ′ + 2ρU ′′)/k2 and the Bose function NB(x) = (ex/T − 1)−1. G1(T ) encodes the
temperature-dependent part. Whenever we work in the zero temperature limit we can
set the Bose function to zero. Specializing to two continuous dimensions and making a
change of variable U˙k = ˙¯Uk + ηρU ′k the flow equation for the effective potential reads
U˙k = ηρU
′
k +
k5
4piZk
G1(T )F (L˜). (4.54)
In this flow equation we see the emergence of the crossover function F (L˜), which eval-
uates for periodic boundary conditions to
Fpbc(L˜) =
2N + 1
L˜
[
1− η
4
− 1
L˜2
(
1− η
2
) 4pi2
3
N(N + 1)
− η
L˜4
4pi4
15
N(N + 1)(−1 + 3N + 3N2)
]
.
(4.55)
The crossover function is the crucial quantity for the dimensional crossover, because it
encodes the influence of the trap. In the next section we discuss its shape and properties
in detail.
Having the flow equation for the effective potential Uk, we can derive flow equa-
tions for the couplings that appear in our truncation of the effective potential (4.16) by
means of a suitable projection. The flow is divided into two regimes. Whenever we are
in the symmetric regime, we have ρ0,k = 0, while in the spontaneously broken phase
we havem2k = 0. This means that we switch flow equations during the flow, depending
on which phase we are in. The minimum of the effective potential is determined by the
requirement
(∂ρU) (ρ0,k)
!
= 0. (4.56)
The flow of the minimum is therefore evaluated to
0
!
= ∂t
(
U ′k
) ∣∣∣∣
ρ=ρ0
= ∂ρU˙k
∣∣∣∣
ρ=ρ0
+ U ′′k
∣∣∣∣
ρ=ρ0
· ∂tρ0
⇒ ∂tρ0 = −
(
1
U ′′k
∂ρU˙k
) ∣∣∣∣
ρ=ρ0
= − 1
λk
∂ρU˙k
∣∣∣∣
ρ=ρ0
,
(4.57)
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whereas in the symmetric regime we have
∂tm
2
k = ∂ρU˙k
∣∣∣∣
ρ=0
. (4.58)
For both regimes we have
∂tλk = ∂t
(
∂2ρUk
) ∣∣∣∣
ρ=ρ0
=
(
∂2ρU˙k
) ∣∣∣∣
ρ=ρ0
+
(
∂3ρUk
) ∣∣∣∣
ρ=ρ0
∂tρ0
=
(
∂2ρU˙k
) ∣∣∣∣
ρ=ρ0
+ u3 · ∂tρ0,
(4.59)
however, we set u3 = 0 in this thesis. In the same manner we arrive at flow equations
for nk and αk, which read
∂tnk = −
(
∂µ′U˙k
) ∣∣∣∣
ρ=ρ0
− αk · ∂tρ0,
∂tαk =
(
∂ρ∂µ′U˙k
) ∣∣∣∣
ρ=ρ0
+
(
∂2ρ∂µ′Uk
) ∣∣∣∣
ρ=ρ0
,
(4.60)
where we neglect in the following the second term in the αk flow equation. For better
readability we have omitted µ′ = µ, which has to be set after all derivatives have been
performed.
Up to now the set of flow equations is not closed, since we are lacking flow equa-
tions for the wave function renormalizations Ak and Z¯k. We need to specify how to
project the flow equation of the effective average action onto these couplings. We use
the so-called derivative projection. Its motivation is found in the form of the inverse
propagator
G¯−1k (P ) =
(
Akp
2 + U¯ ′ + 2ρ¯U¯ ′′ −Z¯kp0
Z¯kp0 Akp
2 + U¯ ′
)
. (4.61)
We employ a projection of flow equations for Z¯k and Ak according to
∂tZ¯k = − ∂
∂p0
˙¯G−1k,12(p0, 0)
∣∣∣∣
p0=0
∂tAk =
∂
∂p2
˙¯G−1k,22(0, p
2)
∣∣∣∣
p=0
.
(4.62)
We get the flow equation of the inverse propagator by taking two functional deriva-
tives of the flow equation of the effective action (4.39). It is given by (Wetterich (2008))
˙¯G−1k,ij(P ) =tr
∫
Q
G¯k(Q)γ
(3)
i G¯k(Q− P )γ(3)j G¯k(Q)R˙k(Q)
−1
2
tr
∫
Q
G¯k(Q)γ
(4)
ij G¯k(Q)R˙k(Q),
(4.63)
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where we introduced the 3- and 4-point vertices
δ
δφ¯i(Q′′)
Γ(2)(Q,Q′) = Γ(3)i (Q,Q
′, Q′′)
= γ
(3)
i δ(Q+Q
′ +Q′′),
δ
δφ¯i(Q′′)
δ
δφ¯j(Q′′′)
Γ(2)(Q,Q′) = Γ(4)ij (Q,Q
′, Q′′, Q′′′)
= γ
(4)
ij δ(Q+Q
′ +Q′′ +Q′′′).
(4.64)
We want to work with the renormalized quantities η = −A˙k/Ak and Zk = Z¯k/Ak. The
flow equation for the frequency coefficient evaluates to
∂tZk = ηZk − ρλ
2
pik
G2(T )F (L˜), (4.65)
where we defined the temperature-dependent function
G2(T ) =
1
(1 + w2)3/2
(
1
2
+NB(c)− cN ′B(c)
)
− 3
8
w2(4 + w2)
(1 + w2)5/2
(
1
2
+NB(c)− cN ′B(c) +
c2
3
N ′′B(c)
)
.
(4.66)
with c = k2
√
1 + w2/Zk. The anomalous dimension η evaluates to
η =
ρ0λ
2
2piZkk
G3(T )F0(L˜), (4.67)
with
G3(T ) =
1
(1 + w2)3/2
(1
2
+NB(c)− cN ′B(c)
)
. (4.68)
F0(L˜) is the crossover function with η set equal to zero, i.e.
F0(L˜) =
2N + 1
L˜
[
1− 1
L˜2
4pi2
3
N(N + 1)
]
. (4.69)
This completes the derivation of the flow equations. We arrived at a set of partial dif-
ferential equations which is closed and can be computed with the help of the computa-
tional software program Mathematica.
4.4 Superfluid transition
In this section we study the superfluid phase transition of a Bose gas in the dimensional
crossover. The system is influenced by a number of external parameters: the tempera-
ture T , the chemical potential µ, the scattering length a and the size L of the potential
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well. Since we want to describe a gas with nonvanishing density which exhibits a sec-
ond order phase transition at low temperatures, we choose a positive chemical potential
and in addition, we set without loss of generality µ = 1, since in the end we always ex-
press our results in dimensionless quantities. The flow of the effective average action
Γk is initialized at some ultraviolet momentum scale k = Λ, where ΓΛ coincides with
the microscopic action of a three-dimensional Bose gas, see Sec. 4.1.2 for details. Be-
sides the many-body scales the three-dimensional Bose gas now features another scale,
which is defined by the size of the compactification length L in z-direction. For very
large L the system behaves very similar to a three-dimensional system, however, if L−1
is much larger than the many-body scales, the system is effectively two-dimensional.
We examine this scenario in Sec. 4.5. Nonetheless it is important that the ultraviolet
scale Λ is always chosen in a way that Λ  (L−1, µ1/2, T 1/2). Thus, we always start
with a three-dimensional system with three-dimensional coupling constants. The ini-
tial value for the effective potential is given by
UΛ(ρ) =
λΛ
2
(ρ− ρ0,Λ)2 (4.70)
with ρ0,Λ = µ/λΛ, so that it matches the microscopic potential. Even though we spec-
ified the “initial conditions” for the running couplings in Sec. 4.1.4, we have yet to
define the actual scale Λ. From the considerations above we choose to initialize the
flow at the ultraviolet scale Λ/
√
µ = 103, and stop at the final scale kf = Λe−10, which is
much smaller than the many body scales. Together with the initial conditions which we
determined in Sec. 4.1.4 and the flow equations for the running couplings, see Sec. 4.3,
we can deduce whether we are in the superfluid phase (ρ0,0 > 0) or in the disordered
phase (ρ0,0 = 0). The flow equation of the effective average potential Uk is the central
flow equation in our setting. It factorizes into a universal L-independent part G1(T )
and a crossover function F (L˜) according to
k
∂
∂k
Uk(ρ) =
k5
4piZk
G1(T )F (L˜) + ηρU
′
k(ρ). (4.71)
The crossover function F (L˜) encodes the influence of the trap and we plot it for periodic
boundary conditions in Fig. 4.5. If we compare the flow equation for the effective av-
erage potential in this confined setting with the flow equation for the effective average
potential in d continuous dimensions
k
∂
∂k
Uk(ρ) = 4vd
kd+2
Zkd
(
1− η
d+ 2
)
G1(T ) + ηρU
′
k(ρ), (4.72)
then we see that the function F interpolates between the two- and three-dimensional
flow equations via the two limiting cases
F (L˜) =
{
2
3pi
(
1− η5
)
(L˜ 1)
L˜−1
(
1− η4
)
(L˜ 1) . (4.73)
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Figure 4.5: The key object in the dimensional crossover is the crossover function F (L˜),
which appears in the flow equations of the three-dimensional system. We recover
the three-dimensional flow equations for large L˜ = Lk, while we obtain the two-
dimensional flow equations for small L˜, where the crossover function diverges
like L˜−1. In this way we can interpolate between these to limites. Note that even
when the system is confined by a very small trap size L, the description of the
microscopic theory is still three-dimensional, because the ultraviolet scale kΛ = Λ
ensures LΛ 1. Figure taken from Lammers et al. (2016).
The flow equations coincide U˙k = U˙3D for L˜  1, while we find U˙k = U˙2D/L for
L˜  1. Because we start with a three-dimensional system, the factor 1/L is there from
dimensional reasons to arrive at a two-dimensional system. The crossover function
changes its shape rather rapidly from the three-dimensional behavior for k > 2piL , where
it is essentially constant, to the two-dimensional behavior for k < 2piL . The oscillatory
behavior in the transition region is rapidly damped. In Fig. 4.5 we also show the lim-
iting flow equations for two and three continuous dimensions with dashed red lines.
Therefore, the dimensional reduction from three to two dimensions is very effectively
realized by the flow and we could approximate this very well by simply switching from
three to two dimensions as k decreases below 2pi/L. A similar sharp transition has been
observed in the τ -direction for the transition between quantum and classical statistics
(Tetradis and Wetterich (1993, 1994b)).
Our flow always starts in the symmetry broken regime, where the whole gas is
condensed (on a microscopic level). Whenever the order parameter ρk vanishes during
the flow, we need to activate the flow equation for m2k. If this happens we eventually
arrive in the disordered regime for k → 0. If the order parameter retains its nonzero
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value, however, we are in the symmetry broken phase. In Figs. 4.6 – 4.8 we show
the general behavior of ρk and m2k. Thus, we can determine the superfluid transition
temperature Tc by monitoring the flow of ρ0,k: It corresponds to the temperature for
which ρ0,k→0 = m2k→0 = 0. We can repeat this calculation for every trap size L.
Figure 4.6: We determine in which phase we are by monitoring the flow of the order
parameter ρ0,k. To match the effective average action with the microscopic action
in the ultraviolet, we start with a finite superlfuid density ρ0,Λ. If the temperature
is high enough, thermal fluctuations will destroy the long-range order and ρ0,k
will eventually vanish during the flow. This activates the mass term m2k and we
arrive in the normal phase for k → 0.
In this way we can plot the superfluid fraction ρ0/n for different values of L in Fig.
4.9, covering the whole crossover from very small to very large L. Note that even for
a two-dimensional system the ratio ρ0/n of the 3D quantities ρ0 and n gives the super-
fluid fraction, since ρ2D0 = Lρ
3D
0 |L→0 and n2D = Ln3D|L→0, so that L drops out. This is
one of the reasons why we plot dimensionless quantities. For vanishing temperature
we find ρ0/n = 1, i.e. the whole gas becomes superfluid irrespective of L. But this does
not mean that we have a Bose–Einstein condensate. Actually, to observe the conden-
sate, we would need to keep track of the “unrenormalized” ρ¯. In the three-dimensional
limit the gas develops a small condensate depletion due to interactions (Floerchinger
and Wetterich (2008)), which means that not the whole gas is condensed, i.e. ρ¯/n . 1.
In Fig. 4.10 we show the superfluid transition temperature Tc for the whole 2D–3D
dimensional crossover. Let us first discuss the three-dimensional limit that we approach
for large L. The critical temperature for Bose–Einstein condensation (BEC) TBEC of an
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Figure 4.7: Flow at the critical temperature Tc. The temperature is tuned such that the
flow of ρ0,k reaches zero asymptotically for k → 0. Right above this temperature
the superfluid density vanishes at a finite scale k > 0 and the mass term develops
a nonzero value. Below the critical temperature the order parameter ρ0,k→0 does
not vanish and the system is in the superfluid phase.
Figure 4.8: For low temperatures, the fluctuations are not strong enough to destroy
the superfluid. Thus, we have ρ0,k→0 > 0 and m2k→0 = 0. We then proceed to
calculate the ratio ρ0,k→0/nk→0 to determine the superfluid fraction.
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Figure 4.9: Superfluid fraction ρ0/n at k → 0 for different values of L. Larger values
of L correspond to the curves further to the right. The critical temperature, here
in units of the chemical potential µ, is higher in more 3D-like systems. For all
compactification lengths L we recover the correct limit ρ0/n|T→0 = 1, where the
whole gas is superfluid due to Galilean invariance. The curves correspond to a
coupling strength g3D
√
µ = 0.025. Figure taken from Lammers et al. (2016).
interacting gas is given by
TBEC = Tc,id + ∆Tc,
Tc,id =
2pi~2
MkB
( n
ζ(3/2)
)2/3
= 6.625n2/3.
(4.74)
We calculated the critical temperature of an ideal three-dimensional Bose gas in Ch. 2.2.
Interactions change this transition temperature by a small amount, which we denote by
∆Tc. For a sufficiently small gas parameter a3Dn1/3, this interaction induced shift of the
critical temperature is given by (Gru¨ter et al. (1997); Baym et al. (1999))
∆Tc
Tc,id
= κ a3Dn
1/3, (4.75)
where κ is a constant. Our calculation deduced κ = 2.1, which retrieves the value
found in Ref. (Floerchinger and Wetterich (2008)). It also compares well with the Monte
Carlo result (Holzmann and Krauth (1999); Arnold and Moore (2001); Kashurnikov
et al. (2001)). Thus, our calculations in the dimensional crossover can reproduce the
three-dimensional calculations for large L.
Often, the coupling constant λ3D,k→0 is denoted as g3D. We thus have
g3D = 8pia3D = λ3D,k→0. (4.76)
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At the transition temperature we find Tc/µ = 51 for g3D
√
µ = 0.025, which is equivalent
to µc = 1.9g3Dn. We can compare this to Hartree–Fock theory, which predicts µ = 2g3Dn
above the transition temperature.
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Figure 4.10: Dimensional crossover of the superfluid critical temperature Tc from two
to three dimensions. For large L the superfluid transition goes along with Bose–
Einstein condensation and the critical temperature coincides with the critical tem-
perature of an interacting three-dimensional Bose gas. For smaller systems, that
is for smaller compactification lengths L, the critical temperature is substantially
lower. For any value of L we fix the three-dimensional coupling constant to the
same value as in Fig. 4.9. This is typically the situation in cold atom experiments,
where g3D is controlled by a magnetic Feshbach resonance. Figure taken from
Lammers et al. (2016).
What happens when we decrease the trap size L? We see in Fig. 4.10 that the critical
temperature decreases and is reduced by a substantial factor as one goes through the
crossover. We see that in the limit L → 0 the critical temperature does not saturate to
one value. To understand this, first note that we perform the dimensional crossover
for a fixed value of a3D, because this quantity is typically fixed by magnetic fields in
cold atom experiments. As discussed before, this translates to a coupling λ3DΛ through
the vacuum flow equation (see Eq. (4.28)), and leads to a characteristic behavior of
Tc in the 2D limit of small L, which can be understood as follows: For L & Λ−1 the
flow in Eq. (4.71) is solely determined by F (L˜) ' L˜−1(1 − η4 ), and thus resembles a
truly two-dimensional renormalization group flow. In particular, this also applies to
the initial value of the effectively two-dimensional coupling constant λ2D, which in the
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limit L→ 0 is given by
λ2D,Λ
∣∣∣
LΛ&1
=
1
L
λ3D,Λ ≈ 8pia3D
L
, (4.77)
see Eq. (4.92). Hence, as we decrease L further an further in this regime, we simulate
a whole class of strongly-interacting two-dimensional Bose gases, each corresponding
to a certain coupling strength λ2D(L) and critical temperature Tc(L). This is the reason
why Tc does not fully saturate for small L, although the dependence becomes rather
weak. We perform the dimensional crossover for fixed a2D in Sec. 4.6.
4.5 2D limit
4.5.1 Effective 2D coupling constant
A particular strength of the functional renormalization group approach is that it can
cope with a lot of different length scales. We saw that the flow of couplings can be
described by a two-dimensional flow whenever the scale k is below an effective cutoff
Λeff  L−1. In particular, if L−1 is much larger than the many-body scales√µ and
√
T ,
the many-body system can be described by an effective two-dimensional model with
UV cutoff Λeff. We call this scenario the 2D limit. In this limit, even though we start
with a three-dimensional microscopic action, the system experiences the “influence” of
the trap quite early during the flow, so that it effectively switches to two-dimensional
flow equations, long before many-body effects come into play. The aim of this section
is to obtain a relation between a2D and a3D. We achieve this by relating λ2D(Λeff) of the
effective two-dimensional action to the three-dimensional scattering length and further
integrating the flow equations between Λ and Λeff in vacuum. We will see that the de-
tails of the relation between the two- and three-dimensional scattering lengths depends
on the particular compactification or trap potential. Notice that once the renormalized
coupling λ2D(Λeff) is specified, it allows us to determine the many-body properties of
the effective 2D system without any further knowledge of the 3D system.
We introduce the momentum scale Λeff via
Λ L−1  Λeff  √µ,
√
T . (4.78)
Besides these constraints the new scale Λeff is arbitrary and will serve as an ultraviolet
cutoff of the effective two-dimensional theory.
In the following we consider the regime k ∈ [Λeff,Λ] of the renormalization group
flow. Since Λeff  √µ,
√
T , it is identical to the vacuum flow and characterized by
Zk = 1, η = ρ0,k = NB = 0, leading to a simple form of Eq. (4.71), which reads
U˙(ρ) =
k5
8pi
F0(L˜)
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)
. (4.79)
The crossover function F |η=0 = F0 is evaluated for η = 0, see Eq. (4.69). In particular,
for L˜ 1 we are left with
U˙(ρ) =
1
L
k4
8pi
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)
=
1
L
U˙2D, (4.80)
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which is the flow equation of the two-dimensional potential defined via U3D = 1LU2D
and ρ3D = 1Lρ2D. With these definitions the quantities w1 = U
′
3D/k
2 = U ′2D/k
2 and
w2 = (U
′
3D + 2ρ3DU
′′
3D)/k
2 = (U ′2D + 2ρ2DU
′′
2D)/k
2 are invariant. We define λ2D = U ′′2D(0),
such that the effective 2D coupling strength is given by
λ2DΛeff =
1
L
λ3DΛeff . (4.81)
The aim is to connect λ3DΛeff with λ
3D
Λ and further to connect both λ
3D
Λ and λ
2D
Λeff
with the
scattering lengths a3D and a2D, respectively.
We find that the running of the three-dimensional coupling constant λk in vacuum
is given by
λ˙k =
k5
4pi
F0(L˜)
λ2k
k4
. (4.82)
We can rewrite this differential equation according to
∂k
1
λk
= − 1
4pi
F0(L˜) (4.83)
and arrive at
1
λ3DΛeff
− 1
λ3DΛ
=
1
4piL
∫ LΛ
LΛeff
dL˜ F0(L˜). (4.84)
Using Eq. (4.81) we can now relate the two-dimensional coupling constant at scale Λeff
with the three-dimensional coupling constant λΛ coupling constant via
1
λ2DΛeff
=
L
λ3DΛ
+
1
4pi
∫ LΛ
LΛeff
dL˜ F0(L˜). (4.85)
The coupling constants λ3DΛ and λ
2D
Λeff
can be related to the three- and two-dimensional
scattering lengths a3D and a2D by means of the formulas
1
λ3DΛ
= − Λ
6pi2
+
1
8pia3D
,
1
λ2DΛeff
= − 1
8pi
log(Λ2effa
2
2D) +
1
8pi
.
(4.86)
see Eqs. (4.127) and (4.128). We previously introduced the relation between a3D andλ3DΛ
in Eq. (4.28). If one wants to derive this relation for the two-dimensional case, it is quite
difficult to obtain the additional term + 18pi . Thus, we employ T -matrix calculations
below to find the relation in Eq. (4.86).
Finally, we insert the relations in Eq. (4.86) into Eq. (4.85) to obtain
a2D = L exp
{
−1
2
L
a3D
+ Φ
}
(4.87)
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with
Φ =
2LΛ
3pi
− log(LΛeff) + 12 −
∫ LΛ
LΛeff
dL˜ F0(L˜). (4.88)
This gives us the desired relation between a2D and a3D. Due to the particular limits of
F (L˜) in Eq. (4.73), the artificial scales Λeff and Λ drop out and we can deduce a2D purely
from the values of a3D and L. This is true for any crossover function F (L˜) that satisfies
(4.73) and approaches these limits sufficiently fast in the variable L˜. In Sec. 4.8.1 we
show how to deduce the crossover function for a box potential and we point out that
we cannot take the Λ→∞ limit.
We evaluate the integral numerically to Φ = 0 and are thus left with
a
(pbc)
2D = L exp
{
−1
2
L
a3D
}
. (4.89)
Since Λ dropped out of the formula, a new effective cutoff of the two-dimensional the-
ory emerges naturally by L−1. The system lost all information about its third dimen-
sion, and its three-dimensional microscopic couplings just served as a way to define
the two-dimensional theory with a new effective action. Relations like this have been
obtained before, in particular, we can compare with the result obtained in a harmonic
trap (Petrov and Shlyapnikov (2001); Bloch et al. (2008); Levinsen and Parish (2015)),
which is given by
a2D = `z
√
pi
A
exp
{
−
√
pi
2
`z
a3D
}
(4.90)
with A = 0.905 and `z =
√
~/Mω0 the oscillator length. We can introduce the effective
length scale `effz = L/
√
2pi and an effective constant Aeff to completely match our results
to Eq. (4.90) according to
a2D = `
eff
z
√
pi
Aeff
exp
{
−
√
pi
2
`effz
a3D
}
. (4.91)
We have A(pbc)eff =
1
2 for a confinement along the z-direction with periodic boundary
conditions.
Further, from Eqs. (4.81) and (4.86) we can deduce
λ2D,Λeff =
1
L
λ3D,Λeff =
1
L
8pia3D
− LΛeff
6pi2
. (4.92)
If a3D/L → 0 is sufficiently small, we can ignore the term of order O(LΛeff) in the
denominator. Furthermore, neglecting the logarithmic running of the coupling, we can
identify g2D ≈ λ2D,Λeff and thus arrive at
g2D ≈ 8pia3D
L
. (4.93)
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Written in terms of g˜ = g2D/2 and `effz this assumes the familiar form
g˜ ≈
√
8pi
a3D
`effz
(4.94)
known from the case of harmonic confinement (Bloch et al. (2008)).
We now employ T -matrix calculations for two reasons. First, we want to compare
and benchmark our findings, in particular, we recover the relation between a2D and
a3D from Eq. (4.89). In the T -matrix approach, the particle-particle loop is integrated
directly without the use of a flow equation. It is interesting that we can solve the T -
matrix in vacuum exactly, which is related to a decoupling property of the two-body
sector in this particular system, see Ref. (Floerchinger (2014)). The route to determining
the scattering properties of two particles in a box potential via the T -matrix has also
been explored in Ref. (Yamashita et al. (2015)) and Eqs. (4.89) and (4.108) agree with the
results therein for L = 2piR. The second reason why we employ T -matrix calculations
is to obtain the additional term + 18pi in Eq. (4.86), which is at this point difficult to obtain
just with a functional renormalization group analysis.
In these calculations we use a sharp momentum cutoff, so that the momentum in-
tegration is equipped with an ultraviolet scale Λ. Since this is a different regularization
procedure than the use of the regulator Rk(Q) in Eq. (4.42), we denote the microscopic
coupling constant with a superscript (sh), i.e. λ(sh)Λ .
The low-energy T -matrix T (E) in d noncompact dimensions is defined as
1
T (E)
=
1
λ
(sh)
Λ
−
∫ Λ
~q
1
E + i0− 2q2 , (4.95)
where 2q2 = q2/2Mr is the noninteracting part of the Hamiltonian with reduced mass
Mr = M/2, see, for instance, Ref. (Morgan et al. (2002); Levinsen and Parish (2015))
for a detailed discussion. We need to renormalize the interaction, since the integral
diverges for Λ→∞ and we may use λ(sh)Λ to relate to physical quantities a2D or a3D. In
fact, we define (compare to Eq. (2.41))
1
8pia3D
= lim
E→0
1
T (E)
. (4.96)
By evaluating the integral we find
1
8pia3D
=
1
λ
(sh)
Λ
+
Λ
4pi2
. (4.97)
Therefore, the three-dimensional T -matrix evaluates to
1
T 3D(E)
=
1
8pi
( 1
a3D
−
√
−(E + i0)/2
)
(4.98)
provided we choose
1
λ
(sh)
3D,Λ
= − Λ
4pi2
+
1
8pia3D
. (4.99)
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In the two-dimensional case we define the scattering length a2D via
− log (k2a22D)
8pi
=
1
T (E = 2k2)
=
1
λ
(sh)
2D,Λ
−
∫ Λ
~q
1
2k2 + i0− 2q2 . (4.100)
In contrast to the three-dimensional case, the limit k → 0 does not serve for a definition
of the scattering length, since the T -matrix vanishes in this limit. The integral evaluates
to ∫ Λ
~q
1
2k2 − 2q2 = −
1
8pi
log
(
Λ2
k2
)
, (4.101)
so that the microscopic coupling λ(sh)2D,Λ can be written in terms of a2D as
1
λ
(sh)
2D,Λ
= − 1
8pi
log(Λ2a22D). (4.102)
Thus, the two-dimensional T -matrix is given by
1
T 2D(E)
= − 1
8pi
log
(
−(E + i0)a
2
2D
2
)
= − 1
8pi
[
log
(Ea22D
2
)
− ipi
]
.
(4.103)
Having suitable definitions for the scattering lengths, we need to find a way to relate
the two- and three-dimensional system. We generalize the T -matrix T (E), where the
z-direction is confined in a potential well of size L with periodic boundary conditions.
We then have the quantization qz → kn = 2pin/L, n ∈ Z, for momenta in the z-direction,
and need to replace the integration by a summation∫ ∞
−∞
dqz
2pi
→
∞∑
n=−∞
∆kn
2pi
=
1
L
∞∑
n=−∞
. (4.104)
We introduce the abbreviation A = −(E + i0)/2 and find
1
T (E,L)
=
1
λ
(sh)
3D,Λ
+
1
2L
∑
n
∫ Λ′ d2q
(2pi)2
1
k2n + q
2 +A
=
1
λ
(sh)
3D,Λ
+
1
2
∫ Λ′ d2q
(2pi)2
1
2 +NB(L
√
q2 +A)√
q2 +A
=
1
λ
(sh)
3D,Λ
+
Λ′ −√A
8pi
− 1
4piL
log(1− e−L
√
A),
(4.105)
where in the second line we evaluated the summation over the discrete modes, which
results in the emergence of the Bose function NB . To compare and match this result
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with the previous found three-dimensional T -matrix, we consider the L → ∞ limit.
In this limit T (E,L) reduces to the three-dimensional expression (4.98) provided we
choose
1
λ
(sh)
3D,Λ
= −Λ
′
8pi
+
1
8pia3D
, Λ′ =
2
pi
Λ. (4.106)
Note that Λ and Λ′ are not necessarily the same, because Λ′ is a UV cutoff for the mo-
menta in the two continuous dimensions. We define the three-dimensional scattering
length more formally as
1
8pia3D
:= lim
E→0
lim
L→∞
1
T (E,L)
. (4.107)
We thus have
1
T (E,L)
=
1
8pi
( 1
a3D
−
√
A
)
− 1
4piL
log(1− e−L
√
A). (4.108)
We can now relate the generalized T -matrix with the effective 2D-T -matrix via
1
T2D(E)
:=
L
T (E,L)
, (4.109)
which, for E → 0 and therefore A→ 0 is given by
1
T2D(E)
A→0' L
8pia3D
− 1
4pi
log(L
√
A)
=
L
8pia3D
− 1
4pi
log
(
L
√
−(E + i0)
2
)
!
= − 1
4pi
log
(
a2D
√
−(E + i0)
2
)
= − 1
8pi
log
(
−(E + i0)a
2
2D
2
)
.
(4.110)
where in the third line we demand the T -matrix to coincide with the previously found
low energy two-dimensional T -matrix (4.103).
Solving for a2D yields the effective two-dimensional scattering length of the con-
fined system
a
(pbc)
2D (L) = L exp
{
−1
2
L
a3D
}
, (4.111)
which agrees with the functional renormalization group result in Eq. (4.89).
The second application for the T -matrix calculations is to correctly define the initial
conditions for λΛ of the renormalization group approach in Eq. (4.86). The T -matrix
from Eq. (4.95) can be defined more generally as a function of P = (p0, ~p) by
1
T (P )
=
1
λ
(sh)
Λ
+
∫ Λ
Q
1
Pφ(Q+ P )Pφ(−Q) , (4.112)
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where we introduced the notation
Pφ(Q) = PQφ = iq0 + q2 − µ. (4.113)
Again, we can calculate the loop integral to obtain
1
T (P )
=

1
λ
(sh)
3D,Λ
+ Λ
4pi2
− 18pi
√
A (d = 3)
1
λ
(sh)
2D,Λ
− 18pi log(A/Λ2) (d = 2)
, (4.114)
where we now have
A =
ip0
2
+
p2
4
− µ. (4.115)
To recover the usual low energy T -matrix we can set p2 = µ = 0 and make an analytic
continuation to energies E via ip0 → −(E + i0). To make contact with the running
coupling constant λk that we use in the functional renormalization group approach, we
calculate its flow equation in vacuum (since we are interested in the scattering prop-
erties). We can project a flow equation for λk from the effective average potential Uk
via
λ˙k = U˙
′′(0), (4.116)
where
U˙(ρ) =
1
2
∫
Q
R˙k(Q)
LQφ + L
−Q
φ
LQφL
−Q
φ − (ρU ′′)2
(4.117)
and LQφ = Pφ(Q) +Rk(Q) + U ′ + ρU ′′. We obtain
λ˙k = 2λ
2
k
∫
Q
R˙k(Q)
(PQφ +RQk )2(P−Qφ +R−Qk )
= −λ2k∂t
∫
Q
1
(PQφ +RQk )(P−Qφ +R−Qk )
.
(4.118)
We can rewrite this according to
∂t
1
λk
= ∂t
∫
Q
1
(PQφ +RQk )(P−Qφ +R−Qk )
. (4.119)
Thus, the running coupling λk is given by
1
λk
=
1
λΛ
+
∫
Q
(
1
(PQφ +RQk )(P−Qφ +R−Qk )
− 1
(PQφ +RQΛ )(P−Qφ +R−QΛ )
)
=
1
λΛ
+
1
2
∫
~q
( 1
q2 +Rk(q)
− 1
q2 +RΛ(q)
)
(4.121)
=
1
λΛ
+
1
2
∫ Λ
~q
1
q2 +Rk(q)
− 1
2
∫ Λ
~q
1
Λ2
.
(4.120)
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In the last line we employed the particular form of the Litim-type regulator that we use
in this thesis
Rk(q) = (k
2 − q2)θ(k2 − q2). (4.121)
The last term in Eq. (4.120) evaluates to
1
2
∫ Λ
~q
1
Λ2
=
{
Λ
12pi2
(d = 3),
1
8pi (d = 2).
(4.122)
This term depends on the choice of regulator and is in general different for other regu-
lators. Again, we can generalize this to a P -dependent scattering vertex by defining
∂t
1
λk(P )
:= ∂t
∫
Q
1
(PQ+Pφ +RQ+Pk )(P−Qφ +R−Qk )
, (4.123)
where we can take the limit k → 0 for nonvanishing P to obtain
1
λk=0(P )
=
1
λΛ
+
∫ Λ
Q
1
PQ+Pφ P−Qφ
− 1
2
∫ Λ
~q
1
Λ2
, (4.124)
where we used Rk=0 = 0. Comparing this to Eq. (4.112) for the generalized T matrix
T (P ) we conclude that we can identify
T (P ) = λk=0(P ). (4.125)
Thus, we found the desired relation which “translates” the coupling constants accord-
ing to
1
λ
(sh)
Λ
=
1
λΛ
− 1
2
∫ Λ
~q
1
Λ2
. (4.126)
We find that the correct initial conditions for λΛ in two and three dimensions in terms
of the scattering lengths is given by
1
λ3DΛ
= − Λ
6pi2
+
1
8pia3D
(4.127)
and
1
λ2DΛ
= − 1
8pi
log(Λ2a22D) +
1
8pi
. (4.128)
4.5.2 True 2D gas
In cold atom experiments, the two-dimensional coupling strength is commonly ex-
pressed by the coupling constant g˜ = (M/~2)g2D = g2D/2. Due to the logarithmic
energy dependence of the T -matrix in two dimensions the coupling g2D needs to be
defined with respect to a fixed energy or momentum scale. However, this scale depen-
dence is only logarithmic and g˜ appears to be effectively constant in experiments. One
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choice is to define the coupling strength at the momentum scale kn =
√
n2D, where
n2D = Ln3D is the two-dimensional density. For studying the phase transition, how-
ever, T > µ sets the appropriate scale. Thus we define the interaction strength via
g2D = 2g˜ = λ2D,k=
√
T (4.129)
in the functional renormalization group approach.
The critical phase space density for the BKT transition is nλ2T = log(ξ/g˜) for small
couplings g˜. Monte Carlo calculations yield ξ = 380 (Prokof’ev et al. (2001); Prokof’ev
and Svistunov (2002)). Solving for the superfluid transition temperature TBKT yields
TBKT =
4pin2D
log(ξ/g˜)
. (4.130)
By employing µc/T = (g˜/pi) log(ξµ/g˜) for the critical chemical potential, we may also
express the critical temperature for small g˜ by
TBKT
µ
=
pi
g˜
A
log(ξµ/g˜)
. (4.131)
Monte Carlo computations (Prokof’ev et al. (2001)) have evaluated the parameters to
A = 1 and ξµ = 13.2.
This limiting formula for the critical temperature of a two-dimensional superfluid
Bose gas can be studied independently of the details of the dimensional crossover. For
this calculation we set Λ/
√
µ = 103 as before, and vary the values of tf = log(kf/Λ) and
λ2D,Λ.
In the dimensional crossover we have used tf = −10. For this choice we can re-
produce the asymptotic form of Eq. (4.131) and find for the parameters A = 0.99 and
ξµ = 6.0. We visualize the coupling dependence of the critical temperature in Fig. 4.11.
To check if this result depends on the infrared scale kf we vary tf in a reasonable range.
Again we can reproduce the scaling behavior according to Eq. (4.131) with only mild
variations of the parameters A and ξµ, as shown in Tab. 4.1. We obtained the values
from a fit of Tc/µ to Eq. (4.131) in the interval g2D ∈ [10−4, 0.01].
tf -8 -9 -10 -11 -12
A 0.94 0.98 0.99 0.99 0.99
ξµ 5.1 5.3 6.0 6.6 7.2
Table 4.1: Fitting parameters obtained from matching the critical temperature Tc/µ for
different values of tf = log(kf/Λ) to Eq. (4.131) in the interval g2D ∈ [10−4, 0.01].
The parametric form in Eq. (4.131) was also obtained with the functional renormal-
ization group in Ref. (Ranc¸on and Dupuis (2012)), where TBKT was determined in a
different manner than employed here, yielding A = 0.982 and ξµ = 9.48.
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Figure 4.11: Critical temperature Tc/µ in two dimensions as a function of g2D over
four orders of magnitude. For better comparability with Eq. (4.131) we have
multiplied the function by g2D. The blue points and solid line constitute the result
of functional renormalization group calculations for tf = −10, whereas the red
dashed line corresponds to the asymptotic form of Eq. (4.131) for small g2D. For
the dashed line we use the fit result from Tab. 4.1. Figure taken from Lammers
et al. (2016).
4.6 Dimensional crossover for fixed a2D
In the last sections we extracted physical properties of a Bose gas in a dimensional
crossover where we fixed the three-dimensional scattering length a3D. This follows a
typical cold atom experiment protocol, where a3D is fixed by means of an external mag-
netic field B, and decreasing the trap size L leads to a quasi-two-dimensional system.
In this section we want to answer the question: If we attempt to quantum simulate two-
dimensional systems, can we be sure to actually measure the two-dimensional critical
temperature, given L 6= 0? Thus, we want to perform the dimensional crossover for
fixed a2D. In order to do this we need to choose the initial conditions for the flow equa-
tions rather carefully.
First of all, Eq. (4.86) implies that a3D cannot be arbitrary large within our model
with pointlike interactions. For a given fixed value of the ultraviolet scale Λ, the scat-
tering length is bounded from above according to a3D < amax = (4Λ3pi )
−1 = 2.36Λ−1, see
Ref. (Floerchinger and Wetterich (2008)). From this it can be deduced that for Λ → ∞
we have a3D → 0, which means that the pointlike interaction approximation cannot
describe the interacting system up to arbitrarily high energies.
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Figure 4.12: Dimensional crossover of the superfluid critical temperature Tc for a fixed
value of a2D. One observes three characteristic regimes for the behavior of the
critical temperature: (i) For small 0.1 ≤ L√µ ≤ 1, the transition temperature
increases. However, since we have chosen Λ/
√
µ = 10 here, this region corre-
sponds to 1 ≤ LΛ ≤ 10 and thus violates the criterion L  Λ−1. Thus it is not of
relevance for this discussion. (ii) For intermediate L
√
µ, the critical temperature
settles at Tc/µ = 1.32 (horizontal dashed line), which is the transition temper-
ature for the corresponding 2D gas with the same value of a2D. In this region,
which corresponds to L/a2D = (1−3)×103 in this particular case, the gas is truly
two-dimensional. (iii) For largerL, we find an increase of the critical temperature.
Note that the crossover scale L
√
µ ≈ 3 between the 2D and the quasi-2D regime
is still much larger than T−1/2 and µ−1/2. The slight dimple in Tc/µ before the
rising seems to root in the same oscillatory crossover behavior as also found for
small L, and we do not attribute any deep physical meaning to it at this point.
Figure taken from Lammers et al. (2016).
For fixed L we can further deduce a2D < Le−
1
2
(L/amax) due to Eq. (4.89), which
relates a2D to a3D. Thus, in typical experiments with fixed L, the range of accessible a2D
is also limited from above.
In this section we want to fix a2D and Λ, where now the above considerations imply
that not all values of the trap size L are allowed: We need to determine the possi-
ble values of L which realize this particular a2D. Let us define the function f(x) =
4pia2D/λ
3D
Λ =
log(x)
x − 23pi (Λa2D) with x = L/a2D. To obtain a stable solution we re-
quire f(x) to be positive. Thus, we obtain an interval of allowed x-values, which trans-
lates to a stability interval [Lmin, Lmax] of possible L-values. From Eq. (4.86) we see
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that, disregarding some modifications due to the regularization procedure, we have
Λa2D < 1. To make things more transparent, if we choose Λa2D = 0.1 (0.01) we arrive
at xmin ' 1.02 (1.002) and xmax ' 260 (3900). There is one last catch, however, since we
still need to satisfy LΛ  1. Thus the value of Lmin, obtained from f(x), will typically
be too small, such that we set Lmin = Λ−1.
For our discussion of the dimensional crossover at fixed a2D we employ µ = 1, a2D =
10−3, Λ = 10 and kf = 10−2. We choose Lmin = Λ−1 from LΛ > 1 and Lmax = 3885a3D
from the positivity of f(x). The critical temperature of the pure two-dimensional gas
for this set of parameters is given by Tc/µ = 1.32. The resulting crossover of the critical
temperature is shown in Fig. 4.12, where the horizontal dashed line gives the critical
temperature of the two-dimensional system.
We see that the critical temperature coincides with that of the pure two-dimensional
system, if we choose L/a2D sufficiently small. If we increase the trap size Lwe find that
the critical temperature is enhanced. This makes sense, because systems with dimen-
sion 2 < d ≤ 3 can develop a condensate, which appears as an additional force to move
the system to the superfluid state.
4.7 Anisotropic derivative expansion
We can improve and also check our truncation by including more running couplings
and see if they might change the results qualitatively or quantitatively. The derivative
expansion employed in Eq. (4.62) is spatially isotropic in the sense that excitations in
the planar and transverse directions are treated equally. We might think that this is a
bad ansatz due to the confinement in z-direction. Therefore, in the approach of this
section, we more generally approximate the kinetic energy of spatial excitations by a
dispersion relation
E~q =
1
Z¯(k)
(
A(k)(q21 + · · ·+ q2d) +Az(k)q2d+1
)
, (4.132)
where we have in addition to Z¯(k) and A(k) also the k-dependent running coupling
Az(k). This yields an anisotropic generalization of Eq. (4.12) given by
Γ¯k[φ¯
∗, φ¯] =
∫
X
(
φ¯∗(Z¯∂τ −A∇2 −Az∂2z )φ¯+ U¯(φ¯∗φ¯)
)
, (4.133)
with∇2 = ∂2x+∂2y and the k-dependence of running couplings is understood implicitly.
We write
ξ =
Az
A
, ηz = −A˙z
A
. (4.134)
In this section we only present the main steps to arrive at the flow equations for Az and
the other couplings. A more detailed derivation is given in App. A.
First note that the isotropic case corresponds to ξ = 1 and η = ηz. Due to AΛ =
Az,Λ = 1 this implies A = Az for all k. This behavior is recovered in the anisotropic
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parametrization for large k. The infrared regulator function is chosen to be
Rk(Q) = A
(
k2 − q2 − ξq2z
)
θ
(
k2 − q2 − ξq2z
)
(4.135)
with q2 = ~q2 = q2x + q2y . The regulator is designed such that the usual replacement
pq → Ak2 in the integrand is applicable. Similar to the isotropic case, this allows us
to perform the necessary integrations analytically. The β-functions for the effective
potential U¯ and frequency coefficient Z¯ in Eqs. (4.54) and (4.65), respectively, need to
be equipped with the modified crossover function
Fpbc(L˜) =
2N + 1
L˜
[
1− η
4
− 1
L˜2
(
ξ − ηz
2
)4pi2
3
N(N + 1)
− ξ(2ηz − ξη)
L˜4
4pi4
15
N(N + 1)(−1 + 3N + 3N2)
] (4.136)
instead of Eq. (4.55). For the projection of the flow equations for A and Az, respectively,
we employ
A˙ =
∂
∂p2
˙¯G−1k,22(0, ~p
2 = p2, pz = 0)
∣∣∣
P=0
,
A˙z =
∂
∂p2z
˙¯G−1k,22(0, ~p
2 = 0, pz)
∣∣∣
P=0
.
(4.137)
Although qz is not a continuous variable for L <∞, this is the natural generalization of
the appropriate infinite volume projection, see also the definition of ˙¯Z from Eq. (4.62).
For the anomalous dimensions η and ηz we obtain{
η
ηz
}
= 8ρ0λ
2
∫
Q
1
det2Q
[
(2− η)k2 + ηq2 + ηzq2z
]
×
{
1
dq
2
ξ2q2z
}
δ(k2 − q2 − ξq2z)θ(k2 − q2 − ξq2z).
(4.138)
For L˜ =∞we can employ ∫Q q2z = 1d ∫Q q2 such that η = ηz and ξ = 1 is a consistent
solution. For L˜ < ∞, Eqs. (4.138) lead to a linear set of equations for η and ηz, which
supplements the remaining flow equations. The flow of the running coupling ξ is given
by
ξ˙ = ηξ − ηz. (4.139)
From the solution of the renormalization group flow in the anisotropic derivative
expansion we find the following features: The anomalous dimension ηz follows the
behavior of η for k > 2piL on average, though in a discontinuous manner. For k ≤
2pi
L , ηz vanishes, whereas η remains nonzero. This behavior is displayed in Fig. 4.13.
Furthermore the value of ξ = Az/A at k = kf remains of order unity. It is close to ξ = 1
at zero temperature, whereas it is in the range ξ ' 0.5-1 at Tc, see Fig. 4.14. Accordingly,
74
4.8. Non-homogeneous ground states
-10 -8 -6 -4 -2 0
0
0.00004
0.00008
0.00012
t=lnHkLL
Η
,
Η
z
Figure 4.13: Characteristic flow of η and ηz within the anisotropic derivative expansion.
We see that the planar anomalous dimension η (blue curve) remains continuous,
while the transverse anomalous dimension ηz has discontinuous jumps due to
the successive integration of modes and the step function in the regulator, Eq.
(4.135). The function ηz(k) follows the behavior of η(k) on average for k > 2piL ,
and vanishes below k = 2piL (shown as vertical dashed line). The plot is shown
for T = 0, L
√
µ = 15, g3D
√
µ = 0.025. The qualitative behavior of η and ηz is
independent of this choice. Figure taken from Lammers et al. (2016).
excitations in the transverse direction with momentum qz ∼ L−1 are still energetically
costly for L → 0 and thus decouple from the low-energy physics. We find that the
extracted critical temperature Tc as a function of L and g3D is identical to the one of the
isotropic derivative expansion within the resolution of Fig. 4.10. This good agreement
can be understood from the fact that ηz closely follows the behavior of η, but η itself
is small. Hence the influence of η on Tc is already a subleading effect, such that the
difference between η and ηz is only a second-order subleading effect.
The good agreement between results within the anisotropic and isotropic deriva-
tive expansions justify the use of the isotropic parametrization with Az = A for the
computation of observables.
4.8 Non-homogeneous ground states
As a last chapter we deal with systems that deviate from a box with periodic bound-
ary conditions. The reason why the system with periodic boundary conditions is easier
than a system with a box potential with infinite walls is that the ground state is still
homogeneous in space. Therefore, the ground state is minimizing not only the effec-
tive action, but also the effective potential. However, for nonhomogeneous settings we
75
4. DIMENSIONAL CROSSOVER OF NONRELATIVISTIC BOSONS
0.001 0.01 0.1 1 10 100
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
L Μ
Ξ
=
A
z

A
Figure 4.14: Ratio ξ = Az/A at the lowest momentum kf with parameters as in Fig. 4.10
for zero temperature (upper curve, blue) and at Tc (lower curve, red). Since ξ is of
order unity – and not exceptionally small – the isotropic derivative expansion is
sufficient to compute observables like the critical temperature. Figure taken from
Lammers et al. (2016).
still might be able to define a modified effective potential, so that within a reasonable
approximation its minimum still captures the correct low-energy physics.
4.8.1 Crossover function in a box
Besides the problem of an inhomogeneous ground state in a box potential with infinite
walls, the ground state energy E0 is nonzero. Remember that in a box the boundary
conditions lead to a quantization of energies in z-direction
Ez =
~2κ2n
2M
(4.140)
with
κn =
pin
L
, n = 1, 2, . . . (4.141)
Therefore we have a nonvanishing zero-point energy E0 = ~2pi2/(2ML2).
To properly address all fluctuations in the system we include an effective chemical
potential, which is chosen in such a way that for k → 0 we arrive at the right low energy
modes. Motivated by the considerations in Fig. 4.4, we understand the existing modes
as “stapled”, that is for each κn in z-direction we find a whole plane of corresponding
(qx, qy) modes.
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So we can incorporate the effect of the chemical potential essentially via a shift in
the momenta
~q2d+1 → ~q2d+1 − µ (4.142)
and the introduction of a modified regulator
Rk(Q) =Ak(k
2 − ~q2d+1)θ(k2 − ~q2d+1) = Ak(k2 − (q2 + k2n))θ(k2 − (q2 + k2n))
→Ak(k2 − (q2 + k2n − µ))θ(k2 − (q2 + k2n − µ)).
(4.143)
If we now choose µ = κ21 = pi
2/L2, then as we lower the momentum scale k we flow
smoothly “onto” the lowest lying momentum plane spanned by κ1. If we performed
the calculation similar to a box with periodic boundary conditions without introducing
a chemical potential, the flow of the running couplings would stop as soon as k drops
below the lowest momentum mode in z-direction. This is clearly the wrong physics,
since there are actually fluctuations present with larger spatial extension than L.
Since the derivation of the flow equations is identical to the pbc-calculation, we just
present the results here. To obtain the crossover function F (L˜) we just need to replace
k2n with κ2n − µ, which for η = 0 reads
F (L˜) =
1
Lk
∞∑
n=1
(
1− κ
2
n − µ
k2
)
θ
(
k2 − (κ2n − µ)
)
. (4.144)
The summation is therefore limited to
κn =
pi
L
n <
√
k2 + µ =
√
k2 + κ21 (4.145)
or
n < N =
⌊√(
L˜/pi
)2
+ 1
⌋
(4.146)
again with L˜ = Lk. With this we can evaluate the sum to arrive at the crossover function
in a box
F (L˜) =
N
L˜
[
1− 1
L˜2
pi2
6
((N + 1)(2N + 1)− 6)
]
. (4.147)
First notice that for k → 0 we have L˜ → 0, but the floor function in the definition of N
never evaluates to zero. Therefore we actually arrive at the correct low energy limit for
k → 0.
As a test we can check if the crossover function has the appropriate limits for L˜→∞
and L˜→ 0. This is important to recover the correct 3D and 2D limits of the theory. For
large L˜ we may replace N → L˜/pi. We find
F (L˜) =
1
pi
[
1− pi
2
6pi2
2
]
=
2
3pi
, (4.148)
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which is the same limit as it was found for periodic boundary conditions.
For small L˜ we may replace N → 1. We find
F (L˜) =
1
L˜
[
1− pi
2
6
(2 · 3− 6)
]
=
1
L˜
, (4.149)
which again is the correct limit to reproduce the 2D flow equations.
In Sec. 4.5.1 we showed how an effective 2D scattering length is inherited from a
3D scattering length. From Eqs. (4.150) and (4.151) we know that this relation only
depends on the particular crossover function, which is characteristic for the respective
system,
a2D = L exp
{
−1
2
L
a3D
+ Φ
}
(4.150)
with
Φ =
2LΛ
3pi
− log(LΛeff) + 12 −
∫ LΛ
LΛeff
dL˜ F0(L˜). (4.151)
Figure 4.15: The crossover function Fbox(L˜) (green) in comparison to the crossover
function for periodic boundary conditions (blue). Both crossover functions ap-
proach the correct two- and three-dimensional limites. Fbox(L˜), however, ap-
proaches the three-dimensional limit slower, so that we can not evaluate the inte-
gral to obtain a2D for Λ→∞.
Even though the crossover function F (L˜) (4.147) has the correct large L˜ limit, it does
not approach this fast enough. We can see this when we expand F for large values of
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L˜. In this case we can replace
N =
⌊√
(L˜/pi)2 + 1
⌋
→ L˜/pi − 1/2, (4.152)
which leads to
F (L˜) =
2
3pi
− 1
2L˜
(
+
13
12
pi
L˜2
)
. (4.153)
We see that this leads to a logarithmic divergence of the integral for large L˜
2
3pi
Λ−
∫ Λ
a
dL˜F (L˜)
=
2
3pi
Λ +
2
3pi
a− 1
2
log(a)− 2
3pi
Λ +
1
2
log(Λ)
=f(a) +
1
2
log(Λ).
(4.154)
We show the shape of the crossover function Fbox in Fig. 4.15 in comparison to the
crossover function Fpbc. Future work needs to show how to understand and interprete
the logarithmic divergence, which does not exist in the system with periodic boundary
conditions.
4.8.2 Approximate flow equations in a harmonic trap
Up to now we have only considered systems where the eigenfunctions in z-direction
could be sensibly written as a superposition of plane waves with momenta qz . Depend-
ing on the boundary conditions the momenta were quantized either as
kn =
2pin
L
, n ∈ Z, (4.155)
or, in the case of infinitely high walls, as
κn =
pin
L
, n = 1, 2, 3, . . . . (4.156)
In ultracold quantum experiments, however, the external magnetic trap is in good ap-
proximation given by a harmonic potential V (~x)
V (~x) =
1
2
Mω2z2, (4.157)
where ω is the trapping frequency. The potential can be rewritten as
V (~x) = V (z) =
1
2
~ω
( z
α
)2
, (4.158)
where
α =
√
~
Mω
(4.159)
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is the typical length scale in the potential and ~ω the typical energy.
To incorporate these trapping effects right from the beginning, we need to modify
the microscopic action accordingly. We have
S [ϕ] =
∫
X
ϕ∗
(
∂τ −∇2 − µ+ V (z)
)
ϕ+
λ
2
(ϕ∗ϕ)2 (4.160)
where we also allow for an effective chemical potential, which we will use to arrive at
the correct infrared limit for k → 0, see the discussion in Sec. 4.8.1. For the effective
average action we employ the ansatz
Γk [φ] =
∫
X
φ∗
(
∂τ −∇2 − µ+ V (z)
)
φ+ U(ρ). (4.161)
In this approximation we set the anomalous dimension η = 0. We can again work in
the real field basis
φ(X) =
1√
2
(φ1(X) + iφ2(X)) (4.162)
and repeat the functional derivatives, see App. A, to arrive at the inverse propagator in
position space
Γ¯
(2)
k (X,Y ) =
( −∇2 + V (z)− µ+ U ′ + 2ρU ′′ i∂τ
−i∂τ −∇2 + V (z)− µ+ U ′
)
X
δ(X − Y ).
(4.163)
where we have already inserted φ1(X) =
√
2ρ(~x) and φ2(X) = 0.
It is now natural to use the eigenstates of the harmonic oscillator for the function
expansion in z-direction. The eigenstates are given by
ψn(z) =
Mω
~pi
1/4 1
(2nn!)1/2
e−
Mω
~
z2
2 Hn
((
Mω
~
)1/2
z
)
, (4.164)
where
Hn(z) = (−1)nez2 d
n
dzn
(
e−z
2
)
, H0(z) = 1 (4.165)
are the Hermite polynomials.
The transformation we are using therefore reads
Γ
(2)
k (Q,Q
′) =
∫
(x0,y0,~x2D,~y2D)
∫
(z,z′)
Γ
(2)
k (X,Y )e
i(x0q0+y0q′0+~x2D~q2D+~y2D~q
′
2D)
× ψn(z)ψn′(z′)δ(X − Y ),
(4.166)
with Q = (q0, ~q2D, n). Essentially we now have to consider four different terms:
• ∂τ
• −∂2x − ∂2y
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• −∂2z + V (z)
• U ′ and 2ρ(~x)U ′′
The first two terms do not depend on z, therefore the calculation follows the one in
App. A. The z and z′ integrations in the calculation yield∫
z
∫
z′
ψn(z)ψn′(z
′)δzz′
=
∫
z
ψn(z)ψn′(z)
= δnn′ ,
(4.167)
where in the last equation we used the completeness relation for the eigenfunctions.
Since the other transformations are independent of z, we are left with(
q2x
2M
+
q2y
2M
)
δq0δq2Dδnn′ , (4.168)
where δq0 = δ(q0 − q′0) and the same for δq2D .
To evaluate the third term we first reintroduce units to make the calculation and the
result more transparent. The critical part of the transformation reads
I3 =
∫
· · ·
∫
e...
(
− ~
2
2M
∂2z +
~ω
2α2
z2
)
ψn(z)ψn′(z
′)δ(z − z′). (4.169)
Again, since these terms do only depend on z, we obtain delta-functions for the q0 and
~q2D integrals. The derivative ∂z only acts on the first ψ. We evaluate the delta-function
δzz′ and write
I3 = δq0δ~q2D
∫
z
ψn′(z)
(
− ~
2
2M
∂2z +
~ω
2α2
z2
)
ψn(z). (4.170)
We may use the tricks from quantum mechanics to solve this integral. In particular, we
introduce ladder operators
z2 =
α2
2
(a† + a)2
∂2z =
1
2α2
(a† − a)2
(4.171)
to obtain
I3 = δq0δ~q2D
∫
z
ψn′(z)
(
~ω
4
)(
−(a† − a)2 + (a† + a)2
)
ψn(z) (4.172)
where we have inserted α2 = ~/Mω. We write this in the intuitive bra-ket notation
I3 = δq0δ~q2D
~ω
4
〈
n′
∣∣− (a† − a)2 + (a† + a)2 |n〉 (4.173)
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and use
a† |n〉 = √n+ 1 |n+ 1〉 ,
a |n〉 = √n |n− 1〉 ,
N |n〉 = a†a |n〉 = n |n〉
(4.174)
to evaluate the integral to
I3 = δq0δ~q2D
~ω
4
〈
n′
∣∣ 2(a†a+ aa†) |n〉
= δq0δ~q2D
~ω
4
〈
n′
∣∣ 2(2a†a+ [a, a†]︸ ︷︷ ︸
1
) |n〉
= δq0δ~q2D~ω
〈
n′
∣∣N + 1
2
|n〉
= δq0δ~q2D~ω
(
n+
1
2
)
δnn′
(4.175)
and we recover the eigenenergies of the harmonic oscillator. To this point the inverse
propagator reads
Γ¯
(2)
k (Q,Q
′)
=
(
q2x + q
2
y + ~ω(n+ 12)− µ+ U˜ ′ + 2ρ˜U ′′ −q0
q0 q
2
x + q
2
y + ~ω(n+ 12)− µ+ U˜ ′
)
δq0δ~q2Dδnn′ .
(4.176)
Actually this is not quite correct, because we have just assumed that U˜ ′ and ρ˜U ′′ are
proportional to δnn′ . This is, however, not correct, as we will see below.
In position space we again employ a Taylor expansion of the effective potential
which is now, however, still z-dependent
U = m2(ρ(~x)− ρ0(~x)) + λ
2
(ρ(~x)− ρ0(~x))2. (4.177)
Thus, the terms U ′ and ρU ′′ are not that easy to transform anymore, since they now
depend on z. We find
U ′ = m2 + λ(ρ(~x)− ρ0(~x)),
U ′′ = λ.
(4.178)
Since we assume the couplingsm2 and λ to be independent of z, we find that essentially
we have to transform ρ(~x). Besides the delta-functions for q0 and ~q2D we have the
integral ∫
z
ρ(~x)ψn(z)ψn′(z). (4.179)
Next, we assume that the density is homogeneous in the two continuous dimensions,
which is the same assumption that we used in the rest of this thesis, and furthermore
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we expand the z-density in functions ψ2m via
ρ(~x) = ρ2Dρz(z) = ρ2D
∑
m
αmψ
2
m(z). (4.180)
This is a very natural way to expand the density: First of all, it is a sum of nonnegative
terms and the unit of ψ2m is the same as the unit of ρz , i.e. 1/L. Thus, αm are numbers.
For low temperatures and strongly confined potentials, the ideal gas is dominated by
the α0-contribution. We make the assumption that this still holds for the interacting
case and only consider the lowest lying mode , i.e. m = 0. The truncation can be
improved by incorporating higher orders. The integral then reads∫
z
ρ(~x)ψn(z)ψn′(z) = ρ2D
∫
z
ρz(z)ψn(z)ψn′(z)
= ρ2Dα0
∫
z
ψ20(z)ψn(z)ψn′(z).
(4.181)
The integral
I0nn′ =
∫
z
ψ20ψnψn′ (4.182)
is further approximated by its diagonal contributions, that is we set I0nn′ = 0 for n 6= n′.
This is, however, a crude approximation and further research might be able to improve
this step in the future. However, this makes the inversion easier to obtain the regulated
propagator. Further, the remaining integral has a simple closed form (Wang (2009))
I0nn =
1√
2pi
(2n)!
(n!)222n
, (4.183)
which is very well approximated by
I0nn =
1
pi
√
2n
(4.184)
for large n. Thus, the transformed ρ˜ is given by
ρ˜ =
∫
z
ρ(~x)ψn(z)ψn(z)
= ρ2Dα0
∫
z
ψ20(z)ψn(z)ψn(z)
= ρ˜2DI0nn
(4.185)
with ρ˜2D = ρ2Dα0. Thus we can evaluate
U˜ ′ = m2 + λ∆˜ρ (4.186)
with ∆ρ = ρ − ρ0 and the tilde denoting the transformation as in Eq. (4.185). Further,
we have
ρ˜U ′′ = ρ˜λ. (4.187)
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Let us define the dimensionless quantities w1 and w2 in analogy to Eq. (4.53) and below
as
w1 = U˜ ′
w2 = U˜ ′ + 2ρ˜U ′′.
(4.188)
Notice that w1 and w2 now depend on n.
The inverse propagator now reads
Γ
(2)
k (Q,Q
′) =
(
q2 + ω(n+ 12)− µ+ w2k2 −q0
q0 q
2 + ω(n+ 12)− µ+ w1k2
)
δQQ′ , (4.189)
where we used ~ = 2M = 1. We set µ = ~ω/2 and choose the regulator
R =
(
k2 − (q2 + ωn)) θ (k2 − (q2 + ωn)) ,
R˙ = 2k2θ
(
k2 − (q2 + ωn)) . (4.190)
With
(Γ
(2)
k +Rk)
−1(Q,Q′) = G(Q)δ(Q+Q′) (4.191)
we obtain
G(Q) =
1
detQ
(
pq + w1k
2 q0
−q0 pq + w2k2
)
, (4.192)
where
detQ = (pq + w1k2)(pq + w2k2) + q20,
pq = q2 + ωn+
(
k2 − (q2 + ωn)) θ (k2 − (q2 + ωn))
= k2 for q2 < (k2 − ωn).
(4.193)
The flow equation for the effective potential therefore reads
˙˜U =
1
2
tr
∫
Q
1
detQ
(
pq + w1k
2 q0
−q0 pq + w2k2
)
2k2θ
(
k2 − (q2 + ωn))
=
∫
Q
1
detQ
(
pq +
w1 + w2
2
k2
)
2k2θ
(
k2 − (q2 + ωn))
= T
∑
ωn
∑
n
4v2
∫ ∞
0
dqq
pq + k
2
2 (w1 + w2)
detQ
2k2θ
(
k2 − (q2 + ωn))
= 4v2T
∑
ωn
∑
n
∫ √k2−ωn
0
dqq
2 + w1 + w2
(1 + w1)(1 + w2) +
( q0
k2
)2 θ(k2 − ωn)
(4.194)
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Next, we insert v2 = 1/(8pi) and evaluate the q-integration and the Matsubara summa-
tion to obtain
˙˜U =
1
2pi
T
∑
ωn
∞∑
n=0
2 + w1 + w2
(1 + w1)(1 + w2) +
( q0
k2
)2 ∫
√
k2−ωn
0
dqqθ(k2 − ωn)
=
1
4pi
∞∑
n=0
θ(k2 − ωn)(2 + w1 + w2)(k2 − ωn)T
∑
ωn
1
(1 + w1)(1 + w2) +
( q0
k2
)2
=
k2
4pi
∞∑
n=0
θ(k2 − ωn) 2 + w1 + w2√
(1 + w1)(1 + w2)
(k2 − ωn)
(
1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
))
(4.195)
with NB(x) = 1ex/T−1 . The overall θ-function limits the summation to N =
⌊
k2
ω
⌋
. With
this we find our final expression for the beta-function of the effective average potential
˙˜U =
k4
4pi
N∑
n=0
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)(
1− ωn
k2
)(1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
))
.
(4.196)
To find suitable projections for the running couplings we might employ an expansion
of the effective potential in lowest order as
U˜0 = m
2
(
ρ˜2D − ρ˜2D,0
)
I000 +
λ
2
(
ρ˜2D − ρ˜2D,0
)2
I2000. (4.197)
With this ansatz the flow equations for m2k, ρ˜2D,0 and λk are given by
m˙2k =
1
I000
∂ρ˜2D
˙˜U0
∣∣∣∣
ρ˜2D=0
,
˙˜ρ2D,0 = − 1
λkI000
∂ρ˜2D
˙˜U0
∣∣∣∣
ρ˜2D=ρ˜2D,0
,
λ˙k =
1
I2000
∂2ρ˜2D
˙˜U0
∣∣∣∣
ρ˜2D=ρ˜2D,0
.
(4.198)
Further research needs to be done to solve the set of flow equations. Since w1 and
w2 are n-dependent, the sum in the flow equation for the effective average potential
cannot be solved analytically any more. At this point, numerical calculations have been
inconclusive.
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CHAPTER 5
Discussion & Outlook
In this thesis we investigated the dimensional crossover of nonrelativistic bosons from
three to two dimensions. We focused our work on a system, where the transverse di-
mension is confined in a trap of size L with periodic boundary conditions. This system
is closest to its continuous two- and three-dimensional cousins: The ground state is still
homogeneous and it can be obtained by minimizing the effective potential. However,
we have argued why this system still captures the qualitative behavior of smooth trap-
ping potentials which are found in experiments. Motivated by the recent progress in
experiments with quasi-two-dimensional quantum gases we restricted the discussion
to the crossover from two to three dimensions with its intriguing superfluid phase at
low temperatures.
We obtained the superfluid transition temperature for all trap sizes L and recovered
the three- and two-dimensional physics of a Bose gas for L → ∞ and L → 0, respec-
tively. Further, we introduced the crossover function F (L˜) which encodes the trapping
effects in the flow equations. In Sec. 4.4 we performed the dimensional crossover with
fixed scattering length a3D. This follows a typical cold atom experimental protocol,
where the external magnetic field B is tuned to obtain a particular value of a3D. In
experiments trapping potentials strongly confine the system in one direction to study
quasi-two-dimensional gases. The size of L is not that easily tunable, however, and
rather fixed to one particular value. As we lower L in our calculations, the system can
at some point be described by an effective two-dimensional system with an effective
coupling constant λ2D,Λ ≈ 8pi a3DL , such that we simulate a whole class of strongly in-
teracting Bose gases, each corresponding to a different a2D(L). In order to plan and
devise an experimental setup it is crucial to know the effective a2D and g2D which can
be reached for a given L, and the formulas (4.90) and (4.94) are abundantly applied in
the experimental cold atom literature.
In Sec. 4.6 we performed the dimensional crossover with fixed scattering length
a2D which tries to answer a different question. If we want to quantum simulate 2D
systems, how can we be sure, given L 6= 0, that we actually measure the critical tem-
perature of the two-dimensional system and not one of its quasi-two-dimensional rela-
tives? We found that we recover the true critical temperature for a considerable range
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of (L/a2D) values. For larger (but still small) values of L we found an enhanced critical
temperature which we intuitively expected, because the possibility of a Bose–Einstein
condensation in d > 2 should lead to the emergence of a superfluid state at higher
temperatures.
Besides these many-body physics we also investigated the scattering properties of
the Bose gas. In particular, we found a very intuitive route in the functional renormal-
ization group approach to connect the two- and three-dimensional scattering lengths
and explained how the lower-dimensional system inherits its properties from the higher-
dimensional one. The relation that we found in Eq. (4.89) is in one-to-one correspon-
dence to the results for harmonic confinement with `z once we identify `effz = L/
√
2pi as
the effective oscillator length of the potential well.
We found the same relation by using T -matrix calculations and we were also able to
correctly address the initial condition for the two-dimensional coupling strength λ2D,Λ.
We did this by introducing a generalized version of the T -matrix, which actually could
resolve an obstacle of analyzing cold atom experiments. For large densities the typi-
cal momenta of the particles are not necessarily small. As a workaround, one could
restrict the experiments to low densities, or one has to evaluate cross sections and ef-
fective coupling constants at finite momenta (Makhalov et al. (2014); Dyke et al. (2016);
Fenech et al. (2016); Boettcher et al. (2016)). We may accomplish this effectively by using
the energy- and momentum-resolved T -matrix of the confined system with its discrete
mode spectrum such as in Eq. (4.108). To resolve this mode spectrum, one may restrict
to phenomenological collective mode spectra such as in (Fuchs et al. (2003); Heiselberg
(2004); Boettcher et al. (2011)).
In Sec. 4.7 we improved our truncation by an ansatz, where the excitations in the
planar and transverse directions are not treated equally. With this anisotropic deriva-
tive expansion we wanted to credit the particular setup of the confined system. The
results we obtained do not differ from the previously used isotropic derivative expan-
sion, which just shows that the used truncation of the effective action already captures
the relevant physics.
In the last section we depart from the trap with periodic boundary conditions and
address important concepts which are not present in the system that we examined up
to that point. In Sec. 4.8.1 we discuss the box potential with infinite walls, where the sit-
uation already becomes more complicated. In a Hamiltonian formulation the ground
state of the interacting system is required to compute expectation values of observ-
ables, while in a functional integral formulation the interacting ground state enters by
the need to evaluate the effective action at its minimum configuration. But the ground
state is not homogeneous anymore! Thus, we can no longer find the ground state by
minimizing the effective potential evaluated for constant field configurations. The sec-
ond complication for trapping potentials different from a well with periodic boundary
conditions is that the ground state energy is nonzero. We address this point in Sec.
4.8.1, where we introduce an effective chemical potential to accommodate the shift of
energies due to the nonzero ground state energy. We showed how this leads to a differ-
ent form of the crossover function. We can also understand the impact of a nonzero
88
ground state energy E0 by comparing again to the T -matrix. In this approach, we
found a logarithmic singularity of the effective two-dimensional T -matrix as E → 0
for a well with periodic boundary conditions. To obtain the same behavior in a box
we need to observe the limit ∆E → 0 to get the same logarithmic divergence, where
now E = E0 + ∆E. This is true for harmonic confinement (Petrov and Shlyapnikov
(2001); Levinsen and Parish (2015)). Consequently, as we have described in Fig. 4.4, the
emergent two-dimensional physics appear in the effective two-dimensional continuum
of states just above the zero-point energy.
In Sec. 4.8.2 we examine a system trapped in a harmonic confinement. We introduce
the appropriate function space, which includes the eigenfunctions of the harmonic os-
cillator in z-direction, and derive the inverse propagator. For the following results we
had to rely on a number of different approximations. We expanded the density in the
non-interacting eigenstates and assumed that it is dominated by the lowest lying en-
ergy state. Even though the system exhibits a nonhomogeneous ground state, we de-
fine an effective potential which is essentially an expansion in the two-dimensional
homogeneous density modified by a multiplication with a fixed z-density distribution.
We obtain within these approximations a flow equation for the effective potential, from
which flow equations for the running couplings can be obtained. Because of the com-
plicated structure of the flow equation, we only obtained numerical results that are not
yet conclusive.
Even though we derived the flow equations for the dimensional crossover from two
to three dimensions, we may, however, extend our ansatz easily to other systems and
dimensional crossovers from d to d + 1 dimensions. In future work, one might apply
these flow equations to crossovers from 2D to 1D, or 3D to 1D, which are highly exciting
from the point of view of quantum phase transitions. The finite temperature superfluid
phase in the two-dimensional Bose gas that we considered in Sec. 2.4 and in the L→ 0
limit of the dimensional crossover is conceptually close to phases with quasi-long-range
order in one dimension at zero temperature, see for example Refs. (Al Khawaja et al.
(2003)) and (Al Khawaja et al. (2003)) for a mean-field study of the correlations in the
dimensional crossover from 3D to 2D (1D) at T > 0 (T = 0). Since the confinement
only affects spatial momenta, the characteristic frequency dependence which governs
quantum critical phenomena will be resolved correctly with the functional renormal-
ization group in the dimensional crossover if this is the case for the system without
compact dimensions. Further, the nature of inhomogeneous phases of fermion pairs in
dimensional crossovers have been discussed in Ref. (Sun and Bolech (2012); Dutta and
Mueller (2016)).
We can also use the Bose gas as an effective description of bosonic degrees of free-
dom in other systems. In particular, the finite two-dimensional Bose gas and its BKT
transition may be applied to the pseudogap phase of underdoped cuprates (Lee et al.
(2006)). Further, the nonrelativistic nature of complex bosonic degrees of freedom is
also found in open or non-equilibrium quantum systems such as exciton-polariton
condensates in semiconductor microcavities (Carusotto and Ciuti (2013); Sieberer et al.
(2016)).
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In the future the question on how to properly incorporate inhomogeneous systems
into the method of the functional renormalization group needs to be addressed. I think
this is a very promising and interesting route to extend the applicability of functional
renormalization to experimental setups beyond the order of a local density approxima-
tion.
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APPENDIX A
Flow equations
A.1 Isotropic derivative expansion
A.1.1 Flow of the effective potential
The first goal is to derive a flow equation for the effective average potential Uk. We can
achieve this by evaluating the Wetterich equation
∂tΓk =
1
2
Tr
[(
Γ
(2)
k +Rk
)−1
∂tRk
]
(A.1)
for a homogeneous field, since the effective potential is the part of the action that con-
tains no derivatives of the field. On the right hand side of the Wetterich equation we
find the 2-point function or inverse propagator Γ(2)k . We need to evaluate this quantity
for the ansatz of the effective average action Γk that we want to work with. The ansatz
reads
Γ¯k
[
φ¯
]
=
∫
Z
φ¯∗Z(Z¯k∂τ −Ak∇2)Z φ¯Z + U¯k(ρ¯Z). (A.2)
It is not necessary to insert the Taylor expansion of the effective average potential - as
we have described in the main text, it is sufficient to derive a flow equation for the
general effective average potential and then project onto the corresponding couplings.
Note also that we have indicated the derivative terms with a subscript Z to make clear
on which variable it acts on. We do this to keep track in the following calculation.
We work with a decomposition of the complex field φ into a real and imaginary part
φ(X) =
1√
2
(φ1(X) + iφ2(X)) . (A.3)
Whenever we evaluate an equation for a physical ground state, which means that we
consider homogeneous solutions, we choose the field to be real and assume it takes on
a constant value, i.e.
φ(X) = φ =
1√
2
φ1. (A.4)
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The symmetry invariant ρ = φ∗(X)φ(X) therefore relates to the field as
ρ0 = φ
∗φ = φ2 =
1
2
φ21 (A.5)
or φ1 =
√
2ρ0, because in the end we want to express the flow equations in terms of ρ0.
Note that ρ0 might be zero, so we did not specify in which phase we are in.
In this decomposition the inverse propagator Γ(2)k is given by a 2× 2-matrix, i.e.(
Γ
(2)
k [φ]
)
i,j
(X,Y ) =
δ
δφi(X)
δ
δφj(Y )
Γk [φ] . (A.6)
In the end we want to work in momentum space, which is the appropriate space to
treat this system. We define the Fourier transformation for the fields via
φ(Q) =
∫
X
e−iX·Qφ(X), (A.7)
whereas the Fourier transformation for the 2-point function is given by(
Γ
(2)
k [φ]
)
i,j
(Q,Q′) =
∫
X
∫
Y
eiX·QeiY ·Q
′ (
Γ
(2)
k [φ]
)
i,j
(X,Y ), (A.8)
so that terms like (φ1 · · ·φN )Γ(N)k , which do appear in a vertex expansion, are invariant.
We will also use the shorthand notation
φi,X = φi(X),
δφi,X =
δ
δφi(X)
.
(A.9)
Inserting this decomposition into our ansatz for the effective average action yields
Γ¯k =
1
2
∫
Z
(φ¯1,Z − iφ¯2,Z)(Z¯k∂τ −Ak∇2)Z(φ¯1,Z + iφ¯2,Z) +
∫
Z
U¯k(ρ¯Z). (A.10)
The first functional derivative reads
(δφ¯1,X)Γ¯k
[
φ¯
]
=
1
2
(Z¯k∂τ −Ak∇2)X(φ¯1,X + iφ¯2,X)
+
1
2
(φ¯1,X − iφ¯2,X)(−Z¯k∂τ −Ak∇2)X
+ U¯ ′(ρ¯X)φ¯1,X .
(A.11)
Here we have used the identity
δφ¯1,X(φ¯1,Z) = δ(Z −X), (A.12)
so that the integration becomes trivial. Further note the crucial minus sign in front of
the second frequency coefficient Z¯k. This is due to the fact that we first need to do
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a partial integration to be able to take the functional derivative of the fields behind
the derivative operators. As a third point note that since the effective average potential
U¯k(ρ¯) is a function of the symmetry invariant ρ¯ only, we denote a derivative with respect
to ρ¯ with a prime and make use of the chain rule
δφ¯1,X
(
U¯(ρ¯Z)
)
= U¯ ′(ρ¯Z)
δρ¯Z
δφ¯1,X
, (A.13)
which further evaluates to
δ
δφ¯1,X
ρ¯Z =
δ
δφ¯1,X
(
1
2
(φ¯21,Z + φ¯
2
2,Z)
)
= φ¯1,Zδ(Z −X). (A.14)
To complete the calculation of the (1,1)-component of the 2-point function we need to
take a second derivative with respect to φ¯1
δφ¯1,Y
(
δφ¯1,X Γ¯k
[
φ¯
])
=
1
2
(Z¯k∂τ −Ak∇2)Xδ(X − Y )
+
1
2
(−Z¯k∂τ −Ak∇2)Xδ(X − Y )
+U¯ ′(ρ¯X)δ(X − Y ) + U¯ ′′(ρ¯X)φ¯21,Xδ(X − Y )
=(−Ak∇2 + U¯ ′ + φ¯21U¯ ′′)Xδ(X − Y ).
(A.15)
In a similar way we calculate
δφ¯2,Y
(
δφ¯2,X Γ¯k
[
φ¯
])
= (−Ak∇2 + U¯ ′ + φ¯22U¯ ′′)Xδ(X − Y ). (A.16)
The off-diagonal elements evaluate to
δφ¯2,Y
(
δφ¯1,X Γ¯k
[
φ¯
])
=
1
2
(Z¯k∂τ −Ak∇2)X iδ(X − Y )
+
1
2
(−i)(−Z¯k∂τ −Ak∇2)Xδ(X − Y )
+U¯ ′′(ρ¯X)φ¯1,X φ¯2,Xδ(X − Y )
=(iZ¯k∂τ + φ¯1φ¯2U¯ ′′)Xδ(X − Y ).
(A.17)
From symmetry arguments we can infer
δφ¯1,Y
(
δφ¯2,X Γ¯k
[
φ¯
])
= (−iZ¯k∂τ + φ¯1φ¯2U¯ ′′)Xδ(X − Y ). (A.18)
The inverse propagator therefore reads
Γ¯
(2)
k (X,Y ) =
( −Ak∇2 + U¯ ′ + φ¯21U¯ ′′ iZ¯k∂τ + φ¯1φ¯2U¯ ′′
−iZ¯k∂τ + φ¯1φ¯2U¯ ′′ −Ak∇2 + U¯ ′ + φ¯22U¯ ′′
)
X
δ(X − Y ). (A.19)
Later we will also need the 3- and 4-point vertices to project flow equations for the
wave function renormalizations. To label the different 3- and 4-point functions we use
the notation
Γ¯
(3)
i (X,Y, Z) = δφ¯i,Z Γ¯
(2)(X,Y ),
Γ¯
(4)
ij (X,Y, Z, Z
′) = δφ¯i,Zδφ¯j,Z′Γ¯(2)(X,Y ).
(A.20)
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For better readability we omit the overbar in the following presentation of results. We
find for the 3-point functions
Γ
(3)
1 (X,Y, Z) =
(
3φ1U
′′ + φ31U (3) φ2U ′′ + φ2φ21U (3)
φ2U
′′ + φ2φ21U (3) φ1U ′′ + φ1φ22U (3)
)
X
δ(X − Y )δ(X − Z),
Γ
(3)
2 (X,Y, Z) =
(
φ2U
′′ + φ2φ21U (3) φ1U ′′ + φ1φ22U (3)
φ1U
′′ + φ1φ22U (3) 3φ2U ′′ + φ32U (3)
)
X
δ(X − Y )δ(X − Z),
(A.21)
and the 4-point functions are given by
Γ
(4)
11 (X,Y, Z, Z
′) =
(
3U ′′ + 6φ21U (3) + φ41U (4) 3φ1φ2U (3) + φ2φ31U (4)
3φ1φ2U
(3) + φ2φ
3
1U
(4) U ′′ + (φ21 + φ22)U (3) + φ21φ22U (4)
)
X
δXY δXZδXZ′ ,
Γ
(4)
22 (X,Y, Z, Z
′) =
(
U ′′ + (φ21 + φ22)U (3) + φ21φ22U (4) 3φ1φ2U (3) + φ1φ32U (4)
3φ1φ2U
(3) + φ1φ
3
2U
(4) 3U ′′ + 6φ22U (3) + φ42U (4)
)
X
δXY δXZδXZ′ ,
Γ
(4)
12 (X,Y, Z, Z
′) =
(
3φ1φ2U
(3) + φ2φ
3
1U
(4) U ′′ + (φ21 + φ22)U (3) + φ21φ22U (4)
U ′′ + (φ21 + φ22)U (3) + φ21φ22U (4) 3φ1φ2U (3) + φ1φ32U (4)
)
X
× δXY δXZδXZ′ ,
Γ
(4)
21 (X,Y, Z, Z
′) = Γ(4)12 (X,Y, Z, Z
′).
(A.22)
Again we may simplify notation by using
Γ
(3)
i (X,Y, Z) = γ
(3)
i δ(X − Y )δ(X − Z),
Γ
(4)
ij (X,Y, Z, Z
′) = γ(4)ij δ(X − Y )δ(X − Z)δ(X − Z ′).
(A.23)
Since we do not need further functional derivatives (in our approximation of the effec-
tive average action), we may evaluate these expressions for a homogeneous field. We
find
γ
(3)
1 =
√
2ρ¯U¯ ′′
(
3 + 2ρ¯ U¯
(3)
U¯ ′′ 0
0 1
)
,
γ
(3)
2 =
√
2ρ¯U¯ ′′
(
0 1
1 0
)
,
γ
(4)
11 =
(
3U¯ ′′ + 12ρ¯U¯ (3) + 4ρ¯2U¯ (4) 0
0 U¯ ′′ + 2ρ¯U¯ (3)
)
,
γ
(4)
22 =
(
U¯ ′′ + 2ρ¯U¯ (3) 0
0 3U¯ ′′
)
,
γ
(4)
12 =
(
0 U¯ ′′ + 2ρ¯U¯ (3)
U¯ ′′ + 2ρ¯U¯ (3) 0
)
= γ
(4)
21 .
(A.24)
Calculations have shown that bosonic multiple scattering, which is encoded in the
higher order couplings of the effective average potential, does not enhance the quanti-
tative precision. In our approximation we thus set U¯ (3) = U¯ (4) = 0. The 3- and 4-point
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functions simplify to
γ
(3)
1 =
√
2ρ¯U¯ ′′
(
3 0
0 1
)
,
γ
(3)
2 =
√
2ρ¯U¯ ′′
(
0 1
1 0
)
,
γ
(4)
11 = U¯
′′
(
3 0
0 1
)
,
γ
(4)
22 = U¯
′′
(
1 0
0 3
)
,
γ
(4)
12 = U¯
′′
(
0 1
1 0
)
= γ
(4)
21 .
(A.25)
To obtain the flow equation for the effective average potential we evaluate Γ¯(2)k for a
constant field
φ¯1 =
√
2ρ¯, φ¯2 = 0, (A.26)
so that we are left with
Γ¯
(2)
k (X,Y ) =
( −Ak∇2 + U¯ ′ + 2ρ¯U¯ ′′ iZ¯k∂τ
−iZ¯k∂τ −Ak∇2 + U¯ ′
)
X
δ(X − Y ). (A.27)
We arrive at the 2-point function in momentum space when we perform the Fourier
transformation. The two nontrivial terms transform according to∫
X
∫
Y
−Ak∇2XeiXQeiY Q
′
δ(X − Y )
=
∫
X
∫
Y
−Aki2|~q|2eiXQeiY Q′δ(X − Y )
=Ak|~q|2
∫
X
eiX(Q+Q
′) = Akq
2δ(Q+Q′)
(A.28)
and ∫
X
∫
Y
iZ¯k∂τ,XeiXQeiY Q
′
δ(X − Y )
=
∫
X
∫
Y
i2Z¯kq0eiXQeiY Q
′
δ(X − Y )
=− Z¯kq0δ(Q+Q′)
(A.29)
We therefore find
Γ¯
(2)
k (Q,Q
′) =
(
Ak(~q
2 + k2n) + U¯
′ + 2ρ¯U¯ ′′ −Z¯kq0
Z¯kq0 Ak(~q
2 + k2n) + U¯
′
)
δ(Q+Q′), (A.30)
where we have now specified to a confinement in z-direction with periodic boundary
conditions, i.e. Q = (q0, ~q, kn), ~q = (q1, . . . , qd) denotes the momentum vector in the
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noncompact dimensions of space, and kn = 2pin/L, n ∈ Z the component of the discrete
momentum modes. Later we will specialize to the case that d = 2.
We use the Litim-type regulator
Rk(Q,Q
′) = Rk(Q)δ(Q+Q′)
Rk(Q) = Ak(k
2 − ~q2 − k2n)θ(k2 − ~q2 − k2n)
R˙k(Q) = Ak(2k
2 − η(k2 − ~q2 − k2n))θ(k2 − ~q2 − k2n),
(A.31)
where we defined the anomalous dimension by η = −A˙k/Ak.
With the definition of the regularized inverse propagator
G¯−1k δ(Q+Q
′) = Γ¯(2)k (Q,Q
′) +Rk(Q,Q′) (A.32)
we find
G¯−1k (Q) =
(
pq + U¯ ′ + 2ρ¯U¯ ′′ −Z¯kq0
Z¯kq0 p
q + U¯ ′
)
(A.33)
with
pq = Ak(~q
2 + k2n) +Rk(Q). (A.34)
We can invert this and obtain
G¯k(Q) =
1
detQ
(
pq + U¯ ′ Z¯kq0
−Z¯kq0 pq + U¯ ′ + 2ρ¯U¯ ′′
)
, (A.35)
where
detQ = (pq + U¯ ′ + 2ρ¯U¯ ′′)(pq + U¯ ′) + (Z¯kq0)2. (A.36)
The flow equation for the effective average potential is obtained from the Wetterich
equation by evaluating it for a constant field. This flow equation is given by
˙¯Uk(ρ¯) =
1
2
tr
∫
Q
G¯k(Q)R˙k(Q). (A.37)
The integration consists of a q0-integral, which is replaced by a sum over Matsubara
frequencies ωn = 2pinT for non-zero temperatures, and an integration over spatial di-
mensions. Therefore, we have∫
Q
= T
∑
ωn
1
L
∑
kn
∫
ddq
(2pi)d
. (A.38)
We can now insert the propagator and the expression for R˙k
˙¯Uk(ρ¯) =
1
2
tr
∫
Q
1
detQ
(
pq + U¯ ′ Z¯kq0
−Z¯kq0 pq + U¯ ′ + 2ρ¯U¯ ′′
)
Ak(2k
2 − η(k2 − q2 − k2n))θ(k2 − q2 − k2n)
=
1
2
∫
Q
1
detQ
(2pq + 2U¯ ′ + 2ρ¯U¯ ′′)Ak(2k2 − η(k2 − q2 − k2n))θ(k2 − q2 − k2n)
=
∫
Q
pq + U¯ ′ + ρ¯U¯ ′′
detQ
Ak(2k
2 − η(k2 − q2 − k2n))θ(k2 − q2 − k2n).
(A.39)
98
A.1. Isotropic derivative expansion
Since the integral only depends on the absolute value of ~q, we can directly perform the
angular integration of the d-dimensional integral, which gives a factor of
4vd =
[
2d−1pid/2Γ
(
d
2
)]−1
, (A.40)
where Γ is the gamma function. The flow equation can therefore be written in the form
˙¯Uk = T
∑
ωn
1
L
∑
kn
4vd
∫ ∞
0
dqqd−1
pq + U¯ ′ + ρ¯U¯ ′′
detQ
×Ak
(
2k2 − η(k2 − q2 − k2n)
)
θ
(
k2 − q2 − k2n
)
.
(A.41)
The overall θ-function limits the integration to the region q <
√
k2 − k2n. It is an ad-
vantage of this particular choice of Litim-cutoff that we can now replace pq → Akk2
in the integrand, which allows us to perform the integration analytically. Further the
ωn-summation factorizes. We now switch to renormalized quantities
Zk =
Z¯k
Ak
,
ρ = Akρ¯,
(A.42)
and find
˙¯Uk = 4vd
(
T
∑
ωn
k2 + U ′ + ρU ′′
(k2 + U ′)(k2 + U ′ + 2ρU ′′) + (Zkωn)2
)
× 1
L
∑
kn
∫ √k2−k2n
0
dqqd−1
(
2k2 − η(k2 − q2 − k2n)
)
× θ(k2 − q2 − k2n).
(A.43)
We can now perform the q-integration analytically. We obtain∫ √k2−k2n
0
dqqd−1
(
2k2 − η(k2 − q2 − k2n)
)
θ(k2 − q2 − k2n)
=
2
d
k2+d(1− (kn/k)2)d/2
(
1− η1− (kn/k)
2
d+ 2
)
θ(k2 − k2n).
(A.44)
The temperature-dependent part contains an evaluation of a Matsubara sum. We use
T
∑
ωn
1
a2ω2n + b
2
=
1
ab
(
1
2
+NB
(
b
a
))
, (A.45)
where we introduced the Bose function
NB(x) =
1
ex/T − 1 . (A.46)
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The summation evaluates to
T
∑
ωn
k2 + U ′ + ρU ′′
(k2 + U ′)(k2 + U ′ + 2ρU ′′) + (Zkωn)2
=
1
2Zk
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)
×
(
1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
Zk
))
,
(A.47)
where we also introduced the dimensionless quantities w1 = U ′/k2 and w2 = (U ′ +
2ρU ′′)/k2. We find
˙¯Uk =4vd
1
2Zk
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)(
1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
Zk
))
× 1
L
∑
kn
2
d
k2+d(1− (kn/k)2)d/2
(
1− η1− (kn/k)
2
d+ 2
)
θ(k2 − k2n)
=
4vdk
3+d
dZk
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)(
1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
Zk
))
=
1
Lk
∑
kn
(1− (kn/k)2)d/2
(
1− η1− (kn/k)
2
d+ 2
)
θ(k2 − k2n).
(A.48)
Here we see the emergence of the crossover function
F (L˜) =
1
Lk
∑
kn
(1− (kn/k)2)d/2
(
1− η1− (kn/k)
2
d+ 2
)
θ(k2 − k2n) (A.49)
with L˜ = Lk.
We now specialize to two continuous dimensions. Further, since we compactify on a
torus, we label the crossover function with a subscript to show that it holds for periodic
boundary conditions. The θ-function limits the range of summation to |kn| =
∣∣2pi
L n
∣∣ < k,
or, equivalently, |n| < L˜2pi . With N =
⌊
L˜
2pi
⌋
we can write
Fpbc(L˜) =
1
L˜
[(
1− η
4
) n=N∑
n=−N
1−
(
1− η
2
) n=N∑
n=−N
k2n
k2
− η
4
n=N∑
n=−N
k4n
k4
]
. (A.50)
Together with
N∑
n=−N
k2n
k2
= 2
(
2pi
L˜
)2 N∑
n=1
n2,
N∑
n=−N
k4n
k4
= 2
(
2pi
L˜
)4 N∑
n=1
n2
(A.51)
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and
n=N∑
n=−N
1 = 1 + 2N,
N∑
n=1
n2 =
1
6
N(1 +N)(1 + 2N),
N∑
n=1
n4 =
1
30
N(1 +N)(1 + 2N)(−1 + 3N + 3N2)
(A.52)
the crossover function evaluates to
Fpbc(L˜) =
2N + 1
L˜
[
1− η
4
− 1
L˜2
(
1− η
2
) 4pi2
3
N(N + 1)
− η
L˜4
4pi4
15
N(N + 1)(−1 + 3N + 3N2)
]
.
(A.53)
We still need to make a change of variable from ρ¯ to ρ. Thus, we get an additional term
for the flow of the renormalized effective potential Uk
˙¯Uk = U˙k +
∂U
∂ρ
∂ρ
∂t
∣∣∣∣
ρ¯
. (A.54)
With ρ = Akρ¯ follows
∂ρ
∂t
∣∣∣∣
ρ¯
= (∂tAk)ρ¯ = (∂tAk)
ρ
Ak
(A.55)
and therefore
U˙k =
˙¯Uk − U ′ρ∂tAk
Ak
= ˙¯Uk + ηρU
′.
(A.56)
Together with v2 = 18pi the flow of the effective potential reads
U˙k = ηρU
′
k +
k5
4piZk
G1(T )F (L˜) (A.57)
with
G1(T ) =
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)(
1
2
+NB
(
k2
√
(1 + w1)(1 + w2)
Zk
))
. (A.58)
A.1.2 Flow equations for kinetic coefficients
We use the derivative projection to obtain the flow equations for the kinetic coefficients
Z¯k and Ak. Recall the form of the inverse propagator
G¯−1k (P ) =
(
Akp
2 + U¯ ′ + 2ρ¯U¯ ′′ −Z¯kp0
Z¯kp0 Akp
2 + U¯ ′
)
. (A.59)
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We use the flow of G¯−1k to project flow equations for Z¯k and Ak according to
∂tZ¯k = − ∂
∂p0
˙¯G−1k,12(p0, 0)
∣∣∣∣
p0=0
,
∂tAk =
∂
∂p2
˙¯G−1k,22(0, p
2)
∣∣∣∣
p=0
,
(A.60)
where G−1k,ij(p0, p
2) = δ2Γ/(δφiδφj)|ρ0 denotes the second functional derivative. The
flow equation for the inverse propagator can be obtained by the second functional
derivative of the Wetterich equation, see e.g. Ref. (Boettcher et al. (2014)) for details. It
reads
˙¯G−1k,ij(P ) =tr
∫
Q
G¯k(Q)γ
(3)
i G¯k(Q− P )γ(3)j G¯k(Q)R˙k(Q)
−1
2
tr
∫
Q
G¯k(Q)γ
(4)
ij G¯k(Q)R˙k(Q)
(A.61)
First we derive the flow equation of Z¯k. For this we need to evaluate the (1,2)-component
of A.61. This yields
∂tZ¯k =− ∂
∂p0
∂tG¯
−1
12 (p0, 0)
∣∣∣∣
p0=0
=− ∂
∂p0
[
tr
∫
Q
G¯(Q)γ
(3)
1 G¯(Q− P )γ(3)2 G¯(Q)R˙(Q)
− 1
2
tr
∫
Q
G¯(Q)γ
(4)
12 G¯(Q)R˙(Q)
] ∣∣∣∣
p0=0=p
.
(A.62)
Since the 4-point vertex γ(4)12 does not depend on the external momentum, it will vanish
eventually when we perform the p0-derivative. The flow equation simplifies to
∂tZ¯k = − ∂
∂p0
tr
∫
Q
G¯(Q)γ
(3)
1 G¯(Q− P )γ(3)2 G¯(Q)R˙(Q)
∣∣∣∣
p0=0=p
. (A.63)
Notice that due to the 3-point functions the flow equation for Z¯k is proportional to
an overall ρ¯. Therefore Z¯k experiences a renormalization only in the spontaneously
broken phase where we have a nonvanishing ρ¯. Since we do not need to take further
derivatives with respect to the field φ¯ we can now directly insert U¯ ′ = 0. Again we can
utilize pq → Akk2 for q <
√
k2 − k2n due to the overall θ-function. We can now perform
the p0-derivative of the now simplified expression
G¯(Q− P )
∣∣∣∣
p=0
=
1
detq0−p0
(
Akk
2 Z¯k(q0 − p0)
−Z¯k(q0 − p0) Akk2 + 2ρ¯λ¯
)
(A.64)
with
detq0−p0 = Akk
2(Akk
2 + 2ρ¯λ¯) + Z¯2k(q0 − p0)2. (A.65)
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We obtain
∂p0G¯(Q−P )
∣∣∣∣
p=0
=
1
detq0−p0
(
0 −Z¯k
Z¯k 0
)
+
2Z¯2k(q0 − p0)
det2q0−p0
(
Akk
2 Z¯k(q0 − p0)
−Z¯k(q0 − p0) Akk2 + 2ρ¯λ¯
)
(A.66)
and thus
∂p0G¯(Q− P )
∣∣∣∣
p0=p=0
=
1
detQ
(
0 −Z¯k
Z¯k 0
)
+
2Z¯2kq0
det2Q
(
Akk
2 Z¯kq0
−Z¯kq0 Akk2 + 2ρ¯λ¯
)
=
1
detQ
(
0 −Z¯k
Z¯k 0
)
+
2Z¯2kq0
detQ
G¯(Q).
(A.67)
We insert this result into the flow equation and find
∂tZ¯k =− 2ρ¯λ¯2tr
∫
Q
R˙(Q)
1
detQ
(
Akk
2 Z¯kq0
−Z¯kq0 Akk2 + 2ρ¯λ¯
)(
3 0
0 1
)
× Z¯k
detQ
[(
0 −1
1 0
)
+
2Z¯kq0
detQ
(
Akk
2 Z¯kq0
−Z¯kq0 Akk2 + 2ρ¯λ¯
)]
× 1
detQ
(
0 1
1 0
)(
Akk
2 Z¯kq0
−Z¯kq0 Akk2 + 2ρ¯λ¯
)
.
(A.68)
This equation can be simplified to
∂tZ¯k =− 2ρ¯λ¯2tr
∫
Q
R˙(Q)
Z¯k
det3Q
(
3Akk
2 Z¯kq0
−3Z¯kq0 Akk2 + 2ρ¯λ¯
)
×
[( −Akk2 −Z¯kq0
−Z¯kq0 Akk2 + 2ρ¯λ¯
)
+
(
0 2Z¯kq0
2Z¯kq0 0
)]
=4ρ¯λ¯2
∫
Q
R˙(Q)
Z¯k
det3Q
(
(Akk
2)2 − 2ρ¯λ¯(Akk2 + ρ¯λ¯) + (Z¯kq0)2
)
.
(A.69)
We can rewrite this in terms of renormalized couplings
Z¯−1k ∂tZ¯k = 4ρU
′′2
∫
Q
k4 − 2ρU ′′(k2 + ρU ′′) + (Zkq0)2
(k2(k2 + 2ρU ′′) + (Zkq0)2)3
× (2k2 − η(k2 − q2 − k2n)) θ(k2 − q2 − k2n). (A.70)
Again the integral factorizes according to
Z¯−1k ∂tZ¯k = 4ρU
′′2
(
T
∑
ωn
k4 − 2ρU ′′(k2 + ρU ′′) + (Zkq0)2
(k2(k2 + 2ρU ′′) + (Zkq0)2)3
)
× 1
L
∑
kn
∫
ddq
(2pi)d
(
2k2 − η(k2 − q2 − k2n)
)
θ(k2 − q2 − k2n).
(A.71)
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We know the result from the kn summation and q-integration from the effective poten-
tial calculation. We have
1
L
∑
kn
∫
ddq
(2pi)d
(
2k2 − η(k2 − q2 − k2n)
)
θ(k2 − q2 − k2n)
= 4vd
2
d
k3+dF (L˜).
(A.72)
With Z¯k = ZkAk we obtain
∂tZk =
∂tZ¯k
Ak
+ ηZk. (A.73)
Together with U ′′ = λ we find
∂tZk = ηZk − Zk4ρλ2 8vdk
3+d
d
F (L˜)
× T
∑
ωn
k4 − 2ρU ′′(k2 + ρU ′′) + (Zkωn)2
(k2(k2 + 2ρU ′′) + (Zkωn)2)3
.
(A.74)
We are left with a summation over Matsubara frequencies. With a neat trick we can
perform it analytically. For this we rewrite
T
∑
ωn
k4 − 2ρλ(k2 + ρλ) + (Zkωn)2
(k2(k2 + 2ρλ) + (Zkωn)2)
3 = T
∑
ωn
− (4ρλk2 + 2(ρλ)2)
(k2(k2 + 2ρλ) + (Skωn)2)
3
+ T
∑
ωn
1
(k2(k2 + 2ρλ) + (Skωn)2)
2 .
(A.75)
From the known Matsubara summation
T
∑
ωn
1
ω2n + c
2
=
1
c
(
1
2
+N(c)
)
(A.76)
we can take derivatives with respect to c2 to obtain a whole class of identities. We find
T
∑
ωn
1
(ω2n + c
2)2
= − ∂
∂c2
(
T
∑
ωn
1
ω2n + c
2
)
= − ∂
∂c2
[
1
c
(
1
2
+N(c)
)]
= − 1
2c
∂
∂c
[
1
c
(
1
2
+N(c)
)]
=
1
2c3
(
1
2
+N(c)
)
− 1
2c2
N ′(c)
=
1
2c3
(
1
2
+N(c)− cN ′(c)
)
.
(A.77)
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With one more derivative we obtain
T
∑
ωn
1
(ω2n + c
2)3
= −1
2
∂
∂c2
(
T
∑
ωn
1
(ω2n + c
2)2
)
= − 1
4c
∂
∂c
[
1
2c3
(
1
2
+N(c)− cN ′(c)
)]
= − 1
4c
[
1
2c3
(
N ′(c)−N ′(c)− cN ′′(c))
− 3
2c4
(
1
2
+N(c)− cN ′(c)
)]
=
3
8c5
[
1
2
+N(c)− cN ′(c) + c
2
3
N ′′(c)
]
.
(A.78)
We insert these expressions into the flow equation to arrive at the final form
∂tZk = ηZk − Zk4ρλ2 8vdk
3+d
d
1
2Zkk6
G2(T )F (L˜), (A.79)
where we defined the temperature-dependent function
G2(T ) =
1
(1 + w2)3/2
(
1
2
+NB(c)− cN ′B(c)
)
−3
8
w2(4 + w2)
(1 + w2)5/2
(
1
2
+NB(c)− cN ′B(c) +
c2
3
N ′′B(c)
)
,
(A.80)
with c = k2
√
1 + w2/Zk and NB(c) = (ec/T − 1)−1. Specifying to d = 2 noncompact
dimensions we arrive at
∂tZk = ηZk − ρλ
2
pik
G2(T )F (L˜). (A.81)
For the flow equation for Ak we need to take a derivative with respect to |~p|2. We
consider the external momentum as a two-dimensional vector ~p = (px, py). This time
the crucial propagator is given by
G¯k(Q− P )
∣∣∣∣
p0=0
=
1
det~qd+1−~pd+1
(
p~qd+1−~pd+1 Z¯kq0
−Z¯kq0 p~qd+1−~pd+1 + 2ρ¯λ¯
)
. (A.82)
Again we set U¯ ′ = 0 from the beginning, because the flow is proportional to ρ¯. We
abbreviated
p~qd+1−~pd+1 = Ak(~qd+1 − ~pd+1)2 +R
(
(~qd+1 − ~pd+1)2
)
= Ak(q
2 − 2pqx+ p2 + k2n) +Ak
(
k2 − k2n − (~q − ~p)2
)
θ(k2 − k2n − (~q − ~p)2),
(A.83)
105
A. FLOW EQUATIONS
where we have introduced x = (~q ·~p)/(qp). The easiest way to perform the p-derivatives
is to Taylor expand this function in p. Higher order terms in p will vanish once we set p
to zero. We expand
R
(
(~q − ~p)2) = Ak (k2 − k2n − (~q − ~p)2) θ(k2 − k2n − (~q − ~p)2) (A.84)
into
R
(
(~q − ~p)2) = R(q2) +R′(q2) ((~q − ~p)2 − q2)+ 1
2
R′′(q2)
(
(~q − ~p)2 − q2)2
= R(q2) +R′(q2)
(
p2 − 2pqx)+ 1
2
R′′(q2) (2pqx)2 .
(A.85)
We can calculate
R(q2) = Ak(k
2 − k2n − q2)θ(k2 − k2n − q2),
R′(q2) = −Akθ(k2 − k2n − q2),
R′′(q2) = Akδ(k2 − k2n − q2).
(A.86)
Inserting these expressions yields
p~qd+1−~pd+1 = Ak(q2 − 2pqx+ p2 + k2n) +Ak(k2 − k2n − q2)θ(k2 − k2n − q2)
−Akθ(k2 − k2n − q2)(p2 − 2pqx)
+
1
2
Akδ(k
2 − k2n − q2)(2pqx)2.
(A.87)
Because of the overall θ-function in the flow equation we can evaluate the θ-functions
in this expression to find
p~qd+1−~pd+1 = Akk2 +
1
2
Akδ(k
2 − k2n − q2)(2pqx)2
= Akk
2 + 2Akp
2q2x2δ(k2 − k2n − q2).
(A.88)
We obtain
∂p2p
~qd+1−~pd+1 = 2Akq2x2δ(k2 − k2n − q2) (A.89)
and further
∂p2G¯k(Q− P )
∣∣∣∣
p0=0
= ∂p2
[
1
det~q−~p
(
p~q−~p Z¯kq0
−Z¯kq0 p~q−~p + 2ρ¯λ¯
)]
= − 1
det2~q−~p
(
2p~q−~p(∂p2p~q−~p) + 2ρ¯λ¯(∂p2p~q−~p)
)( p~q−~p Z¯kq0
−Z¯kq0 p~q−~p + 2ρ¯λ¯
)
+
1
det~q−~p
(
∂p2p
~q−~p 0
0 ∂p2p
~q−~p
)
.
(A.90)
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We can evaluate the equation for p = 0 and plug it into the flow equation for the wave
function renormalization. We also use U¯ ′′ = λ¯ and find
∂tAk =
∂
∂p2
˙¯G
(−1)
k,22 (0, p
2)
∣∣∣∣
p=0
= 2ρ¯λ¯2tr
∫
Q
R˙
det3Q
2Akq
2x2δ(k2 − k2n − q2)
(
pq Z¯kq0
−Z¯kq0 pq + 2ρ¯λ¯
)(
0 1
1 0
)
×
[−2(pq + ρ¯λ¯)
detQ
(
pq Z¯kq0
−Z¯kq0 pq + 2ρ¯λ¯
)
+
(
1 0
0 1
)]
×
(
0 1
1 0
)(
pq Z¯kq0
−Z¯kq0 pq + 2ρ¯λ¯
)
.
(A.91)
This can be further simplified to
∂tAk = Ak4ρ¯λ¯
2
∫
Q
R˙
det3Q
q2x2δ(k2 − k2n − q2)
× [−2(pq + ρ¯λ¯)(pq + pq + 2ρ¯λ¯) + (pq)2 + (pq + 2ρ¯λ¯)2 − 2(Zkq0)2]
= −Ak8ρ¯λ¯2
∫
Q
R˙
det2Q
q2x2δ(k2 − k2n − q2).
(A.92)
Rewriting the equation in terms of renormalized couplings and using the definition of
the anomalous dimension η = −∂tAkAk we then have
η = 8ρλ2
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
∫
d2q
(2pi)2
q2x2δ(k2 − q2 − k2n)
× (2k2 − η(k2 − q2 − k2n))θ(k2 − q2 − k2n).
(A.93)
Angle integration over x yields another factor of 1/2. We have
η = 8ρλ2
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
4v2
1
2
∫
dqqq2
× (2k2 − η(k2 − q2 − k2n))δ(k2 − q2 − k2n)θ(k2 − q2 − k2n).
(A.94)
We further obtain
η =
32ρλ2v2
2
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
× 1
2
∫
dqq3(2k2 − η(k2 − q2 − k2n))δ(k2 − q2 − k2n).
(A.95)
By reformulating the δ-function
δ(k2 − k2n − q2) =
1
2
√
k2 − k2n
(
δ(
√
k2 − k2n − q) + δ(
√
k2 − k2n + q)
)
(A.96)
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and using that the second δ-function gives no contribution to the integral, we get
η =
32ρλ2v2
2
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
1
2
1
2
(k2 − k2n)−1/2(k2 − k2n)3/22k2
=
32ρλ2v2
2
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
1
2
k2(k2 − k2n).
(A.97)
We find
η =
32ρλ2
32pi
(
T
∑
ωn
1
det2Q
)
k4
L
∑
kn
(
1− (kn/k)2
)
. (A.98)
And finally
η =
ρλ2
pi
k5
(
T
∑
ωn
1
det2Q
)
1
L˜
∑
kn
(
1− (kn/k)2
)
=
ρλ2
pi
k5
(
T
∑
ωn
1
det2Q
)
F0(L˜),
(A.99)
where F0(L˜) is the crossover function with η set equal to zero, i.e.
F0(L˜) =
2N + 1
L˜
[
1− 1
L˜2
4pi2
3
N(N + 1)
]
. (A.100)
The Matsubara summation yields
T
∑
ωn
1
det2Q
=
1
2Zkk6
G3(T ) (A.101)
with
G3(T ) =
1
(1 + w2)3/2
(1
2
+NB(c)− cN ′B(c)
)
, (A.102)
c = k2(1 + w2)
1/2/Zk and NB(c) = (ec/T − 1)−1 as before. The anomalous dimension
then reads
η =
ρ0λ
2
2piZkk
G3(T )F0(L˜). (A.103)
A.2 Anisotropic derivative expansion
In the following we consider the anisotropic extension of Eq. (A.2) given by
Γk[φ¯
∗, φ¯] =
∫
X
(
φ¯∗(Z¯∂τ −A∇2 −Az∂2z )φ¯+ U¯(φ¯∗φ¯)
)
, (A.104)
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with∇2 = ∂2x+∂2y . The k-dependence of the running couplings is understood implicitly.
The regularized propagator is given by
G¯k(Q) =
1
detQ
(
pq + U¯ ′ Z¯kq0
−Z¯kq0 pq + U¯ ′ + 2ρ¯U¯ ′′
)
, (A.105)
where we now have
pq = A~q2 +Azq
2
z +Rk(Q), (A.106)
again with q2 = q2x + q2y . We write
ξ =
Az
A
, ηz = −A˙z
A
. (A.107)
The isotropic case corresponds to ξ = 1 and η = ηz. Due to AΛ = Az,Λ = 1 this implies
A = Az for all k. This behavior is recovered in the anisotropic parametrization for large
k. The infrared regulator function is chosen to be
Rk(Q) = A
(
k2 − q2 − ξq2z
)
θ
(
k2 − q2 − ξq2z
)
(A.108)
The regulator is designed such that the usual replacement pq → Ak2 in the integrand is
applicable. Further we have
R˙k = A
(
2k2 − ξ˙kq2z − η(k2 − q2 − ξq2z)
)
θ(k2 − q2 − ξq2z). (A.109)
The flow of the running coupling ξ is given by
ξ˙ =
A˙z
A
− Az
A
A˙
A
= −ηz + ξη. (A.110)
The flow of the effective potential reads
˙¯Uk = 4vd
(
T
∑
ωn
k2 + U ′ + ρU ′′
(k2 + U ′)(k2 + U ′ + 2ρU ′′) + (Zkωn)2
)
× 1
L
∑
kn
∫ √k2−ξk2n
0
dqqd−1
(
2k2 − ξ˙k2n − η(k2 − q2 − ξk2n)
)
θ(k2 − q2 − ξk2n).
(A.111)
The integrand of the q-integration can be rewritten as
2k2 − ξ˙k2n − η(k2 − q2 − ξk2n)
=2k2 + ηzk
2
n − η(k2 − q2)
=(2− η)k2 + ηzk2n + ηq2.
(A.112)
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For the q-integration we obtain analytically∫ √k2−ξk2n
0
dqqd−1
(
(2− η)k2 + ηzk2n + ηq2
)
θ(k2 − q2 − ξk2n)
=
1
d
qd
(
2k2 − ηk2 + ηzk2n
)
+
η
d+ 2
qd+2
∣∣∣∣
√
k2−ξk2n
0
θ(k2 − ξk2n)
=
2
d
k2+d
(
1− ξ(kn/k)2
)d/2 ·{1− η
d+ 2
(
1− (kn/k)2
[
d
2
(ηz/η − ξ) + ηz/η
])}
θ(k2 − ξk2n)
(A.113)
The flow of the effective potential therefore reads
˙¯Uk =
4vdk
3+d
dZk
G1(T )F (L˜),
G1(T ) =
(√
1 + w1
1 + w2
+
√
1 + w2
1 + w1
)(
1
2
+NB
)
,
F (L˜) =
1
Lk
∑
kn
(1− ξ(kn/k)2)d/2
×
{
1− η
d+ 2
(
1− (kn/k)2
[
d
2
(ηz/η − ξ) + ηz/η
])}
θ(k2 − ξk2n)
(A.114)
The range of summation is limited to |kn| =
∣∣2pi
L n
∣∣ < k√
ξ
or |n| < L˜
2piξ1/2
. We define
N =
⌊
L˜
2piξ1/2
⌋
and specify to two continuous dimensions to get the modified crossover
function
Fpbc(L˜) =
2N + 1
L˜
[
1− η
4
− 1
L˜2
(
ξ − ηz
2
)4pi2
3
N(N + 1)
− ξ(2ηz − ξη)
L˜4
4pi4
15
N(N + 1)(−1 + 3N + 3N2)
]
.
(A.115)
For ξ = 1, η = ηz we recover the isotropic crossover function.
The flow equation for the frequency coefficient Z deviates from the isotropic equa-
tion only in the different crossover function.
For the projection of the flow equations for A and Az, respectively, we employ
A˙ =
∂
∂p2
˙¯G−1k,22(0, ~p
2 = p2, pz = 0)
∣∣∣
P=0
,
A˙z =
∂
∂p2z
˙¯G−1k,22(0, ~p
2 = 0, pz)
∣∣∣
P=0
.
(A.116)
Although qz is not a continuous variable for L <∞, this is the natural generalization of
the appropriate infinite volume projection. We follow closely the isotropic calculation
for the flow equation for η and note that we now have
pq−p = Aq2 − 2Apqx+Ap2 +Azq2z +Rk(Q− P ). (A.117)
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A.2. Anisotropic derivative expansion
Again we can expand the regulator as
Rk(Q− P ) = Rk(q2) +R′(q2) · ((~q − ~p)2 − q2) + 1
2
R′′(q2) · ((~q − ~p)2 − q2) (A.118)
with
Rk(q
2) = A(k2 − q2 − ξq2z)θ(k2 − q2 − ξq2z),
R′k(q
2) = −Aθ(k2 − q2 − ξq2z),
R′′k(q
2) = Aδ(k2 − q2 − ξq2z).
(A.119)
We find
pq−p = Ak2 + 2Ap2q2x2δ(k2 − q2 − ξq2z)
∂p2p
q−p = 2Aq2x2δ(k2 − q2 − ξq2z).
(A.120)
The rest of the calculation follows the isotropic calculation. We find
η = 8ρλ2
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
∫
d2q
(2pi)2
q2x2
× (2k2 − ηk2 + ηq2 + ηzq2z)θ(k2 − q2 − ξq2z)δ(k2 − q2 − ξq2z)
=
ρλ2
2pi
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
(k2 − ξq2z)(2k2 − (ηξ − ηz)q2z).
(A.121)
The calculation for ηz is pretty similar and we present the differences below. We have
pq−p = Aq2 +Az(q2z − 2qzpz + p2z) +Rk(Q− P ) (A.122)
and the regulator expansion gives
Rk(q
2
z) = A(k
2 − q2 − ξq2z)θ(k2 − q2 − ξq2z),
R′k(q
2
z) = −ξAθ(k2 − q2 − ξq2z),
R′′k(q
2
z) = ξ
2Aδ(k2 − q2 − ξq2z).
(A.123)
We find
pq−p = Ak2 + 2ξ2Ap2zq
2
zδ(k
2 − q2 − ξq2z),
∂p2zp
q−p = 2ξ2Aq2zδ(k
2 − q2 − ξq2z),
(A.124)
and
ηz =
ρλ2
pi
(
T
∑
ωn
1
det2Q
)
1
L
∑
kn
(ξqz)
2(2k2 − (ηξ − ηz)q2z). (A.125)
111
A. FLOW EQUATIONS
Together with
A =
ρλ2
2pi
G3
kZk
1
L˜
,
s0 =
N∑
n=−N
1 = 2N + 1,
s2 =
N∑
n=−N
(
kn
k
)2
=
(
2pi
L˜
)2
2
N∑
n=1
n2,
s4 =
N∑
n=−N
(
kn
k
)4
=
(
2pi
L˜
)4
2
N∑
n=1
n4,
(A.126)
we are led to a linear set of equations for η and ηz, which supplements the remaining
flow equations
η =
A
2
(
2s0 − 2ξs2 + η(ξ2s4 − ξs2) + ηz(s2 − ξs4)
)
,
ηz = A
(
2ξ2s2 − ηξ3s4 + ηzξ2s4
)
.
(A.127)
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