Abstract. A probabilistic method for solving the Monge-Kantorovich mass transport problem on R d is introduced. A system of empirical measures of independent particles is built in such a way that it obeys a doubly indexed large deviation principle with an optimal transport cost as its rate function. As a consequence, new approximation results for the optimal cost function and the optimal transport plans are derived. They follow from the Γ-convergence of a sequence of normalized relative entropies toward the optimal transport cost. A wide class of cost functions including the standard power cost functions |x − y| p enter this framework.
Introduction
This paper introduces a probabilistic method for solving the Monge-Kantorovich mass transport problem.
1.1. The Monge-Kantorovich problem. Let µ and ν be two probability measures on R d seen as mass distributions. One wants to transfer µ to ν with a minimal cost, given that transporting a unit mass from x 0 to x 1 costs c(x 0 , x 1 ). This means that one searches for a transport plan x 1 = T (x 0 ) such that the image measure T ⋄ µ is ν and R d c(x 0 , T (x 0 )) µ(dx 0 ) is minimal. This problem was addressed by G. Monge [17] at the eighteenth century. In the 40's, L.V. Kantorovich [12] , [13] proposed a relaxed version of Monge problem by allowing each cell of mass at x 0 to crumble into powder so that it can be tranfered to several x 1 's. In mathematical terms, one searches for a probability measure ρ on R d ×R d whose marginal measures ρ 0 (dx 0 ) = ρ(dx 0 × R d ) and ρ 1 (dx 1 ) = ρ(R d × dx 1 ) satisfy ρ 0 = µ and ρ 1 = ν and such that R d ×R d c(x 0 , x 1 ) ρ(dx 0 dx 1 ) is minimal. Let us denote P R d and P R 2d the sets of all probability measures on R d and R d ×R d . For each µ and ν in P R d , we face the optimization problem (MK) minimize
The value of (MK) is the transportation cost defined for all µ and ν in P R d by
c(x 0 , x 1 ) ρ(dx 0 dx 1 ).
The special cost function c p (x 0 , x 1 ) = |x 1 −x 0 | p with p ≥ 1, leads to the Wassertein metric T 1/p cp (µ, ν).
Which large deviations?
As the title of the paper indicates, our probabilistic approach of Monge-Kantorovich problem is in terms of large deviations. One can interpret µ and ν respectively as the distributions of the initial and final random positions X 0 and X 1 of a random process (X t ) 0≤t≤1 . In the present paper, only the couple of initial and final positions (X 0 , X 1 ) is considered.
Our aim is to obtain a Large Deviation Principle (LDP) in P R d the rate function of which is ν → T c (µ, ν) where µ is fixed. The definition of a LDP is recalled at (1.6). General cost functions will be considered in the article but for the sake of clarity, in this introductory section our procedure is described in the special case of the quadratic cost funtion c(x 0 , x 1 ) = |x 1 − x 0 | 2 /2. For each integer k ≥ 1, take a system of n independent random couples (X k n,i (0), X k n,i (1)) 1≤i≤n which is described as follows. For each i, the initial position X k n,i (0) = z n,i is deterministic and the final position is The empirical measure of the final positions is
It is a random element of P R d . An easy variation of Sanov's theorem states that for each k the system {N k n } n≥1 obeys the LDP in P R d with speed n and the rate function (1.2)
Here, H(ρ|π k ) is the relative entropy (see (2.15) for its definition) of ρ with respect to π k and π k ∈ P R 2d is the law of (Z, Z + Y / √ k) where Z and Y are independent, the law of Z is µ and Y is a standard normal vector. On the other hand, {Y / √ k} k≥1 obeys the LDP in R d as k tends to infinity with speed k and rate function c(u) = |u| 2 /2. Since (i) the speed of the LDP for {Y / √ k} k≥1 is k and (ii) the rate functions (1.2) and c(u) = |u| 2 /2 are reminiscent of T c given at (1.1), it wouldn't be surprising that (i) the order of magnitude of H(ρ|π k ) is k and (ii) one should mix together two types of LDPs with n and k tending to infinity, in order to obtain some LDP with the rate function ν → T c (µ, ν). H(ρ|π k )/k = T c (µ, ν).
Theorem 2.9 is the main result of the paper. It states that {N k n } k,n≥1 obeys the doubly indexed LDP as n first tends to infinity, then k tends to infinity with speed kn and rate function T, see Definition 2.5 for the notion of doubly indexed LDP.
1.
3. An approximation procedure. The Γ-limit (1.3) suggests that the sequence of minimizers ρ * k of H(ρ|π k ) subject to the constraint ρ ∈ Π(µ, ν) should converge as k tends to infinity to some minimizer of ρ → R 2d c dρ subject to the same constraint ρ ∈ Π(µ, ν). This fails in many situations. Consider for instance a purely atomic initial measure µ and a family of atomic probability measures π k . Although T (ν) may be finite for some diffuse final measure ν, there are no ρ in Π(µ, ν) which are absolutely continuous with respect to π k since π k 1 is atomic. Hence, T k (ν) = +∞ for all k, and there are no minimizers ρ * k at all. To take this phenomenon into account, one can think of the minimization problems (MK k ) minimize H(ρ|π k )/k subject to ρ ∈ Π(µ, ν k )
where (ν k ) k≥1 satisfies (1.4). I didn't succeed in proving that lim k→∞ (MK k ) = (MK) in the sense of Γ-convergence. Alternately, one can relax the constraint ρ 1 = ν by means of a continuous penalization sequence and consider the three minimization problems minimize H(ρ|π k )/k + αd(ρ 1 , ν) subject to ρ 0 = µ (MK c dρ subject to ρ ∈ Π(µ, ν) (MK) where k, α ≥ 1 are intended to tend to infinity and d(ρ 1 , ν) is some distance between ρ 1 and ν which is compatible with the narrow topology of P R d .
Note that (MK These formulas are to be understood at a formal level. It means in particular that for each α, lim k→∞ inf(MK α k ) = inf(MK α ) and all the limit points of the relatively compact sequence (ρ α k ) k≥1 are minimizers of the limiting problem (MK α ). Similarly, lim α→∞ inf(MK α ) = inf(MK) and denoting ρ α a minimizer of (MK α ), any limit point of the relatively compact sequence (ρ α ) α≥1 is a minimizer of the limiting problem (MK).
1. 4 . Some comment about the results of this paper. The doubly indexed LDP for {N k n } k,n≥1 , the limit (1.3) and the approximation procedure (1.5) are new results. Large deviations have only been used as a guideline to obtain the analytical results (1.3) and (1.5).
In the rest of the paper not only the quadratic cost is considered but a much wider class of cost functions. In particular, the above mentioned results hold true for the usual power cost functions c(u) = |u| p with p > 0. Note that the convexity of c is not required. We choosed R d as the surrounding space to make the presentation of the results easier. It is by no way a limitation. Our main large deviation result (Theorem 5.1) is stated with Polish spaces. On the other hand, the proofs of our convergence results mainly rely on Γ-convergence. We have done them in R d , but their extension to a Polish space is obvious. As a by-product of our approach, the Kantorovich duality ( [24] , Theorem 1.3) is recovered, see Theorems 5.1 and 6.2. This provides a new proof of it, although not the shortest one.
1.5. Literature. Since Brenier's note [5] in 1987 which was motivated by fluid mechanics, optimal transport is a very active area of applied mathematics. For a comprehensive account on optimal transport theory, we refer to the monographs of Rachev and Rüschendorf [19] and Villani [24] . Villani's recent Saint-Flour lecture notes [25] are upto-date and aimed at a probalistic reader. They introduce newly born techniques and offer a very long reference list.
Although optimal transport has important consequences in probability theory (Wasserstein's metrics or transportation inequalities for instance), it has seldom been studied from a probabilistic point of view. Let us cite among others the contributions of Feyel andÜstünel [10] , [11] about the Monge-Kantorovich problem on Wiener space. Recently, Mikami [16] has obtained a probabilistic proof of the existence of a solution to Monge's problem with a quadratic cost by means of an approximation procedure by h-processes. His approach is based on optimal control techniques.
Doubly indexed LDs of empirical measures have been studied by Boucher, Ellis and Turkington in [3] . In [14] , the tight connection between doubly indexed LDs and the Γ-convergence of LD rate functions is stressed. This will be used in the present article.
1.6. Γ-convergence. The Γ-convergence is a useful tool which is going to be used repeatedly. We refer to the monograph of G. Dal Maso [15] for a clear exposition of the subject. Precise references to the invoked theorems in [15] will be written all along the paper. Recall that if it exists, the Γ-limit of the sequence (f n ) n≥1 of (−∞, ∞]-valued functions on a topological space X is given for all x in X by
where N (x) is the set of all neighbourhoods of x. This notion of convergence is welldesigned for minimization problems. Denoting f = Γ-lim n→∞ f n and taking (x n ) a converging sequence of minimizers of (f n ) with lim n→∞ x n = x * , if (f n ) n≥1 is equi-coercive we have lim n→∞ inf f n = inf f and x * is a minimizer of f.
1.7. Some notations and conventions. Let us fix some notations and conventions. Topological conventions. The space of all continuous bounded functions on a topological space X is denoted by C X and is equipped with the uniform norm f = sup x∈X |f (x)|, f ∈ C X . Unless specified, its dual space C ′ X is equipped with the * -weak topology σ(C ′ X , C X ). Any Polish space X is equipped with its Borel σ-field and the set P X of all the probability measures on X is equipped with the narrow topology σ(P X , C X ) : the relative topology of C ′ X on P X . While considering random probability measures, it is necessary to equip P X with some σ-field: we take its Borel σ-field.
Large deviations. Let {V n } n≥1 be a sequence random variables taking their values in some topological space V equipped with some σ-field. One says that {V n } n≥1 obeys the Large Deviation Principle (LDP) in V with speed n and rate function I : V → [0, ∞], if I is lower semicontinuous and for all measurable subset A of V, we have
where int A and cl A are the interior and the closure of A in V.
To emphasize the parameter n, one says that this is a n-LDP. If ρ n denotes the law of V n , one also writes that {ρ n } n≥1 obeys the n-LDP in V with the rate function I. The rate function I is said to be a good rate function if for each a ≥ 0, the level set {I ≤ a} is a compact subset of V. We shall equivalently write that I is inf-compact.
1.8. Organization of the paper. At Section 2 the main results are stated precisely without proof. Their proofs are postponed to Section 6. They rely on preliminary results obtained at Sections 4 and 5 where general large deviation results are derived for doubly indexed sequences of random probability measures with our optimal transport problems in mind. As a preliminary approach, Section 3 is dedicated to easier analogous large deviation results in terms of simply indexed sequences. Finally, Section 7 is an appendix dedicated to the proof of a result about the Γ-convergence of convex functions which is used in Section 4. Since we didn't find this result in the literature, we give its detailed proof. 
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Statement of the results
The main result of the paper is Theorem 5.1, it is stated in an abstract setting with general Polish spaces. In the present section, it is restated at Theorem 2.9 without proof in the particular framework of the optimal transport on R d . All the results of the present section are proved at Section 6, using the results of Sections 3, 4 and 5.
2.1. Some transportation cost functions are LD rate functions. Take a triangular
is a triangular array of independent particles which, in the general case, are not identically distributed because of the contribution of the deterministic z n,i 's. An important example is given by
where (U k i ) 1≤i≤n are independent copies of U k . We are interested in the large deviations of the empirical measures on R
as n first tends to infinity, then k tends to infinity. More precisely, doubly indexed LDPs in the sense of the following definition will be proved.
Definition 2.5 (Doubly indexed LDP). Let P X be the set of all probability measures built on the Borel σ-field of a Polish space X . The set P X is equipped with the topology of narrow convergence and with the corresponding Borel σ-filed. One says that a doubly indexed P X -valued sequence {L k n } k,n≥1 obeys the (k, n)-LDP in P X with the rate function I : P X → [0, ∞], if for all measurable subset B of P X , we have
where int B and cl B are the interior and closure of B in P X . Assumptions 2.7. This set of assumptions holds for the present section and Section 6.
• (2.1) holds for some µ in
) is a Feller system in the sense of Definition 2.8 below and
Definition 2.8. Let Z and X be two topological spaces. The system of Borel probability
The next theorem shows that the large deviations of {N k n } are closely related to optimal transport.
where the cost function is given by
In the special case where (2. 3) holds and {U k } k≥1 obeys the k-LDP in R d with the good rate function c :
Examples 2.11. In the special case where (2.3) holds, we give some examples of {U k } and the corresponding cost function c.
(
This is the usual quadratic cost function. (2) Let (Y m ) m≥1 be a sequence of independent copies of a R d -valued random vector Y which satisfies Ee a|Y | < ∞ for some a > 0. With
Observe that (1) is a specific instance of (2). (3) Let (Y m ) m≥1 be as above and let α be any continuous mapping on
as a consequence of the contraction principle. In particular if α is a continuous injective mapping, then c = c
(4) For instance, mixing (1) and (3) with α = α p given for each p > 0 and (1) To obtain the quadratic cost function c 
The drawback of the specific shape of any Cramér's transform c Y (see Examples 2.14) is overcome by means of a continuous transformation as in Examples 2.11-(3 & 4).
2.2.
Convergence results. The structure of (2.6) suggests that a (k, n)-LDP may be seen as the limit as k tends to infinity of n-LDPs indexed by k. This is true and made precise at Proposition 2.19 and Theorem 2.20 below. Let us have a look at the n-LDP satisfied by {N k n } n≥1 with k fixed. It is very similar to the n-LDP of Sanov's theorem, see Proposition 2.19 below. The only difference comes from the contribution of the initial positions z n,i which make (X k n,i (1)) a triangular array of non-identically independent variables. Recall that Sanov's theorem ( [8] , Theorem 6.2.10) states that the empirical measures { 1 n n i=1 δ X i } n≥1 of a sequence of independent P -distributed random variables taking their values in a Polish space X obey the n-LDP in P X with the rate function (2.15)
H(Q|P ) is called the relative entropy of Q with respect to P. Consider now the random empirical measures on
This means that
with the good rate function kS k and (b) {N k n } n≥1 obeys the n-LDP in P R d with the good rate function kT k .
The order of magnitude of H(ρ|π
The rescaled entropy S k is of order 1. If it exists, lim k→∞ S k may be interpreted as a specific entropy (see [23] ). It happens that S k and T k Γ-converge. The limit of S k is
where R 2d c dρ = R 2d c(x 0 , x 1 ) ρ(dx 0 dx 1 ) and c is given at (2.10).
These limits will allow us to deduce the following approximation results. Recall that the minimization problems (MK α k ), (MK α ) and (MK) are defined at Section 1.3.
is a relatively compact sequence in P R 2d and any limit point of (ρ
is relatively compact in P R 2d and any limit point of (ρ α ) α≥1 is a solution of (MK).
2.3.
The proofs. The proofs of these announced results are done at Section 6. Theorem 2.9 is part of Theorem 6.2, Proposition 2.19 is Lemma 6.1, Theorem 2.20 is Theorem 6.5 and Theorem 2.21 is Theorem 6.6.
Large deviations of a simply indexed sequence of random measures
As a warming-up exercice, let us first consider a usual sequence of random measures. We present an abstract setting instead of the situation described at Section 2. Let X and Z be two Polish spaces which play respectively the part of the space of "paths" R 2d and the space of initial conditions R d . The cost of this extension is quite low: the main property of Polish spaces to be used later is that any Borel probability measure is tight.
Take a triangular array (z n,i ∈ Z; 1 ≤ i ≤ n, n ≥ 1) on Z such that the sequence of empirical measures
for some probability measure µ ∈ P Z . Let (P z ∈ P X ; z ∈ Z) be a collection of probability laws on X which is assumed to be a Feller system in the sense of Definition 2.8. We work with a triangular array of independent X -valued random variables (X n,i ; 1 ≤ i ≤ n, n ≥ 1) where for each index (n, i) the law of X n,i is P z n,i . This means that for all n ≥ 1,
Proposition 3.14 below states a LDP in P X for the empirical measures
as n tends to infinity. It is a variant of Sanov's theorem which has already been studied by Dawson and Gärtner in [7] and revisited by Cattiaux and Léonard in [6] . Nevertheless, the expression (3.15) of the rate function doesn't appear in these cited papers. The proof of Proposition 3.14 will be done as a first step for the proof of the LDP of a doubly indexed sequence: most of its ingredients will be recycled at Section 4.
Notations. We write shortly P ZX and C ZX for P Z×X and C Z×X . The dual space C ′ ZX of (C ZX , · ) is equipped with the * -weak topology σ(C ′ ZX , C ZX ), see Section 1.7. Let (Z, X) be the canonical projections: Z(z, x) = z, X(z, x) = x, (z, x) ∈ Z×X . For any q ∈ P ZX , we write the desintegration
where q Z (dz) = q(Z ∈ dz) is the (marginal) law of Z under q and q z (dx) = q(X ∈ dx | Z = z), z ∈ Z, is a regular conditional version of the law of X knowing that Z = z. We also define p ∈ P ZX by p(dzdx) = µ(dz)P z (dx). The LDP for {L n } n≥1 will be obtained as a direct consequence of the contraction principle applied to some LDP for the sequence of P ZX -valued random variables
Suppose that (3.1) holds for some µ in P Z and that (P z ; z ∈ Z) is a Feller system. Then {K n } n≥1 obeys the LDP in P ZX with the good rate function
Proof. For all n and all F ∈ C ZX , the normalized log-Laplace transform of K n is
As (µ n ) n≥1 converges to µ and (P z ; z ∈ Z) is a Feller system, for all F ∈ C ZX we have the limit:
Following the proof of Sanov's theorem (see [8] , Section 6.4) based on Dawson-Gärtner's theorem on the projective limit of LD systems (see [7] , Section 3), one obtains that {K n } obeys the LDP in C ′ ZX with the rate function
It is proved at Lemma 3.7 below, that for all q ∈ C ′ ZX ,
It follows that {K n } n≥1 obeys the LDP in P ZX with the rate function h.
It remains to note that as the relative entropy is inf-compact and {q ∈ P ZX ; q Z = µ} is closed, h is also inf-compact: it is a good rate function.
As a by-product of this proof, we have the following corollary which is mentioned for future use.
Corollary 3.6. [Hypotheses of Proposition 3.2] . The random system {K n } n≥1 obeys the LDP in C ′ ZX with the rate function ψ * given at (3.5) .
During the proof of Proposition 3.2 we have used the following lemma.
Lemma 3.7. With ψ * (q) defined by formula (3.5) we have
Proof. The proof is twofold. We show that (i) for all q ∈ C ′ ZX , ψ * (q) < +∞ implies that q belongs to P ZX and its z-marginal is q Z = µ.
(ii) Then, we show that for all q ∈ P ZX such that q Z = µ, we have ψ
Let q ∈ C ′ ZX be such that sup
Let us begin with the proof of (i).
from which the result follows.
• In order to prove that q is σ-additive, we have to prove that for any sequence (F n ) n≥1 in C ZX such that F n ≥ 0 for all n and (F n (z, x)) n≥1 decreases to zero for each (z, x) ∈ Z×X , we have
For such a sequence, one can apply the dominated convergence theorem to obtain that
Therefore, as ψ * (q) < ∞, we have lim sup n→∞ F n , q ≤ 0. Since we have just seen that q ≥ 0, we have obtained (3.8) .
This completes the proof of q ∈ P ZX since we have proved that any q ∈ C ′ ZX such that ψ * (q) < ∞ is nonnegative, has a unit mass and satisfies (3.8) . Therefore, q is uniquely identified with a probability measure on the Polish space Z × X (see [18] , Proposition II-7-2).
• To complete the proof of (i), it remains to show that for any q ∈ P ZX , ψ
which gives the announced result. Now, let us show (ii). For all q ∈ P ZX such that q Z = µ or equivalently such that q(dzdx) = µ(dz)q z (dx), we have
where equality (a) follows from the well-known variational representation of the relative entropy in a Polish space X (3.10)
and equality (b) follows from the tensorization property
is measurable as a lower semicontinuous function and z → (q z , P z ) is measurable since its coordinates are measurable: z → q z is measurable as a regular conditional version in a Polish space and z → P z is assumed to be continuous. We have just proved that ψ * ≤ h. The converse inequality follows from Jensen's inequality: ψ(F ) ≤ log Z e Fz , P z µ(dz) = log e F , p for all F ∈ C ZX . Indeed, taking the convex conjugates leads us for all q ∈ P ZX to
This equality is (3.10) . This completes the proof of the lemma.
Remark 3.13. The · -continuity of q in C ′ ZX didn't play any role in the proof. Only its linearity has been used. Now, we investigate the large deviations of
Let us denote the X -marginal of p by
Proposition 3.14. Suppose that (3.1) holds for some µ in P Z and that (P z ; z ∈ Z) is a Feller system. (a) Then, {L n } n≥1 obeys the LDP in P X with the good rate function H which is defined for all Q ∈ P X by
where the transition kernels z ∈ Z → Π z ∈ P X are measurable. (b) If H(Q) < +∞, there exists a unique (up to µ-a.e. equality) kernel (Π * z ) z∈Z which realizes the infimum in (3.15) :
for µ-almost every z ∈ Z and some continuous function β : X → Z, we have for
and the minimizing kernel
Proof. Let us prove (a). As L n is the X -marginal of K n and {K n } obeys the LDP with a good rate function, the statement (a) follows from the contraction principle (see [8] , Theorem 4.2.1): {L n } obeys the LDP in P X with the good rate function H(Q) = inf{h(q); q ∈ P ZX : q X = Q} which is (3.15).
The statement (b) immediately follows from the strict convexity and the inf-compactness of q → H(q|p) which is restricted to the closed convex set {q ∈ P ZX : q Z = µ, q X = Q}.
Let us prove (c). To do this, we rewrite the proof of Proposition 3.2 with L n instead of K n . We obtain that {L n } obeys the LDP in P X with the rate function
This equality is (3.5) where we replace q by Q and F (z, x) by f (x). Choosing f ∈ C X of the form f = g • β with g in C Z gives us for all
It follows that Ψ * (Q) < ∞ implies that β⋄Q = µ. For such a Q, as in the proof of inequality (3.9), we obtain the inequality in Ψ
. This last equality follows from the tensorization property of the relative entropy, see (3.11) . This proves that Ψ * ≤ H. The converse inequality follows from Jensen's inequality exactly as in the proof of inequality (3.12). We have shown that
The last statement about the minimizing kernel is a direct consequence of the tensorization formula (3.11):
where the first equality follows from (a) and the first part of this statement, and the last equality follows from H(Q Z |P Z ) = H(µ|µ) = 0.
Remark 3.18. The identity (3.15) is a formal inf-convolution formula and (3.16) is its dual formulation: "the convex conjugate of an inf-convolution is the sum of the convex conjugates". Remark 3.19. Statement (c) holds true also when β is only assumed to be measurable. Indeed, (3.16) can be strengthened by
for all Q ∈ P X , where B(X ) is the space of all measurable bounded functions on X . For the second equality, note that in the proof of Proposition 3.2, taking the test functions F (z, x) bounded, z-continuous and x-measurable (instead of x-continuous), does not change anything except that in the expression of the rate function sup F { F, q − ψ(F )}, the sup is taken over this larger space instead of C ZX . As the rate function is unique, the sup over these two spaces is the same. A similar argument in the present situation leads to sup
and one concludes as in the previous proof.
Large deviations of a doubly indexed sequence of random measures. Preliminary results
We keep the abstract Polish spaces Z and X of Section 3, as well as the triangular array (z n,i ∈ Z; 1 ≤ i ≤ n, n ≥ 1) which satisfies (3.1). For each k ≥ 1, we consider a Feller system (P k z ∈ P X ; z ∈ Z) of probability laws on X and a triangular array of independent X -valued random variables (X k n,i ; 1 ≤ i ≤ n, n ≥ 1) where for each index (n, i) the law of X k n,i is P k z n,i
. This means that for all k, n ≥ 1,
The main result of the next Section 5 states the (k, n)-LDP in P X for
, k, n ≥ 1.
As in Section 3, this LDP will be obtained by means of the contraction principle applied to some LDP for the P ZX -valued random variables
The main result of the present section is Theorem 4.9. It states the (k, n)-LDP for {K
We also assume that for each z ∈ Z, (P k z ) k≥1 obeys some k-LDP in X with rate function J z . This means that for each k and all measurable subset
where int A and cl A are the interior and the closure of A in X . This plays the part of Cramér's theorem and its transformations at Section 2, see Examples 2.11 with 
for all q ∈ Q, with respect to the * -weak topology σ(Q, F ).
The following lemma is proved in [14] . Proof. See [14] .
We define for each k and all F ∈ C ZX ,
Note that z → sup x∈X {F (z, x) − J z (x)} is measurable since it is the pointwise limit of continuous functions: see (4.5) below, so that λ(F ) is well-defined. Observe that λ k is a normalized version of the function ψ defined at (3.4).
Lemma 4.4. We assume that for each z ∈ Z, (P k z ) k≥1 obeys the k-LDP in X with the good rate function J z . Then, for all F ∈ C ZX we have
The functions λ k and λ are convex and σ(C ZX , C ′ ZX )-lower semicontinuous.. Proof. Thanks to the assumption on (P k z ) k≥1 , by Varadhan's integral lemma (see [8] , Theorem 4.3.1), as F z is continuous and bounded and J z is assumed to be a good rate function, for all z we have (4.5).
As for all k ≥ 1, z ∈ Z and F ∈ C ZX , we have | 1 k log e kFz , P k z | ≤ F , with (4.5) we see that
These estimates allow us to apply Lebesgue dominated convergence theorem to obtain (4.6) and (4.7). For each k, λ k is convex since f → log e kf , P k z is convex as a log-Laplace transform and µ is a nonnegative measure. As a pointwise limit of convex functions, λ is also convex.
The convex functions λ k and λ are σ(C ZX , C ′ ZX )-lower semicontinuous if and only if they are · -lower semicontinuous on C ZX . But, because of (4.7), these convex functions are · -continuous on the whole space C ZX . A fortiori, they are lower semicontinuous.
4.2.
The (k, n)-LDP for {K k n }. Let us introduce the convex conjugate of λ :
It will appear during the proof of Theorem 4.9 that it is the rate function of the (k, n)-LDP satisfied by {K k n } k,n≥1 . Theorem 4.9. Suppose that Then {K k n } k,n≥1 obeys the (k, n)-LDP in P ZX with the affine good rate function
Proof. The framework of the proof is the same as Proposition 3.2's one, but it is technically more demanding. For all k, n ≥ 1 and all F ∈ C ZX , the normalized log-Laplace transform of K k n is defined by
For fixed k, considering the limit as n tends to infinity and taking assumptions (1) and (2) A fortiori, {λ * < +∞} is included in the strong unit ball
obeys a strong (k, n)-LDP in U ZX with the topology σ(U ZX , C ZX ) and the rate function λ * . With (4.12) again, we obtain that {K k n } k,n≥1 obeys the (k, n)-LDP in P ZX with the rate function λ * .
Let us show that the restriction of λ * to P ZX has σ(P ZX , C ZX )-compact level sets. As a convex conjugate, λ * is σ(C ′ ZX , C ZX )-lower semicontinuous. Therefore, for all real a, {λ * ≤ a} is σ(C ′ ZX , C ZX )-closed. But, (4.12) implies that {λ * ≤ a} is included in the σ(C ′ ZX , C ZX )-compact unit ball U ZX . Hence, {λ * ≤ a} is σ(C ′ ZX , C ZX )-compact and by (4.12) again, the restriction of λ * to P ZX is σ(P ZX , C ZX )-inf-compact.
Finally, it will be proved at Proposition 4.14 that the restriction of λ * to P ZX is i. This completes the proof of the theorem.
4.3.
Identification of the rate function λ * . It remains to show that λ * = i. This is the most technical part of the paper. (
Proof. It is similar to the proof of Lemma 3.7. As in Lemma 3.7, the · -continuity of q doesn't play any role, see Remark 3.13. Let q ∈ C ′ ZX be such that
An inspection of Lemma 3.7's proof shows that, to prove that q ∈ P ZX , it is enough to check that λ satisfies (i) for all a ≤ 0 and all nonnegative F o ∈ C ZX , λ(aF o ) ≤ 0 (ii) for any constant function F ≡ c ∈ R, λ(c1) = c (iii) for any sequence (F n ) n≥1 in C ZX such that F n ≥ 0 for all n and (F n (z, x)) n≥1 decreases to zero for each (z, x) ∈ Z × X , we have, lim n→∞ λ(aF n ) = 0, for all a ≥ 0.
(i) As J z (x) ≥ 0 for all z and x, and µ ≥ 0, we have λ(aF o ) ≤ 0 for all a ≤ 0 and all nonnegative F o ∈ C ZX .
(ii) As inf x∈X J z (x) = 0 for all z and µ is a probability measure, for any constant function F ≡ c ∈ R, we have λ(c1) = c.
(iii) By Lemma 4.26 below, for all z ∈ Z, sup x∈X {F n (z, x) − J z (x)} n≥1 is a decreasing sequence and lim n→∞ sup x∈X {F n (z, x) − J z (x)} = 0. As |sup x∈X {F n (z, x) − J z (x)}| ≤ sup z,x |F 1 (z, x)| < ∞ for all n and z, one can apply the dominated convergence theorem to obtain that lim n→∞ λ(aF n ) = 0, for all a ≥ 0. This completes the proof of statement (a).
Let us prove (b). Choosing F (z, x) = g(z) not depending on x with g ∈ C Z in the expression of λ * , one sees that for all q ∈ P ZX
which gives the announced result and completes the proof of Lemma 4.13.
The very technical result of this section is the following Proposition 4.14. During its proof, we need some lemmas whose statements are included in the body of the proof. The proofs of these lemmas are postponed to the next subsection 4.4. Proposition 4.14. For all q ∈ P ZX , λ * (q) = i(q).
Proof. Thanks to Lemma 4.13-b, to prove that λ * = i, we have to show that λ * (q) = Z×X J z (x) q(dzdx) for all q ∈ P ZX such that q Z = µ or equivalently such that
where
For such a q we have
where equality (a) is given at the following Lemma 4.16 and equality (b) follows from (4.15).
Lemma 4.16. Let J be a [0, +∞]-valued lower semicontinuous function on X . For all
The proof of this lemma is put back after the proof of the present proposition.
Note that z → J z , q z is measurable since z → J z (x) is assumed to be continuous for all x and z → q z is a regular version of the desintegration of q. It remains to show the converse inequality: λ * (q) ≥ i(q) for all q satisfying (4.15). As a first step, we would like to invert a sup and an integral to obtain λ * (q) = sup
As a first step, we are going to prove this equality under the restrictive assumption that X is compact. Its proof relies on the following result which is due to R. T. Rockafellar (see [20] , Theorem 2). -θ is jointly measurable -θ is not identically equal to −∞ and -y → θ(z, y) is upper semicontinuous for all z ∈ Z. In this case, one says that −θ is normal. Suppose in addition that there exist some F 1 ∈ L and some u 1 ∈ L 1 (µ) such that θ(z, F 1 (z)) ≥ u 1 (z) for µ-almost every z in Z. Then, z → sup y∈Y θ(z, y) is measurable and In order to obtain (4.17), we would like to apply this lemma with
• Y = C X equipped with the topology of uniform convergence,
Unfortunately, two troubles occur. Trouble 1: If X is not compact, Y = C X is not separable and fails to be a Polish space as required in the lemma. On the other hand, if X is compact, C X is Polish. Trouble 2: The space C ZX ≃ C b (Z, C X ) is not decomposable. On the other hand, the space B(Z, C X ) of all bounded and measurable functions F : z ∈ Z → F z ∈ C X is decomposable. Note that when X is compact, as C X is separable, we have B(Z, C X ) ≃ F where F is the space of all the functions on Z ×X which are bounded, x-continuous and z-measurable; such functions are jointly measurable. We are going to apply Lemma 4.18 with
• Y = C X and X a compact Polish set,
} for all z ∈ Z and f ∈ C X , where q ∈ P ZX is fixed and satisfies (4.15) and • L = F . As f → θ(z, f ) is continuous for all z and z → θ(z, f ) is measurable for all f, θ is jointly measurable. Taking f = 0 gives θ(z, 0) = 0 > −∞ for all z, so that θ shares all the normality conditions of the lemma. Choosing the functions F 1 = 0 ∈ L and u 1 = 0 ∈ L 1 (µ) leads us to 0 = θ(z, F 1 (z)) ≥ u 1 (z) = 0 for every z in Z.
Therefore, we have shown that all the assumptions of Lemma 4.18 are met so that
whenever X is a compact Polish space.
To obtain (4.17), it remains to prove that for all q with q Z = µ,
Let us prove it without assuming that X is compact. Rather than invoking an abstract approximation argument, we present a specific proof of (4.21). Rewriting the above proof of Theorem 4.9 with C ZX replaced with the space B(Z × X ) of bounded measurable functions on Z ×X one gets the following result.
A variant of Theorem 4.9. Assuming (2) and (3) of Theorem 4.9, if Assumption (1) is strengtnened by "(µ n ) n≥1 converges to µ in P Z for the stronger topology σ(P Z , B(Z))", then {K k n } k,n≥1 obeys the (k, n)-LDP in P ZX with the topology σ(P ZX , B(Z×X )) and the rate functionĩ(q) = sup
For any µ ∈ P Z , there exists a sequence of empirical measures (µ n ) n≥1 as in (3.1) which converges to µ with respect to the topology σ(P Z , B(Z)). This can be seen as a consequence of the almost sure convergence, as n tends to infinity, of the empirical measures 1 n 1≤i≤n δ Z i of the µ-iid sequence of Z-valued random variables (Z i ) i≥1 towards µ for the topology σ(P Z , B(Z)) which in turns is a corollary of the strenghened version of Sanov's theorem with the topology σ(P Z , B(Z)) on a Polish space Z. With such a sequence (µ n ) n≥1 , by Theorem 4.9 and its variant, {K k n } k,n≥1 obeys the (k, n)-LDP in P ZX with the rate functions λ * andĩ. As the rate function of a LDP is unique in a regular space (for the double index version of this known result, see [14] ), we have λ * =ĩ. It follows that for all q with q Z = µ, λ * (q) := sup
which implies the desired equality (4.21).
Thanks to (4.20) and (4.21), we have proved (4.17) whenever X is compact. Nevertheless, the identity (4.17) will not be used directly. We shall only use (4.21) and a variant of (4.20) . Now, we have to tackle the problem of relaxing the requirement that X is compact. Let us take advantage of the tightness of q (it is a probability on a Polish space). This means that there exists an increasing sequence (K q n ) n≥1 of compact subsets of Z×X such that q(K q n ) ≥ 1 − 1/n for all n ≥ 1. As a continuous image of a compact set, X q n := {x ∈ X ; (z, x) ∈ K q n for some z ∈ Z} is a compact set. We also have q(Z × X q n ) ≥ 1 − 1/n for all n. It follows that for q Z -almost every z ∈ Z, q z is determined by the values f, q z where f describes the set n≥1 C(X q n ) where, for any measurable set X o in X , we denote
To see this, remark that for all measurable set A in X such that
We can now proceed with the proof of λ * (q) ≥ i(q) for all q satisfying (4.15) . For all such q we have,
where the first equality is (4.21). The remaining series of inequality and equalities needs to be justified. This will require two more lemmas the proofs of which are postponed after the proof of the present proposition.
• Inequality (a). It is enough to show that for any function F ∈ B(Z, C(X o )) with X o a compact subset of X , there exists a sequence (
Let us show that F n z (x) := sup{F z (y) − nd(x, y); y ∈ X } does this job. For each z, (−F n z ) n≥1 is the Moreau-Yosida approximation of −F z , and it is a well-known result (see [4] , Section 1.7.3 for instance) that -for all z ∈ Z, x → F n z (x) is n-Lipschitz, and for all (z, x) ∈ Z ×X ,
where · stands for the uniform norm, -(F n z (x)) n≥1 is a decreasing sequence and -lim n→∞ F n z (x) = F z (x) For the last statement, note that it is necessary that F z is upper semicontinuous on X . But, this is insured by the assumption that X o is closed and F z ∈ C(X o ). Now let us make sure that for any
where {x k ; k ≥ 1} is a countable dense subset of X (recall that X is Polish). This holds, since y → F z (y) − nd(x o , y) is continuous. It follows that {z ∈ Z;
is measurable for all k, this proves the measurability of z → F n z (x o ). Therefore, F n belongs to F for all n ≥ 1. With the estimate − F ≤ F z (x) ≤ F n z (x) ≤ F z ≤ F and the limit lim n→∞ F n z (x) = F z (x), one can apply the dominated convergence theorem to obtain that
Similarly, the limit
follows from the estimate (4.8) and the following lemma. The proof of this lemma is put back after the proof of the present proposition.
Finally, (4.23) follows from (4.24) and (4.25).
• Equality (b) is a variant of (4.20) applied with the compact set X q n .
• Equality (c). If the sequence C(X q n ) n≥1 were increasing, equality (c) would be a direct consequence of the monotone convergence theorem. Nevertheless, this is almost the case since, for any pair of closed subsets X o and X 1 of X such that X o ⊂ X 1 , any function f ∈ C(X o ) can be approximated pointwise by a uniformly bounded decreasing sequence (f n ) in C(X 1 ) such that lim n→∞ sup x∈X {f n (x) − J z (x)} = sup x∈X {f (x) − J z (x)}. One proves this, exactly as for inequality (a), by means of a Moreau-Yosida approximation and Lemma 4.26. With this in hand, equality (c) follows from the monotone convergence theorem.
• Equality (d). This equality is a consequence of the following lemma. 
Note that we have already remarked that for q Z -almost every z ∈ Z, q z is determined by the values f, q z where f describes the set n≥1 C(X q n ). One obtains equality (d) by means of Lemma 4.27, with G q z = n≥1 C(X q n ), for all z ∈ Z. We have proved that λ * ≥ i and this completes the proof of the proposition.
A comment on this proof. One could think of replacing the spaces C(X As, sup
where the last inequality holds since Q ∈ P X . Now, let's prove the converse inequality. As J is a lower semicontinuous function which is bounded below, it is the pointwise limit of an increasing sequence (J n ) n≥1 in C X : once again, the Moreau-Yosida approximation:J n (x) = inf{J(y) + nd(x, y); y ∈ X }.
Let us define J n (x) = 1 X Q n (x)(0 ∨J n (x) ∧ n) for all x and n. As (X Q n ) n≥1 is an increasing sequence of sets, (J n ) n≥1 is an increasing sequence of functions such that for all n, J n is in C(X Q n ). We have
where inequality (a) holds since J n ∈ C(X Q n ), inequality (b) follows from J n ≤ J, equality (c) holds since the sequence (X Q n ) is increasing, equality (d) follows from the monotone convergence theorem and equality (e) follows from the monotone convergence theorem together with lim k→∞ Q(X \ X Q k ) = 0. This completes the proof of the lemmas.
Proof of Lemma 4.26 . Changing sign and denoting g n (x) = J(x) − f n (x), g(x) = J(x) − f (x), we want to prove that lim n→∞ inf x∈X g n (x) = inf x∈X g(x).
We see that (g n ) n≥1 is an increasing sequence of lower semicontinuous functions. It follows by the Proposition 5.4 of [15] that it is a Γ-convergent sequence and
Let us admit for a while that there exists some compact set K which satisfies
for all n. This and the convergence (4.28) allows to apply Theorem 7.4 of [15] to obtain lim n→∞ inf x∈X g n (x) = inf x∈X Γ-lim n→∞ g n (x) = inf x∈X g(x) which is the desired result.
It remains to check that (4.29) is true. Let x * ∈ X be such that J(x * ) < ∞ (if J ≡ +∞, there is nothing to prove). Then,
On the other hand, for all x and n, f n (
We have just seen that for all n,
This proves (4.29) with the compact level set K = {J ≤ B} and completes the proof of the lemma.
Large deviations of a doubly indexed sequence of random measures.
Main results
. It will easily follow from Theorem 4.9 and the contraction principle. Let us denote
is a Feller system in the sense of Definition 2.8, (3) for each z ∈ Z, (P k z ) k≥1 obeys the k-LDP in X with the good rate function J z . Then the following statements hold true.
(a) {L k n } k,n≥1 obeys the (k, n)-LDP in P X with the good rate function I which is defined for all Q ∈ P X by
where the transition kernels z ∈ Z → Π z ∈ P X are measurable.
(b) Another representation of this rate function is
where Sf (z) is defined for all z ∈ Z by
for µ-almost every z ∈ Z and some continuous function β : X → Z, we have
The dual space C ′ X of (C X , · ) is equipped with the * -weak topology σ(C ′ X , C X ), see Section 1.7.
Proof. Let us prove (a). As L k n is the X -marginal of K k n and {K k n } obeys the (k, n)-LDP with the good rate function i, the statement (a) follows from an obvious extension to the double index setting of the contraction principle (see [14] ): {L k n } obeys the (k, n)-LDP in P X with the good rate function (5.5) I(Q) = inf{i(q); q ∈ P ZX : q X = Q} which is (5.2).
Let us prove (b). We rewrite the proof of Theorem 4.9 with L k n instead of K k n . As in the proof of Proposition 3.14, we replace F (z, x) by f (x) to obtain the pointwise convergence of the normalized log-Laplace transforms
for all f ∈ C X , with
, so that (5.6) is a specialization of (4.6).
Exactly the same arguments as in the proof of Theorem 4.9 allow us to establish that {L k n } k,n≥1 obeys the LDP in C ′ X with the rate function Λ
In particular, (4.7) and (4.11) become (5.7)
for all f ∈ C X and
, where these convex conjugates are taken with respect to the duality (C ′ X , C X ). Thanks to (4.12), (5.5) and the uniqueness of the rate function (see [14] ), we see that {Λ * < +∞} ⊂ P X . We conclude as in the proof of Theorem 4.9 that {L k n } k,n≥1 obeys the LDP in P X with the rate function Λ * (Q) = sup f ∈C X { f, Q − Λ(f )} , Q ∈ P X . As the rate function is unique, (5.9) I = Λ * .
Considering −f instead of f in sup f ∈C X leads to statement (b).
Let us prove (c). As i is a good rate function, the result follows from the identity (5.5). 
where we use the same notation I(Q) for the function on U X and its restriction to P X (see (5.5) ) and the convention that inf ∅ = +∞. In particular, the effective domains of I k and I are included in P X .
As a by-product of the proof of Theorem 5.1, we have the following corollary. I
Proof. Let us first show that dom I is included in P β (µ) := {Q ∈ C ′ X ; Q ∈ P X , β ⋄ Q = µ}, whenever β is continuous. As a direct consequence of Proposition 3.14-c, we obtain for all Q ∈ C ′ X that (5.15)
This holds with β measurable, see Remark 3.19. Hence, dom I k ⊂ P β (µ) for each k. Corollary 5.12 implies that dom I is included in the closure of P β (µ) in C ′ X . As β is assumed to be continuous, {Q ∈ C ′ X ; Q, g • β = µ, g , ∀g ∈ C Z } is closed in C ′ X and one obtains the inclusion dom I ⊂ {Q ∈ C ′ X ; Q, g • β = µ, g , ∀g ∈ C Z }. On the other hand, dom I ⊂ P X . Therefore, we obtain the desired inclusion dom I ⊂ {Q ∈ C ′ X ; Q, g • β = µ, g , ∀g ∈ C Z } ∩ P X = P β (µ). This implies that (5.11) admits the unique minimizer q * (dzdx) = µ(dz)Q(dx | β(X) = z) and gives (5.14).
Applications to the optimal transport
We apply the main results of Sections 4 and 5 to the setting of Section 2. The space X = R 2d is the space of the random couples and Z = R d is the space of the initial positions. The empirical random measures N k n and M 
where c is given at (2.10). Let π k be defined by (2.17) . In the present setting, the functions I k and I defined at (5.10) and (5.11) are given for all ρ ∈ C ′ R 2d by I k = S k and I = S where
with R 2d c dρ = R 2d c(x 0 , x 1 ) ρ(dx 0 dx 1 ) and
is the set of all probability measures on R 2d such that ρ 0 = µ. The reason for introducing C ′ besides P, is that the strong unit ball U of C ′ is * -weak compact, while compactness in P requires tightness criteria. This will considerably simplify the compactness arguments. To see that the identity about S holds true, observe that the canonical projection X 0 is continuous. In particular, we have (5.3) with the continuous function β = X 0 , which by Lemma 5.13 gives (5.14). The identity about S k is (5.15) with β = X 0 . We shall also use the sets
As X 0 and X 1 are continuous, Π 0 (µ) and Π 1 (ν) are well-defined subsets of C ′ R 2d since ϕ • X 0 and ϕ • X 1 are in C R 2d . We use the same notation for Π(µ, ν) in P R 2d and C ′ R 2d . We define for all ν ∈ P R d and all k
We'll denote similarly the rate functions S k , S, T k and T on C ′ and their restrictions to P. ( c dρ = sup
As a consequence of the preceding results, we have the Theorem 6.5. The following assertions hold true
Proof. It is proved in [14] that in a Polish space X , if one has a k-indexed family of nLDPs with rate functions kI k such that the doubly indexed sequence obeys the (weak) (k, n)-LDP with rate function I, then Γ-lim k→∞ I k = I in X . By Lemma 6.1 and Theorem 6.2, it follows that the announced limits hold in the Polish spaces P R 2d and P R d . They also hold in C ′ R d and C ′ R 2d since the effective domains of S k and S and of T k and T (considered as functions on C ′ ) are included in P R 2d and P R d . This proves (a) and (b). Statement (c) follows from [15] , Proposition 8.1.
is a metric which is compatible with the narrow convergence topology on
Let us recall the three minimization problems
Proof. We introduce functions on C ′ R 2d corresponding to (MK α k ), (MK α ) and (MK). They are defined for all ρ ∈ C ′ R 2d and each k, α ≥ 1 by
The domains of S k and S are included in the strong unit ball
We know that S k , S are lower semicontinuous, d(ρ 1 , ν) is continuous and bounded below and Π 1 (ν) is closed. Therefore, G α k , G α and G are inf-compact. As the relative entropy is stricly convex, G α k is also strictly convex: it admits a unique minimizer ρ α k . As a function of ρ, d(ρ 1 , ν) is a finite continuous function on C ′ R 2d . Together with the convergence Γ-lim k→∞ S k = S, this implies (see [15] , Proposition 6.21) that for all α,
Observe that lim α→∞ αd(ρ 1 , ν) = ξ Π 1 (ν) (ρ) for all ρ ∈ P R 2d . As this limit is increasing, by [15] , Proposition 5.4 we have
Together with the relative compactness of the domains, these Γ-convergence results entail the whole theorem (see [15] , Theorem 7.8 and Corollary 7.20).
Γ-convergence of convex functions on a weakly compact space
This section is dedicated to the proof of Corollary 7.4 which is an important tool for the proof of Theorem 4.9.
A typical result about the Γ-convergence of a sequence of convex functions (f n ) is: If the sequence of the convex conjugates (f * n ) converges in some sense, then (f n ) Γ-converges. Known results of this type are usually stated in separable reflexive Banach spaces. For instance Corollary 3.13 of H. Attouch's monograph [1] is Theorem 7.1. Let X be a separable reflexive Banach space and (f n ) a sequence of closed convex functions from X into (−∞, +∞] satisfying the equicoerciveness assumption: f n (x) ≥ α( x ) for all x ∈ X and n ≥ 1 with lim r→+∞ α(r)/r = +∞. Then, the following statements are equivalent
* is the dual space of X, seqX w refers to the weak sequential convergence in X and X * s to the strong convergence in X * .
Escaping from the reflexivity assumption is quite difficult, as can be seen in G. Beer's monograph [2] .
In some applications in probability, the reflexive Banach space setting is not as natural as it is for the usual applications of variational convergence to PDEs. For instance when dealing with random measures on X , the narrow topology σ(P X , C b (X )) doesn't fit the above framework since C b (X ) endowed with the uniform topology may not be separable (unless X is compact) and is not reflexive.
The next result is an analogue of Theorem 7.1 which agrees with applications for random probability measures. Since we didn't find it in the literature, we give its detailed proof.
Let X and Y be two vector spaces in separating duality. The space X is furnished with the weak topology σ(X, Y ).
We denote ξ C the indicator function of the subset C of X which is defined by ξ C (x) = 0 if x belongs to C and ξ C (x) = +∞ otherwise. Its convex conjugate is the support function of C : ξ * C (y) = sup x∈C x, y , y ∈ Y. Theorem 7.2. Let (g n ) be a sequence of functions on Y such that (a) for all n, g n is a real-valued convex function on Y,
, where ξ Z is the indicator function of Z. Denote the convex conjugates on X : f n = g * n and f = g * .
If in addition,
(e) there exists a compact set K ⊂ X such that dom f n ⊂ K for all n ≥ 1 and dom f ⊂ K then, (f n ) Γ-converges to f with respect to σ(X, Y ). Proof. Under (b), (d") implies (c). Since the functions g n are convex, (d") implies that {g n ; n ≥ 1} is locally equi-Lipschitz. Therefore (d") implies (d') and we have (d) by Remark 7.3. Finally, (d") implies (e) with K = {x ∈ X; x * ≤ c} where x * = sup y, y ≤1 x, y is the dual norm on X. Indeed, suppose that for all y ∈ Y, g(y) ≤ c + c y and take x ∈ X such that g * (x) < +∞. As for all y, x, y ≤ g(y) + g * (x), we get | x, y |/ y ≤ (g * (x) + c)/ y + c. Letting y tend to infinity gives x * ≤ c which is the announced result. The conclusion follows from Theorem 7.2.
The proof of Theorem 7.2 is postponed after the two preliminary Lemmas 7.5 and 7.11. Then, if V satisfies
we have
and if V doesn't satisfy (7.6), we have Proof. The proof is divided in two parts. We first consider the case where V ∩ dom f = ∅, then the case where V ∩ cl dom f = ∅.
• The case where V ∩ dom f = ∅. As V is a nonempty closed convex set, its indicator function ξ V is a closed convex function so that its biconjugate satisfies ξ * * V = ξ V , i.e. ξ V (x) = sup y∈Y { x, y − ξ * V (y)} for all x ∈ X. Consequently, inf One wishes to invert inf x∈X and sup y∈Y by means of the following standard inf-sup theorem (see [9] for instance). We have inf x∈X sup y∈Y F (x, y) = sup y∈Y inf x∈X F (x, y) provided that inf x∈X sup y∈Y F (x, y) = ±∞ and -dom F is a product of convex sets, -x → F (x, y) is convex and lower semicontinuous for all y, -there exists y o such that x → F (x, y o ) is inf-compact and -y → F (x, y) is concave for all x. Our assumptions on f allow us to apply this result with F (x, y) = f (x) + x, y − ξ * V (y). Note that • The case where V ∩ cl dom f = ∅. As cl dom f is assumed to be compact, by HahnBanach theorem cl dom f and V are strictly separated: there exists y o ∈ Y such that ξ * V (y o ) = sup x∈V x, y o < inf cl dom f x, y o ≤ inf x∈dom f x, y o . Hence, (7.10) inf where the last equality follows from (7.9) and (7.10) . This proves that (7.8) holds with W = V.
• Finally, if (7.6) isn't satisfied, taking W such that W ⊂ int V insures the strict separation of W and cl dom f as above. Proof. The closed convex set V is the polar set of N = {y 1 , . . . , y k } : V = N
• . Let x 1 ∈ V and x o ∈ E := ∩ 1≤i≤k ker y i . Then, y i , x 1 + x o = y i , x 1 ≤ 1. Hence, x 1 + x o ∈ V. Considering the factor space X/E, we now work within a finite dimensional vector space whose algebraic dual space is spanned by {y 1 , . . . , y k }.
We still denote by X and Y these finite dimensional spaces. We are allowed to apply the finite dimension results which are proved in the book [22] by Rockafellar and Wets. In particular, one knows that if C is a closed convex set in Y, then the gauge function γ C (y) := inf{λ ≥ 0; y ∈ λC}, y ∈ Y is the support function of its polar set C • = {x ∈ X; x, y ≤ 1, ∀y ∈ C}. This means that γ C = ξ * C • (see [22] , Example 11.19). Proof of Theorem 7.2. Let N (x o ) denote the set of all the neighbourhoods of x o ∈ X. We want to prove that Γ-lim n→∞ f n (x o ) := sup U ∈N (xo) lim n→∞ inf x∈U f n (x) = f (x o ). Since f is lower semicontinuous, we have f (x o ) = sup U ∈N (xo) inf x∈U f (x), so that it is enough to show that for all U ∈ N (x o ), there exists V ∈ N (x o ) such that V ⊂ U and where we denote h n (y) = g n (y) + ξ * V (−y) and h(y) = g(y) + ξ * V (−y), y ∈ Y. Let Z denote the vector space spanned by (y 1 , . . . , y k ) and h Z n , h Z the restrictions to Z of h n and h. For all y ∈ Y, we have (7.13) ξ * V (−y) = − x o , y + ξ * V −xo (−y) and by Lemma 7.11, the effective domain of ξ * V is Z. Therefore, to prove (7.12) it remains to show that By assumptions (b) and (d), (h Z n ) Γ-converges and pointwise converges to h Z . Note that this Γ-convergence is a consequence of the lower semicontinuity of the convex conjugate ξ * V and Proposition 6.25 of [15] .
Because of assumptions (a) and (c), (h Z n ) is also a sequence of finite convex functions which converges pointwise to the finite function h Z . By ( [21] , Theorem 10.8), (h Z n ) converges to h Z uniformly on any compact subset of Z and h Z is convex. We now consider three cases for x o . The case where x o ∈ dom f. We already know that (h Z n ) Γ-converges to h Z . To prove (7.14), it remains to check that the sequence (h Z n ) is equicoercive (see [15] , Theorem 7.8).
For all y ∈ Y, g(y) − x o , y ≥ −f (x o ) and (7.13) imply h Z (y) ≥ −f (x o ) + ξ * V −xo (−y).
Since, −f (x o ) > −∞ and ξ * V −xo is inf-compact (Lemma 7.11), we obtain that h Z is infcompact. As (h Z n ) converges to h Z uniformly on any compact subset of Z, it follows that (h Z n ) is equicoercive. This proves (7.14) . The case where x o ∈ cl dom f. In this case, there exists x . As x o ∈ cl dom f, for any small enough V ∈ N (x o ), inf y∈Y h Z (y) = − inf x∈V f (x) = −∞. Therefore, lim n→∞ inf y∈Y h Z n (y) = inf y∈Y h(y) = −∞ which is (7.14) .
This completes the proof of Theorem 7.2.
