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vSOMMAIRE
Ce mémoire porte sur la simulation d’intervalles de crédibilité simultanés dans
un contexte bayésien. Dans un premier temps, nous nous intéresserons à des
données de précipitations et des fonctions basées sur ces données : la fonction
de répartition empirique et la période de retour, une fonction non linéaire de
la fonction de répartition. Nous exposerons différentes méthodes déjà connues
pour obtenir des intervalles de confiance simultanés sur ces fonctions à l’aide
d’une base polynomiale et nous présenterons une méthode de simulation d’in-
tervalles de crédibilité simultanés. Nous nous placerons ensuite dans un con-
texte bayésien en explorant différents modèles de densité a priori. Pour le mo-
dèle le plus complexe, nous aurons besoin d’utiliser la simulation Monte-Carlo
pour obtenir les intervalles de crédibilité simultanés a posteriori. Finalement,
nous utiliserons une base non linéaire faisant appel à la transformation angu-
laire et aux splines monotones pour obtenir un intervalle de crédibilité simul-
tané valide pour la période de retour.
Mots-clés : intervalle de confiance simultané, intervalle de crédibilité simul-
tané, période de retour, statistique bayésienne, Monte-Carlo, splines mono-
tones.

vii
SUMMARY
This master’s thesis addresses the problem of the simulation of simultaneous
credible intervals in a Bayesian context. First, we will study precipation data
and two functions based on these data : the empirical distribution function and
the return period, a non-linear function of the empirical distribution. We will
review different methods already known to obtain simultaneous confidence
intervals of these functions with a polynomial basis and we will present a me-
thod to simulate simultaneous credible intervals. Second, we will explore some
models of prior distributions and in the more complex one, we will need the
Monte-Carlo method to simulate simultaneous posterior credible intervals. Fi-
nally, we will use a non-linear basis based on the angular transformation and
on monotone splines to obtain valid simultaneous credible intervals for the re-
turn period.
Keywords : simultaneous confidence interval, simultaneous credible interval,
return period, Bayesian statistics, Monte-Carlo, monotone splines.
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INTRODUCTION
Plusieurs décisions sont prises en se basant sur des résultats scientifiques.
Comme ces résultats sont souvent eux-mêmes basés sur un échantillon d’ob-
servations fini, les résultats ne sont que des estimations des vrais paramètres.
En fait, nous pouvons voir tout résultat provenant d’un calcul à partir d’un
échantillon comme une statistique. La statistique est donc un estimateur de la
vraie valeur du paramètre qui intéresse le scientifique. Il est alors nécessaire
de prendre en compte la variabilité de la statistique en étudiant l’intervalle de
confiance de celle-ci pour tirer des conclusions valides sur les résultats obte-
nus. Pour ce faire, il faut voir la statistique comme une variable aléatoire et
supposer une distribution sur cette variable.
Lorsqu’un résultat scientifique est une courbe, une fonction d’un ou plu-
sieurs paramètres et non seulement une valeur à une dimension, il faut cons-
truire un intervalle de confiance sur l’ensemble de la courbe. Nous parlerons
alors d’intervalle de confiance simultané. Il faut donc d’abord trouver une dis-
tribution de cette courbe, mais il n’est pas aussi simple d’obtenir un intervalle
de confiance sur une courbe que sur une valeur simple puisque dans ce cas
nous avons affaire à une valeur de dimension infinie. Des solutions, pour ré-
soudre ce problème et obtenir des intervalles de confiance théoriques simulta-
nés, existent sous l’hypothèse de normalité et nous les exposerons.
Lorsque l’on veut ajouter de l’information a priori sur les données, l’ap-
proche bayésienne est très utile. Au lieu de supposer que les paramètres de la
4distribution de notre statistique sont uniquement déterminés par notre échan-
tillon, nous intégrons de l’information que l’on connait déjà sur notre para-
mètre. Par exemple, dans le cas d’une courbe, nous pouvons savoir avant de
regarder notre échantillon qu’elle devrait être croissante, bornée entre certaines
valeurs, etc. Ces informations a priori peuvent être intégrées directement à tra-
vers le modèle que l’on utilise ou en supposant que les paramètres de notre
statistique suivent eux-mêmes une certaine distribution. Cela a plusieurs avan-
tages dont nous discuterons plus en détail dans le corps de l’ouvrage.
Pour les modèles les plus simples, les intervalles de confiance bayésiens,
que l’on appellera intervalles de crédibilité, s’obtiennent facilement puisqu’il
est possible d’obtenir les distributions a posteriori (distributions incluant l’infor-
mation a priori et l’information provenant de notre échantillon) et donc d’uti-
liser directement les solutions mentionnées précédemment. Par contre, pour
les modèles les plus complexes, il n’existe pas de solution simple pour obtenir
un intervalle de crédibilité sur la courbe puisque nous n’avons pas la distribu-
tion a posteriori. Nous allons ici faire appel à une méthode de simulation pour
obtenir des intervalles de crédibilité simulés comparables aux intervalles de
confiance théoriques.
Dans ce mémoire, nous étudierons un jeu de données particulier pour ex-
poser les différentes approches. Les données étudiées seront des précipitations
et nous nous intéresserons surtout aux évènements extrêmes qui sont appelés à
augmenter avec les changements climatiques. Cela nous permettra d’explorer
l’estimation de fonctions non linéaires comme la période de retour en passant
par l’estimation de la fonction de répartition et ainsi d’étudier une base non
linéaire.
Nous verrons d’abord dans le chapitre 1 les données particulières que nous
utiliserons et les fonctions que nous étudierons, soit la période de retour et
la fonction de répartition empirique. Par la suite, nous ferons un rappel de la
5régression linéaire et nous présenterons les approches classiques pour obtenir
des intervalles de confiance simultanés. Finalement, nous verrons comment
estimer une courbe à l’aide de la régression linéaire avec base polynomiale
ainsi que la façon d’obtenir un intervalle de confiance pour cette courbe. Nous
comparerons brièvement les différentes approches classiques et verrons que la
base polynomiale a des limites importantes pour l’estimation de la fonction de
répartition.
Dans le chapitre 2, nous ferons une introduction à l’approche bayésienne
et nous étudierons des modèles de plus en plus complexes d’estimation de
fonctions qui supposent des distributions a priori sur différents paramètres.
Les modèles étudiés seront en ordre : a priori de type G, matrice de covariance
quelconque, inverse-gamma et inverse-gamma avec inverse-Wishart. Pour le
modèle étudié le plus complexe, nous introduirons la méthode de simulation
de Monte-Carlo.
Finalement, le chapitre 3 traitera de l’estimation de fonction à l’aide d’une
base non linéaire. La transformation angulaire sera introduite et les splines de
régression monotones seront présentés. Cela nous mènera à examiner la ré-
gression avec contraintes et les distributions a priori pour des paramètres avec
contraintes. Nous testerons notre méthode sur des données simulées à partir
d’une distribution uniforme puis nous terminerons avec une présentation des
intervalles de crédibilité obtenus en combinant l’utilisation d’une base non li-
néaire et un modèle bayésien nécessitant la simulation Monte-Carlo.

Chapitre 1
ESTIMATION DE FONCTIONS
1.1. DONNÉES
Pour ce projet, nous travaillerons plus spécifiquement avec des données de
précipitations qui sont le nombre total de millimètres de précipitation reçue
par jour à Dorval. Ces données sont en partie observées et en partie simulées
sur 140 ans. Les 40 premières années sont observées (1960-2000) et les 100 an-
nées suivantes ont été simulées par le consortium de recherche OURANOS.
Nous avons donc plus de 50000 points sur lesquels travailler. L’histogramme
des données (voir la figure 1.1) révèle que plus de la moitié des journées n’ont
aucune précipitation. Nous remarquons aussi que plus une journée a de préci-
pitation, plus elle est rare. Autrement dit, la fonction qui lie la quantité de pluie
reçue en une journée à la fréquence de cet évènement semble monotone ce qui
est conforme avec notre intuition. Dans la prochaine section, nous formalisons
cette intuition.
1.2. PÉRIODE DE RETOUR
La période de retour des évènements extrêmes est ce qui nous intéresse
dans le cas présent : nous voulons savoir à quelle fréquence les précipitations
très abondantes arrivent et donner un intervalle de confiance à cette période de
retour. La période de retour d’un évènement Y est définie comme l’espérance
8(a) Histogramme.
FIGURE 1.1. Histogramme des données de précipitations.
du temps passant entre un évènement Y et un autre évènement au moins aussi
intense que Y. Pour des précipitations, nous dirons typiquement : 100 mm de
pluie en une journée est un évènement qui arrive une fois aux 50 ans. Nous
voulons alors dire que l’espérance du temps d’attente entre deux jours où il
tombera au moins 100 mm est 50 ans.
Définissons les choses clairement. Nous posons l’évènement Y : qu’il tombe
plus de amm de pluie en un jour. Nous aurons alors que Y suit une loi de Ber-
nouilli à paramètre pa où pa est la probabilité qu’il tombe plus de a mm de
pluie pour un jour donné. Notre but est d’estimer l’espérance du nombre de
9jours séparant deux évènements Y. En fait, nous remarquons que le nombre de
jours séparant deux évènements suit une loi géométrique : à partir d’un pre-
mier évènement, nous refaisons des épreuves de Bernouilli chaque jour jusqu’à
obtenir un autre évènement Y. Cela est vrai si l’on suppose que les évènements
Y sont indépendants, hypothèse que nous adopterons comme dans Eagleson
(1978). L’espérance est donc
∞∑
k=1
kpa(1− pa)
k−1 = pa
d
dpa
∞∑
k=1
−(1− pa)
k
= pa
d
dpa
(
−1
1− 1+ pa
+ 1
)
= pa
d
dpa
(
−1+ pa
pa
)
= pa
1
p2a
=
1
pa
.
1.3. FONCTION EMPIRIQUE
Pour un jour donné, la fonction de répartition évaluée à a nous donne la
probabilité qu’il n’y ait pas d’évènement d’intensité plus grande ou égale à a :
F(a) = P(X ≤ a) = 1−pa, où X est la variable aléatoire représentant la quantité
de pluie reçue durant un jour. Pour obtenir la période de retour, nous n’avons
donc qu’à calculer 1
1−F(a)
= 1/pa. Ici, nous utiliserons la fonction de répartition
empirique modifiée
Fn(a) =
(#{x : x ≤ a}+ 1)
(n+ 2)
,
où #{x : x ≤ a} représente le nombre de valeurs plus petites ou égales à a.
Comme dans Angers et MacGibbon (2013), nous utiliserons cette version de
la fonction de répartition empirique pour représenter le fait que l’évènement
maximal n’est pas le dernier évènement puisque tous les évènements ne sont
pas observés et parce que cette version est celle qui minimise l’erreur quadra-
tique moyenne intégrée (IMSE). Aussi, pour obtenir une période de retour en
année, nous avons 365 au dénominateur. Nous obtenons à partir de la fonction
précédente la période de retour empirique
PdRn(a) =
1
365(1− Fn(a))
=
n+ 2
365(n+ 1− #{x : x ≤ a}) .
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Bien sûr, la fonction de répartition empirique est par définition monotone.
Comme la dérivée de la période de retour par rapport à la fonction de répar-
tition est strictement positive, celle-ci est aussi une fonction monotone. Nous
avons donc par la règle de la dérivée en chaîne que la période de retour est une
fonction monotone croissante de a.
Plus un évènement est rare, plus sa période de retour est grande. Regardons
le lien inverse, c’est-à-dire, l’effet d’un changement de la période de retour sur
la fonction de répartition. Nous avons que
Fn(a) = 1−
1
365 · PdRn(a) .
Nous voyons qu’un évènement deux fois plus rare qu’un autre, donc avec une
période de retour deux fois plus grande, aura une valeur de fonction de répar-
tition deux fois plus près de 1. Pour interpréter la fonction de répartition en
lien avec la période de retour, il faut regarder la différence entre 1 et la valeur
de la fonction de répartition. Cela sera utile quand nous comparerons ces deux
fonctions.
Nous allons donc avoir en tout temps deux choix : soit estimer directement
PdR(a) ou estimer F(a) et ensuite calculer l’estimateur de PdR(a) à partir de
l’estimateur de F(a). La deuxième approche est considérée, car elle peut être
nécessaire lorsque l’on considère des fonctions qui ne s’estiment pas directe-
ment. Par exemple, le taux de panne, f(x)
1−F(x)
, est une autre fonction de F(x), mais
ne s’estime pas directement, car la fonction de densité empirique n’est pas un
bon estimateur de f(x).
De plus, comme ces fonctions sont monotones, il serait préférable d’avoir
des estimateurs qui sont aussi monotones. Nous ferons pour l’instant abstrac-
tion de ce problème et nous y reviendrons au chapitre 3.
Finalement, comme mentionné au début de ce chapitre, nous avons un très
grand ensemble de données. Cela est très précieux pour les scientifiques qui
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veulent tirer des conclusions des données elles-mêmes. De notre côté, les don-
nées sont une excuse pour étudier la simulation d’intervalles de confiance.
Donc, pour faciliter les calculs numériques nous ne travaillerons pas direc-
tement avec l’ensemble des données. Si nous gardions l’ensemble du jeu de
données (plus de 50000 valeurs), nous rencontrerions des problèmes lorsque
viendrait le temps de faire certains calculs car la simulation et la régression
avec splines prendrait beaucoup de temps. Aussi, comme le but est d’obtenir
et visualiser des intervalles de confiance, les intervalles que l’on obtiendrait
en utilisant l’ensemble du jeu de données serait très mince et de ce fait serait
difficile à visualiser.
Nous allons en premier lieu estimer la fonction de répartition empirique
avec toutes les données et échantillonner sur cette fonction pour obtenir un jeu
de données avec lequel il est plus facile de travailler. Pour obtenir une période
de retour qui ressemble à la période de retour sur l’ensemble des données,
nous allons inclure les évènements extrêmes dans notre échantillon et échan-
tillonner sur le reste. Cela est nécessaire, car comme les évènements extrêmes
sont très rares, ils ne feraient pas partie d’un échantillon réduit de l’ensemble
de données.
La figure 1.2 montre les fonctions de répartition empirique pour les don-
nées originales et notre échantillon de 1000 journées incluant les évènements
les plus extrêmes. Plus exactement, on présente les couples {xi, Fn(xi)}ni=1 pour
chaque échantillon. Nous remarquons que le grand nombre de jours sans préci-
pitations (plus de la moitié) se traduit par une fonction de répartition qui com-
mence à plus de 0.5. Aussi, la fonction de répartition croît vite vers 1 puisque
la plupart des jours ont peu de précipitations.
Autant dans la figure 1.2 pour la fonction de répartition que dans la figure
1.3 pour la période de retour, nous remarquons que les courbes sont compa-
rables et que les intervalles de confiance en résultant le seront donc. Notez que
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FIGURE 1.2. Fonction de répartition empirique pour l’ensemble
des données (noir) et pour un échantillon de 1000 journées (bleu).
dans les deux figures, une partie de la courbe pour l’ensemble des données est
cachée par la courbe de l’échantillon puisque les deux courbes se superposent
parfaitement. Bien entendu, tous les intervalles présentés dans ce mémoire se-
ront basés sur l’échantillon et seront donc plus larges que si nous avions consi-
déré l’ensemble des données.
1.4. MODÈLE GÉNÉRAL
Le but des sections suivantes sera de développer un modèle qui nous per-
met de calculer un intervalle de confiance simultané sur la fonction de répar-
tition de notre jeu de données. La fonction de répartition empirique est un
bon estimateur non paramétrique de la fonction de répartition. Par contre,
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FIGURE 1.3. Période de retour empirique pour l’ensemble des
données (noir) et pour un échantillon de 1000 journées (bleu).
comme cette dernière est continue et que la fonction de répartition empirique
ne l’est pas, nous allons utiliser différentes méthodes pour obtenir un estima-
teur continu.
Nous nous placerons dans un contexte où la variable indépendante sera
X, la quantité de pluie tombée durant une journée, et la variable dépendante
sera la fonction de répartition empirique calculée à partir d’un échantillon de
n variables X indépendantes et identiquement distribuées. On fera donc une
régression sur les couples {xi, Fn(xi)}ni=1. Plus généralement, on aura le modèle
suivant :
Fn(xi) = C(xi) + i, i = 1, ..., n,
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où les erreurs seront centrées, indépendantes et identiquement distribuées et
où C(x) est une fonction que l’on voudra monotone et bornée entre 0 et 1,
mais afin de développer notre approche à partir d’un modèle simple, nous
commencerons notre étude sans imposer de contraintes sur C(x). On a, par le
théorème central limite, que
E[Fn(x)] = E
[
(#{x : x ≤ a}+ 1)
n+ 2
]
=
nE[F∗n(x)] + 1
n+ 2
=
nF(x) + 1
n+ 2
−→
n→∞ F(x)
où F∗n(x) = 1/n
∑n
i=1 Ixi≤x est la fonction de répartition empirique non modi-
fiée. De plus, puisque que notre modèle suppose que E[Fn(x)] = C(x), il faut
que F(x) soit dans la famille des fonctions pouvant être estimées par C(x). La
base qui sera utilisée au dernier chapitre a une très grande flexibilité et permet
d’estimer une très grande variété de fonctions. On pourra donc supposer que
l’hypothèse que F(x) fait partie de la famille des courbes de C(x) est respectée.
L’hypothèse sur les erreurs permet d’obtenir plusieurs propriétés intéres-
santes sur les distributions des différents estimateurs obtenues par régression.
Par contre, ici comme la variable dépendante est la fonction de répartition em-
pirique, le fait que les erreurs sont indépendantes n’est clairement pas res-
pectée et le fait qu’elles soient identiquement distribuées n’est pas respectée
non plus. Toutefois, tout comme dans Merleau et al. (2007), nous supposerons
quand même l’indépendance et l’homoscédasticité des erreurs. Aussi, pour
que nos données se rapprochent plus de nos hypothèses, nous introduirons au
chapitre 3 la transformation angulaire qui permettra de réduire la covariance
entre les erreurs. Des simulations aux derniers chapitres viendront confirmer
que notre approche est acceptable.
Nous utiliserons d’abord la régression linéaire polynomiale pour approxi-
mer la fonction de répartition empirique. Par la suite, nous étudierons diffé-
rentes façons d’obtenir des intervalles de confiance simultanés sur une courbe
de régression. Nous ferons cela d’abord dans un contexte classique, c’est-à-dire
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en considérant les coefficients de la courbe de régression comme des valeurs
fixes inconnues, puis dans un contexte bayésien où les coefficients de la courbe
de régression seront considérés comme des variables aléatoires.
Nous étudierons dans la prochaine section comment estimer nos fonctions
et obtenir des intervalles de confiance sous une approche classique. Cela se
fera à l’aide de la régression linéaire et d’une base polynomiale.
1.5. RÉGRESSION LINÉAIRE
La régression linéaire multiple est basée sur l’hypothèse que la variable
dépendante (y) est une fonction linéaire des variables indépendantes (x) à la-
quelle une erreur aléatoire a été ajoutée. Pour n observations avec p variables
indépendantes on peut l’écrire de cette façon :
yi = B0 + B1xi,1 + . . .+ Bpxi,p + i, i ∼ N(0, σ
2), i = 1, ..., n,
où les i sont indépendants les uns des autres. Ici, on utilisera plutôt la notation
vectorielle où xi = (xi,1, ..., xi,p), X = [x1, ..., xn]T , Y = (y1, ..., yn)T ,B = (B0, ..., Bp)T
et  = (1, ..., n)T , le modèle devient donc
Y = XB+ .
Les coefficients seront estimés par leur estimateur des moindres carrés,
c’est-à-dire, par les B^ qui minimisent T =
∑n
i=1(Bxi − yi)
2 = Q(B). Les B^
peuvent être trouvés facilement en dérivant la fonction précédente :
∂Q(B)
∂B
= 0⇔ XT(Y − XB) = 0.
Donc nous devons avoir queXTY = XTXB d’où l’on obtient que B^ = (XTX)−1XTY.
Remarquons que XTX doit être inversible pour obtenir l’estimateur de B et cela
implique que l’on doit avoir des variables linéairement indépendantes. Si ce
n’est pas le cas, une des variables est inutile pour faire la régression et nous
16
pouvons l’enlever. En pratique, il peut aussi y avoir des problèmes pour cal-
culer l’inverse lorsque les variables sont presque colinéaires. Il existe différents
critères numériques permettant de calculer si c’est le cas. Notons que B^ est
sans biais et que c’est l’estimateur de variance minimale parmi les estimateurs
linéaires de B par le théorème de Gauss-Markov.
Si les variables sont presque colinéaires, ce qui est souvent le cas lorsque
l’on a un très grand nombre de variables, il est courant d’utiliser des méthodes
minimisant la somme des carrés des résidus avec une pénalisation sur les co-
efficients. Notons entre autres la méthode LASSO (Tibshirani, 1996) et SCAD
(Fan et Li, 2001). Ces méthodes ont l’avantage de sélectionner les variables en
mettant à 0 les coefficients des variables non significatives et de trouver les
coefficients même si la matrice XTX est difficilement inversible.
Comme nous l’avons mentionné précédemment, l’hypothèse que les er-
reurs sont indépendantes et identiquement distribuées suivant une N(0, σ2)
est utile pour dériver la distribution de Y et B^. Nous dérivons classiquement
que Y ∼ Nn(XB, σ2I) et que B^ ∼ Np(B, σ2(XTX)−1). De plus, nous aurons l’esti-
mateur de Y,
Y^ = XB^ ∼ Nn(XB, σ
2X(XTX)−1XT).
L’erreur sera estimée par le résidu ^, où ^i = yi − y^i. Notons que
^ ∼ Nn(0, σ
2(I− X(XTX)−1XT)).
Notons que dans les deux distributions précédentes, les matrices de cova-
riances sont singulières puisqu’elles ne sont pas de rang complet. Nous pou-
vons, à partir des résidus, trouver l’estimateur de σ2 : σ^2 =
∑n
i=1 ^
2
i
n−p
. Cet estima-
teur est sans biais puisque
E(σ^2) =
n∑
i=1
E(^2i )
n− p
=
n∑
i=1
Var(^i)
n− p
=
trace(Var(^))
n− p
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= σ2
n− trace(X(XTX)−1XT)
n− p
= σ2
n− trace((XTX)−1XTX)
n− p
= σ2
n− trace(Ip)
n− p
= σ2.
De plus, n−p
σ2
σ^2 ∼ χ2n−p.
Comme σ2 n’est pas connu, les distributions précédentes de Y^ et de B^ sont
inconnues. Les distributions de Y^ et B^ basées sur l’estimateur σ^2 vont donc
correspondre à des Student multivariées de n − p degrés de liberté. Plus pré-
cisément :
Y^ − XB
σ^
∼ Tn(0, X(X
TX)−1XT , n− p) et
B^− B
σ^
∼ Tp(0, (X
TX)−1, n− p),
où, Tn(0, X(XTX)−1XT , n− p) représente par exemple la distribution d’une Stu-
dent de dimension n, centrée en 0, avec X(XTX)−1XT comme covariance et n−p
degrés de liberté (voir annexe 5 de Robert, 2001 et Taboga, 2010 p.452 pour
plus de détails). Dans notre cas, comme le nombre de degrés de liberté est très
grand ( 100), les densités de Student seront très proches de lois normales et
l’on pourra donc directement approcher les distributions par des lois normales.
Aussi, nous aurons besoin du fait que
(B^− B)T(XTX)−1(B^− B)
pσ^2
=
(B^−B)T (XTX)−1(B^−B)
pσ2
(n−p)σ^2
(n−p)σ2
=
(B^− B)T(σ2XTX)−1(B^− B)/p
(n−p)σ^2
σ2
/(n− p)
∼
χ2p/p
χ2n−p/(n− p)
∼ Fisher(p, n− p). (1.5.1)
Finalement, pour une nouvelle observation, y∗ = x∗B+∗, si on suppose que ∗
suit aussi une N(0, σ2) et est indépendant des autres observations. On obtient
que
y^∗ − y∗ ∼ N
(
0, σ2[x∗T(XTX)−1x∗ + 1]
)
.
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1.6. INTERVALLE DE CONFIANCE
À partir de ces distributions on peut dériver des intervalles de confiance.
Tout d’abord, pour chaque x, on peut obtenir un intervalle de confiance ponc-
tuel de la moyenne E(y|x) à 95% : y^ ± t0,025n−p σ^(xT(XTX)−1x)1/2. L’intervalle de
prédiction est très semblable : y^∗ ± t0,025n−p σ^(xT(XTX)−1x+ 1)1/2. Ces intervalles
sont ponctuels, c’est-à-dire qu’ils couvrent 95% pour chaque valeur de x indi-
viduellement sans considérer les autres valeurs. Nous utiliserons la technique
de Scheffé (Seber, 1977, p.134) pour obtenir un intervalle sur la courbe (appelé
aussi intervalle de confiance simultané, car on veut considérer l’ensemble des
valeurs simultanément).
La méthode de Scheffé repose sur le fait que (B^−B)
TXTX(B^−B)
pσ^2
∼ Fp,n−p. À partir
de là, nous pouvons montrer (Seber, 1977, p.128) que
1− α = Pr
[
|xT B^− xTB|
σ^(xT(XTX)−1x)1/2
≤ (pFαp,n−p)1/2, ∀x
]
.
On peut donc obtenir un intervalle de confiance simultané à 95% qui est :
xT B^± (pF0,05p,n−p)1/2σ^(xT(XTX)−1x)1/2 ∀x = (1, x1, ..., xp−1). (1.6.1)
De la même façon que les intervalles de confiance ponctuels peuvent être
transformés pour s’appliquer à des valeurs prédites, les intervalles de confiance
simultanés de Scheffé peuvent l’être aussi. Les intervalles de prévision simul-
tanés deviennent alors :
xT B^± (pF0.05p,n−p)1/2σ^(xT(XTX)−1x+ 1)1/2 ∀x = (1, x1, ..., xp−1).
Nous considérerons aussi une approche non paramétrique basée sur le test
de Kolmogorov-Smirnov (Massey, 1951). Ce test sert à tester si un échantillon
provient d’une certaine loi de probabilité. Pour se faire, il faut calculer la sta-
tistique de Kolmogorov-Smirnov qui est l’écart le plus grand entre la fonction
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de répartition empirique découlant de nos n données avec la fonction de ré-
partition théorique (F0(x)) :
Dn = sup
x
|F∗n(x) − F0(x)|,
où F∗n(x) est la fonction de répartition empirique non modifiée. La variable
aléatoire
√
nDn converge vers la distribution de Kolmogorov sous l’hypothèse
que l’échantillon provient de la loi de F0(x). Donc,
P
(
Dn ≤ Kα√
n
)
= 1− α,
et nous pouvons construire un intervalle de confiance conservateur pour la F0 :
F0 ∈ Fn(x)± Kα√
n
.
Cet intervalle est conservateur car il considère que l’écart maximal entre la
fonction de répartition empirique et la fonction de répartition théorique a lieu
sur l’ensemble du domaine. Notons que la valeur critique utilisée ici sera
K0,05 = 1, 358.
On peut raffiner cet intervalle de confiance puisque l’on sait que la fonction
de répartition est bornée entre 0 et 1. Nous utiliserons donc la même approche
que Wang et al. (2013) et les bornes inférieures et supérieures seront respecti-
vementmax(Fn(x) − Kα√n , 0) etmin(Fn(x) +
Kα√
n
, 1).
Pour obtenir un intervalle de confiance sur la période de retour, nous n’avons
qu’à transformer l’intervalle de confiance de la fonction de répartition. En ef-
fet, comme la période de retour est une fonction bijective, la probabilité que
xTB se trouve dans un intervalle est la même que la probabilité que PdR(xTB)
se trouve dans l’intervalle transformé :
1− α = Pr
[
|xTB− xT B^| ≤ Fα,∀x = (1, x1, ..., xp−1)
]
= Pr
[
xT B^− Fα ≤ xTB ≤ xT B^+ Fα, ∀x = (1, x1, ..., xp−1)
]
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= Pr
[
PdR(xT B^− Fα) ≤ PdR(xTB) ≤ PdR(xT B^+ Fα), ∀x = (1, x1, ..., xp−1)
]
,
où Fα = (pFαp,n−p)1/2σ^(xT(XTX)−1x)1/2. Donc, l’intervalle de confiance pour la
période de retour est directement la transformation de l’intervalle de confiance
de la fonction de répartition.
La méthode delta n’est donc pas nécessaire pour obtenir l’intervalle de
confiance sur la période de retour puisque celle-ci est bijective. Par contre, si
la fonction d’intérêt était une fonction non bijective, mais deux fois dérivable,
nous pourrions utiliser la méthode delta pour obtenir une approximation de
l’intervalle de confiance.
1.6.1. Intervalle de crédibilité
Nous nous plaçons maintenant dans un contexte bayésien en considérant
les B non plus seulement comme des valeurs fixes inconnues, mais plutôt
comme des variables aléatoires pour introduire une nouvelle méthode de cal-
cul d’un intervalle de confiance simultané pour la courbe. Dans ce contexte,
nous ne parlerons plus d’intervalle de confiance mais plutôt d’intervalle de
crédibilité.
De la section précédente, nous avons que
B^ ∼ Np(B, σ
2(XTX)−1).
Si nous on suppose maintenant que B est aléatoire et que les données sont
fixes on obtient à partir de la distribution de B^ :
pi(B^) =
|XTX|
1
2
(2pi)
p
2 (σ2)
p
2
exp
(
−
1
2σ2
(B^− B)TXTX(B^− B)
)
=
|XTX|
1
2
(2pi)
p
2 (σ2)
p
2
exp
(
−
1
2σ2
(B− B^)TXTX(B− B^)
)
= pi(B|D)
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qui correspond à la densité de B sachant les données comme nous le verrons
au chapitre 2. On obtient donc que B|D ∼ Np(B^, σ2(XTX)−1).
L’idée générale de notre méthode pour obtenir un intervalle de crédibilité
simulé est de tirer des B de leur distribution afin d’obtenir un ensemble de
courbes probables et de prendre l’enveloppe de ces courbes comme bornes.
En fait, on cherche un ensemble B de valeurs de B tel que P(B ∈ B|D) =
1 − α de telle façon qu’on aura que P(xTB ∈ xTB ∀x|D) ≥ 1 − α. On aura alors
que xTB est un ensemble de crédibilité d’au moins 1 − α. Les bornes de cet
ensemble formeront notre intervalle de crédibilité.
À partir de (1.5.1), on a que
(B^− B)TXTX(B^− B)
σ^2
< χ2p(0, 05). (1.6.2)
Le côté gauche de (1.6.2) suit une χ2p plutôt qu’une Fp,n−p puisque σ^2 est consi-
déré comme fixe et non pas comme aléatoire puisque l’on conditionne par rap-
port aux données.
L’ensemble des B qui respectent (1.6.2) est notre ensemble de crédibilité B.
Pour avoir un intervalle à 95%, nous allons donc garder les B ∈ B. De cette
façon, en tirant beaucoup de B (par exemple 1000), on va obtenir un ensemble
de crédibilité simulé pour la courbe à partir de l’équation suivante :
y^i = x
T
i B. (1.6.3)
On peut représenter l’intervalle de crédibilité simulé de la courbe en pre-
nant l’enveloppe des courbes simulées. Pour chaque xi, on obtiendra la valeur
maximale et la valeur minimale et nous calculerons une courbe lissée de ces
valeurs pour la borne supérieure (que l’on notera SupFn(x)) et la borne infé-
rieure (que l’on notera InfFn(x)). Ici, nous utiliserons la méthode loess() de R
pour obtenir ces bornes qui seront les bornes de notre intervalle de crédibilité
simulé.
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Notons que la méthode par simulation n’est pour l’instant pas nécessaire
car la méthode de Scheffé est disponible. Par contre, quand on utilisera des
modèles a priori complexes sur les hyperparamètres au chapitre 2, la méthode
de Scheffé ne sera plus valide et nous devrons utiliser cette méthode de simu-
lation.
1.7. BASE POLYNOMIALE
Notre but est donc d’estimer une fonction h(x) où x est unidimensionnelle
et h(x) a une forme complexe non linéaire. On ne peut donc pas se baser sur le
modèle simple de régression linéaire, y = B0 + B1x+ , car ce modèle ne peut
qu’estimer des fonctions linéaires de x. Nous devons donc utiliser une base
pour que notre modèle puisse capturer une fonction non linéaire en x. Le plus
simple est d’utiliser une base polynomiale où xT = (x0, x1, x2, ..., xd), d étant le
degré du polynôme. Notre modèle sera donc : Y = XTB+ .
Le degré du polynôme nécessaire est directement lié à la complexité de la
fonction à estimer. Avec d ≥ n− 1, il est possible d’obtenir une régression par-
faite sur les x, mais la fonction obtenue sera alors très chaotique. On parle alors
de surajustement : le modèle prédit parfaitement pour les points de notre en-
semble de données, mais donne des prédictions erratiques en dehors de celui-
ci. Il faut donc faire un compromis entre une fonction qui estime parfaitement
nos observations et une fonction qui est la plus lisse possible.
Un bon moyen de contrer le surajustement est d’utiliser la validation croi-
sée. Pour chaque modèle considéré, on ajuste le modèle sur toutes les obser-
vations sauf une et l’on prédit l’observation manquante à l’aide de ce modèle.
On fait ensuite la somme des erreurs obtenues au carré qui est notre mesure
de qualité du modèle. On calcule ainsi la statistique PRESS (predicted residuals
sum of squares) (Allen, 1974 et Weisberg, 1985). Un bon modèle aura une faible
valeur de PRESS.
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Notez que nous utilisons une version simple de la validation croisée, plu-
sieurs variantes existent et elles sont très utilisées particulièrement dans le do-
maine des algorithmes d’apprentissage où l’on utilise des modèles qui peuvent
souvent s’ajuster parfaitement aux données.
TABLEAU 1.1. PRESS pour différents degrés de la base polynomiale.
d SSE PRESS
3 1,535 2,129
4 0,558 1,211
5 0,174 0,516
6 0,087 0,400
7 0,066 0,299
8 0,064 0,211
9 0,063 8,961
10 0,057 43,468
FIGURE 1.4. Fonction de répartition empirique ajustée par un
polynôme de degré 3 (rouge), degré 8 (vert) et degré 9 (bleu).
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Le tableau 1.1 et la figure 1.4 montrent clairement le phénomène de surajus-
tement : bien que la somme des résidus (SSE) diminue avec l’augmentation du
degré, nous voyons clairement qu’à partir du degré 9, il y a surajustement.
Nous avons donc choisi un polynôme de degré 8. Remarquons aussi que la
fonction estimée ainsi que les intervalles de confiance dépassent 1 ce qui est
problématique puisqu’il est impossible que la fonction de répartition dépasse
1.
1.8. RÉSULTATS
La figure 1.5 présente les couples {xi, Fn(xi)}ni=1 avec la fonction de réparti-
tion obtenue par régression polynomiale et les intervalles de confiance ponc-
tuel, simultané (Scheffé) et de Kolmogorov qui y sont liés. On remarque que les
intervalles simultanés sont plus larges que les intervalles ponctuels. Aussi, l’in-
tervalle de Kolmogorov a l’avantage d’être plus lisse que l’intervalle de Scheffé
puisqu’il ne dépend pas de la base polynomiale.
Dans la figure 1.6, nous montrons la période de retour estimée à partir de
la régression polynomiale sur la fonction de répartition empirique :
PDR(xi) =
1
365(1− C(xi))
,
où C(xi) est ici la courbe obtenue par régression polynomiale. Les intervalles
de confiance ne sont pas calculés car ils n’ont pas de sens pour les raisons qui
suivent. Nous voyons qu’il y a des problèmes dès que l’on dépasse 30 mm
de pluie. Cela est dû au fait que la fonction de répartition estimée n’est pas
bornée à 1, donc quand nous transformons vers la période de retour, il y a
divisions par des valeurs très près de 0, négatives ou positives. L’estimation de
la période de retour ainsi que ses intervalles de confiance n’ont donc presque
aucune utilité.
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FIGURE 1.5. Intervalles de confiance ponctuel (rouge), simultané
(vert) et de Kolmogorov borné (bleu) pour la fonction de réparti-
tion.
Il serait possible de mettre une contrainte sur la fonction estimée pour
qu’elle ne dépasse pas 1. Cela entraînerait des contraintes sur les coefficients,
mais ensuite résoudre ce problème d’optimisation serait complexe. Nous ré-
soudrons ce problème à l’aide d’une base non linéaire au chapitre 3.
Pour pouvoir mieux visualiser les résultats, nous regarderons seulement la
fonction de répartition à partir de maintenant et nous reviendrons à la période
de retour au dernier chapitre.
Nous comparons maintenant les intervalles de crédibilité obtenus par si-
mulation à partir de l’équation (1.6.3) avec les intervalles de confiance de Scheffé.
Comme nous le voyons dans la figure 1.7, les intervalles de crédibilité simulés
sont équivalents aux intervalles de confiance simultanés.
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FIGURE 1.6. Période de retour calculée à partir de la fonction de
répartition estimée.
Les intervalles de crédibilité simulés sont justifiés dans le cas où il est im-
possible de dériver des intervalles de confiance simultanés théoriques ou dans
le cas où l’on dispose déjà de courbes simulées comme ce sera le cas pour cer-
tains modèles bayésiens que nous verrons plus loin.
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FIGURE 1.7. Intervalles de confiance simultanés de Scheffé
(rouge) et intervalle de crédibilité simulés (vert) pour la fonction
de répartition.

Chapitre 2
APPROCHE BAYÉSIENNE
2.1. INTRODUCTION
Jusqu’à maintenant (sauf pour la fin de la section 1.6), nous avons sup-
posé que les coefficients des courbes de régression suivaient des lois normales
avec certains paramètres. La statistique classique suppose qu’une vraie valeur
pour ces paramètres existe et est fixe. En statistique bayésienne, on suppose
que les paramètres des distributions suivent eux aussi des distributions de la
même façon que les paramètres d’une courbe suivent une distribution. Les
distributions sur les paramètres sont appelées distributions a priori et les dis-
tributions découlant de celles-ci qui incluent l’information des données sont
appelées distribution a posteriori. Soit un échantillon x1, ..., xn indépendant et
identiquement distribué provenant d’une distribution supposée connue f(x|θ)
que l’on verra plutôt comme la fonction de vraisemblance de θ, l(θ|x), nous
noterons pi(θ) la distribution a priori et avec le théorème de Bayes, nous obtien-
drons la distribution a posteriori
pi(θ|x) =
l(θ|x)pi(θ)∫
l(θ|x)pi(θ)dθ
. (2.1.1)
Il existe plusieurs façons de poser les distributions a priori que l’on veuille
inclure de l’information dans ces distributions ou bien plutôt que l’on veuille
les laisser le plus vague possible afin d’induire le moins de contraintes sur la
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distribution finale des coefficients de la courbe. Aussi, il faut prendre en consi-
dération les difficultés techniques pouvant ressortir du calcul de la distribution
a posteriori. En effet, il est parfois (souvent) impossible d’obtenir une forme
analytique. Certains de ces cas peuvent être contournés avec des méthodes de
simulation, mais on préférera souvent choisir un a priori qui facilitera les cal-
culs.
Les distributions a priori conjuguées sont une famille de distributions a
priori qui font en sorte que pi(θ|x) sera de la même forme que pi(θ), on dira
alors que pi(θ) est une distribution a priori conjuguée pour la fonction de vrai-
semblance l(θ|x). En particulier, nous savons que pour toutes les distributions
de la famille exponentielle, il existe toujours une distribution a priori conju-
guée. Ici, nous noterons plus précisément qu’une normale est sa propre famille
conjuguée : soit une fonction de vraisemblance normale, si nous posons une
distribution a priori normale sur le paramètre de position, nous obtiendrons
une distribution a posteriori normale pour celui-ci.
2.2. RÉGRESSION LINÉAIRE BAYÉSIENNE
Nous nous intéressons ici à apporter de l’information sur la distribution
des coefficients dans la régression linéaire Y = XB + e. Nous étudierons dif-
férents modèles où nous supposerons des distributions a priori sur différents
paramètres de la régression. Débutons avec un modèle où l’a priori prend une
forme générale et calculons la loi a posteriori qui en découle. Nous nous base-
rons ensuite sur ce résultat pour obtenir les lois a posteriori des autres modèles.
Tout d’abord, dans le modèle linéaire la densité est
Y|B, σ2 ∼ Nn(XB, σ
2I)
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et comme nous savons que l’on obtiendra une densité a posteriori normale en
posant une densité a priori normale, nous poserons la loi a priori suivante :
B|B0, σ
2, Σ0 ∼ Np(B0, σ
2Σ0),
où les hyperparamètres B0, σ2 et Σ0 sont pour l’instant supposés connus. Nous
reviendrons plus loin dans ce chapitre sur la façon de fixer ces hyperpara-
mètres. Nous aurons alors que
pi(B|B0, σ
2, Σ0) =
1
(2pi)
p
2 (σ2)
p
2 |Σ0|
1
2
exp
(
−
1
2σ2
(B− B0)
TΣ−10 (B− B0)
)
,
f(Y|B, σ2) =
1
(2piσ2)
n
2
exp
(
−
1
2σ2
(Y − XB)T(Y − XB)
)
.
Nous pouvons décomposer la forme quadratique dans la distribution de Y de
la façon suivante :
(Y − XB)T(Y − XB) = (Y − XB^)T(Y − XB^) + (B− B^)TXTX(B− B^)
= SSE+ (B− B^)TXTX(B− B^).
Calculons maintenant la densité a posteriori :
pi(B|D, B0, σ2, Σ0) ∝ pi(B|B0, σ2, Σ0)l(Y|B, σ2)
∝ exp
(
−1
2σ2
(B− B0)
TΣ−10 (B− B0)
)
× exp
(
−1
2σ2
(
SSE+ (B− B^)TXTX(B− B^)
))
∝ exp
(
−1
2σ2
(
(B− B0)
TΣ−10 (B− B0) + (B− B^)
TXTX(B− B^)
))
∝ exp
(
−1
2σ2
(B− Bn)
TΣ−1n (B− Bn)
)
,
où Bn = Σn
(
XTXB^+ Σ−10 B0
)
et Σn =
(
XTX+ Σ−10
)−1.
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La loi a posteriori est donc
B|D, B0, σ2, Σ0 ∼ Np(Bn, σ2Σn).
2.2.1. A priori de type G
Il existe une méthode pour avoir une densité a posteriori simple : la mé-
thode des densités a priori de type G (Tiao et Zellner, 1964 et Geinitz, 2009).
En choisissant de façon judicieuse les paramètres de la loi normale a priori, la
distribution a posteriori sera particulièrement intéressante. Soit la loi a priori
B|B0, σ
2, X ∼ Np(B0, gσ
2(XTX)−1),
nous posons donc Σ0 = g(XTX)−1 et nous aurons alors que la loi a posteriori
résultante sera
B|D, B0, σ2 ∼ Np
(
(XTX+
1
g
XTX)−1(XTXB^+
1
g
XTXB0), σ
2(XTX+
1
g
XTX)−1
)
∼ Np
(
1
g+ 1
(B0 + gB^),
gσ2
g+ 1
(XTX)−1
)
.
Cette forme a l’avantage de nous donner une façon facile de pondérer l’infor-
mation a priori (B0). Si nous posons g = 1, l’information provenant des données
aura un poids égal à l’information provenant de l’a priori et lorsque g tend vers
l’infini, l’information a priori prend une importance qui tend vers 0 et nous
revenons au modèle issu de la statistique classique. Nous pouvons donc faci-
lement comparer les intervalles de confiance du modèle avec a priori de type
G et les intervalles de confiance classiques : en choisissant un g très grand, les
intervalles devraient être les mêmes.
2.2.2. Matrice de covariance quelconque
Les densités a priori de type G forcent les coefficients de la courbe de ré-
gression à avoir une matrice de covariance a priori qui a une forme fixe et il
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serait intéressant de pouvoir considérer un modèle où cette matrice est libre.
Nous nous replaçons donc dans le contexte du premier modèle étudié. Soit
B|B0, σ
2, Σ0 ∼ Np(B0, σ
2Σ0), nous obtenons la loi a posteriori
B|D, B0, σ2, Σ0 ∼ Np
(
(XTX+ Σ−10 )
−1(XTXB^+ Σ−10 B0), σ
2(XTX+ Σ−10 )
−1
)
.
2.2.3. Inverse-gamma
Également, comme nous supposons une distribution sur les B, il est lo-
gique d’aussi supposer une distribution sur σ2. Il est connu qu’une distribu-
tion inverse-gamma est une distribution a priori conjuguée pour le paramètre
d’échelle d’une normale (Merleau et al., 2007). Nous poserons donc
σ2|a0, b0 ∼ Γ
−1(a0, b0)
et B|B0, σ2, Σ0 ∼ Np(B0, σ2Σ0),
où la densité correspondante à la distribution inverse-gamma est
pi(σ2|a0, b0) =
ba00
Γ(a0)
(σ2)−(a0+1) exp
(
−
b0
σ2
)
et où a0 et b0 sont supposés connus pour le moment.
Avec les définitions de SSE,Bn et Σn données précédemment nous obtenons
que
B, σ2|D, B0, Σ0, a0, b0 ∼ Np
(
Bn, σ
2Σn
)
Γ−1 (an, bn)
comme distribution a posterori conjointe de B et σ2 où
an = a0 +
n
2
et bn =
2b0 + SSE+ (B^− B0)
T((XTX)−1 + Σ0)
−1(B^− B0)
2
.
Par contre, comme nous voulons avoir des intervalles de confiance sur les B,
il faut marginaliser la distribution précédente. En intégrant par rapport à σ2
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nous obtenons que
pi(B|D, B0, Σ0, a0, b0) =
∫
S
pi(B, σ2|D, B0, Σ0, a0, b0)dσ2
=
∫
S
1
(2pi)
p
2 (σ2)
p
2 |Σn|
1
2
exp
(
−1
2σ2
(B− Bn)
TΣ−1n (B− Bn)
)
× b
an
n
Γ(an)
(σ2)−(an+1) exp
(
−
bn
σ2
)
dσ2
= (2anpi)
−p
2
Γ( 2an+p
2
)
Γ(an)
∣∣∣∣bnanΣn
∣∣∣∣− 12
×
(
1+
1
2bn
(B− Bn)
TΣ−1n (B− Bn)
)− 2an+p
2
qui est une densité de Student multidimensionnelle à 2an degrés de liberté,
centrée Bn et avec bnanΣn comme covariance (voir Taboga, 2010, p. 452). Donc,
nous avons que
B|D, B0, Σ0, a0, b0 ∼ Tp
(
Bn,
bn
an
Σn, 2an
)
.
Pour plus de détails sur les calculs effectués ici, voir Murphy (2007).
2.2.4. Inverse-gamma et inverse-Wishart
La dernière complexification du modèle est l’ajout d’une densité a priori
sur Σ0. Ici, il est naturel de poser comme loi a priori une inverse-Wishart. Cette
distribution est basée sur la distribution de Wishart qui est une généralisation
en plusieurs dimensions de la distribution du khi-deux. Nous aurons donc les
distributions a priori suivantes :
Σ0|v0, Λ0 ∼W
−1(v0, Λ0),
σ2|a0, b0 ∼ Γ
−1(a0, b0)
et B|B0, σ2, Σ0 ∼ Np(B0, σ2Σ0).
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Notons que la densité de la distribution inverse-Wishart est
pi(Σ0|v0, Λ0) =
|Λ0|
v0
2
2
v0p
2 Γp(
v0
2
)
|Σ0|
−
v0+p+1
2 exp
(
−
1
2
tr(Λ0Σ
−1
0 )
)
,
où la Γp(·) correspond à la fonction gamma multivariée et où v0 et Λ0 sont
supposés connus encore une fois (Robert, 2001).
Ici, les calculs étant plus complexes que précédemment, nous procéderons
par étape. Tout d’abord, à la manière de Berger (1985) p.184, on définit les den-
sités marginales de Y de la façon suivante :m1(Y|σ2, Σ0) est la densité marginale
de Y sachant σ2 et Σ0, c’est la densité de Y intégrée sur B,m2(Y|Σ0) est la densité
m1 intégrée sur σ2 et m3(Y) est la densité m2 intégré sur Σ0. En se servant du
fait que
pi(B|D, B0, σ2, Σ0) = f(Y|B, σ
2, Σ0)pi(B|B0, σ
2, Σ0)
m1(Y|σ2, Σ0)
,
pi(σ2|D, a0, b0, Σ0) = m1(Y|σ
2, Σ0)pi(σ
2|a0, b0, Σ0)
m2(Y|Σ0)
et
pi(Σ0|D, v0, Λ0) = m2(Y|Σ0)pi(Σ0|v0, Λ0)
m3(Y)
,
et du fait que nous pouvons obtenir les distributions marginales à chaque
étape, nous dérivons successivement les distributions a posteriori une à une.
Les détails se trouvent à l’annexe A. Nous trouvons ainsi que
B|D, B0, σ2, Σ0 ∼ Np(Bn, σ2Σn),
σ2|D, a0, b0, Σ0 ∼ Γ−1(an, bn) et
pi(Σ0|D, v0, Λ0) ∝ (bn)−an |(XTX+ Σ−10 )−1|
1
2 |Σ0|
−
v0+p+2
2
× exp
(
−
1
2
tr(Λ0Σ
−1
0 )
)
= h(Σ0). (2.2.1)
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Il est impossible de ramener la distribution a posteriori de Σ0 à une distribution
connue et il sera donc impossible d’obtenir une forme analytique de pi(B|D)
puisqu’il ne sera pas possible de faire l’intégrale de la densité conjointe.
2.3. INTERVALLE DE CRÉDIBILITÉ SIMULÉ
Rappelons que l’idée générale de notre méthode pour obtenir un intervalle
de crédibilité simulé est de tirer des B de leur distribution a posteriori afin d’ob-
tenir des courbes probables et de prendre l’enveloppe de ces courbes comme
bornes de notre intervalle.
Plus précisément, le but est de trouver un ensemble B de valeurs de B tel
que P(B ∈ B|D) = 1 − α de telle façon qu’on aura que P(xTB ∈ xTB ∀x|D) ≥
1−α. On aura alors que xTB est un ensemble de crédibilité d’au moins 1−α. Les
bornes de cet ensemble formeront notre intervalle de crédibilité. Comme on ne
peut pas obtenir directement les B qui correspondent aux bornes de notre in-
tervalle, nous devrons en simuler une grande quantité à partir de pi(B|D) (que
nous noterons B(i)), pour obtenir une approximation de l’ensemble B et ensuite
prendre l’enveloppe des courbes xTB(i) obtenues à partir des B(i) simulés pour
obtenir notre intervalle.
L’enveloppe des courbes simulées sera fait de la même façon qu’au chapitre
1. Pour chaque xj de notre échantillon, on obtiendra la valeur maximale et la
valeur minimale de xTj B(i) et nous calculerons une courbe lissée de ces valeurs
pour la borne supérieure (que l’on notera SupFn(x)) et la borne inférieure (que
l’on notera InfFn(x)). Ici, nous utiliserons la méthode loess() de R pour obtenir
ces bornes qui seront les bornes de notre intervalle de crédibilité simulé.
Pour approximer B, nous garderons 95% des B(i) simulés en rejetant ceux
qui ont la plus faible probabilité a posteriori (pi(B|D)).
Dans le modèle le plus complexe présenté à la section 2.2.4, il était impos-
sible d’obtenir une forme analytique de pi(B|D). Nous allons donc tirer des B
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non pas de pi(B|D) directement, mais plutôt tirer un Σ0 et un σ2 et ensuite tirer
un B de pi(B|D, σ2, Σ0). Pour ce faire, nous devrons faire appel à la technique de
simulation Monte-Carlo comme décrit dans la section suivante. De plus, nous
devrons approximer pi(B|D) pour choisir 95% des B(i) simulés ayant la plus
grande probabilité a posteriori (voir section 2.6.2).
2.4. SIMULATION MONTE-CARLO
Une simulation Monte-Carlo sert à estimer des intégrales de forme∫
Θ
g(θ)f(x|θ)pi(θ)dθ. (2.4.1)
Elle se base sur le fait que le pi(θ) est en fait une distribution de probabilité de
θ. On sait que si l’on peut générer M valeurs de θi indépendants à partir de
pi(θ), alors
1
M
M∑
i=1
g(θi)f(x|θi)
converge presque sûrement vers (2.4.1) quandM tend vers +∞ en raison de la
loi forte des grands nombres.
De la même façon, nous pouvons nous servir de cette technique pour cal-
culer ∫
Θ
g(θ)pi(θ|x)dθ =
∫
Θ
g(θ)f(x|θ)pi(θ)dθ∫
Θ
f(x|θ)pi(θ)dθ
qui sera estimé par ∑M
i=1 g(θi)f(x|θi)∑M
i=1 f(x|θi)
, (2.4.2)
où les θi seront simulés à partir de pi(θ). Pour plus de détails concernant la
simulation Monte-Carlo, voir la section 6.2.2 de Robert (2001).
Comme il est impossible de calculer pi(B|D) et que nous ne pouvons simuler
directement des Σ0 de pi(Σ0|D), en se basant sur l’équation (2.4.2), nous avons
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que
Epi[B|D] =
∫
B
Bpi(B|D)dB
=
∫
B
∫
S
∫
Σ
Bpi(B|σ2, Σ0, Y)pi(σ
2|Σ0, Y)pi(Σ0|D)dΣ0dσ2dB
=
∫
B
∫
S
∫
Σ
Bpi(B|σ2, Σ0, Y)pi(σ
2|Σ0, Y)
m2(Y|Σ0)pi(Σ0)∫
Σ
m2(Y|Σ0)pi(Σ0)dΣ0
dΣ0dσ
2dB
=
∫
B
∫
S
∫
Σ
Bpi(B|σ2, Σ0, Y)pi(σ
2|Σ0, Y)m2(Y|Σ0)pi(Σ0)dΣ0dσ
2dB∫
Σ
m2(Y|Σ0)pi(Σ0)dΣ0
∼=
∑M
i=1 B(i)m2(Y|Σ0(i))∑M
i=1m2(Y|Σ0(i))
,
où m2(Y|Σ0) est la densité marginale de Y sachant Σ0 et où l’on simule dans
l’ordre : Σ0(i) à partir de pi(Σ0), σ2i à partir de pi(σ
2|D, Σ0(i)) et B(i) à partir de
pi(B|D, σ2i , Σ0(i)).
De la même façon, nous obtenons que
Epi[σ
2|D] ∼=
∑m
i=1 σ
2
im2(Y|Σ0(i))∑m
i=1m2(Y|Σ0(i))
.
2.5. HYPERPARAMÈTRES
Le choix des hyperparamètres de notre modèle, soit les paramètres des
distributions a priori est important pour pouvoir tester notre modèle. Comme
nous détenons peu d’information a priori sur ceux-ci dans le cas présent, l’idéal
serait que ces hyperparamètres soient choisis pour faire en sorte qu’ils soient
le moins informatifs possible. Ainsi, nous utiliserons une méthode de Bayes
empirique (Casella, 1985) pour spécifier nos hyperparamètres. Plus particuliè-
rement, nous utiliserons la méthode du maximum de vraisemblance de type
2 (Ghosh, Delampady et Samanta, 2006). Cette méthode utilise l’information
du jeu de données pour définir les hyperparamètres en sélectionnant ceux qui
maximisent la vraisemblance marginale des Y.
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Nous poserons pour l’ensemble des modèles que B0 ≈ B^. Plus précisément,
nous posons B0 égal à B^ arrondi à un chiffre significatif. Lorsque σ2 n’est pas
une variable aléatoire, nous poserons qu’il est égal à σ^2. Lorsque nous suppo-
sons que σ2 suit une inverse-gamma, on pose a0 = 2 pour avoir une variance
infinie et donc une distribution a priori non informative (il faut que a0 > 2 pour
qu’une inverse-gamma ait une variance finie puisque Var(σ2) = b
2
0
(a0−1)2(a0−2)
)
et b0 = (a0 − 1)σ^2, car E(σ2) = b0/(a0 − 1).
Pour Σ0, lorsqu’il est considéré fixe, nous nous baserons sur l’approche de
la densité a priori de type G comme dans Merleau et al. (2007) et nous poserons
qu’il est égal à g(XTX)−1 où 1/g représente l’importance que l’on accorde à
l’information a priori. On posera donc que g est grand, ici, nous l’avons fixé à
10000. Lorsque Σ0 suit une inverse-Wishart, plus v0 est petit, moins on accorde
d’importance à l’information a priori, mais celui-ci doit être plus grand que p−1
(Nydick, 2012). On pose donc v0 = p. Pour Λ0, on pose Λ0 = g(XTX)−1 encore
une fois pour que l’espérance de Σ0 soit près de g(XTX)−1.
Notons aussi que plus on est haut dans la hiérarchie d’un modèle, moins
les hyperparamètres ont d’influence (DeGroot et Goel, 1981) et donc que les
choix de v0 et Λ0 sont moins importants.
2.6. RÉSULTATS
Ici, ce que nous voulons calculer est en fait un intervalle de crédibilité sur
la courbe de régression. Pour ce faire, nous procéderons par simulation de
courbes à partir de la distribution a posteriori des B. Nous utiliserons la tech-
nique de construction des intervalles de crédibilité simulés décrite à la section
2.3.
Dans toutes nos simulations, le nombre de B(i) simulés sera de 1000 afin que
l’intervalle de crédibilité soit fiable. Nous nous sommes assurés que l’intervalle
ne changeait pas de façon significative en augmentant la taille de la simulation
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à plus de 1000. De plus, rappelons que nous gardons 95% des B(i) les plus
probables a posteriori.
Nous utiliserons aussi le concept de fonction de répartition a priori et a pos-
teriori. La fonction de répartition a priori est en fait la courbe correspondant à
XTEpi[B] et celle a posteriori correspond à XTEpi[B|D] .
Nous présentons les intervalles simulés obtenus pour deux modèles : le
modèle avec a priori de type G et le modèle avec inverse-gamma et inverse-
Wishart. Dans le premier modèle, nous pourrons choisir 95% des B(i) les plus
probables a posteriori directement puisque l’on connaît explicitement pi(B|D).
De plus, nous pourrons comparer les intervalles simulés avec des intervalles
de crédibilité simultanés obtenus en se basant sur les intervalles simultanés
de Scheffé. Dans le deuxième modèle, nous ne connaissons pas explicitement
pi(B|D), il faudra donc avoir recours à une modification de la méthode.
2.6.1. A priori de type G
Nous montrerons d’abord l’influence de la distribution a priori en choisis-
sant un B0 éloigné de B^. Pour cela, nous nous servirons du modèle avec un a
priori de type G en posant deux valeurs différentes du paramètre g. Lorsque
g prend la valeur 1, l’information a priori a exactement le même poids dans la
distribution a posteriori que l’information provenant des données. Lorsque g
est grand (ici g = 104), l’information a priori prend un poids presque nul dans
la distribution a posteriori.
Dans la figure 2.1, nous voyons que lorsque g = 1, la fonction de répartition
a posteriori est effectivement la moyenne entre la fonction de répartition de la
régression et celle a priori. Lorsque g est grand, la fonction de répartition a
posteriori correspond exactement à la fonction de répartition de la régression.
Notons que dans les deux cas la fonction de répartition a priori est la même car
g n’influence pas l’espérance de la distribution a priori.
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(a) g = 1.
(b) g = 104.
FIGURE 2.1. Courbe de régression en noir, fonction de réparti-
tion a priori en bleu pâle (xTB0, B0 loin de B^) et fonction de répar-
tition a posteriori en bleu foncé (qui n’est pas visible en (b), car
elle est confondue avec la courbe de régression).
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Nous allons maintenant se baser sur les intervalles de confiance simultanés
de Scheffé pour obtenir un intervalle de crédibilité simultané.
Les intervalles de Scheffé sont basés sur le fait que, lorsque l’on considère B
comme fixe, B^ ∼ Np(B, σ2(XTX)−1) ce qui fait en sorte que
(B^−B)TXTX(B^−B)
pσ^2
∼ Fp,n−p.
Ici, nous considérons B comme aléatoire et considérons de plus que
B|D, B0, σ2 ∼ Np
(
1
g+ 1
(B0 + gB^),
gσ2
g+ 1
(XTX)−1
)
.
De plus, de la même façon qu’avec (1.6.2), (1.5.1) devient dans ce contexte(
1
g+1
(B0 + gB^) − B
)T
XTX
(
1
g+1
(B0 + gB^) − B
)
gσ^2
g+1
< χ2p(α).
Pour obtenir un intervalle de crédibilité simultané valide dans le modèle avec
a priori de type G, il faut poser B0 = B^, on aura que
σ^2 =
1
n− p
n∑
i=1
(
ei −
xTi (B0 − B^)
g+ 1
)2
=
1
n− p
n∑
i=1
e2i ,
où ei = yi − xTi B^. Cela nous permet d’utiliser une inégalité semblable à celle
utilisée dans la méthode de Scheffé :
1− α = Pr
[
|xT 1
g+1
(B0 + gB^) − x
TB|
σ^( g
g+1
xT(XTX)−1x)1/2
≤
√
χ2p(α), ∀x|D
]
= Pr
[
|xT 1
g+1
(B^+ gB^) − xTB|
σ^( g
g+1
xT(XTX)−1x)1/2
≤
√
χ2p(α),∀x|D
]
= Pr
[
|xT B^− xTB|
σ^( g
g+1
xT(XTX)−1x)1/2
≤
√
χ2p(α),∀x|D
]
.
On peut donc obtenir un intervalle de crédibilité simultané théorique à 95%
qui est :
xT
(
1
g+ 1
(B0 + gB^)
)
±
√
χ2p(0, 05)σ^
(
g
g+ 1
xT(XTX)−1x
)1/2
∀x = (1, x1, ..., xp−1).
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(a) g = 1.
(b) g = 10000.
FIGURE 2.2. Intervalle de crédibilité simulé (vert) pour la fonc-
tion de répartition avec un a priori de type G et intervalle de
crédibilité simultané théorique (rouge). Fonction de répartition
a posteriori en bleu.
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Dans la figure 2.2, on compare les intervalles de crédibilité simultanés théo-
riques avec les intervalles de crédibilité simulés. La figure montre que les in-
tervalles simulés correspondent bien aux intervalles théoriques.
2.6.2. Inverse-gamma et inverse-Wishart
Nous passons maintenant à la simulation d’intervalles de crédibilité pour
le modèle avec inverse-gamma et inverse-Wishart. Comme nous l’avons men-
tionné à la section portant sur les hyperparamètres, pour ces simulations, nous
choisirons B0 près de B^. Ici, comme il n’est plus possible de simuler directe-
ment à partir de pi(B|D), nous simulerons les B(i) par simulation Monte-Carlo
comme décrit à la section 2.4. On simulera dans l’ordre : Σ0(i) à partir de pi(Σ0),
σ2i à partir de pi(σ
2|Σ0(i), Y) et B(i) à partir de pi(B|σ2i , Σ0(i), Y).
Pour obtenir un intervalle à 95%, nous pouvons plus ordonner les courbes à
l’aide de la probabilité a posteriori de chaque B(i) puisque la distributon pi(B|D)
n’est pas connue explicitement. Par contre nous connaissons à une constante
près la distribution conjointe a posteriori de B, σ2 et Σ0 qui est
pi(B, σ2, Σ0|D) = pi(Σ0|D)pi(σ2|D, Σ0)pi(B|D, σ2, Σ0)
∝ h(Σ0)pi(σ2|D, Σ0)pi(B|D, σ2, Σ0),
où h(Σ0) est défini dans l’équation (2.2.1). Nous ordonnerons les courbes se-
lon pi(B, σ2, Σ0|D) en retranchant 5% des courbes les moins probables. Nous
obtiendrons ensuite l’enveloppe des courbes simulées qui correspondra à la
borne supérieure et à la borne inférieure comme décrit à la section 2.3.
Aussi, notons que le fait que pi(B|D) ne soit pas connue explicitement fait en
sorte que l’on ne peut pas se baser sur la méthode de Scheffé pour obtenir un
intervalle de crédibilité théorique comme on l’a fait avec le modèle précédent.
Nous ne pouvons donc pas comparer l’intervalle de crédibilité simulé obtenu
avec un intervalle de crédibilité théorique.
45
(a) Intervalle de crédibilité simulé.
FIGURE 2.3. Intervalles de crédibilité simulé (vert) pour la fonc-
tion de répartition, fonction de répartition calculée par Monte-
Carlo (bleu) et fonction de répartition de la régression (noir).
Nous pouvons voir dans la figure 2.3 l’intervalle de crédibilité simulé. No-
tons que la courbe calculée à l’aide de simulations Monte-Carlo est une ap-
proximation de la fonction de répartition a posteriori XTEpi[B|D]. Cette approxi-
mation est obtenue grâce à l’approximation de Epi[B|D], tel qu’expliqué à la fin
de la section 2.4. Cette approximation se superpose parfaitement à la courbe
de régression ce qui confirme que notre simulation est valide.
Remarquons toutefois que les intervalles de crédibilité pour la fonction de
répartition dépassent encore 1 et cela entraîne qu’il est impossible d’obtenir
des intervalles de crédibilité pour la période de retour. Cela est dû à l’absence
de contrainte sur les coefficients de la régression comme au chapitre 1. Nous
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concluons que la base polynomiale utilisée jusqu’à maintenant manque de
flexibilité pour s’ajuster correctement au jeu de données. De plus, elle n’assure
pas que la fonction simulée soit bornée entre 0 et 1 et monotone. Le prochain
chapitre vise à trouver une base résolvant ces problèmes.
Chapitre 3
BASE NON LINÉAIRE
3.1. TRANSFORMATION ANGULAIRE
Pour nous assurer que les courbes simulées soient bornées entre 0 et 1 et
pour stabiliser la variance, nous effectuerons une transformation angulaire de
la fonction de répartition empirique. Soit a une valeur réelle positive, la trans-
formation angulaire (Anscombe, 1948), ou transformation arc sinus racine car-
rée, est définie comme suit : angular(a) = arcsin
√
a.
Cette transformation vise à stabiliser la variance et à réduire la covariance.
En effet, rappelons que dans le chapitre 1 et 2, nous avons fait l’hypothèse que
nos Y (variables dépendantes de la régression) étaient indépendants et identi-
quement distribués. Ceci n’est pas tout-à-fait exacte, comme nous en discute-
rons plus bas. Pour prendre en compte que les Y ne sont pas indépendants et
identiquement distribués, nous utiliserons la transformation angulaire.
Le modèle général que nous avons adopté est le suivant :
Fn(xi) = C(xi) + ei, i = 1, ..., n,
où C(xi) est une fonction quelconque et où on suppose que F(x) fait partie des
fonctions que peut estimer C(x). Si on prend la fonction de répartition empi-
rique non modifiée F∗n(x), on a par le théorème centrale limite que ei converge
en distribution vers une normale centrée en 0 et de variance F(xi)(1− F(xi))/n
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lorsque n tend vers l’infini (Doob, 1949). Donc avec Fn(x), on a que ei converge
en distribution vers une normale centrée en 0 et de variance
n
(n+ 2)2
F(xi)(1− F(xi))
lorsque n tend vers l’infini. On sait aussi par le théorème de Donsker (Donsker,
1952) que
Cov(ei, ej) =
n
(n+ 2)2
(min(F(xi), F(xj)) − F(xi)F(xj)).
Donc, clairement les hypothèses d’indépendance et d’homoscédasticité ne sont
pas respectées. Par contre, comme Anscombe (1948) le mentionne, la transfor-
mation angulaire est particulièrement appropriée pour stabiliser la variance
d’une proportion calculée à partir d’une variable binomiale comme c’est ici le
cas pour Fn(xi). En effet, on a que si X ∼ B(n, p), la variable Y = arcsin
√
X/n
sera à peu près normal avec une variance égale à 1/4 + O(n−2). Donc, la va-
riance sera effectivement stabilisée puisqu’elle ne sera plus dépendante de la
proportion.
De plus, nous pouvons observer que la covariance est grandement dimi-
nuée par rapport à la variance. En effet, on peut approximer la covariance de
la transformation angulaire de Fn(x) avec la méthode delta (voir Klein, 1953)
p.258 et l’annexe B pour les détails). On obtient que
Cov(angular(Fi), angular(Fj)) =
n
(n+ 2)2
1
4
√
Fi(1− Fi)Fj(1− Fj)
(min(Fi, Fj)−FiFj),
où Fi = Fn(xi). Dans la figure 3.1, on présente la première ligne de la ma-
trice de covariance proportionnellement à la variance du premier élément de
la matrice avant et après la transformation pour une fonction de répartition
empirique d’un échantillon de taille 1000 provenant d’une uniforme [0, 1]. En
d’autres mots, on présente la covariance relative de la première observation
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avec les autres observations ordonnées en ordre croissant avant la transfor-
mation angulaire (Cov(F1, Fi)/Var(F1)) et cette même covariance relative après
la transformation (Cov(angular(F1), angular(Fi))/Var(angular(F1))). On re-
marque que la covariance diminue rapidement vers 0 lorsque l’on s’éloigne de
la diagonale et donc que la transformation angulaire nous aide à se rapprocher
de l’hypothèse d’indépendance.
(a)
FIGURE 3.1. La rapport entre la covariance et la variance avant
la transformation en noir et après la transformation en rouge de
la fonction de répartition empirique d’une uniforme [0, 1].
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Pour étudier les effets de passer par une transformation angulaire lorsque
l’on fait la régression, il faut étudier le comportement de la fonction in-
verse de notre transformation. En effet, nous voudrons faire la régression sur
angular(Fn(x)), on aura donc :
angular(Fn(xi)) = C(xi) + ei, i = 1, ..., n.
Pour avoir une courbe de régression dans l’espace de la fonction empirique, il
faudra donc calculer sin2(C(x)). Il est clair que si C(x) est bornée entre 0 et pi/2,
on a que l’estimation de Fn(x) est bornée entre 0 et 1. Nous justifierons dans la
section suivante le fait que C(x) est bornée entre 0 et pi/2.
De plus, si C(x) est monotone, on aura que l’estimation de Fn(x) l’est aussi
puisque la fonction sin2(x) est monotone entre 0 et pi/2. Montrons simplement
que la dérivée de sin2(x) est positive entre 0 et pi/2 :
d sin2(x)
dx
= 2 sin(x) cos(x) ≥ 0, si x ∈ [0, pi/2].
Il faut donc que C(x) soit à la fois monotone et bornée entre 0 et pi/2 pour
que l’estimation de la fonction empirique ait les propriétés recherchées. Nous
pourrions essayer d’utiliser une base polynomiale, mais celle-ci ne serait pas
forcément monotone. En fait, les contraintes requises pour assurer la mono-
tonicité seraient trop fortes et réduiraient encore la flexibilité de la base poly-
nomiale. Nous utiliserons donc une base plus adaptée à notre problème : une
base de splines monotones. Dans les prochaines sections, nous regarderons le
problème d’estimer angular(F(x)) avec des splines.
3.2. SPLINES
Les principaux avantages de la base polynomiale sont certainement sa sim-
plicité et le fait qu’elle engendre des fonctions continues. Par contre, un défaut
important est qu’elle ne peut s’ajuster localement sans faire de changement
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global. Comme la fonction est définie pour l’ensemble du domaine de la même
façon, un changement dans une partie du domaine amène un changement sur
l’ensemble du domaine. Pour avoir une base qui s’ajuste aux changements lo-
caux, nous pouvons tout simplement séparer le domaine en morceaux et avoir
un polynôme pour chaque morceau. Nous obtenons une fonction polynomiale
définie par morceaux appelée spline.
Notons que le domaine des splines est très vaste et a de nombreuses ap-
plications qui ne seront pas traitées ici. Wegman et Wright (1983) font un bon
survol de l’utilisation des splines en statistique. Pour notre besoin, nous traite-
rons seulement des splines polynomiales de régression telles que définies dans
Ramsay (1988). En particulier, ce dernier expose dans son article la simplicité
et la grande flexibilité des splines monotones et c’est cette approche que nous
utiliserons.
Nous définissons une fonction spline sur un intervalle fermé [L,U]. Le do-
maine est divisé en sous-intervalles [ξi, ξi+1[ avec L = ξ1 < ξ2 < ... < ξm = U.
La fonction est un polynôme Pi : [ξi, ξi+1[→ R d’un certain degré prédéfini
k− 1 dans chaque sous-intervalle. La continuité de la spline est assurée en po-
sant des restrictions sur les dérivées des polynômes aux points {ξ2, ..., ξm−1}.
Pour chacun de ces points, nous posons P(j)i (ξi) = P
(j)
i+1(ξi) pour j = 0, ..., k− 2.
Ce choix fait en sorte que la spline est continue, car pour tout i, au minimum
Pi(ξi) = Pi+1(ξi) et que partout ailleurs la spline est un polynôme. Aussi, c’est
la contrainte de continuité la plus sévère que l’on puisse poser sans forcer que
la spline ne soit définie que par un seul polynôme. En effet, si toutes les déri-
vées de deux polynômes de degrés k − 1 sont les mêmes jusqu’aux dérivées
d’ordre k− 1, les polynômes sont égaux.
Pour la définition des algorithmes de calcul des splines, il est pratique de
définir une suite de noeuds
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t = {t1, ..., tk+m+k} où
L = ξ1 = t1 = ... = tk < tk+1 = ξ2 < ... < tk+m = ξm−1 < tk+m+1 = ...
= tk+m+k = ξm = U.
Donc les k premiers noeuds sont égaux à L, les k derniers sont égaux à U et
ceux au centre correspondent aux points où la spline change de polynôme.
Nous voulons maintenant définir une nouvelle base de splinesMj(·|k, t) où
j = 1, ...,m+ k de sorte que toutes splines f d’ordre k avec la suite de noeuds
t puissent être représentées comme une combinaison linéaire de la base :
f =
m+k∑
j=1
ajMj.
La base que nous utiliserons est celle décrite par Curry et Schoenberg (1966)
et aussi celle utilisée par Ramsay (1988) : la base M-spline. Cette base est dé-
finie de sorte que Mj est positive sur [tj, tj+k[ et nulle partout ailleurs avec la
propriété qu’elle intègre à 1. Notons aussi qu’elle est équivalente à la base B-
spline (voir Boor, 2001) qui est très utilisée. La meilleure façon de définir cette
base est de façon récursive :
Mj(x|1, t) =

1
tj+1 − tj
si tj ≤ x < tj+1
0 sinon
Mj(x|k, t) =

k ((x− tj)Mj(x|k− 1, t) + (tj+k − x)Mj+1(x|k− 1, t))
(k− 1)(tj+k − tj)
si tj+k − tj 6= 0
0 sinon.
Comme chaqueMj est non nul seulement sur un certain intervalle, un change-
ment d’un coefficient dans la combinaison linéaire n’affectera f que sur cet in-
tervalle. La spline a donc la capacité recherchée de s’adapter localement. Aussi,
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pour modéliser une fonction non négative, comme les Mj sont non négatifs
nous n’avons qu’à poser la contrainte que tous les coefficients soient positifs.
Finalement, pour avoir une fonction qui intègre à 1, la contrainte
∑
aj = 1 est
suffisante.
3.3. SPLINES MONOTONES
Notre objectif étant d’obtenir une base monotone, nous pouvons donc uti-
liser la base M-spline. L’astuce pour obtenir une base qui engendrera des fonc-
tions monotones est d’intégrer les Mj. Nous définissons la base I-spline, pour
spline intégrée, de la façon suivante :
Ij(x|k, t) =
∫ x
L
Mj(u|k, t)du.
En effet, la positivité des Mj combinée avec la contrainte de non-négativité
sur les coefficients fait en sorte qu’une combinaison linéaire des Ij sera bien
monotone.
Ramsay (1988) nous donne un algorithme récursif plus pratique pour cal-
culer les Ij :
∀x ∈ [ti, ti+1[,
Ij(x|k, t) =

0 si j > i
1 si i− k > j
i∑
m=j
(tm+k+1 − tm)Mm(x|k+ 1, t)/(k+ 1) sinon.
Dans la figure 3.2, les bases M-spline et I-spline d’ordre 3 avec trois noeuds
intérieurs sont exposées. Nous voyons les m+ k = 6 composantes de chacune
des bases de gauche à droite et une combinaison linéaire pour chacune. Les
propriétés dont nous avons parlées précédemment (positivité, intégration à 1
et monotonicité) sont bien respectées.
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(a) M− spline (b) I− spline
FIGURE 3.2. La base M-spline et I-spline d’ordre 3 avec trois
noeuds intérieurs (k = 3,m = 3) ainsi qu’une combinaison li-
néaire pour chacune des bases.
La condition que C(x) doit être bornée entre 0 et pi/2 n’est pas forcément
respectée. Par contre, le fait que l’on simule des courbes qui sont monotones
combiné avec le fait que le maximum des valeurs que les courbes estiment
est inférieur à pi/2 fait en sorte que nos courbes seront presque assurément
entre 0 et pi/2. De plus, on peut imposer une contrainte supplémentaire sur le
domaine des B(i) simulés en rejetant les B(i) qui font en sorte que notre courbe
dépasse pi/2. En pratique ceci n’est pas nécessaire et les simulations viendront
confirmer que nos courbes sont bien entre 0 et pi/2. En fait, dans les simulations
plus bas, nous avons vérifié si les courbes simulées dépassaient pi/2 et cela n’est
jamais arrivé.
Pour la suite du chapitre, la base I-spline sera utilisée.
3.4. CHOIX DU DEGRÉ DE LA BASE, DE L’EMPLACEMENT ET DU
NOMBRE DES NOEUDS
Pour avoir une spline qui s’ajuste bien à nos données, trois facteurs rentrent
en ligne de compte : le degré de la spline, l’emplacement des noeuds intérieurs
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et leur nombre. Deux points sont à considérer pour la sélection des noeuds.
Premièrement, plus il y a de noeuds, plus la spline sera flexible. Deuxième-
ment, plus il y a d’observations entre chaque noeud, plus la spline sera bien
définie.
Dans notre application, nous avons un grand nombre de données répar-
ties de façon non uniforme sur l’ensemble du domaine. Tel que le mentionne
Ramsay (1988), bien qu’à l’endroit d’un noeud la spline ait plus de liberté pour
s’ajuster aux données, la forme de la spline n’est pas très sensible aux choix
de l’emplacement des noeuds. Par contre, ici nous nous intéressons particu-
lièrement aux données extrêmes puisque le but ultime est de construire un
intervalle de confiance pour la période de retour qui est intéressante surtout
pour ces dernières. Pour s’assurer que les extrêmes sont bien ajustés par la
spline, nous placerons des noeuds au troisième point le plus petit et au troi-
sième point le plus grand. Ensuite, comme nous voulons avoir une spline qui
s’ajuste bien sur l’ensemble du domaine, nous choisirons donc d’espacer uni-
formément les noeuds entre ces derniers. Hastie et Tibshirani (1990) recom-
mandent aussi cette approche.
Pour ce qui est du nombre de noeuds, la plupart des applications n’en re-
quièrent pas une grande quantité. En effet, Ramsay (1988) note qu’à moins
d’avoir besoin d’une très grande flexibilité, quelques noeuds suffisent. Par
contre, après quelques simulations, nous avons remarqué que comme de lé-
gers changements dans les extrêmes influençaient fortement la forme de la pé-
riode de retour, il était primordial que l’ajustement soit presque parfait et donc
qu’il y ait suffisamment de noeuds. Nous utilisons donc une approche simi-
liaire à celle de He et Shi (1998) où l’on prend le nombre de noeuds qui mini-
mise l’AIC (critère d’information d’Akaike) pour la régression sur les données
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d’intérêt. Le nombre de noeuds variera donc en fonction des données utili-
sées pour la régression. Dans notre application et nos simulations, nous avons
trouvé qu’entre 6 et 12 noeuds étaient généralement suffisants.
Il nous reste donc à déterminer le degré de la base qui sera utilisé. Pour
ce faire, nous regarderons le R2 ajusté de la spline obtenue pour estimer
angular(F(x)) pour des bases de petits degrés (k = 3, 4, 5), car nous n’avons
pas rencontré dans la littérature d’utilisation de splines de plus haut degré.
Les calculs sont faits sur l’échantillon des données de précipitations utilisé au
chapitre 1 et 2.
TABLEAU 3.1. R2 ajusté pour différents degrés de la base I-spline.
k 3 4 5
R2 ajusté 0.9983 0.9986 0.9987
Dans le tableau 3.1, nous remarquons que l’augmentation du degré résulte
en un gain très faible du R2 ajusté et que la base d’ordre 3 (k = 3) est donc
satisfaisante. Notons aussi qu’il est généralement reconnu que l’oeil humain
ne peut pas distinguer des discontinuités d’ordre plus grande que 2. L’intérêt
d’une base d’ordre plus grande que 3 semble donc limité puisque celle-ci offre
déjà des dérivées première et seconde continues (Friedman, Hastie et Tibshi-
rani, 2009).
Rappelons que X est la matrice des données de départ. Pour la suite, nous
noterons la transformation de cette matrice vers la base des splines monotones
d’ordre 3 SX, c’est-à-dire qu’au lieu d’avoir Y = XB comme régression, nous
aurons Y = SXB.
3.5. RÉGRESSION AVEC CONTRAINTES
Comme nous devons avoir des coefficients positifs avec la base des I-
splines pour avoir une fonction monotone, nous ne pouvons utiliser la tech-
nique de régression des moindres carrés habituelle. Le package R mgcv
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contient la fonction pcls (penalized constrained least-squares fitting) qui im-
plémente l’algorithme décrit dans Gill, Murray et Wright (1981). Cette fonction
résout des problèmes de moindres carrés avec des contraintes d’inégalité li-
néaire (et de pénalité si nécessaire) en utilisant une méthode de résolution pro-
venant de l’optimisation quadratique. Nos contraintes ici sont bien linéaires et
le problème des moindres carrés peut se voir comme un problème de minimi-
sation d’une fonction quadratique qui est exactement le but de l’optimisation
quadratique.
Nous allons donc pouvoir faire la régression suivante avec la fonction pcls :
angular(F^(x)) =
m+k∑
j=1
BjIj(x|k, t) = BSX, avec Bj ≥ 0,
et obtenir une fonction monotone estimant F(x) avec précision en appliquant
l’inverse de la transformation angulaire. Dans la figure 3.3, nous voyons que
l’ajustement aux données est satisfaisant et que la courbe obtenue est bien mo-
notone.
La contrainte de positivité sur les coefficients fait en sorte que nous ne pou-
vons plus utiliser une simple normale multivariée comme a priori, car celle-ci
supposerait que les coefficients peuvent être négatifs. Une approche consiste à
utiliser une normale multivariée tronquée. La densité d’une normale multiva-
riée tronquée a la forme suivante :
fX1,...,Xp(x1, ..., xp) ∝ exp
(
−0, 5(x− µ)TΣ−1(x− µ)
)
I(x ∈ P),
où P est l’espace des x positifs dans notre cas. Nous noterons une variable qui
suit une telle distribution X ∼ NPp(µ, Σ).
Nous utiliserons une méthode de rejet due à von Neumann (1951) pour si-
muler la normale (voir Devroye, 1986). Cette méthode est utilisée lorsqu’on ne
peut pas directement simuler à partir d’une densité, mais qu’il est possible de
simuler à partir d’une densité similaire. En fait, ici, elle consiste simplement
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(a) angular(F^(x))
FIGURE 3.3. La courbe de régression obtenue avec la base de
splines monotones.
à simuler à partir d’une normale multivariée et de rejeter l’échantillon simulé
tant qu’il se trouve dans la zone tronquée. Cette méthode fonctionne bien si le
taux d’acceptation est assez élevé. Dans notre cas, la variance est assez faible
sur les coefficients de sorte que le taux d’acceptation est très élevé et cette mé-
thode est donc suffisante. D’autres techniques ont été développées dans Robert
(1995) et Damien et Walker (2001) lorsque le taux d’acceptation est trop faible,
mais elles n’ont pas été nécessaires ici.
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Le lecteur intéressé à simuler des normales tronquées notera qu’il existe
un package R qui implémente des algorithmes de simulation très efficaces :
tmvtnorm (Wilhelm et Manjunath, 2010).
Pour l’ensemble des résultats et simulations qui suivent, nous utiliserons
le modèle le plus complexe développé au chapitre 2, soit le modèle inverse-
gamma et inverse-Wishart. Pour les détails sur la distribution a posteriori des
coefficients, nous ramenons le lecteur à la section 2.2 où nous avons développé
la structure des distributions a priori que nous posons et les a posteriori résul-
tantes ainsi que les hyperparamètres utilisés. Ici, le seul changement est la dis-
tribution a priori sur les coefficients qui sera
B|σ2, Σ ∼ NPp(B0, σ
2Σ).
La distribution a posteriori qui découle de cette a priori est aussi une normale
tronquée. Les calculs sont très similaires à ceux réalisés au chapitre 2 :
pi(B|D, σ2, Σ0) ∝ pi(B|σ2, Σ0)l(B|D)
∝ exp
(
−
1
2σ2
(B− B0)
TΣ−1(B− B0)
)
I(B ∈ P)l(B|D)
∝ exp
(
−
1
2σ2
(B−A)T(STXSX + Σ
−1)(B−A)
)
I(B ∈ P),
où A = (STXSX + Σ
−1
0 )
−1(Σ−10 B0 + S
T
XY). Donc, la distribution a posteriori est
B|D, σ2, Σ0 ∼ NPp(A,σ2(STXSX + Σ−10 )−1).
Les autres distributions restent inchangées et nous procéderons de la même
façon qu’au chapitre 2 pour simuler les courbes.
3.6. SIMULATIONS
Nous allons maintenant analyser les propriétés fréquentistes de notre in-
tervalle de crédibilité simulé (tel que décrit à la section 2.3) pour le comparer
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avec la méthode de Scheffé. Plus précisément, nous allons produire notre inter-
valle de crédibilité et calculer la probabilité de couverture de cet intervalle si on
considère que la courbe est fixe. Ceci viendra valider que notre approche par
simulation produit un intervalle simultané valide. Nous procéderons en simu-
lant des données à partir d’une fonction de répartition connue. Nous utilise-
rons la base décrite au présent chapitre (transformation angulaire avec splines
monotones) pour estimer la fonction de répartition empirique. De plus, nous
utiliserons le modèle bayésien inverse-gamma et inverse-Wishart.
Nous voulons donc nous assurer que les intervalles de crédibilité obtenus
ont bien un niveau de 95%. Pour ce faire, nous simulerons d’abord des données
à partir d’une uniforme sur l’intervalle [0, 1]. Cette distribution a été choisie car,
à partir d’une uniforme, on peut obtenir une grande variété de distributions
différentes en utilisant des transformations bijectives (Devroye, 1986). Nous
ferons trois simulations où la taille échantillonale sera respectivement, 100, 500
et 1000. Pour chaque taille échantillonnale nous simulerons 500 échantillons et
nous calculerons l’intervalle de crédibilité simultané de niveau 95% en posant
le nombre d’itérations de la simulation Monte Carlo à 1000. Ici, le calcul pour
l’intervalle de crédibilité simulé est le même que celui décrit à la section 2.6.2
sauf que l’on utilise la transformation angulaire et les splines monotones ce
qui nous assure que la courbe est bornée entre 0 et 1 et qu’elle est monotone.
Nous vérifierons ensuite le nombre de fois où la vraie fonction de répartition se
trouve dans l’intervalle de crédibilité, c’est-à-dire que l’on vérifie pour chacun
des points de notre échantillon si la fonction de répartition tombe à l’intérieur
de l’intervalle, pour ainsi obtenir une estimation de la probabilité de couver-
ture. Nous comparerons la probabilité de couverture des intervalles simulés
avec la probabilité de couverture des intervalles de confiance de Kolmogorov
borné.
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FIGURE 3.4. La fonction de répartition empirique pour un
échantillon de taille 1000 provenant d’une uniforme. La vraie
fonction de répartition (noir), l’intervalle de crédibilité simulé
(vert) et l’intervalle de confiance de Kolmogorov borné (bleu).
Dans la figure 3.4, on présente une des simulations pour un échantillon
de taille 1000. On remarque que la vraie fonction de répartition se trouve en
effet dans les deux intervalles (ceci devrait se produire en théorie 95 fois sur
100). Aussi, notons que l’intervalle de Kolmogorov est moins conservateur au
centre, mais légèrement plus conservateur dans les extrémités que l’intervalle
simulé.
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TABLEAU 3.2. Probabilité de couverture estimée par simulation
n 1− α simulé 1− α Kolmogorov borné
100 0.994 0.982
500 0.982 0.980
1000 0.966 0.979
Dans le tableau 3.2 sont présentés les résultats des simulations. On peut
voir que les intervalles de confiance de Kolmogorov sont trop conservateurs
même avec un taille échantillonnale de 1000 ce qui rejoint en partie les résul-
tats de Wang et al. (2013). Par contre, bien que les intervalles simulés soient
aussi conservateurs, ils convergent plus rapidement vers 95% et notre ap-
proche semble donc appropriée. Nous pouvons donc appliquer notre méthode
à nos données de précipitation.
3.7. RÉSULTATS
Dans les figures 3.5 et 3.6, nous présentons les intervalles de crédibilité ba-
sés sur les courbes simulées et les intervalles de confiance de Kolmogorov bor-
nés. Ici, les problèmes rencontrés au chapitre 2 ne sont plus présents. Comme
les courbes simulées sont monotones et que nous utilisons la transformation
angulaire, nous simulons des fonctions de répartition valides (monotone et
bornée entre 0 et 1). Il est donc possible d’obtenir un intervalle de crédibi-
lité simulé pour la période de retour. De plus, cet intervalle est conforme à
notre intuition : plus un évènement est extrême, moins on est certain de sa
période de retour. Notons aussi que même si l’estimation de la fonction de
répartition semble être égale à 1 à partir de 40 mm de pluie, c’est en fait les
légères différences avec 1 qui permettent d’obtenir une estimation valide de
la période de retour. Comme nous l’avons mentionné au chapitre 1, un évè-
nement deux fois plus rare qu’un autre aura une valeur dans la fonction de
répartition deux fois plus près de 1. C’est donc de toutes petites différences
sur l’estimation de la fonction de répartition qui auront de grands impacts
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FIGURE 3.5. L’intervalle de crédibilité simulé (vert) et l’inter-
valle de confiance de Kolmogorov borné (bleu) ainsi que la
courbe de régression (noir) et son estimation par Monte-Carlo
(bleu pâle) pour la fonction de répartition empirique. La courbe
de régression n’est pas visible puisque l’estimation s’y superpose
presque parfaitement.
sur la période de retour. Aussi, cela fait en sorte qu’il y a beaucoup d’incer-
titude pour la période de retour à partir de 40 mm de pluie et cela se traduit
par un intervalle de confiance très large. Remarquons aussi que l’intervalle
de confiance de Kolmogorov borné est inutile pour la période de retour, car
il est beaucoup trop conservateur quand la fonction de répartition empirique
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(a) Période de retour
FIGURE 3.6. L’intervalle de crédibilité simulé (vert) et l’inter-
valle de confiance de Kolmogorov borné (bleu) ainsi que la
courbe de régression (noir) et son estimation par Monte-Carlo
(bleu pâle) pour la période de retour.
est près de 1. En effet, on peut remarquer qu’à partir de 16 mm de pluie, la
borne supérieure est égale à 1 et ne permet donc plus de faire une transfor-
mation vers la période de retour puisque cela engendre une division par 0
(rappel :PdRn(a) = 1/(365(1− Fn(a)))).
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De plus, nous n’avons plus les propriétés asymptotiques de B puisque nous
n’utilisons plus l’estimateur des moindres carrés, ces propriétés sont com-
plexes à obtenir et sont en partie traitées par Judge et Takayama (1966).
L’avantage de notre approche est que la probabilité de couverture obtenu
par simulation devrait être valide même si la zone de troncation est impor-
tante, c’est-à-dire, même si les propriétés asymptotiques ne sont pas dispo-
nibles pour l’estimateur contrairement à l’approche classique. En effet, dans
le cadre où nous devons estimer des fonctions monotones, il n’est plus pos-
sible d’utiliser l’estimateur des moindres carrés. Plus l’estimateur classique se
trouve près de la zone de troncation, plus l’estimateur obtenu sera loin de l’es-
timateur classique et donc le niveau de confiance des intervalles calculés à par-
tir des propriétés de l’estimateur classique ne sera plus valide. De plus, comme
noté au chapitre 2, lorsque nous n’avons pas la distribution des B a posteriori,
comme c’est ici le cas, il n’est plus possible de s’inspirer de la méthode de
Scheffé comme nous l’avons fait à la section 2.6.1.
De plus, nous observons que l’intervalle de confiance de Kolmogorov borné
ne peut être utilisé pour obtenir un intervalle de confiance pour la période de
retour alors que notre méthode permet d’en obtenir un.

CONCLUSION
Le but de ce mémoire était de s’intéresser aux intervalles de confiance si-
multanés dans le cadre bayésien. Nous nous sommes plus particulièrement in-
téressés à la simulation d’intervalles de crédibilité simultanés pour la période
de retour, une fonction non linéaire basée sur des données de précipitations.
Dans le chapitre 1, nous avons d’abord présenté les données utilisées, la
période de retour et la fonction de répartition empirique. Nous avons ensuite
fait un bref rappel du cadre classique de la régression linéaire et des différentes
propriétés des estimateurs utilisés, puis nous avons présenté trois façons d’ob-
tenir des intervalles de confiance simultanés : avec la méthode de Scheffé, la
méthode de Kolmogorov et par simulation. En utilisant la base polynomiale
pour approximer la fonction de répartition empirique, nous avons simulé des
intervalles de confiance et les avons comparés à ceux obtenus avec les deux
autres méthodes. Il y avait alors des problèmes importants puisque la base po-
lynomiale ne forçait pas les courbes simulées à respecter les propriétés d’une
fonction de répartition, c’est-à-dire que la courbe soit croissante et bornée entre
0 et 1. De plus, les hypothèses d’indépendance et d’homoscédasticité n’étaient
pas respectées.
Au chapitre 2, nous avons introduit l’approche bayésienne et vu différents
modèles de distributions a priori pour les paramètres de la régression linéaire.
Nous avons, entre autres, traité des a priori de type G et d’un modèle plus com-
plexe basé sur des a priori inverse-gamma et inverse-Wishart. Dans ce dernier
68
cas, il était impossible d’obtenir la distribution a posteriori des coefficients de
la régression linéaire et nous avons dû faire appel à la méthode de simulation
Monte-Carlo pour simuler des intervalles de crédibilité.
Finalement, au chapitre 3, nous avons trouvé une solution aux limitations
de la base polynomiale en utilisant une base non linéaire. Cette base était
fondée sur la transformation angulaire et les splines monotones que nous
avons donc survolées. Aussi, il a été nécessaire d’utiliser la régression avec
contraintes et un a priori pour coefficients avec contrainte afin de s’assurer que
les coefficients des courbes simulées étaient positifs, ce dont nous avions be-
soin pour que les courbes ne soient pas décroissantes.
Nous rappelons que l’obtention d’intervalles de confiance simultanés par
simulation est justifiée lorsqu’il est impossible de dériver des intervalles de
confiance simultanés théoriques comme dans le cas d’une fonction non linéaire
ou encore, dès que la distribution a posteriori est trop complexe. Aussi, notre
approche est utile surtout lorsqu’il faut déjà faire appel à la simulation Monte-
Carlo pour calculer une courbe de prédiction. Dans ce cas, nous pouvons nous
servir des courbes obtenues lors de la simulation pour obtenir directement un
intervalle de crédibilité simultané.
Aussi, le travail fait sur la base non linéaire est intéressant puisqu’il permet
d’approximer des fonctions de répartition avec une bonne fiabilité. Certaines
bases de fonctions monotones autres que les splines pourraient être explorées,
comme les ondelettes. Pour un exemple d’ondelettes monotones, voir Angers
et MacGibbon (2013).
Dans ce mémoire, nous avons seulement parlé de la construction d’inter-
valles de confiance. Une fois notre méthode développée, il pourrait être in-
téressant de l’utiliser pour conduire des tests d’hypothèses. On pourrait, par
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exemple, construire un intervalle de confiance pour une période de retour ba-
sée sur les données de précipitations avant 1980 et vérifier si la période de
retour des précipitations après 2000 coïncide avec cet intervalle.
Nous terminons en rappelant que la validité de notre méthode repose sur
certaines hypothèses. Nous avons fait l’hypothèse que les courbes à estimer
pouvaient être décrites par un nombre fini de paramètres, et que ces para-
mètres suivaient certaines distributions de probabilités. Ici, la stabilisation de
la variance qu’apporte la transformation angulaire semble être suffisante pour
se rapprocher des hypothèses.
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Annexe A
DENSITÉS A POSTERIORI DU MODÈLE
INVERSE-GAMMA ET INVERSE-WISHART
Nous détaillons ici les calculs des densités a posteriori du modèle inverse-
gamma et inverse-Wishart. Pour plus de contexte, voir la section 2.2.4. Nous
posons les distributions a priori suivantes :
Σ0|v0, Λ0 ∼W
−1(v0, Λ0),
σ2|a0, b0 ∼ Γ
−1(a0, b0)
et B|B0, σ2, Σ0 ∼ Np(B0, σ2Σ0).
Rappelons que la densité de la distribution inverse-Wishart est
pi(Σ0|v0, Λ0) =
|Λ0|
v0
2
2
v0p
2 Γp(
v0
2
)
|Σ0|
−
v0+p+1
2 exp
(
−
1
2
tr(Λ0Σ
−1
0 )
)
,
où Γp(·) correspond à la fonction gamma multivariée et est définie de la façon
suivante :
Γp(a) = pi
p(p−1)/4
p∏
j=1
Γ(a+ (1− j)/2).
Aussi, on définit les densités marginales de Y de la façon suivante :m1(Y|σ2, Σ0)
est la densité marginale de Y sachant σ2 et Σ0, c’est la densité de Y intégrée sur
B,m2(Y|Σ0) est la densitém1 intégrée sur σ2 etm3(Y) est la densitém2 intégrée
sur Σ0.
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Nous allons procéder par étape en se servant du fait que
pi(B|D, B0, σ2, Σ0) = f(Y|B, σ
2, Σ0)pi(B|B0, σ
2, Σ0)
m1(Y|σ2, Σ0)
, (A.0.1)
pi(σ2|D, a0, b0, Σ0) = m1(Y|σ
2, Σ0)pi(σ
2|a0, b0, Σ0)
m2(Y|Σ0)
et (A.0.2)
pi(Σ0|D, v0, Λ0) = m2(Y|Σ0)pi(Σ0|v0, Λ0)
m3(Y)
, (A.0.3)
et du fait que nous pouvons obtenir les distributions marginales à chaque
étape, nous dérivons successivement les distributions a posteriori une à une.
D’abord de (A.0.1) découle que
pi(B|B0, σ
2, Σ0)f(Y|B, σ
2, Σ0) =
1
(2pi)
p
2 (σ2)
p
2 |Σ0|
1
2
exp
(
−1
2σ2
(B− B0)
TΣ−10 (B− B0)
)
× 1
(2piσ2)
n
2
exp
(
−1
2σ2
(Y − XB)T(Y − XB)
)
= ...
=
1
(2pi)
p
2 (σ2)
p
2 |Σn|
1
2
exp
(
−1
2σ2
(B− Bn)
TΣ−1n (B− B0)
)
× 1
(2piσ2)
n
2
|Σn|
1
2
|Σ0|
1
2
exp
(
−1
2σ2
(SSE
+ (B^− B0)
T((XTX)−1 + Σ0)
−1(B^− B0)
)
= pi(B|D, B0, σ2, Σ0)m1(Y|σ2, Σ0),
où
Bn = Σn
(
XTXB^+ Σ−10 B0
)
et Σn =
(
XTX+ Σ−10
)−1
.
Avec ce résultat, on peut obtenir explicitement m1 puisque pi(B|D, B0, σ2, Σ0)
doit intégrer à 1. À l’aide de (A.0.2), on obtient donc que
pi(σ2|a0, b0)m1(Y|σ
2, Σ0)
A-iii
=
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2
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2b0 + SSE+ (B^− B0)
T((XTX)−1 + Σ0)
−1(B^− B0)
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.
On peut encore trouver explicitement m2 puisque pi(σ2|D, a0, b0, Σ0) doit inté-
grer à 1. Finalement, avec (A.0.3), on obtient que
pi(Σ0|v0, Λ0)m2(Y|Σ0) =
|Λ0|
v0
2
2
v0p
2 Γp(
v0
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)
|Σ0|
−
v0+p+1
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= pi(Σ0|D, v0, Λ0)m3(Y),
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Nous avons ainsi les distributions a posteriori suivantes :
B|D, B0, σ2, Σ0 ∼ Np(Bn, σ2Σn),
σ2|D, a0, b0, Σ0 ∼ Γ−1(an, bn)
et pi(Σ0|D, v0, Λ0) ∝ b−ann |Σn|
1
2 |Σ0|
−
v0+p+2
2 exp
(
−
1
2
tr(Λ0Σ
−1
0 )
)
.
Notons qu’il est impossible d’obtenir l’expression exacte de pi(Σ0|D, v0, Λ0)
puisquem3(Y) est inconnue.
Annexe B
APPROXIMATION DE LA COVARIANCE APRÈS
LA TRANSFORMATION ANGULAIRE
On définit d’abord Fi = Fn(Xi), la variable aléatoire correspondant à la va-
leur de la fonction empirique pour la i-ème observation, puis F̂i = Fn(xi), la
valeur de la fonction empirique pour la i-ème observation pour un échantillon
particulier. On estime E[Fi] par F̂i. On définit maintenant g(Fi) = arcsin(
√
Fi) la
transformation angulaire de Fi. On a déjà noté que
Cov[Fr, Fs] =
n
(n+ 2)2
(min(Fr, Fs) − FrFs).
Klein (1953) nous indique que :
Cov[g(Fr), g(Fs)] ≈
∑
i
∂g(Fr)
∂Fi
∣∣∣∣
F̂r
∂g(Fs)
∂Fi
∣∣∣∣
F̂s
+
∑
i
∑
j 6=i
∂g(Fr)
∂Fi
∣∣∣∣
F̂r
∂g(Fs)
∂Fi
∣∣∣∣
F̂s
Cov[Fi, Fj].
Ici, on a que
∂g(Fr)
∂Fi
=

1
2
√
Fr(1− Fr)
si r = i
0 sinon
Donc, on a que
Cov[g(Fr), g(Fs)] ≈ 1
4
√
F̂r(1− F̂r)F̂s(1− F̂s)
Cov[Fr, Fs].
