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For coprime roots certain torus ﬁxed points of the Kronecker mod-
uli space are indecomposable tree modules. They are indecompos-
able representations of the regular m-tree and can be glued in
order to get stable torus ﬁxed points for every coprime root. Using
their stability and the reﬂection functor we show that for arbitrary
roots there exist indecomposable tree modules of the Kronecker
quiver as factor modules of these torus ﬁxed points.
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1. Introduction
Fixing some representation of a quiver, we can choose a basis of the vector spaces associated to
each vertex of the quiver and consider the maps restricted to these basis elements. We investigate
the coeﬃcient quiver in which the basis elements label the vertices and which has an arrow between
two vertices if the matrix coeﬃcient corresponding to these two basis elements is not zero. A repre-
sentation is a called tree module if there exists a basis such that the coeﬃcient quiver is a tree. This
leads us to the following problem stated by Ringel [8]:
Does there exist an indecomposable tree module for every wild hereditary quiver and every root d?
In particular, Ringel conjectured that there should be more than one isomorphism class for imaginary
roots.
In this paper we prove the existence of indecomposable tree modules for the m-Kronecker quiver
with m  3, which is an extension of a result of [2], where the 3-Kronecker quiver with dimension
vector (d, e) with d < e < 2d is treated. Moreover, we give an explicit construction of the coeﬃcient
quivers of indecomposable tree modules.
For coprime roots tree modules are obtained by considering the so-called localisation method in
the Kronecker moduli space. This moduli space is a smooth projective variety parameterising the sta-
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there is a weight space decomposition of the vector spaces if a stable representation of the Kronecker
quiver is a torus ﬁxed point. This weight space decomposition provides the basis for the decompo-
sition into basis vectors. Since this method also explicitly describes the maps between these weight
spaces, and since the ﬁxed points may be understood as representations of the universal abelian cov-
ering quiver, which is very similar to the regular m-tree, the coeﬃcient quiver can be constructed
from this.
Based on [9], the construction of stable simple quivers, which are bipartite quivers with only two
subquivers at the boundary, implies the existence of stable tree modules for coprime dimension vec-
tors (d, e) such that d < e  (m − 1)d + 1. Applying the reﬂection functor, see [1], we obtain all
coprime cases. The simple quivers are a special case of the construction presented in the second sec-
tion. It describes how to get new stable bipartite quivers by gluing two stable bipartite quivers of
smaller dimension types where these quivers and dimension types have to satisfy certain conditions.
After proving the coprime case, the general case can be treated. In these cases we always get tree
modules as factor modules of tree modules with coprime dimension vector.
2. Torus ﬁxed points in Kronecker moduli spaces
After ﬁxing notation for quivers and their representations, the ﬁxed points of the Kronecker moduli
space under a torus action are described. In particular, we study the stable simple quivers corre-
sponding to dimension vectors (d, e) of the Kronecker quiver with d < e  (m − 1)d + 1. Their stable
representations correspond to torus ﬁxed points and they will be shown to be tree modules.
2.1. Generalities
Let k be an algebraically closed ﬁeld.
Deﬁnition 2.1. A quiver Q consists of a set of vertices Q 0 and a set of arrows Q 1 denoted by α : i → j
for i, j ∈ Q 0.
A vertex q ∈ Q 0 is called sink if there does not exist an arrow α : q → q′ ∈ Q 1.
A vertex q ∈ Q 0 is called source if there does not exist an arrow α : q′ → q ∈ Q 1.
A quiver is ﬁnite if Q 0 and Q 1 are ﬁnite.
A quiver is bipartite if Q 0 = I ∪˙ J such that for all arrows α : i → j we have i ∈ I and j ∈ J .
Deﬁne the abelian group
ZQ 0 =
⊕
i∈Q 0
Zi
and its monoid of dimension vectors NQ 0.
A ﬁnite-dimensional k-representation of Q is given by a tuple
X = ((Xi)i∈Q 0 , (Xα)α∈Q 1 : Xi → X j)
of ﬁnite-dimensional k-vector spaces and k-linear maps between them. The dimension vector dim X ∈
NQ 0 of X is deﬁned by
dim X =
∑
i∈Q 0
dimk Xi i.
Let d ∈ NQ 0 be a dimension vector. The variety Rd(Q ) of k-representations of Q with dimension
vector d is deﬁned as the aﬃne k-vector space
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⊕
α:i→ j
Homk
(
kdi ,kd j
)
.
The algebraic group
Gd =
∏
i∈I
Gldi (k)
acts on Rd(Q ) via simultaneous base change, i.e.
(gi)i∈Q 0 ∗ (Xα)α∈Q 1 =
(
g j Xα g
−1
i
)
α:i→ j.
The orbits are in bijection with the isomorphism classes of k-representations of Q with dimension
vector d.
In the space of Z-linear functions HomZ(ZQ 0,Z) we consider the basis given by the elements i∗
for i ∈ Q 0, i.e. i∗( j) = δi, j for j ∈ Q 0. Deﬁne
dim :=
∑
i∈Q 0
i∗.
After choosing Θ ∈ HomZ(ZQ 0,Z), we deﬁne the slope function μ : NQ 0 → Q via
μ(d) = Θ(d)
dim(d)
.
The slope μ(dim X) of a representation X of Q is abbreviated to μ(X).
Deﬁnition 2.2. A representation X of Q is semistable (resp. stable) if for all subrepresentations U ⊂ X
(resp. all proper subrepresentations 0 = U  X ) the following holds:
μ(U )μ(X)
(
resp. μ(U ) < μ(X)
)
.
2.2. The generalised Kronecker quiver
In the following let k = C. The main focus of the paper is on the m-Kronecker quiver, K (m), with
m 3. This is the quiver with two vertices and m arrows between them:
1•
αm
α1
α2...
•2
A representation of K (m) with dimension vector (d, e) is given by C-vector spaces V and W with
dimensions d and e respectively and an m-tuple of (e × d)-matrices
(X1, . . . , Xm) ∈
m⊕
Hom(V ,W ) =: Me,d(C)m.
i=1
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simultaneous base change. For Θ := (1,0) the slope function μ : N2 → Q is given by
μ(d, e) = d
d + e .
Thus we obtain the following (semi-)stability criterion for Kronecker representations:
Lemma 2.3. A point (X1, . . . , Xm) ∈ Me,d(C)m is semistable if and only if for all subspaces U ⊂ V the follow-
ing holds:
dim
m∑
k=1
Xk(U ) dimU · dimWdim V .
It is stable if and only if for all proper subspaces 0 = U  V the following holds:
dim
m∑
k=1
Xk(U ) > dimU · dimWdim V .
Thus d and e being coprime implies that semistable points are stable. In this case we denote
by Mmd,e the Kronecker moduli space, i.e. the smooth projective variety parameterising the isomor-
phism classes of stable representations, for more details see [4].
Let T := (C∗)m be the m-dimensional torus. It acts on Rd(K (m)) via
(t1, . . . , tm) · (X1, . . . , Xm) = (t1X1, . . . , tm Xm).
Since the torus action commutes with the Gd,e-action, it induces a T -action on Mmd,e . The torus ﬁxed
points can be described as follows, see [5], [6] and [9]:
Lemma 2.4. Let X be a torus ﬁxed point. Then there exist direct sum decompositions
V =
⊕
χ∈Zm
Vχ
and
W =
⊕
χ∈Zm
Wχ
such that
Xk(Vχ ) ⊆ Wχ+ek
for all χ ∈ Zm and k = 1, . . . ,m.
Here e1, . . . , em denotes the standard basis of Zm .
The universal abelian covering quiver Qˆ has vertices (1,χ) and (2,χ), where χ runs through all
χ ∈ Zm , and arrows
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for each k ∈ {1, . . . ,m} and χ ∈ Zm .
For every ﬁxed point there exists a unique dimension vector dˆ of Qˆ given by
dˆ1,χ = dim Vχ and dˆ2,χ = dimWχ
for (1,χ), (2,χ) ∈ Qˆ 0. Thus, by the preceding lemma, we may consider a ﬁxed point of Mmd,e as a
representations of Qˆ .
Remark 2.5. The stability condition for representations of Qˆ is induced from the original linear form
Θ = (1,0). It is given by
μ(dˆ) =
∑
χ∈Zm dˆ1,χ∑
χ∈Zm (dˆ1,χ + dˆ2,χ )
.
If we consider bipartite quivers in general, we will also use the slope function induced by the linear
form Θ = (1,0).
Consider the group action of Zm on Qˆ 0 deﬁned as follows:
μ · (i,χ) = (i,χ + μ)
for i = 1,2 and χ ∈ Zm . This induces a group action on the set of dimension vectors NQˆ 0. Two
dimension vectors in the same orbit of this action are said to be equivalent.
The other way around a stable representation of Qˆ with dimension vector dˆ corresponds to a torus
ﬁxed point with dimension vector (d, e) where
d =
∑
χ∈Zm
dˆ1,χ
and
e =
∑
χ∈Zm
dˆ2,χ
respectively. A dimension vector dˆ fulﬁlling these properties is called compatible with (d, e). For a
general bipartite quiver with a ﬁxed dimension vector we will also refer to (d, e) deﬁned in this way
as dimension type of a bipartite quiver.
In conclusion we have the following theorem, again see [5], [6] and [9]:
Theorem 2.6. The set of ﬁxed points (Mmd,e)
T is isomorphic to the disjoint union of moduli spaces
⋃
dˆ
Ms
dˆ
(Qˆ ),
in which dˆ ranges over all equivalence classes of dimension vectors being compatible with (d, e).
1112 T. Weist / Journal of Algebra 323 (2010) 1107–11382.3. Stability of bipartite quivers
Now we will investigate stable quivers arising from the localisation method presented in the last
subsection. We will see that each colouring of the arrows which satisﬁes certain properties gives rise
to a torus ﬁxed point of the Kronecker quiver. In particular, we will study how to construct new stable
quivers by gluing stable quivers of smaller dimension types. Moreover, we will treat stable simple
quivers as a special case. Representations of such quivers are also torus ﬁxed points and, moreover,
indecomposable tree modules of the Kronecker quiver. Finally, we will construct stable tree modules
for all roots except (d,kd) and their reﬂections.
Deﬁnition 2.7. A tuple consisting of a quiver and a dimension vector is called stable if there exists at
least one stable representation for this quiver and dimension vector.
If it is clear which dimension vector we consider, we will simply call such a tuple stable quiver.
For a bipartite quiver Q with vertex set I ∪ J and dimension vector d deﬁne the sets
Ai := { j ∈ J | α : i → j ∈ Q 1, d j  1}
and
A j := {i ∈ I | α : i → j ∈ Q 1, di  1}.
Furthermore, deﬁne Ri = |Ai| and R j = |A j|. A bipartite quiver is m-bipartite if we have for all sources
i ∈ I and all sinks j ∈ J that
Ri, R j m.
Remark 2.8. In order to test an m-bipartite quiver with∣∣{α ∈ Q 1 | α : i → j}∣∣ 1
for stability, we do not need to consider an explicit representation. Fixing a dimension vector we can
rather consider an arbitrary representation X satisfying for all j ∈ J and all subsets A′j ⊆ A j with
R ′j := |A′j| the following property:
dim
( ⋂
i∈A′j
Xα(Xi)
)
=max
{
0,
∑
i∈A′j
dim
(
Xα(Xi)
)− (R ′j − 1)dim(X j)
}
.
Indeed, if we consider a bipartite quiver of the form
Cn1
α1
Cn2
α2
Cn ...
Cnt
αt
with ni  n for all 1  i  t , there always exists a representation of this quiver such that for all
tuples of linear maps Xαi1 , . . . , Xαik with 1  k  t and 1  i1 < i2 < · · · < ik  t the dimension of
the intersection of their images is minimal. One veriﬁes the existence and the dimension formula by
induction on the number of arrows.
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Remark 2.9.
• Let i ∈ I be a vertex such that dim(i) = 1. Then we have m Ri > ed .• For all j ∈ J we have R j m.
• Consider some colouring of the arrows c : R → {1, . . . ,m} satisfying the conditions: For all
(i, j), (i, j′) ∈ R such that j = j′ we have c(i, j′) = c(i, j) and for (i, j), (i′, j) ∈ R we have
c(i, j) = c(i′, j). In this way, we get a subquiver of the quiver Kˆ (m) deﬁned in the last sub-
section. Therefore, by Theorem 2.6 every stable representation of Q deﬁnes a representation of
the Kronecker quiver. We call a colouring satisfying these conditions stable.
Let Q = (I ∪ J , Q 1) and Q ′ = (I ′ ∪ J ′, Q ′1) be two bipartite quivers with j ∈ J , j′ ∈ J ′ . Deﬁne the
bipartite quiver
Q j, j′
(
Q , Q ′
)= (I ∪˙ I ′ ∪˙ J\ j ∪˙ J ′\ j′ ∪˙ j′′, Q ′′1 )
such that α : i 
→ j1 ∈ Q ′′1 if and only if α : i 
→ j1 ∈ Q 1 or α : i 
→ j1 ∈ Q ′1 with j1 = j, j′ and
α : i 
→ j′′ ∈ Q ′′1 if and only if α : i 
→ j1 ∈ Q 1 or α : i 
→ j1 ∈ Q ′1 such that j1 = j or j1 = j′ .
Thus the new quiver is generated by the former ones by identifying two vertices of the set of sinks
of these quivers.
Deﬁnition 2.10. The quiver Q j, j′ (Q , Q ′) is called the glued quiver of Q and Q ′ and the vertices
j, j′ = j′′ the gluing vertices.
Deﬁnition 2.11. Let Q be a bipartite quiver with sources I . A subquiver of Q with sources I ′ is called
boundary quiver if there exists precisely one i0 ∈ I ′ such that |Ai0 ∩ AI\I ′ | = 1 and |Ai ∩ AI\I ′ | = 0 for
all i = i0, i ∈ I ′ . A boundary quiver is called proper boundary quiver if it does not contain any other
boundary quiver.
Fixing a dimension vector such that dq  1 for all q ∈ Q 0 this means that boundary quivers are
such subquivers which only have one common sink with the remainder of the quiver.
In what follows we abbreviate the dimension of the image of a subspace U to dU . Thus if U =⊕
i∈I Ui , we deﬁne
dU :=
∑
α:i→ j
Xα(Ui).
For a given coprime dimension vector (d, e) with d 1 we now determine a unique dimension vector
(ds, es) such that we are able to construct new stable quivers of dimension type (ds + (k + l)d, es +
(k + l)e) by gluing quivers of the types (ds + kd, es + ke) and l(d, e).
Fixing some coprime dimension vector (d, e) with d  1, we ﬁrst show that there exists a dimen-
sion vector (ds, es) satisfying the conditions:
• esds > ed if d = 1,
• es−1ds < ed if d = 1 and (es − 1)d = eds if d = 1,
• e+esd+ds d′ <  edd′ ∀1 d′ < d,• gcd(d + ds, e + es) = 1.
We refer to these conditions as gluing condition.
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ed + esd > ed + eds
⇔ e + es
d + ds >
e
d
.
Moreover, if d = 1 from the second condition we obtain
des < d + dse + ds
⇔ d(es − 1) < ds(e + 1)
⇔ e + es
d + ds <
e + 1
d
.
Finally, for k > 1 we have
es + ke
ds + kd <
e + es
d + ds .
Lemma 2.13. Let (d, e) ∈ N2 such that d  e and d, e are coprime. There exists a coprime dimension vector
(ds, es) satisfying the gluing condition. It is uniquely determined if we also assume ds  d and es  e.
Proof. We ﬁrst consider the special case d = 1. It is easy to see that (0,1) satisﬁes these properties
for (d, e) = (1,n) with n ∈ N+ .
If d 2, we already have e  3. Choose ds ∈ N minimal such that
d | 1+ eds.
This is possible because gcd(d, e) = 1 and, therefore, there exist λ′,μ′ such that
λ′d = 1− μ′e.
If μ′ > 0, we have
λ′2d2 = 1− 2μ′e + μ′2e2 = 1+ e(μ′2e − 2μ′).
Since μ′2e > 2μ′ for e > 2, we obtain the existence and in particular that ds ∈ N.
Deﬁne
es = 1+ e(d + ds) − de
d
= 1+ dse
d
.
Because of the choice of ds , we have es ∈ N.
Moreover, we get
−e(d + ds) + d(e + es) = −ed − eds + de + dse + 1 = 1.
It follows that gcd(d + ds, e + es) = 1.
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es
ds
= 1+ dse
dds
>
e
d
and also
es − 1
ds
= dse − d + 1
dds
<
e
d
.
Thus it remains to prove the third property. By an easy calculation we get
e + es
d + ds =
e
d
(
ed + eds + 1
ed + eds
)
= e
d
(
1+ 1
ed + eds
)
.
Moreover, since
⌈
e
d
d′
⌉
− e
d
d′  1
d
and
d′
d(d + ds) <
1
d + ds
for each d′ < d, the existence of such a vector follows. Note that for d  2 the ﬁrst and second
conditions imply that ds < d and es < e.
The uniqueness is obtained as follows: let ds and es be as constructed and assume that d′s and e′s
also satisfy the gluing condition. Observe that we have edds = es − 1d and  edds = es . By the ﬁrst and
third conditions we get
es − 1
d
<
e + e′s
d + d′s ds < es.
But this is equivalent to
d′ses − 1−
d′s
d
< dse
′
s − 1 < d′ses.
Since d
′
s
d < 1 we obtain d
′
ses = dse′s . Thus (d′s, e′s) is just a multiple of (ds, es). 
In what follows, we call such a vector (ds, es) satisfying these properties starting vector for (d, e).
In the remainder of the section we assume that (d, e) is coprime and (ds, es) is the corresponding
starting vector as constructed in Lemma 2.13.
Remark 2.14. If we want to decompose a coprime dimension vector (d, e) into
(d, e) = (ds, es) + k
(
d′, e′
)
such that (d′, e′) and (ds, es) satisfy the gluing condition, we can proceed as follows:
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e | 1+ de′
and
d′ = 1+ e
′d
e
.
Now we compute ds and es as before. It can be seen easily that these numbers satisfy the gluing
condition. Indeed, one checks that
e − es
e′
= d − ds
d′
.
By deﬁnition of d′, e′,ds, es it follows that e′ | e− es and d′ | d−ds and, trivially, e− es,d−ds ∈ N hold.
Now deﬁne k = d−dsd′ .
Fixing (d, e) and (ds, es) as before we want to glue quivers of dimension type (ld, le) on a stable
quiver of type (ds + kd, es + ke) in order to obtain new stable quivers of dimension type (ds, es) +
(k + l)(d, e). For l = 1 the gluing condition assures that the new quiver is of this type. For l > 1 we
need an extra condition.
Initially, we need another property of the natural numbers satisfying the gluing condition. By use
of
esd − eds = 1
for 0 k′  k we get
(ke + es)
(
k′d + ds
)+ k − k′ = (kd + ds)(k′e + es).
For d1 = k′d + d′ ∈ N with 0 d′ < d and 0 < d1  kd + ds deﬁne a map
f (d1) =min
{
n ∈ N
∣∣∣ (ke + es)d1 + n
kd + ds ∈ N
}
.
Note that f is injective because gcd(ds + kd, es + ke) = 1. Then we get the following lemma:
Lemma 2.15. Let ds, es, d, e fulﬁl the gluing condition. Then we have
(ke + es)
(
k′d + ds
)+ k − k′ = 0 mod (kd + ds)
for all k′  k.
Let d1 = k′d + d′ with 0 d′ < d. In particular, we have f (d1) = k − k′ if d′ = ds and thus f (d1) k + 1
if d′ = ds.
Now we show how to get a stable quiver of dimension type (ds + (k + l)d, es + (k + l)e) by gluing
a stable quiver of type (ds + kd, es + ke) and certain quivers of type (ld, le + 1). We again point out
Remark 2.8. Thus we do not consider speciﬁc representations, but those satisfying the properties
mentioned in the remark.
Fix natural numbers d, e and m and let Smld,le+1 be the set of triples consisting of a connected
m-bipartite quiver T of dimension type (ld, le + 1), a representation Tr of T and a sink j satisfying
the following properties:
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• For every d′-dimensional subspace U of Tr with d′  ld we have
dU >
(k + l)e + es
(k + l)d + ds d
′.
• After decreasing the dimension of the sink j by one, the quiver is connected and the correspond-
ing factor representation of Tr is semistable.
Note that when ﬁxing a bipartite quiver we always ﬁx a dimension vector as well. In particular, when
gluing two bipartite quivers (this is always by identifying two vertices) we have to assign a dimension
to the gluing vertex.
Let T md,e be the set of all stable m-bipartite quivers of dimension type (d, e).
Theorem 2.16. Let d and e be coprime, d,ds, e, es fulﬁl the gluing condition and let k ∈ N. Let T 0 ∈
T mds+kd,es+ke and (T 1, T 1r , j1) ∈ Smld,le+1 . Moreover, let j0 be a sink of T 00 with dim j0  1 such that R j0 +
R j1 m. Then Q j0, j1 (T 0, T 1) with gluing vertex j2 where dim( j2) := dim( j0) + dim( j1) − 1 is an element
of T mds+(k+l)d,es+(k+l)e .
Proof. We consider a representation of the glued quiver obtained by the representation Tr of the
quiver T1 and some stable representation of the quiver T0. At the gluing vertex they behave as de-
scribed in Remark 2.8. Note that we have dim j2  dim j1,dim j0  1.
For some subspace U of one of the two subquivers we denote by dU the dimension of its image
corresponding to its original quiver and by d′U the dimension of its image corresponding to the glued
quiver.
First let U be a d′-dimensional subspace of T 1r such that d′ < ld. Then by deﬁnition we have
(k + l)e + es
(k + l)d + ds d
′ < dU = d′U .
If d′ = ld, the same inequality follows from dU = le + 1. Here dU = le + 1 follows from the property
of T 1r and the gluing condition.
Since we also have
es + ke
ds + kd >
es + (k + l)e
ds + (k + l)d ,
see the properties of the dimension vectors, the same follows for subspaces of the subquiver T 0.
It remains to prove that subspaces composed of subspaces of both subquivers fulﬁl the stability
condition. Thus let U ′ and U ′′ be two subspaces of dimension 1 d′  ld and 1 d′′  kd + ds such
that we have proper inequality at least once.
Now it suﬃces to prove that
d′U ′⊕U ′′  dU ′ + dU ′′ − 1
le
ld
d′ + dU ′′ > (k + l)e + es
(k + l)d + ds
(
d′ + d′′)
where the ﬁrst inequality follows from the second property of (T1, T 1r , j1). This is equivalent to
dU ′′ >
(k + l)e + es
(k + l)d + ds d
′′ + d
′
d((k + l)d + ds)
using esd − dse = 1.
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dU ′′ 
(ke + es)d′′ + f (d′′)
kd + ds .
First let d′′ < kd + ds. Assuming without loss of generality that d′ = ld, it remains to prove that
ld′′ + ((k + l)d + ds) f (d′′)> l(kd + ds).
But this is easily veriﬁed.
Finally, let d′′ = kd + ds and d′ = l′d + d1 < ld with 0 d1 < d. We have
(k + l)e + es
(k + l)d + ds (kd + ds) = ke + es −
l
(k + l)d + ds
again using esd − eds = 1. Now, the remainder of the proof follows from
dU ′′  ke + es > ke + es − l
(k + l)d + ds +
d′
d((k + l)d + ds)
which is clear because d′ < ld. 
If T 0 and T 1 satisfy the condition of the theorem we call T 0 starting quiver for T 1.
Next, we apply the result to speciﬁc quivers. Therefore, let T ∈ T md,e . Starting with this quiver, we
construct new quivers Tˆ of dimension type (d, e + 1) in one of the following ways:
• Choose an i ∈ I such that Ri <m and deﬁne the new quiver by the vertex set Tˆ0 = T0 ∪ { j} and
the arrow set Tˆ1 = T1 ∪ {α : i → j}. Finally, let dim( j) = 1.
• Choose a vertex j ∈ J with 1 < R j <m and increase the dimension of the vertex by one.
• Choose a vertex j ∈ J such that
dim( j) <
∑
i∈A j
dim(i)
and increase the dimension of the vertex j by one.
Denote the set of the resulting quivers by Tˆ md,e and refer to j as modiﬁed vertex.
Corollary 2.17. Let d,ds, e, es be as before and let k ∈ N. Moreover, let T 0 ∈ T mds+kd,es+ke and T 1 ∈ Tˆ md,e with
modiﬁed vertex j1 . Further let j0 be a sink of T 00 such that R j0 + R j1 m. Then Q j0, j1 (T 0, T 1) with gluing
vertex j, where dim( j) := dim( j0) + dim( j1) − 1, is an element of T mds+(k+1)d,es+(k+1)e .
Proof. Obviously, T1 satisﬁes the ﬁrst and second properties needed in Theorem 2.16.
The third one is obtained as follows: let U be a d′-dimensional subspace of T 1. Since T 1 results
from a stable quiver we have dU > edd
′ . Moreover, by Remark 2.12 together with the third gluing
condition it follows that
(k + 1)e + es
(k + 1)d + ds d
′ <
⌈
e
d
d′
⌉
 dU .
If d′ = d, the same inequality follows from the ﬁrst property together with
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dim(i)
and
dU = e + 1 > (k + 1)e + es
(k + 1)d + ds d. 
Fixing a coprime dimension vector (d, e) we now deal with the question how to construct a certain
set of stable quivers. Therefore, we assign a set of stable quivers to tuple of natural numbers which
is uniquely determined by the dimension vector, see also Example 2.19. These numbers correspond
to the number of possible gluing vertices and possible colourings of the constructed quivers. They
may be used to get a lower bound for the number of stable quivers and, therefore, for the Euler
characteristic of Kronecker moduli spaces, see [9]. But, since we are only interested in the existence
of tree modules, we will just apply this method to the special case of simple quivers which are
deﬁned in the next subsection.
Fix a dimension vector (d, e) and the corresponding starting vector (ds, es). Denote by T (d,e)n1 the
set of stable quivers of dimension type (ds, es) + n1(d, e) with n1  1. As before let Tˆ (d,e)n1 be the
set which results by modifying a vertex j1. Now we continue recursively: let S ∈ T (d,e)nk−1,...,n1 and T ∈
Tˆ (d,e)nk,...,n1 . Now let T (d,e)1,nk,...,n1 be the set consisting of all quivers Q j0, j1 (S, T ) such that R j0 + R j1 m.
Moreover, let the dimension of the gluing vertex j be given by dim( j) = dim( j0) + dim( j1) − 1. In
general let T (d,e)nk+1,...,n1 be the set of glued quivers resulting from gluing a quiver S ∈ T (d,e)nk+1−1,nk,...,n1 and
a quiver T ∈ Tˆ (d,e)nk,...,n1 as described.
Corollary 2.18. The sets T (d,e)nk,...,n1 only contain stable quivers.
Proof. It suﬃces to prove that these quivers satisfy the condition of Corollary 2.17.
We assume that T (d,e)nk,...,n1 only contains stable quivers. We have to prove that T (d,e)nk+1,...,n1 just consists
of stable quivers for all nk+1  1. Therefore we show that the quivers in T (d,e)nk−1,...,n1 are starting quivers
for quivers in Tˆ (d,e)nk,...,n1 .
Let (dk, ek) be the dimension vector corresponding to Tˆ (d,e)nk,...,n1 and (dks , eks) the one belonging
to T (d,e)nk−1,...,n1 . It suﬃces to prove that
(
dk+1s , ek+1s
)= (dks , eks)+ (nk − 1)(dk, ek)
is the starting vector for
(
dk+1, ek+1
)= (dks , eks)+ nk(dk, ek).
Indeed, the quivers in Tˆ (d,e)nk,...,n1 are obtained by the modiﬁcation described in Corollary 2.17. But this
is equivalent to
ek+1s =
1+ dk+1s ek+1
dk+1
with the additional condition dk+1s  dk+1, see Lemma 2.13. The second property follows immediately,
the ﬁrst one is equivalent to
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1+ dksek
dk
,
what follows by a direct calculation. Therefore, the claim follows by the induction hypothesis. 
Example 2.19. Let (ds, es) = (0,1) and (d, e) = (1,n − 1). Then we obtain the corresponding tuple of
natural numbers (nk, . . . ,n1) to a ﬁxed dimension vector by proceeding as mentioned in Remark 2.14.
More detailed we have (dk, ek) = (ds, es) + nk(dk−1, ek−1) and in this way we recursively obtain the
whole tuple.
Consider for instance (d, e) = (5,8). The tuple of numbers is given by (n2,n1) = (1,2) with n = 2.
Thus we get
(d, e) = (1,2) + 2(2,3) = (0,1) + (1,1) + (0,1) + 2(1,1).
Initially, consider the stable quivers of the dimension types (1,2) and (2,3), i.e.
1
1
1
and
1 1
1 2 1
1 1
1
1
By use of Corollary 2.17 we obtain for instance the following stable quivers of type (5,8) by gluing:
1 1 1
1 2 1
2 1 3 1
1 2 1
2 1 1 1
1
1 1
Stable representations of the ﬁrst quiver are trees. But for representations of the latter one this is not
true in general.
2.4. Simple quivers
In this subsection we investigate the class of so-called simple quivers introduced in [9]. They are
bipartite quivers with only two proper boundary quivers. The previous subsections show that rep-
resentations of these quivers are torus ﬁxed points of the Kronecker quiver after some appropriate
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quivers resulting from the localisation method and the gluing method presented in the last subsection,
see Example 2.19. Nevertheless, they give rise to an exponential growing class of stable representa-
tions which are also trees. But since the existence of the simple quivers is suﬃcient to prove the
existence of tree modules for all roots, and the existence of more than one isomorphism class of
them in the case of imaginary roots, we restrict to studying these quivers.
We assume that all vertices (before and after gluing) have dimension one, where in general the
dimension of a vertex q of a quiver Q with a ﬁxed dimension vector d ∈ NQ 0 is deﬁned by the natural
number dq .
Let (Q lk )k∈N be deﬁned by
Q lk0 = {ik} ∪ Jk and Q lk1 =
{
(ik, j)
∣∣ j ∈ Jk}
with | Jk| = lk . Consider the glued quiver
Q l1,l2 := Q j1, j2
(
Q l1 , Q l2
)
where j1 ∈ J1 and j2 ∈ J2. Also deﬁne the set of possible gluing vertices of the new quiver by K2 :=
J2\ j2, where the gluing vertex is denoted by j2.
We continue recursively as follows: let Q l1,l2,...,ln and Q ln+1 be two bipartite quivers. Then we
deﬁne
Q l1,...,ln+1 := Q jn, jn+1
(
Q l1,...,ln , Q ln+1
)
with jn ∈ Kn and jn+1 ∈ Q ln+10 . Again deﬁne the set Kn+1 := Jn+1\ jn+1.
Fix some m ∈ N such that m  3. Let n, t ∈ N such that 2  n  m − 1. To each (t + 1)-tuple
(s1, . . . , st+1)m,n ∈ Nt+1 we can assign the quiver
Q n
s1 ,n+1,ns2 ,n+1,...,n+1,nst+1 ,
in which
nsi := n, . . . ,n︸ ︷︷ ︸
si-times
.
Considering the case m = 3 and n = 2, we obtain quivers of the following form:
i1,1 . . . i1,s1 i1 i2,1 . . . it it+1,1 . . . it+1,st+1
1 1 1 1 1 1 1 1 1 1 1 1 1
where dim(ik) = dim(i j,k) = 1. Similarly, deﬁne the quiver
Qˆ s = Q n+1,ns1 ,n+1,ns2 ,...,n+1,nst+1
and
sˆ := (s1 − 1, s2, . . . , st+1)m,n.
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the left margin”. In the following we write sˆ instead of Qˆ sˆ and s instead of Q s if no confusion arises.
Deﬁnition 2.20. Let m,n and a tuple (s1, s2, . . . , st+1)m,n be given. The corresponding quiver is called
simple.
We decompose the vertex set of Q into I ∪ J such that the vertices in I are the sources and the
vertices in J are the sinks.
Let Q 1 ⊂ I × J be the set of arrows and let X be a representation of some stable simple quiver.
Let c : Q 1 → {1, . . . ,m} be a stable m-colouring of the set of arrows.
Then we obtain a representation of the m-Kronecker quiver in the obvious way. We set
V =
⊕
i∈I
Cvi and W =
⊕
j∈ J
Cw j
and Xαk vi = Xαvi = w j if and only if there exists an arrow α : i → j with c(α) = k, where k ∈{1, . . . ,m}. The dimension vector of the corresponding Kronecker representation is given by
d =
t+1∑
i=1
si + t
and
e =
(
t+1∑
i=1
(n − 1)si + 1
)
+ (n − 1)t.
From Section 2.2 and in particular by Theorem 2.6 we get the following:
Lemma 2.21. Let s be a stable simple quiver with dimension vector (d, e) and some stable colouring c. Then
every stable representation X of the simple quiver is a torus ﬁxed point of the moduli space of stable repre-
sentations via the construction described above. In particular X is a stable representation of the Kronecker
quiver.
We test the simple quivers for stability, i.e. which of these quivers allow stable representations.
Therefore, we can assume that Xα = 1 for every arrow α ∈ Q 1.
Let U be a subspace of X with dimU =∑li=k si + (l − k). It is easy to check that the dimension of
the image satisﬁes the inequality
dU 
(
l∑
i=k
(n − 1)si + 1
)
+ (n − 1)(l − k).
It is easy to see that it is enough to test stability for those subspaces U such that
dU =
(
l∑
i=k
(n − 1)si + 1
)
+ (n − 1)(l − k).
In this situation we have the following lemma:
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d(l − k + 1) > (t + 1)
(
l∑
i=k
si + (l − k)
)
for all 1 k l t + 1 with l − k < t.
Proof. We have e = (n − 1)d + t + 1. Therefore, from the stability condition we obtain
(
l∑
i=k
(n − 1)si + 1
)
+ (n − 1)(l − k) > (n − 1)d + t + 1
d
(
l∑
i=k
si + (l − k)
)
.
Thus we get
d
(
l∑
i=k
(n − 1)si
)
+ d(n − 1)(l − k) + d(l − k + 1)
> (n − 1)d
(
l∑
i=k
si + (l − k)
)
+ (t + 1)
(
l∑
i=k
si + (l − k)
)
and therefore the assertion follows. 
Deﬁne
sk,l :=
(
l∑
i=k
si + l − k
)
(t + 1).
Obviously, the stability condition is independent of m and n. Thus deﬁne
(s1, . . . , st+1) :=
{
(s1, . . . , st+1)m,n
∣∣ nm}.
Deﬁne l(d,e) :=  ed l. It is easy to see that for each l-dimensional subspaces corresponding to a bound-
ary quiver of a simple quiver we have dU = l(d,e) . Indeed, otherwise we would get a contradiction
to
⌈
e
d
l
⌉
+
⌈
e
d
(d − l)
⌉
− 1= e.
Thus the dimension of the image of a subspace corresponding to a boundary quiver of a stable simple
quiver is as minimal as possible.
Lemma 2.23. Let X be a stable representation of a stable simple quiver. Moreover, let I ′ ⊂ I be the sources
of a connected subquiver. For all subspaces U =⊕i∈I ′ Xi of dimension l we either have dU = l(d,e) or dU =
l(d,e) + 1.
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the same dimension such that dU1 = dU2 + t where t  2. We may without loss of generality assume
that dU2 = l(d,e) . Let I3 := I\I1 and consider the subspace
U3 =
⊕
i∈I3
Xi .
Then we obtain dU3  e − l(d,e) because U1 cannot be a subspace corresponding to a boundary quiver
and thus AI1 ∩ AI3 = 2 and dU1 + dU3 = e respectively.
Because of the stability condition we also get that
(d − l)(d,e)  e − l(d,e).
It is checked by an easy calculation that this is only possible if ed l ∈ N. But this is impossible because
of gcd(d, e) = 1 and l < d. 
We get the following corollaries:
Corollary 2.24. For a stable simple quiver (s1, . . . , st+1) there exists a k ∈ N such that for all 1 i  t + 1 we
either have si = k or si = k + 1.
Proof. Without loss of generality let m = 3 and n = 2. If si = k for some i, there exists a subspace U
of dimension k + 2 such that dU = k + 5. If there existed some j, such that s j = k + 2, there would
also exist a subspace U ′ of dimension k + 2 such that dU ′ = k + 3. But such a subspace cannot exist
because of the preceding lemma. 
Corollary 2.25. Let (s1, . . . , st+1) be stable and let k ∈ Z such that k−mint+1i=1 si . Then (s1+k, . . . , st+1+k)
is also stable. In particular, we may assume that si = 0 or si = 1.
Proof. When adding k to each si on both sides, the proof follows from Lemma 2.22. 
Corollary 2.26. Let (s1, . . . , st) be stable and
k∑
i=1
si = a
for some a ∈ N such that k < t. Then we have
l+k−1∑
i=l
si  a
for l + k − 1 t.
Proof. We may without loss of generality assume that n = 2. Moreover, assume
k∑
si = a and
l+k−1∑
si = a′.i=1 i=l
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(a′ +k−1)-dimensional subspace with a (2k+a′ −1)-dimensional image. It follows that a a′ because
it corresponds to a boundary quiver. Indeed, otherwise we could extend the a-dimensional subspace
to an a′-dimensional subspace U , which corresponds to a boundary quiver, such that dU > 2k+a′ . 
Corollary 2.27. Let (s1, . . . , st) be stable. Then we have si = st−i+1 for all i  t2 .
Proof. It is easy to see that the stability of (s1, . . . , st) is equivalent to the stability of (st , . . . , s1).
Assume that
k∑
i=1
si = a1 and
t∑
i=t−k+1
si = a2.
Since (st , . . . , s1) is stable as well, by Corollary 2.26, on the one hand we have a1  a2 and on the
other hand we have a2  a1. 
Now we can simplify the stability condition for simple quivers:
Lemma 2.28. Let s = (s1, . . . , st+1) be the symmetric stable simple quiver corresponding to a coprime dimen-
sion vector (d, e). Then the following are equivalent:
1. The quiver s = (s1, . . . , st+1) is stable.
2. We have
dl > s1,l
for all 1 l < t + 1.
3. We have
dl > s1,l > dl − (t + 1)
for all 1 l t+12 .
Proof. Assume that the third condition holds. Because of the symmetry of s we have
st−k+2,t+1 = s1,k
for all 1 k t . Moreover, we have
s1,t+1 = d(t + 1).
Since s1,l + sl+1,t+1 = s1,t+1 − (t + 1) using the symmetry of s we get
d(t + 1− l) > s1,t−l+1 > d(t − l + 1) − (t + 1)
for all 1 l t .
Now assume 2 k l t . It follows
sk,l = s1,t+1 − s1,k−1 − sl+1,t+1 − 2(t + 1)
= s1,t+1 − s1,k−1 − s1,t−l+1 − 2(t + 1)
< d(t + 1) − d(k − 1) − d(t − l)
= d(l − k + 1).
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dl > s1,l
for all 1 l < t + 1. Using the symmetry we have for k t+12 that
s1,k = s1,t+1 − s1,t−k+1 − (t + 1)
> d(t + 1) − d(t − k + 1) − (t + 1)
= dk − (t + 1).
Now the second statement follows from Lemma 2.22 which completes the proof. 
The next theorem shows the existence and uniqueness of simple quivers for coprime dimension
types.
Theorem 2.29. Let gcd(d, e) = 1. Then there exists exactly one stable quiver s ∈ Nt+1 of dimension type (d, e).
Proof. Initially, we show the existence of such a quiver. Because of Corollary 2.25 we can without loss
of generality assume that t + 1 < d < 2(t + 1). Indeed, if d = t , we only get s = 0. For the quiver s we
thus have
dl − (t + 1) < s1,l < dl
for all l t+12 .
Since gcd(d, e) = 1 and e = d + t + 1, it follows that t + 1 and d are coprime. Therefore, such a
quiver s exists. Indeed, recall that (t + 1) divides s1,l = (∑li=1 si + l − 1)(t + 1) so that there does not
exist an l ∈ N with l < t + 1 such that dl = s1,l . Thus we can inductively ﬁnd s1, . . . , st+1 satisfying the
two inequalities.
Now the uniqueness follows immediately. If s′ were another stable simple quiver of dimension
type (d, e), there would exist a minimal k such that sk = s′k . In particular, we would have sk = s′k + n
for some n = 0. But then it would follow that either s′1,k > dk or s′1,k < dk − (t + 1). 
Given s ∈ Nt+1 recall that sˆ was deﬁned by
sˆ := (s1 − 1, s2, . . . , st+1)
and denote
sk := s, . . . , s︸ ︷︷ ︸
k-times
.
Moreover, recall that the deﬁnition of the quiver sˆ = Qˆ sˆ is slightly different from the deﬁnition of
s = Q s .
Now by the preceding theorem together with Corollary 2.18 we obtain the following:
Corollary 2.30. Let (d, e) be coprime such that ds, es,d, e satisfy the gluing condition. Moreover, let s(ds,es) be
the stable simple quiver of dimension type (ds, es) and s(d,e) the one of dimension type (d, e). The stable simple
quiver of dimension type (ds + kd, es + ke) is given by s(ds+kd,es+ke) = (s(ds,es), sˆk(d,e)).
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lary 2.24.
Now we show how to construct the stable simple quivers recursively. Let (n1, . . . ,nk) ∈ Nk be a
k-tuple of natural numbers. Deﬁne the following simple quivers:
• sn1 = 1n1+1,• sn1,n2 = (sn1−1, sˆn2n1 ),
• sn1,...,nk+1 = (sn1,...,nk−1, sˆnk+1n1,...,nk ).
Denote in the following snk := sn1,...,nk if no confusion arises. Note that for k  2 we obviously have
sn1,...,nk,0 = sn1,...,nk−1.
By Corollary 2.18 we obtain the following result:
Corollary 2.31. The quivers snk are stable.
Denote
lk := l, . . . , l︸ ︷︷ ︸
k-times
and consider the maps ηln : {l − 1, l} → Nn ∪ Nn+1 and Θ ln : {l − 1, l} → Nn+1 ∪ Nn+2 deﬁned by
ηln : (l − 1) 
→ (l − 1), ln−1
l 
→ (l − 1), ln
and
Θ ln : (l − 1) 
→ (l − 1)n+1, l
l 
→ (l − 1)n, l.
Obviously we have Θ ln(l) = (ηl1)n(l). These maps are to be applied componentwise to vectors consist-
ing of natural numbers l − 1 and l respectively. Denote ηn = η1n and Θn = Θ1n respectively.
We get the following lemma:
Lemma 2.32. For all k ∈ N+ we have
sˆnk = ηn1 ◦ ηn2 ◦ · · · ◦ ηnk (1).
Proof. Let k = 1. For an arbitrary n1 we have sn1 = 1n1+1, thus sˆn1 = 01n1 = ηn1 (1).
Consider
sˆnk+1 =
(
sˆnk−1, (sˆnk )
nk+1).
Because of the induction hypothesis we obtain
sˆnk = ηn1 ◦ ηn2 ◦ · · · ◦ ηnk (1)
and, moreover, we have
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Therefore, it suﬃces to prove
sˆnk−1 = ηn1 ◦ ηn2 ◦ · · · ◦ ηnk (0).
For k = 1 we have sˆn1−1 = 01n1−1 = ηn1 (0). As before we get
ηnk+1−1(0) = 01nk+1−1.
Then it follows
sˆnk+1−1 =
(
sˆnk−1, (sˆnk )
nk+1−1)
= (ηn1 ◦ ηn2 ◦ · · · ◦ ηnk (0), (ηn1 ◦ ηn2 ◦ · · · ◦ ηnk (1))nk+1−1)
= (ηn1 ◦ ηn2 ◦ · · · ◦ ηnk(01nk+1−1))
= ηn1 ◦ ηn2 ◦ · · · ◦ ηnk+1(0). 
Deﬁnition 2.33. Let sd,e be the stable simple quiver of dimension type (d, e) and let
sˆd,e = ηk ◦ · · · ◦ η1(l)
with l ∈ N. The maps η1, . . . , ηk are called quiver functions (of type l) for d, e.
Now it suﬃces to determine the quiver functions (including its type) for a ﬁxed dimension vector
in order to get the unique stable simple quiver for a given coprime dimension vector.
We recursively obtain the quiver functions as follows: ﬁx d, e,m and n with (n− 1)d < e < nd and
2 nm − 1. In this situation we have
(d, e) = k1,1(1,n − 1) + k1,2(1,n).
After solving this system of linear equations, we have
k1,1 = nd − e and k1,2 = e − (n − 1)d.
If k1,1 = 0, we are done, since in this case k1,2 = 1 and consequently sˆd,e = 0. Analogously, k1,2 = 0
implies that sˆd,e = 1.
Therefore, assume k1,2 = 0. Then the type of the quiver functions is given by l1 :=  k1,1k1,2 . If k1,2 = 1,
it follows that the type of the quiver functions is k1,1 and we obtain sˆd,e = k1,1. If k1,1 = 1, we have
sˆd,e = 0k1,2−11.
Thus assume k1,2 = 1. We recursively proceed as follows:
If k1,2|k1,1, then gcd(d, e) = 1 implies that k1,2 = 1. Indeed, otherwise k1,2 would divide both d
and e. By considering the type of the quiver function, we get linear equations
(d, e) = k2,1
(
(l1 − 1)(1,n − 1) + (1,n)
)+ k2,2(l1(1,n − 1) + (1,n)).
From this it follows that
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and
k2,2 = d(l1n − l1 + 1) − l1e.
Deﬁne l2 :=  k2,2k2,1 . If k2,2 = 1, we obtain sˆd,e = Θk2,1 (l). If k2,2 = 1, the ﬁrst quiver function is of the
form
ηl2 : l 
→ (l − 1)ll2 .
If k2,1 = 1, we have sˆd,e = ηl2 (l).
If k2,1,k2,2 = 1, we proceed recursively by solving the systems of linear equations given by
k j,1 + k j,2 = k j−1,1
and
(l j−1 − 1)k j,1 + l j−1k j,2 = k j−1,2
as long as k j,1 = 1 or k j,2 = 1 where l j−1 :=  k j−1,2k j−1,1  and j  3. From this we obtain sˆd,e as follows: if
k j,2 = 1, we have
sˆd,e = ηl2 ◦ · · · ◦ ηl j−1 ◦ Θk j,1(l)
and if k j,1 = 1, we have
sˆd,e = ηl2 ◦ ηl3 ◦ · · · ◦ ηl j (l).
Now we obtain from Corollary 2.31 that the resulting quivers sd,e are stable. Moreover, they are of
the requested dimension type because the tuple (k j,1,k j,2) exactly indicates the number of (l − 1)′s
and l′s of the vector ηl j ◦ · · · ◦ ηlk (l).
Remark 2.34. Consider Corollary 2.18 with (ds, es) = (0,1) and (d, e) = (1,n − 1) for some n  2.
Moreover, let m 3 and ﬁx a dimension vector (d′, e′) such that (m − 1)d′  e′  d′ and assume that
(n − 1)d′  e′  nd′ for some n ∈ N. By means of Corollary 2.30 it is checked that
(nk, . . . ,n1) = (lk, . . . , l2, l + 1).
Therefore, the tuple corresponding to a dimension vector is already determined by a system of linear
equations.
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Finally, for every root (d, e) = (d,kd) with k ∈ N satisfying d < e  (m − 1)d + 1 we construct a
stable quiver which also is a tree module.
Fix n ∈ N such that n < m and a tuple r ∈ Nt+1. For t  2 consider the simple quiver corre-
sponding to (r1,0t−2, rt+1)n,m , otherwise just consider the initial simple quiver. This quiver has a
subquiver Q (n+1)t−1 , which has exactly (t − 1) sources q1, . . . ,qt−1. Furthermore, for each source qi
choose a sink pi ∈ Aqi satisfying |Api | = 1. Now we can inductively construct the following quiver:
Q r1,r2,...,rk,rt+1 = Q pk,q
(
Q r1,r2,...,rk−1,rt+1 , Q n
rk )
where 2  k  t and q ∈ Q nrk0 is a sink of one of the at most two proper boundary quivers. In this
way we can assign a quiver to each tuple (r1, . . . , rt+1) ∈ Nt+1. Note the difference between these
quivers and the simple quiver as deﬁned in the last subsection. This quiver has the following stability
condition:
Lemma 2.35. Let r =∑t+1i=1 ri . The quiver (r1, r2, . . . , rt+1)n,m is stable if and only if
rl + t > t
l∑
i=1
ri + l > r(l − 1) + 1
for all l = 1, . . . , t.
Proof. We have (d, e) = (t − 1 + r,n(t − 1) + (n − 1)r + 1). Fix 1 = k  l = t + 1. Analogously to the
proof of Lemma 2.22, by an easy calculation we obtain the following stability condition
r(l − k + 2) + t > t
l∑
i=k
ri + (l − k + 2).
If k = 1 and l < t + 1, we get the condition
rl + t > t
l∑
i=1
ri + l
and analogously for k = 1 and l = t + 1 the condition
r(t + 2− k) + t > t
t+1∑
i=k
ri + (t + 2− k).
From
t
l∑
i=1
ri + l = tr − t
t+1∑
i=l+1
ri + l
the assertion follows similar to the proof of Lemma 2.28. 
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quiver in this way.
Since for each l the number of natural numbers satisfying the inequalities of Lemma 2.35 is rl +
t − r(l − 1) − 2 = r + t − 2  t for r > 1, we can recursively determine r1, . . . , rt+1 such that these
inequalities are satisﬁed. Note that t and r are uniquely determined by d and e, but also that these
quivers are not unique in general. Thus we obtain the following result in the same way as in the proof
of Theorem 2.29.
Theorem 2.37. For each dimension vector (d, e) = (d,kd) with d < e  (m − 1)d + 1 there exists a tuple
(r1, r2, . . . , rt+1) ∈ Nt+1 such that the corresponding quiver is stable.
3. Tree modules of the Kronecker quiver
In this section indecomposable tree modules are constructed by means of the construction of
stable torus ﬁxed points in the last section. Stability of the corresponding representation of Qˆ implies
indecomposability of the representation, and the decomposition into weight spaces gives rise to a
suitable basis. Moreover, an explicit method for constructing tree modules for all roots, by use of the
reﬂection functor, is described.
3.1. Coeﬃcient quivers and tree modules
In this subsection we introduce coeﬃcient quivers and tree modules, following the presentation
given in [7].
Let Q be a quiver with dimension vector d = (dq)q∈Q 0 and let X be a representation of Q . A basis
of X is a subset B of ⊕q∈Q 0 Xq such that
Bq := B ∩ Xq
is a basis of Xq for all vertices q ∈ Q 0. For every arrow α : i → j we may write Xα as a (d j ×di)-matrix
Xα,B with coeﬃcients in C such that the rows and columns are indexed by B j and Bi respectively. If
Xα(b) =
∑
b′∈B j
λb′,bb
′
with λb′,b ∈ C, we obviously have (Xα,B)b′,b = λb′,b .
Deﬁnition 3.1. The coeﬃcient quiver Γ (X, B) of a representation X with a ﬁxed basis B has vertex
set B and arrows between vertices are deﬁned by the condition: if (Xα,B)b,b′ = 0, there exists an
arrow (α,b,b′) : b 
→ b′ .
A representation X is called a tree module if there exists a basis B for X such that the correspond-
ing coeﬃcient quiver is a tree.
As already mentioned in the introduction, deﬁning the coeﬃcient quiver immediately raises the
question posed by Claus Michael Ringel [8]:
Does there exist an indecomposable tree module for every wild hereditary quiver and every root d?
He conjectured that there should be more than one isomorphism class for imaginary roots.
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In this subsection we will apply the reﬂection functor to tree modules of the Kronecker quiver. We
will see that reﬂected modules of tree modules are tree modules. Therefore, it suﬃces to prove the
existence of tree modules for roots (d, e) satisfying d  e < (m − 1)d. Indeed every indecomposable
module with an imaginary root as dimension vector has a corresponding module in this domain.
As usual denote by Eq the simple representation corresponding to the vertex q deﬁned by Xq = C
and Xq′ = 0 for all q′ = q.
For a quiver Q consider the matrix A = (ai, j)i, j∈Q 0 with ai,i = 2 and −ai, j = −a j,i for i = j, in
which ai, j = |{α ∈ Q 1 | α : i → j ∨ α : j → i}|.
Fixed some q ∈ Q 0 deﬁne rq : ZQ 0 → ZQ 0 as
rq
(
q′
)= q′ − aq,q′q.
We have the following theorem, see [1] and [3]:
Theorem 3.2. Let Q be a quiver and q ∈ Q 0 a ﬁxed vertex. Let q be a sink (resp. a source). Then there exists a
functor
R+q
(
resp. R−q
) :mod CQ →mod CQq
with the following properties (if q is a source, replace + by −):
1. R+q (U ⊕ U ′) = R+q (U ) ⊕ R+q (U ′).
2. Let U be an indecomposable representation of Q .
(a) If U ∼= Eq, then R+q (Eq) = 0.
(b) If U  Eq, then R+q (U ) is indecomposable with R+q R−q (U ) ∼= U and dim R+q (U ) = rq(dim(U )).
In particular, we have EndU ∼= End R+q (U ).
We consider the inﬁnite regular m-tree as a bipartite quiver and denote it by T (m). Therefore, we
ﬁx a vertex and deﬁne it to be a source. Its adjacent vertices are deﬁned to be sinks and we proceed
recursively in this manner. In particular, every vertex is either a source or sink and not both.
Let
X = ((X)q∈T (m)0 , (Xα : Xi → X j)α∈T (m)1)
be a representation. Then the dimension vector dim X is deﬁned as
dim X =
∑
q∈T (m)0
dim Xqq.
Let the slope function μ : NT (m)0 → Q be given by
μ(X) =
∑
i∈I dim(Xi)∑
q∈T (m)0 dim(Xq)
.
For a representation X of the regular m-tree deﬁne the integers
d :=
∑
i∈I
dim(Xi) and e :=
∑
j∈ J
dim(X j).
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in Section 2.2 if we choose a stable colouring of the arrows of T (m). Thus from Theorem 2.6 we get
the following lemma:
Lemma 3.3. Let X be a stable representation of T (m) with a stable colouring. Then X corresponds to a torus
ﬁxed point of the Kronecker moduli space Mmd,e , i.e. in particular some stable representation of K (m) with
dimension vector (d, e).
If we apply the reﬂection functor to some representation of the Kronecker quiver which is not
isomorphic to E1 and has dimension vector (d, e), we obtain a representation with dimension vector
(e,me − d). Thereby we must bear in mind the fact that the arrows have to be turned around.
Remark 3.4.
• Assume e > (m − 1)d. Considering the regular m-tree, every vertex is either sink or source of
exactly m arrows. In order to get a torus ﬁxed point out of some stable representation of the
regular m-tree these arrows have to be coloured such that the colours of the arrows are pairwise
disjoint. It may happen that several vertices have the same weight.
• If (d, e) are coprime and e < (m− 1)d we consider stable simple quivers, which may obviously be
coloured such that there does not exist any cycle. In particular, the resulting torus ﬁxed points
are tree modules.
• It suﬃces to test stability for indecomposable submodules. This is because if U = U1 ⊕ · · · ⊕ Un
is some submodule of some module M such that every Ui is indecomposable, then μ(U ) 
max(μ(U1), . . . ,μ(Un)). For more details see for instance [6].
• Due to [3] we get
m − √m2 − 4
2
 e
d
 m +
√
m2 − 4
2
for every imaginary root (d, e) of the Kronecker quiver. Due to the reﬂection functor every imag-
inary root (d, e) has some corresponding dimension vector (d′, e′) such that d′ < e′ < (m − 1)d′ .
Let X be a representation of T (m). Recall the following: when reﬂecting at a source i ∈ I we
get a representation R−i (X) with R
−
i (X)q = Xq for all q = i and R−i (X)i =
⊕
j∈Ai X j/im(h
′) where
h′ : Xi →⊕ j∈Ai X j is deﬁned by
h′(x) = (Xα(x))α:i→ j, j∈Ai .
Moreover, we have R−i (Xα) = Xα for all α : q → q′ with q = i and R−i (Xα) : X j →
⊕
j′∈Ai X j′ →
R−i (X)i for j ∈ Ai is the composition of the canonical inclusion and projection.
Deﬁne
I X =
{
i ∈ I ∣∣ dim(Xi) = 0∨ (Ai = ∅)}.
This is a ﬁnite subset of I whose cardinality |I X | we denote by nX . Index the set I X = {i1, . . . , inX }.
Deﬁne R−I X = R−i1 ◦ · · · ◦ R−inX . Then the following holds:
Lemma 3.5. Let X be a stable representation of the regular m-tree T (m) such that X  Ei for all i ∈ I . Then
the representation R−I (X) is also a stable representation of T (m).X
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Thus let V be a submodule of R−I X (X), which may be assumed to be indecomposable due to
the above remark. Thus, for such a submodule V = ((Vi)i∈I , (V j) j∈ J , (Vα)α∈T (m)1 : Vi → V j) we have
Vα = R−I X (Xα)|Vi and V j =
∑
i∈A j ,α:i→ j Vα(Vi) for all sinks j ∈ J . Such submodules are of the form
R−I X (U ) for some submodule U of X . Indeed, for every i ∈ I we have∑
α:i→ j
j∈Ai
R−I X (Xα |Ui )(U j) =
⊕
α:i→ j
j∈Ai
U j/im
(
h′|h′−1(⊕α:i→ j, j∈Ai U j)
)= R−I X (Ui).
Consider the following two cases:
First let V ∼= Ei for some i ∈ I . Then we have μ(V ) = 0 by the deﬁnition of stability for Q . Note
that the arrows were turned around. But we also have μ(R−I X (X)) = 0, otherwise we would have had
e = 0 (note again that the arrows were turned around) and therefore X would be isomorphic to a
direct sum of copies of Ei ’s with i ∈ I . But this is contradictory to the assumption.
Now let V  Ei for all i ∈ I . Therefore, without loss of generality V is of the form R−I X (U ) for some
submodule U of X . Since X is stable, we have μ(U ) < μ(X). Let (d′, e′) be the dimension vector of U .
Then the inequality implies d
′
e′ <
d
e . Out of this one deduces by direct calculation that
e′
me′−d′ <
e
me−d ,
but this means precisely that μ(V ) < μ(R−I X (X)). 
Remark 3.6.
• Since the simple representation S2 is stable the preceding theorem covers all real root repre-
sentations. Thereby, we have to keep in mind that reversing arrows does not affect the stability
condition.
• One easily checks that given a representation of the regular m-tree with dimension vector (d, e),
which corresponds to some representation of K (m), that after applying the functor R−I X one gets
in fact a representation of K (m) with dimension vector (e,me − d). Since all arrows are turned
around (except such arrows that have zero-dimensional sink AND source after applying the func-
tor), we have for the reﬂected dimension vector:
rI X (d, e) =
(∑
j∈ J
dim(X j) j,m
∑
j∈ J
dim(X j) j −
∑
i∈I
dim(Xi)i
)
= (e,me − d),
because every vertex has exactly m adjacent vertices.
If we just want to prove the existence of indecomposable tree modules it is enough to apply the
following result, see [7]:
Theorem 3.7. Let Q be a quiver and let X be a representation of Q such that Ext1
CQ (X, X) = 0. Then X is a
tree module.
In summary we get the following result:
Theorem 3.8. For every coprime root (d, e) of the Kronecker quiver there exists an indecomposable tree mod-
ule.
Proof. The case e < d is covered by reversing arrows in the corresponding case (e,d).
T. Weist / Journal of Algebra 323 (2010) 1107–1138 1135For d < e < (m − 1)d we get an indecomposable tree module by considering the stable simple
quiver associated to this dimension vector and by applying an appropriate colouring, see Remark 3.4.
It is easy to see that this representation is exceptional, i.e. its Ext-group vanishes. Indeed, we have
dimHom(X, X) − dimExt(X, X) = 〈dim X,dim X〉 = 1
and dimHom(X, X) = 1.
Considering the case e > (m− 1)d, we ﬁrst determine the equivalent case such that e′ < (m− 1)d′ .
Then we apply the reﬂection functor suitably many times to some previously constructed module of
the regular m-tree corresponding to a tree module of the Kronecker quiver. The reﬂected module also
has an Ext-group which vanishes. Thus by Theorem 3.7 it is also a tree module and we obtain the
explicit coeﬃcient quiver as described in Section 3.4. 
3.3. The general case
The case of arbitrary dimension vectors d < e < 2d for the 3-Kronecker quiver is also explicitly
described in [2]. There an algorithm is described which states how to get tree shaped coeﬃcient
quivers for these dimension vectors starting from the dimension vector (d,2d + 1).
Consider the map r : N2 → N2 deﬁned by r(d, e) := (e,me − d). We have the following result:
Theorem 3.9.
1. For every root (d, e) there exists an indecomposable tree module of the Kronecker quiver.
2. Let k, l,n ∈ N0 . For each root (d, e) = rl(n,kn) there exists a stable tree module.
Proof. Analogous to [2] we obtain from the stable simple quiver sd,e with gcd(d, e) = 1 all dimension
vectors such that d′  e′  (m − 1)d′ by removing arrows. To be precise: for (d′, e′) consider the
dimension vector (d′, e) with e being minimal such that gcd(d′, e) = 1 and e  e′ . Obviously we have
(m − 1)d′ + 1  e > d′ because gcd(d′, (m − 1)d′ + 1) = 1. The stable simple quiver sd′,e is bipartite,
thus we may decompose the vertex set in sources and sinks, denoted by I ∪ J . Furthermore, we have
e − d′ + 1 vertices j ∈ J with |A j| = 1. Denote this set by J ′ . Choose from J ′ exactly e − e′ vertices
and denote this set by J ′′ .
Deﬁne the quiver sd′,e′ as the quiver with vertex set I ∪ J\ J ′′ and an arrow α : i → j ∈ (sd′,e′)1 if
and only if α : i → j ∈ (sd′,e)1 and j ∈ J\ J ′′ . Since there exists at least one stable (and in particular
indecomposable) representation of sd′,e , there exists an indecomposable representation for sd′,e′ as
well. This is because the representation remains indecomposable after removing these kinds of arrows.
Note also that all vertices of this kind of stable quivers are supposed to be one-dimensional and that
we get in this way an exceptional factor representation of sd′,e .
Since reﬂected modules of exceptional ones are exceptional we get all roots. Indeed, ﬁxing some
root (d, e), we can determine the corresponding one such that d e  (m − 1)d + 1 via the reﬂection
(d, e) 
→ (md − e,d).
We obtain the second part as follows. By Theorem 2.37 for each dimension vector (d, e) = (n,kn)
with d < e  (m − 1)d + 1 there exists a stable tree module. The representations of this quiver have
a vanishing Ext-group which follows in the same way as in the proof of Theorem 3.8. By Lemma 3.5
their reﬂected modules are stable tree modules as well. Thus the assertion follows because again
every root has a corresponding one in the domain d < e  (m − 1)d + 1. 
3.4. Construction of tree modules
In order to get a concrete coeﬃcient quiver, we ﬁrst investigate how to apply the reﬂection functor
to a constructed coeﬃcient quiver.
Let X be a stable representation of T (m) and let i be a source of T (m). Consider a sink q with
basis Bq and for each α : qi → q consider a basis Bqi with 1 i m. If there exists some w ∈ Bq such
that (Xα:qk→q,B)v,w = 0 for all v ∈ Bqk , we have R−q (Xα:qk→q)(w) = w¯ with w¯ /∈ Xql for all 1 lm.k
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have R−i (X)i = W1 ⊕ W2 where im(h′) ⊂ W2 and W1 is generated by such basis elements w ∈ Bq
such that (Xα:qk→q,B)v,w = 0 for all v ∈ Bqk . Moreover, if we have a basis element w ′ ∈ Bq such that
(Xα:qk→q,B)v,w = 0 for one v ∈ Bqk , we get R−qk (Xα:qk→q)(w) ∈ W2/im(h′).
Considering a simple quiver every vertex corresponds to a one-dimensional vector space. Thus such
a quiver may be understood as the coeﬃcient quiver. After applying R−I X every sink i corresponds to
an (Ri − 1)-dimensional subspace having Ri neighbours. Thus locally the reﬂected quiver may be
understood as the subspace quiver where Ri arrows point from vertices of dimension one at one
vertex of dimension (Ri − 1). Thus assume that we have the following situation:
b1,m
αm
. . . b1,n
αm
Cn−1
b1,1
α1
. . . b1,m−1
αm−1
where qi = C for all 1  i  n. This corresponds to the real root of the n-subspace quiver. By the
indecomposability we have a coeﬃcient quiver which looks as follows, see [2] for the case m = 3 and
n = 2:
b1,1
α1
α1
α1 α1
b2,1 . . . b2,m−2 b2,m−1 . . . b2,n−1
b1,2
α2
. . . b1,m−1
αm−1
b1,m
αm
. . . b1,n
αm
Now the reﬂection functor behaves as mentioned above. Moreover, when reﬂecting at every sink we
again locally obtain such representations of the subspace quiver.
Note that it is important to split up the (n − 1)-dimensional subspace such that only arrows with
different colours point at the same basis element. Otherwise it is complicated to check how such a
basis element behaves under reﬂection (resp. the subspaces W2 and im(h′) look like).
Remark 3.10.
• Note that in the case d < e < (m − 1)d not every colouring corresponds to a tree. Therefore,
consider bipartite quiver having a subquiver that is coloured as follows
V0
V−i
i
j
V−i+ j
V−i+ j−k
k
i
V j−k
V−k
k
j
i
V−k+i
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cycles initially break down in a second localisation step, which gives us a tree module in the cases
of colourings inducing such cycles. But obviously there exist colourings for which we immediately
get a tree. They correspond to so-called “neighbour-avoiding-walks” in the regular m-tree. In the
case m = 3 the hexagonal lattice results and √2d gives a lower bound. However, in general this
question is unsolved.
• In particular, this implies that there exists more than one isomorphism class of tree modules
for imaginary roots. For the real roots (0,1), (1,m), (m,m2 − 1), . . . we only get tree mod-
ules induced by the reﬂection of the simple representation E2 considered as representations
of T (m).
Example 3.11. Consider the 3-Kronecker quiver. Starting with the simple quiver of dimension
type (1,3) after reﬂecting we get the following coeﬃcient quiver corresponding to the real root
(3,8):
·
· · · ·
· · · ·
· ·
If we again apply the reﬂection functor to this coeﬃcient quiver, we obtain the real root (8,21):
· · ·
· · · · · · ·
2 · 3 · 2
· · · · · · ·
· · ·
Now we get the coeﬃcient quiver as explained above.
Example 3.12. Consider the stable simple quiver of dimension (2,5) and m = 3. From this we ob-
tain the cases (2,3) and (2,4) by removing arrows. By applying the reﬂection functor, we get the
dimension vector (5,13):
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· · ·2 · ·
· ·
· · ·2 · ·
· ·
From this we obtain the coeﬃcient quiver in the way shown above. The reﬂected factor representa-
tions correspond to factor representations with dimension vectors (4,10) and (3,7) respectively, thus
for instance for (4,10) we have
·
· · ·
· ·
· · ·2 · ·
· ·
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