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1. Introduction
We review some facts about the Stone–Cˇech compactiﬁcation β S of a (discrete) semigroup (S, ·). We take the points of
β S to be the ultraﬁlters on S , the principal ultraﬁlters being identiﬁed with the points of S . If B ⊆ S we shall identify an
ultraﬁlter p on B with the ultraﬁlter {A ⊆ S: A ∩ B ∈ p} and thereby pretend that βB ⊆ β S .
The operation · of S extends to β S making β S a compact right topological semigroup with S contained in its topological
center. This says that for each p ∈ β S the function ρp : β S → β S is continuous and for each x ∈ S , the function λx : β S → β S
is continuous, where ρp(q) = q · p and λx(q) = x · q. Given B ⊆ S and x ∈ S , let x−1B = {y ∈ S: x · y ∈ B}. Then for any
p,q ∈ β S and any B ⊆ S , one has that B ∈ p · q if and only if {x ∈ S: x−1B ∈ q} ∈ p. An element x of a semigroup S is called
an idempotent if x · x = x. Any compact right topological semigroup is guaranteed to have an idempotent. See [4, Theo-
rem 2.5 and Section 4.1] for proofs of the above assertions, as well as other unfamiliar algebraic facts encountered here.
Each idempotent in a semigroup (S, ·) is the identity of a maximal subgroup of (S, ·).
Deﬁnition 1.1. Let (S, ·) be a semigroup and let p be an idempotent in S . Then
H(p) =
⋃
{G: G is a subgroup of S and p ∈ G}.
This set may be equal to {p} but it is never empty. The following theorem shows that H(p) is indeed a group.
Theorem 1.2. Let (S, ·) be a semigroup and let p be an idempotent in S. Then H(p) is the largest subgroup of S with p as identity.
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These maximal groups are the focus of this paper. It is well known that the maximal groups for all idempotents in
βN contain copies of the integers, thereby guaranteeing that every maximal group in βN has a cardinality of at least ω.
(Throughout this paper, we take N to be the set of nonnegative integers and ω = N ∪ {0}.)
Lemma 1.3. If p + p = p ∈ βN, then p + Z ⊆ H(p) and p + Z is an isomorphic copy of Z.
Proof. Let p + p = p ∈ βN ⊆ βZ. Deﬁne φ : Z → βZ by φ(n) = p + n. Given m,n ∈ Z, since Z is the center of βZ
[4, Theorem 6.54], we have (p + m) + (p + n) = p + p + m + n = p + (m + n). So φ is a homomorphism. To see that φ
is injective, it suﬃces to show that if n ∈ Z \ {0}, then p + n = p. So let n ∈ Z \ {0}. By [4, Lemma 6.6], N(|n| + 1) ∈ p while
N(|n| + 1)+n ∈ p+n. Furthermore, (N(|n| + 1))∩ (N(|n| + 1)+n) = ∅. So p = p+n. Since N∗ = βN \N is a left ideal of βZ,
p + Z = Z + p ⊆ βN. 
Note that the injectivity of φ in this proof holds for any ultraﬁlter p ∈ β Z .
A strongly summable ultraﬁlter on N is an ultraﬁlter which is generated by sets of ﬁnite sums. Given a sequence 〈xn〉∞n=1
in a semigroup (S,+),
F S
(〈xn〉∞n=1)= {∑
n∈F
xn: F ∈ P f (N)
}
where for any set X , P f (X) is the set of ﬁnite nonempty subsets of X . Similarly, if the operation is denoted by ·, then
F P (〈xn〉∞n=1) = {
∏
n∈F xn: F ∈ P f (N)}. (If the operation is not commutative, we specify that the products are taken in in-
creasing order of indices.)
Deﬁnition 1.4. Let p ∈ βN. The ultraﬁlter p is strongly summable if and only if for every A ∈ p, there is a sequence 〈xn〉∞n=1
in N such that F S(〈xn〉∞n=1) ⊆ A and F S(〈xn〉∞n=1) ∈ p.
Given any sequence 〈Fn〉∞n=1 in P f (N), we deﬁne
FU
(〈Fn〉∞n=1)= {⋃
n∈G
Fn: G ∈ P f (N)
}
.
Deﬁnition 1.5. U is a union ultraﬁlter if and only if U is an ultraﬁlter on P f (N) and for every A ∈ U there is a sequence
〈Fn〉∞n=1 of pairwise disjoint members of P f (N) such that FU (〈Fn〉∞n=1) ∈ U and FU (〈Fn〉∞n=1) ⊆ A.
Deﬁnition 1.6. U is an ordered union ultraﬁlter if and only if U is an ultraﬁlter on P f (N) and for every A ∈ U there is a se-
quence 〈Fn〉∞n=1 of members of P f (N) such that for each n ∈ N, max Fn <min Fn+1, FU (〈Fn〉∞n=1) ∈ U and FU (〈Fn〉∞n=1) ⊆ A.
It was shown in [1] that the existence of strongly summable ultraﬁlters cannot be demonstrated in ZFC. A proof of
this fact can also be found in [4, Corollary 12.38]. In [4, Section 12.2], it is shown that Martin’s Axiom implies that strongly
summable ultraﬁlters exist. Just as is the case with strongly summable ultraﬁlters, the existence of ordered union ultraﬁlters
follows from Martin’s Axiom. We also see in [1] that strongly summable ultraﬁlters and union ultraﬁlters are essentially the
same. However, this relationship does not exist between strongly summable ultraﬁlters and ordered union ultraﬁlters.
In [3], Hindman showed that when p is a strongly summable ultraﬁlter, one has H(p) = p + Z.
Theorem 1.7. Let p be a strongly summable ultraﬁlter and let q ∈ βN \ N. Assume there exists r ∈ βN \ N with q + r = r + q = p.
Then q ∈ p + Z.
Proof. [3, Theorem 3.1]. 
Corollary 1.8. Let p be a strongly summable ultraﬁlter. Then H(p) = p + Z.
Proof. By Lemma 1.3, p + Z is contained in H(p). To see that H(p) ⊆ p + Z, let q ∈ H(p). Then q = p + q. So q ∈ βN \ N.
We also know that there exists r ∈ βN \ N such that q + r = r + q = p so q ∈ p + Z by Theorem 1.7. 
In Section 2 we shall show that if there is a strongly summable ultraﬁlter on N and S is any free semigroup, then there
are idempotents in β S whose maximal group is just a copy of Z. We shall show in Section 3 that if S is the free semigroup
on countably many generators and p is a very strongly productive ultraﬁlter on S , then H(p) = {p} so that it is consistent that
maximal groups in β S are trivial. In Section 4, we extend this result to show that it holds for the free group on countably
many generators and in Section 5 we show that it holds for a union ultraﬁlter on (P f (N),∪).
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We show in this section that it is consistent that any free semigroup has maximal groups which are isomorphic copies
of Z. In what follows, we take the formal view of ω as an ordinal, so that 0 = ∅ and for n ∈ N, n = {0,1,2, . . . ,n− 1}.
Deﬁnition 2.1. Let A be a nonempty set. The free semigroup on the alphabet A is the set
S = { f : f is a function, range( f ) ⊆ A, and domain( f ) ∈ ω}.
One usually refers to the elements of a free semigroup as words and writes them by listing the values of the function
in order. The operation on S , called concatenation, is deﬁned by w v is the word w followed by the word v . (So, if the
alphabet A = {a,b, c}, w = aabcba, and v = accb, then w v = aabcbaaccb.) The length of a word x is denoted by l(x), where
the domain of the word is {0,1, . . . , l(x) − 1} (and the length of the empty word is 0).
Theorem 2.2. Let S be a free semigroup and let w ∈ S be nonempty. If p · p = p ∈ cl{wn: n ∈ N}, then there is an algebraic copy of Z
in H(p).
Proof. Let A = {wn: n ∈ N}. Let p ∈ cl A. Deﬁne φ : N → A by φ(n) = wn . Let φ˜ : βN → cl A be the continuous extension
of φ. By [4, Exercise 3.4.1 and Corollary 4.22], φ˜ is a bijective homomorphism. So let q + q = q be the unique element of
βN mapped to p by φ˜. By Lemma 1.3, we know that q + Z ⊆ H(q). Now since φ˜ is a homomorphism, φ˜[H(q)] is a group.
Thus φ˜[q + Z] ⊆ H(p). By Lemma 1.3, there is an injective homomorphism ψ from Z into q + Z. So φ˜ ◦ ψ : Z → H(p) is a
one-to-one homomorphism. 
Deﬁnition 2.3. Let S be a free semigroup and let p ∈ β S . The ultraﬁlter p is strongly productive if and only if p is not the
identity of S and for every A ∈ p, there is a sequence 〈an〉∞n=1 in S such that F P (〈an〉∞n=1) ⊆ A and F P (〈an〉∞n=1) ∈ p.
We shall show in Theorem 2.5 that an ultraﬁlter being strongly productive is not enough to guarantee that the maximal
group is a singleton, but we ﬁrst need the following lemma.
Lemma 2.4. Let S be a free semigroup. Let p ∈ βN be a strongly summable ultraﬁlter. Let w ∈ S be nonempty and deﬁne φ : N → S
by φ(n) = wn. Let φ˜ : βN → β S be the continuous extension of φ . Then φ˜(p) is strongly productive.
Proof. Let p be a strongly summable ultraﬁlter. Let B ∈ φ˜(p). Let A ∈ p be such that φ[A] ⊆ B . Let 〈xn〉∞n=1 in N be a
sequence such that F S(〈xn〉∞n=1) ⊆ A and F S(〈xn〉∞n=1) ∈ p. Let F ∈ P f (N). Then
∑
n∈F xn ∈ A and
φ
(∑
n∈F
xn
)
=
∏
n∈F
(
φ(xn)
) ∈ B.
So F P (〈φ(xn)〉∞n=1) ⊆ B .
By [4, Lemma 3.30],
F P
(
φ
(〈xn〉∞n=1))= φ[F S(〈xn〉∞n=1)] ∈ φ˜(p). 
Theorem 2.5. Let S be a free semigroup. If there is a strongly summable ultraﬁlter on N, then there exists a strongly productive
ultraﬁlter p on S such that H(p) = {p}.
Proof. Let w ∈ S be nonempty. Deﬁne φ : N → S by φ(n) = wn . Let φ˜ : βN → β S be the continuous extension of φ. Let
q ∈ βN be strongly summable and let p = φ˜(q). Then p is strongly productive by Lemma 2.4. Since p · p = p ∈ cl{wn: n ∈ N},
by Theorem 2.2 H(p) contains an algebraic copy of Z. 
Theorem 2.6. Let S be a free semigroup. Let w ∈ S be nonempty. Assume that
(∀v ∈ S) (∀b ∈ N \ {1}) (w = vb).
If p · p = p ∈ cl{wn: n ∈ N}, then H(p) ⊆ cl{wn: n ∈ N}.
Proof. Let w ∈ S be such that w is not a power of another word in S . Let
A = {wn: n ∈ N}.
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A ∈ p = r · q, we have {x: x−1A ∈ q} ∈ r. So let x ∈ A be such that x−1A ∈ q. We know that S \ A ∈ q. We also know that q
is not the identity of S (if it has one). So let y ∈ (x−1A) ∩ (S \ A) be such that y is not the identity of S . Now x = wn for
some n, and xy = wm for some m > n. Thus y = wm−n ∈ A, a contradiction.
Now A ∈ p = q · (p · r). So {x ∈ S: x−1A ∈ (p · r)} ∈ q. Let
x ∈ (S \ A) ∩ {x ∈ S: x−1A ∈ (p · r)}
be such that x is not the identity of S . Then x−1A ∈ (p · r). So {z ∈ S: (xz)−1A ∈ r} ∈ p. Let z ∈ A be such that (xz)−1A ∈ r.
Let y ∈ (S \ A) ∩ (xz)−1A be such that y is not the identity of S . Then x, y /∈ A, z ∈ A, and xzy ∈ A. Let n ∈ N be such that
z = wn . Then xwn y = wm for some m ∈ N. Note that m  2. Let c = l(w). Let t,k ∈ N ∪ {0} and i, j ∈ {0,1, . . . , c − 1} be
such that l(x) = ck + i and l(y) = ct + j. Now since x is the ﬁrst letters of wm and y is the last letters of wm , there exist
x′, y′ ∈ S such that x = wk · x′ and y = y′ · wt where l(x′) = i and l(y′) = j. But i = 0, for otherwise x ∈ A. Likewise j = 0.
So l(x′) ∈ {1,2, . . . , c − 1} and l(y′) ∈ {1,2, . . . , c − 1}. Thus by replacing x by x′ and y by y′ , we may assume l(x) < c and
l(y) < c.
Now l(x) + l(y) + cn = cm. So l(x) + l(y) is a multiple of c. We have that cn + 2  cn + l(x) + l(y)  cn + 2c − 2. So
2 l(x)+ l(y) 2(c−1). Thus, l(x)+ l(y) = c. Let w = l1l2 · · · lc where each li is a letter. Say l(x) = a. Then l(y) = c−a. Then
x = l1l2 · · · la and y = la+1la+2 · · · lc . So xy = w . So x(xy)(xy)n−1 y = xwn y = wm = xyxy(xy)m−2. After cancelling x on the
left we have (xy)(xy)n−1 y = yxy(xy)m−2. If we consider the leftmost c letters, we see that xy = yx. By [2, Lemma 3.10], let
v ∈ S and k, t ∈ N be such that x = vk and y = vt . Then w = vkvt = vk+t . Since k + t  2, this contradicts our assumption
that w is not a power of any other word. 
Lemma 2.7. Let S be a free semigroup. Let w ∈ S be a nonempty element such that
(∀v ∈ S) (∀b ∈ N \ {1}) (w = vb).
Deﬁne φ : N → S by φ(n) = wn. Let φ˜ : βN → β S be the continuous extension of φ . If p = p + p ∈ βN, then φ˜[H(p)] = H(φ˜(p)).
Proof. Since φ˜ is a homomorphism, φ˜[H(p)] is a group with φ˜(p) as the identity. So φ˜[H(p)] ⊆ H(φ˜(p)).
Now by [4, Exercises 3.3.3 and 3.4.1], cl{wn: n ∈ N} = β({wn: n ∈ N}) and φ˜: βN → β({wn: n ∈ N}) is an isomorphism.
By Theorem 2.6, H(φ˜(p)) ⊆ cl{wn: n ∈ N}. So φ˜−1[H(φ˜(p))] is a group with p as the identity and
φ˜−1
[
H
(
φ˜(p)
)]⊆ H(p)
and so H(φ˜(p)) ⊆ φ˜[H(p)]. 
Corollary 2.8. Let S be a free semigroup. If there is a strongly summable ultraﬁlter on N, then there is a strongly productive ultraﬁlter
p on S such that H(p) is an algebraic copy of Z.
Proof. Let w be a nonempty member of the alphabet. Deﬁne φ : N → S by φ(n) = wn . Let φ˜ : βN → β S be the continuous
extension of φ. Let q be a strongly summable ultraﬁlter on N and let p = φ˜(q). By Lemma 2.4, p is strongly productive. By
Lemma 2.7, H(p) = φ˜[H(q)] so H(p) is isomorphic to H(q), which by [4, Theorem 12.42] is isomorphic to Z. 
We conclude this section with a lemma which we will need later.
Lemma 2.9. Let S be a free semigroup and let p be a strongly productive ultraﬁlter on S. Then for each A ∈ p, there is a sequence
〈xn〉∞n=1 such that F P (〈xn〉∞n=1) ⊆ A and F P (〈xn〉∞n=m) ∈ p for every m ∈ N.
Proof. For i ∈ {1,2}, let Ci = {3n(3k + i): n,k ∈ ω} and let Di = {w ∈ S: l(w) ∈ Ci}. (Note that C1 ∪ C2 = N and D1 ∪ D2 =
S \ {∅}.) Let i be such that Di ∈ p. Deﬁne f : S \ {∅} → ω by f (w) = n where l(w) = 3n(3k + j) for some n,k ∈ ω and
j ∈ {1,2}. So if u, v ∈ Di , and f (u) = f (v), then uv /∈ Di . Thus if {u, v,uv} ⊆ Di , then f (uv) =min{ f (u), f (v)}.
Let A ∈ p and let 〈xn〉∞n=1 be a sequence such that F P (〈xn〉∞n=1) ∈ p and
F P
(〈xn〉∞n=1)⊆ A ∩ Di .
Let m ∈ N and suppose F P (〈xn〉∞n=m) /∈ p. Then m = 1. We know F P (〈xn〉∞n=1) = F P (〈xn〉m−1n=1 ) ∪ (
⋃
u∈F P (〈xn〉m−1n=1 ){u · v:
v ∈ F P (〈xn〉∞n=m)}) ∪ F P (〈xn〉∞n=m). Since p is nonprincipal and F P (〈xn〉m−1n=1 ) is ﬁnite,
F P
(〈xn〉m−1n=1 ) /∈ p.
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u∈F P (〈xn〉m−1n=1 )
{
u · v: v ∈ F P(〈xn〉∞n=m)} ∈ p.
Let u ∈ F P (〈xn〉m−1n=1 ) be such that u · F P (〈xn〉∞n=m) ∈ p. Let F ∈ P f (N) be such that u =
∏
n∈F xn and m > max F . We claim
that for any b ∈ u · F P (〈xn〉∞n=m), f (b) f (u). So let
b ∈ u · F P(〈xn〉∞n=m).
Then there exists G ∈ P f (N) such that m−1<minG , b =∏n∈F xn ·∏n∈G xn and {∏n∈F xn,∏n∈G xn,∏n∈F xn ·∏n∈G xn} ⊆ Di .
So as noted above,
f (b) =min
{
f (u), f
(∏
n∈G
xn
)}
 f (u).
Let 〈yn〉∞n=1 be a sequence such that
F P
(〈yn〉∞n=1)⊆ u · F P(〈xn〉∞n=m)
and F P (〈yn〉∞n=1) ∈ p. Then for each k ∈ N, f (yk)  f (u). So let k = t be such that f (yk) = f (yt). Then yk · yt /∈ Di , a
contradiction. 
3. Trivial maximal groups in β S
As established earlier, each of the maximal groups in βN contains a copy of Z. So for any p ∈ βN, H(p) can have
cardinality no less than that of Z. We will see that this fact need not hold for the maximal groups in β S when S is the free
semigroup on countably many generators. We will determine some conditions that guarantee H(p) = {p} and show that it
is consistent with ZFC that H(p) = {p} for some p ∈ β S .
Deﬁnition 3.1. Let (S, ·) be a semigroup and let 〈an〉∞n=1 be a sequence in S . The sequence 〈xn〉∞n=1 is a product subsystem of〈an〉∞n=1 if and only if there is a sequence 〈Hn〉∞n=1 in P f (N) such that for every n ∈ N, max Hn <min Hn+1 and xn =
∏
t∈Hn at .
Deﬁnition 3.2. Let S be the free semigroup on the generators 〈an〉∞n=1 and let p ∈ β S . Then p is very strongly productive if
for every C ∈ p, there exists a product subsystem 〈xt〉∞t=1 of 〈an〉∞n=1 such that F P (〈xt〉∞t=1) ⊆ C and F P (〈xt〉∞t=1) ∈ p.
We see in the next two results that very strongly productive ultraﬁlters and ordered union ultraﬁlters are essentially the
same thing.
Theorem 3.3. Let S be the free semigroup on the generators 〈an〉∞n=1 . Let U be an ordered union ultraﬁlter and let
p =
{
C ⊆ S: (∃A ∈ U)
({∏
n∈B
an: B ∈ A
}
⊆ C
)}
.
Then p is very strongly productive.
Proof. It is routine to verify that p is an ultraﬁlter. Let C ∈ p. Let A ∈ U be such that{∏
n∈B
an: B ∈ A
}
⊆ C .
Let 〈Ft〉∞t=1 be a sequence of pairwise disjoint members of P f (N) such that for every t , max Ft <min Ft+1, FU (〈Ft〉∞t=1) ⊆ A
and FU (〈Ft〉∞t=1) ∈ U . For each t , let xt =
∏
n∈Ft an . Then 〈xt〉∞t=1 is a product subsystem of 〈an〉∞n=1.
To see that F P (〈xt〉∞t=1) ⊆ C , let z ∈ F P (〈xt〉∞t=1). Let G ∈ P f (N) be so that z =
∏
t∈G xt . Let D =
⋃
t∈G Ft . Then D ∈
FU (〈Ft〉∞t=1). So D ∈ A. So
∏
n∈D an ∈ C and since max Ft <min Fs when t < s, we have∏
n∈D
an =
∏
t∈G
∏
n∈Ft
an =
∏
t∈G
xt .
Similarly, one sees that {∏n∈D an: D ∈ FU (〈Ft〉∞t=1)} ⊆ F P (〈xt〉∞t=1) so that F P (〈xt〉∞t=1) ∈ p. 
The proof of the following theorem is similar, and we omit it.
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U =
{
U ⊆ P f (N): (∃A ∈ p)
({
F ∈ P f (N):
∏
t∈F
at ∈ A
})
⊆ U
}
.
Then U is an ordered union ultraﬁlter.
For the following deﬁnitions we use the convention that max∅ = 0, min∅ = ∞, and ∏t∈∅ xt = ∅.
Deﬁnition 3.5. Let S be the free semigroup, with identity, on the generators 〈an〉∞n=1 and let 〈xn〉∞n=1 be any sequence in S .
Deﬁne
M
(〈xn〉∞n=1)= {(∏
t∈F
xt
)
· u: F is a ﬁnite subset of N, u = ∅ and
(∃ j >max F ) (∃w ∈ S) (w = ∅ and x j = uw)
}
and
L
(〈xn〉∞n=1)= {v ·(∏
t∈F
xt
)
: F is a ﬁnite subset of N, v = ∅, and
(∃k <min F ) (∃s ∈ S) (s = ∅ and xk = sv)
}
.
Lemma 3.6. Let S be a free semigroup and let 〈xn〉∞n=1 be a sequence in S. If ww ′ ∈ F P (〈xn〉∞n=1) and either w ∈ M(〈xn〉∞n=1) or w ′ ∈
L(〈xn〉∞n=1), then there are nonempty u, v ∈ S, k ∈ N and ﬁnite subsets G and H of N such thatmaxG < k <min H, w =
∏
n∈G xn · u,
w ′ = v ·∏n∈H xn, and xk = uv. In particular, both w ∈ M(〈xn〉∞n=1) and w ′ ∈ L(〈xn〉∞n=1).
Proof. Let ww ′ ∈ F P (〈xn〉∞n=1) and assume w ∈ M(〈xn〉∞n=1). Let F ∈ P f (N) be such that ww ′ =
∏
n∈F xn and let k be the
element of F for which xk contains the rightmost letter of w . Let G = {n ∈ F : n < k} and let H = {n ∈ F : n > k}. Then ww ′ =∏
n∈G xn · xk ·
∏
n∈H xn . Since w ∈ M(〈xn〉∞n=1), we have ww ′ =
∏
n∈G xn · u · v ·
∏
n∈H xn , where xk = uv and w =
∏
n∈G xn · u.
So w ′ = v ·∏n∈H xn ∈ L(〈xn〉∞n=1).
On the other hand, assume w ′ ∈ L(〈xn〉∞n=1) and let k ∈ N be the element for which xk contains the leftmost letter of w ′ .
Let G and H be deﬁned as before. Then
ww ′ =
∏
n∈G
xn · u · v ·
∏
n∈H
xn,
where xk = uv and w ′ = v ·∏n∈G xn . So w =∏n∈H xn · u ∈ M(〈xn〉∞n=1). 
Some of the details of the following proof are quite repetitive, but they are necessary because the proof requires more
than left–right switches. (Given q ∈ β S , ρq is continuous but λq need not be.)
Lemma 3.7. Let S be the free semigroup on the generators 〈an〉∞n=1 and let p be a very strongly productive ultraﬁlter on S. If q, r ∈ β S,
q · r = p, and it is not the case that q = p = r, then for every C ∈ p, there is a product subsystem 〈xn〉∞n=1 of 〈an〉∞n=1 such that
F P (〈xn〉∞n=1) ⊆ C and for every k ∈ N, F P (〈xn〉∞n=k) ∈ p, M(〈xn〉∞n=k) ∈ q, and L(〈xn〉∞n=k) ∈ r.
Proof. Let q, r ∈ β S be such that q · r = p and it is not the case that q = p = r. Let C ∈ p. Assume ﬁrst that q = p. Let
A ∈ q \ p and let D = C \ A. Then D ∈ p. Since p is very strongly productive, by Lemma 2.9 we have a product subsystem
〈xn〉∞n=1 of 〈an〉∞n=1 such that F P (〈xn〉∞n=1) ⊆ D , F P (〈xn〉∞n=1) ∈ p = q · r, and for all k ∈ N, F P (〈xn〉∞n=k) ∈ p. Let k ∈ N. Then
{y ∈ S: y−1F P (〈xn〉∞n=k) ∈ r} ∈ q. Suppose M(〈xn〉∞n=k) /∈ q. Then (S \ M(〈xn〉∞n=k)) ∈ q. Let y ∈ A ∩ (S \ M(〈xn〉∞n=k)) be such
that y−1F P (〈xn〉∞n=k) ∈ r. Let z ∈ y−1F P (〈xn〉∞n=k). Then yz ∈ F P (〈xn〉∞n=k). Let G ∈ P f (N) be such that yz =
∏
n∈G xn . Since
y /∈ D , we know y /∈ F P (〈xn〉∞n=k). Let m ∈ G and let F , H ⊆ N be ﬁnite subsets as guaranteed by Lemma 3.6. Then yz =
(
∏
n∈F xn) · xm · (
∏
n∈H xn). Note that F and H may be empty. In the case that F = ∅,
∏
n∈F xn = ∅. We know y =
∏
n∈F xn · xm .
So there are nonempty elements u, v ∈ S such that xm = u · v and y =∏n∈F xn ·u, a contradiction since y ∈ (S \M(〈xn〉∞n=k)).
So M(〈xn〉∞n=k) ∈ q.
Now suppose L(〈xn〉∞n=k) /∈ r. Then (S \ L(〈xn〉∞n=k)) ∈ r. Also
F P
(〈xn〉∞ ) ∈ p = q · r.n=k
2638 L. Legette / Topology and its Applications 156 (2009) 2632–2641So {
y ∈ S: y−1F P(〈xn〉∞n=k) ∈ r} ∈ q.
So let y ∈ A be such that y−1F P (〈xn〉∞n=k) ∈ r. Let z ∈ (S \ L(〈xn〉∞n=k)) ∩ (y−1F P (〈xn〉∞n=k)). Then yz ∈ F P (〈xn〉∞n=k). Let G ∈P f (N) be such that yz =∏n∈G xn . Again y /∈ D , so y /∈ F P (〈xn〉∞n=k). Let m ∈ G be the element for which xm contains the
rightmost letter of y. Let F = {n ∈ G: n < m} and let H = {n ∈ G: n > m}. Then yz = (∏n∈F xn) · xm · (∏n∈H xn). Since
y = ∏n∈F xn · xm , there are nonempty elements u, v ∈ S such that xm = u · v and y = ∏n∈F xn · u. So z = v ·∏n∈F xn ,
a contradiction since z ∈ (S \ L(〈xn〉∞n=k)). So L(〈xn〉∞n=k) ∈ r.
Now assume r = p. Let B ∈ r \ p and let D = C \ B . Then D ∈ p. By Lemma 2.9, we have a product subsystem 〈xn〉∞n=1 of〈an〉∞n=1 such that F P (〈xn〉∞n=1) ⊆ D , F P (〈xn〉∞n=1) ∈ p = q · r, and for every k ∈ N F P (〈xn〉∞n=k) ∈ p. Let k ∈ N. Then{
y ∈ S: y−1F P(〈xn〉∞n=k) ∈ r} ∈ q.
Suppose L(〈xn〉∞n=k) /∈ r. Then (S \ L(〈xn〉∞n=k)) ∈ r. Let y ∈ S be such that
y−1F P
(〈xn〉∞n=k) ∈ r.
Let
z ∈ B ∩ (S \ L(〈xn〉∞n=k))∩ (y−1F P(〈xn〉∞n=k)).
Then yz ∈ F P (〈xn〉∞n=k). Let G ∈ P f (N) be such that yz =
∏
n∈G xn . Let m ∈ G be the element for which xm contains the
leftmost letter of z. Let
F = {n ∈ G: n <m}
and let
H = {n ∈ G: n >m}.
Then yz = (∏n∈F xn) · xm · (∏n∈H xn). Since z /∈ F P (〈xn〉∞n=k), z = xm · (∏n∈H xn). So there are nonempty elements s, v ∈ S
such that xm = s · v and z = v · (∏n∈H xn), a contradiction since z ∈ (S \ L(〈xn〉∞n=k)). So L(〈xn〉∞n=k) ∈ r.
Suppose now that M(〈xn〉∞n=k) /∈ q. Then (S \ M(〈xn〉∞n=k)) ∈ q. Also
F P
(〈xn〉∞n=k) ∈ p = q · r.
So {
y ∈ S: y−1F P(〈xn〉∞n=k) ∈ r} ∈ q.
Pick y ∈ S \ M(〈xn〉∞n=k) such that y−1F P (〈xn〉∞n=k) ∈ r. Pick z ∈ L(〈xn〉∞n=k) ∩ y−1F P (〈xn〉∞n=k). Then yz ∈ F P (〈xn〉∞n=k). Pick
G ∈ P f (N) such that yz =∏n∈G xn . Pick m ∈ G for which xm contains the leftmost letter of z. Let F = {n ∈ G: n <m} and let
H = {n ∈ G: n >m}. Then yz = (∏n∈F xn) · xm · (∏n∈H xn). Since z ∈ L(〈xn〉∞n=k), we have z /∈ F P (〈xn〉∞n=k) so z = xm ·∏n∈F xn .
So there are nonempty elements s, v ∈ S such that xm = s · v and y = (∏n∈F xn) · s, a contradiction since y ∈ S \ M(〈xn〉∞n=k).
So M(〈xn〉∞n=k) ∈ q. 
Lemma3.8. Let S be the free semigroup on the generators 〈an〉∞n=1 and let 〈xn〉∞n=1 be a product subsystem of 〈an〉∞n=1 . Then M(〈xn〉∞n=1),
L(〈xn〉∞n=1), and F P (〈xn〉∞n=1) are pairwise disjoint.
Proof. Let
W = {w ∈ S: (∃k ∈ N) (the leftmost letter of w is the leftmost letter of xk)}.
Then F P (〈xn〉∞n=1)∪ M(〈xn〉∞n=1) ⊆ W . Now let b ∈ L(〈xn〉∞n=1). Let s, v ∈ S be nonempty, let k ∈ N be nonempty and let H be
a ﬁnite subset of N such that k <min H (if H = ∅), b = v ·∏t∈H xt and xk = sv . Let al be the leftmost letter of xk , let a j be
the leftmost letter of b, and let am be the leftmost letter of xk+1. Then l < j <m. So b /∈ W . So L(〈xn〉∞n=1) ∩ W = ∅. Thus
L(〈xn〉∞n=1) ∩ M(〈xn〉∞n=1) = ∅ and L(〈xn〉∞n=1) ∩ F P (〈xn〉∞n=1) = ∅.
Similarly, if we let
W = {w ∈ S: (∃k ∈ N) (the rightmost letter of w is the rightmost letter of xk)},
then F P (〈xn〉∞n=1) ∪ L(〈xn〉∞n=1) ⊆ W . Let b ∈ M(〈xn〉∞n=1). Let s, v ∈ S be nonempty, let H be a ﬁnite subset of N, and let
k > max H be such that b =∏t∈H xt · s and xk = sv . Let al be the rightmost letter of xk , let a j be the rightmost letter of b,
and let am be the rightmost letter of xk−1. Then m < j < l. So b /∈ W . So M(〈xn〉∞n=1) ∩ F P (〈xn〉∞n=1) = ∅. 
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and it is not the case that q = p = r, then q = p, r = p, and q = r.
Proof. Let q, r ∈ β S be such that q ·r = p and assume that it is not the case that q = p = r. By Lemma 3.7, we have a product
subsystem 〈xn〉∞n=1 of 〈an〉∞n=1 such that F P (〈xn〉∞n=1) ∈ p, M(〈xn〉∞n=1) ∈ q, and L(〈xn〉∞n=1) ∈ r. By Lemma 3.8, M(〈xn〉∞n=1),
L(〈xn〉∞n=1), and F P (〈xn〉∞n=1) are pairwise disjoint. So q = p, r = p, and q = r. 
In the following, we show that a very strongly productive ultraﬁlter can be written as a product in only one way, namely
as p · p = p.
Theorem 3.10. Let S be the free semigroup on the generators 〈an〉∞n=1 . Let p be a very strongly productive ultraﬁlter. If q, r ∈ β S and
q · r = p, then q = p = r.
Proof. Let q, r ∈ β S be such that q · r = p and suppose the conclusion does not hold. Then by Lemma 3.9, q = p, r = p,
and q = r. By Lemma 3.7, we have a product subsystem 〈xn〉∞n=1 of 〈an〉∞n=1 such that for every k ∈ N, F P (〈xn〉∞n=k) ∈ p,
M(〈xn〉∞n=k) ∈ q and L(〈xn〉∞n=k) ∈ r. Since p = q · r, {w: w−1F P (〈xn〉∞n=1) ∈ r} ∈ q. Let w ∈ M(〈xn〉∞n=1) be such that
w−1F P (〈xn〉∞n=1) ∈ r. Let y ∈ w−1F P (〈xn〉∞n=1). Then wy ∈ F P (〈xn〉∞n=1). By Lemma 3.6, we have ﬁnite subsets F and G of N,
nonempty u, v ∈ S , and k ∈ N such that if F = ∅, then max F < k, if G = ∅, then k < minG , w =∏t∈F xt · u, y = v ·∏t∈G xt
and xk = u · v . Then L(〈xn〉∞n=k+1) ∈ r. So let z ∈ L(〈xn〉∞n=k+1) ∩ w−1F P (〈xn〉∞n=1). Then wz ∈ F P (〈xn〉∞n=1). Let H ∈ P f (N)
be such that wz =∏t∈H xt . We know xk contains the rightmost letter of w and xk = uv . So if B = {t ∈ H: t > k}, then
wz =∏t∈F xt · u · v ·∏t∈B xt and the leftmost letter of z is in xk . But also z ∈ L(〈xn〉∞n=k+1). So the leftmost letter of z is in
xm for some m k + 1, a contradiction. 
As a consequence, we have that it is consistent that there is an ultraﬁlter p ∈ β S such that H(p) = {p}.
Corollary 3.11. Let S be the free semigroup on the generators 〈an〉∞n=1 . Then it is consistent that there exists an ultraﬁlter p · p =
p ∈ β S \ {∅} such that H(p) = {p}. Speciﬁcally, let p be a very strongly productive ultraﬁlter. Then H(p) = {p}.
Proof. Let q ∈ H(p) and let r ∈ H(p) be such that q · r = r · q = p. Then by Theorem 3.10, q = p = r. 
4. Trivial maximal groups in βG
We show that the main result also holds in the free group on countably many generators.
We present here the notation we shall use in reference to the free group on the alphabet A. Given a ∈ A, we let a−1 be
an object not in A and assume that if a = b then a−1 = b−1. Then the free group G on A is all words over A ∪ {a−1: a ∈ A}
in which there are no adjacent occurrences of a and a−1 for any a ∈ A. The identity is the empty word.
We shall show that if G and S are respectively the free group and the free semigroup on the generators 〈an〉∞n=1 and
p is a very strongly productive ultraﬁlter in β S , then the maximal group associated with p in βG is {p}. (We identify S
with β S and thus pretend that β S ⊆ βG .) The simplest way to show this would be to show that if p ∈ β S , q, r ∈ βG , and
q · r = r · q = p, then q, r ∈ β S . However, the following example shows that this need not be the case.
Example 4.1. Let G and S be the free group and semigroup, respectively on the generators 〈an〉∞n=1. Let p ∈ β S and assume
w ∈ S is nonempty and {wn: n ∈ N} ∈ p. Let q = w−1 and let r = w · p. Then q ∈ G \ S and q · r = w−1 · w · p = p and
r · q = w · p · w−1 = p · w · w−1 = p. Similarly, if q = w and r = w−1 · p, then r ∈ βG \ β S and q · r = r · q = p.
We show now that if neither q nor r is in G , then the desired result holds. In the following proof, we write x =
α a−1t δ, instead of x = αa−1t δ because in the latter expression α could end with at or δ could begin with at . So we are
guaranteed to have no adjacent occurrences of an element and its inverse.
Theorem 4.2. Let G and S be the free group and semigroup, respectively on the generators 〈an〉∞n=1 . Let p ∈ β S and let q, r ∈ G∗ =
βG \ G be such that q · r = r · q = p. Then q, r ∈ β S.
Proof. Suppose the conclusion fails. Then without loss of generality, q /∈ β S . So (G \ S) ∈ q. We have S ∈ p = q · r. So
{x: x−1S ∈ r} ∈ q. Let x ∈ (G \ S) be such that x−1S ∈ r. Since x /∈ S , let α ∈ G , δ ∈ S ∪ {∅} and t ∈ N be such that x =
α a−1t δ.
Let
C = {δ−1 at w: w ∈ G and w does not begin with a−1t }.
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y = δ−1 at w for some w ∈ G such that w does not begin with a−1t . So y ∈ C .
Assume ﬁrst that δ = ∅ and let i ∈ N be such that δ ends with ai . Since S ∈ p = r ·q, we have {z: z−1S ∈ q} ∈ r. Let z1 ∈ C
be such that z−11 S ∈ q. Then z1 = δ−1 at w1 for a certain w1 ∈ G that does not begin with a−1t . Let z2 ∈ z−11 S be such
that z−12 S ∈ r. Then v = z1z2 ∈ S . Let z3 ∈ z−12 S ∩ C such that z3 = δ−1 at w3 for a certain w3 ∈ G that does not begin
with a−1t . So z2z3 ∈ S . We have
z2z3 = z−11 vz3 =
(
w−11 a
−1
t
δ
)
v
(
δ−1 at w3
) ∈ S.
If v does not end with ai , then vδ−1 = v δ−1 so
z2z3 = w−11 a−1t δ v δ−1 at w3 /∈ S,
a contradiction. Thus we may assume that v ends with ai .
Then v = uγ and δ =mγ where γ ∈ S , u,m ∈ S ∪ {∅} and if u = ∅ and m = ∅, then u and m do not end with the same
letter. Then vδ−1 = u m−1. If m = ∅, then
z2z3 = w−11 a−1t δ uat w3,
so a−1t occurs in z2z3. If m = ∅, then the ﬁrst letter of m is the ﬁrst letter of δ, which is not at so
z2z3 = w−11 a−1t δ um−1 at w3.
Again, a−1t occurs in z2z3. So z2z3 /∈ S , a contradiction. Thus we have that δ = ∅.
I claim now that D = {v ∈ G: v ends with a−1t } ∈ q. It suﬃces to show that{
v ∈ G: v−1S ∈ r}∩ (G \ S) ⊆ D.
So let v ∈ G \ S be such that v−1S ∈ r. Let y ∈ x−1S ∩ v−1S . Then xy ∈ S and vy ∈ S . We know x = α a−1t so y begins
with at . Also v /∈ S so vy = v  y and thus v ends with a−1t as required.
We point out that either
(1) (∀k ∈ N) (Ak = {γ a−1t ∈ D: γ ∈ G and l(γ ) > k} ∈ q) or
(2) (∀k ∈ N) (Bk = {γ a−1t ∈ D: γ ∈ G and (∃s > k) (as or a−1s occurs in γ )} ∈ q).
For otherwise, there exists k1 and k2 such that Ak1 /∈ q and Bk2 /∈ q. Let k1 and k2 be such elements. Then
U = {γ a−1t ∈ D: γ ∈ G and l(γ ) k1} ∈ q
and
V = {γ a−1t ∈ D: γ ∈ G and, if as or a−1s occurs in γ , then s k2} ∈ q.
But U ∩ V is ﬁnite, while q ∈ G∗ .
Now in either case we have S ∈ p = r · q and so {w: w−1S ∈ q} ∈ r. Let w ∈ G be such that w−1S ∈ q. Suppose ﬁrst
that case (1) holds and let k = l(w). Let y ∈ w−1S ∩ Ak and let γ ∈ G be such that y = γ a−1t and l(y) > k. Then wy =
w(γ a−1t ) ∈ S . Then l(γ ) > l(w), so a−1t occurs in wy, a contradiction.
Now suppose case (2) holds and let k = max{s: as or a−1s occurs in w}. Let y ∈ w−1S ∩ Bk . Let γ ∈ G be such that
y = γ a−1t . Then wy = w(γ a−1t ) ∈ S . Since y ∈ Bk , there exists s > k such that as or a−1s occurs in γ . So there is no
cancellation of a−1t . So we have again that a−1t occurs in wy, a contradiction. 
For an idempotent p we denote the maximal group generated by p in β S as HS(p) and the maximal group generated
by p in βG as HG(p). In the following, we will see that if p is very strongly productive in β S , then HG(p) = {p}.
Theorem 4.3. Let G and S be the free group and semigroup, respectively on the generators 〈an〉∞n=1 . If p · p = p ∈ S and p is nonprin-
cipal, then HG(p) ⊆ S. In particular, HS(p) = HG(p).
Proof. Let p · p = p ∈ S and let q ∈ HG(p). Let r ∈ HG(p) be such that q · r = r · q = p. Since q = q · p, r = r · p, and by [4,
Theorem 4.36] G∗ is an ideal of βG , we have that q, r ∈ G∗ . Thus by Theorem 4.2, q, r ∈ β S . 
Corollary 4.4. Let G and S be the free group and semigroup, respectively on the generators 〈an〉∞n=1 and let p be very strongly productive
in β S. Then HG(p) = {p}.
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5. Trivial maximal groups in βF
We present here the easy proof that the maximal groups associated with union ultraﬁlters are trivial. (Recall from [1]
that Martin’s Axiom implies that there are union ultraﬁlters which are not ordered union ultraﬁlters.) Let F = P f (ω) denote
the set of ﬁnite, nonempty subsets of ω. Then (F ,∪) is a semigroup. We abandon the practice of using the same notation
for the extension of the operation to the Stone–Cˇech compactiﬁcation since, if U and V are ultraﬁlters on F , then U ∪ V
already means something. We denote by unionmulti the extension of the operation ∪ on F to βF .
Theorem 5.1. Let U be a union ultraﬁlter in βF . Then H(U) = {U}.
Proof. Deﬁne φ : F → N by φ(F ) =∑t∈F 2t and let φ˜ : βF → βN be its continuous extension. Let
H =
∞⋂
n=0
clβF {F ∈ F : min F  n}.
Then by [4, Theorem 4.21], the restriction of φ˜ to H is a homomorphism. It is then routine to verify that
φ˜|H : H → H =
∞⋂
n=1
clβN 2
n
N
is one-to-one and onto H.
Now let U ∈ βF be a union ultraﬁlter. Then as in the proof of Theorem 3.3 one sees that φ˜(U) = p is strongly summable.
So H(p) = Z+ p. We claim that H(p)∩H = {p}. Let n ∈ Z\{0} and let k be such that 2k > |n|. Then (−n+ 2kN)∩ (2kN) = ∅.
So 2kN /∈ (n + p). Since φ˜|H is one-to-one, we have H(U) ∩ H = {U}.
Suppose V ∈ H(U)\{U}. Then V /∈ H. So let n ∈ N be such that
{F ∈ F : min F  n} /∈ V.
So
⋃n−1
k=0{F ∈ F : min F  k} ∈ V . Let k ∈ N be such that {F ∈ F : min F = k} ∈ V .
Now for some W ,V unionmulti W = W unionmulti V = U . Let A = {F ∈ F : min F  k}. If min F = k, then F = F−1A. So F−1A ∈ W and
{F ∈ F : min F = k} ⊆ {G ∈ F : G−1A ∈ W}. So A ∈ V unionmulti W = U , a contradiction. 
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