In this paper, a local cloud model similarity measurement (CMSM) is proposed as a novel method to measure the similarity of time series. Time series similarity measurement is an indispensable part for improving the efficiency and accuracy of prediction. The randomness and uncertainty of series data are critical problems in the processing of similarity measurement. CMSM obtains the internal information of time series from the general perspective and local trend using the cloud model, which reduces the uncertainty of measurement. The neighbor set is selected from time series by CMSM and used to construct a prediction model based on least squares support vector machine. The proposed technique reduces the potential for overfitting and uncertainty and improves model prediction quality and generalization. Experiments were performed with four datasets selected from Time Series Data Library. The experimental results show the feasibility and effectiveness of the proposed method.
Introduction
Time series forecasting model has been widely applied to the abundant decision making in the fields of natural science, engineering, and economic management (De Gooijer and Hyndman 2006; Coyle et al. 2005; Jayawardena et al. 2002) . It is used to predict future values by capturing the inherent structural characteristics of data based on previously collected historical data. Two prediction strategies are usu-ally employed in time series prediction model. One is the single-step prediction, which reflects short-term tendency of subjects and equates the immediate prediction. Another is multi-step prediction, which shows long-term change over time (Xiong et al. 2013; Bao et al. 2014 The models for time series prediction can be primarily divided into statistical models and artificial intelligence models. In statistical models, the methods of moving average, exponential smoothing, and autoregressive integrated moving average model (ARIMA), etc., are employed separately or combined (Ruta et al. 2011 ). However, these approaches are limited when dealing with nonlinear data, resulting in unstable model and inaccurate prediction result (Bhardwaj et al. 2013) . The artificial intelligence models show strong nonlinear mapping ability and therefore, predict time series more accurately. Artificial neural network (ANN), extreme learning machine (ELM), adaptive neural fuzzy inference system (ANFIS), recurrent neural network (RNN), support vector machine (SVM), and least squares support vector machine (LSSVM) are the key models in the artificial intelligence models. ANN has been extensively applied to many areas of time series prediction because of its ability in captur-Noname manuscript No. (will be inserted by the editor) ing the nonlinear flexible and strong learning ability (Coyle et al. 2005; Khashei and Bijari 2010; Wu and Lee 2015) . Van Heeswijk et al. (2009) applied the ELM to time series prediction using adaptive ensemble ELM models, which shows stability and adaptability during series prediction. Sisman-Yilmaz et al. (2004) employed improved ANFIS in multivariable time series prediction and achieved good prediction accuracy. In Giles et al. (2001) , RNN was applied to the prediction of time series. Thanks to the loopback structure and information feedback process, RNN addresses difficulties with non-stationarity, overfitting, and unequal a priori class probabilities. SVM (Saimurugan et al. 2011 ) is a different category in machine learning techniques, which uses risk minimization principle and owns better generalization ability. LSSVM introduces loss function and kernel function using SVM as fundamental. In Suykens et al. (2002) , LSSVM was used in time series regression and prediction. The high training efficiency and strong generalization ability make LSSVM achieve good prediction precision in nonlinear time series forecasting.
Artificial intelligence models are required to be trained using the time series data. Selecting the appropriate training set from the time series data is of great importance in artificial intelligence models since it can increase the quality of the prediction. Global and local models are two kinds of training set selection methods (Chen and Lee 2015) . In global model method, all the sequences from the training domain are used for model training. However, this will lead to heavy computation and the dissimilarity sequences in the domain and will disturb the training process, resulting in low prediction accuracy. Therefore, for large-scale and dissimilar sequences, local model method is more popular. In this method, sequences in the training domain that are similar to the predictive sequence are selected and used as the training set for model training. The set that contains all the similar sequences is called the nearest neighbor set (Chen and Lee 2015) . McNames (1998) proposed a local model method for the nonlinear time series prediction. It used a weighted Euclidean metric method to measure similarity and employed the cross-validation error to assess model accuracy. Jayawardena et al. (2002) presented the generalized degrees of freedom, which was used to determine similar sequences. In addition to the memory function brought by the loopback structure, in Cherif and Bon (2014) , RNN was applied to the local model, which improved the prediction performance of the model (Goel et al. 2017) . Local neural fuzzy time series forecasting model based on LSSVM was proposed in Miranian and Abdollahzade (2013) . It used hierarchical binary tree learning algorithm to quickly and effectively select similar sequences and obtained a better result in chaotic time series forecasting. Chen and Lee (2015) employed hybrid Euclidean distance method to measure the similarity of the predictive sequence and all sequences for similar sequences selection.
Time series data show uncertainty. In other words, the data at some particular time series are not accurate or even missed. The uncertainty is caused by the restriction of acquisition accuracy of instruments or the detection technology, noise and bandwidth limit in the transmission process, the generalization treatment for data security, and data missing, etc. The data uncertainty is less considered in the conventional similar sequences selection methods in the previous models. Thus, the sequence data for model training are not well selected, and the final prediction accuracy is affected indirectly. The cloud model (Li and Du 2007) combines the fuzziness and randomness of the qualitative concepts in natural language. It can realize the mapping from the quantitative value to the qualitative linguistic value, which reduces the impact of the outliers and missing values. To solve the uncertainty and improve the effectiveness of prediction, the cloud model can be combined with LSSVM for similarity measurement and prediction.
In this paper, a time series forecasting method based on cloud model similarity measurement is proposed, which evaluates the similarity of time series from the overall level and local trend and predicts it in combination with LSSVM.
The main contributions of this paper are as follows:
1. Transform the identified time series into digital feature sequences, reducing the randomness and uncertainty of the sequence data. 2. Measure the similarity of the time series from both the overall level and the local trend to improve the accuracy of the measurement. 3. A local model based on LSSVM is constructed so that the prediction accuracy has been improved.
The remainder of the paper is organized as follows. In Sect. 2, we briefly describe the related work about measuring similarity of series. Section 3 presents the similarity measurement based on the cloud model. Section 4 introduces the process of proposed method. We show the empirical results of the comparisons between several existing methods in Sect. 5. Finally, the conclusions are drawn in Sect. 6.
Related work
Similarity measurement plays a key role in the local model for the selection of nearest neighbor set. Many researchers use Euclidean distance or its deformation to measure the similarity of time series (Wang et al. 2013; Keogh et al. 2001; Chiu et al. 2003) . However, Euclidean distance has inherent defects, such as a poor noise robustness and a lack of deformable identification on timeline (Chiu et al. 2003 ). The dynamic time warping (DTW) (Adwan and Arof 2012) can effectively eliminate defects of the Euclidean distance. Unfortunately, the computationally demanding of this method restricts its applications. Bernecker et al. (2011) constructed the angle sequence using the adjacent segment angle to approximate time series. In this method, Euclidean distance is transformed to the angle distance, which is used to measure the similarity. Symbolic aggregate approximation method was proposed by Korn and Muthukrishnan (2000) . This algorithm is widely used due to its simple structure and its independence from specific experimental data. The piecewise linear radian representation method was proposed in Lin et al. (2003) . It defined the radian distance, and similarity is measured based on the distance. The experimental results showed the accuracy and stability of this method in multiresolution. Popivanov and Miller (2002) used the wavelet transform for similarity search in time series. To improve the prediction accuracy, Wu and Lee (2015) defined a hybrid distance, which measured the degree of two shape contours between two time series. In this method, the trend of the sequences is taken into account. However, all these methods above do not consider data uncertainty problem.
In order to solve the uncertainty problem in time series data, a time series prediction method based on cloud model was proposed for the first time (Jiang et al. 2000) . In this method, cloud model is employed to represent knowledge, and the predictive knowledge is divided into quasiperiodic regularity and current tendency. The final prediction results are obtained by two different granularities of prediction knowledge. In Zhang et al. (2004) , a similarity measurement based on cloud droplets distance was proposed. According to the cloud droplets distribution, the cloud similarity algorithm based on interval was presented in Cai et al. (2011) . Zhang et al. (2007) considered digital characteristics of cloud model as vectors and proposed likeness comparing method based on cloud model, which is successfully used in collaborative filtering recommendation system. In Li et al. (2011) , two kinds of normal cloud model, which were based on the expectation curve and maximum boundary curve, respectively, were proposed for the similarity calculation. The maximum and minimum close degree based on cloud model was proposed in Lu and Qin (2014) .
Although traditional cloud models can handle uncertainty, these similarity measurement methods are complicated and computationally demanding. To simplify this, Sun et al. (1964) proposed an Overlap based Expectation curve of Cloud Model (OECM) algorithm. In this paper, the OECM algorithm is employed to measure similarity for selecting nearest neighbor set and is combined with LSSVM model for forecasting.
Similarity measurement based on cloud model

Cloud model
Cloud model can describe the fuzziness and randomness of concepts and implement the transformation between a qualitative concept and its quantitative linguistic value. The brief description of cloud model is shown as follows.
Definition 1 (Li and Du 2007) Suppose that U is a quantitative numerical universe of discourse and C is a qualitative concept in U . If value x ∈ U is a random implementation of concept C, and the membership degree μ C (x) ∈ [0, 1] of x belonging to C is a random variable with tendency:
The distribution of x in universe of discourse U is defined as a cloud, and each x is called a cloud drop.
Three numerical characteristics E x, En, and He are employed to reflect the property of concept in the normal cloud model. Expectation E x is the mathematical expectation of the points belonging to a qualitative concept in the universe. Entropy En represents the uncertainty measurement of a certain concept. Hyper entropy He is the uncertain degree of entropy (Li 2000) .
En 2 ∼ N (En, He 2 ), the membership degree of the qualitative concept C satisfies:
(2)
The distribution of x in universe of discourse U is called as a normal cloud.
As similar as the normal distribution, the droplets that have significant contributions for the qualitative concept are mostly in the range:
are called the small probability event. It does not affect the overall characteristics of the cloud model if we do not take them into account. This is the "3En"rules of normal cloud (Li and Du 2007) .
The transformation between a qualitative concept and its quantitative instantiations can be realized by the forward cloud generator (FCG) and the backward cloud generator (BCG) (Li and Du 2007) . In this paper, BCG effectively transforms the accurate data of certain number into the qualitative concept by digital characteristics E x, En, and He. A new backward cloud algorithm of the cloud X information was proposed (Liu et al. 2004 ). The expression is as follows:
Step 1 For the sample points: x i (i = 1, 2, . . ., n), get its sample averageX = 1 n n i=1 x i , a first-order sample absolute 
Step 2 Obtain the expectation: E x =X .
Step 3 Calculate the entropy:
Step 4 Calculate the hyper entropy:
Overlap-based expectation curve of cloud model
The OECM algorithm as a measurement method is used to measure similarity degree of cloud models. In this algorithm, overlap degree is proposed to describe the overlapping part of two clouds and converted to similarity degree. The algorithm can be described as follows.
Definition 3 Assume that there are two clouds C 1 and C 2 in universe of discourse U (Sun et al. 1964) , which are shown in Fig. 1 . The overlap degree is defined as:
where sup{C iα } and inf{C iα }(i = 1, 2) are supremum and infimum of cloud C i expectation curve, respectively. The similarity degree of C 1 and C 2 is defined as:
where μ represents the certainty degree of the intersection of the C 1 and C 2 , and α is the certainty degree of cloud model "3En"rules.
Information fusion similarity measurement
In the previous similarity measurement, the variation tendency of sequence is not taken into consideration, resulting in the incompleteness of information in the process of measurement. In this paper, information fusion similarity measurement based on cloud model is proposed. The definition can be described as follows.
Definition 4 Assuming that there are series X = {x 1 , x 2 , . . . , x n } and Y = {y 1 , y 2 , . . . , y n }, the trend sequences of X and
. . , y n − y n−1 }, which can be qualitatively represented as shown in Fig. 2 . The degree of information fusion similarity between X and Y , Sim I F (X , Y ), is defined as:
where avg means the average and Sim g (X , Y ) is the degree of global similarity between X and Y , which reflects the global similarity level of time series. The computational formula is as follows:
where min means the minimum and Sim(X i , Y i ), i = 1, 2, . . ., m represents the degree of basic similarity between the ith segment of X and Y . Similarly, Sim l (T X , T Y ) is the degree of local trend similarity, which reflects the variation trend. The computational formula is as follows:
where Sim(T X i , T Y i ), i = 1, 2, . . ., m represents the degree of basic similarity between the ith segment of T X and T Y . The steps of employing the cloud model method to calculate the degree of information fusion similarity between X and Y are as follows:
Step 1 Calculate the trend sequence T X , T Y of X and Y , respectively.
Step 2 Divide the sequence of X , Y , T X , and T Y into m segments.
Step 3 Calculate the digital characteristics of all segments through BCG algorithm. Step 4 Calculate the Sim g (X , Y ) and Sim l (T X , T Y ) using OECM algorithm.
Step 5 To obtain the degree of information fusion similarity according to Eq. (5). 
4 Prediction model based on similarity measurement
Sample construction
Assume that the time series {y 1 , y 2 , . . ., y t−1 , y t } are collected at equally spaced time, where t represents the current moment. The objective of time series forecasting is to estimate the value of future time t + h,ŷ t+h as formula (8):
where f is the prediction model, h represents the horizon of prediction, and r is the number of time lags. If h = 1, we call it as the single-step prediction, and if h > 1, we call it as the multi-step prediction (Chen and Lee 2015) . The term current vector is called query sequence q: q = {y t , y t−1 , . . . , y t−r +2 , y t−r +1 }.
In order to obtainŷ t+h , the corresponding training set of query sequence is constructed, where the proper lags r are determined. The training set is presented in Table 1 .
Neighbor selection
In neighbor selection, our goal is to select the neighbor set of query sequences through measuring and ranking the similarity degrees between query sequence and each of training set.
Following the information fusion similarity measurement, we can proceed to calculate the similarity degrees of q and each of training set. The similarity degrees are sorted in descending order, and the first k sequences are selected as the neighbor set of q.
Prediction model
In this subsection, a brief description of LSSVM (Suykens et al. 2002) is given, which is used to predict the future values. As the modification of standard SVM formulation, it is usually available to solve the function estimation and nonlinear regression problems.
Fig. 3 Flowchart of proposed time series prediction method
A linear function in primal weight space can be expressed as:
where x, y ∈ R. φ(·) is the nonlinear mapping function from the input space to a high-dimensional feature. ω is the weight vector, and b is a bias term. Considering a training set (x i , y i ), i = 1, 2, . . ., n, the objective function of LSSVM in the primal weight space can be described as follows:
which is subject to the constraints:
where γ is the regularization factor and e i represents regression error of the ith sample. The Lagrangian function for Eqs. (11) and (12) is as follows:
where α i is the Lagrange multipliers. Then, this optimization problem can be transformed into solving linear equations:
where l n = [1, 1, . . ., 1] T , y = [y 1 , y 2 , . . ., y n ] T , a = [a 1 , a 2 , . . ., a n ] T , and K is a kernel matrix defined as K i j = K (x i , x j ). In order to avoid dimension disaster in the highdimensional feature space, the radial basis function (RBF) is used as the kernel function, and it is given by
where σ is the width of the RBF. Finally, the estimating function of LSSVM is represented as:
The learning and generalization ability of LSSVM is influenced greatly by regularization parameter γ and kernel function width σ 2 , which are usually determined by using grid search algorithm with K-fold cross-validation (Arlot and Celisse 2010) .
In this paper, the LSSVM is trained by adopting the idea of local model (McNames 1998) . The proposed prediction model is divided into three steps: sample construction, neighbor selection, and query prediction. The frame structure of prediction model is shown in Fig. 3 . The specific algorithm flow is described in Algorithm 1.
Algorithm 1 The proposed prediction algorithm
Input: A time series y = {y 1 , y 2 , . . ., y r , y r+1 , . . ., y t }. Output: The estimated valueŷ t+h .
Step 1. Preprocess the dataset y and obtain query sequence q = {y t , y t−1 , . . . , y t−r , y t−r+1 }, training set s 1 = {y r , y r−1 , . . ., y 2 , y 1 }, s 2 = {y r+1 , y r , . . ., y 3 , y 2 }, · · · , s p = {y t−h , y t−h−1 , . . ., y 
Step 2. Calculate q and s (the digital characteristics of q and s) . for i = 1, 2, . . ., N t do Step 3. Calculate the similarity degree Sim i I F of q and s . end for
Step 4. Sort Sim I F in descending order.
Step 5. Select the first k sequence from s to form neighbor set.
Step 6. Train LSSVM with the neighbor set.
Step 7. Obtainŷ t+h by putting q into LSSVM.
In this algorithm, N t represents the number of forecasting points. For each input q corresponding to the forecasting point, the neighbor set is selected from training set and used to train a LSSVM model.
Experimental results
The experimental results of four time series data are presented, aiming to evaluate the effectiveness and feasibility of the proposed method. All the time series data are obtained from the Time Series Data Library (TSDL) (Hyndman 2013) , which is an open repository of time series datasets. These four time series data are also used in Wu and Lee (2015) and Veloz et al. (2016) . The four time series data are: (a) the Laser dataset, which is from the fluctuations of a far-infrared laser and measured in a physics laboratory experiment; (b) Sunspots, which contain the annual amount of observed sunspots from 1700 to 1987; (c) ESTSP2007 dataset, which is from the European Symposium on Time Series Prediction competition 2007; (d) Poland electricity load, which presents the electricity load values of Poland from 1990s. Table 2 lists the total size, training size, test size, minimum, maximum, and mean of four time series datasets.
To evaluate the similarity between the k sequences of the nearest neighbor subset and the query sequence, the unitary evaluation index is employed.
Definition 5 Suppose that the nearest neighbor subset of the query sequence is selected from the training set, and the match degree is defined as:
where var means the variance and k and p are the number of neighbor subset and training set, respectively. From the definition, the higher the match degree is, the higher the similarity degree is. Experiments verify the effectiveness of the proposed method in different prediction horizons. In single-step prediction, the impact of different nearest neighbor set size k on the prediction accuracy is analyzed. Considering the influence of time complexity, the experiment compares the computational time of several measurement methods. In addition, the different prediction models combined with CMSM method are compared. In multi-step prediction, we obtained the prediction errors of four datasets in five steps, ten steps, and 15 steps, respectively. Different similarity measurement methods are contrasted in multi-step prediction as well.
Evaluating the accuracy and reliability of the prediction results is an important part of forecasting analysis. In this paper, four error indices are considered: root-mean-squared error (RMSE), mean absolute error (MAE), normalized root-mean-square error (NRMSE) (Wu and Lee 2015) , and normalized mean square error (NMSE) (Veloz et al. 2016 ). These error indices are shown as follows:
whereŷ i is the predicted value of corresponding observation y i and N t is the total number of the test set. y max and y min are the maximum and minimum values of the dataset. These four indices are very effective to evaluate absolute forecasting error.
Single-step prediction
The Laser and Sunspot datasets are used in single-step experiments. To verify the effectiveness of the CMSM, four existing methods are considered for comparison: Hybrid Distance (HD) (Wu and Lee 2015) , Morphology Similarity Distance (MSD) (Men et al. 2015) , DTW, and Vector Cosine (VC). Experimental parameters of Laser and Sunspot datasets are set as r = 10 and k = 50. Table 3 shows the match degrees of four query sequences in Laser and Sunspot datasets, which illustrates the validity of searching the nearest neighbor set. The similarity measurement results are very similar among all the methods. Therefore, we can get better prediction results by modeling with the neighbor set, because the selected neighbor set and the test sequences are close to each other in numerical and trend.
The MAE and RMSE of prediction results are presented in Table 4 , where bold values indicate the best results of all methods. The results show that the CMSM method achieves the minimum error when compared with other methods in single-step prediction. Figure 4 shows the corresponding forecasting results of the two datasets. All of these methods have a good approximation to the real values, which verify the effectiveness of local model in single-step prediction. Combined the error histogram in the details of Fig. 4 with Table 3 , it can be seen that the similarity measurement proposed in this paper can get better prediction results based on local modeling among all these approaches. In addition, the prediction error (MAE, RMSE, NRMSE, NMSE) distribution obtained by modeling the Laser dataset using five different methods, respectively, is shown in Fig. 5 . It also indicates that the CMSM method has the best prediction performance among the five methods.
The prediction performance is affected by the value of k. Figure 6 shows the MAE obtained by different measurement methods in Laser dataset, with k increasing from 30 to 150. It can be observed that the prediction errors of these methods have a decreasing trend with the increase of k, but the process is fluctuated. The CMSM method shows a good accuracy among all methods when k is small. Moreover, the MAE of the CMSM method owns the smallest variation with the increase of k, and thus its performance is stable. Although the errors of all methods are decreasing, the time complexity increases with the increase of k. Therefore, the relationship between the prediction accuracy and the time complexity should be considered in the selection of parameter k.
The prediction results of ANFIS, optimally pruned extreme learning machine (OPELM) (Grigorievskiy et al. 2014) , back-propagation neural network (BPNN), SVM, and LSSVM combined with the CMSM method, respectively, are displayed in Fig. 7 in terms of MAE and RMSE in Laser dataset. This bar diagram shows that the LSSVM model achieves the minimum MAE and RMSE in Laser dataset. It is clear that the combination of LSSVM and CMSM is a good choice among all models.
Multi-step prediction
There are three main multi-step prediction strategies: direct strategy, recursive strategy, and combination strategy (Grigorievskiy et al. 2014) . In recursive strategy, errors accumulate with the increase of the prediction step since each prediction has some error. Direct strategy based on true values of time series is more accurate than recursive. Combination strategy coincides with the direct strategy in the first step. But the dimension of the model increased because all predicted values act as new input. Therefore, direct strategy is selected in multi-step prediction experiments.
Laser and Sunspot datasets are used in the multi-step experiment, and the results are compared with HD. In Laser dataset, the sample size is k = 150, and in Sunspot dataset, the sample size is k = 90. The comparison results are shown in Table 5 . As the table shows, the CMSM method outperforms HD in terms of RMSE. Figure 8 shows errors change of two datasets in different steps, and the errors become big- ger with the step increasing. CMSM method obtains a good prediction accuracy in small step. However, it cannot avoid accuracy decreasing when the step increases. The proposed method based on CMSM, which uses the three characteristics to represent time series from the overall level and local trend, can avoid the influence of outliers to a certain extent. Therefore, there is a high degree of similarity between the neighbor set and query sequence. Figure 9 shows the average computation time in three different steps of four datasets for each method. On the one hand, computation time is related to the size of datasets. On the other hand, it is related to their own characteristics for all measurement methods. The sequence is segmented to measure similarity in the CMSM method. It results in slight increase of the computation time. However, it is still faster than the DTW method. 
(b)
Step RMSE Fig. 8 Changes in RMSE for Laser and Sunspot datasets with increasing step in multi-step prediction
Conclusions
A time series forecasting method based on cloud model similarity measurement has been proposed in this paper. The raw and difference sequences of query sequence and training set are transformed into digital characteristic sequences by using the BCG algorithm, respectively. Then, OECM algorithm is employed to calculate their similarity, and the neighbor set of query sequence is selected. Finally, the LSSVM model is trained with the neighbor set and used for forecasting. The novelty in this method is the use of the cloud model and the obtainment of additional information from the raw series. Cloud model effectively solves the uncertainty of measuring similarity by transforming quantitative data into qualitative series. Two-tier features of series are extracted from the general perspective and local trend. This improves the measurement accuracy, which is favorable in subsequent prediction. The comparison of prediction results with different modeling methods shows that the proposed method is an excellent local prediction model. Meanwhile, the OECM algorithm and LSSVM are utilized for similarity measurement and prediction, respectively, and their combi-nation obtains a good performance. Experimental results of the four time series have verified that the proposed method can achieve credible prediction accuracies in single-step and multi-step prediction.
In the proposed prediction model, the selection of time lags and the number of the nearest neighbor samples is a challenging task. Therefore, the next step we will focus on is selecting number of neighbor samples. In addition, the time complexity increases with the introduction of a variety of optimization methods. How to balance the relationship of forecast accuracy, forecast stability, and time complexity is worthy of further consideration.
