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Recently a number of algorithms have been derived which minimize a non- 
linear function by iteratively constructing a monotonically improving sequence 
of approximate minimizers along curvilinear search paths instead of rays. These 
curvilinear search paths were obtained by solving a first-order approximation 
to certain initial value systems of nonlinear differential equations. The simplest 
technique for solving some of the above systems numerically, viz., that of Euler, 
yields either the steepest-descent or Newton method, and this induced us to 
examine the possibility of modifying other, more sophisticated and stable 
numerical integration techniques for use in function minimization. In this paper 
are presented some theoretical as well as practical aspects of using numerical 
integration techniques in order to derive minimization algorithms. Results are 
also given and possible areas for future research are indicated. 
1. INTRODUCTION 
In [l-4] a number of algorithms are presented which minimize a nonlinear 
function f: Rn -+ Ii’, f E CP generating a sequence of approximate minimizers 
{A+} along curvilinear search paths x(t) obeying an initial-value system of dif- 
ferential equations of the form 
xqq = -Q-l(x) g(x), 
x['J(O) = 0, r = 1, 2,..., Q---1,4<t-~, x(0) = Xk 
U-1) 
where g(x), g: Rn -+ Rn, is the gradient vector of the objective function, 
g=(x) = (8f(x)/ax, ,..., af (x)/ax,), and Q(x), Q E Rnxn, is a symmetric positive 
positive definite matrix. It is proved that x(t) is a descent curve in x space and, 
in particular, that it is a steepest-descent curve in the case of the first-order 
system 
W = -Q-W&), x(0) = Xk w 
under the general elliptic norm )I x Ilo = (Qx, x)lj2. The system matrix Q(x) 
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was set equal to either the identity matrix, I, or the Hessian matrix, Ii, or its 
inverse, H-l, N(x) = (8*f(x)~&, 8~~). System (1 .l) was then solved expanding 
Jw = -PWg( x in a Taylor series to a first-order approximation. 1 
Let us new consider the first-order systems 
k(t) = -g(x), x(0) -= x’c 
and 
c?(t) = --II-l(x) g(x), x(0) = xk. 
Euler’s method for numerical integration when applied to them yields 
(1.3) 
(1.4) 
#l _ gc - tg(x") (1.5) 
and 
&A+1 = X7< - ~fpl@")&"); 
(1.6) 
i.e., the steepest-descent and Newton methods, respectively. At this point we 
recall that in Euler’s method the step size t is constant whereas in the steepest- 
descent or Newton methods t is allowed to vary such that f(~“+l) <f(&). 
Now the fact that the simplest numerical integration technique reduces to the 
steepest-descent or Newton method raises the question as to whether other, 
more sophisticated and stable techniques could be modified so as to be suitable 
for use in function minimization. Before answering this question we shall in the 
following section discuss some of the properties of systems (1.3)-( 1.4) and their 
corresponding solution curves. 
2. ON THE PROPERTIES OF THE CONTINUOUS STEEPEST-DESCENT AND 
NEWTON CURVES 
Let us consider the initial-value system of differential equations 
k(t) = -g(x), x(0) = x0. GQ) 
We call x(t) the continuous steepest-descent curve, as (2.1) is the differential 
equation of steepest descent. The following theorem may now be proved. 
2.1. THEOREM. Let f:  R” + R1 be a twice continuously dzzerentiable function 
having a global strong minimum at x *. I f  x(t) is the solution curve to system (2.1), 
then f(x(t)) is a decreasing function of t > 0 and x* is an asymptotically stable 
equilibrium point of (2.1). Moreover, if m jj h II2 < (H(x) h, h) < MI/ h lj2, 
Vh E An, x eLO = {x / f(x) < f  (x0), x E Rfi}, M > m > 0, then the following 
rates of convergence are valid: 
(i) 11 x(t) - x* /I < e-“t j/ x0 - x* 11; 
(ii) 0 <f(x(t)) - f(x*) < (M/2) eczmt /I x0 - x* /12, 
under the usual Euclidean norm. 
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Proof. Let us consider the real function +: Rn + R1 defined by the equation 
w = f (4 - fb”)* (24 
Clearly 4(x) is a Liapunov function defined on the level set L,, , and therefore 
x* is an asymptotically stable equilibrium point of a(t) = -g(x), x(O) = x0. As 
is known from calculus, the change of f(x) along a(t) is given by 
f(@)) = (g(x), 40) = - II g(~Y. (2.3) 
Sincef(x(t)) < 0, it follows thatf (z(t)) is a decreasing function oft >, 0, and the 
first part of the theorem has been proved. 
Let us now consider 
g II 4) - x* II = (W, X(4 - x*> _ cd~(~))~ x(t)- x*> - - II x(t) - x* II II x(t) - x* I/ * (2.4) 
By Taylor’s theorem for first-order expansion, we have 
g(x) = &*I + i1 fqx* + T@(t) - x*>) (x(t) - x*) d7, 
Now, since g(x*) = 0, we obtain from (2.4) and (2.5) 
7 E [O, 11. (2.5) 
-g 11 x(t) - x* 11 = - 
.f: (H(x* + +(t) - x*)) (x(t) - x*), x(t) - x*) dr 
II 44 - x* II 
(2.6) 
I f  x* + ~(x(t) - x*) EL,, then by the assumption of our theorem we have 
-g II x(t) - x* I/ < - m ” w - x* l? = --m l/ $) _ %* ,! II x(t) - x* II (2.7) 
and therefore 
11 x(t) - x* 11 < ecmt 11 x0 - x* /I . (2.8) 
We note that jl x(t) - x* I/ is a decreasing function of t > 0 and that z(t) -+ x* 
exponentially. 
Taylor’s theorem for second-order expansion applied to f(x) now yields 
0 Gf(44 - qx*> 
= (g(x*), x(t) - x*> 
(2.9) 
+ ,,’ (1 - T) (H(x* + 7(x(t) - x*>> (x(t) - x*>, x(t) - x*> 
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where g(x*) = 0 and ‘T E [0, 11. 
we obtain 
Hence, assuming that x* + T(x(~) - x*) EL, , 
0 :Zf(x(t)) 
M 
-f(L+) .< -I/ x(t) - x* 112 
2 
or, because of (24, 
0 <f@(t)) -f(x) < Fe-,,, I/ x0 - x* 112 (2.11) 
and the theorem is proved. 1 
Let us now assume that x0 E B, , where B, is a sphere centered at x* with 
radius e < 1. If x* is a strong minimum, then H(x) > 0, VX E B, , and the 
constants m and ICI in the above estimates may be replaced by the minimal and 
maximal eigenvalues of H(x*), respectively. This proves that the convergence 
rates near the minimum depend upon the eigenvalues of the Hessian matrix and 
that the smaller the ratio m/M, the slower is the convergence. 
As is known from calculus, a necessary condition for x* to be a minimum is 
that g(x*) = 0. Therefore minimizing f( x over Rn is equivalent to finding all ) 
the solutions of the system of nonlinear equations 
g(x) = 0. (2.12) 
In [2, 3] the method of differentiation with respect to a parameter [5-71 has been 
considered for the solution of (2.12), leading to the system of differential equa- 
tions 
be(t) = -H-l(x)&), x(0) = x0. (2.13) 
At this point we recall that the continuation approach for the solution of 
system (2.2) imbeds the real parameter t into the original equation if instead of 
(2.12) we consider an entire family (homotopy) .#’ = Rn x D C RI + Rn such 
that X(tO, x0) = 0 and X(U, x) = g( x ) f or some x0 E Rn and two values to and 
tf of the parameter. As may be proved, under certain conditions there exists a 
space curve X: [to, tf] ---f Rn such that X(x(t), t) = 0, Vt E [to, tfl. Then, clearly, 
x(P) is a solution to g(z) = 0. 
The homotopy considered in [2, 31 is of the form 
X(x, t) =g(x) - e-%(x0), D = [0, tf], tf-++Co (2.14) 
and the condition for the existence of a continuous space curve emanating from 
~0 and tending to x* is that 11 H-l(x)11 < l/m for some m > 0. Following the 
same argument as in Theorem 2.1 we have, 
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and therefore 
11 x(t) - x* 11 < e-mt 11 x0 - x* 11 (2.16) 
where m is a constant such that <J(x) h, h) > m ]I h II2 Vh E RN, m > 0, and 
J(x) is the Jacobian of F(x) = H-l(x) g(x). As may be seen, the above con- 
vergence rate of the continuous Newton curve is equal to that of the continuous 
steepest-descent curve and does not reflect the quadratic convergence of New- 
ton’s method. Note also that, since %(x(t), t) = g(x(t)) -- e-“g(9) = 0, 
Vt E [0, +a), we have 
&(tN = e-k@“) (2.17) 
and therefore limk+a3 x(t) = x*, where g(x*) = 0, i.e., x* is an asymptotically 
stable equilibrium point of (2.13). 
Let us now consider the homotopy 
X(x, t) = e-t(x(t) - 9) + (1 - e@) g(x) = 0. (2.18) 
If  &P(x(t), t)/ax is nonsingular Vt E [0, + co), then from the implicit function 
theorem it follows that 
asqx, t) -1 a&p, t) 
w = - ( ax ) ( at ) ’ x(0) = x0 (2.19) 
where %(x(t), t) = 0, Vt E [0, co). Noting that 
aqx, t) 
ax = e-tl + (1 - e-“) H(x) 
and 
a-qx, 4 
at = -e-t(x(t) - x”) - e-tg(x) 
= - k+(x(t) - ti> + (1 - e-? A41 + g(x) = g(x) 
we obtain from (2.19) 
a(t) = -[e-“1 + (1 - eet) H(x)]-l g(x), x(0) = x0. (2.20) 
As may be seen, (2.20) describes a continuous changeover from the continuous 
steepest-descent (t = 0) to the continuous Newton method (t = +oo). This 
homotopy is useful whenever H(x) has singular points on the solution curve 
x(t) of X(x, t) = g(x) - e-tg(xO) = 0. 
At this point we must remark that integrating the systems of differential 
equations derived above by a more sophisticated numerical technique than 
Euler’s method will not necessarily yield a better scheme than that of Newton. 
This is a consequence of the fact that the convergence rates are the same for 
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both the continuous steepest-descent and Newton curves. Indeed, let us consider 
the system (2.13) f or which Euler’s method with a step-size of unity yields 
& 1 _ xk _ H-yxk) &“‘) = &k), (2.21) 
i.e., the Newton method. Assuming that {x”} converges to a point x* where 
g(x*) = 0, we have 
Xki~l _ x* ZZ A(&+) - &” * = A&k) - A(x*) (2.22) 
since A(%*) = x * - H-yx*)g(x*) = x*. Expanding A(xk) in a Taylor series 
about x* we obtain 
A(Xk) = A(x*) + !c!p (x” - x*> 
+ (Jo1 (1 - 4 
a2A(X* + ‘(X” - x*)) ” 
ax2 (x” - x*) do) (x” - x*) (2.23) 
where r E [0, l] and (a2iz(x)/&) y is an n x n matrix, Vy E Rn. But 
(2.24) 
where (XF(x)/ax)g( ) g x is a ain an n x n matrix which may be found by con- 
sidering the identity H(x) H-l(x) = 1. We have 
aw4 -1 y&- H (x) + H(x) fyg@ = 0, 
from which 
aH-l(x) 
~ = -H-l(x) 
ax y H-l(x). 
Hence 
- = H-l(x) F H-‘(x) g(x) w4 ax 
and, since g(x*) = 0, 
aA(x* = 0. (2.26) 
Combining (2.22), (2.23), and (2.26) we obtain 
/i xk+l - M x* 11 ,( - /I Xk - x* 112 2 
(2.27) 
where 
(2.25) 
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As may now be seen from (2.16) and (2.27), if the kth iterate xk of Newton’s 
method is thought of as an approximation to x(k), then xk converges to the 
solution of g(x) = 0, i.e., to the minimizer of f(x), faster than x(k) as k -+ co. 
This behavior is particularly extreme when f(x) is a quadratic function of the 
form 
f(x) = &(Qx, x) - (b, x) + c. (2.28) 
In this case the solution curve to system (2.13) is given by 
x(t) = Q-lb + (x0 - Q-lb) ect (2.29) 
whereas the Newton iteration will converge in one step. 
3. OBTAINING DESCENT CURVES FROM NUMERICAL INTEGRATION METHODS 
Let us consider the initial-value system of differential equations 
Lqt) = F(x), x(0) = x1, k = 0, 1, 2 ,..., F: R” + R” (3.1) 
where 
F(x) = -Q-W R(X) = - [ $f;;x, g(x). 
(3.2a) 
(3.2b) 
As has been proved, under certain conditions the asymptotic solution to the 
above system of differential equations is a local minimizer of the objective 
function f(x). However, owing to the nonlinearity of F(x), it is in general not 
easy to solve system (3.1). There are now two possibilities: instead of solving 
system (3.1) we can solve an approximation to it obtained by expanding F(x) 
in a Taylor series; alternatively, we can apply a suitable numerical integration 
technique denoted symbolically by 
Xkfl = qxk’l; t) + aqxk, xk--I,..., x2-l; t), (3.3) 
hoping that xk will be a reasonable approximation to x* as k + + co. 
Results of the first approach may be found in [l-4] from where we recall 
that the solution curve to system (3.1) under the linear approximation 
F(x) N F(x”) + 1(x”) (x - xk), J(X) = !$2 
is given by 
x(t) = xk + [exp(-tJ(xk)) - I] J-l(xk) F(xk). (3.5) 
Assume now that (3.1) is integrated numerically by means of (3.3), where Q1 
is the implicit and QE the explicit term of the numerical scheme. Then one faces 
the following two questions: 
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(i) Which method should be used for the numerical integration of the 
particular system ? 
(ii) How should the step-size t be selected? 
In order to answer the first question we must take into account the fact that 
we are interested in finding the asymptote of the solution to system (3.1) and not 
the solution curve itself. Hence a high-accuracy method should be excluded in 
the first place, since such a method would merely keep the iterates near the 
true solution curve and thus converge more slowly to the asymptote. As far as 
the second question is concerned we recall that the stability of any numerical 
integration technique depends upon the step-size t which in turn depends upon 
the particular system, and therefore severe step-size restrictions would be 
imposed when (3.1) is a stiff system of differential equations. Note that (3.1) will 
be a stiff system of differential equations if the ratio of the minimal over the 
maximal eigenvalue of the Hessian matrix is very small, in which case the 
objective function has a valley-like structure in space. 
We recall that the solution curve to system (3.1) is a descent curve for the 
objective function f(x) if Q(X) is a positive definite matrix. Therefore we can 
overcome the stability problems of the particular technique used for the nume- 
rical integration of system (3.1) f i we let t in (3.3) vary in a suitable way so that 
f(xk+l) <.f(x”). We th us obtain a space curve of the form 
x(t) = aqx(t); t) + @E(Xk, Xkfl,..., .k-z; t). (3.6) 
Note that for x(t) to be a descent curve, we must have 
&x(O)) = @(O), g@(O))) = &(x(O); 0) + @E(Xk, x --l,..*, xk--l; o>, &(0))~ 
= a@I,(x(o); O)qo) + a@dx(o); '>+ $E(Xk 
ax at , 
xk-l ,*.a, xk-l; O), g(x(O))) * 
(3.7) 
It is now clear that any numerical integration technique may be used to derive 
a minimization algorithm. The following points should, however, be 
remembered. 
(i) Since the rates of convergence are the same for both the continuous 
steepest-descent and Newton curves, the use of a numerical integration technique 
more sophisticated than Euler’s method will not necessarily yield a better 
scheme than that of Newton. 
(ii) Numerical integration techniques in which use is made of higher- 
order partial derivatives of the objective function should be excluded in order 
to obtain, minimization algorithms which are as simple as possible, and also so as 
to avoid an excessive number of function evaluations. 
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(iii) Owing to the fact that our systems of differential equations are 
frequently stiff, it would be advisable to modify a stable numerical integration 
technique, and therefore only implicit numerical integration techniques should 
be considered. 
In the following section an algorithm is derived based on a suitable modifica- 
tion of the trapezoidal rule for the numerical integration of the system 
L?(t) = --H-l(x)g(x), x(0) = Xk. (3.6) 
We recall that the simplest numerical integration technique, viz., that of Euler, 
when applied to the above system yields Newton’s method, which is one of the 
most famous and successful minimization techniques. 
4. AN ALGORITHM 
Let us consider the initial-value system of differential equations 
2(t) = -H-l(x)g(x), x(0) = xk. (4.1) 
The trapezoidal rule for the numerical integration of the above system yields 
xk+l = xk - 3 (H-1(x”) g(x”) + H-l(p”) g(p”)) (4.2) 
where p” is the predicted point. We recall that the trapezoidal rule is an A-stable 
numerical integration method, [8], having the smallest error constant of all 
A-stable linear multistep methods and that an explicit method cannot be 
A-stable. 
Suppose now that at the Kth iteration of the algorithm we know 9, g(xk), and 
H(xL). Then we encounter the same problem which arises when any implicit 
numerical integration technique is used, i.e., the problem of predicting pk, 
g(p”>, and Wp”). H owever, the most natural way of predicting pk is to use the 
explicit method of the next lower order, i.e., Euler’s method. We thus obtain 
p” = Xk - tw1(x”) g(x”). (4.3) 
Note that as t -+ 0, then pk -+ xk and therefore g(p”) and H(pk) tend to g(xk) 
and H(x”), respectively. 
Assume now that the step-size t in (4.2) varies. Then we obtain the space 
curve 
where 
x(t) = Xk - (t/2) (H-l(xk) g(x”) + fqP’“(t)) g(p”(t)>) (4.4) 
p”(t) = Xk - tH-1(x”) g(9), p*(O) = Xk. (4.5) 
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Note that x(0) =: XI. and that s(t) is a descent curve if 
f@(O)) = (g@(O)), k(O)\ <: 0. 
But 
k(O) = - -&(H-l(d) g(x”) + H-Q”(O)) g@-(O))) 
- ($2) (44 (fwx”) &“) + fwP”(~>)g(P”(m LO 
= -H-l(&) g(x”) 
since p”(O) = xp. Hence x(t) is a descent curve if 
(g(x”), H-q+) g(x”)) > 0. 
(4.6) 
(4.7) 
(4.8) 
As may now be seen, in order to determine x(t) the inverse of the Hessian 
matrix of the objective function must be computed at xR and all intermediate 
predicted points p”(t). In order to avoid the analytic computation of second 
derivatives and the undesirable necessity of having to invert a matrix, the 
following iterative procedure is used, which approximates the inverse of the 
Hessian matrix. Let f(x) be a quadratic function of the form 
f(x) = &(Qx, x) + (b, xj $ c, Q E Rnxn, Q > 0. (4.9) 
Clearly the minimum off(x) occurs at 
x* = x - Q-l&), Vx E R”. (4. IO) 
Now (4.9) may be written as 
f(x) = t&(x), x - x*> + w (4.11) 
where w is the minimal value of f(x), i.e., w =f(~*). Combining (4.10) and 
(4.11) we obtain 
f(x) = H&4, Q-W) + w. (4.12) 
The above equation evaluated at N = (n(n + 1)/2) + 1 distinct points yields 
F = Va (4.13) 
where 
F= = [f(4...,f(~N)I, FERN, (4.14) 
VT = [ . . . . v(d) )... 1, i = 1, 2 ,..., N, V E RNXN, v E RN, (4.15) 
v’(Lq = [ . . . . :g(xjy ,...) . ..) g(xl”)g&&q )..., 11, 
j = 1, 2 ,..., n, 1 = 1, 2 ,..., n - 1, m = I {- l,..., n 
(4.16) 
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and 01 E RN is a vector containing the n(n + 1)/2 unknown entries qij, 
i = 1, 2, . . . . 71, j = 1, 2 ,..., i of the inverse of the Hessian matrix and w, i.e., , 
OF = [ . ..) qjj ,..., . ..) qlm ,.. .) w], j = 1) 2 )..., 71, I = 1, 2 ,..., n - 1, 
m = 1 + I,..., n. 
(4.17) 
Then assuming that the TJ(x~), i = 1, 2 ,..., N, are linearly independent we can 
invert the matrix V, thus obtaining 
a = V-‘F. (4.18) 
It is, however, desirable to carry out the inversion recursively as new f(x”) 
and V(G) are evaluated. We do this by defining V,, = I and cF(x”) = [l,..., 1, 
O,...; 01, i.e., ~-1(x0) = I and w(x”) = 0. Then at each iteration we successively 
replace corresponding rows and elements of V,-, and F,-, with calculated values 
of v(F) and f(~k), respectively, i.e., 
and 
V, = V,+, + ej(vT(xk) - eiTVk-,) (4.19) 
F, = F,-, + ej(f(xk) - ejTFk-,) (4.20) 
where ej is a unit vector with unity in the jth position, zeros elsewhere, andj = k. 
Using the Sherman-Morison formula we obtain 
which, because of a(~“-‘) = V&Fkwl, when substituted into 4~“) = VilFk 
yields 
+“) = a(Xk-l) + vii’ledf(xk) - “(‘“) “(xk-‘)> 
<V&+k), ej) . 
(4.22) 
Now, if (V;$Y(X~), ej) # 0, then an approximation q-r(xk) to the inverse of 
the Hessian matrix at zck, H-l(x”), may be easily constructed from the n(n + 1)/2 
first components of a(~“). Note that on a quadratic function we obtain after N 
steps the inverse of the actual Hessian matrix, provided that the ZI(L@), 
i = 1, 2,..., N, are linearly independent, N = (n(n + 1)/2) + 1. 
The above iterative procedure is now used to generate approximations to 
the inverse of the Hessian matrix at the predicted points p”(t) via the equation 
a(pk(t)) = a(xk-l) + V&edf(Pk(t)) - vT(Pk(t)) “(xk-‘>) 
<Vill’J(Pk(t)), ej> 
(4.23) 
provided that (V&n(pk(t)), ej) # 0, Vt E [0, p], p > 0. As may be seen, in 
order to predict q-Q”(t)) the gradient vector at p”(t) is needed. It is, however, 
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desirable to avoid having to evaluate g@“(t)) analytically as t varies. This can be 
done by recalling that along the actual solution curve to system (4.1) we have 
g(x(t)) = e-“g(x”). (4.24) 
Hence an approximation to g(p”(t)) may be obtained by using the equation 
g@“(t)) = e-tg(xk). (4.25) 
Using now (4.4), (4.5), (4.22), (4.23), and (4.25) we obtain 
x(t) = Xk - (t/2) (T1(Xk) dx”) + ?7-YPk(tN dP”W (4.26) 
and 
p”(t) = xk - t?p(xk) g(x”) (4.27) 
where ?-1(x”) and q-Q”(t)) are constructed from the n(n + 1)/2 first components 
of CX(X”) and a@“(t)), respectively. Note that as t -+ 0 we have p”(t) + xk, and 
therefore f(pk(t)) -ff(x”) b ecause of the continuity of the objective function. 
Moreover, from (4.25) we have that g@“(t)) +g(x”) as t -+ 0. 
The above argument proves that a@“(t)) -+ a(xk) as t -+ 0, and therefore 
11-l@“(t)) --+ 77-Yxk) as t + 0. Hence, x(0) = xk and 
f MO>> = <&(0))~ W) = - (rl-Yxk) dx”), &“D (4.28) 
and clearly, x(t) is a descent curve if 
(T1(Xk) dx”), Ax”)> > 0. 
At this point we recall that the efficiency of any minimization algorithm 
depends largely upon the unidimensional search method used to determine a 
step-size resulting in a sufficient function decrease. One of the most successful 
unidimensional search methods developed so far is Armijo’s rule [9], which does 
not require a minimum to be found along the search direction. According to 
Armijo’s rule we set t, = bzp, where I is the smallest positive integer such that 
f(x” + t,@‘) - f@“) - tk4g(Xk), d”) < 0 (4.29) 
for 01, b E [0, I] and p > 0, and dk is the search direction at xk: such that 
f(xk + tdk)l,,, = (g(xk), dk) < 0. Suppose now that the search direction dk 
is replaced by a more general curvilinear search path c(xk, t), as in our case. 
Then, as follows from (1 .l), f (xk + c(xk, t))lt, = (g(x” + c(xk, t)), x(t)>lt,O 
may be zero. To allow for this possibility we propose the following modification 
of Armijo’s rule. 
Modified Armijo’s Rule. For a search curve c(xk, t) satisfying 
<g(x”), dql(xk, 0)) < 0, &l(Xk, 0) (4.30) = 0, r = 1, 2,..., q-1, q<+a 
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set tk = bzp, where 1 is the smallest positive integer such that 
f(x” + C(Xk, tk)) -f(x”) - J$ a(g(xk), &l(Xk, 0)) < 0 (4.31) 
for LX, b E [0, l] and p > 0. 1 
A good choice for 1y, b, and p is 01 CI 3, b E (0.5,0.8) and p = 1, respectively 
WI. 
As may now be seen, for the search curve (4.26) we have 
q= 1, c(xk, t) = - 3 h-*(x”) &“> + v-l(Pk(t)) g@“(t))) (4.32) 
and 
<g(xk), 4Xk, 0)) = -<g(x”), T1(Xk) &“>> (4.33) 
that is (g(x”), t(x*, 0)) is th e same for both (4.26), obtained by a modification 
of the trapezoidal rule, and Newton’s method, which is equivalent to Euler’s 
method for numerical integration. We recall that the local error of the trape- 
zoidal rule is smaller than that of Euler’s method. Therefore, the point xk+l = 
a+ + c(x~, t) is likely to be nearer the actual solution curve to system (4.1) than 
the point p”(t) = zk - tyl(xk)g(xk) for the same value of t. The above argu- 
ment suggests that we should. first use (4.27) to find a point p”(t) along 
dk = -7-1(xk) g(xk), and its corresponding function value. If this point satisfies 
Armijo’s rule, we proceed to the next iteration, otherwise we use the same value 
of 1 ro find a point x k+l along ~(9, t), and we reduce the step-size only if xk+r 
does not satisfy Armijo’s rule. The obvious advantage of using a Newton’s 
step followed by a trapezoidal step is that although p”(t) may not satisfy Armijo’s 
rule, xk+l may do so, in which case t need not be reduced, and hence the next 
iterate will not be too near to xk. The following algorithm may now be stated. 
Step 0. Select an x0 E R* such that the level set L, = (x ) f(x) <f(9), x E Rn} 
is compact; set the tolerances ~1, ~2 and B. 
Step 1. SetK=O,j=l,V,=I,olT(XO)=[l,..., I,0 ,..., O],i.e.,T-l(XO)=I, 
s = 1. 
Step 2. Set c(x0, t) = -tg(ti), 2 = 0, t = bz, and go to Armijo’s sub- 
procedure. 
Step 3. Set I = 0, t = bz, 6 E [0, 11, s = 2. 
Step 4. Set p”(t) = xk - tq-‘(x”)g(x”), find f(pk(t)) and go to Armijo’s 
subprocedure; set g(p”(t)) = e-“g(x”) and compute ?I-Qk(t)) using (4.23); if 
I(&&(pk(t)), ei)l < ~1 set x0 = xk and go to step 1; else set c(xk, t) = 
-(t/2) (T-l(xk)g(xk) + -q”Cpk(t))g(pk(t))); if II c(xk, t)ll > B, set x0 = xk and 
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go to step 1; else set &-I l = xL + c(x7;, t) and compute f(& I c($, t)); go to 
Armijo’s subprocedure; repeat step 4. 
Step 5. Set 
&i-l = p"(t), 
= xk + C(Xk, t); 
compute g(x”+l); if g(a++l) = 0, stop; else compute q-l(x”+l) using (4.22); if 
I(V&(X”+~), eJl < ~1, set x0 = xB+l and go to step 1; if I(v-l(x”+l)g(x”+l), 
g(xk+l))l < ~2, set x0 = xhfl and go to step 1; if i = N, N = n(n + 1)/2 == 1, 
reset j = 1; else set j = j + 1, set K = K + 1; if (~-l(9) g(x”), g(x”)) < 0, set 
r]-l(x”) = -+(xk); go to step 3. 
Armijo’s Subprocedure. If 
[ 
f (P”(O) 
f b” + 4Xk, 9 -f (x”) - ta(g(x”), t(xk, t)) f  0, 
(y. E [0, 11, go to step 5; else set 2 = 1 + 1, t = bz; ifs = 1, repeat the procedure; 
return. 
5. ON THE CONVERGENCE OF THE ALGORITHM 
The convergence properties of the algorithm derived above are established 
using the following algorithm model and theorem. 
ALGORITHM MODEL (Polak [lo]). Let A be a set-valued search function 
mapping a closed subset T of a Banach space B into the set of all nonempty 
subsets of T (which is written as A: T -+ 2T) and let 4 be a stop rule, 4: T -+ R1. 
Step 0. Compute an x0 E T. 
Step 1. Setk=O. 
Step 2. Compute a point y E A(x’“). 
Step 3. Set xk+l = y. 
Step 4. If +(x”+l) 2 +(x”) stop; else set k = k + 1 and go to step 2. I 
THEOREM 5.1 (Polak [lo]). Suppose that: 
(i) C(x) is either continuous at all nondesirable points x E T or else b(x) is 
bounded from below for x E T; and 
(ii) fw every x E T which is not desirable there exists an C(X) > 0 and a 
S(x) < 0 such that 4(x”) - $(x’) < 6(x) < 0 f  or all x’ c T such that /j x’ - x \I < 
E(X) andfor al2 x” E A(x’). 
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Then either the sequence {x”> constructed by the above algorithm model is finite 
and its last element but one is desirable, or else the sequence is infinite and every 
accumulation point of (x”} is desirable. 1 
Let us now consider a curvilinear search path c: RR” x Rlf --+ Rn with the 
properties: 
(I) (g(x), &1(x, 0)) < 0 and c[‘l(x, 0) = 0, r = 1, 2 ,..., q - 1, q < co, 
x E cx I g(x) f  0); 
(II) c(x, t) = 0, Vt E [0, p], p > 0, for Vx E {x / g(x) = O}; and 
(III) c(x, 0) = 0. 
As may be seen, the curvilinear search path used by the algorithm derived 
in the previous section satisfies the above conditions. Moreover, g(x) (5.la) 
c(x, t) = -t q-‘(x) g(x) (5.lb) 
SrW + T’(N)) e-9 g(x) (5.lc) 
where T-l(p(t)) + q-‘(x”) as t - 0, (P(x) g(x), g(x)> > 0, and 
p(t) = x - Q-‘(x) g(x). (5.2) 
The following theorem may now be proved. 
THEOREM 5.2. Let c: R” x RI+ -+ R” be a continuously di@rentiabZe mapping 
in t satisfying conditions (I)-(III) b a ove, and let us consider a sequence {xk> con- 
structed as follows: 
Step 0. Select an x0 E R” such that the level set 
Lo = {x [ f(x) <f (x0), x E Rn) is compact. 
Step 1. Setk=O. 
Step 2. Computeg(xk); zfg(x’“) = 0, stop; else compute c(xk, t) as a function 
of t and go to step 3. 
Step 3. Find a t, satisfying the modified Armijo’s rule. 
Step 4. Set xk+l = xk + ( c xk, tk); set k = k + 1 andgo to step 2. 
Further suppose that: 
(1) I <g(x), c[*l(x, 0)) I 3 6 \Jx E ix E Lo , g(x) f  01; 
(2) II c(x, t)ll < B, Vx eLO and Vt E [O, p], p > 0; 
(3) f(x) is a continuously ds@rentiable function, f : R” + R1. 
40916313-14 
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Then either the sequence {x”> is finite and its last element but one is desirable, or 
else the sequence is infinite and every accumulation point of {x”} is desirable, where 
we call a point x desirable if and only if g(x) = 0. 
Proof. Let us define A(x) = x + c(x, t), d(x) = f (x), and T = RrL. Then 
our algorithm is of the same type as Polak’s algorithm model and Theorem 5.1 
may be used. Clearly, condition (i) of Polak’s theorem is satisfied, since f  (x) is a 
continuously differentiable function. Let xk be a desirable point. Then g(x”) = 0 
and, because of condition (II), c(xk, t) = 0, Vt E [0, p]. Therefore xL+l = X~ and 
the algorithm terminates. 
Let us now assume that xk is nondesirable, i.e., g(x”) # 0. Since the level set 
L,, is compact and g(x) is continuous, it follows that g(x) is bounded, i.e., 
IIg(x)ll < b, b < +a, Vx ~4,. By assumption (l), it follows that there exists 
an E > 0 such that 
Let us now consider the mapping A: R” x R1+ -+ Rn defined by 
A@, c(x, t)) =f(x + c(x, t)) -f(x) - +g(4, c[~'(x, 0)) (5.4) 
or 
4x,4x, 0) 
=f(x + 4% t)) -f(x) - ; <g(x), c[W, 0)) + (1 - a)~<g(x),c~ww 
(5.5) 
Using (5.3), the mean value theorem, and the fact that (g(x), c[al(x, 0)) < 0, 
we obtain from (5.5) 
A@, 4x9 t>) 
< (g(x + +, a, 4% t)> - ; (g(x), wx, 0)) - (1 - 4 5 6 llg(4112, 
TE[O, 11 (5.6) 
or, expanding c(x, t) in a Taylor series and taking into account the fact that 
cqx, 0) = 0, r = 1, 2 ,...) q - 1, 
4x, 4x, t)) < s j<g(x + 4x, t)) - g(x), c[~‘(x, 0)) 
+ -& <g(x + 4% t)), c[a+%? 5)) - (1 - 4 f ll&ll”~ P 
f E K’, 4. (5.7) 
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Now, since c(x, t) is bounded for all t E [0, p], g(x) continuous and (g(x), 
cI*l(x, 0)) < 0, we conclude that there exists a t of the form t q = b”p, b E [0, l] 
such that 
4% 4x, t)) d S(x) < 0 
and therefore the existence of a t(x) satisfying the modified Armijo’s rule is 
implied. Now, by the continuity of g(x), 
,< y /(g(x’ + T’C(X’, t(x))) - g(d), qx’, 0)) 
+ -+& <g(x’ + T’C(X’, w>>, c[@+ll(x’, 6’)) - (1 - a) c I/ g(X’)\i”/ 
</ 
2 ’ 
Vx’ E 23(x, c(x)) (5.8) 
where T’ E [0, 11, E’ E [0, t(x)], and c(x’, t(x))11 < B. This implies that 
f(X’ + c(x’, t(x))) -f(X’) - F ct(g(x’), c[Ql(x’, 0)) ,< y ) 
Vx’ E B(x, E(X)). 
(5.9) 
Now, we have t(x’) >, t(x), where t(x’) satisfies 
f(x’ + c(x’, t(x’))) -f(X’) - y a(g(x’), cqx’, 0)) < 0. (5.10) 
Since (g(x’), c@l(x’, 0)) < 0, we obtain from (5.10) 
rJ(x’) 
f(x’ + c(x’, Q’))) -f(x’) < - $ 4w), c[*‘(x’, 0)) 
F(x) 
<------- 4! a<&‘), qx’, 0)) 
(5.11) 
<- T CYE 11 g(x’)l!” 
< _ 1 tq@> 
2 4’ (Ye II &)l12 
Vx’ E 23(x, C(X)). Recognizing that X” = x’ + c(x’, t(x’)) E A(x’) we see that 
condition (ii) of POWS theorem is also satisfied, and convergence is concluded, 
since the level set L, is compact and hence accumulation points do exist. 1 
It is now not difficult to prove that the search curve used by the algorithm of 
the previous section complies with the conditions of the above theorem. Three 
cases should be examined, as follows. 
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(i) c(x, t) == -Q(x). Clearly, (g(x), k(x, 0)) = .-- jlg(x)i/” < 0, c(x, 0) == 
0 and c(x, t) 10, Vt E [0, p], if g(x) == 0. M oreover, / c(x, t)il < B since g(x) is 
bounded over L,, . 
(ii) c(x, t) r= --tqpl(x)g(x). \f ‘e rs note that (g(x), t(x, t)) < 0, since fi t 
-v-l(~) g(x) is forced, in step 5 of the algorithm, to be a descent direction. 
Moreover, because of the conditions in step 4 of the algorithm we have 
l(g(x), t(r, O)>l = i(y-l(x)g(x),g(x))/ > C := ~a and /i ~-l(~)]j < B for some 
B < + 30. Hence, since g(x) is bounded and t E [0, p], p < + co, it follows that 
/I c(x, t)li ,< B. Finally, we have that c(x, t) = 0, Vt E [0, p], if R(X) = 0, and 
that c(x, 0) --y 0. 
(iii) c(x, t) = -(t/2) (q-r(x) + T-Q(t)) e-“) g(x). The condition for 
boundedness in step 4 of the algorithm ensures that /I C(X, t)ii < B, whereas 
following the same argument as in the previous case, we see that ](g(x), i(x, O))l 
32 = c2, c(x, 0) = 0, c(x, t) = 0, V’t E [0, p], if g(x) = 0, and that 
a+% C(x, 0)) = -(T’(X) g(x), k&4> < 0. 
The above analysis, together with Theorem 5.2, proves that our algorithm 
converges to a local minimizer of the objective function. 
6. NUMERICAL RESULTS AND CONCLUSIONS 
The algorithm of Section 4 was coded in FORTRAN IV and executed on an 
IBM/360 computer for a number of test functions. All computations were 
performed in double precision and the results appear in column I of Table 6.1. 
In column II of the same table appear the results obtained when the test functions 
were minimized using Newton’s method. In both our algorithm and Newton’s 
method, the same procedure is used to approximate the inverse of the Hessian 
matrix, and the unidimensional search technique is also the same. In both 
programs the iterative procedure developed in Section 4 has been used to 
approximate the inverse of the Hessian matrix. The tolerances were set equal to 
TABLE 6.1 
Numerical Results and Comparison” 
(1) (11) (III) 
New Newton’s Fletcher and 
Function and (x”)r algorithm algorithm Powell’s algorithm 
(I) (-1.X 1) 208 258 501 
(11) (-1,0,0) 199 259 304 
(III) (3, -1, 0, 1) 321 487 400 
a In this table the total number of function evaluations is indicated. 
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B = 1012, cl = 10-24, and es = 10-16. The following version of Armijo’s sub- 
procedure has been used to select the step-size, [ll]. 
Step 0. Set 1 = 0, t = pk. 
Step 1. If 
f(xk + C(xk, t)) -ffxk) _ t(~-‘(r”)y)~ g(x”)) < 0, 
return; else set 1 = I + 1 and go to step 2. 
Step 2. Set t = t/21 and go to step 1. 
A suitable initial step-size pk has been obtained by 
pk =min 1, I Y (x”) (T1(Xk) &“>? gG”>> * 1 
The execution of both programs was stopped when 
and 
If(x”+‘) -f(x”)l < 10-S 
IIg(xk+‘)ll < 10-J. 
The following test functions were used. 
I. (Rosenbrock’s function; Fletcher and Powell, 1963). 
f(x) = 100(X, - x:)2 + (1 - X1)2, 
x* = (1, l)T, f cx*> = 0, x0 = (-1.2, l)T. 
II. (Helical valley; Fletcher and Powell, 1963). 
f(x) = lOO[(x, - 108)2 + (r - 1)2] + x32, 
x* = (l,O, O)T, f(x*> = 0, x0 = (-l,O, oy, 
tan-1 x? , 
i 1 x1 > 0 
2a8 = Xl 
77 + tan-l 3 , 
( 1 
Y = (Xl2 + x22)l'2. 
Xl 
Xl < 0 
III. (Quartic with singular Hessian; Fletcher and Powell, 1963). 
f(x) = (Xl + 1Ox,Y + 5(x, - x4)2 + (x2 - 2x,)4 + 10(x, - x4)2, 
x* = (0, 0, 0, oy, f(x*) = 0, x0 = (3, -l,O, l)T. 
(6-l) 
(6.2) 
(6.3) 
As may now be seen from Table 6.1, the new algorithm is superior to Newton’s 
method. We recall that our algorithm is a modification of the trapezoidal rule 
for numerical integration. Hence a more efficient numerical integration technique 
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yielded a better minimization algorithm than Newton’s method, which is 
equivalent to the simplest numerical integration technique, viz., that of Euler. 
However, as numerical results have indicated this advanatage is not always 
gained. Indeed, when the fourth-order Runge-Kutta method with a variable 
step-size was used in conjunction with system (4.1) to minimize the above test 
functions, the results obtained were not at all satisfactory. This is a practical 
illustration of our argument in Section 2 that the modification of a more sophisti- 
cated numerical integration technique than Euler’s method will not necessarily 
yield a better minimization algorithm than Newton’s method. In order to test the 
performance of the new algorithm the above test functions were also minimized 
using the IBM System/360 Scientific Subroutine Package version of Fletcher 
and Powell’s algorithms. The results appear in column III of Table 6.1 and the 
comparison turns out to be in favor of the new method. 
The system of differential equations considered in more detail in this paper is 
2(t) = --H-l(x)g(x), x(0) = x0. 
The reason for our choice is that the simplest numerical integration technique, 
when applied to the above system, yields Newton’s or the variable metric 
methods. However, we feel that some successful minimization algorithms may be 
obtained by looking for modifications of known techniques for the numerical 
integration of the other first or higher order systems as well. Indeed, a modifica- 
tion of the backward Euler method for the numerical integration of the system 
g(t) = -g(X), x(0) = x0 seems to be very promising, and we hope that results will 
be available soon. Another area of future research is indicated by the following 
question: which numerical integration technique should we modify for the partic- 
ular system ? In this paper we have considered the trapezoidal rule, which is an 
A-stable method. However, will it be any advantage if we consider Gear’s [12], 
stiffly stable methods ? Can we expect these methods to work better in the case 
where the Hessian matrix becomes singular near the true solution curve ? We 
also feel that toward this direction the system of differential equations k(t) = 
-[ectI + (1 - e&) H(x)]-l g(x), x(0) = x0 may be useful, since the singularity 
of the Hessian matrix can be raised by a suitable choice of the term e-*I, i.e., 
by a suitable choice of the step-size t. Results on this approach will appear in a 
future paper as soon as they become available. 
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