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I. INTRODUCTION 
Let d(x) be in L for every finite interval and assume that 
exists for n = 0, 1, 2, mm* where HJx) is the Hermite polynomial defined by 
Then 
H,(x) = (- 1)” exe Dn e& . (1.2) 
r+(x) - 3 a,(2%!)-1 H,(x) . 
n=O 
(1.3) 
It is known (see [l, p. 3811 or [2, p. 2401) that the series in (1.3) converges 
to q%(x) for suitable restrictions on 4 near x and f 00. The series is also sum- 
mable to 4(.x) by various methods and under less restrictive conditions on 4. 
Abel summability was considered in 13, p. 4581, Bore1 summabilities in [4], 
Cesaro and others in [5]. (See footnote in [2, p. 2341 on ref. 5.) The purpose 
of this paper is to find a summability method which will sum the series to 
$(x) under conditions on 4 near x = f 03 which do little more than assume 
the existence of each of the coefficients a,. 
In Section II, we discuss a previously used summability and show that the 
result already known cannot be greatly improved. In Section III another 
summability method is introduced and the main result of the paper is proved. 
An example is then given to show that this result is very nearly “best possible” 
and an application of the result to the inversion of the Weierstrass transform 
is indicated. A slight variation of the method of Section III is introduced 
in Section IV to improve the conditions on 4 in the neighborhood of .1c that 
were imposed in Section III. 
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The expansion of a function in a series of the Hermite polynomials H,(X) 
is very closely related to the theory of the Weierstrass transform [4, 61, which 
we define as (whenever the integral converges) 
*+ZC f(x) = n-l/P I . -.n e- ‘“-“6$(y) dy . (1.4) 
We will denote this byf(x) = W[C$(X)]. Th is is only slightly different from 
the usual definition (see [7]). This transform is often called the Gauss 
transform [8]. If the integral in (1.4) converges in some neighborhood of 
the origin, then [7, p. 1811 we may differentiatef(x) any number of times at 
the origin and it is easy to see that 
.ftn)(0) = +/2 j+m e-Y’fG(y) (b(r) dr = 4 (1.5) --XI 
in the notation of (1.1). 
II. BOREL SUMMABILITY 
We say that X,” Us is summable (B, 1) to the value s if 
and that the series is summable B to s if 
(2.1) 
where S, = E,” II~ . It is well known that these two methods are very nearly 
equivalent [9, p. 1831. It was shown in [4] that the series in (1.3) is summable B 
to $(.Y) if 
(4 e--3/4Y2+1/2xY C(y) is in L (- co, co), 
(b) C(X) is of B.V. in some neighborhood of X, 
(4 d(x) = 6 [4(x +) + 4t.y ->I, 
and that the series is summable (B, 1) to c$(x) with the same conditions except 
that (a) is replaced by 
e(-3y2/4)+(~y/2) 1 y I-1 I+(y) ( dy < a, , some a>O. 
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We will show that these results are best possible in the sense that the factor 
9 in e-3/4Y8 cannot be increased. Specifically, for a given c > $, we will 
find a function 4 where 
#J(X) = O(ec5*) , x->&m 
and the series in (1.3) is not summable B or (B, 1) at x = 0. 
It is known [7, p. 1781 that 
(2.3) 
eaZ* = W[(l + a)-l/2 &(a/l+a)] (2.4) 
if a is real and - 1 < a < 03. It is not difficult to see that the same will hold 
for complex Q provided only that 
- 00 -=c Re 
( ) & <l (2-5) 
where Re (a) denotes the real part of z. With a = ar + $?, this means that 
- 1 < a < 03 since 
R(i&)= (1 + 4” + P2 - (1 + 9. (1 + 4” + f12 (2.6) 
Let 
&(x) = Re [(l + a)-li2 ezea/(l+a)] , 1c12(x) = Im [(1 + a)-l12 @h/cl+a)] 
where Im (z) denotes the imaginary part of z. Then clearly 
(2.7) 
Re Pz*] = W,h(x)l , Im [@T = Wb2C41 , 
and both #r , 1,4~ are bounded in magnitude by 
1 (1 + a)-li2 ] exp [x2 Re u/(1 + a)] . 
From the fact that 
Dn eax’ = (- i l/a)” eazB H,(i z/;E x) 
(2.8) 
H,(O) = cos F . rT;n++l;) 
we deduce from the relation (1.5) for the numbers a, corresponding respec- 
tively to #r , #2 that 
U 
W! 
zn = n! Re (4 , (I~,,+~ = 0 
U 
(2n)! 
2n=-gj-Im(@), u~~+~=O. 
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At x = 0, the series in (1.3) for $i and #s thus become respectively the series 
below with each term replaced by its real and imaginary part. 
(2.9) 
This series with di replaced by z converges for small 1 z ] to (1 + z~)-~/~ 
and is summable B or (B, 1) to the same value for all z with 1 Im (z) 1 < 1 
and not summable for 1 Im (a) 1 > 1. (The two lines 1 Im (z) 1 = 1 define 
the Bore1 polygon for this series [9, p. 187 ff.].) In terms of (2.9), this series is 
not summable for 1 Im (~5) I > 1. Th us at least one of the two series obtained 
from (2.9) with each term replaced by its real and imaginary part cannot be 
summable B or (B, 1) under this condition. With a = 01 + $3 as before this 
corresponds to ,fP > 4(1 + a). Choose OL, fl with - 1 < OL < ~0, 
6” = 4(1 + 4 + 41 + a) for E > 0. 
Then either the series of form in (1.3) for $i or for #a is not summable at 
s = 0 B or (B, 1). Moreover from (2.6), 
so that by choosing 01 near - 1, z small, we can make this as close to $ as 
desired and thus from (2.8), both #i(x), t,&(x) are O(tizp) as x - > f m with 
$ < c and c can be chosen as close to $ as desired. 
III. THE SUMMABILITY (B, 6) 
We say that the series C,” u,, is summable (B, $) to the value s if 
Hardy [lo] compared this method with (B, 1) and showed that under certain 
circumstances (B, &) is stronger than (B, 1). In this section we will apply the 
method (B, 8) to the series in (1.3) and show that under very general con- 
ditions, it will sum the series to 4(x). 
We will need to study carefully the functions 
T(x, y, 1) = s Kc4 K+dY) 2nn! gn + 1) . 
n=o 
(3.1) 
(3.2) 
410 BILODEAU 
These series converge for - 00 < x, y < 00, 0 < t < ~0. Moreover, from the 
fact that 
we obtain 
$ [e-Y eWy)l = - e-Y* K+dy) (3.3) 
Let 
T(x, y, t) = - e”’ i [e-ye S(x, y, t)] . (3 -4) 
h(r) = (2m)-1 t-3/2 Sr e-(U*/4t)-u p/2& + n-1 1,” e-(u*/4t)-u u-l/Z& 
g(t) = pn)-l t-3/2 1,” e--(u’Pt)-u ~1/2 co3 [q- p)l/2 ~I/21 du 
then if L[f] denotes the Laplace Transform off(t) defined by 
then 
L[f(t)] = 1,” e-8tf(t) dt 
L[h(t)] = (&f 1)-l/2 + s-1/2(&+ 1)--l/2 = 
(fif 1)1’2 
2/Y 
(3.5) 
L[g(t)] = (&+ 1)-112 eflld/s+r (3.6) 
and also 
L[r-l/2 et t-l/a cos (2&2r1/2)] = (s - 1)-W e-W&l) (3.7) 
where 01, /3 are assumed real. Equations (3.5) and (3.6) follow from formulas 
(33) and (34) of [II, p. 1321, and (3.7) f rom the same table of transforms. For 
real S, (3.5) and (3.6) are valid for s > 0 and (3.7) for s > 1. Denote by * the 
convolution operation defined by 
f(r) *g(r) = 1: g(t - u) h(u) du . 
Then 
LEMMA 3.1 
where 
and 
S(x, y, t) = &j2[etN2 cos (2&W2)] *p(t) 
$0) = g(t) * h(t) 
OL = (x - y)” , B=%. 
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We make use of the well known fact that 
L[S(x, y, t)] = s-1 2 (2%!)-1 H,(x) Ef&) s-n/z 
?A=0 
if we can integrate the series in (3.1) term by term. We justify this by using 
a bound for Hermite polynomials [2, p. 2361, 
m 
pt is 
[2”n! q*n + l)]-’ ) H,(X) H,(y) ] tn/a; dt 
<KS n-1/6S-n/2-1 + s-1* 
?I=1 
This last series converges for s > 1. By Mehler’s Formula for Hermite 
polynomials [2, p. 3711, 
L[S(x, Y, t)] = +P(s - 1)-U2 exp I-- ~~)~1~ ” 1 . 
With u = (X - y>“, /I = 2xy, 
= s-1/2(s _ 1)-l/2 e-a/(s-l)++9/(l'sfl) 
= L[cT-~/~ et t-l12 cos (2~l/~tl/~)] * L[g(t)] . L[h(t)] 
from which the result of the lemma follows. 
LEMMA 3.2. For a given x, 
(a) I S(x, y, t) I < et+iBi[Al + A2 fil, o<t<m 
(b) I T(xt Y, t) I < O<t<m 
k=O 
and IyI >0 where A,, A, are constants independent of y, t and Pk(u) is a 
polynomial of at most degree 3 with nonnegative coeficients which are inde- 
pe?fdent of y, t. 
Now 
( g(t) I < tm3j2(2rr)-l irn e-(u2/4t)-U uli2 cash [2 1 /I /r/a ~1’21 du 
0 
s 
03 
< t-3/2(27r)-1 elpl e-u2/4t ~112 du 
0 
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since for 0 < u < 00 
max exp [- u + 2 ( /? 11/2u1/2] = elfll . 
Thus after a change of variables 
1 g(t) 1 < t-3/4(27r)-1 elfll 
s 
O3 e-ve/4 rN2 de, 
0 
and so for some constant RI , 
1 g(t) 1 < Kit-3/4 elfll , O<t<@J. 
Also 
( h(t) I Q K2t-3/4 + K3t-lj4, o<t<m 
for constants K, , K, . Then in the notation of Lemma 3.1, 
I p(t) I < eT& + Kst-1/2l , O<t<w 
where K4 , K, are constants. Thus 
(3.8) 
1 S(x, y, t) 1 < elfilet 
J 
‘1 (t - u)-lj2[K4 + K5u-1/2] du 
from which the first result of the lemma follows quickly. (For t = 0 we exa- 
mine the series definition of S(x, y, t).) The second inequality follows in a 
similar way after using the relation (3.4) and taking partials under integral 
signs, all of which are easily justified. 
We will also need to study 
G(x, y, R) = 11 e-t S(x, y, t) dt . 
LEMMA 3.3. 
(a) I G(x, y, R) I < (TT’oL)-~/~ elbl12 , O,<R<m 
(b) G(x, y, R) = (TCX)-~/~ e@i2 sin (2~9/aRl/~) + o(1) 
as R - > QJ uniformly for y in any Jinite a’nterval, y # x. 
By Lemma 3.1, 
G(x, y, R) = w-li2 1: dt /I p(t - u) e-tt+) u-l/2 cos (20r112zN2) du 
s R = $7-112 u-lj2 cos (2~r/~ul/~) du ‘p(t - u) e-(t-u) dt 0 f u 
s R =?T -l/2 a(u) u-l12 cos (20Y2u’/“) du 0 
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where 
u(U) = j:-uF(w) e+J (lz, .
An integration by parts leads to 
G(x, y, R) = (m)-l12 j: e-(R-u) p(R - u) sin (2&W/2) du (3.9) 
so that 
I G(x, y, R) I < (+*‘2 /I e+ I P(u) I du 
and it is easy to see that 
where 
I du 
g*(t) = (2=)-l t-w J e-(u*Pt)-u ~112 co& [2 1 jj (lPu*P] du . 
0 
Thus 
I W, Y, R) I < (~4-~‘~ [Q&)l . Wh(tlll,=, 
= (7p3)-112 elSll2 . 
For part (b), we go back to (3.9) and let u = R(1 - w), 
G(x, y, R) = (~a)-+~ R 1’ e-Rv p(Rw) sin [201l/~R~/~(l - w)l/2] dw 
= (~4-~‘~ W: + J21 (3.10) 
where J1 , I2 correspond respectively to the intervals [O, R-lfd], [R-1+6, I], 
0<6<1.Now 
1 J2 ( < 2a1/2R1/* e-Ru 1 p(Rw) 1 (I - w)l12 de, 
< 2c?12Rl/2e-Rs elfll 
s 
’ [K4 + K,(Rw)-~/~] dw 
0 
by (3.8). Thus 
1 J2 ( = O(R-lj2 e-R8 ), R->a 
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uniformly for y in any finite interval (X is fixed). Also 
J1 = j:-1+6 e-Rv p(Rv) sin [21&~Rl/~(l - a)‘/*] dv 
R6 
= Im iR-l/ 
0 
p(u) exp [- u + 2io1r~‘~R~l*[l - (u/R)]~/~] du: . 
Now 
[l - 2g2 = 1 + O(R”-l) , R- >m; O<U<RB 
and thus 
Jl = Im 1X-l exp [~~cA~R~/~] j””o e-u p(u) [I + 0(&2R”-l/2)] du 1 
= Im /R-l exp [~~cMR~/~] 1,” e-“p(u) du/ + cG/~O(R~-~/~) , R - > Q). 
Since 
then 
s,” e-“j(u) du = L[p(t)]]A=l = epi2 , 
J1 = R-1 $12 sin (2&2RlP) j- al/‘20(R~-3/2) , R-->a 
uniformly for y in any finite interval. Thus from (3.10) 
G(x, y, R) = (ma)-1/2 ebj2 sin (2a1j2R1j2) + O(R6-l12) , R- >a. 
We choose 0 < 6 < * to complete the proof of the lemma. 
We are now in a position to prove the main result of this section. 
THEOREM 3.1. Let W[$(x)] converge absolutely for - 00 < x < m and 
let + be of B.V. in some neighborhood of x0 . Then the series in (1.3) with 
x = x0 is summable (B, t) to 3 [#(x0 +) + +(x0 -)]. 
The existence of a,, , n = 0, 1, 2, 3, *** in (1.3) is assured by the existence 
of WE+(x)] for - w < x < ~0. We are interested in lim IR(xo), R - > 00 
where 
lR(xo) = 1: e-t 12 a,[2nn! r(+ n + I)]-’ H,(xo) t”i’/ dt . (3.11) 
VI=0 
Let 
a(y) = 
J 
‘)v) dv . (3.12) 
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Then since W[+(X)] exists for - 03 < x < 00, it is a consequence of [7, p. 1211 
that 
a(y) = o(e(“-‘)*) ) Y-->iW (3.13) 
for any X, - 00 < x < 00. Thus we may integrate by parts to obtain 
a, = - 742 
s 
and by (3.3) 
*+” 
Hence 
=?I -l/2 
J 
edy * K+l(y) 4y) 4 . 
---a0 
2 t~,J2’%! T(g tt + l)]-1 &(~a) PIa = ~-r/a Sirn e-“a(y) T(x, y, t) dy 
?I=0 --m 
(3.14) 
if we can justify the interchange of the order of summation and integration. 
To do this we first observe that 
e-Cw I fb+l(y) I dr 
from (3.13) for any c > 0 and constant Kr (which will depend on c) and it is 
then easily shown (see ref. 4) that 
1 a, ( < K, cn ‘,J)! 2” .
Thus the series in (3.14) is dominated by 
Ke2 (a+ l)W 
n=0 
$Tn + l)l-’ I edno) I (G)“‘” 
< K2 2 nl’l’2[r(& 12 + l)]” (2%!)1/2 (G)“‘” . 
n=o 
We have used a bound for Hermite polynomials [2, p. 2361 for this last 
inequality. KS depends on x0 . The last series converges for 0 < t < c2/4 and 
since c > 0 is arbitrary the equality in (3.14) is justified for all x, y and 
0 < t < 00. We now use (3.4), (3.13), and Lemma 3.2 and integrate by parts 
again to get the result that the series in (3.14) is 
s +* +I2 e-y* W.,Y, 4 9(r) 4 . -m 
5 
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Hence 
Using Lemma 3.2 and the hypothesis that lV[$(x)] converges absolutely for 
--oo <x <*, we get 
IR(XJ = TIT-l/2 
I +O” & G(x, , Y, R) 4(y) dy . --m 
Let T > ] x0 ( , then by Lemma 3.3, 
and we can make this small by choosing T large. Similarly the integral for 
the range (- ~0, - T) can also be made small. Thus we need consider only 
-T 
which is by Lemma 3.3 
T-l T 
I 
e--ve+4a, sin i2(Y - x0) @‘21 &)) (jr + o(l) 
-T Y - x0 
as R - > 00. A familiar result, for example [12, p. 651, then completes the 
proof of the theorem. 
We restate this result as an application for the inversion of the Weierstrass 
transform. 
THEOREM 3.2. Let W[$(x)] converge absolutely for - Q) < x < Q) and let $ 
be of B. V. in some neighborhood of x0 . Then the series 
2 f cn)(0) [2%!]-1 H,(xo) 
?I=0 
whe fC4 = WH x )I is summable (B, 8) to i [+(x0 +) +$(x0 -)]. 
Theorem (3.1) is best possible in the sense that we cannot replace absolute 
convergence for v+(x)] in - 00 < x < a by absolute convergence in a 
finite interval. For let +(x) = exp [x2 - 2a 1 x I] for some a > 0. Then 
w[$(x)] converges absolutely (and indeed converges) only for - a < x < a 
and moreover (see ref. 3, p. 446) 
a2n+l = 0 , a,, = r-lPa-2n-l(2n)! 2 (- 1)‘” (hi)-1 a2k 
k==O 
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and thus from (1.3), 
where 
c+(x) - 7r-%-1 St )- 2a 2n H&x) b, 
n=o 
b, = 2 (- l)k (k!)-1 a2k N e-a’ as n-->-J. 
k=O 
In summing this series (B, 3), we are interested in the series (see (3.11)) 
3 (~cz)-~” [I+ + l)]-’ H2&) b,t” 
?l=O 
which at x = 0 is 
and this is not convergent for t > a 2 . Thus the Hermite series for $(x) is not 
summable (B, 9). 
IV. A NEW SUMMABILITY METHOD 
Whereas in Section III we were trying to find a summability method which 
weakened the restrictions on # near f. 00 as much as possible, we now try 
mainly to improve the conditions on + near the point of representation 
although our result is also better with regard to 4 near f 00. Define (AB, *) 
summability for the series ~~CO b, to the value s if and only if 
(4.1) 
This is very similar to (B, 8) and is essentially a combination of Abel and 
(B, &. 
Let 
K(x, y, t) = [m(l - t)]-lj2 exp [- & - $!I l] . (4.2) 
LEMMA 4.1. 
L[T(x, y, t)] = - eV* 7 g [e-V’ K (ix, y, f)] 
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This is a consequence of (3.4) so that 
I‘ 
m 
e-at T(x, y, t) dt = - eY2 
0 s 
m edst $ [e+” S(x, y, t)] dt 
0 
= - e~2f-{e-y*L[S(x,y, t)]} . 
The last step is easily justified for s > 1. We now refer back to the proof of 
Lemma 3.1 for L[S(x,y, t)]. Q.E.D. 
LEMMA 4.2 (cf. [3, p. 4541). For a < x < b, 
I 
b 
lim 
t->l- r 
e-v*K(x, y, t) dy = lim till- I’ e+* JG, Y, t) dr = Q 
(I 
and if 
f ,: W + t) - #41 dt = 4 
as h - > 0, then 
tjSJ‘b e-u’ fG, Y, t) +(A dr = 4(x) - 
a 
(4.3) 
Now we may write the first integral of the lemma as 
[,Q _ t)]-1/2,z* 
I 
b ,-a/W-B/(d/kl) dy 
CT 
which after a change of variable becomes 
7+12 exp exp 
and it is not hard to see that in the limit as t - > 1 -, this becomes 
e-up du = l 
2. 
A similar result holds for the range [a, x]. To prove the last part of the lemma, 
it then suffices to show that 
& j” d K(x, Y, 0 [d(r) - d(x)1 dy = 0 - z 
or what is the same 
e--OL/(l-t)-B/(d/kl) [4(y) - 4(x)] dy = 0 . (4.4) 
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Let 
a(y) = jy k44 - +(41 du . .r 
Given E > 0, choose 6 so that 1 a(y) 1 < c(y - X) for x < y < x + 6 and 
so that X, x + 6 have the same sign if x # 0 and also N + 6 < a. Then 
1, = [T(l - t)]-l/2 ezp CC+’ e-a/U-‘b-~/W/i+l, da(y) 
J s 
= [n(l - t)]-1/2 p.* + + 6) e-d~/(l-tb22k?.+6)/I~ i+1, 
In the limit as t - > 1 -, the first part vanishes. Then 
I, = o(1) + 27+j2(1 - t)-3/2 eza 
.2+CT 
J 
e-a/U-t)-B/(Vi+l) (y _ x) a(y) dy 
2 
+ 2~[~(1 - t)]-1’2 (d/t+ 1)-l e”* j”” e-m/(1-t)-b/C\ k) a(y) dy. 
s 
Let 1; , I;’ denote the second and third expressions respectively on the right 
hand side of the equation. Then, since /3 = 2~y > 0 
1 r; ( < 237-131 - t)-3P E * 
J 
e-liU-t) (y - 4” dy 
22 
and after a change of variable 
1 1; 1 < 27+l” .g j’“+” e-u2 u2du 
0 
s 
m 
< 277-112 E e-u* u2du = 1 2’. 
0 
Moreover, by a similar analysis 
1 1;’ ( < 2 ( x 1 n-l/* ~(1 - t)lp jr eMUp udu 
and so Z;’ = o(1) as t - > 1 - . Consider now 
f, = [?r(l - t)]-1/2 eze 
s 
e-a/(1--t)-P/(da+l) [+JJ) - 4(x)] dy, 
2-M 
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Then 
1 I, 1 < [n( 1 - t)]-‘1” exp [ - & + x2 + 2 I x6 I] I:, I&Y) - d(Y) I dY 
and thus I, = o(l), t - > 1 - . The combination of all these results 
proves (4.4) and hence finishes the proof of the lemma. 
The set of x for which (4.3) holds contains the Lebesgue set for 4 and thus 
this holds for almost all x in any interval in which + is in L. We assume that + 
is in L over any finite interval. 
THEOREM 4.1. Let W[+(x)] exist for - m < x < Q) and let x0 be in the 
Lebesgue set for 4. Then the seties in (1.3) with x = x,, is summable (AB, 8) 
to $%J 
Note that we are not assuming absolute convergence of m+(x)]. 
We proceed exactly as in the proof of Theorem 3.1 to show that the series 
in (1.3) with x = x,, and summed (AB, Q) is (see (3.14)) 
where 
A,(x,,) = r-l/a jr e-u du ,II e-8’ a(y) T(x, , y, ut) dy . 
By Lemma 3.2 and (3.13), we may then interchange these two integral signs 
for 0 < t < 1 and thus 
&(x0) = n-W-l f:I e-u’ a(y) dy 1: e+* T(x, , y, U) du . 
By Lemma 4.1, 
A,(x,,) = - !‘I a(y) $ [e-“” K(xo , Y, 91 dr a 
We integrate by parts again using (3.13) to get finally 
We split up the integral into three parts I1 , I, , I8 corresponding respectively 
to the ranges [- 00, a], [a, b], [b, a] for some a, b, u < xs < b. Then let 
p(y) =11, e-u* +(u) du -
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By hypothesis p(m) exists and 
after an integration by parts. Let 1 /I(y) 1 < M. Then 
( 1, ) < M[,$l _ t)]-l/2 & 
I J 
‘; (r - x) ,-at/(l-t)+8t’ll(~~~+l) dy 
The first integral in the brackets is 
s 
m 
2t e228/ tt+11 u e-u2t+(2zu~l~)t)/(v’t+l) d,, 
(b-s)(l-t)-*‘e 
.m 
< 2t e25*/~t+l~-~~b--2~~t/211-t~l 
J 
u e-(u2t/2)+i2ruul~)/(v’t+l) du . 
(b-2) (1-t) -1’z 
A similar analysis holds for the second integral. It is then easy to see that 
Z,=o(l),t->1-. SimilarlyZ1=o(l)ast- > l-andweareleftwith 
I,= b 
s e2 K(x,, Y, t) C(Y) dr . u 
An appeal to Lemma 4.2 then completes the proof of the theorem. 
It is a corollary that this result holds for almost all x, - w < x < 00. 
Another corollary is the application of this result to the inversion of the 
Weierstrass transform. This is similar to Theorem 3.2 and may easily be 
deduced. 
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