Abstract-In energy harvesting communication systems, the transmitter is adapted to harvest energy per time slot. The harvested energy is either used right away or is stored in a battery to facilitate future transmissions. We consider the problem of determining the Shannon capacity of an energy harvesting transmitter communicating over an additive white Gaussian noise (AWGN) channel, where the amount of energy harvested per time slot is a constant ρ and the battery has capacity σ. This imposes a new kind of power constraint on the transmitted codewords, and we call the resulting constrained channel a (σ, ρ) power constrained AWGN channel. When σ is 0 or ∞, the capacity of this channel is known. For the finite battery case, we obtain an expression for the channel capacity. We obtain bounds on capacity by considering the volume of Sn(σ, ρ) ⊆ R n , which is the set of all length n sequences satisfying the (σ, ρ) constraints.
I. INTRODUCTION Energy harvesting (EH)
is a process by which energy derived from an external source is captured, stored, and harnessed for applications. For example, harvested energy in the form of solar, thermal, or kinetic energy is converted into electrical energy using photoelectric, thermoelectric, or piezoelectric materials, and is used to power electronic devices. Energy which is harvested is generally present as ambient background and is free. EH devices are efficient, cheap, and require low maintenance, and hence have attracted much interest in recent years. A prominent application of EH is wireless sensor networks. Typically sensor nodes used in such networks are battery powered. Available energy in the battery is finite and shared amongst different tasks such as sensing, computing, and communicating. This necessarily causes design requirements such as cost, size, lifetime, and transmission range to come in conflict. EH sensor nodes are not subject to such finite energy constraints and are seen as a way to simultaneously resolve these conflicts [1] .
In this paper, we are interested analyzing an energy harvesting communication system, as shown in Figure 1 . In these communication systems, a transmitter (such as an EH sensor node) harvests energy and uses it to transmit a codeword X n , corresponding to a message W . The transmitter has a battery to store the excess unutilized energy, which can be used for transmission later. The amount of energy harvested in time slot i, denoted by E i , can be modeled as a stochastic process.
The process E i , along with the battery capacity, determines the energy constraints that the codeword X n has to satisfy. This codeword is transmitted over a noisy channel, and the receiver decodes W using the channel output Y n . A natural channel to study in this setting is the classical additive white Gaussian noise channel (AWGN) with an energy harvesting transmitter. The choice of the model for the stochastic process E i is in general application specific. In this paper, we consider an AWGN channel with a constant energy recharge process; i.e., E i is constant and the transmitter has a finite battery. A constant E i assumption approximately holds when the rate of energy harvesting varies on a much slower time scale compared to the transmission time slots. The paper is structured as follows: in section II we describe our problem statement in detail; in section III we obtain an expression for channel capacity; in sections IV and V we introduce techniques to bound the same.
II. PROBLEM STATEMENT Consider a scalar AWGN channel with noise power N . As shown in Figure 2 , the transmitter harvests ρ units of energy per time slot, and the battery has capacity σ. The two parameters σ and ρ determine what power constraints the transmitted codewords need to satisfy. We call these constraints (σ, ρ) power constraints. 
A. No battery
Suppose that the battery capacity σ is 0; i.e., unused energy in a time slot cannot be stored for future transmissions.
The power constraints imposed on a transmitted codeword (x 1 , x 2 , ..., x n ) are
This simply states that there is a peak power constraint on transmitted symbols. Let F be the class of distributions supported almost surely on [− √ ρ, √ ρ]. It was shown by Smith [2] that the Shannon capacity C is given by,
It was also shown that the optimal input distribution is discrete and has a finite support. As a closed form expression is not available, an algorithm was proposed to numerically evaluate C. Similar results for a quadrature AWGN channel were obtained by Shamai & Bar-David [3] .
B. Infinite battery
Consider the case where the battery capacity is now infinite, so that any unused energy can be saved for future transmissions. We assume that the battery is initially empty, but we can equally well assume it to start with any finite amount of energy in this scenario. The constraints imposed on a transmitted
It was shown by Ozel & Ulukus [4] that the strategy of initially saving energy and then using a Gaussian codebook achieves capacity, which is 
C. Finite battery
We now consider the case when 0 < σ < ∞. A finite battery introduces memory in the system, and consequently, such channels are harder to analyze. For some recent work on discrete channels with finite batteries, we refer the reader to [5] and [6] .
To understand the power constraints imposed on a transmitted codeword (x 1 , x 2 , · · · , x n ), we define a state σ i for each i ≥ 0 as
The state σ i is the charge in the battery at time i before transmitting x i , assuming the battery started out fully charged at time 0. Denote by S n (σ, ρ) ⊆ R n the set
This set is precisely the set of all possible sequences that the transmitter is able to transmit. When the parameters σ and ρ are understood, we will sometimes just write S n for S n (σ, ρ).
Telescoping the minimum in (4), we get that for all i ≥ 0,
This gives another characterization of S n (σ, ρ):
It is interesting to note that such (σ, ρ) constraints were originally introduced by Cruz [7] , [8] , in connection with the study of packet-switched networks. If x n is the data stream entering a network, equation (7) characterizes the "burstiness" of the incoming traffic, by bounding the number of arrivals in every interval in terms of the parameters σ and ρ.
III. CHANNEL CAPACITY Theorem 1. For n ∈ N, let F n be the set of all probability distributions supported almost surely on S n (σ, ρ). The capacity of a (σ, ρ) power constrained AWGN channel C * is given by
Proof: Choose any integer N > 0. Without loss of generality, we can assume that coding is done for block lengths which are multiples N , say nN . Now instead of the (σ, ρ) constraints, we relax the constraints and only insist that in every transmitted codeword (x 1 , x 2 , · · · , x nN ), each consecutive block of N symbols has to lie in S N (σ, ρ); i.e.,
The capacity of this channel C N can be written as
These relaxed constraints give the upper bound
Note that
Since C N is a sub-additive sequence, we can now apply Fekete's lemma [9] to conclude that lim N C N /N exists and equals inf N C N /N . This reduces the upper bound in (10) to
We now show that C * is lower bounded by lim N C N /N . Given any x 1 , x 2 , · · · , x n ∈ S N , the concatenated sequence x 1 · · · x n need not always satisfy the (σ, ρ) power constraints. However, if we concatenate k = σ ρ zeros to each x i , the n(N + k) length string so formed lies in S n(N +k) , since the
By coding with symbols which lie in the setŜ N , we get the lower bound
for all N . Taking the limit, we arrive at the bound
Equation (11), together with (13), completes the proof.
IV. VOLUME BASED BOUNDS ON CAPACITY
Coding with the (σ, ρ) constraints can be thought of as trying to fit the largest number of centers of noise balls in S n , such that the noise balls are asymptotically approximately disjoint. One might therefore hope to get a packing based upper bound on capacity through the volume of S n . However, we shall show that the volume of S n surprisingly yields a neat lower bound on capacity.
Let V n (σ, ρ) denote the volume of S n (σ, ρ). We look at the exponential growth rate of this volume defined by
Claim 1. lim n→∞ log Vn(σ,ρ) n exists.
Proof: Let x m+n ∈ S m+n (σ, ρ). By (7), we have (x 1 , x 2 , ..., x m ) ∈ S m (σ, ρ) and (x m+1 , x m+2 , ..., x m+n ) ∈ S n (σ, ρ). Therefore, we must have
This shows that log V n (σ, ρ) is a sub-additive sequence, and by Fekete's Lemma the limit lim n→∞ log Vn(σ,ρ) n exists and is equal to inf n log Vn(σ,ρ) n (which may a priori be −∞).
Theorem 2. The capacity C * of a (σ, ρ) power constrained AWGN channel with noise power N satisfies
Proof: Clearly, C * is upper bounded by the capacity for the infinite battery case, which by [4] is 1 2 log(1 + ρ/N ). For the lower bound, recall that finding capacity involves computing the supremum 1 n sup p(x n )∈Fn I(X n ; Y n ) , where F n is the set of all distributions supported almost surely on S n . We have
so maximizing mutual information requires maximizing the output differential entropy h(Y n ). Denoting the noise by Z ∼ N (0, N ) and using Shannon's entropy power inequality gives
Thus,
= e 2 log Vn n + 2πeN.
Taking logarithms on both sides and letting n tend to infinity, we have
which combined with (16), concludes the proof.
V. FINDING THE VOLUME EXPONENT Claim 2. The following bounds hold for v(σ, ρ):
Proof: If x n is such that for every 1 ≤ i ≤ n, we have
then all the constraints in (7) are satisfied. Thus, the cube
For the upper bound, note that we have the constraint
which implies V n (σ, ρ) is bounded above by the volume of an n-sphere with radius √ σ + nρ. Considering the volume of this sphere, we get
Proof: If we scale both σ and ρ by some α > 0, by (7), S n (ασ, αρ) is a √ α scaled version of S n (σ, ρ). This means that V n (ασ, αρ) = α n 2 V n (σ, ρ); i.e., v(ασ, αρ) = log √ α + v(σ, ρ), which proves the claim. Note that regardless of the magnitude of σ, when ρ = 0, then v(σ, 0) = −∞. When σ = 0, we have v 1 (0) = log 2. While it is clear that when σ is positive, V n (σ, 1) > V n (0, 1), it does not immediately imply v 1 (σ) > log 2. In short, it is not a priori clear if a larger σ gives rise to a larger v(σ, ρ).
A. Finding lim σ→∞ v 1 (σ)
Let A n denote the the n-dimensional ball of radius √ n;
i.e.,
Fix x n ∈ A n . We associate a burstiness to each such sequence, say σ(x n ) given by
Notice that A n (σ) ⊂ S n (σ, 1). The set A n (0) is [−1, 1] n , whereas the set A n (n − 1) is the whole of A n . As σ increases from 0 to n − 1, A n (σ) increases from the cube to the entire sphere.
We first make the following claim:
If there exists a sequence σ(n) such that
and lim
then lim σ→∞ v 1 (σ) = 1 2 log 2πe. Proof: For x n ∈ A n (σ(n)), the state at time n is nonnegative. Suppose after time n, we impose a restriction that the power used per symbol cannot be more than 1 2 . This means that the battery will charge by at least 1 2 at each time step, and after 2σ(n) steps, the battery will be fully charged to σ(n). Denote the set of all such n + 2σ(n) length sequences obtained by this process asÂ n (σ(n)). This set is contained in S n+2σ(n) (σ(n), 1) and its volume is
The key point is to note the containment
for all m ≥ 1, where there are m copies in the product on the left hand side. This holds because we ensure that the battery is fully charged to σ(n) after each n + 2σ(n) block. Taking the limit in m and using Claim 1, we see that
Letting n tend to infinity and using (22a) and (22b), we arrive at lim inf
which coupled with the upper bound in (19), proves the claim.
Claim 5. lim σ→∞ v(σ, 1) = 1 2 log 2πe. Proof: The key to proving Claim 5 is to examine the distribution of the burstiness σ(x n ), when x n is drawn from a uniform distribution on A n . Since a high dimensional Gaussian closely approximates the uniform distribution on A n , it makes sense to look at burstiness of x n when each x i is drawn independently from a standard normal distribution.
Let X 1 , X 2 , .., X n be i.i.d. standard normal random variables. Let Y i = X 
Define Σ n , the burstiness of the sequence of X i , by
The following inequality holds:
Fix some α > 0. Then
where in (24), B t is the standard Brownian motion and the equality in step (a) follows from Donsker's theorem [10] . We now choose α large enough so that
Since lim n P (X n ∈ A n ) = 1/2 by the central limit theorem for Y 1 , Y 2 , . . ., we have
is upper bounded by the volume of A n .
Furthermore, it is lower bounded by the volume of a ball B n centered at the origin, such that P (X n ∈ B n ) =:
, since a Gaussian distribution decays radially. Using standard concentration bounds on the normal distribution [11] , to satisfy P (B n ) ≥ 1/4, the radius of B n must be
2 log 2πe. Thus, with σ(n) = α √ n, the pair A n (σ(n)) and σ(n) satisfy both the conditions in Claim 4, thereby proving Claim 5.
B. Finding v 1 (σ) for any σ
The function v 1 (σ) satisfies v 1 (0) = log 2 and v 1 (∞) = log √ 2πe. We briefly discuss a method to numerically evaluate v 1 (σ) for any 0 < σ < ∞.
Note that for any x n ∈ S n (σ, 1), the state σ n at time n lies in the range [0, σ]. We can therefore consider a "volume 2014 IEEE International Symposium on Information Theory distribution" ν n , which is a measure such that for B ⊆ [0, σ], ν n (B) is the volume in S n with σ n ∈ B. The volume of S n is then
If σ n = b, the next symbol transmitted can have energy at most b+1; i.e.,
. Also, the resulting state c at time n + 1 must lie in the range [0, min(b + 1, σ)]. We can now think of a transition kernel A(b, dc), which describes the relation between ν n and ν n+1 . We can (non-rigorously) write
for C ⊆ [0, σ]. This transition kernel A can be described explicitly as:
Note that there is a point mass at c = σ. We see that ν n+1 is obtained from ν n by using a linear operator, which we denote by ν n+1 = Aν n . Starting at time 0 with ν 0 being the point mass at σ, i.e. ν 0 (db) = δ(b = σ), and repeatedly applying the operator gives ν n = A n ν 0 . From equation (26), it is readily believable that the growth rate of Vol(S n ) is given by the logarithm of the largest eigenvalue of A. As A is completely described, we can numerically evaluate this eigenvalue. The formal justification for this procedure to evaluate v 1 (σ) is omitted due to space constraints. Figure 3 shows the plot of v 1 (σ), along with the bounds in (19). Having obtained v 1 (σ), we can now plot the capacity bounds from Theorem 2. Figure 4 shows these bounds for ρ = 1 and σ = 1, 2, 5, and 10.
VI. CONCLUSION
We considered an energy harvesting channel, where the transmitter harvests a constant amount of energy ρ per time slot and is equipped with a battery of capacity σ to store this harvested energy. We determined the capacity of this channel as an n-letter expression. The power constraints imposed on such a channel, called (σ, ρ) constraints, can be interpreted as constraining codewords to lie in a set S n (σ, ρ). We develop methods to compute the volume of this set and use it to get bounds on channel capacity. Even for a small battery capacity, the lower bound and upper bound are quite close, which indicates that the presence of a battery leads to significant gains in capacity.
