Finite difference approximation of the nonlinear integro-differential system associated with the penetration of a magnetic field into a substance is studied. The convergence of the finite difference scheme is proved. The rate of convergence of the discrete scheme is given. The decay of the numerical solution is compared with the analytical results proven earlier.
Introduction
Integro-differential equations and systems arise in the study of various problems in physics, chemistry, technology, economics, etc. One kind of integro-differential system arises in the mathematical modelling of penetration of a magnetic field into a substance. A variable magnetic field induces in the material a variable electronic field which causes the appearance of currents. The currents lead to the heating of the material and elevating its temperature. For quasistationary approximation the corresponding system of Maxwell's equations has the form [ where S is defined by (1.4) . The model (1.3) is complex and was intensively studied by many authors. The existence and uniqueness of the global solutions of initial-boundary value problems for equations and systems of type (1.3) were studied in [2] [3] [4] [5] [6] [7] [8] and in a number of other works as well. The existence theorems, that are proved in [2, 3] , are based on a priori estimates, Galerkin's method and compactness arguments as in [9, 10] for nonlinear parabolic equations. The asymptotic behavior as t ! 1 of the solutions of such models have been the object of intensive research in recent years [11] [12] [13] [14] .
Numerous scientific works are devoted to construction and investigation of discrete analogues for integro-differential models (see, for example, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] ). For integro-differential models described in the paper and problems similar to them many authors study the convergence of finite difference schemes. Neta and Igwe [16] have developed a second order difference scheme for a nonlinear parabolic integro-differential model similar to (1.5) . This scheme was also compared to the finite element approximation discussed in [15] . It was shown in [16] that the results of the finite difference scheme are comparable to those obtained by finite elements for the same mesh spacing using less computer storage. Iskakov et al. [17] discuss a finite volume method for the solution of an integro-differential equation in higher dimensions. They claim that ''spectral elements suffer from a number of serious limitations." ''Finite volume methods play a major role in the discretization of conservation laws." They ''were proposed originally as a means of generating finite difference methods on general grids." see Grossmann et al. [18] .
The purpose of the present work is to study the numerical solution of initial-boundary value problem for the system (1.5). The rest of the paper is organized as follows: in Section 2 we consider the finite difference scheme and prove its convergence. In the last section we conclude with numerical implementations.
Finite difference scheme
In the cylinder ½0; 1 Â ½0; T, where T is a positive constant, we consider finite difference scheme for the following nonlinear integro-differential problem: Here f 1 ; f 2 ; U 0 and V 0 are given functions of their arguments. Note that the finite difference scheme for the scalar problem of (2.1)-(2.3) type was first studied in [27] . The present work can be extended to a system with an arbitrary number of unknown functions.
On ½0; 1 Â ½0; T let us introduce a net whose mesh points denoted by ðx i ; t 
Let us consider the finite difference scheme
ð2:4Þ
Multiplying the first equation of the (2.4) by su jþ1 i , summing for each i from 1 to M À 1 and using the discrete analogue of the integration by parts we get Author's personal copy
Taking into account the following relations:
and discrete analogue of Poincare's inequality ku jþ1 k 6 kr x u jþ1 j ð2:8Þ from (2.7) we get
From this inequality it is not difficult to get the following estimation:
ð2:9Þ
Analogously, we can show that
ð2:10Þ
In (2.9) and (2.10) the constant C depends on T and on f 1 and f 2 consequently. The a priori estimates (2.9) and (2.10) guarantee the stability and existence, see [10] , of solution of the scheme (2.4)-(2.6).
The principal aim of this section is the proof of the following statement. 
. . . ; N as s ! 0; h ! 0 and the following estimates are true
Proof. For U ¼ Uðx; tÞ and V ¼ Vðx; tÞ we have:
ð2:12Þ
In a usual way, it is not difficult to see that
Solving ( 
ð2:15Þ MÀ1 Þ, respectively, summing for each i from 1 to M À 1, using (2.16) and the discrete analogue of formula of integration by parts we get
Analogically, 
Let us introduce the notation
So, from (2.22) we get 
from (2.23) we have 
Numerical implementation
The finite difference scheme (2.4)-(2.6) can be rewritten as follows: 
ð3:3Þ
In order to rewrite this in matrix form, we define the vectors
. . . Thus the system (3.3) becomes
We will use Newton's method to solve the nonlinear system (3.4). Let where the tridiagonal matrices Q ; R; W; Z are given below. Actually, the matrices R and W are identical. The partial derivatives with respect to v will have v instead of u everywhere in (3.8)-(3.10). Combining (3.6)-(3.10) we have
0; otherwise: 
If H i are three times continuously differentiable in a region containing the solution n 1 ; . . . ; n 2MÀ2 and the Jacobian does not vanish in that region, then Newton's method converges at least quadratically (see [29] ).
The Jacobian is the matrix rH computed above. The term 1 s on diagonal ensures that the Jacobian does not vanish. The differentiability is guaranteed, since rH is quadratic. In our first numerical experiment (Example 1) we have chosen the right-hand side so that the exact solution is given by Uðx; tÞ ¼ xð1 À xÞ sinðx þ tÞ; Vðx; tÞ ¼ xð1 À xÞ cosðx þ tÞ:
In this case the right-hand side is f 1 ðx; tÞ ¼ xð1 À xÞ cosðx þ tÞ À aðð1 À 2xÞ sinðx þ tÞ þ xð1 À xÞ cosðx þ tÞÞ ÀbðÀ2 sinðx þ tÞ þ 2ð1 À 2xÞ cosðx þ tÞ À xð1 À xÞ sinðx þ tÞÞ; f 2 ðx; tÞ ¼ Àxð1 À xÞ sinðx þ tÞ À aðð1 À 2xÞ cosðx þ tÞ À xð1 À xÞ sinðx þ tÞÞ ÀbðÀ2 cosðx þ tÞ À 2ð1 À 2xÞ sinðx þ tÞ À xð1 À xÞ cosðx þ tÞÞ;
The parameters used are M ¼ 100 which dictates h ¼ 0:01. Since the method is implicit we can use s ¼ h and we took 100 time steps. In the next four subplots we plotted the absolute value of the difference between the numerical and exact solutions on a semi-log axis at t ¼ 0:5 and t ¼ 1 (Fig. 1) and it is clear that the two solutions are almost identical. In order to check the rate of convergence of the numerical scheme, we have ran the same example with h ¼ 1=25; 1=50; 1=100; 1=200; 1=400 and h ¼ 1=800. We have computed the error for each h for every time step. The norm is computed and plotted on a log-log scale to show that the finite difference scheme is first order in space, see Fig. 2 .
In our next experiment (Example 2) we have taken zero right-hand side and initial condition given by U 0 ðxÞ ¼ Uðx; 0Þ ¼ xð1 À xÞ sinð8pxÞ; V 0 ðxÞ ¼ Vðx; 0Þ ¼ xð1 À xÞ cosð4pxÞ:
In this case, we know that the solution will decay in time [14] . The parameters M; h; s are as before. In Fig. 3 , we plotted the initial solution and in Fig. 4 , we have the numerical solution at four different times. In both figures the top subplot is for u and the bottom subplot is for v. It is clear that the numerical solution is approaching zero for all x. We have also plotted the maximum norm of the partial derivatives (bottom) decays faster than the exponential. Therefore, the numerical approximation of the x-derivative of the solution of our experiment fully agrees with the theoretical results given in [14] .
We have experimented with several other initial solutions, and in all cases we noticed the decay of the numerical solution as expected [14] .
We have experimented problem with nonhomogeneous boundary conditions on one side of lateral boundary as well (Example 3). In this case we have taken following initial conditions: U 0 ðxÞ ¼ Uðx; 0Þ ¼ xð1 À xÞ sinð8pxÞ þ 0:0002x; V 0 ðxÞ ¼ Vðx; 0Þ ¼ xð1 À xÞ cosð4pxÞ þ 0:001x:
We plotted the initial solution in Fig. 6 and the numerical solution at various times in Fig. 7 . Now the solution approaches the steady state solution UðxÞ ¼ 0:0002x and VðxÞ ¼ 0:001x, respectively.
We have also plotted the maximum norm of the partial derivatives @U @x and @V @x versus the exponential e Àt=2 . Fig. 8 shows that the maximum norm of @U @x (top) and @V @x (bottom) decays faster than the exponential. Therefore, the numerical approximation of the x-derivative of the solution of our experiment shows exponential decay as in the homogeneous case. Theoretically we could not prove better than polynomial decay [14] . It is possible that this faster decay happens only under special circumstances.
