Abstract. In this paper we solve a general extremal problem for a nonnegative operator in Hubert space. We show that it contains the classical infimum problems of Szegö and Kolmogorov for bounded weight functions on the circle and also prove some new prediction theorems.
Introduction
Let C be the complex numbers, D = {z G C : |z| < 1}, and dD = {z £ C : |z| = 1}. Define the function % on dD by xie'e) = e'e > and let a be the normalized Lebesgue measure on dD. Given a nonnegative function co(e'e) G Lx[dD], we state two classical theorems from prediction theory:
(i) Szegö's infimum:
inf < / \l -xp\2ojdo : p = ^2cjXj \ = exp I / logo)da j ;
(ii) Kolmogorov's infimum:
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If the function appearing on the right-hand side of either equation above is not integrable, the infimum is understood to be zero. We now pose an abstract problem that essentially contains both of these. Let AAf be a Hilbert space with inner product (•,•), and let ¿%(A¿A) be the set of bounded operators on A?. Let F be the orthogonal projection onto a closed subspace fê C 5A, and let IF be a nonnegative operator in ^(^A). Now fix k £ %? and consider iaf{(W(k -f), (k -f)) : f £¿f, Pf = 0}.
We can recover Kolmogorov's infimum via the identification Jz? = L2 , W = C, k = 1, and W = Mm, which is multiplication by co. Note, however, that in this formulation co must be bounded. For Szegö's infimum we let Jz? be the Hardy space 772 of the circle and W be the Toeplitz operator Toe , which is multiplication by co followed by the projection onto 772 . Here again co must be bounded for Ta to be in &(H2).
In this paper we give a solution to the abstract extremal problem and then use it to derive the two classical results mentioned above. Because the hypothesis of the abstract result is so minimal, it is useful in solving many other prediction problems, and we explore some applications in the second half of this paper. For other generalizations of Szegö's infimum see [4, 5, 7] . Vector generalizations of Kolmogorov's infimum are also discussed in [7] . The last equality is true by observing that the supremum is attained when c =
One attack on the case where the weight IF is not invertible is to consider the weights W£ = W + el, where e > 0 and 7 is the identity operator on A?. Theorem 2. Let W £ £g(SA) be nonnegative, and let P £ £%(Sf) be a projec-
The ß£ 's are monotone decreasing with decreasing e and bounded below by ß-Let ô > 0 be arbitrary. Choose /' so that Pf = 0 and (W(k -/'), (k-f'))<ß + j. Next choose e0 so that e0p -/'||2 < § . Then
Hence, ßCQ -ß < ô , which implies lim£_0 ßt-ß-The theorem follows from Theorem 1. D
Applications
We first show that Theorem 2 implies the Szegö and Kolmogorov results for The last equality is from the monotone convergence theorem. If ¿ is not integrable then the limit is zero.
Example: Szegö's infimum. Let co(e'6) >ô>0 be in L°° [dD] , and let
Taking boundary values we get l/co(e'8) = \g(ei0)\2 a.e., where g £ H°° and g is outer Example: A generalized Kolmogorov infimum. Returning to the one-variable setting, we again consider a nonnegative bounded function co on dD. Let N be a nonnegative integer. We know a priori that this limit exists for all k, but before distributing the limit through we must make sure we do not have an indeterminate form. Proof. Write k = Pk + k', where Pk' = 0. Then The approximating vectors do not lie in a subspace but rather are restricted by a set of linear functionals.
We first apply the Gram-Schmidt process to the vectors {y/j}^ • ^ne a^°" rithm for computing the new vectors and new values of the c¡ 's is straightforward [1, p. 25], so without loss of generality we proceed under the assumption that {vo}^L0 is an orthonormal set. The assumption ¿ G L°° ensures that the integrals appearing above are finite. We could relax this to ¿ G Lx and instead assume the y/j's are bounded.
