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We search for a light Higgs boson A0 in the fully reconstructed decay chain of J/ψ → γA0,
A0 → µ+µ− using (225.0 ± 2.8) × 106 J/ψ events collected by the BESIII experiment. The A0
is a hypothetical CP-odd light Higgs boson predicted by many extensions of the Standard Model
including two spin-0 doublets plus an extra singlet. We find no evidence for A0 production and set
90% confidence-level upper limits on the product branching fraction B(J/ψ → γA0)×B(A0 → µ+µ−)
in the range of (2.8 − 495.3) × 10−8 for 0.212 ≤ mA0 ≤ 3.0 GeV/c2. The new limits are 5 times
below our previous results, and the nature of the A0 is constrained to be mostly singlet.
PACS numbers: 14.80.Ec, 14.60.St, 12.60.Fr, 14.60.Ef, 13.20.Fc, 14.65.Dw
3The radiative decays of the J/ψ have long been iden-
tified as a way to search for new particles such as a light
scalar, a pseudo-scalar Higgs boson [1], or a light spin-1
gauge boson [2]. In particular a light CP-odd pseudo-
scalar may be present in various models of physics beyond
the Standard Model, such as the Next-to-Minimal Super-
symmetric Standard Model (NMSSM) [3]. The NMSSM
appends an additional singlet chiral superfield to the
Minimal Supersymmetric Standard Model (MSSM) [4],
in order to solve or alleviate the so-called “little hierarchy
problem” [5]. It has a rich Higgs sector containing three
CP-even, two CP-odd and two charged Higgs bosons.
The mass of the lightest CP-odd Higgs boson, A0, may
be less than twice the mass of the charmed quark.
The branching fraction of V → γA0 (V = Υ, J/ψ) is
related to the Yukawa coupling of A0 to the down or up
type of quark (g2q) through [1, 6, 7],
B(V → γA0)
B(V → l+l−) =
GFm
2
qg
2
qCQCD√
2piα
(
1− m
2
A0
m2V
)
(1)
where l ≡ e or µ, α is the fine structure constant, mq
the quark mass and CQCD the combined mA0 depen-
dent QCD and relativistic corrections to B(V → γA0) [7]
and the leptonic width of B(V → l+l−) [8]. The correc-
tion of first order in the strong coupling constant (αS)
is as large as 30% [7] but comparable to the theoreti-
cal uncertainties [9]. In the NMSSM, gc = cos θA/ tanβ
for the c-quark and gb = cos θA tanβ for the b-quark,
where tanβ is the ratio of the expectation values of the
up and down types of the Higgs doublets and cos θA the
fraction of the non-singlet component in the A0 [10, 11];
cos θA takes into account the doublet-singlet mixing and
would be small for a mostly-singlet pseudoscalar [2]. The
branching fraction of J/ψ → γA0 could be in the range
of 10−9 – 10−7 [12], making it accessible at high intensity
e+e− collider experiments.
The BABAR [13–16], CLEO [17], and CMS [18] ex-
periments have performed searches for A0 in various de-
cay processes and placed very strong exclusion limits on
gb [10, 15, 16, 18]. The BES III experiment, on the other
hand, is sensitive to gc. Existing constraints on gb give
B(J/ψ → A0) × B(A0 → µ+µ−) <∼ 5 × 10−7 cot4 β,
i.e. <∼ 3× 10−8 for tanβ >∼ 2 [11]. The search for the A0
in J/ψ experiments is particularly important at lower
values of tanβ, typically for tanβ <∼ 2 .
The BES III experiment has previously searched for
di-muon decays of light pseudoscalars, in the radiative
decays of J/ψ using ψ(2S) data, where the pion pair
from ψ(2S) → pi+pi−J/ψ was used to tag the J/ψ
events [19]. No candidates were found and exclusion
limits on B(J/ψ → γA0) × B(A0 → µ+µ−) were set
in the range of (0.4 − 21.0) × 10−6 for 0.212 ≤ mA0 ≤
3.0 GeV/c2 [19].
This paper describes the search for a narrow A0 sig-
nal in the fully reconstructed process J/ψ → γA0, A0 →
µ+µ− using (225.0± 2.8) × 106 J/ψ events collected by
the BESIII experiment in 2009 [20]. The same amount
of generic J/ψ decays, generated by EvtGen [21] where
branching fractions of all the known decay processes are
taken into account as mentioned in [22], is used for back-
ground studies. The A0 is assumed to be a scalar or
pseudo-scalar particle with a very narrow decay width in
comparison to the experimental resolution [23].
BESIII is a general purpose spectrometer as described
in [24]. It consists of four detector sub-components
and has a geometrical acceptance of 93% of the total
solid angle. A helium based (40% He, 60% C3H8) 43
layer main drift chamber (MDC), operating in a 1.0 T
solenoidal magnetic field, is used to measure the momen-
tum of charged particles. Charged particle identification
(PID) is based on the time-of-flight (TOF) measured by
a scintillation based TOF system, which has one barrel
portion and two end-caps, and the energy loss (dE/dx)
in the tracking system. Photon and electron energies
are measured in a CsI(Tl) electromagnetic calorimeter
(EMC), while muons are identified using a muon counter
(MUC) system containing nine (eight) layers of resistive
plate chamber counters interleaved with steel in the bar-
rel (end-cap) region.
We use simulated signal events with 23 different A0
mass hypotheses ranging from 0.212 to 3.0 GeV/c2 to
study the detector acceptance and optimize the event se-
lection procedure. The decay of signal events is simulated
by the EvtGen event generator [21], and a phase-space
model is used for the A0 → µ+µ− decay and a P -Wave
model for the decay J/ψ → γA0. BABAYAGA 3.5 [25]
is used to simulate the radiative Bhabha events, and
PHOKHARA 7.0 [26] to simulate initial state radia-
tion (ISR) processes of e+e− → γµ+µ−, e+e− → γpi+pi−
and e+e− → γpi+pi−pi0. A Monte Carlo (MC) simulation
based on the Geant4 package [27] is used to determine
the detector response and reconstruction efficiencies.
We select events with exactly two oppositely charged
tracks and at least one good photon. The minimum en-
ergy of this photon is required to be 25 MeV in the barrel
region (| cos θ| < 0.8) and 50 MeV in the end-cap region
(0.86 < | cos θ| < 0.92). The EMC time is also required
to be in the range of [0, 14](×50) ns to suppress electronic
noise and energy deposits unrelated to the signal events.
Additional photons are allowed to be in the events. In
order to reduce the beam related backgrounds, charged
tracks are required to have their points of closest ap-
proach to the beam-line within ±10.0 cm from the inter-
action point in the beam direction and within 1.0 cm in
the plane perpendicular to the beam. In order to have a
reliable measurement in the MDC, they must be in the
polar angle region | cos θ| < 0.93. We suppress contam-
ination by electrons by requiring Eµcal/p < 0.9 c, where
Eµcal is the energy deposited in the EMC by the showering
particles and p is the incident momentum of the charged
particles entering the calorimeter. The angle between a
photon and the nearest extrapolated track in the EMC
is required to be greater than 20 degrees (10 degrees)
for mA0 ≤ 0.3 GeV/c2 (mA0 > 0.3 GeV/c2) to remove
bremsstrahlung photons.
4We assign a muon mass hypothesis to the two charged
tracks and require that one of the charged tracks must be
identified as a muon using the muon PID system, which is
based on the selection criteria: (1) 0.1 < Eµcal < 0.3 GeV,
(2) the absolute value of the time difference between
TOF and expected muon time (∆tTOF) must be less
than 0.26 ns and (3) the penetration depth in MUC
must be greater than (−40.0 + 70 × p/(GeV/c)) cm for
0.5 ≤ p ≤ 1.1 GeV/c and 40 cm for p > 1.1 GeV/c.
The two muon candidates are required to meet at a com-
mon vertex to form the Higgs candidate. To improve the
mass resolution of the A0 candidates, a four-constraint
(4C) kinematic fit is performed with two charged tracks
and each of the photons. If there is more than one
γµ+µ− candidate, the one with the minimum 4C χ2 is
selected, and the χ2 is required to be less than 40 to
suppress background contributions from J/ψ → ρpi and
e+e− → γpi+pi−pi0. Fake photons are eliminated by re-
quiring the di-muon invariant mass, obtained from the
4C kinematic fit, to be less than 3.04 GeV/c2. We fur-
ther require that one of the tracks must have the cosine
of the muon helicity angle (cos θhelµ ), defined as the angle
between the direction of one of the muons and the direc-
tion of J/ψ in the A0 rest frame, to be less than 0.92 to
suppress the backgrounds peaking at | cos θhelµ | ≈ 1.
The above selection criteria select a total of 210,850
events in J/ψ data. Fig. 1 shows the distribution of the
reduced di-muon mass, mred =
√
m2
µ+µ−
− 4m2µ, of data
together with the background predictions from various
simulated MC samples. mred is equal to twice the muon
momentum in the A0 rest frame, and is easier to model
near threshold than the di-muon invariant mass. The
background is dominated by the “non-peaking” compo-
nent of e+e− → γµ+µ− and the “peaking” components
of J/ψ → ρpi, γf2(1270), and γf0(1710).
We perform a series of one dimensional unbinned ex-
tended maximum likelihood (ML) fits to the mred dis-
tribution to determine the number of signal candidates
as a function of mA0 in the interval of 0.212 ≤ mA0 ≤
3.0 GeV/c2. The likelihood function is a combination of
signal, continuum background and peaking background
contributions from ρ, f2(1270) and f0(1710) mesons.
To handle the threshold-mass region and peaking back-
grounds smoothly, the ML fit is done in intervals 0.002 ≤
mred ≤ 0.5 GeV/c2 for 0.212 ≤ mA0 ≤ 0.4 GeV/c2,
0.3 ≤ mred ≤ 0.65 GeV/c2 for 0.4 < mA0 ≤ 0.6 GeV/c2,
0.4 ≤ mred ≤ 1.1 GeV/c2 for 0.6 < mA0 ≤ 1.0 GeV/c2,
0.9 ≤ mred ≤ 2.5 GeV/c2 for 1.0 < mA0 ≤ 2.4 GeV/c2
and 2.75 ≤ mred ≤ 3.032 GeV/c2 for 2.93 < mA0 ≤
3.0 GeV/c2. We use elsewhere the sliding intervals of
m− 0.2 < mred < m+0.1 GeV/c2, where m is the mean
of the mred distribution.
We develop the probability density function (PDF) of
signal and backgrounds using the simulated MC events.
The signal PDF in the mred distribution is parametrized
by the sum of two Crystal Ball (CB) functions [28]. The
mred resolution typically varies from 2 to 12 MeV/c
2
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FIG. 1. Distribution of mred for data (black points with error
bars), together with the background predictions from the var-
ious MC samples, shown by a solid histogram and a histogram
with horizontal pattern lines for the non-peaking and peaking
backgrounds, respectively. The MC samples are normalized
to the data. Three peaking components, corresponding to the
ρ, f0(1270) and f0(1710) mesons, are observed in the data.
while the signal efficiency varies from 49% to 33% de-
pending upon the momentum values of two muons at
different Higgs mass points. The signal efficiency and
PDF parameters are interpolated linearly between mass
points. We use a polynomial function
∑4
l=1 plm
l
red
to model the mred distribution of non-peaking back-
ground in the threshold mass region of 0.212 ≤ mA0 ≤
0.40 GeV/c2, where pl are the polynomial coefficients.
This higher order polynomial function passes through
the origin when mred = 0 and has enough degrees of
freedom to provide a threshold like behavior. We use
a 2nd (4th and 5th) order Chebyshev polynomial func-
tion to describe the mred distribution of non-peaking
backgrounds for 0.6 < mA0 ≤ 1.0 GeV/c2 and 2.40 <
mA0 < 2.75 GeV/c
2 (2.85 ≤ mA0 ≤ 2.93 GeV/c2 and
2.93 < mA0 ≤ 3.0 GeV/c2, respectively) regions. For the
remaining mass regions, we use a 3rd order Chebyshev
polynomial function.
The mred distribution of ρ background is described by
a ‘Cruijff’ function with a common peak position (µ), in-
dependent left and right widths (σLR), and non-Gaussian
tails (αL,R), whose parameters are determined from the
MC J/ψ → ρpi event sample. The ‘Cruijff’ function is
defined as
fL,R(mred) = exp[−(mred−µ)2/(2σ2L,R+αL,R(mred−µ)2)].
(2)
The f2(1270) and f0(1710) peaking backgrounds are de-
scribed by the sum of two CB functions using parameters
determined from MC samples of J/ψ → γX , X → pi+pi−
decays, where X = f2(1270) and f0(1710) mesons.
We search for a narrow resonance in steps of
1.0 MeV/c2 in the mass range of 0.22 ≤ mA0 ≤
51.50 GeV/c2 and 2.0 MeV/c2 for other mass regions,
resulting in a total of 2,035 mA0 points. The shapes of
the signal and the peaking background PDFs are fixed
while the non-peaking background PDF shape, and the
numbers of signal, peaking and non-peaking background
events are left free in the fit. The plots of the fit to the
mred distribution for selected mA0 points are shown in
Fig. 2. Fig. 3 shows signal event (Nsig) and the statistical
significance, defined as S = sign(Nsig)
√
−2 ln(L0/Lmax),
as a function of mA0 , where Lmax (L0) is the maxi-
mum likelihood value for a fit with number of signal
events being floated (fixed at zero). The distribution
of S is expected to follow the normal distribution under
the null hypothesis, consistent with the distribution in
Fig. 4. The largest upward local significance is 3.42σ at
mA0 = 2.918 GeV/c
2.
We repeat the search using a polynomial function∑5
l=1 plm
l
red for mA0 ≤ 0.4 GeV/c2 and an alternative
higher order Chebyshev polynomial function for other
mass regions to model the non-peaking background. The
difference between the absolute values of two Nsig is con-
sidered as an additive systematic uncertainty at each
mass point. An additive uncertainty reduces the signifi-
cance of any observed signal and does not scale with the
number of reconstructed signal events.
We study a large ensemble of pseudo-experiments,
based on the aforementioned PDFs, to validate the fit
procedure and compute the bias of the ML fit. The bias
arises due to the imperfections in modeling the signal
PDFs and the low statistics of the ML estimate. The
value of the fit bias is found to be 0.21 events and consid-
ered to be an additive systematic uncertainty. We further
use the pseudo-experiments to estimate the probability
of observing a fluctuation of S ≥ 3.42σ, which is found to
be 26.0%. The corresponding global significance of such
an excess anywhere in the full mA0 range is 0.64σ; we
therefore conclude that no evidence of A0 production is
found at any mass points.
The uncertainty due to fixed signal and tail PDF pa-
rameters used for the ρ, f2(1270) and f0(1710) peaking
backgrounds in data, is observed to be (0.0−1.64) events
after varying each parameter within its statistical uncer-
tainties while taking correlations between the parameters
into account. The mean and sigma values of the peaking
backgrounds are corrected using a high statistics control
sample of the same decay process in which all the selec-
tion criteria, developed in this work, are applied except
that of the penetration depth in MUC. We assign 50%
of the relative difference in resolution values of peaking
backgrounds between data and MC as a systematic un-
certainty, which is considered as a source of multiplica-
tive systematic uncertainty. Multiplicative uncertainties
scale with the number of reconstructed signal events and
do not reduce the significance of any observed signal, but
degrade the upper limit values. They arise due to the re-
construction efficiency, the uncertainty in the number of
J/ψ mesons (1.3%), muon tracking efficiency (1.0% per
track) and resolution of peaking backgrounds (1.2% for
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FIG. 2. (color online) Plot of the fit to the mred distribution
for (top) mA0 = 0.212 GeV/c
2 and (bottom) mA0 = 2.918
GeV/c2. The contribution of non-peaking background is
shown by a red dashed line, the signal PDF by a green dotted
line (seen only in the bottom figure) and total PDF by a blue
solid line. Due to limited statistics in the low-mass region
as shown in the top figure, we allow the signal events to be
floated for positive Nsig only during the fit. The inlay in the
upper left of Fig. (bottom) displays an enlargement of the
mred region between 2.88 and 2.94 GeV/c
2. The largest up-
ward local significance is observed to be 3.42σ atmA0 = 2.918
GeV/c2 point.
the ρ resonance and 6.52% for f2(1270) and f0(1710) res-
onances).
We measure the photon reconstruction systematic un-
certainty to be better than 1.0% using a e+e− → γµ+µ−
sample in which the ISR photon momentum is estimated
using the four-momenta of two charged tracks [29]. We
use a J/ψ → µ+µ−(γ) control sample, where one track is
tagged with tight muon PID and photons are produced
via final state radiation, to study the systematic uncer-
tainty associated with the muon PID ((4.0−5.73)%), χ24C
(1.56%) and the cos θhelµ (0.34%) requirements. The final
muon PID uncertainty also takes into account the frac-
tion of events with one track or two tracks identified as
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FIG. 3. (a) Number of signal events (Nsig) and (b) signal
significance (S) obtained from the fit as a function of mA0 .
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FIG. 4. Histogram of the statistical significance S obtained
from the fit at 2,035 mA0 points, together with the expected
S distribution in the absence of signal, which is shown by the
solid curve.
muons, which is obtained from the signal MC. The total
multiplicative systematic uncertainty varies in the range
of (5.03− 9.20)% depending on mA0 .
We compute the 90% confidence-level (C.L.) upper
limits on the product branching fractions of B(J/ψ →
γA0) × B(A0 → µ+µ−) as a function of mA0 using a
Bayesian method [22]. The systematic uncertainty is
incorporated by convolving the negative log likelihood
(NLL) versus branching fraction curve with a Gaussian
distribution having a width equal to the systematic un-
certainty. The limits range between (2.8− 495.3)× 10−8
for the Higgs mass region of 0.212 ≤ mA0 ≤ 3.0 GeV/c2
depending on the A0 mass points, as shown in Fig. 5.
We also compute gb(= gc tan
2 β) ×
)2 (GeV/c0Am
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FIG. 5. (color online) The 90% C.L. upper limits (UL) on
the product branching fractions B(J/ψ → γA0) × B(A0 →
µ+µ−) as a function of mA0 including all the uncertainties
(solid line), together with expected limits computed using a
large number of pseudo-experiments. The inner and outer
bands include statistical uncertainties only and contain 68%
and 95% of the expected limit values. The average dashed
line in the center of the inner band is the expected average
upper limit of 1600 pseudo-experiments. A better sensitivity
in the mass region of 0.212 ≤ mA0 ≤ 0.22 GeV/c2 is achieved
due to almost negligible backgrounds as seen in Fig. 2 (top).
√
B(A0 → µ+µ−) [11] for different values of tanβ
using Equation 1 to compare our results with the
BABAR measurement [16]. This new result seems to
be better than the BABAR measurement [16] in the
low-mass region for tanβ ≤ 0.6 (Fig. 6 (a)). Our results
are thus complementary to those obtained by considering
the b-quark [10, 16]. Both types of constraints may then
be combined so as to provide, independently of tanβ, an
upper limit on cos θA(= |√gbgc|) ×
√
B(A0 → µ+µ−)
computed using the method of Ref. [11], as a function of
mA0 , as shown in Fig. 6 (b) . This combined limit varies
in the range of 0.034 − 0.249 for 0.212 ≤ mA0 ≤ 3.0
GeV/c2.
In summary, we find no significant signal for a light
Higgs boson in the radiative decays of J/ψ and set
90% C.L. upper limits on the product branching frac-
tion of B(J/ψ → γA0) × B(A0 → µ+µ−) in the range
of (2.8 − 495.3)× 10−8 for 0.212 ≤ mA0 ≤ 3.0 GeV/c2.
This result, a factor of 5 times improvement over the pre-
vious BESIII measurement [19], is in agreement with the
theoretical expectation <∼ 5× 10−7 cot4 β from [11], but
better than the BABAR measurement [16] in the low-
mass region for the tanβ ≤ 0.6. The combined limits
on cos θA ×
√
B(A0 → µ+µ−) for the BABAR [16] and
BESIII measurements reveal that the A0 is constrained
to be mostly singlet.
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FIG. 6. (color online) (a) The 90% C.L. upper limits on
gb(= gc tan
2 β) ×
√
B(A0 → µ+µ−) for the BABAR [16]
and BESIII measurements and (b) cos θA(= |√gbgc|) ×√
B(A0 → µ+µ−) as a function of mA0 . We compute
gc tan
2 β ×
√
B(A0 → µ+µ−) for different values of tan β to
compare our results with the BABAR measurement [16].
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