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Abstract   In this work a Multi-Objective Evolutionary Algorithm (MOEA) was 
applied for feature selection in the problem of bankruptcy prediction. The aim is to 
maximize the accuracy of the classifier while keeping the number of features low. 
A two-objective problem - minimization of the number of features and accuracy 
maximization – is fully analyzed using two classifiers: Support Vector Machines 
and Logistic Function. A database containing financial statements of 1200 me-
dium sized private French companies was used. It was shown that MOEA is a 
very efficient feature selection approach. Furthermore, it can provide very useful 
information for the decision maker in characterizing the financial health of a com-
pany.  
1 Introduction 
Financial bankruptcy prediction is of high importance for banks, insurance com-
panies, creditors and investors. Different approaches have been used in this type of 
prediction like linear discriminant analysis and non-linear models. However, these 
methods have some limitations. Discriminant analysis is limited due to its linear-
ity, restrictive assumptions, for treating financial ratios as independent variables 
and can only be used with continuous independent variables. In non-linear models 
the choice of the regression function creates a bias that restricts the outcome, they 
are very sensitive to exceptions, and most conclusions have an implicit Gaussian 
distribution on data, which is inappropriate in many cases [1, 2]. 
More recently other approaches have been applied for bankruptcy classifica-
tion, such as Artificial Neural Networks (ANN) [3], Evolutionary Algorithms 
(EA) and Support Vector Machines (SVM) [4]. ANN, EA and SVM are used as 
complementary tools to classify credit risk. Some of the studies performed show 
that ANN outperforms discriminant analysis in bankruptcy prediction [5-7]. These 
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models have shown promising results. However it is generally recognized that fur-
ther research is needed to achieve higher predictive capabilities, which is the ave-
nue of our research.  
Since these methods can handle a large number of variables, and some of them 
are highly correlated, it is of crucial importance to have a feature selection algo-
rithm to reduce the number of features considered for analysis. In this work a 
methodology based on MOEA to accomplish simultaneously two objectives: the 
minimization of the number of features used and the maximization of the accuracy 
of the classifier used is proposed. The use of MOEA for solving this problem is 
not new. Merelo et al. {8] applied a MOEA to take into account individually the 
errors of type I (false positive) and type II (false negative). Hamdani et al. [9] used 
the NSGA-II [10] algorithm to optimize simultaneously the number of features 
and the global error obtained by a neural network classifier. 
A database containing financial statements of 1200 small and medium size pri-
vate French companies during 2006 was been used. Each company is character-
ized by a set of 30 features measuring its most important ratios, from profitability 
to debt. 
This text is organized as follows. In section 2 the problem to solve will be ex-
plained in more detail as well the classification methods used here (RG and SVM). 
Then, in section 3 the MOEA used will be described in more detail. The method 
proposed will be applied to a case study and the results will be presented and dis-
cussed in section 4. Finally, the conclusion will be stated in section 5. 
2 Bankruptcy prediction 
Bankruptcy prediction is a problem stated as follows: given a set of financial 
statements from a company over one or several previous years, predict the 
changes that it will become distressed over a given period, normally the next year 
or two years ahead.  
The first step consists in “cleaning up” the database in order to create a well 
balanced and unbiased sample. The dataset must be simplified in order to the 
problem be more understandable by the decision maker. This can be accomplished 
by reducing the number of features necessary. On the other hand it must be as-
sured that this reduction does not decrease the performance of the classifier. 
The methodology proposed in this work uses the data classifiers to measure the 
accuracy of the data (or the features used), while a MOEA will be used to deter-
mine the best compromise between the refereed two objectives. To test the ability 
of the method proposed to accomplish these objectives two classifiers will be 
used: Logistic Regression (LR) and Support Vector Machines (SVM).  
LR is a well known generalized linear method, allowing the prediction of a dis-
crete outcome (generally binary, such as success/failure), from a set of variables 
that may be continuous, discrete, binary, or a mix of any of these [11]. In the pre-
sent case the LR was trained by Stochastic Gradient Decent, which is able to esti-
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mates the maximum likelihood logistic regression coefficients from sparse input 
data. 
Support Vector Machines (SVMs) are a set of supervised learning methods 
based on the use of a kernel, which can be applied to classification and regression. 
In the SVM a hyperplane or set of hyperplanes is (are) constructed in a high-
dimensional space. In this case, a good separation is achieved by the hyperplane 
that has the largest distance to the nearest training datapoints of any class. Thus, 
the generalization error of the classifier is lower when this margin is larger. SVMs 
can be seen an extension to nonlinear models of the generalized portrait algorithm 
developed by Vladimir Vapnik [12]. 
3 Multi-Objective Optimization 
MOEAs have been recognized in the last decade as good methods to explore and 
find an approximation to the Pareto-optimal front for multi-objective optimization 
problems. This is due to the difficulty of traditional exact methods to solve this 
type of problems and by their capacity to explore and combine various solutions to 
find the Pareto front in a single run. A MOEA must provide a homogeneous dis-
tribution of the population along the Pareto frontier, together with an improvement 
of the solutions along successive generations [13, 14]. In this work, the Reduced 
Pareto Set Genetic Algorithm (RPSGA) is adopted [15, 16], where a clustering 
technique is applied to reduce the number of solutions on the efficient frontier. 
Detailed information about this algorithm can be found elsewhere [15, 16]. 
In the present study the RPSGA algorithm was adapted to deal with the features 
selection problem. First it was necessary to identify clearly which are the decision 
variables, and then the RPSGA was to be linked with the classification algorithms 
in order to obtain the information about the performance of the classifier. 
In what concerns the definition of the decision variables, two different possi-
bilities were considered. Initially, a problem where only the features are to be cho-
sen was studied. In this situation the parameters of the classifiers, such as type of 
training (holdout or k-fold cross validation), learning rate and training fraction, for 
both LR and SVM, kernel type and other parameter only for SVM, must be previ-
ously defined. In a second approach, these parameter where also included as vari-
ables to be optimized. The advantage of the latter approach consists in obtaining in 
a single run the best results. The methodology proposed will be better illustrated 
with the example presented in the next section. 
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4 Results and discussion 
4.1 Case studies 
Let us now illustrate the use of above MOEA methodology to solve a feature 
extraction problem. The problem to be addressed is a classification problem. The 
aim is to find the minimum number of features needed to obtain the maximum ac-
curacy of the companies’ evaluation. Accuracy is defined as the number of com-
panies correctly predicted divided by the total number of companies in the sample. 
Table 1 shows the features definitions considered in the database. Regarding 
the company evaluation, the classifier output predicts whether the company has 
survived or gone into bankruptcy. 
In the case of LR, several runs were performed using the gradient descent 
method and various combinations of the training method (holdout and 10-fold 
validation), the learning rate (0.001, 0.01, 0.02 and 0.1) and the training fraction 
(0.5, 0.7 and 0.7). For the case of holdout training method the data used for train-
ing is the same for all runs, depending on the training fraction used. One run was 
performed considering these three variables as decision variable ranging in the 
same interval.  
Similarly, for the case of SVMs two different kernels were tested (μ-SVC and 
C-SVC). Different combinations of training method, learning rate, training frac-
tion and other kernel parameters were tested. The runs performed used the better 
RPSGA parameters as defined in reference [15]. The comparison between the per-
formances of the different runs was made using the attainment functions method-
ology [17]. 
4.2 Influence of classification methods parameters 
The results presented in Figures 1, 2 and 3 were obtained using LR with the train-
ing method, the learning rate and the training fraction as decision variables. As 
shown in Figure 1, after 100 generations, the evolution leads to a considerable 
gain in accuracy while decreasing significantly the number of features needed. On 
the final population 8 non-dominated solutions exist having, respectively 1, 2, 3, 
4, 7, 8, 9 and 10 features, which are identified in Figure 2. Figure 3 shows the val-
ues obtained for the training method, the learning rate and the training fraction for 
the same non-dominated solutions. 
Identical results were obtained for the SVM classifier. More results can be seen 
on www.dep.uminho.pt/agc/results. Finally, the attainment functions methodology 
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was used to compare the performance of the methodology proposed when using 
different parameters of the classifiers (see the same web site for more details). 
Table 1. Set of features considered in the problem to solve 
Feature Designation 
F1 Number of employees 
F2 Capital Employed / Fixed Assets 
F3 Financ. Debt / Capital Employed (\%) 
F4 Depreciation of Tangible Assets (\%) 
F5 Working capital / current assets 
F6 Current ratio 
F7 Liquidity ratio 
F8 Stock Turnover days 
F9 Collection period 
F10 Credit Period 
F11 Turnover per Employee (thousands euros) 
F12 Interest / Turnover 
F13 Debt Period days 
F14 Financial Debt / Equity (\%) 
F15 Financial Debt / Cashflow 
F16 Cashflow / Turnover (\%) 
F17 Working Capital / Turnover (days) 
F18 Net Current Assets/Turnover (days) 
F19 Working Capital Needs / Turnover (\%) 
F20 Export (\%) 
F21 Value added per employee  
F22 Total Assets / Turnover 
F23 Operating Profit Margin (\%) 
F24 Net Profit Margin (\%) 
F25 Added Value Margin (\%) 
F26 Part of Employees (\%) 
F27 Return on Capital Employed (\%) 
F28 Return on Total Assets (\%) 
F29 EBIT Margin (\%) 
F30 EBITDA Margin (\%) 
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Fig. 1. Pareto fronts for the initial population and after 50 and 100 generations. 
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Fig. 2. Features obtained for the non-dominated solutions after 100 generations. 
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Fig. 3. Training method, learning rate and training fraction values for the 8 non-dominated solu-
tions. 
5 Conclusions 
In the present study the LR and SVM methods with different parameters values 
have been used. The results obtained allow one to conclude that the proposed 
methodology is able to solve this problem and, simultaneously, made available in-
formation to the decision maker. The information provided concerns not only with 
the best features to be used but, also, with the best parameters of the classifier. 
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