Introduction
This book will present basic stochastic processes for building models in insurance, especially in life and non-life insurance as well as credit risk for insurance companies. Of course, stochastic methods are quite numerous; so we have deliberately chosen to consider to use those induced by two big families of stochastic processes: stochastic calculus including Lévy processes and Markov and semi-Markov models. From the financial point of view, essential concepts such as the Black and Scholes model, VaR indicators, actuarial evaluation, market values and fair pricing play a key role, and they will be presented in this volume.
This book is organized into seven chapters. Chapter 1 presents the essential probability tools for the understanding of stochastic models in insurance. The next three chapters are, respectively, devoted to renewal processes (Chapter 2), Markov chains (Chapter 3) and semi-Markov processes both homogeneous and non-time homogeneous (Chapter 4) in time. This fact is important as new nonhomogeneous time models are now becoming more and more used to build realistic models for insurance problems.
Chapter 5 gives the bases of stochastic calculus including stochastic differential equations, diffusion processes and changes of probability measures, therefore giving results that will be used in Chapter 6 devoted to Lévy processes. Chapter 6 is devoted to Lévy processes. This chapter also presents an alternative to basic stochastic models using Brownian motion as Lévy processes keep the properties of independent and stationary increments but without the normality assumption.
Finally, Chapter 7 presents a summary of Solvency II rules, actuarial evaluation, using stochastic instantaneous interest rate models, and VaR methodology in risk management.
xii Basic Stochastic Processes
Our main audience is formed by actuaries and particularly those specialized in entreprise risk management, insurance risk managers, Master's degree students in mathematics or economics, and people involved in Solvency II for insurance companies and in Basel II and III for banks. Let us finally add that this book can also be used as a standard reference for the basic information in stochastic processes for students in actuarial science.
Basic Probabilistic Tools for Stochastic Modeling
In this chapter, the readers will find a brief summary of the basic probability tools intensively used in this book. A more detailed version including proofs can be found in [JAN 06].
Probability space and random variables
Given a sample space Ω , the set of all possible events will be denoted by ℑ , which is assumed to have the structure of a σ -field or a σ -algebra. P will represent a probability measure.
DEFINITION 1.1.-A random variable (r.v.) with values in a topological space ( , )
E ψ is an application X from Ω to E such that:
where X -1 (B) is called the inverse image of the set B defined by:
Particular cases:
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b) If ( , ) ( , ) E
, where is the extended real line defined by and β is the extended Borel -field of , that is the minimal -field containing all the elements of β and the extended intervals:
, , , 
Briefly, we write:
This last definition can be extended to the multi-dimensional case with a r.v. X being an n-dimensional real vector:
by X F , is the function from n to 0,1 defined by: 
provided, in the last case, that Y does not vanish.
Concerning the convergence properties, we must mention the property that, if ( , 1) n X n ≥ is a convergent sequence of r.v. -that is, for all ω ∈ Ω , the sequence ( ( )) n X ω converges to ( ) X -then the limit X is also a r.v. on Ω . This convergence, which may be called the sure convergence, can be weakened to give the concept of almost sure (a.s.) convergence of the given sequence.
This last notion means that the possible set where the given sequence does not converge is a null set, that is, a set N belonging to ℑ such that:
In general, let us remark that, given a null set, it is not true that every subset of it belongs to ℑ but of course if it belongs to ℑ , it is clearly a null set. To avoid unnecessary complications, we will assume from here onward that any considered probability space is complete, i.e. all the subsets of a null set also belong to ℑ and thus their probability is zero.
Expectation and independence
Using the concept of integral, it is possible to define the expectation of a random variable X represented by:
provided that this integral exists. The computation of the integral:
can be done using the induced measure μ on ( , ) , defined by [1.4] and then using the distribution function F of X.
Indeed, we can write:
and if F X is the d.f. of X, it can be shown that:
The last integral is a Lebesgue-Stieltjes integral.
Moreover, if F X is absolutely continuous with f X as density, we obtain: ( ) ( ) . The moments are said to be centered moments of order r if a=E(X). In particular, for r = 2, we get the variance of X represented by 2 (var( )) : X σ ( ) and, more generally, it can be proved that the variance is the smallest moment of order 2, whatever the number a is.
The set of all real r.v. such that the moment of order r exists is represented by .
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The last fundamental concept that we will now introduce in this section is stochastic independence, or more simply independence. 
The notion of independence gives the possibility of proving the result called the strong law of large numbers, which states that if ( , 1) n X n ≥ is a sequence of integrable independent and identically distributed r.v., then:
The next section will present the most useful distribution functions for stochastic modeling. b) The kurtosis coefficient also due to Fisher is defined as follows:
Its interpretation refers to the normal distribution for which its value is 3. Also some authors refer to the excess of kurtosis given by 1 -3 of course null in the normal case. 
Main distribution probabilities
In this section, we will restrict ourselves to presenting the principal distribution probabilities related to real random variables.
Binomial distribution
Let X be a discrete random variable, whose distribution ( , 0,..., ) a result from which we get:
The characteristic function and the generating function, when the latter exists, of X, respectively, defined by: ( , ), , 0 , as follows:
In addition, from the numerical point of view, it is sufficient to know the numerical values for the standard distribution.
From relation [1.38], we also deduce that: and so:
and consequently, for X normally distributed with parameters (0,1), we obtain:
In particular, let us mention the following numerical results: ( ) ( ) ( ) For 1 α < , the mean is infinite, and for 1 2, α < < although the mean is finite, the variance is not.
The problem of this distribution also comes from the fact that the function 1-F(x) decreases in a polynomial way for large x (distribution with heavy queue) and no longer exponentially like the other presented distributions, except, of course, for the Cauchy distribution.
In non-life insurance, it is used for modeling large claims and catastrophic events. REMARK 1.2.-We also have: The proportion of claims larger than x is a linear function of x in a double logarithmic scale with α as slope.
Uniform distribution
Its support is [a,b] on which the density is constant with the value 1/(b-a).
For basic parameters, we have: 
Weibull distribution
This is related to a non-negative random variable with the following characteristics:
