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The blowup phenomena of solutions of the compressible Euler equations is investigated.
The approach is to construct the special solutions and use phase plane analysis. In partic-
ular, the special explicit solutions with velocity of the form c(t)x are constructed to show
the blowup and expanding properties.
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1. Introduction and main result
We consider the blowup phenomena for an inviscid, non-heat conducting gas, which is governed by the following Euler
equations in one-dimensional space [3]:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2 + p)x = 0,(
ρ
(
e + u
2
2
))
t
+
(
ρu
(
e + u
2
2
)
+ up
)
x
= 0,
(1.1)
where ρ(x, t), u(x, t), p(x, t) and e(x, t) denote the density, velocity, pressure, and internal energy, separately.
In ﬂuid dynamics, blowup is an interesting and important phenomena, which has attracted many attentions because of its
physical importance and mathematical challenge. It is a diﬃcult problem to understand the blowup behavior of the general
solutions to the compressible Euler equations. There have been many studies on this kind of phenomena by attempting to
construct explicit examples in some special setting (see, for example, [1,2,4–6]). For multi-dimensional isentropic gas, Li and
Wang [2] studied the blowup property by constructing special explicit solutions with spherical symmetry. Following their
works, in this paper we consider non-isentropic gas and study the system (1.1). To simplify our problem, let us focus on the
perfect ﬂuid so that p and e are given by
p = Rρθ, e = Rθ
γ − 1 + C, (1.2)
where θ denotes the absolute temperature, γ > 1 is the adiabatic exponent, and R , C are constants. Substituting (1.2) into
(1.1), we obtain⎧⎨
⎩
ρt + (ρu)x = 0,
ρut + ρuux + (Rρθ)x = 0,
θt + uθx + (γ − 1)θux = 0.
(1.3)
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to construct special explicit solutions with velocity of the form c(t)x to show the blowup and expanding properties. Main
result is stated in the following theorem.
Theorem 1.1. Let x > 0, then there exists a family of solutions (ρ,u, θ) with u(x, t) = c(t)x, for system (1.3) satisfying the following
properties.
• If c′(0) > −c2(0) holds, then c′(t) > −c2(t) for all t > 0. Moreover, both velocity u and pressure p decay to zero as t → ∞.
• If c(0) > 0 satisﬁes c′(0) < − γ+12 c2(0) or c(0) < 0 satisﬁes c′(0) < −c2(0), we have c(t) → −∞ and p → ∞ as t → ∞.
• If c(0) > 0 satisﬁes − γ+12 c2(0) < c′(0) < −c2(0), we have c(t) > 0 with − γ+12 c2(t) < c′(t) < −c2(t) for all t > 0. In such case
there is no blowup.
Similar assertions are valid for x < 0.
2. Proof of Theorem 1.1
The aim of this section is to prove Theorem 1.1. Some ideas we use come from [2]. However, the fact that we are dealing
with the full compressible ﬂuid ﬂow forces us to develop a different proof.
When u(x, t) = c(t)x, the second equation in (1.3), denoted by (1.3)2, becomes
c′x+ c2x+
(
R
ρ
)
(ρθ)x = 0,
where ′ = ddt . Thus,
(ρθ)x = −
(
ρ
R
)(
c′ + c2)x. (2.1)
Integrating (2.1) over (0, x) yields
(ρθ)(x, t) = (ρθ)(0, t) − 1
R
(
c′ + c2)
x∫
0
yρ dy. (2.2)
Multiplying (1.3)1 by θ and (1.3)3 by ρ respectively, we get the resulting expression
(ρθ)t + c(t)x(ρθ)x + γ c(t)ρθ = 0. (2.3)
Inserting (2.2) into (2.3) gives rise to
(ρθ)′(0, t) − 1
R
(
c′ + c2)′
x∫
0
yρ dy − 1
R
(
c′ + c2)
x∫
0
yρt dy − c(t)
R
x2ρ
(
c′ + c2)
+ γ c(t)(ρθ)(0, t) − γ
R
c
(
c′ + c2)
x∫
0
yρ dy = 0. (2.4)
Using
x∫
0
yρt dy = −
x∫
0
y(ρu)y dy = −yρu|x0 +
x∫
0
ρu = −c(t)x2ρ(x, t) + c(t)
x∫
0
yρ dy,
we rewrite (2.4) in the form
(ρθ)′(0, t) + γ c(t)(ρθ)(0, t) − 1
R
{(
c′ + c2)′ + (c′ + c2)c(1+ γ )}
x∫
0
yρ dy = 0. (2.5)
Hence,
(ρθ)′(0, t) + γ c(t)(ρθ)(0, t) = 0, (2.6)
and
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c′ + c2)′ + (c′ + c2)c(1+ γ ) = 0. (2.7)
We observe that c(t) solves (2.7) if (c′ + c2)(t) = 0.
(a) V–c phase plane:
We transform (2.7) into the ﬁrst-order system{
V = c′,
V ′ = −[(γ + 3)V + (γ + 1)c2]c. (2.8)
Apparently, the curve (V , c) satisfying (V + c2)(t) = 0 divides the V –c phase plane into two regions. However, it is desirable
to make a more detailed division:
(A) =
{
(V , c): V + γ + 1
2
c2 < 0, with c > 0
}
;
(B) = {(V , c): V + c2 < 0, with c < 0};
(C) =
{
(V , c): V + c2 > 0, and V + γ + 1
γ + 3c
2 < 0, with c < 0
}
;
(D) =
{
(V , c): V + γ + 1
γ + 3 c
2 > 0
}
;
(E) =
{
(V , c): V + c2 > 0, and V + γ + 1
γ + 3c
2 < 0, with c > 0
}
;
(F ) =
{
(V , c): V + γ + 1
2
c2 > 0, and V + c2 < 0, with c > 0
}
.
The following assertions are clear in terms of direction ﬁelds.
• The curve (V , c) starting from (B) tends to (−∞,−∞).
• The curve (V , c) starting from (E) approaches (0,0).
• The curve (V , c) starting from (D) runs into (E), and ﬁnally approaches (0,0).
However, the (V , c) which starts from other regions is less clear. Firstly, if (V , c) starts from region (C), we claim that
the curve enters region (D). To show this, we compute (2.8) and obtain
dw
dt
= d(
V
c2
)
dt
= V ′ 1
c2
− V 2
c3
c′ = V ′ 1
c2
− 2V
2
c3
= −2c(w + 1)
(
w + γ + 1
2
)
, (2.9)
where w = V
c2
. Because (1 + V
c2
)(t) > 0, (2.9) means that w = V
c2
is strictly increasing in t as long as (V , c) stays in (C).
Therefore, the (V , c) turns into (D) after some time point.
To describe the curves (V , c) starting from regions (A) and (F ), we compute
dV
dc
= dV
dt
· dt
dc
= −[(γ + 3)V + (γ + 1)c2]c 1
V
= −
[
(γ + 3) + (γ + 1)c
2
V
]
c. (2.10)
Let V = −√z 0 for z 0, then (2.10) becomes
− 1
2
√
z
dz
dc
= −
[
(γ + 3) + (γ + 1) c
2
√
z
]
c,
i.e.,
dz
dc
= [(γ + 3)√z − (γ + 1)c2]c. (2.11)
Putting z = βcα , we have
βαcα−1 = 2[(γ + 3)√βc α2 +1 − (γ + 1)c3]. (2.12)
This shows α = 4, and 2β = (γ + 3)√β − (γ + 1), then, β = 1, or β = ( γ+12 )2. So, Eq. (2.10) has two solution curves:
V + c2 = 0 and V + γ+12 c2 = 0. We check that the latter one divides the regions (A) and (F ).
By the foregoing analysis, we discover that, if (V , c) initially begins from (F ), then the curve stays in (F ) for all t > 0,
and reaches (0,0) as t tends to inﬁnity.
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and enters region (B) after t∗. In fact, if this is false, we have
(V , c)(t) → 0 as t → ∞. (2.13)
Rewrite (2.7) in the form(
V + c2)′ = −(γ + 1)(V + c2)c,
and integrate the above equation to obtain
(
V + c2)(t) = (V + c2)(0)exp
{
−(γ + 1)
t∫
0
c(s)ds
}
,
which together with (2.13) leads to
t∫
0
c(s)ds = ∞. (2.14)
From (2.9) again, we deduce
w˜
w˜ + γ−12
(t) = w˜
w˜ + γ−12
(0)exp
{
−(γ − 1)
t∫
0
c(s)ds
}
, (2.15)
where w˜ = w + 1. Using (2.14) and (2.15), we have w˜
w˜+ γ−12
(t) → 0, and thus w → −1 when t → ∞. On the other hand, the
inequality dw(t)dt < 0 holds as long as (V , c)(t) stays in (A). This contradicts with the fact w → −1 as t → ∞.
In conclusion we receive the following assertions.
(i) The curve (V , c) starting from (A) turns into (B) via some point (V (t∗),0) with V (t∗) < 0, and ﬁnally tends to
(−∞,−∞).
(ii) The curve (V , c) starting from (C) enters (D), then (E), and approaches (0,0) as t tends to inﬁnity.
(iii) The curve (V , c) which stays in (F ) approaches (0,0).
(b) The behavior of pressure p = Rρθ.
Integrating (2.6), we have
(ρθ)(0, t) = (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
.
This, together with (2.2), provides us with
(ρθ)(x, t) = (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
− 1
R
(
c′ + c2)
x∫
0
yρ dy. (2.16)
From assertion (ii), if c′(0) + c2(0) > 0, we have c′(t) + c2(t) > 0 for all t > 0, and c(t) → 0 as t → ∞. Then, from (2.16),
we have
(ρθ)(x, t) = (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
− 1
R
(
c′ + c2)
x∫
0
yρ dy
 (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
. (2.17)
Moreover, because (V , c) enters into (E) after some ﬁnite point, denoted by t1, we have −c2(t) c′(t)− γ+1γ+3 c2(t) for all
t > t1, which means c(t) ∼ t−1(t > t1). Thereby (2.17) satisﬁes
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{
−γ
t∫
0
c(s)ds
}
 (ρθ)(0,0)exp
{
−γ
( t1∫
0
+
t∫
t1
)
c(s)ds
}
→ 0 (t → ∞). (2.18)
From assertion (i), if c(0) > 0 satisﬁes c′(0) < − γ+12 c2(0) or c(0) < 0 satisﬁes c′(0) < −c2(0), it results in c(t) → −∞ as
t → ∞. Therefore,
(ρθ)(x, t) = (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
− 1
R
(
c′ + c2)
x∫
0
yρ dy
 (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
→ ∞ (t → ∞). (2.19)
Finally, if c(0) > 0 satisﬁes − γ+12 c2(0) < c′(0) < −c2(0), the assertion (iii) concludes that c(t) > 0 satisﬁes − γ+12 c2(t) <
c′(t) < −c2(t) for all t > 0. Moreover, c(t) → 0 as t → ∞. Thus,
(ρθ)(x, t) = (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
− 1
R
(
c′ + c2)
x∫
0
yρ dy
 (ρθ)(0,0)exp
{
−γ
t∫
0
c(s)ds
}
. (2.20)
This implies that the blowup does not occur.
The argument for x < 0 runs similarly. This completes the proof of Theorem 1.1.
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