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CONFIDENCE INTERVALS FOR MULTIPLE ISOTONIC
REGRESSION AND OTHER MONOTONE MODELS
HANG DENG, QIYANG HAN, AND CUN-HUI ZHANG
Abstract. We consider the problem of constructing pointwise confi-
dence intervals in the multiple isotonic regression model. Recently, Han
and Zhang [HZ19] obtained a pointwise limit distribution theory for the
block max-min and min-max estimators [FLN17] in this model, but in-
ference remains a difficult problem due to the nuisance parameter in the
limit distribution that involves multiple unknown partial derivatives of
the true regression function.
In this paper, we show that this difficult nuisance parameter can be
effectively eliminated by taking advantage of information beyond point
estimates in the block max-min and min-max estimators. Formally,
let uˆ(x0) (resp. vˆ(x0)) be the maximizing lower-left (resp. minimizing
upper-right) vertex in the block max-min (resp. min-max) estimator,
and fˆn be the average of the block max-min and min-max estimators.
If all (first-order) partial derivatives of f0 are non-vanishing at x0, then
the following pivotal limit distribution theory holds:√
n|[uˆ(x0), vˆ(x0)]|
(
fˆn(x0)− f0(x0)
)
 σ · L1d .
Here σ is the standard deviation of the errors, and L1d is a universal
limit distribution free of nuisance parameters. This immediately yields
confidence intervals for f0(x0) with asymptotically exact confidence level
and optimal length. Notably, the construction of the confidence inter-
vals, even new in the univariate setting, requires no more efforts than
performing an isotonic regression for once using the block max-min and
min-max estimators, and can be easily adapted to other common mono-
tone models including, e.g., (i) monotone density estimation, (ii) interval
censoring model with current status data, (iii) counting process model
with panel count data, and (iv) generalized linear models. Extensive
simulation results demonstrate the accuracy of the coverage probability
of the proposed confidence intervals, giving strong support to our theory.
1. Introduction
1.1. Overview. The field of estimation and inference under shape con-
straints has undergone rapid development in recent years, mostly notably
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in the direction of estimation theory of multi-dimensional shape constrained
models. We briefly give some review of the history and some recent progress:
• (Univariate shape constraints) Starting from the seminal work of [Gre56,
PR69, PR70], estimation of a univariate monotone density or regression
function has received much attention, cf. [Gro85, Gro89, GJ95, Zha02,
Bru70, Wri81, CGS15, Bel18, HK19]. Estimation of a univariate convex
density or regression function is a more challenging task, but considerable
progress has been made through the efforts of many authors, cf. [Hil54,
HP76, GJW01a, GJW01b, Mam91, GS15, CGS15, Bel18]. Recent years
also witnessed much progress in further understanding the behavior of
the maximum likelihood estimator (MLE) of a univariate log-concave
density, cf. [DR09, DSS11, BRW09, KS16, KGS18, DW16]. Other topics
include estimation of unimodal regression functions, cf. [CL15, Bel18],
and estimation of a k-monotone density, cf. [BW07].
• (Multi-dimensional monotonicity constraints) [CGS18] initiated a study
of risk bounds for the least squares estimator (LSE) of a bivariate coordinate-
wise non-decreasing regression function. [HWCS19] extends the results
of [CGS18] to the more challenging case d ≥ 3. See also [Han19] for some
further improvements. [DZ20] studied block max-min and min-max esti-
mators originally proposed in [FLN17]. See also a recent work [FGS19]
for a different notion of multi-dimensional monotonicity.
• (Multi-dimensional convexity constraints) Convex/concave regression in
multi-dimensional settings is initiated in [Kuo08]. Consistency of the
LSEs is proved in [SS11b, LG12]. [HW16b] studied global and adaptive
risk bounds for convex bounded LSEs in a random design for d ≤ 3.
[KS16] studied global risk bounds for log-concave MLEs, and [FGKS18]
studied their adaptation properties, both for d ≤ 3. [XS19] studied log-
concave density estimation in high dimensions. Other topics include es-
timation of s-concave densities, cf. [SW10, KM10, HW16a, Han19], and
additive modeling, cf. [CS16].
Despite these remarkable progress in the estimation theory of shape con-
strained models in multivariate settings for various tuning-free estimators,
little next to nothing is known as to how these merits can be actually useful
in making inference for the multi-dimensional shape constrained function of
interest. The purpose of this paper is to start to fill this gap, within the
context of multiple isotonic regression [HWCS19, DZ20].
Here is our setup. Consider the regression model
Yi = f0(Xi) + ξi, i = 1, . . . , n,(1.1)
where X1, . . . , Xn are design points in [0, 1]
d which can be either fixed or ran-
dom, and ξ1, . . . , ξn are independent mean-zero errors. The true regression
function f0 is assumed to belong to the class of coordinate-wise nondecreas-
ing functions on [0, 1]d:
f0 ∈ Fd ≡ {f : [0, 1]d → R, f(x) ≤ f(y) if xi ≤ yi for all i = 1, . . . , d}.
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The hope of making some real progress in the inference aspect of this
model, beyond purely the estimation theory, is spurred by the recent work
of the second and third authors [HZ19], who obtained a pointwise limit
distribution theory for the block max-min and min-max estimators originally
proposed in [FLN17] as follows: For any x0 ∈ [0, 1]d, let
fˆ−n (x0) ≡ max
u≤x0
min
v≥x0
[u,v]∩{Xi}6=∅
1
|{i : u ≤ Xi ≤ v}|
∑
i:u≤Xi≤v
Yi(1.2)
≡ max
u≤x0
min
v≥x0
[u,v]∩{Xi}6=∅
Y¯ |[u,v], and
fˆ+n (x0) ≡ min
v≥x0
max
u≤x0
[u,v]∩{Xi}6=∅
Y¯ |[u,v].
If the errors ξi’s are i.i.d. mean-zero with variance σ
2, [HZ19] showed that
ω−1n (α)
(
fˆ∓n (x0)− f0(x0)
)
 r(σ) ·K(f0, x0) · D∓α.(1.3)
Here ωn(α) is the local rate of convergence of fˆ
∓
n , depending on the ‘local
smoothness’ level α of f0 at x0 (the precise meaning of this will be clarified in
Section 2) and the design of the covariates in a fairly complicated way, r(σ)
is a constant depending on the noise level of the errors, and K(f0, x0) is a
constant depending on the unknown information concerning the derivatives
of f0 at x0. [HZ19] also showed that the limit distribution theory (1.3) is
optimal in a local asymptotic minimax sense.
One may naturally wish to use (1.3) for construction of confidence inter-
vals for f0(x0), but unfortunately, the complications for using directly the
above limit theory for inference are multi-fold:
(1) The constants K(f0, x0), r(σ) depend on the unknown information of
derivatives of f0 at x0 and the noise level σ;
(2) The local rate of convergence ω−1n (α) depends on the unknown local
smoothness level α of f0.
Even one could be content with the knowledge of the local smoothness level
of f0 at x0, for instance assuming all first-order partial derivatives are non-
vanishing, the problem of getting a consistent estimate of the nuisance pa-
rameter K(f0, x0), which involves many derivatives of f0 at x0 is already
very challenging. Since one of the main features of shape-constrained meth-
ods is the avoidance of tuning parameters—which is particularly important
in multi-dimensional settings—we would ideally want to avoid estimation of
derivatives to begin with.
A popular tuning-free testing approach for inference in the univariate
monotone-response models, put forward in [BW01, Ban07], proposes the
use of a log likelihood ratio test. The strength of this method lies in the fact
that the limit distribution of the log likelihood ratio statistic is pivotal, i.e.
not depending on nuisance parameters, in particular the derivative of the
monotone function of interest, provided it is non-vanishing at the point of
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interest. Using the quantiles for the pivotal limit distribution, one can then
obtain confidence intervals by inverting a family of log likelihood ratio tests.
The same idea is further exploited in [DW19] in the context of inference for
the mode of a log-concave density.
It is natural to wonder if a similar program, based on likelihood methods,
can be extended to multi-dimensional settings, for instance in the multiple
isotonic regression model (1.1) we study here. Apart from the apparent lack
of any limit distribution theory for the LSE, i.e. the maximum likelihood
estimator under Gaussian likelihood, the more fundamental problem is that
the LSE does exhibit some undesirable sub-optimal behavior. In particular,
as have been clear from the work [HWCS19], the LSE does not adapt to
constant functions at the near optimal parametric rate, while the block
max-min and min-max estimators (1.2) do [DZ20, HZ19]. This strongly
hints that a limit distribution theory of type (1.3) does not hold for the
LSE, or at most can only hold for a very restrictive range of α, since (1.3)
already recovers the parametric rate for constant signals.
Another common approach for avoiding estimation of nuisance parame-
ters in limit distributions is the bootstrap. However, as shown in [Kos08,
SBW10, SS11a], standard bootstrap methods in non-standard problems, in
particular those with cube-root asymptotics and non-normal limit distribu-
tions, typically lead to inconsistent estimates. Although it is in principle
possible to develop consistent bootstrap procedures, e.g. m out of n boot-
strap, or bootstrap with smoothing, cf. [SBW10, SS11a], these procedures
involve one or more tuning parameters that need to be carefully calibrated in
practice, which unfortunately demerits the tuning-free advantages of shape-
constrained methods.
The conceptual and practical difficulties in the likelihood and bootstrap
methods lead us to a completely different approach for making inference
of f0(x0). Our proposal for the construction of the confidence interval for
f0(x0), as will be detailed in (1.7) below, requires essentially no more efforts
than performing an isotonic regression for once using the block max-min and
min-max estimators. The key idea for our proposal is to use information
beyond point estimates in isotonic regression to directly estimate the scaled
magnitude ω∗n ≡ ωn(α)r(σ)K(f0, x0)/σ of the error of estimating f0(x0) in
(1.3) and therefore to bypass the difficult problem of estimating the nuisance
parameter K(f0, x0). More important, the implementation of this idea does
not require consistent estimation of the scaled magnitude: Given estimates
fˆn(x0) and ωˆ
∗
n, it requires only the convergence in distribution of the product
of (fˆn(x0) − f0(x0)}/ω∗n and the ratio ω∗n/ωˆ∗n to a known distribution. See
Theorems 1 and 2 in the next section and their proofs.
Formally, let (uˆ(x0), vˆ(x0)) be any pair such that
fˆ−n (x0) ≡ max
u≤x0
min
v≥x0
[u,v]∩{Xi}6=∅
Y¯ |[u,v] = min
v≥x0
[u,v]∩{Xi}6=∅
Y¯ |[uˆ(x0),v],(1.4)
CONFIDENCE INTERVALS FOR MULTIPLE ISOTONIC REGRESSION 5
fˆ+n (x0) ≡ min
v≥x0
max
u≤x0
[u,v]∩{Xi}6=∅
Y¯ |[u,v] = max
u≤x0
[u,v]∩{Xi}6=∅
Y¯ |[u,vˆ(x0)].
Let
nuˆ,vˆ(x0) ≡ n|[uˆ(x0), vˆ(x0)]|,(1.5)
where |[uˆ(x0), vˆ(x0)]| is the Lebesgue measure of the hyper-rectangle [uˆ(x0), vˆ(x0)].
Let the average of the two estimators fˆ∓n in (1.2) be the block average esti-
mator fˆn(x0), i.e.,
fˆn(x0) ≡ 1
2
(
fˆ−n (x0) + fˆ
+
n (x0)
)
.(1.6)
In the univariate case d = 1, the block max-min estimator fˆ−n and the block
min-max estimator fˆ+n are the same and coincide with the isotonic least
squares estimator (LSE), and uˆ(x0) and vˆ(x0) are the left and right endpoints
of the constant piece of the isotonic LSE that contains x0. However, fˆ
−
n and
fˆ+n are in general different and fˆ
−
n ≤ fˆ+n is only guaranteed at design points
in d ≥ 2; see [DZ20] for an explicit example in which the two estimators
differ.
We propose the following form of confidence interval:
In(cδ) ≡
[
fˆn(x0)− cδ · σˆ√
nuˆ,vˆ(x0)
, fˆn(x0) +
cδ · σˆ√
nuˆ,vˆ(x0)
]
,(1.7)
where σˆ is the square root of an estimator σˆ2 of the variance σ2, and cδ > 0
is a critical value chosen by the user that depends only on the confidence
level δ > 0.
The crux of our proposal (1.7) is the following pivotal limit distribution
theory : Under the same conditions as in the limit distribution theory (1.3),√
nuˆ,vˆ(x0)
(
fˆn(x0)− f0(x0)
)
 σ · Lα,(1.8)
where the distribution of Lα does not depend on the nuisance parameter
K(f0, x0). Hence, given a consistent variance estimator σˆ
2, the confidence
interval (1.7) can both achieve asymptotically exact confidence level 1 − δ
and shrink at the optimal length on the order of ωn(α) · r(σ) · K(f0, x0),
provided that the local smoothness α is known. This is the case, e.g., if one
assumes that all first-order partial derivatives are non-vanishing, much as
in [BW01, Ban07] in the univariate case that assumes a non-vanishing first
derivative for the monotone function at the point of interest. By relaxing the
requirement of asymptotically exact confidence level, it is also possible, by
calibrating the critical value cδ alone, to construct conservative confidence
intervals (1.7) that adapt to any given range of local smoothness levels α,
while maintaining the optimal order of the length as in the limit theory
(1.3). One natural question here is that whether the likelihood approach
of [BW01, Ban07] in the much simpler univariate setting, wins over our
proposal (1.7) in terms of adaptation to unknown local smoothness α. As
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will be clear in Section 2, the limit distributions of log likelihood ratio tests
also depend on α, so indeed the likelihood approach of [BW01, Ban07] by
itself does not offer a stronger degree of universality from the perspective of
adaptation.
At a deeper level, the viewpoint of our construction for the confidence
interval for f0(x0) is markedly different from that of [BW01, Ban07]. We
treat the nuisance parameters K(f0, x0) and r(σ) differently in the limit
theory (1.3), with a particular view that it is K(f0, x0) that constitutes the
main difficulty of using (1.3) for inference, while the problem of r(σ) is
relatively minor. The underlying reason for this is that K(f0, x0) involves
the information for derivatives of f0 at x0, which cannot be obtained in a
simple way from point estimates that take local averages, while r(σ) can be
relatively easily estimated using known methods (e.g. difference estimators
[Ric84, HKT91, MBWF05]), or large samples (if available) in the data-driven
local domain [uˆ(x0), vˆ(x0)].
The idea for the construction of the proposed confidence interval (1.7)
has a much broader scope of applications beyond the isotonic regression
model (1.1). In Section 3 similar constructions of confidence intervals are
exploited in a number of other models with monotonicity shape constraints,
including (i) monotone density estimation [PR70, Gro85, Gro89], (ii) interval
censoring model with current status data [GW92], (iii) estimation of the
mean function of a counting process with panel count data [WZ00], and
more generally, (iv) generalized linear models with monotonicity. These new
confidence intervals share the same general scheme that the constructions
utilize the local information encoded by the analogue of uˆ(x0), vˆ(x0) as in the
regression setting, and require essentially no more efforts than performing
the (maximum likelihood) estimation procedure for once.
The rest of the article is organized as follows. In Section 2 we give
a review of the limit distribution theory (1.3) developed in [HZ19] and
present the pivotal limit distribution theory (1.8). Some comparisons with
the Banerjee-Wellner likelihood based inference method are also detailed in
Section 2. In Section 3, we illustrate the generality of our method of con-
structing confidence intervals in the four models mentioned above. Section
4 contains extensive simulation results that demonstrate the accuracy of
the coverage probability of our proposed confidence intervals, along with a
detailed numerical comparison with the Banerjee-Wellner confidence inter-
vals [BW01, Ban07]. For clarity of presentation, proofs are deferred to the
Appendix.
1.2. Notation. For a real-valued measurable function f defined on (X ,A, P ),
‖f‖Lp(P ) ≡ ‖f‖P,p ≡
(
P |f |p)1/p denotes the usual Lp-norm under P , and
‖f‖∞ ≡ supx∈X |f(x)|. Let (F , ‖·‖) be a subset of the normed space of real
functions f : X → R. For ε > 0 let N (ε,F , ‖·‖) be the ε-covering number
of F ; see page 83 of [vdVW96] for more details.
CONFIDENCE INTERVALS FOR MULTIPLE ISOTONIC REGRESSION 7
For two real numbers a, b, a ∨ b ≡ max{a, b} and a ∧ b ≡ min{a, b}. For
x ∈ Rd, let ‖x‖p denote its p-norm (0 ≤ p ≤ ∞). For any x, y ∈ Rd, x ≤ y
if and only if xi ≤ yi for all 1 ≤ i ≤ d. Let [x, y] ≡
∏d
k=1[xk ∧ yk, xk ∨ yk],
xy ≡ (xkyk)dk=1, and x ∧ (∨)y ≡ (xk ∧ (∨)yk)dk=1. Let 1d = (1, . . . , 1) ∈ Rd.
For `1, `2 ∈ {1, . . . , d}, we let 1[`1:`2] ∈ Rd be such that (1[`1:`2])k = 1`1≤k≤`2 .
We use Cx to denote a generic constant that depends only on x, whose
numeric value may change from line to line unless otherwise specified. a .x b
and a &x b mean a ≤ Cxb and a ≥ Cxb respectively, and a x b means
a .x b and a &x b [a . b means a ≤ Cb for some absolute constant C].
OP and oP denote the usual big and small O notation in probability.  
is reserved for weak convergence. For two integers k1 > k2, we interpret∑k2
k=k1
≡ 0,∏k2k=k1 ≡ 1. We also interpret (∞)−1 ≡ 0, 0/0 ≡ 0.
2. Confidence interval: Isotonic regression
2.1. Limit distribution theory in [HZ19]: a review. Let us now de-
scribe the setting under which limit distribution theory for the block max-
min and min-max estimators (1.2) is developed in [HZ19]. The exposition
below largely follows [HZ19].
First some further notation. For f : Rd → R, and k ∈ {1, . . . , d}, αk ∈
Z≥1, let ∂αkk f(x) ≡ d
αk
dx
αk
k
f(x). For a multi-index j = (j1, . . . , jd) ∈ Zd≥0, let
∂j ≡ ∂j11 · · · ∂jdd , and j! ≡ j1! · · · jd! and xj ≡ xj11 . . . xjdd for x ∈ Rd. For
α = (α1, . . . , αd) ∈ Zd≥1 in Assumption A below, i.e. for some 0 ≤ s ≤ d,
1 ≤ α1, . . . , αs < ∞ = αs+1 = . . . = αd, let J(α) (resp. J∗(α)) be the
set of all j = (j1, . . . , jd) ∈ Zd≥0 satisfying 0 <
∑s
k=1 jk/αk ≤ 1 (resp.∑s
k=1 jk/αk = 1) and jk = 0 for s+ 1 ≤ k ≤ d, and let J0(α) ≡ J(α)∪ {0}.
We often write J = J(α), J∗ = J∗(α) and J0 = J0(α) if no confusion arises.
Assumption A. f0 is coordinate-wise nondecreasing (i.e. f0 ∈ Fd), and is
α-smooth at x0 with intrinsic dimension s, α = (α1, . . . , αd) with integers
1 ≤ α1, . . . , αs < ∞ = αs+1 = . . . = αd, 0 ≤ s ≤ d, in the sense that
∂jkk f0(x0) = 0 for 1 ≤ jk ≤ αk − 1 and ∂αkk f0(x0) 6= 0, 1 ≤ k ≤ s, and in
rectangles of the form ∩dk=1{|(x−x0)k| ≤ L0 ·(rn)k}, rn = (ω1/α1n , . . . , ω1/αdn )
with ωn > 0, the Taylor expansion of f0 satisfies for all L0 > 0,
lim
ωn↘0
ω−1n sup
x∈[0,1]d,
|(x−x0)k|≤L0·(rn)k,
1≤k≤d
∣∣∣∣f0(x)−∑
j∈J0
∂jf0(x0)
j!
(x− x0)j
∣∣∣∣ = 0.
The condition will be satisfied if f0 is locally C
max1≤k≤s αk at x0.
Assumption B. The design points {Xi}ni=1 satisfy either of the following:
• (Fixed design) {Xi}’s follow a β-fixed lattice design: there exist some
{β1, . . . , βd} ⊂ (0, 1) with
∑d
k=1 βk = 1 such that x0 ∈ {Xi}ni=1 =∏d
k=1{x1,k, . . . , xnk,k}, where {x1,k, . . . , xnk,k} are equally spaced in [0, 1]
(i.e. |xj,k − xj+1,k| = 1/nk for all j = 1, . . . , nk − 1) and nk =
⌊
nβk
⌋
.
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• (Random design) {Xi}’s follow i.i.d. random design with law P inde-
pendent of {ξi}’s. The Lebesgue density pi of P is bounded away from 0
and∞ on [0, 1]d and is continuous over an open set containing the region{(
(x0)1, . . . , (x0)s, xs+1, . . . , xd
)
: 0 ≤ xk ≤ 1, s+ 1 ≤ k ≤ d
}
.
For simplicity of exposition, we assume that P is uniform on [0, 1]d in the
random design case. More discussion on the above assumptions is referred
to [HZ19]. To present the limit distribution theory, we choose without loss
of generality the index {1, . . . , d} such that
0 ≤ α1β1 ≤ . . . ≤ αsβs ≤ . . . ≤ αdβd ≤ ∞.(2.1)
The following limit distribution theory is obtained by [HZ19].
Theorem 0. Let x0 ∈ (0, 1)d. Suppose Assumptions A-B hold, and the
errors {ξi} are i.i.d. mean-zero with finite variance Eξ21 = σ2 <∞ (and are
independent of {Xi} in the random design case). Let κ∗, n∗ be defined by
β-fixed lattice design random design
κ∗ arg max
1≤`≤d
∑d
k=` βk
2+
∑s
k=` α
−1
k
1
n∗ n
∑d
k=κ∗ βk n
If κ∗ is uniquely defined, then for some finite random variables C∓(f0, x0),
(n∗/σ2)
1
2+
∑s
k=κ∗ α
−1
k
(
fˆ∓n (x0)− f0(x0)
)
 C∓(f0, x0).
Furthermore, if either {αk} is a set of relative primes or the mixed deriva-
tives of f0 vanish at x0 for all j ∈ J∗, then
C∓(f0, x0) =d K(f0, x0) · D∓α,
where K(f0, x0) =
{∏s
k=κ∗
(
∂αkk f0(x0)/(αk + 1)!
)1/αk} 12+∑sk=κ∗ α−1k , and D∓α
are given by
D−α ≡ sup
g1∈G1
inf
g2∈G2
Vα(g1, g2), D+α ≡ inf
g2∈G2
sup
g1∈G1
Vα(g1, g2).
Here
G1 ≡ {g1 ∈ Rd : g1 > 0, (g1)k ≤ (x0)k, s+ 1 ≤ k ≤ d},
G2 ≡ {g2 ∈ Rd : g2 > 0, (g2)k ≤ (1− x0)k, s+ 1 ≤ k ≤ d},
Vα(g1, g2) ≡ G(g1, g2)∏d
k=κ∗
(
(g1)k + (g2)k
) + s∑
k=κ∗
(g2)
αk+1
k − (g1)αk+1k
(g2)k + (g1)k
,
where G is a Gaussian process defined on Rd≥0 × Rd≥0 with the following
covariance structure: for any (g1, g2), (g
′
1, g
′
2),
Cov
(
G(g1, g2),G(g′1, g′2)
)
=
d∏
k=κ∗
(
(g1)k ∧ (g′1)k + (g2)k ∧ (g′2)k
)
.
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Strictly speaking, [HZ19] proved the case for the block max-min estimator
fˆ−n , but the case for the block min-max estimator fˆ+n follows from the same
proofs. We refer the readers to [HZ19] for detailed discussion and some
concrete examples for κ∗, n∗. The merit of using the block average estimator
fˆn is discussed in Section 4.3.
2.2. Pivotal limit distribution theory. In this subsection, we formally
establish the pivotal limit distribution theory (1.8). The main idea is that
the information for K(f0, x0) is already encoded in uˆ(x0), vˆ(x0), so after
proper scaling, we may naturally view
√
nuˆ,vˆ(x0)/σ2 as an estimator for
{ωn(α)r(σ)K(f0, x0)}−1 = (n∗/σ2)1/(2+
∑s
k=κ∗ α
−1
k )/K(f0, x0). Indeed, we
have the following:
Theorem 1. Let x0 ∈ (0, 1)d. Suppose Assumptions A-B hold, and the
errors {ξi} are i.i.d. mean-zero with finite variance Eξ21 = σ2 <∞ (and are
independent of {Xi} in the random design case). If the limit distribution
in Theorem 0 is of the explicit form C∓(f0, x0) = K(f0, x0) · D∓α, then with
nuˆ,vˆ(x0) and fˆn(x0) defined in (1.5)-(1.6),√
nuˆ,vˆ(x0)
(
fˆn(x0)− f0(x0)
)
 σ · Lα.
Here Lα is a finite random variable defined by
Lα ≡ Sα(g∗1,α, g∗2,α) ·
1
2
(
sup
g1∈G1
inf
g2∈G2
Vα(g1, g2) + inf
g2∈G2
sup
g1∈G1
Vα(g1, g2)
)
,
where g∗1,α and g∗2,α are almost surely uniquely determined via
inf
g2∈G2
Vα(g∗1,α, g2) = sup
g1∈G1
inf
g2∈G2
Vα(g1, g2),
sup
g1∈G1
Vα(g1, g∗2,α) = inf
g2∈G2
sup
g1∈G1
Vα(g1, g2),
and
Sα(g∗1,α, g∗2,α) ≡
√√√√ s∏
k=κ∗
(g∗2,α + g∗1,α)k,
with the Gi(i = 1, 2), V and κ∗ in Theorem 0. In particular, Lα does not
depend on K(f0, x0).
Theorem 1 provides a pivotal limit distribution theory in the sense that
the limit distribution of certain statistic concerning fˆn(x0)−f0(x0) does not
depend on the difficult nuisance parameter K(f0, x0).
This pivotal phenomenon can be understood from an oracle perspective.
As an illustration, we focus on the leading case α = (1, . . . , 1) and σ = 1
in the setting of balanced fixed lattice design. The oracle bandwidth vector
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h∗ = h∗(x0) balances the bias and variance:
h∗`∂`f0(x0) ≈
1√∏d
k=1
(
n1/dh∗k
) , for 1 ≤ ` ≤ d,
which yields
h∗` ≈
(
∂`f0(x0)
)−1 · n−1/(2+d)( d∏
k=1
∂kf0(x0)
)1/(2+d)
.
Hence, with u∗ = u∗(x0) = x0 − h∗/2 and v∗ = v∗(x0) = x0 + h∗/2,∣∣∣∣√nu∗,v∗(x0)(fˆn(x0)− f0(x0))∣∣∣∣ ≈
√√√√n d∏
k=1
(v∗k − u∗k) · n−1/(d+2)K(f0, x0)
=
√√√√n2/(2+d)( d∏
k=1
∂kf0(x0)
)−2/(2+d)
· n−1/(d+2)K(f0, x0) ≈ constant.
Theorem 1 can then be understood as the data driven bandwidth vectors
uˆ(x0), vˆ(x0) mimic the above oracle vectors u
∗(x0), v∗(x0) in achieving a
pivotal limiting behavior. We note that the asymptotic variance of fˆn(x0)
is proportional to
(
n−1
∏d
k=1 ∂kf0(x0)
)2/(2+d)
.
Now in order to use Theorem 1 to make inference on f0(x0), it remains
to obtain a good estimate for the variance σ2. Estimation of variance in
the nonparametric regression model (1.1) is a well studied topic in the lit-
erature; for instance, we may use the class of difference estimators ([Ric84,
HKT91, MBWF05]). Below we present a ‘principled’ estimator that shows
the reason why σ2 is much easier to estimate than K(f0, x0)—point esti-
mates already contain enough information for the variance, as long as a law
of large numbers is satisfied. Formally, let
σ2uˆ,vˆ ≡
1
nuˆ,vˆ(x0)
∑
Xi∈[uˆ(x0),vˆ(x0)]
(Yi − fˆn(x0))2.(2.2)
Note that σ2uˆ,vˆ only requires information of the observed {Yi} in the data
driven neighborhood [uˆ(x0), vˆ(x0)] of x0 and the fitted value fˆn(x0). Intu-
itively, since we have large samples in [uˆ(x0), vˆ(x0)], it is natural to expect
good performance of σ2uˆ,vˆ in the large sample limit. In fact, we have:
Proposition 1. Under the conditions of Theorem 1, σ2uˆ,vˆ →p σ2.
One theoretical advantage of (2.2) compared with the difference estima-
tors is that σ2uˆ,vˆ takes local average around x0, and therefore may in princi-
ple estimate the variance even in the heteroscedastic regression setting, e.g.
when the variance of Y¯ |[u,v] is given by σ2u,v with a certain strictly positive
and continuous σu,v defined on the entire [0, 1]
d× [0, 1]d. The practical issue,
however, is that the effective sample size in [uˆ(x0), vˆ(x0)] is relatively small
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so (2.2) typically requires very large samples to achieve accurate variance
estimation, in particular for d ≥ 2.
With a consistent variance estimator, Theorem 1 can then be used to
justify the use of the confidence interval of the form defined in (1.7).
We first consider the leading case α = 1d, where it is possible to construct
asymptotically exact confidence intervals.
Theorem 2. Let cδ > 0 be chosen such that
P(|L1d | > cδ) = δ.(2.3)
For any consistent variance estimator σˆ2, i.e. σˆ2 →p σ2, the confidence
interval In(cδ) defined in (1.7) satisfies
lim
n→∞Pf0
(
f0(x0) ∈ In(cδ)
)
= 1− δ.(2.4)
Furthermore, with K(f0, x0) =
(∏d
k=1(∂kf0(x0)/2)
)1/(d+2)
as in Theorem 0,
for any ε > 0,
lim inf
n→∞ Pf0
(
|In(cδ)| < 2cδgε · (σ2/n)1/(d+2)K(f0, x0)
)
≥ 1− ε.(2.5)
Here gε ∈ (0,∞) is such that
P
(
S−11d ≥ gε
) ≤ ε.(2.6)
Theorem 2 shows that if the critical value cδ is chosen according to (2.3),
then the confidence interval In(cδ) achieves the asymptotic exact confidence
level 1−δ. Furthermore, the confidence interval In(cδ) shrinks at the optimal
length, being automatically adaptive to the unknown information on the
derivatives of f0 at x0, i.e. K(f0, x0).
The choice of the critical value cδ depends on the distribution of L1d .
Since L1d does not depend on the unknown regression function f0, it is
possible to simulate cδ for different values of confidence levels δ > 0. See
Section 4 for more details on simulated critical values of L1d for d = 1, 2, 3.
Note that the confidence interval in Theorem 2, although enjoying the
advantage of achieving asymptotically exact confidence level, is not adaptive
to the unknown local smoothness α of the isotonic regression function f0 at
x0. By relaxing the requirement of exact confidence interval and calibrating
the critical value cδ only, the confidence interval In(cδ) may adapt to all
local smoothness level α as well as the unknown information of f0 at x0
expressed by K(f0, x0). More concretely, we have:
Theorem 3. Let cδ > 0 be chosen such that
sup
α
P(|Lα| > cδ) ≤ δ.(2.7)
For any consistent variance estimator σˆ2, i.e. σˆ2 →p σ2, the confidence
interval In(cδ) defined in (1.7) satisfies
lim inf
n→∞ Pf0
(
f0(x0) ∈ In(cδ)
) ≥ 1− δ.(2.8)
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Furthermore, with κ∗, n∗ and K(f0, x0) defined in Theorem 0, for any ε > 0,
lim inf
n→∞ Pf0
(
|In(cδ)| < 2cδgε,α(σ2/n∗)
1
2+
∑s
k=κ∗ α
−1
k K(f0, x0)
)
≥ 1− ε.(2.9)
Here gε,α ∈ (0,∞) is such that
P
(
S−1α (g∗1,α, g∗2,α) ≥ gε,α
) ≤ ε.(2.10)
To make the above theorem useful for construction of α-adaptive confi-
dence intervals, it is crucial to choose the critical value cδ > 0 such that
(2.7) is satisfied. The proposition below shows that this is indeed possible.
Proposition 2. The following holds for some constant L0 > 0 depending
only on d, x0: for any t ≥ 1,
sup
α
P
(|Lα| > t) ≤ L0 exp(−t4/(d+2)/L0).
Hence it suffices to choose cδ d,x0 log(d+2)/4(1/δ) to satisfy (2.7).
2.3. Comparison with the approach of [BW01] in d = 1. [BW01,
BM07] developed an inference procedure using the log likelihood ratio test
for various monotone-response models in the univariate case d = 1. In the
regression setting, this idea is best illustrated in the random design, with
P being the uniform distribution on [0, 1] and the errors {ξi} being i.i.d.
N (0, 1). The block max-min and min-max estimators fˆ∓n defined via (1.2)
and their average fˆn all reduce to the univariate LSE.
We consider testing the hypothesis
H0 : f0(x0) = m0 vs. H1 : f0(x0) 6= m0.
To form a likelihood ratio test, let fˆ0n be the constrained least squares esti-
mator defined via
fˆ0n ∈ arg min
f∈F1,f(x0)=m0
n∑
i=1
(Yi − f(Xi))2.
fˆ0n is well-defined on the design points, and can be computed by performing
two isotonic regressions on {(Yi, f(Xi)) : Xi ≤ x0} and {(Yi, f(Xi)) : Xi >
x0} followed by thresholding (cf. page 939 of [Ban07]). Under the Gaussian
likelihood, the likelihood ratio test statistic is given by
2 log λn(m0) = −
n∑
i=1
(Yi − fˆn(Xi))2 +
n∑
i=1
(Yi − fˆ0n(Xi))2.(2.11)
[BW01, BM07] showed that if f0 is locally C
1 at x0 with f
′
0(x0) > 0 and H0
holds, then
2 log λn(m0) K1,(2.12)
where the distribution K1 is free of the nuisance parameter f ′0(x0) that would
otherwise be present in the limit distribution theory (cf. Theorem 0 in the
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simplest case d = 1, α = 1). A confidence interval of f0(x0) can now be
obtained through inversion of (2.12): Let IBWn (dα) ≡ {m0 : 2 log λn(m0) ≤
dα} (BW refers to Banerjee-Wellner) with P
(
K1 > dα
)
= α. Then
Pf0
(
f0(x0) ∈ IBWn (dα)
)→ P(K1 ≤ dα) = 1− α.
Remark 1. For a fixed m0, the likelihood ratio test requires two isotonic
regressions to calculate the test statistic (2.11), which can be computed
efficiently thanks to the fast PAVA algorithms. However, to use the inversion
of (2.12) for an explicit CI, we need to search over many values of m0’s,
which would require substantially more isotonic regressions. In contrast, the
construction of the proposed CIs (1.7) only requires an isotonic regression
for once. Therefore, if an explicit CI is desired, the proposed CIs (1.7) seem
to offer significant computational advantages over the likelihood ratio test
approach.
The validity of the Banerjee-Wellner confidence interval crucially relies
on the assumption f ′0(x0) > 0. Compared with our procedure, it is natural
to wonder if the likelihood ratio approach offers a stronger degree of univer-
sality in terms of adaptation to unknown local smoothness of the regression
function. As we will show below, the limit distribution of the log likelihood
ratio test statistic does depend on the number of vanishing derivatives of f0,
and is therefore not adaptive to the local smoothness of f0.
To formally state the result, let slogcm(f, I) be the left-hand slope of the
greatest convex minorant of f restricted to the interval I. Write slogcm(f) =
slogcm(f,R) for simplicity. Let
slogcm0(f) =
(
slogcm(f, (−∞, 0]) ∧ 0)1(−∞,0] + (slogcm(f, (0,∞)) ∨ 0)1(0,∞).
Let B be the standard two-sided Brownian motion started from 0, and
Xa,b;α(t) ≡ aB(t)+btα+1. Let ga,b;α ≡ slogcm(Xa,b;α) and g0a,b;α ≡ slogcm0(Xa,b;α).
Informally, ga,b;α is the ‘isotonic regression for Xa,b;α’ in the Gaussian white
noise model dXa,b;α(t) = b(α+1)t
αdt+adB(t), and g0a,b;α is the ‘constrained
isotonic regression’ subject to g0a,b;α(0) = 0.
Theorem 4. Consider the above setting. Suppose f0 is nondecreasing and
locally Cα at x0 for some α ≥ 1, with ∂jf0(x0) = 0 for j = 1, . . . , α− 1 and
∂αf0(x0) 6= 0. Then under H0,
2 log λn(m0) 
∫
R
{
(g1,1;α(t))
2 − (g01,1;α(t))2
}
dt ≡ Kα.
Remark 2. By Lemma 1 of [HZ19], α’s satisfying the assumption of Theorem
4 must be odd, and ∂αf0(x0) > 0.
It is clear from Theorem 4 that the limit distribution for the log likelihood
ratio test depends on the unknown local smoothness level α of f0 through
the slope processes g1,1;α, g
0
1,1;α. This phenomenon is observed numerically
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in [DW19] in another related setting: the limit distributions for the log-
likelihood ratio tests for the mode of a log-concave density depend on the
number of vanishing derivatives at the mode.
Remark 3. If the variance σ2 is unknown, then the log-likelihood ratio test
statistic involves the unknown σ2. By taking (2.11) as the definition of the
quantity of 2 log λn(m0), it holds (under the same conditions as in Theorem
4) that 2 log λn(m0) σ2 ·Kα.
3. Beyond isotonic regression: Inference in other monotone
models
The idea for constructing tuning-free confidence intervals in the previous
section has a much broader scope beyond the setting of multiple isotonic
regression. As a proof of concept, in this section we construct confidence
intervals for a few further non-parametric models with certain monotonicity
shape constraints, adapting essentially the same idea as developed in the
previous section.
3.1. The common scheme. We briefly outline the common scheme for
the construction of confidence intervals in the models to be studied in detail
below. Suppose we want to estimate a univariate monotone function f0.
There is a natural piecewise constant estimator fˆn (usually the maximum
likelihood estimator) for f0 that exhibits a non-standard limit distribution
at the point of interest x0, typically at a cube-root rate ωn = n
−1/3 under
curvature conditions on f ′0 at x0:
ω−1n
(
fˆn(x0)− f0(x0)
)
 sup
h1>0
inf
h2>0
[
a · G(h1, h2)
h1 + h2
+ b · (h2 − h1)
]
=d inf
h2>0
sup
h1>0
[
a · G(h1, h2)
h1 + h2
+ b · (h2 − h1)
]
=d (a
2b)1/3 · D1.
Recall that D1 ≡ D+1 =d D−1 , defined in Theorem 0, is the well-known
Chernoff distribution (cf. [GJ14]). Here we have two nuisance parameters,
namely a, b:
• b is a difficult nuisance parameter to estimate, which usually involves
the derivatives of the monotone function to be estimated. This will be
tackled by the analogue of ‘nuˆ,vˆ(x0)’.
• a is typically easy to estimate, either via observed samples or via fitted
values in the analogue of the ‘local domain [uˆ(x0), vˆ(x0)]’ of x0.
One special feature in the one-dimensional setting is the exchangability of
supremum and infimum in the limiting distribution, so uˆ(x0) and vˆ(x0) are
simply the left and right end-points of the constant piece of fˆn that contains
x0. As uˆ(x0), vˆ(x0) is of orderOP(ωn(a/b)2/3), we would expect the following
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pivotal limiting distribution theory:√
nuˆ,vˆ(x0)
(
fˆn(x0)− f0(x0)
)
 a · L1,
where nuˆ,vˆ(x0) ≡ n(vˆ(x0)− uˆ(x0)). Given a consistent estimate aˆn of a, we
have the following generic confidence interval of f0(x0):
I∗n(cδ) ≡
[
fˆn(x0)− aˆn√
nuˆ,vˆ(x0)
· cδ, fˆn(x0) + aˆn√
nuˆ,vˆ(x0)
· cδ
]
.
Similar to the regression setting, the construction of confidence intervals in
specific models to be detailed below is tuning-free, and requires essentially
no further efforts beyond a single step of (maximum likelihood) estimation.
3.2. Monotone density estimation. Consider the classical problem of
estimating a decreasing density f0 on [0,∞) based on i.i.d. observations
X1, . . . , Xn. The maximum likelihood estimator (MLE) fˆn, known as the
Grenander estimator, is the left derivative of the least concave majorant of
the empirical distribution function Fn. By the max-min representation, for
any x0 ∈ (0,∞), we may write
fˆn(x0) = inf
0<u<x0
sup
v≥x0
Fn(v)− Fn(u)
v − u =
Fn(vˆ(x0))− Fn(uˆ(x0))
vˆ(x0)− uˆ(x0) ,
where (uˆ(x0), vˆ(x0) is any pair for which the last equality in the above display
holds. It is well known (cf. [PR69, Gro85, Gro89, vdVW96]) that if f0 is
locally C1 at x0 with f
′
0(x0) < 0 and f0(x0) > 0, then
n1/3
(
fˆn(x0)− f0(x0)
)
 sup
h1>0
inf
h2>0
[√
f0(x0) · G(h1, h2)
h1 + h2
+
1
2
|f ′0(x0)|(h2 − h1)
]
=d
(
f0(x0)|f ′0(x0)|/2
)1/3 · D1.
To use the above limit theorem to form confidence interval, the difficult
nuisance to estimate is f ′0(x0), while the easy one is f0(x0). The inference
problem in the density setting is recently tackled in [GJ15], using both the
log likelihood ratio test approach similar to [BW01, Ban07] and a bootstrap
assisted approach for the smoothed maximum likelihood estimator. Our
proposal for a confidence interval of f0(x0) is the following:
Idenn (cδ) ≡
[
max
{
0, fˆn(x0)−
√
fˆn(x0)√
nuˆ,vˆ(x0)
· cδ
}
, fˆn(x0) +
√
fˆn(x0)√
nuˆ,vˆ(x0)
· cδ
]
,
where nuˆ,vˆ(x0) ≡ n(vˆ(x0)−uˆ(x0)) is used to inform the magnitude of f ′0(x0).
Let L1 and S1 be as in Theorem 1 with d = 1 and α = 1.
Theorem 5. Suppose f0 is locally C
1 at x0 with f
′
0(x0) < 0 and f0(x0) > 0.
Let cδ > 0 be chosen such that P
(|L1| > cδ) = δ. Then
lim
n→∞Pf0
(
f0(x0) ∈ Idenn (cδ)
)
= 1− δ.
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Furthermore, for any ε > 0,
lim inf
n→∞ Pf0
(
|Idenn (cδ)| < 2cδgε · n−1/3
(
f0(x0)|f ′0(x0)|/2
)1/3) ≥ 1− ε.
Here gε ∈ (0,∞) is such that P
(
S−11 ≥ gε
) ≤ ε.
It is also possible to consider adaptive confidence intervals by calibrating
the critical value cδ similarly as in Theorem 3. We omit the details.
3.3. Current status data: interval censoring model. Let X1, . . . , Xn
and T1, . . . , Tn be independent i.i.d. samples from distribution functions F0
and G0 supported on [0,∞). Without loss of generality we assume that
T1 ≤ . . . ≤ Tn. Let ∆i ≡ 1Xi≤Ti . We observe (∆1, T1), . . . , (∆n, Tn) and
want to estimate F0, the distribution of unobserved X1, . . . , Xn. Consider
the maximum likelihood estimator Fˆn that maximizes
F 7→
n∑
i=1
(
∆i logF (Ti) + (1−∆i) log(1− F (Ti))
)
.(3.1)
It is well-known (cf. [GW92, vdVW96]) that the solutions (Fˆn(T1), . . . , Fˆn(Tn))
is given by the isotonic regression over (∆i = 1Xi≤Ti)ni=1. In other words,
for any t0 ∈ (0,∞),
Fˆn(t0) = max
i:Ti≤t0
min
j:Tj≥t0
∑j
k=i ∆k
j − i+ 1 ≡ maxu≤t0 minv≥t0 ∆¯|[u,v] = ∆¯|[uˆ(t0),vˆ(t0)],
where (uˆ(t0), vˆ(t0)) is any pair for which the last equality in the above display
holds. It is also well-known (cf. [GW92, vdVW96]) that if F0, G0 has positive
and locally continuous density f0, g0 at t0, then
n1/3
(
Fˆn(t0)− F0(t0)
)
 sup
h1>0
inf
h2>0
[√
F0(t0)(1− F0(t0))/g0(t0) · G(h1, h2)
h1 + h2
+
1
2
f0(t0)(h2 − h1)
]
=d
(
F0(t0)(1− F0(t0))f0(t0)/2g0(t0)
)1/3 · D1.
The inference problem in the current status model is investigated in [BW01,
GJ15]. Here we take a different approach, similar to our proposal in the
regression setting. Note that the difficult nuisance parameter in this problem
is f0(t0) since X1, . . . , Xn are unobserved, while F0(t0) and g0(t0) are easy
to estimate. For instance, we may use Fˆn(t0) to estimate F0(t0), and
gˆn(t0) ≡ 1
nuˆ,vˆ(t0)
∑
i
1Ti∈[uˆ(t0),vˆ(t0)]
to estimate g0(t0). Here nuˆ,vˆ(t0) ≡ n(vˆ(t0) − uˆ(t0)). Now consider the
following confidence interval for F0(t0):
Icurn (cδ) ≡
[
max
{
0, Fˆn(t0)−
√
Fˆn(t0)(1− Fˆn(t0))/gˆn(t0)√
nuˆ,vˆ(t0)
· cδ
}
,
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min
{
1, Fˆn(t0) +
√
Fˆn(t0)(1− Fˆn(t0))/gˆn(t0)√
nuˆ,vˆ(t0)
· cδ
}]
.
Theorem 6. Suppose F0, G0 has positive and locally continuous density
f0, g0 at t0. Let cδ > 0 be chosen such that P
(|L1| > cδ) = δ. Then
lim
n→∞PF0,G0
(
F0(t0) ∈ Icurn (cδ)
)
= 1− δ.
Furthermore, for any ε > 0,
lim inf
n→∞ PF0,G0
(
|Icurn (cδ)|
< 2cδgε · n−1/3
(
F0(t0)(1− F0(t0))f0(t0)/2g0(t0)
)1/3) ≥ 1− ε.
Here gε ∈ (0,∞) is such that P
(
S−11 ≥ gε
) ≤ ε.
3.4. Panel count data: counting process model. The examples in pre-
vious subsections are amongst the ‘classical’ ones in the field of monotonicity-
constrained estimation. Below we consider one further example, in the con-
text of panel count data, that is less ‘classical’ due to its increased complexity.
To the best knowledge of the authors, the inference problem in this model
has not been addressed in the literature.
Here is the setup. We follow the notation in [WZ00]. Suppose that
N = {N(t) : t ≥ 0} is a counting process with mean function Λ0(t) = EN(t).
Let K be an integer-valued random variable, and T = {Tk,j : 1 ≤ j ≤ k, k ≥
1} be an triangular array of observation times. We assume that N and
(K,T ) are independent and Tk,j−1 ≤ Tk,j . Let X = (NK , TK ,K), where
TK = (TK,1, . . . , TK,K) and NK = (N(TK,1), . . . , N(TK,K)). We observe
i.i.d. copies X1, . . . , Xn of X, where Xi = (N
(i)
Ki
, T
(i)
Ki
,Ki). The problem is
to estimate Λ0(t). By building a Poisson model for N(t) ∼d Poisson(Λ0(t)),
and pretending independence of the events within each sample Xi, we may
consider the estimator Λˆn that maximizes the pseudo log-likelihood
Λ 7→
n∑
i=1
Ki∑
j=1
[
N
(i)
Ki,j
log Λ(T
(i)
Ki,j
)− Λ(T (i)Ki,j)
]
.(3.2)
Let s1 < s2 < . . . < sm be the ordered distinct observation time points in
the set {T (i)Ki,j : 1 ≤ j ≤ Ki, i = 1, . . . , n}. For 1 ≤ ` ≤ m, define
w` ≡
n∑
i=1
Ki∑
j=1
1
T
(i)
Ki,j
=s`
, N¯` ≡ 1
w`
n∑
i=1
Ki∑
j=1
N
(i)
Ki,j
1
T
(i)
Ki,j
=s`
.
It is known (cf. [SK95, WZ00]) that
Λˆn(t0) = max
si≤t0
min
sj≥t0
∑j
p=iwpN¯p∑j
p=iwp
=
∑
p:uˆ(t0)≤sp≤vˆ(t0)wpN¯p∑
p:uˆ(t0)≤sp≤vˆ(t0)wp
,
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where (uˆ(t0), vˆ(t0)) is any pair in {s1, . . . , sm}2 such that the right hand side
of the above display holds. Under the assumption that Λ0 is non-decreasing
and locally C1 with Λ′0(t0) > 0 and further regularity conditions, [WZ00]
proved the following limit distribution theory for Λˆn(t0):
n1/3
(
Λˆn(t0)− Λ0(t0)
)
 sup
h1>0
inf
h2>0
[√
σ2(t0)/g(t0) · G(h1, h2)
h1 + h2
+
1
2
Λ′0(t0)(h2 − h1)
]
=d
(
σ2(t0)Λ
′
0(t0)/2g(t0)
)1/3 · D1.
Here σ2(t0) ≡ Var(N(t0)) and g(t0) ≡
∑∞
k=1 P(K = k)
∑k
j=1 gk,j(t0) with
gk,j denoting the Lebesgue density of Tk,j .
The difficult nuisance parameter in this problem is Λ′0(t0), and easier ones
are σ2(t0) and g(t0). For instance, with nuˆ,vˆ(t0) = n(vˆ(t0)− uˆ(t0)), let
gˆn(t0) ≡ 1
nuˆ,vˆ(t0)
n∑
i=1
Ki∑
j=1
1
T
(i)
Ki,j
∈[uˆ(t0),vˆ(t0)],
σˆ2n(t0) ≡
∑n
i=1
∑Ki
j=1
(
N
(i)
Ki,j
− Λˆn(t0)
)2
1
T
(i)
Ki,j
∈[uˆ(t0),vˆ(t0)]∑n
i=1
∑Ki
j=1 1T (i)Ki,j∈[uˆ(t0),vˆ(t0)]
.
Consider the following confidence interval for Λ0(t0):
Ipann (cδ) ≡
[
max
{
0, Λˆn(t0)−
√
σˆ2n(t0)/gˆn(t0)√
nuˆ,vˆ(t0)
· cδ
}
,
Λˆn(t0) +
√
σˆ2n(t0)/gˆn(t0)√
nuˆ,vˆ(t0)
· cδ
]
.
Theorem 7. Suppose Λ0 is non-decreasing and locally C
1 with Λ′0(t0) > 0
and further regularity conditions (as specified in Theorem 4.3 of [WZ00])
hold. Let cδ > 0 be chosen such that P
(|L1| > cδ) = δ. Then
lim
n→∞PΛ0
(
Λ0(t0) ∈ Ipann (cδ)
)
= 1− δ.
Furthermore, for any ε > 0,
lim inf
n→∞ PΛ0
(
|Ipann (cδ)| < 2cδgε · n−1/3
(
σ2(t0)Λ
′
0(t0)/2g(t0)
)1/3) ≥ 1− ε.
Here gε ∈ (0,∞) is such that P
(
S−11 ≥ gε
) ≤ ε.
Remark 4. Similar to [WZ00], we do not assume that the Poisson model
for the counting process N , used in building the pseudo likelihood for the
definition Λˆn, need to be true.
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3.5. Generalized linear models and the i.n.i.d. (independent, not
identically distributed) case. The likelihoods in (3.1) and (3.2) hint that
a similar idea could be taken further to the generalized linear models as
follows. Suppose real-valued random variables Yi’s (i = 1, . . . , n) are inde-
pendent samples with density f(·; θ0,i) (with respect to a σ-finite measure ν
on the real line) from a canonical exponential family:
f(y; θ) = exp
(
y · p(θ)− q(θ)), θ ∈ Θ,(3.3)
where Θ = {θ ∈ R : ∫ ey·p(θ)ν(dy) < ∞} and ν does not put all the mass
at a single point y0. We assume that θ0,i ≡ θ0(xi), where θ0 : [0, 1] → R
is monotonically non-decreasing. Let Θ0 be the interior of Θ. In general
we may assume that the natural parameter p(θ) is a continuously differ-
entiable and strictly increasing function of θ. However, as the mean func-
tion µ(θ) =
∫
yf(y; θ)ν(dy) = ∂q(θ)/∂p(θ) is always continuously differ-
entiable and strictly increasing in p(θ) in Θ0, we consider for simplicity
the parametrization θ = µ(θ), as alternative parametrizations can be easily
handled by applying the delta-method to our results. In this setting, the
variance is given by
∫
(y− θ)2f(y; θ)ν(dy) = 1/p′(θ) in Θ0. We shall assume
that the variance is finite at θ = θ0(0) and θ = θ0(1) even when they are
on the boundary of the domain Θ, e.g. p′(θ0(0)) = p′(θ0(1)) = ∞ when
Yi ∈ {0, 1}.
We are interested in estimating θ0 by the maximum likelihood estimator
θˆn that maximizes
θ 7→
n∑
i=1
(
Yi · p
(
θ(xi)
)− q(θ(xi)))
over θ ∈ Rn such that θ1 ≤ . . . ≤ θn. As p(θ) and q(θ) are analytic in Θ0,
by Theorem 1.5.2 of [RWD88] the solution θˆn ∈ Rn is given by the isotonic
regression of (Yi)
n
i=1. For any x ∈ [0, 1], let
θˆn(x) ≡ max
i:xi≤x
min
j:xj≥x
∑j
k=i Yk
j − i+ 1 ≡ maxu≤x minv≥x Y¯ |[u,v].(3.4)
Then we may identify θˆn,i = θˆn(xi), i = 1, . . . , n.
From here the analysis of the maximum likelihood isotonic regression in
the generalized linear model reduces to a special case of the analysis of the
max-min estimator in the i.n.i.d. case where
Yi are independent with E[Yi] = θ0(xi) and Var(Yi) = σ2(xi)(3.5)
under a Lindeberg condition on Yi and a smoothness condition on θ0(xi).
Formally, let x1 ≤ . . . ≤ xn with xi0−1 ≤ x0 ≤ xi0 for some i0 ∈
{2, . . . , n − 1}, α > 0 be fixed and ωn ≡ n−α/(2α+1). For (h1, h2) ∈ R2≥0
define Sn,h1,h2 ≡ {i : i0 − nω1/αn h1 ≤ i ≤ i0 + nω1/αn h2}. We assume that for
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some g0(x0) > 0∣∣∣∣ ∑
i∈Sn,h1,h2
θ0(xi)− θ0(x0)
ωn|Sn,h1,h2 |
− g0(x0)h
α+1
2 − hα+11
h1 + h2
∣∣∣∣ = o(1),∣∣∣∣ ∑
i∈Sn,h1,h2
σ2(xi)/σ
2(x0)
|Sn,h1,h2 |
− 1
∣∣∣∣ = o(1),(3.6)
∑
i∈Sn,h1,h2
E
[
(Yi − θ0(xi))21(Yi−θ0(xi))2>c−1σ2(x0)|Sn,h1,h2 |
]
σ2(x0)|Sn,h1,h2 |
= o(1),
uniformly in (h1, h2) ∈ [1/c, c]2 for every c > 1. Under these conditions, the
existing and our analyses of the max-min estimator (3.4) still apply.
Theorem 8.(1) Suppose (3.5) and (3.6) hold with a non-decreasing func-
tion θ0 and max1≤i≤n σ2(xi) = O(1). Let θˆn be as in (3.4). Then
ω−1n
(
θˆn(x0)− θ0(x0)
)
 sup
h1>0
inf
h2>0
[
σ(x0) · G(h1, h2)
h1 + h2
+ g0(x0)
hα+12 − hα+11
h1 + h2
]
=d
(
(σ(x0))
2αg0(x0)
)1/(2α+1) · Dα.
(2) Suppose αβ is a positive odd integer for some β > 0 and that θ0(·) has
αβ−1 vanishing derivatives and positive the (αβ)-th derivative at x0. Let
pi(·) be a density such that pi(x) = (1+o(1))pi0β · |x−x0|β−1 uniformly in
a neighborhood of x0. Then, the first line of (3.6) holds (in probability)
when x1 ≤ · · · ≤ xn are the ordered independent samples from pi(·).
Moreover, in the generalized linear model (3.3), the second and third lines
of (3.6) and the uniform boundedness condition on the variance always
hold.
In addition to providing a general limiting distribution theory in the
i.n.i.d. case, the above theorem specifies sufficient conditions under which
the fast convergence rate with α > 1 can be achieved when more xi are
sampled near x0 than the usual xi = i/n, and vice versa.
In Theorem 8, the difficult nuisance parameter is g0(x0), and the easier
one is σ2(x0). Let (uˆ(x0), vˆ(x0)) be any pair such that θˆn(x0) = Y¯ |[uˆ(x0),vˆ(x0)]
and nuˆ,vˆ(x0) ≡ n(vˆ(x0)− uˆ(x0)). Consider the following confidence interval
for θ0(x0):
IGLMn (cδ) ≡
[
θˆn(x0)− σˆn√
nuˆ,vˆ(x0)
· cδ, θˆn(x0) + σˆn√
nuˆ,vˆ(x0)
· cδ
]
.
where σˆ2n ≡ 1/p′(θˆn(x0)) under (3.3) or σˆ2n ≡ σ2uˆ,vˆ as in (2.2) in general.
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Theorem 9. Assume the same conditions as in Theorem 8 with α = 1. Let
cδ > 0 be chosen such that P
(|L1| > cδ) = δ. Then
lim
n→∞Pθ0
(
θ0(x0) ∈ IGLMn (cδ)
)
= 1− δ.
Furthermore, for any ε > 0,
lim inf
n→∞ Pθ0
(
|IGLMn (cδ)| < 2cδgε · n−1/3
(
σ2(x0)g0(x0)
)1/3) ≥ 1− ε.
Here gε ∈ (0,∞) is such that P
(
S−11 ≥ gε
) ≤ ε.
The above theorem covers only the usual case of α = 1 for the cube-root
rate. The critical value cδ for general α can be handled as in Theorem 3.
4. Simulation studies
4.1. Critical values cδ via simulations. In this subsection, we discuss
(i) simulation methods to approximate critical values cδ of the pivotal limit
distribution theory (with local smoothness α = (1, . . . , 1) as in Theorem 2),
and (ii) data-driven adjustments to edge effect and small sample size.
4.1.1. Simulated critical values cδ. We use the following method to simulate
critical values cδ:
(1) Specify a true mean function f0 defined on a fixed lattice {Xi} in [0, 1]d,
and generate B = 10, 000 repeated observations {{Yi,b = f0(Xi) + ξi,b} :
b = 1, . . . , B} with i.i.d. ξi,b ∼ N (0, σ2) (we take σ = 1 for this simula-
tion).
(2) At each design point x ∈ {Xi}, we obtain T (x; b) ≡ {
√
nuˆ,vˆ(x; b)
∣∣fˆn(x; b)−
f0(x)
∣∣/σ : b = 1, . . . , B}, where nuˆ,vˆ(x; b) and fˆn(x; b) are calculated via
(1.5) and (1.6). We note that the block [uˆ(x), vˆ(x)] is specified by uˆ(x)
from the block max-min estimator and vˆ(x) from the block min-max
estimator.
(3) Find critical values cδ(x) by the corresponding quantiles of {T (x; b) : b =
1, . . . , B}, and then take the averages over {cδ(x) : x ∈ {Xi}} as our final
estimates for cδ. In the above average, we exclude design points that are
on the outskirts, as they may have a different limiting behavior1.
To assure the validity of taking average over different design points, we
shall keep local properties of f0 the same for all design points. In particu-
lar, we consider linear f0’s so the (partial) derivatives are the same across
different design points. Below we use three different linear mean functions
f0 for each d.
(d = 1). The simulated critical values cδ for d = 1 are summarized in Table
1 below. As the block max-min and min-max estimators (1.2) are equivalent
to the isotonic least squares estimator (LSE) in d = 1, we use isoreg (based
1We hereafter refer to those design points taken into the average for estimation of cδ’s
as “inner points” and others as “outskirt points”.
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on the PAVA algorithm ([RWD88, BBBB72])) built in R. Let n = 10, 000,
and the design points in (0.25, 0.75] are regarded as inner points. Critical
values in Table 1 below are based on the averages of inner 5, 000 design
points.
δ .01 .02 .05 .1 .15 .2 .5
5x 3.013 2.632 2.102 1.677 1.419 1.230 0.589
7.5x 3.024 2.639 2.104 1.678 1.419 1.230 0.589
10x 3.026 2.640 2.106 1.678 1.419 1.230 0.589
Table 1. Simulated critical values cδ for d = 1.
As the sample size (n = 10, 000) for d = 1 is quite large, the estimates for
different f0’s remain almost the same, with fluctuation no more than 0.013.
Such precision is typically sufficient for the purpose of inference.
(d ≥ 2). For multiple isotonic regression, we use brute force to compute
the block max-min and min-max estimators, which seems to be the only al-
gorithm readily available. With computational complexity O(n3), the brute
force algorithm is much more expensive than the linear-time PAVA algorithm
specific to the univariate isotonic LSE. Thus, it is not computationally fea-
sible to perform B = 10, 000 simulations on, say, a 10, 000 × 10, 000 (i.e.,
n = 108) lattice.
Nevertheless, we present below in Table 2 (d = 2) and Table 3 (d =
3) some encouraging simulation results by brute force computation over
relatively small lattices:
• For d = 2, we use a 50× 50 lattice and take the averages of estimates of
critical values over the inner 30× 30 design points.
• For d = 3, we use a 15 × 15 × 15 lattice and take the averages over the
inner 9× 9× 9 design points.
δ .01 .02 .05 .1 .15 .2 .5
5x1 + 5x2 2.636 2.284 1.805 1.433 1.210 1.048 0.504
2.5x1 + 5x2 2.627 2.274 1.797 1.426 1.204 1.043 0.501
2.5x1 + 2.5x2 2.610 2.259 1.783 1.414 1.193 1.033 0.494
Table 2. Simulated critical values cδ for d = 2.
δ .01 .02 .05 .1 .15 .2 .5
2.5x1 + 2.5x2 + 2.5x3 2.296 1.989 1.575 1.255 1.063 0.925 0.451
5x1 + 3x2 + 2x3 2.361 2.047 1.626 1.299 1.102 0.959 0.469
1.5x1 + 1.5x2 + 2x3 2.267 1.960 1.551 1.234 1.044 0.907 0.440
Table 3. Simulated critical values cδ for d = 3.
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The simulated critical values cδ in d = 2, 3, albeit of small sample size in
each dimension, already support the pivotal limit distribution theory. Their
concrete numeric values are, however, less stable compared with d = 1 for
different mean functions f0, largely due to the curse of dimensionality that
requires much larger sample size n to achieve similar accuracy as in d = 1.
Unfortunately, brute force seems not ideal for this task. It is therefore of
great interest to develop fast algorithms for the block max-min and min-max
estimators (1.2) in view of their theoretically attractive properties.
By taking average, we give a few suggested critical values as follows.
δ d = 1 d = 2 d = 3
0.05 2.104 1.795∗ 1.584∗
0.10 1.678 1.424∗ 1.263∗
Table 4. Suggested critical values cδ (
∗: use with caution).
4.1.2. Data-driven adjustments. As the pivotal limit distribution theory re-
lies on local smoothness of f0 and a large sample size, it is not surprising
that for outskirt design points or when the sample size is relatively small,
confidence intervals constructed via (1.7) with the critical values suggested
in Table 4 would be less accurate. See for instance the plots given below
in subsection 4.2 for demonstration. This is particularly relevant for d ≥ 2,
since a lot more points are present on the outskirts and in practice the
sample size in each dimension is usually not as large as in the univariate
case. These issues call for critical value adjustments to improve accuracy in
inference.
Our proposal is to adjust the critical values based on the observed {Yi}
and the sample size. More specifically, we propose the use of critical values
simulated through a smooth proxy fˆsmooth of the block average estimator
fˆn. In order to match the noise level of {Yi}, the variance σ2 in simulation
can be chosen to be the variance estimate σˆ2 of {Yi}. A simple smoothing
method to get fˆsmooth is the isotonization of the LOESS fit fˆloess (with default
smoothing parameter built in R) of fˆn, i.e. fˆsmooth = the block average
estimate for {fˆloess(Xi)}. See [MMTW01] for more details on constrained
smoothing. As fˆsmooth is expected to be ‘close’ to the true mean function of
interest, it is reasonable to expect the simulated critical values for fˆsmooth
to better mimic those for f0 for design points on the outskirts and when the
sample size is relatively small. We call the critical values simulated from
fˆsmooth the adjusted critical values.
As will be clear from the next subsection, the adjusted critical values
improve the inference accuracy both for design points on the outskirts and
for smaller samples.
4.2. Numerical performance of the proposed confidence intervals.
In this subsection, we investigate the numerical performance of the pro-
posed confidence intervals, exclusively in the multiple isotonic regression
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model. More specifically, we construct confidence intervals (CI) for f0(x)
at each design point x ∈ {Xi} and compute their corresponding coverage
probabilities as follows:
(1) For each specified mean function f0, generate B = 10, 000 repeated obser-
vations {{Yi,b = f0(Xi) + ξi,b} : b = 1, . . . , B} with i.i.d. ξi,b ∼ N (0, σ2).
(2) For each b = 1, . . . , B, construct the confidence interval In(x; cδ, b) for
each design point x via (1.7). The CIs with the suggested cδ in Table 4
are referred to as vanilla CIs, and the CIs with adjusted cδ (as described
in the proceeding subsection) as CV-adjusted CIs.
(3) Report B−1
∑B
b=1 1
(
f0(x) ∈ In(x; cδ, b)
)
as the coverage probability at
design point x, i.e. the proportion of the CIs {In(x; cδ, b) : b = 1, . . . , B}
that successfully cover the truth f0(x) out of B = 10, 000 repeated ob-
servations. We focus on 95% confidence intervals, i.e. δ = 0.05.
For variance estimation, we use the class of difference estimators ([Ric84,
HKT91, MBWF05]) rather than the principled estimator in (2.2), as the
latter requires large samples that are computationally expensive for d ≥ 2.
Specifically, we use the following variance estimator σˆ2:
σˆ2 =

∑
i
(
2Yi − Yi−1 − Yi+1
)2
/(6(n− 2)), d = 1,∑
i,j
(
4Yi,j − Yi−1,j − Yi+1,j − Yi,j−1 − Yi,j+1
)2
/
(
20×
(n1 − 2)(n2 − 2)
)
, d = 2,∑
i,j,k
(
6Yi,j,k − Yi−1,j,k − Yi+1,j,k − Yi,j−1,k − Yi,j+1,k
−Yi,j,k−1 − Yi,j,k+1
)2
/
(
42(n1 − 2)(n2 − 2)(n3 − 2)
)
, d = 3,
(4.1)
where, with slight abuse of notation, the observations are (Yi)1≤i≤n for d = 1,
(Yi,j)1≤i≤n1,1≤j≤n2 for d = 2, and (Yi,j,k)1≤i≤n1,1≤j≤n2,1≤k≤n3 for d = 3.
(a) σ2 = 1 is known (b) σ2 = 1 is unknown
Figure 1. Scatter plots for the coverage probabilities of the
95% CIs in d = 1, where f0(x) = e
2x and n = 100.
4.2.1. (d = 1). The scatter plots of coverage probabilities at all design
points in d = 1 are given in Figure 1. In d = 1, we consider f0(x) = e
2x
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and n = 100, so that x ∈ {0.01, 0.02, . . . , 1.00}. We observe relatively large
errors of the coverage probabilities of the vanilla CIs at points near x = 0 or
x = 1. We then use the CV-adjusted CIs for the first and last 10 points to
reduce edge effect; the coverage probabilities are improved at most points
as in Figure 1(a). When σ2 is unknown and estimated by the difference
estimator (4.1), the errors are slightly inflated at most of the design points,
but are still controlled within 1%. The CIs are overall biased slightly towards
under-coverage, which is possibly due to the bias in variance estimation: the
median of σˆ2’s from 10,000 simulations is 0.9803, slightly smaller than the
true σ2 = 1.
To better compare the vanilla and CV-adjusted CIs at outskirt points,
we give boxplots of coverage probabilities at the 10 left-most and 10 right-
most design points, i.e. {0.01, 0.02, . . . , 0.10, 0.91, 0.92, . . . , 1} in Figure 2.
Clearly, the CV-adjusted CIs give more accurate coverage probabilities at
outskirt points. Our simulation results suggest that for d = 1 the CV-
adjustment may not be necessary for points far from the outskirts as the
suggested critical value cδ = 2.104 for δ = 0.05 is rather accurate.
Figure 2. Boxplots for the coverage probabilities of the 95%
CIs at the first 10 and last 10 points in d = 1, where f0(x) =
e2x, n = 100 and σ2 = 1. For vanilla∗ and CV adjusted∗ on
the right, the CIs are constructed under unknown σ2.
4.2.2. (d = 2,3). The scatter plots of coverage probabilities in d = 2 are
given in Figure 3. We consider test function f0(x) = e
x1+x2 on a 25 ×
20 lattice on [0, 1]2 so that (x1, x2) ∈ {(i/25, j/20) : i = 1, . . . , 25, j =
1, . . . , 20}. We call design points in the inner 17×12 lattice (i.e., {x : 5/25 ≤
x1 ≤ 21/25, 5/20 ≤ x2 ≤ 16/20}) inner points, and the rest outskirt points.
We can clearly identify edge effect in Figure 3 when using the approximated
universal critical value 1.795 in Table 4; the coverage probabilities at outskirt
points are more biased as shown in Figures 3(a) and 3(c). The CV-adjusted
CIs significantly reduce the edge effect and improve the coverage accuracy,
as shown in Figures 3(b) and 3(d). As the critical value 1.795 is a rough
estimate, we construct the CV-adjusted CIs for all design points, not only
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for outskirt points as in d = 1. Figure 4 shows the boxplots for the coverage
probabilities at all design points using the aforementioned two types of CIs
(vanilla and CV-adjusted) and under both known and unknown σ2. The
CV-adjusted CIs clearly have more accurate coverage.
(a) Vanilla CIs, σ2 = 1 is known (b) CV-adjusted CIs, σ2 = 1 is known
(c) Vanilla CIs, σ2 = 1 is unknown (d) CV-adjusted CIs, σ2 = 1 is unknown
Figure 3. Scatter plots for the coverage probabilities of the
95% CIs in d = 2, where f0(x) = e
x1+x2 in 25× 20 lattice.
Our simulation results for d = 3 exhibit similar phenomenons to the case
d = 2. See the scatter plots in Figure 5 and the boxplots in Figure 6, where
we designate the design points in the inner 4× 4× 4 lattice as inner points
and the rest outskirt points. For the vanilla CIs, we use the approximated
universal critical value 1.584 in Table 4. The lattice of size 8 × 8 × 8 has
too few points in each dimension, so distributional approximation to the
pivot limit is less accurate, as shown in Figures 5(a) and 5(c). On the other
hand, the CV-adjusted CIs yield much better empirical results, as shown in
Figures 5(b) and 5(d).
In conclusion, the above simulations support our proposed inference pro-
cedure via the pivotal limit distribution theory. In situations when sample
size (in terms of each dimension) is relatively small, or the design points are
on the outskirts, CV-adjusted CIs are shown to significantly improve the
inference accuracy compared with the vanilla CIs that use universal critical
values in Table 4.
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Figure 4. Boxplots for the coverage probabilities of the 95%
CIs at all design points in d = 2, where f0(x) = e
x1+x2 on a
25 × 20 lattice and σ2 = 1. For vanilla∗ and CV adjusted∗
on the right, the CIs are constructed under unknown σ2.
(a) Vanilla CIs, σ2 = 1 is known (b) CV-adjusted CIs, σ2 = 1 is known
(c) Vanilla CIs, σ2 = 1 is unknown (d) CV-adjusted CIs, σ2 = 1 is unknown
Figure 5. Scatter plots for the coverage probabilities of the
95% CIs in d = 3, where f0(x) = e
2(x1+x2+x3)/3 on a 8×8×8
lattice.
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Figure 6. Boxplots for the coverage probabilities of the 95%
CIs in d = 3, where f0(x) = e
2(x1+x2+x3)/3 on a 8×8×8 lattice
and σ2 = 1. *: the corresponding CIs are constructed under
unknown σ2.
4.3. The merit of using the block average estimator. In (1.7) and
(1.8), we propose to use the block average estimator (1.6) to carry out sta-
tistical inference about f0(x0). It is of natural interest to ask if using either
the block max-min or min-max estimator alone in the proposed procedure is
adequate as this would almost reduce the computational cost by half. In this
subsection, we will show empirically the benefits of using (1.6). Specifically,
while of the block average estimator improves upon the block max-min esti-
mators only slightly in the mean squared error (numerical results omitted),
the proposed CI (1.7) which uses the block average estimator outperforms
the CIs that uses the block max-min estimator alone by a fairly considerable
amount in terms of accuracy for the coverage of the CIs (the situation for
block min-max estimator is analogous).
More precisely, for inference based on the block max-min estimator alone,
we consider the following form of the CIs:
I−n (c−δ ) ≡
[
fˆ−n (x0)−
c−δ · σˆ√
n−uˆ,vˆ(x0)
, fˆ−n (x0) +
c−δ · σˆ√
n−uˆ,vˆ(x0)
]
,(4.2)
where n−uˆ,vˆ(x0) ≡ n|[uˆ−(x0), vˆ−(x0)]| with uˆ−(x0), vˆ−(x0) defined as any pair
such that
fˆ−n (x0) ≡ max
u≤x0
min
v≥x0
[u,v]∩{Xi}6=∅
Y¯ |[u,v] = Y¯ |[uˆ−(x0),vˆ−(x0)].
We conjecture that
Conjecture 1. Under the same settings as in Theorem 1, for some finite
random variable L−α (that does not depend on K(f0, x0)),√
n−uˆ,vˆ(x0)
(
fˆ−n (x0)− f0(x0)
)
 σ · L−α.
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Note that in d = 1 the block max-min and min-max estimators are equiv-
alent, so the above conjecture reduces to Theorem 1. Below we consider
d = 2, 3, and provide some numerical evidence that the confidence intervals
using the block average estimator could provide better probability coverage
than using only the block max-min estimator based on Conjecture 1.
The summary of statistics for the coverage probabilities of the 95% CIs in
d = 2 is listed in Table 5. The mean squared errors of the coverage proba-
bilities of the 95% CIs by the block average estimator are 1.67× 10−4 under
known σ2, and 1.84×10−4 under unknown σ2 for vanilla CIs, reducing about
18% of those by the block max-min estimator which are 2.05 × 10−4 and
2.23 × 10−4 respectively. Similar conclusion can be made for CV-adjusted
CIs.
The summary of statistics for the coverage probabilities of the 95% CIs
in d = 3 is listed in Table 6. As the simulated critical values used in this
simulation, 1.584 for the block average estimator and 1.628 for the block
max-min estimator, are less accurate due to the relatively small sample
size, the vanilla CIs for both the block average estimator and the block
max-min estimator suffer from slight under-coverage. However, when us-
ing CV-adjusted CIs with improved accuracy in the mean of the coverage
probabilities, similar reduction in the mean squared errors of the coverage
probabilities can be observed for the block average estimators.
vanilla CIs CV-adjusted CIs
σ known σ unknown σ known σ unknown
average max-min average max-min average max-min average max-min
mean 0.9414 0.9405 0.9405 0.9397 0.9503 0.9503 0.9503 0.9503
median 0.9444 0.9440 0.9438 0.9432 0.9503 0.9503 0.9503 0.9503
s.d. 0.00961 0.01072 0.00973 0.01080 0.00146 0.00156 0.00140 0.00155
Table 5. Summary of statistics for the coverage probabili-
ties of the 95% CIs in d = 2 by the block average and the
block max-min estimators.
vanilla CIs CV-adjusted CIs
σ known σ unknown σ known σ unknown
average max-min average max-min average max-min average max-min
mean 0.9273 0.9287 0.9232 0.9246 0.9513 0.9510 0.9512 0.9511
median 0.9277 0.9293 0.9236 0.9247 0.9516 0.9513 0.9515 0.9515
s.d. 0.01521 0.01450 0.01563 0.01497 0.00342 0.00428 0.00334 0.00402
Table 6. Summary of statistics for the coverage probabili-
ties of the 95% CIs in d = 3 by the block average and the
block max-min estimators.
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(a) f0(x) = e
2x (b) f0(x) = 10x
5
(c) f0(x) = (4pix+ sin(4pix))/2 (d) f0(x) = log(x)
Figure 7. Scatter plots for the coverage probabilities of the
95% BW CIs and proposed CIs.
4.4. Numerical comparison with Banerjee-Wellner (BW) confidence
intervals in d = 1. In this subsection, we compare numerically the CIs in
[BW01] (cf. Section 2.3), hereafter referred as BW CIs, with the CIs pro-
posed in this paper, labelled as DHZ in the plots. We consider four different
mean functions f0’s: e
2x, 10x5, (4pix+sin(4pix))/2 and log x on [0, 1]. We let
n = 1000 so that x ∈ {0.001, 0.002, . . . , 1.000}, and assume σ = 1 is known.
For fair comparison, we use the vanilla CIs with the universal critical value
2.104 for the proposed CIs, and the recommended critical value 2.26916 in
Method 2, Table 2 of [BW01] for the BW CIs, both for 95% coverage. The
scatter plots and boxplots for the coverage probabilities at all design points
are given in Figure 7 and Figure 8.
Both types of CIs have rather accurate coverage probabilities at design
points that are far from the outskirts for functions with non-extreme deriva-
tives; see Figure 7(a) and Figure 7(d). Nevertheless, the proposed CIs appear
to have two advantages. First, the edge effect in the BW CIs is much more
severe than in the proposed CIs; many more outskirt points suffer under-
coverage for the BW CIs. Second, the coverage probabilities of the proposed
CIs over flat regions (where derivatives of the mean functions are small) are
more biased towards over-coverage, while the BW CIs are likely to suffer
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Figure 8. Boxplots for the coverage probabilities of the 95%
BW CIs and proposed CIs. (a), (b), (c) and (d) correspond
to the functions in Figure 7.
again under-coverage; see Figure 7(b) when x ∈ [0.1, 0.5], and Figure 7(c)
when x is around 0.25 and 0.75.
Appendix A. Proofs in Section 2
A.1. Proof of Theorem 1.
Lemma 1. Let {G(h1, h2) : h1 ∈ T1, h2 ∈ T2} be a Gaussian process with
continuous sample path defined on T1 × T2, where Tj ⊂ Rd(j = 1, 2) are
compact. Further suppose for any h1 6= h′1 in T1 there exists ε > 0 such that
inf
k∈N,a,a′∈∆k,
h1,j∈H1,h′1,j∈H′1
Var
( k∑
j=1
ajG(h1,j , h2,j)−
k∑
j=1
a′jG(h
′
1,j , h
′
2,j)
)
> 0,
where ∆k ≡ {(a1, . . . , ak) ∈ Rk≥0 :
∑k
j=1 aj = 1}, H1 = {h¯1 ∈ T1 : ‖h¯1 −
h1‖ ≤ ε}, H ′1 = {h¯1 ∈ T1 : ‖h¯1 − h′1‖ ≤ ε}, and ‖·‖ is the Euclidean norm
on Rd. Then with probability one,
inf
h2∈T2
G(h∗1, h2) = sup
h1∈T1
inf
h2∈T2
G(h1, h2)
has exactly one solution h∗1.
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Proof. The set {(h¯1, h¯′1) : h¯1 6= h¯′1} is covered by countably many prod-
uct sets H1 × H ′1 such that the pair {H1, H ′1} satisfies the non-degenerate
variance assumption. Thus, it suffices to prove that for every such pair
P
(
sup
h¯1∈H1
inf
h¯2∈T2
G(h¯1, h¯2) = sup
h¯1∈H′1
inf
h¯2∈T2
G(h¯1, h¯2)
)
= 0.(A.1)
Any (h¯1, h¯2) ∈ T1 × T2 may be identified with δ(h¯1,h¯2)(G) ≡ G(h¯1, h¯2) −
EG(h¯1, h¯2) ∈ L2(Ω,A, P ) ≡ L2. Let F¯ be smallest closed subspace of
L2 containing {δh¯1,h¯2(G) : (h¯1, h¯2) ∈ T1 × T2}. Members of F¯ are mean
zero Gaussian variables. By the non-degenerate variance assumption, the
closed convex hulls of the collections {δh¯1,h¯2(G) : (h¯1, h¯2) ∈ H1 × T2} and
{δh¯1,h¯2(G) : (h¯1, h¯2) ∈ H ′1 × T2} (which are compact) in F¯ ⊂ L2 do not
intersect, so by Hahn-Banach separation theorem (cf. Theorem 3.4(b) of
[Rud91]) and Riesz representation theorem, there exists some N (0, 1) vari-
able ζ ∈ F¯ such that
sup
(h¯1,h¯2)∈H1×T2
〈ζ, δ(h¯1,h¯2)〉L2 < inf
(h¯1,h¯2)∈H′1×T2
〈ζ, δ(h¯1,h¯2)〉L2 .(A.2)
Let Q(·) and Q′(·) be stochastic processes defined by
Q(g) ≡ sup
h¯1∈H1
inf
h¯2∈T2
[
G(h¯1, h¯2)− 〈ζ, δ(h¯1,h¯2)〉L2(ζ − g)
]
,
Q′(g) ≡ sup
h¯1∈H′1
inf
h¯2∈T2
[
G(h¯1, h¯2)− 〈ζ, δ(h¯1,h¯2)〉L2(ζ − g)
]
.
We aim to prove that P{Q(ζ) = Q′(ζ)|Q(·), Q′(·)} = 0 as (A.1) can be
written as P{Q(ζ) = Q′(ζ)} = 0. We note that ζ ∼ N (0, 1) is independent
of Q(·) and Q′(·). Conditionally on Q(·) and Q′(·) let g1 ∈ R be a solution
of Q(g1) = Q
′(g1) if exists. Then for c > 0,
Q(g1 + c) ≤ Q(g1) + c sup
h¯1∈H1
sup
h¯2∈T2
〈ζ, δ(h¯1,h¯2)〉L2
< Q′(g1) + c inf
h¯1∈H′1
inf
h¯2∈T2
〈ζ, δ(h¯1,h¯2)〉L2 ≤ Q′(g1 + c),
where the first inequality follows from the definition of Q(·), the second from
(A.2), and the third from the definition of Q′(·). Similarly one may show
that Q(g1 + c) > Q
′(g1 + c) for c < 0. Thus, P{Q(ζ) = Q′(ζ)} = 0 as
conditionally on Q(·) and Q′(·), ζ ∼ N (0, 1) and the set {g : Q(g) = Q′(g)}
contains at most one point. This completes the proof of (A.1). 
For notational convenience, let
ωn ≡ n
− 1
2+
∑s
k=κ∗ α
−1
k∗ , rn ≡ (ω1/α1n , . . . , ω1/αdn )1[κ∗:d] ∈ Rd.(A.3)
Write uˆ(x0) = x0−hˆ1(x0)rn and vˆ(x0) = x0+hˆ2(x0)rn for some hˆ1(x0), hˆ2(x0) ∈
Rd≥0. It is shown in Proposition 5 of [HZ19] that hˆ1(x0), hˆ2(x0) ∈ Rd≥0 are
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well-defined with high probability despite the fact that the first κ∗ − 1 co-
ordinates of rn are 0.
Proof of Theorem 1. For notational simplicity, we only prove the theorem
in the case where α = 1d, κ∗ = 1 and s = d; other cases follow from minor
modifications. Let
U(h1, h2) ≡ σ ·G(h1, h2)∏d
k=1(h1 + h2)k
+
1
2
d∑
k=1
∂kf0(x0)(h2 − h1)k.
Then
ω−1n
(
fˆ−n (x0)− f0(x0)
)
 sup
h1>0
inf
h2>0
U(h1, h2),
ω−1n
(
fˆ+n (x0)− f0(x0)
)
 inf
h2>0
sup
h1>0
U(h1, h2).
Let (h∗1(x0), h∗2(x0)) be any pair defined by
inf
h2>0
U(h∗1(x0), h2) = sup
h1>0
inf
h2>0
U(h1, h2),
sup
h1>0
U(h1, h∗2(x0)) = inf
h2>0
sup
h1>0
U(h1, h2).
For notational convenience, we will omit the dependence on x0 if no confu-
sion could arise. Let
Un(h1, h2) ≡ ω−1n
{
Y¯ |[x0−rnh1,x0+rnh2] − f0(x0)
}
.
By [HZ19], for any ε > 0, we may find c = c(ε) > 1 such that for n large
enough, there exists an event Ωc with P(Ωc) ≥ 1− ε in which
sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
U(h1, h2) = sup
h1>0
inf
h2>0
U(h1, h2),
sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
Un(h1, h2) = sup
h1>0
inf
h2>0
Un(h1, h2),
inf
h2∈[c−11,c1]
sup
h1∈[c−11,c1]
U(h1, h2) = inf
h2>0
sup
h1>0
U(h1, h2),
inf
h2∈[c−11,c1]
sup
h1∈[c−11,c1]
Un(h1, h2) = inf
h2>0
sup
h1>0
Un(h1, h2).
In particular, hˆ1, hˆ2 ∈ [c−11, c1] and h∗1, h∗2 ∈ [c−11, c1] hold on Ωc. The
non-degenerate variance assumption in Lemma 1 holds for the Gaussian
process U(h1, h2) as the process G(h1, h2) has independent increments in
each coordinate when other coordinates are held fixed. Thus, by Lemma 1,
we may also assume that h∗1 and h∗2 are uniquely defined on Ωc. On the
event Ωc, we have
ω−1n
(
fˆ−n (x0)− f0(x0)
)
≡ sup
c−11≤h1≤c1
inf
c−11≤h2≤c1
Un(h1, h2)
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≡ sup
c−11≤h1≤c1
inf
c−11≤h2≤c1
[
Gn(h1, h2)∏d
k=1
(
(h1)k + (h2)k
) · (1 + o(1))
+ (1 + o(1))
d∑
k=1
∂kf0(x0)
2
(
(h2)k − (h1)k
)]
where for any h1, h2 > 0, Gn(h1, h2) ≡ ωn
∑
i:x0−h1rn≤Xi≤x0+h2rn ξi. A
similar identity holds for ω−1n
(
fˆ+n (x0) − f0(x0)
)
by switching sup and inf.
On the other hand, on the event Ωc, hˆ1 ≤ t ≤ c1 if and only if
sup
h1∈[c−11,t]
inf
h2∈[c−11,c1]
Un(h1, h2) = sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
Un(h1, h2),
and similarly hˆ2 ≤ s ≤ c1 if and only if
inf
h2∈[c−11,s]
sup
h1∈[c−11,c1]
Un(h1, h2) = inf
h2∈[c−11,c1]
sup
h1∈[c−11,c1]
Un(h1, h2),
Using that Un  U in `∞([c−11, c1]×[c−11, c1]), it follows from the continu-
ous mapping theorem that for any measurable subset A ⊂ [c−11, c1], we have
suph1∈A infc−11≤h2≤c1Un(h1, h2)  suph1∈A infc−11≤h2≤c1U(h1, h2), and a
similar conclusion holds by switching sup and inf. Hence for any (u, v, t, s) ∈
R× R× Rd≥0 × Rd≥0,
lim sup
n
P
({
ω−1n (fˆ
−
n (x0)− f0(x0)) ≤ u,
ω−1n (fˆ
+
n (x0)− f0(x0)) ≤ v, hˆ1 ≤ t, hˆ2 ≤ s
} ∩ Ωc)
≤ P
({
sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
U(h1, h2) ≤ u, inf
h2∈[c−11,c1]
sup
h1∈[c−11,c1]
U(h1, h2) ≤ v
sup
h1∈[c−11,t]
inf
h2∈[c−11,c1]
U(h1, h2) = sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
U(h1, h2),
inf
h2∈[c−11,s]
sup
h1∈[c−11,c1]
Un(h1, h2) = inf
h2∈[c−11,c1]
sup
h1∈[c−11,c1]
Un(h1, h2)
}
∩ Ωc
)
≤ P
(
sup
h1≥0
inf
h2≥0
U(h1, h2) ≤ u, inf
h2≥0
sup
h1≥0
U(h1, h2) ≤ v, h∗1 ≤ t, h∗2 ≤ s
)
.
This means that
lim sup
n
P
(
ω−1n (fˆ
−
n (x0)− f0(x0)) ≤ u,
ω−1n (fˆ
+
n (x0)− f0(x0)) ≤ v, hˆ1 ≤ t, hˆ2 ≤ s
)
≤ P
(
sup
h1≥0
inf
h2≥0
U(h1, h2) ≤ u, inf
h2≥0
sup
h1≥0
U(h1, h2) ≤ v, h∗1 ≤ t, h∗2 ≤ s
)
+ ε.
Taking ε ↘ 0 we obtain the one-sided estimate. For the other side, we
may proceed similarly, but only need to check the convergence for a con-
tinuity point (u, v, t, s) ∈ R × R × Rd≥0 × Rd≥0 of the map (u, v, t, s) 7→
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P
(
suph1≥0 infh2≥0U(h1, h2) ≤ u, infh2≥0 suph1≥0U(h1, h2) ≤ v, h∗1 ≤ t, h∗2 ≤
s
)
. More concretely,
lim inf
n
P
({
ω−1n (fˆ
−
n (x0)− f0(x0)) ≤ u,
ω−1n (fˆ
+
n (x0)− f0(x0)) ≤ v, hˆ1 ≤ t, hˆ2 ≤ s
} ∩ Ωc)
≥ P
({
sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
U(h1, h2) < u− ε,
inf
h1∈[c−11,c1]
sup
h2∈[c−11,c1]
U(h1, h2) < v − ε,
sup
h1∈[c−11,t−ε)
inf
h2∈[c−11,c1]
U(h1, h2) = sup
h1∈[c−11,c1]
inf
h2∈[c−11,c1]
U(h1, h2),
inf
h2∈[c−11,t−ε)
sup
h1∈[c−11,c1]
U(h1, h2) = inf
h2∈[c−11,c1]
sup
h1∈[c−11,c1]
U(h1, h2)
}
∩ Ωc
)
≥ P
(
sup
h1≥0
inf
h2≥0
U(h1, h2) < u− ε, inf
h2≥0
sup
h1≥0
U(h1, h2) < v − ε,
h∗1 < t− ε, h∗2 < s− ε
)
− ε,
and taking ε↘ 0 to conclude. Hence we have proved the joint convergence
in distribution of(
ω−1n (fˆ
−
n (x0)− f0(x0)), ω−1n (fˆ+n (x0)− f0(x0)), hˆ1, hˆ2
)
(A.4)
 
(
sup
h1≥0
inf
h2≥0
U(h1, h2), inf
h2≥0
sup
h1≥0
U(h1, h2), h∗1, h∗2
)
.
Now by continuous mapping,√
nuˆ,vˆ(x0)
(
fˆn(x0)− f0(x0)
)
=
√√√√(1 + o(1)) d∏
k=1
(hˆ2 + hˆ1)k · 1
2
{
ω−1n (fˆ
−
n (x0)− f0(x0)) + ω−1n (fˆ+n (x0)− f0(x0))
}
 1
2
√√√√ d∏
k=1
(h∗2 + h∗1)k ·
(
sup
h1≥0
inf
h2≥0
U(h1, h2) + inf
h2≥0
sup
h1≥0
U(h1, h2)
)
.
So the remaining task is to verify that the right hand side is free of nuisance
parameters {∂kf0(x0) : k = 1, . . . , d}. To this end, let
V(g1, g2) ≡ G(g1, g2)∏d
k=1(g1 + g2)k
+
d∑
k=1
(g2 − g1)k,
and (g∗1, g∗2) be (a.s. uniquely) defined by
inf
g2≥0
V(g∗1, g2) = sup
g1≥0
inf
g2≥0
V(g1, g2), sup
g1≥0
V(g1, g∗2) = inf
g2≥0
sup
g1≥0
V(g1, g2).
36 H. DENG, Q. HAN, AND C.-H. ZHANG
We wish to relate g∗i to h
∗
i . Let γ0, γ1, . . . , γd > 0 be such that
γ0
( d∏
k=1
γk
)−1/2
= σ, γ0γk =
1
2
∂kf0(x0),
and let gi = γhi where γ = (γ1, . . . , γd). Then
γ0V(g1, g2) = γ0
G(γh1, γh2)∏d
k=1 γk(h1 + h2)k
+
d∑
k=1
γ0γk(h2 − h1)k
=d γ0
( d∏
k=1
γk
)−1/2 G(h1, h2)∏d
k=1(h1 + h2)k
+
d∑
k=1
γ0γk(h2 − h1)k
= U(h1, h2).
Therefore (g∗i )k = γk(h
∗
i )k for k = 1, . . . , d, and the limit distribution be-
comes
1
2
√√√√ d∏
k=1
(g∗2 + g∗1)k ·
( d∏
k=1
γk
)−1/2
· γ0
(
sup
g1≥0
inf
g2≥0
V(g1, g2) + inf
g2≥0
sup
g1≥0
V(g1, g2)
)
=
σ
2
√√√√ d∏
k=1
(g∗2 + g∗1)k ·
(
sup
g1≥0
inf
g2≥0
V(g1, g2) + inf
g2≥0
sup
g1≥0
V(g1, g2)
)
≡ σ · L1d .
The distribution of L1d now is free of K(f0, x0), as desired. 
A.2. Proof of Theorems 2 and 3.
Proof of Theorems 2 and 3. We only prove Theorem 2; Theorem 3 follows
easily. The claim that Pf0
(
f0(x0) ∈ In(δ)
)→ 1−δ follows immediately. For
the other claim, note by (A.4), we have by continuous mapping that
ωn
√
nuˆ,vˆ(x0) =
√√√√ d∏
k=1
(hˆ2 + hˆ1)k
 
√√√√ d∏
k=1
(h∗2 + h∗1)k =
√√√√ d∏
k=1
(g∗2 + g∗1)k ·
( d∏
k=1
γk
)−1/2
where γk is as in the proof of Theorem 1. Equivalently, for any σˆ
2 →p σ2,(
σ2
d∏
k=1
∂kf0(x0)
2
)1/(d+2)
ωn
(√
nuˆ,vˆ(x0)
/
σˆ
)
 
√√√√ d∏
k=1
(g∗2 + g∗1)k = S1d .
Combined with |In(cδ)| = 2cδσˆ/
√
nuˆ,vˆ(x0), it follows that
|In(cδ)|
/
2cδωn
(
σ2
d∏
k=1
∂kf0(x0)
2
)1/(d+2)
 S−11d .
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The fact that S−11d = OP(1) follows from the proof of Proposition 7 in [HZ19].

A.3. Proof of Proposition 1.
Lemma 2. Assume the same conditions as in Theorem 0. Then for any
c > 1, sup‖h‖≤c|fˆn(x0)− f0(x0 + hrn)| = OP(ωn).
Proof. This is a strengthened version of Proposition 4 of [HZ19], and the
claim follows by controlling |f0(x0)− f0(x0 + hrn)| uniformly in ‖h‖ ≤ c by
a Taylor expansion. Details are omitted. 
Proof of Proposition 1. Note that
σ2uˆ,vˆ =
1
nuˆ,vˆ(x0)
∑
Xi∈[uˆ(x0),vˆ(x0)]
ξ2i +
1
nuˆ,vˆ(x0)
∑
Xi∈[uˆ(x0),vˆ(x0)]
ξi(f0(Xi)− fˆn(x0))
+
1
nuˆ,vˆ(x0)
∑
Xi∈[uˆ(x0),vˆ(x0)]
(fˆn(x0)− f0(Xi))2
= (I) + (II) + (III).
By Proposition 5 of [HZ19], for any fixed ε > 0, there exists c = c(ε) > 1 such
that for n large enough, with probability at least 1− ε, (hˆi(x0))k ∈ [c−1, c]
for κ∗ ≤ k ≤ d and
(
hˆi(x0)
)
k
= 0 for 1 ≤ k ≤ κ∗ − 1 for i = 1, 2. Denote
this event E . On E , in the fixed lattice design, with d∗ ≡ d− κ∗ + 1,
nuˆ,vˆ(x0) = n · ω
∑s
k=κ∗ α
−1
k
n
d∏
k=κ∗
(
hˆ2(x0) + hˆ1(x0)
)
k
∈ n · ω
∑s
k=κ∗ α
−1
k
n [(2c
−1)d∗ , (2c)d∗ ].
For (I), note that for any δ > 0, using (essentially) Lemma 2 of [DZ20],
P
(∣∣∣∣ 1nuˆ,vˆ(x0) ∑
Xi∈[uˆ(x0),vˆ(x0)]
(ξ2i − σ2)
∣∣∣∣ > δ)
≤ P(Ec) + P
({∣∣∣∣ 1nuˆ,vˆ(x0) ∑
Xi∈[uˆ(x0),vˆ(x0)]
(ξ2i − σ2)
∣∣∣∣ > δ} ∩ E)
≤ ε+ P
(
sup(
hˆi(x0)
)
k
=0,1≤k≤κ∗−1(
hˆi(x0)
)
k
∈[c−1,c],κ∗≤k≤d
i=1,2
∣∣∣∣ ∑
Xi∈[x0−hˆ1(x0)rn,x0+hˆ2(x0)rn]
(
ξ2i − σ2)
∣∣∣∣
> (2/c)d∗
(
n · ω
∑s
k=κ∗ α
−1
k
n
)
δ
)
≤ ε+ P
(∣∣∣∣ ∑
Xi∈[x0−crn,x0+crn]
(
ξ2i − σ2)
∣∣∣∣ & (2/c)d∗(n · ω∑sk=κ∗ α−1kn )δ).
Taking n→∞ followed by ε→ 0 to see that (I)→p σ2.
38 H. DENG, Q. HAN, AND C.-H. ZHANG
Next we handle (III). On the event E , by Lemma 2,
(III) ≤ (c/2)d∗(n · ω∑sk=κ∗ α−1kn )−1 ∑
Xi∈[x0−crn,x0+crn]
(
fˆn(x0)− f0(Xi)
)2
= OP(ω2n) = oP(1).
The second term (II) can be handled easily using Cauchy-Schwarz inequality
combined with (I) and (III). The random design case can be handled
similarly using large deviation inequality (cf. Bernstein’s inequality). We
omit the details. 
A.4. Proof of Proposition 2. We need the following Dudley’s entropy
integral bound and Gaussian concentration inequality.
Lemma 3 (Theorem 2.3.7 of [GN15]). Let (T, d) be a pseudo metric space,
and (Xt)t∈T be a sub-Gaussian process. Then for any t0 ∈ T ,
E sup
t∈T
|Xt| ≤ E|Xt0 |+ 4
√
2
∫ diam(T )/2
0
√
logN (ε, T, d) dε.
Here C > 0 is a universal constant.
Lemma 4 (Gaussian concentration inequality). Let (T, d) be a pseudo met-
ric space, and (Xt)t∈T be a mean-zero Gaussian process. Then with σ2 ≡
supt∈T Var(Xt), for any u > 0,
P
(∣∣ sup
t∈T
|Xt| − E sup
t∈T
|Xt|
∣∣ > u) ≤ 2 exp (− u2/2σ2).
Proof of Proposition 2. We drop the dependence of Sα,Vα, g∗i,α on α if no
confusion arises. Let (11)k ≡ 11≤k≤s+ (x0)k1s+1≤k≤d and (12)k ≡ 11≤k≤s+
(1− x0)k1s+1≤k≤d, and d∗ ≡ d− κ∗ + 1, s∗ ≡ s− κ∗ + 1. Let
V−α ≡ sup
g1∈G1
inf
g2∈G2
Vα(g1, g2), V+α ≡ inf
g2∈G2
sup
g1∈G1
Vα(g1, g2).
On the event {maxκ∗≤k≤s(g∗2)k > u} where u ≥ 1, it holds that
V+α ≥
G(11, g∗2)∏d
k=κ∗
(
(g∗2)k + (11)k)
+
s∑
k=κ∗
(g∗2)
αk+1
k − 1
(g∗2)k + 1
≥ −
( d∏
k=s+1
(x0)k
)−1
sup
g2≥0
|G(11, g2)|∏s
k=κ∗
(
(g2)k + 1
) + (u− 1).
On the other hand,
V−α ≤
G(g∗1,12)∏d
k=κ∗
(
(12)k + (g
∗
1)k)
+
s∑
k=κ∗
1− (g∗1)αk+1k
(g∗1)k + 1
≤
( d∏
k=s+1
(1− x0)k
)−1
sup
g1≥0
|G(g1,12)|∏s
k=κ∗
(
(g1)k + 1
) + d.
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Hence
P
(
max
κ∗≤k≤s
(g∗2)k > u
) ∨ P(V−α > u)
≤ P
(
sup
g2≥0
|G(11, g2)|∏s
k=κ∗
(
(g2)k + 1
) > ( d∏
k=s+1
(x0)k
)
(u− 1− d)+
)
+ P
(
sup
g1≥0
|G(g1,12)|∏s
k=κ∗
(
(g1)k + 1
) > ( d∏
k=s+1
(1− x0)k
)
(u− 1− d)+
)
≡ (I) + (II).
We only handle the first term above. To this end, let ud ≡
(∏d
k=s+1(x0)k
)
(u−
1 − d)+, and let G(g) ≡ G(11, g). It follows by symmetry and the peeling
device that
(I) ≤
∑
`k≥0,κ∗≤k≤s
P
(
sup
2`k−1≤gk≤2`k+1−1,κ∗≤k≤s
0≤gk≤(1−x0)k,s+1≤k≤d
|G(g)|∏s
k=κ∗
(
gk + 1
) > ud)
≤
∑
`k≥0,κ∗≤k≤s
P
(
sup
2`k−1≤gk≤2`k+1−1,κ∗≤k≤s
0≤gk≤(1−x0)k,s+1≤k≤d
|G(g)| >
s∏
k=κ∗
2`k · ud
)
≤
∑
`k≥1,κ∗≤k≤s
P
(
sup
0≤gk≤2`k−1,κ∗≤k≤s
0≤gk≤(1−x0)k,s+1≤k≤d
|G(g)| > 2−s∗
s∏
k=κ∗
2`k · ud
)
.
Note that for any 0 ≤ (gi)k ≤ 2`k − 1, κ∗ ≤ k ≤ s and 0 ≤ (gi)k ≤ (1 −
x0)k, s+ 1 ≤ k ≤ d with i = 1, 2, the natural induced metric of G satisfies
d2G(g1, g2) = E
(
G(g1)−G(g2)
)2
=
∣∣∣∣ s∏
k=κ∗
(
1 + (g1)k
) d∏
k=s+1
(
x0 + g1)k −
s∏
k=κ∗
(
1 + (g2)k
) d∏
k=s+1
(x0 + g2)k
∣∣∣∣
≤
d∏
k=s+1
(x0 + g1)k
∣∣∣∣ s∏
k=κ∗
(
1 + (g1)k
)− s∏
k=κ∗
(
1 + (g2)k
)∣∣∣∣
+
∣∣∣∣ d∏
k=s+1
(x0 + g1)k −
d∏
k=s+1
(x0 + g2)k
∣∣∣∣ s∏
k=κ∗
(
1 + (g2)k
)
≤ 2
s∏
k=κ∗
2`k ·
d∑
k=κ∗
|(g1 − g2)k|.
Here the last inequality follows essentially by Lemma 15 of [HZ19]. On the
other hand, supg1,g2 d
2
G(g1, g2) ≤
∏s
k=κ∗ 2
`k ≡ D2, where the supremum is
taken over 0 ≤ (gi)k ≤ 2`k − 1, κ∗ ≤ k ≤ s and 0 ≤ (gi)k ≤ (1−x0)k, s+ 1 ≤
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k ≤ d with i = 1, 2. Using that E|G(0)| ≤√Var(G(0)) ≤∏dk=s+1(x0)k ≤ 1,
it follows from Dudley’s entropy integral (cf. Lemma 3) that
E sup
0≤gk≤2`k−1,κ∗≤k≤s
0≤gk≤(1−x0)k,s+1≤k≤d
|G(g)|
≤ E|G(0)|+ 4
√
2
∫ D/2
0
√√√√logN(ε, s∏
k=κ∗
[0, 2`k ]×
d∏
k=s+1
[0, (1− x0)k], dG
)
dε
≤ 1 + 4
√
2
∫ D/2
0
√√√√log s∏
k=κ∗
2`k
ε2/
(
d∗2
∏s
k=κ∗ 2
`k
) · d∏
k=s+1
1
ε2/
(
d∗2
∏s
k=κ∗ 2
`k
) dε
≤ C1 ·D
√
logD.
Hence if ud ≥ C2, then 2−s∗
∏s
k=κ∗ 2
`k · ud = 2−s∗ud ·D2 ≥ 2C1 ·D
√
logD,
and therefore by Gaussian concentration inequality (cf. Lemma 4),
P
(
sup
0≤gk≤2`k−1,κ∗≤k≤s
0≤gk≤(1−x0)k,s+1≤k≤d
|G(g)| > 2−s∗
s∏
k=κ∗
2`k · ud
)
≤ P
(
sup
···
|G(g)| − E sup
···
|G(g)| > 2−s∗−1
s∏
k=κ∗
2`k · ud
)
≤ 2e−2−2s∗−2
∏s
k=κ∗ 2
2`k ·u2d
/
2
∏s
k=κ∗ 2
`k ≤ 2e−
∏s
k=κ∗ 2
`k ·u2d/C3 .
Now we may assemble all the estimates together to get
(I) ≤ 2
∑
`k≥1,κ∗≤k≤s
e−
∏s
k=κ∗ 2
`k ·u2d/C3 ≤ C4e−u2d/C4 .
Hence for u ≥ C5, we have for some C6 = C6(d, x0)
P
(
max
κ∗≤k≤s
(g∗2)k > u
) ≤ C6e−u2/C6 .
A similar bound holds for P
(
maxκ∗≤k≤s(g∗1)k > u
)
. So if s∗ ≥ 1, for t ≥ C7,
we have for some C8 = C8(d, x0)
P
(
S(g∗1, g∗2) > t
)
= P
(√√√√ s∏
k=κ∗
(g∗2 + g∗1)k > t
)
≤ P( max
κ∗≤k≤s
(g∗1)k > t
2/s∗/2
)
+ P
(
max
κ∗≤k≤s
(g∗2)k > t
2/s∗/2
)
≤ C8e−t4/s∗/C8 .
Similarly, for t′ ≥ C9, we have for some C10 = C10(d, x0)
P
(|V−α| > t′) ∨ P(|V+α| > t′) ≤ C10e−(t′)2/C10 .
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This means that for s∗ ≥ 1 and v ≥ C11, we have for some C12 = C12(d, x0),
P
(|L(g∗1, g∗2)| > v) ≤ P(S(g∗1, g∗2) > vs∗/(s∗+2))+ P(|(V−α + V+α)/2| > v2/(s∗+2))
≤ C12e−v4/(s∗+2)/C12 .
The above display is also valid for s∗ = 0. 
A.5. Proof of Theorem 4.
Proof of Theorem 4. The main idea of the proof is contained in [Ban07] so
we only give a sketch. First,(n 12+α−1 (fˆn(x0 + h · n− α−12+α−1 )− f0(x0))
n
1
2+α−1
(
fˆ0n(x0 + h · n−
α−1
2+α−1 )− f0(x0)
)) (g1,∂αf0(x0)/(α+1)!;α(h)
g01,∂αf0(x0)/(α+1)!;α(h)
)
where the convergence is in `∞([−c, c]) for any c > 0. This follows from the
standard approach (as outlined in the proof of Theorem 2.1 of [Ban07]). Let
Jn be the set of all indices i for which fˆ
0
n(Xi) 6= fˆn(Xi). By the character-
ization of fˆ0n (cf. page 939 of [Ban07]), we may write Jn = ∪`k=1Bk, where
Bk’s are all constant pieces of fˆ
0
n. Note that
2 log λn(m0) = −
∑
i∈Jn
(Yi − fˆn(Xi))2 +
∑
i∈Jn
(Yi − fˆ0n(Xi))2
= −2
∑
i∈Jn
(Yi − f0(x0))(f0(x0)− fˆn(Xi))
+ 2
∑
i∈Jn
(Yi − f0(x0))(f0(x0)− fˆ0n(Xi))
−
∑
i∈Jn
(f0(x0)− fˆn(Xi))2 +
∑
i∈Jn
(f0(x0)− fˆ0n(Xi))2
=
∑
i∈Jn
(f0(x0)− fˆn(Xi))2 −
∑
i∈Jn
(f0(x0)− fˆ0n(Xi))2,
where the last equality follows, e.g. by using (2.6) of [Ban07]: With wk ≡
fˆ0n|Bk = Y¯ |Bk where fˆ0n|Bk 6= m0 = f0(x0),
2
∑
i∈Jn
(Yi − f0(x0))(f0(x0)− fˆ0n(Xi)) = 2
∑
k
∑
i∈Bk
(Yi − f0(x0))(f0(x0)− wk)
= −2
∑
k
∑
i∈Bk
(f0(x0)− wk)2.
Hence, with Dn be the smallest interval containing {Xi : i ∈ Jn}, by stan-
dard empirical process techniques,
2 log λn(m0) =
∑
i∈Jn
(f0(x0)− fˆn(Xi))2 −
∑
i∈Jn
(f0(x0)− fˆ0n(Xi))2
= n · Pn
[
(f0(x0)− fˆn(X))2 − (f0(x0)− fˆ0n(X))2
]
1X∈Dn
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= n · P [(f0(x0)− fˆn(X))2 − (f0(x0)− fˆ0n(X))2]1X∈Dn + oP(1)
= n
∫ [
(f0(x0)− fˆn(x))2 − (f0(x0)− fˆ0n(x))2
]
1x∈Dn dx+ oP(1).
Change the variable x = x0 +h ·n−
α−1
2+α−1 . Let D˜n ≡ n
α−1
2+α−1 (Dn−x0). Then
the above display equals, up to an oP(1) term,∫
D˜n
[(
n
1
2+α−1 (f0(x0)− fˆn(x0 + h · n−
α−1
2+α−1 ))
)2
− (n 12+α−1 (f0(x0)− fˆ0n(x0 + h · n− α−12+α−1 )))2] dh
 
∫
R
{(
g1,∂αf0(x0)/(α+1)!;α(h)
)2 − (g01,∂αf0(x0)/(α+1)!;α(h))2} dh,
where the weak convergence follows from tightness arguments. Now we only
need to rescale the process to conclude. More specifically, X1,b;α(h) =d
b−1/(2+α)X1,1;α(b2/(2+α)h), and thus g1,b;α(h) =d b1/(2+α)g1,1;α(b2/(2+α)h),
g01,b;α(h) =d b
1/(2+α)g01,1;α(b
2/(2+α)h) (by taking derivative). Therefore with
b ≡ ∂αf0(x0)/(α + 1)!, and t ≡ b2/(2+α)h, the integral in the last display is
equal in distribution to∫ {
(g1,b;α(h))
2 − (g01,b;α(h))2
}
dh
= b2/(2+α)
∫ {
(g1,1;α(b
2/(2+α)h))2 − (g01,1;α(b2/(2+α)h))2
}
dh
=
∫ {
(g1,1;α(t))
2 − (g01,1;α(t))2
}
dt = Kα,
as desired. 
Appendix B. Proofs in Section 3
B.1. Proof of Theorem 5.
Proof of Theorem 5. We sketch the proof here. Let rn ≡ n−1/3 and hˆ1(x0), hˆ2(x0)
be such that uˆ(x0) = x0 − hˆ1(x0)rn, vˆ(x0) = x0 + hˆ2(x0)rn. We drop the
dependence on x0 in the notation from now on for simplicity. We may then
write fˆn as
fˆn(x0) = inf
h1>0
sup
h2≥0
Fn(x0 + h2rn)− Fn(x0 − h1rn)
(h2 + h1)rn
=
Fn(x0 + hˆ2rn)− Fn(x0 − hˆ1rn)
(hˆ2 + hˆ1)rn
.
Then it suffices to prove that hˆi(i = 1, 2) are bounded away from ∞ and 0
with high probability, in order to adapt the proof of Theorem 1. These are
referred as ‘large deviation’ and ‘small deviation’ problems in the sequel.
First it is well-known (cf. page 297 of [vdVW96]) that with ωn ≡ n−1/3,
|fˆn(x0)− f0(x0)| = OP(ωn).(B.1)
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This claim can also be proved directly using the max-min formula by similar
arguments as in the regression case in [HZ19].
Next consider the large deviation problem. We only prove that for large
enough c, {hˆ1 ≤ c} holds with high probability for n large. The case for hˆ2
is similar. To see this, with G¯n ≡
√
n(Fn − F0), on the event {hˆ1 > c},
ω−1n
(
fˆn(x0)− f0(x0)
) ≥ ω−1n [Fn(x0 + rn)− Fn(x0 − hˆ1rn)
(1 + hˆ1)rn
− f0(x0)
]
≥
n1/6G¯n1[x0−hˆ1n−1/3,x0+n−1/3]
1 + hˆ1
+ ω−1n
[
F0(x0 + rn)− F0(x0 − hˆ1rn)
(1 + hˆ1)rn
− f0(x0)
]
≥ − sup
h≥0
n1/6|G¯n1[x0−hn−1/3,x0+n−1/3]|
1 + h
+O
(
c2 − 1
c+ 1
)
.
The last inequality follows since the second term of the second last display
is non-decreasing in hˆ1, so is bounded below by
ω−1n
[
F0(x0 + rn)− F0(x0 − crn)
(1 + c)rn
− f0(x0)
]
=
[
(1 + c)r2n
]−1 · [F0(x0 + rn)− F0(x0)− f0(x0)rn
− (F0(x0 − crn)− F0(x0) + f0(x0)crn)]
=
[
(1 + c)r2n
]−1 · 1
2
f ′0(x0)(1 + o(1))(1− c2)r2n = O
(
c2 − 1
c+ 1
)
.
By a standard peeling method and empirical process techniques, we have
suph≥0 n1/6|G¯n1[x0−hn−1/3,x0+n−1/3]|/(1 + h) = OP(1). Hence on the event
{hˆ1 > c} for c large enough,
ω−1n
(
fˆn(x0)− f0(x0)
) ≥ −|OP(1)|+O(c),
which can only occur with small probability due to (B.1).
Finally we consider the small deviation problem. Without loss of gener-
ality we work on the event that Ω0 ≡ {hˆ1 ≤ c}. We want to prove that
Ω1 ≡ {hˆ1 ≤ c−γ} occurs with small probability for c, n large. By empirical
process techniques, it can be shown that
Gn(h1, h2) ≡ n1/6G¯n1[x0−h1n−1/3,x0+h2n−1/3]
 
√
f0(x0) ·G(h1, h2) in `∞([0, c]× [0, c]).
Then by standard estimates for the Gaussian process, it follows that, for
fixed ε > 0 and b < γ, for c, n large enough, the event
Ω2 ≡
{
sup
0≤h1≤c−γ ,0≤h2≤c−b
|Gn(h1, h2)−Gn(0, h2)| ≤ (C/ε)
√
c−γ log c
}
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occurs with probability 1 − ε. Furthermore, since G(0, h2) =d B(h2) where
B is a standard Brownian motion started from 0, we have by reflection prin-
ciple, for some ρε > 0, the event Ω3 ≡
{
sup0≤h2≤c−b Gn(0, h2) > c
−b/2ρε
}
occurs with probability 1−ε for n large. Hence on the event Ω0∩Ω1∩Ω2∩Ω3,
ω−1n
(
fˆn(x0)− f0(x0)
) ≥ sup
0≤h2≤c−b
Gn(hˆ1, h2)
h2 + hˆ1
+ inf
0≤h1≤c,0≤h2≤c
ω−1n
[
F0(x0 + h2rn)− F0(x0 − h1rn)
(h2 + h1)rn
− f0(x0)
]
≥ sup
0≤h2≤c−b
Gn(0, h2)− (C/ε)
√
c−γ log c
h2 + hˆ1
−O(c)
≥ c
−b/2ρε − (C/ε)
√
c−γ log c
c−b + c−γ
−O(c) ≥ O(cb/2)−O(c) ≥ O(c),
if we choose 2 < b < γ. This concludes the small deviation problem in view
of (B.1). The rest part of the proof follows closely with that of Theorem 1.
In particular, we may show(
ω−1n (fˆn(x0)− f0(x0)), hˆ1, hˆ2
)
 
(
sup
h1>0
inf
h2>0
[√
f0(x0) · G(h1, h2)
h1 + h2
+
1
2
|f ′0(x0)|(h2 − h1)
]
, h∗1, h
∗
2
)
,
where h∗1, h∗2 are almost uniquely defined via
sup
h1>0
inf
h2>0
[√
f0(x0) · G(h1, h2)
h1 + h2
+
1
2
|f ′0(x0)|(h2 − h1)
]
=
√
f0(x0) · G(h
∗
1, h
∗
2)
h∗1 + h∗2
+
1
2
|f ′0(x0)|(h∗2 − h∗1).
By similar arguments as in the proof of Theorem 1, we conclude that√
nuˆ,vˆ(x0)
(
fˆn(x0)− f0(x0)
)
 
√
f0(x0) · L1,
and the claim of the theorem follows by noting that fˆn(x0)→p f0(x0). 
B.2. Proof of Theorem 6.
Proof of Theorem 6. Follow essentially the same lines as in the proof of The-
orem 5, we may show that√
nuˆ,vˆ(t0)
(
Fˆn(t0)− F0(t0)
)
 
√
F0(t0)(1− F0(t0))/g0(t0) · L1.
On the other hand, Fˆn(t0)→p F0(t0), so it remains to show that gˆn(t0)→p
g0(t0). This is a uniform law of large number upon observing that uˆ(t0), vˆ(t0)
stabilizes at rn = n
−1/3 rate. More specifically, for any ε > 0, we may find
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some c = c(ε) > 0 such that c−1 ≤ hˆ1(t0), hˆ2(t0) ≤ c, where uˆ(t0) =
t0 − hˆ1(t0)rn, vˆ(t0) = t0 + hˆ2(t0)rn. On this event,
|gˆn(t0)− g0(t0)| =
∣∣∣∣ 1nrn(hˆ2 + hˆ1)
∑
i
1Ti∈[t0−hˆ1rn,t0+hˆ2rn] − g0(t0)
∣∣∣∣
≤ sup
c−1≤hi≤c,i=1,2
∣∣∣∣ 1rn(h2 + h1)Pn1T∈[t0−h1rn,t0+h2rn] − g0(t0)
∣∣∣∣
.c sup
c−1≤hi≤c,i=1,2
∣∣r−1n (Pn − P )1T∈[t0−h1rn,t0+h2rn]∣∣
+ sup
c−1≤hi≤c,i=1,2
∣∣∣∣P1T∈[t0−h1rn,t0+h2rn]rn(h2 + h1) − g0(t0)
∣∣∣∣.
To handle the first term, let Fn ≡ {r−1n 1T∈[t0−h1rn,t0+h2rn] : c−1 ≤ hi ≤ c, i =
1, 2}. Take a δ-bracketing of Fn under L1(P ), namely [f1, f¯1], . . . , [fN , f¯N ].
Then Nδ ≡ logN[ ](δ,Fn, L1(P )) . log(c/δ) does not grow with n. Since for
any f ∈ Fn, there exists some fk ≤ f ≤ f¯k, we have
(Pn − P )(f) ≤ Pnf¯k − Pf = (Pn − P )(f¯k) + P (f¯k − f) ≤ (Pn − P )(f¯k) + δ.
A reversed inequality can be established similarly. Hence
E sup
f∈Fn
|(Pn − P )(f)| ≤ δ + E max
1≤k≤Nδ
|(Pn − P )(fk)|+ E max1≤k≤Nδ|(Pn − P )(f¯k)| → 0
by letting n→∞ followed by δ → 0. For the second term,∣∣∣∣P1T∈[t0−h1rn,t0+h2rn]rn(h2 + h1) − g0(t0)
∣∣∣∣ = ∣∣∣∣ 1rn(h2 + h1)
∫ t0+h2rn
t0−h1rn
(
g0(t)− g0(t0)
)
dt
∣∣∣∣
≤ sup
t∈[t0−h1rn,t0+h2rn]
|g0(t)− g0(t0)| → 0
uniformly in c−1 ≤ hi ≤ c, i = 1, 2. 
B.3. Proof of Theorem 7.
Proof of Theorem 7. Following essentially the same lines as in the proof of
Theorem 5, we may show that√
nuˆ,vˆ(t0)
(
Λˆn(t0)− Λ0(t0)
)
 
√
σ2(t0)/g(t0) · L1.
It therefore remains to show that σˆ2n(t0)→p σ2(t0) and gˆn(t0)→p g(t0). We
use similar ideas as in the proof of Theorem 6. Let rn = n
−1/3. For any
ε > 0, we may find some c = c(ε) > 0 such that c−1 ≤ hˆ1(t0), hˆ2(t0) ≤ c,
where uˆ(t0) = t0 − hˆ1(t0)rn, vˆ(t0) = t0 + hˆ2(t0)rn. On this event,
|gˆn(t0)− g(t0)| . sup
c−1≤hi≤c,i=1,2
∣∣∣∣r−1n (Pn − P )( K∑
j=1
1TK,j∈[t0−h1rn,t0+h2rn]
)∣∣∣∣
+ sup
c−1≤hi≤c,i=1,2
∣∣∣∣P
(∑K
j=1 1TK,j∈[t0−h1rn,t0+h2rn]
)
rn(h2 + h1)
− g(t0)
∣∣∣∣.
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The first term converges to 0 in probability, while the second term can be
handled through
sup
c−1≤hi≤c,i=1,2
∣∣∣∣P
(∑K
j=1 1TK,j∈[t0−h1rn,t0+h2rn]
)
rn(h2 + h1)
− g(t0)
∣∣∣∣
≤ sup
c−1≤hi≤c,i=1,2
∣∣∣∣ ∞∑
k=1
P(K = k)
k∑
j=1
[
1
rn(h2 + h1)
∫ t0+h2rn
t0−h1rn
(
gk,j(t)− gk,j(t0)
)
dt
]∣∣∣∣
≤
∣∣∣∣ ∞∑
k=1
k · P(K = k)
∣∣∣∣ sup
1≤j≤k,k≥1
sup
t∈[t0−crn,t0+crn]
|gk,j(t)− gk,j(t0)| → 0
by assumptions (E1)-(E2) in [WZ00].
On the other hand, on the same event,
|σˆ2n(t0)gˆn(t0)− σ2(t0)g(t0)|
.
∣∣∣∣ 1nuˆ,vˆ(t0)
n∑
i=1
Ki∑
j=1
(
N
(i)
Ki,j
− Λ0(T (i)Ki,j)
)2
1
T
(i)
Ki,j
∈[t0−h1rn,t0+h2rn] − σ
2(t0)g(t0)
∣∣∣∣
+ gˆn(t0) ·
[(
Λˆn(t0)− Λ0(t0)
)2
+ sup
t∈[t0−h1rn,t0+h2rn]
(
Λ0(t)− Λ0(t0)
)2]
. sup
c−1≤hi≤c,i=1,2
∣∣∣∣r−1n (Pn − P )( K∑
j=1
(NK,j − Λ0(TK,j))21TK,j∈[t0−h1rn,t0+h2rn]
)∣∣∣∣
+ sup
c−1≤hi≤c,i=1,2
∣∣∣∣P
(∑K
j=1(NK,j − Λ0(TK,j))21TK,j∈[t0−h1rn,t0+h2rn]
)
rn(h2 + h1)
− σ2(t0)g(t0)
∣∣∣∣+ oP(1).
The first term above can be handled similarly as in the proof in Theorem 6,
which converges to 0 in probability. For the second term, by independence
of N and (K,T ), the second term equals
sup
c−1≤hi≤c,i=1,2
∣∣∣∣P
(∑K
j=1 σ
2(TK,j)1TK,j∈[t0−h1rn,t0+h2rn]
)
rn(h2 + h1)
− σ2(t0)g(t0)
∣∣∣∣
= sup
c−1≤hi≤c,i=1,2
∣∣∣∣ ∞∑
k=1
P(K = k)
k∑
j=1
∫ t0+h2rn
t0−h1rn
(
σ2(t)gk,j(t)− σ2(t0)gk,j(t0)
)
dt
rn(h2 + h1)
∣∣∣∣
≤
∣∣∣∣ ∞∑
k=1
k · P(K = k)
∣∣∣∣ sup
1≤j≤k,k≥1
sup
t∈[t0−crn,t0+crn]
|σ2(t)gk,j(t)− σ2(t0)gk,j(t0)| → 0,
where we used (E5) in [WZ00] to complete the proof. 
B.4. Proof of Theorems 8 and 9.
CONFIDENCE INTERVALS FOR MULTIPLE ISOTONIC REGRESSION 47
Proof of Theorems 8 and 9. We first prove Theorem 8.
(1) By definition, ωn|Sn,0,1|1/2 = {nω2+1/αn }1/2 + o(1) = 1 + o(1) and
|Sn,h1,h2 |/|Sn,0,1| = h1 + h2 + o(1) uniformly in (h1, h2) ∈ [1/c, c]2 for every
c > 1. Thus, by the Donsker-Prokhorov invariance principle (or one may
use Theorem 2.11.9 of [vdVW96]), the second and third lines of (3.6) imply∑
i∈Sn,h1,h2
Yi − θ0(xi)
ωn|Sn,0,1|  σ(x0) ·G(h1, h2)
in (h1, h2) ∈ [1/c, c]2 for every c > 1. Here G(h1, h2) ≡ B(−h1) − B(h2)
for a standard two-sided Brownian motion B starting from 0, is defined in
Theorem 0 with d = 1. This functional CLT and the first line of (3.6) yield
part (i) by the proof for i.i.d. errors.
(2) Let un ≡ x0 − (h1ω1/αn /pi0)1/β and vn ≡ x0 + (h2ω1/αn /pi0)1/β. As∫ x0
un
pi(x) dx = (1 + o(1))h1ω
1/α
n and
∫ vn
x0
pi(x) dx = (1 + o(1))h2ω
1/α
n ,∑
i∈Sn,h1,h2
θ0(xi)− θ0(x0)
ωn|Sn,h1,h2 |
=
∫ vn
un
∂αβθ0(x0)(x− x0)αβpi0β|x− x0|β−1 dx
(αβ)!ω
1+1/α
n (h1 + h2)
+
oP(1)(vn − un)(α+1)β
ω
1+1/α
n
=
pi0∂
αβθ0(x0)
(αβ)!(α+ 1)
(vn − x0)(α+1)β − (x0 − un)(α+1)β
ω
1+1/α
n (h1 + h2)
+ oP(1)
= g0(x0)
hα+12 − hα+11
h1 + h2
+ oP(1)
with g0(x0) ≡ ∂αβθ0(x0)/{(αβ)!(α+1)piα0 }. This gives the first line of (3.6).
For the exponential family, σ2(x) = 1/p′(θ0(x)) is continuous in θ0(x) so
that the continuity of θ0(·) implies the second line of (3.6). As the variance of
f(y; θ) is finite at θ = θ0(0) and θ = θ0(1), {(Yi−θ0(xi))2, 1 ≤ i ≤ n}, n ≥ 1,
are uniformly integrable, so that the Lindeberg condition also holds.
Theorem 9 can be proved along similar lines as in the proof of Theorem
5. Details are omitted. 
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