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Abstract
Lipschitz bandits is a prominent version of multi-armed bandits that studies large, structured
action spaces such as the [0, 1] interval, where similar actions are guaranteed to have similar
rewards. A central theme here is the adaptive discretization of the action space, which gradually
“zooms in” on the more promising regions thereof. The goal is to take advantage of “nicer”
problem instances, while retaining near-optimal worst-case performance. While the stochastic
version of the problem is well-understood, the general version with adversarially chosen rewards
is not.
We provide the first algorithm for adaptive discretization in the adversarial version, and de-
rive instance-dependent regret bounds. In particular, we recover the worst-case optimal regret
bound for the adversarial version, and the instance-dependent regret bound for the stochas-
tic version. Further, an application of our algorithm to dynamic pricing (a version in which
the algorithm repeatedly adjusts prices for a product) enjoys these regret bounds without any
smoothness assumptions.
∗The work was done while the author was an intern at Microsoft Research NYC. The author is supported in part
by the National Science Foundation under grant CCF-1718549 and the Harvard Data Science Initiative.
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1 Introduction
Multi-armed bandits is a simple yet powerful model for decision-making under uncertainty, exten-
sively studied since 1950ies and exposed in several books [7, 19, 12, 48, 35]. In a basic version, the
algorithm repeatedly chooses actions from a fixed action space, and observes their rewards. Cru-
cially, only rewards from the chosen actions are revealed, leading to the exploration-exploitation
tradeoff.
We focus on Lipschitz bandits, a prominent version that studies large (and possibly infinite) struc-
tured action spaces such as the [0, 1] interval. Similar actions are guaranteed to have similar rewards,
as expressed by Lipschitz-continuity or a similar condition. In applications, actions can correspond
to products / documents with feature vectors, or to prices for buying, selling or hiring, or to differ-
ent possible ways to tune a complex system such as a datacenter or an ad auction. The version in
which the actions are sale prices, a.k.a. dynamic pricing, has attracted much attention on its own.
Extensive literature on Lipschitz bandits centers on two key themes. One is adaptive discretization
of the action space which gradually “zooms in” on the more promising regions thereof [28, 13,
49, 47, 42, 46, 51, 41, 15, 22, 20]. This approach takes advantage of “nicer” problem instances,
while retaining near-optimal worst-case performance. Another theme is relaxing and mitigating
the Lipschitz assumptions [28, 13, 14, 42, 46, 51, 41, 15, 22, 20, 33]. The point of departure for all
this literature is uniform discretization [29, 26, 28, 13], a simple algorithm which discretizes the
action space uniformly and obtains worst-case optimal regret bounds. While the stochastic version
of Lipschitz bandits is well-understood, the general version with adversarially chosen rewards is
not.
We tackle the adversarial version of Lipschitz bandits, touching upon both themes mentioned above.
We provide the first algorithm for adaptive discretization, and derive instance-dependent regret
bounds. (That is, our regret bounds depend on the properties of the problem instance that are not
known initially.) Our regret bounds are optimal in the worst case, and improve dramatically when
the near-optimal arms comprise a small region of the action space. In particular, we recover the
instance-dependent regret bound for the stochastic version of the problem [28, 13]. Moreover, our
analysis does not require the full power of Lipschitz-continuity. The application to dynamic pricing
works in full generality, without any additional Lipschitz assumptions.
Problem Statement: Adversarial Lipschitz Bandits. We are given a set A of actions (a.k.a.
arms), the time horizon T , and a metric space (A,D), also called the action space. The adversary
chooses randomized reward functions g1 , . . . , gT : A → [0, 1]. In each round t, the algorithm
chooses an arm xt ∈ A and observes reward gt(xt) ∈ [0, 1] (and nothing else). We focus on the
oblivious adversary : all reward functions are chosen before round 1. The adversary is restricted in
that the expected rewards E[gt(·)] satisfy the Lipschitz condition:
E [ gt(x)− gt(y) ] ≤ D(x, y) ∀x, y ∈ A, t ∈ [T ]. (1)
The algorithm’s goal is to minimize regret, a standard performance measure in multi-armed bandits:
R(T ) := supx∈A
∑
t∈[T ] gt(x)− gt(xt). (2)
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A problem instance consists of action space (A,D) and reward functions g1 , . . . , gT . The stochastic
version of the problem (stochastic rewards) posits that each gt is drawn independently from some
fixed but unknown distribution G. A problem instance is then the triple (A,D,G).
The canonical examples are a d-dimensional unit cube (A,D) = ([0, 1]d, ℓp), p ≥ 1 (where ℓp(x, y) =
‖x− y‖p is the p-norm), and the exponential tree metric, where A is a leaf set of a rooted infinite
tree, and the distance between any two leaves is exponential in the height of their least common
ancestor. Our results are equally meaningful for large but finite action sets.
Our Results. We present AdversarialZooming, an algorithm for adaptive discretization of the
action space. Our main result is a regret bound of the form
E[R(T )] ≤ O˜(T (d+1)/(d+2)), (3)
where d = AdvZoomDim ≥ 0 is a new quantity called the adversarial zooming dimension.1 In fact,
we achieve this regret bound with high probability. The meaning of this result is as follows:
• The worst-case optimal regret bound [26, 28, 13] is (3) for the d-dimensional unit cube, and
more generally (3) with d = CovDim, the covering dimension of the action space (see the
definition below).We recover this regret bound, in the sense that AdvZoomDim ≤ CovDim.
• the instance-dependent regret bound for the stochastic version is (3) with d = ZoomDim, an
instance-dependent quantity called the zooming dimension [28, 13]. We recover this result:
AdvZoomDim ≤ ZoomDim if the algorithm is run under stochastic rewards. The ZoomDim can
be as low as 0 for any given action space. Typically, e.g., for the d-dimensional unit cube, it
can span the entire range from 0 to CovDim, depending on the problem instance.
• Our regret bound is optimal in terms of AdvZoomDim. This is because in the stochastic version
(3) with d = ZoomDim is the best possible regret bound that can be achieved for all problem
instances with a given action space and a given value of ZoomDim [47].
New Notion: Adversarial Zooming Dimension. The three “dimensions” mentioned above
are covering properties of the following common form,
inf
{
d ≥ 0 : Aε can be covered with γ · ε−d sets of diameter at most ε, ∀ε > 0
}
, (4)
where Aε ⊂ A are subsets of arms and the multiplier γ > 0 is a parameter. The covering dimension
CovDim has Aε = A; note that it is determined by the action space alone. It is well-known that
CovDim = d for a d-dimensional cube. For the zooming dimension, subsets Aε comprise near-
optimal arms: Aε is the set of all arms x ∈ A with Gap(x) := maxy∈A E[gt(y)] − E[gt(x)] ≤ O(ε).
This definition is only meaningful for stochastic rewards, where the “gap” is a standard notion.
The adversarial zooming dimension is defined as follows. We define the adversarial gap of an arm
x on the time interval [0, t] as a natural measure of its suboptimality relative to the best arm:
AdvGapt(x) :=
1
t maxy∈A
∑
τ∈[t] gτ (y)− gτ (x). (5)
An arm x is called ε-optimal if AdvGapt(x) < O˜(ε) for some end-time t > Ω˜(ε−2). Finally,
AdvZoomDim is (4) where Aε is the set of all ε-optimal arms.
1As usual, the O˜(·) and Ω˜(·) notation hides constants and log(T ) terms.
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In the worst case, AdvZoomDim ≤ CovDim by construction. For stochastic rewards, AdvZoomDim is
upper-bounded by ZoomDim with a slightly larger multiplier γ′. This is because any ε-optimal arm
x has Gap(x) ≤ O(ε log T ). Accordingly, it suffices to take γ′ = γ · (O(log T ))ZoomDim.
The definition of AdvZoomDim is quite flexible. First, our algorithm achieves the stated regret bound
for all γ at once, with a multiplicative dependence thereon. Second, we could relax (4) to hold only
for scales ε smaller than some threshold θ; the regret bound increases by +O˜(
√
T θ−CovDim).
Application: Adversarial Dynamic Pricing. Here, an algorithm is a seller with unlimited
supply of identical items. (Think of digital items such as songs, movies or software, which can be
replicated at no cost.) Each round t proceeds as follows. A new customer arrives, with private
value vt ∈ [0, 1] that is not known to the algorithm. The algorithm chooses a price xt ∈ [0, 1] and
offers one item for sale at this price. The customer buys if and only if xt ≤ vt. The algorithm
maximizes revenue, i.e., its reward is gt(xt) = xt · 1 {xt ≤ vt }. The private values v1 , . . . , vT are
fixed in advance, possibly with randomization (in the stochastic version, they come from a fixed
but unknown distribution). Our analysis and our regret bounds carry over without any additional
assumptions. We obtain regret O˜(T 2/3) in the worst case, which is optimal (even) for stochastic
dynamic pricing [29].
Challenges and Techniques. We start with the zooming technique from prior work on the
stochastic version [28, 13]. We maintain a partition of the action space into “active regions”, and
refine this partition adaptively over time. We “zoom in” on a given region by partitioning it into
several “children” of half the diameter and activating them; we do it only if the sampling uncertainty
goes below the region’s diameter. In each round, we select an active region according to (a version
of) a standard algorithm for bandits with a fixed action set, and then sample an arm from the
selected region. The standard algorithm we use is EXP3.P [3]; for stochastic rewards, it was UCB1
[2].
Adversarial rewards bring about several challenges, compared to the stochastic version.
1. The technique in EXP3.P does not easily extend to variable number of arms, or to increasing
the action set by “zooming” (whereas the technique in UCB1 does, for stochastic rewards).
2. The sampling uncertainty is not directly related to the total probability mass allocated to a
given region. Whereas this relation is straightforward and crucial for the stochastic version.
3. The adversarial gap is much more difficult to work with. For stochastic rewards, the analysis
relies on two key steps: regions with small sampling uncertainty can be easily seen to have
small gap, and the “total damage” inflicted by all arms with small gap is trivially upper-
bounded. These steps no longer work for adversarial rewards.
These challenges prompt substantial complications in the algorithm and the analysis. For example,
to incorporate “children” into the multiplicative weights analysis, we split the latter into two steps:
first we update the weights, then we add the children. To enable the second step, we partition the
parent’s weight equally among the children. Effectively, we endow each child with a copy of the
parent’s data. Consequently, we need to argue that the parent’s data is eventually diluted by the
child’s own data.
Another example: to argue that we only “zoom in” if the parent has small adversarial gap, we need
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to enhance the “zoom-in rule”: in addition to the “aggregate” rule (the sampling uncertainty must
be sufficiently small), we need the “instantaneous” one: the current sampling probability must be
sufficiently large, and it needs to be formulated in just the right way. Then, we need to be much
more careful about deriving the “zooming invariant”, a crucial property of the partition enforced
by the “zoom-in rule”. In turn, this derivation necessitates the algorithm’s parameters to change
from round to round, which further complicates the multiplicative weights analysis.
Remarks. An important part of our high-level goal – taking advantage of “nice” problem in-
stances – is defining what “nice” means. Accordingly, boiling our analysis down to a notion such as
AdvZoomDim, which is easily interpretable and can be upper-bounded by ZoomDim in the stochastic
case, is an important part of the overall contribution.
It is essential that the Lipschitz condition (1) is only on the expected rewards, rather than on the
realized ones. The stronger condition is unreasonable for many applications: e.g., if the rewards
correspond to user’s clicks or other discrete signals, we can only assume Lipschitzness “on average”.
Other than the absolute constants, our regret bound depends logarithmically on the doubling con-
stant Cdbl: the smallest C ∈ N such that any ball can be covered with C sets of at most half the
diameter. Note that Cdbl = 2
d for a d-dimensional unit cube, or any subset thereof. The doubling
constant has been widely used in theoretical computer science, e.g., [21, 32, 31, 50, 25, 16, 45, 40].
Related Work. Lipschitz bandits have been introduced in [1] for action space [0, 1], and opti-
mally solved in the worst case via uniform discretization in [26, 28, 13]. Adaptive discretization
has been introduced in [28, 13],2 and subsequently extended to contextual bandits [47], ranked
bandits [49], and contract design for crowdsourcing [22]. Papers [28, 27] consider regret rates with
instance-dependent constant (e.g., log(t) for finitely many arms), and build on adaptive discretiza-
tion to characterize worst-case optimal regret rates for any given metric space. Pre-dating adaptive
discretization, [30, 44, 43] allow a “taxonomy” on arms without any numerical information (and
without any non-trivial regret bounds). Several papers recover adaptive discretization guarantees
under weaker / mitigated Lipschitz conditions: when Lipschitzness only holds near the best arm
x⋆ or when one of the two arms is x⋆ [28, 13]; when the algorithm is only given a taxonomy of
arms, but not the metric [46, 15]; when the actions correspond to contracts offered to workers, and
no Lipschitzness is assumed [22], and when expected rewards are Ho¨lder-smooth with an unknown
exponent [38].
On a related note, [14] recovers the optimal worst-case bound with unknown Lipschitz constant,
given a bound on the second derivative. [42, 51, 20] consider adaptive discretization in the “pure
exploration” version, and allow for a parameterized class of metrics with unknown parameter. A
recent paper [33] posits a weaker, “smoothed” benchmark and recovers adaptive discretization-like
regret bounds without any Lipschitz assumptions; their approach extends to contextual bandits.
All above work assumes stochastic rewards. Adaptive discretization is extended to expected rewards
with bounded change over time [47], and to a version with ergodicity and mixing assumptions [4].
For Lipschitz bandits with adversarial rewards, the uniform discretization approach easily extends
[26], and nothing else is known. For the full-feedback version under a stronger (per-realization)
Lipschitz assumption one can achieve O(
√
T ) regret [39].
2The terms “zooming algorithm” and “zooming dimension” trace back to [28].
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Dynamic pricing has a long history in operations research, see the survey [10]. Regret-minimizing
version has been optimally solved in the worst case via dynamic discretization in [29]. While the
algorithm is quite simple, the matching lower bound is very non-trivial. Some of the subsequent
work studied dynamic pricing with limited supply, e.g., [8, 9, 5, 52, 6]. Departing from the stochastic
version, [9, 24] allow (several versions of) bounded change over time, and [17, 37, 36, 34] allow
arbitrary private values that are fully determined by the observable contexts.
Organization. Our algorithm is presented in Section 3, which also includes a lemma explaining
the weight-update step of our algorithm. Section 4 includes the formal statement of our results
and an outline of our analysis. Section 5 contains the details of our analysis. The analysis of
AdvZoomDim for stochastic rewards (which is independent from that of the algorithm) is separated
out into Section 6.
While the results in Section 4.1 are stated in full generality, we present the algorithm and the
analysis for the special case of d-dimensional unit cube, (A,D) = ([0, 1]d, ℓ∞), for ease of exposition.
The extension to arbitrary metric spaces it requires a careful decomposition of the action space,
but no new ideas; it is outlined in Section 7.
2 Preliminaries: Probability Tools
We state the Markov Inequality and the Azuma-Hoeffding Inequality, standard tools that we use.
Lemma 2.1 (Markov Inequality). If ϕ is a monotonically increasing non-negative function for the
non-negative reals, X is a random variable, a ≥ 0 and φ(a) > 0, then:
Pr [|X| ≥ a] ≤ E [ϕ(X)]
ϕ(a)
Lemma 2.2 (Hoeffding Inequality). Suppose {Xk : k = 0, 1, 2, . . . } is a martingale and |Xk −
Xk−1| ≤ ck. Then, for all positive integers N and all positive reals ǫ we have that:
Pr [XN −X0 ≥ ǫ] ≤ exp
(
− ǫ
2
2
∑N
k=1 c
2
k
)
Also, we use the in-expectation Lipschitz condition (1) to derive a high-probability, per-realization
version, which is the version directly used by our analysis. It is a simple corollary of the Azuma-
Hoeffding inequality, independent of the rest of the analysis.
Lemma 2.3 (Per-realization Lipschitz property). Consider any sequence (yt, y
′
t) ∈ A, t ∈ [T ],
such that the algorithm chooses (yt, y
′
t) before round t. Then for each round t and each δ > 0, with
probability at least 1− δ we have∑
τ∈[t]
gτ (yτ )−
∑
τ∈[t]
gτ (y
′
τ ) ≤ 2
√
2t ln(2/δ) +
∑
τ∈[t]
D(yτ , y′τ ). (6)
Proof. We define the following martingale: Yt =
∑
τ∈[t] gτ (yτ )−
∑
τ∈[t] E gτ (yτ ). Since gτ (·) ∈ [0, 1]:
|Yτ −Yτ+1| ≤ 1. From the Azuma-Hoeffding inequality this means that: Pr[|Yt| ≥
√
2t ln(2/δ)] ≤ δ.
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In other words, with probability at least 1− δ we have that:∣∣∣∣∣
t∑
τ=1
gτ (yτ )−
t∑
τ=1
E [gτ (yτ )]
∣∣∣∣∣ ≤√2t ln(2/δ) (7)
Similarly, we have that: ∣∣∣∣∣
t∑
τ=1
gτ (y
′
τ )−
t∑
τ=1
E
[
gτ (y
′
τ )
]∣∣∣∣∣ ≤√2t ln(2/δ) (8)
Combining Eq. (7) and Eq. (8) with Eq. (1) gives the result. 
3 The AdversarialZooming Algorithm
For ease of presentation, we develop the algorithm for the special case of d-dimensional unit cube,
(A,D) = ([0, 1]d, ℓ∞). Our algorithm partitions the action space into axis-parallel hypercubes.
More specifically, we consider a rooted directed tree, called the zooming tree, whose nodes corre-
spond to axis-parallel hypercubes in the action space. The root is A, and each node u has 2d
children that correspond to its quadrants. For notation, U is the set of all tree nodes, C(u) is the
set of all children of node u, and L(u) = maxx,y∈uD(x, y) is its diameter in the metric space; w.l.o.g.
L(·) ≤ 1.
On a high level, the algorithm operates as follows. We maintain a set At ⊂ U of tree nodes in
each round t, called active nodes, which partition the action space. We start with a single active
node, the root. After each round t, we may choose some node(s) u to “zoom in” on according to
the zoom-in rule, in which case we de-activate u and activate its children. We denote this decision
with zt(u) = 1{zoom in on u at round t}. In each round, we choose an active node Ut according to
the selection rule. Then, we choose a representative arm xt = reprt(Ut) ∈ Ut to play in this round.
The latter choice can depend on t, but not on the algorithm’s observations; the choice could be
randomized, e.g., we could choose uniformly at random from Ut.
The main novelty is in the zoom-in rule. However, presenting it requires some scaffolding: essentially,
we need to present the rest of the algorithm first. The selection rule builds on EXP3 [3], a standard
algorithm for adversarial bandits. We focus on EXP3.P, a variant that uses “optimistic” reward
estimates, the inverse propensity score (IPS) plus a “confidence term” (see (9)). This is because we
need a similar “confidence term” from the zooming rule to “play nicely” with the EXP3machinery. If
we never zoomed in and used the same parameters η = ηt for multiplicative update in each round t,
then our algorithm would essentially coincide with EXP3.P. Specifically, we maintain weights wt,η(u)
for each active node u and round t, and update them multiplicatively, as per (10). In each round t,
we define a probability distribution pt on the active nodes, proportionally to the weights wt,ηt . We
sample from this distribution, mixing in some low-probability uniform exploration.
We are ready to present the pseudocode (Algorithm 1). The algorithm has parameters βt, γt, ηt ∈
(0, 1/2] for each round t; we fix them later in the analysis as a function of t and |At|. Their
meaning is that βt drives the “confidence term”, γt is the probability of uniform exploration, and
ηt parameterizes the multiplicative update. To handle the changing parameters ηt, we use a trick
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from [11, 12]: conceptually, we maintain the weights wt,η for all values of η simultaneously, and plug
in η = ηt only when we compute distribution pt. Explicitly maintaining all these weights is clean
and mathematically well-defined, so this is what our pseudocode does, for ease of presentation.
Algorithm 1 AdversarialZooming
1: Parameters: βt, γt, ηt ∈ (0, 1/2] for each round t.
2: Variables: active nodes At ⊂ U , weights wt,η : U → (0,∞] ∀ round t, η ∈ (0, 1/2]
3: Initialization: w1(·) = 1 and A1 = {root} and β1 = γ1 = η1 = 1/2.
4: for t = 1, . . . , T do
5: pt ← {distribution pt over At, proportional to weights wt,ηt }.
6: Add uniform exploration: distribution πt(·)← ( 1− γt ) pt(·) + γt/|At| over At.
7: Select a node Ut ∼ πt(·), and then its representative: xt = repr(Ut). ⊲ selection rule
8: Observe the reward gt(xt) ∈ [0, 1].
9: for u ∈ At do
ĝt(u) =
gt(xt) · 1 {u = Ut}
πt(u)
+
(1 + 4 log T )βt
πt(u)
⊲ IPS + “confidence term” (9)
wt+1, η(u) = wt,η(u) · exp ( η · ĝt(u) ) , ∀η ∈ (0, 1/2] ⊲ multiplicative update (10)
10: if zt(u) = 1 then ⊲ zoom-in rule
11: At+1 ← At ∪ C(u) \ {u} ⊲ activate children of u, deactivate u
12: wt+1(v) = wt+1(u)/|C(u)| for all v ∈ C(u). ⊲ split the weight
For the subsequent developments, we need to carefully account for the ancestors of the currently
active nodes. Suppose node u is active in round t, and we are interested in some earlier round s ≤ t.
Exactly one ancestor of u in the zooming tree has been active then; we call it the active ancestor
of u and denote acts(u). If u itself was active in round s, we write acts(u) = u.
For computational efficiency, we do not explicitly perform the multiplicative update (10). Instead,
we recompute the weights wt, ηt from scratch in each round t, using the following characterization:
Lemma 3.1. Let Cprod(u) =
∏
v |C(v)|, where v ranges over all ancestors of node u in the zooming
tree (not including u itself). Then for all nodes u ∈ At, rounds t, and parameter values η ∈ (0, 1/2],
wt+1, η(u) = C−1prod(u) · exp
(
η
∑
τ∈[t] ĝτ (actτ (u))
)
. (11)
Remarks. We make no restriction on how many nodes u can be “zoomed-in” in any given round.
However, our analysis implies that we cannot immediately zoom in on any “newborn children”.
When we zoom in on a given node, we split its weight equally among its children. Maintaining the
total weight allows the multiplicative weights analysis to go through, and the equal split allows us
to conveniently represent the weights in Lemma 3.1 (which is essential in the multiplicative weights
analysis, too). An undesirable consequence is that we effectively endow each child with a copy of
the parent’s data; we deal with it in the analysis via Eq. (28).
The meaning of the confidence term in (9) is as follows. Define the total confidence term
conftott (u) := 1/βt +
∑
τ∈[t] βτ/πτ (actτ (u)). (12)
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Essentially, we upper-bound the cumulative gain from node u up to time t using
conftott (u) +
∑
τ∈[t] IPSt(actt(u)), where IPSt(u) := gt(xt) · 1 {u = Ut} /πt(u). (13)
The +4 log T term in (9) is needed to account for the ancestors later in the analysis; it would be
redundant if there were no zooming and the active node set were fixed throughout.
The Zoom-In Rule. Intuitively, we want to zoom in on a given node u when its per-round
sampling uncertainty gets smaller than its diameter L(u), in which case exploration at the level of
u is no longer productive. A natural way to express this is conftott (u) ≤ t ·L(u), which we call the
aggregate zoom-in rule. However, it does not suffice: we also need an instantaneous version which
asserts that the current sampling probability is large enough. Making this precise is somewhat
subtle. Essentially, we lower-bound conftott (u) as a sum of “instantaneous confidence terms”
confinstτ (u) := β˜τ + βτ/πτ (actτ (u)), τ ∈ [t], (14)
where β˜τ ∈ (0, 1/2] are new parameters. We require each such term to be at most L(u). In fact,
we require a stronger upper bound eL(u)− 1, which plugs in nicely into the multipliticative weights
argument, and implies an upper bound of L(u). Thus, the zoom-in rule is as follows:
zt(u) := 1
{
confinstt (u) ≤ eL(u) − 1
}
· 1{ conftott (u) ≤ t · L(u)} (15)
Parameters β˜τ must be well-defined for all τ ∈ [0, T ] and satisfy the following, for any rounds t < t′:{
β˜τ decreases in τ
}
and
{
β˜t ≥ βt
}
and
∫ t′
t β˜τ dτ ≤ 1βt′ −
1
βt
. (16)
We cannot obtain (16) with equality because parameters βt depend on |At|, and therefore are not
known exactly in advance, whereas each βτ , τ ∈ [T ] needs to be chosen in round τ .
3.1 Implementation: Multiplicative Update (Proof of Lemma 3.1)
We prove Lemma 3.1, which is required for a computationally efficient implementation of the
algorithm, and is used heavily throughout the analysis. We restate this lemma for completeness.
Lemma 3.1. Let Cprod(u) =
∏
v |C(v)|, where v ranges over all ancestors of node u in the zooming
tree (not including u itself). Then for all nodes u ∈ At, rounds t, and parameter values η ∈ (0, 1/2],
wt+1, η(u) = C−1prod(u) · exp
(
η
∑
τ∈[t] ĝτ (actτ (u))
)
. (11)
Proof. We prove the lemma by using induction on the zooming tree at round t + 1, specifically
on the path from node root from u. For the base case, if the set of active nodes at round t + 1
included only node root then from Eq. (10):
wt+1,η(root) = wt,η(root) exp (ηĝt(root)) = exp
η∑
τ∈[t]
ĝτ (root)

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so Eq. (11) holds, since Cprod(root) = 1, as root is the root node of the tree (i.e., it has no
ancestors). We next assume that the active node at round t + 1 is ξ and that Eq. (11) holds for
the zooming tree until node ξ, such that ξ = parent(u), i.e.,:
wt+1,η(ξ) =
1
Cprod(ξ) · exp
η∑
τ∈[t]
ĝτ (actτ (ξ))
 (17)
Next assume that the active node at round t+ 1 is node u. Then, from Eq. (11)
wt+1,η(u) = wt,η(u) exp (ηĝt(u)) = wt,η(actt(u)) exp (ηĝt(actt(u)))
since by definition for all the rounds τ ≤ t+1 during which u is active actτ (u) = u. By definition,
from round τ0(u) until round t+ 1 node u has not been zoomed-in. Hence, by the weight-update
rule for nodes that are not further zoomed-in we have that:
wt+1,η(u) = wτ0(u)−1,η(u) ·
t∏
τ=τ0(u)
exp (ηĝτ (actτ (u)))
= wτ0(u)−1,η(u) · exp
η t∑
τ=τ0(u)
ĝτ (actτ (u))
 (18)
Since τ0(u)−1 is the last round of ξ’s lifetime, it is the round that ξ got zoomed-in, and the weight
of u was initialized to be 1/|C(ξ)| the weight of ξ. Hence, Eq. (18) becomes:
wt+1,η(u) =
1
|C(ξ)|wτ1(ξ),η(ξ) · exp
η t∑
τ=τ0(u)
ĝτ (actτ (u))

But for the rounds where node ξ was active, Eq. (17) was true for node ξ. Since ξ = parent(u),
then actτ (ξ) = actτ (u),∀τ ≤ τ0(u). Hence, using Eq. (17) in the latter, we obtain:
wt+1,η(u) =
1
|C(ξ)| · Cprod(ξ) · exp
η ∑
τ∈[τ1(ξ)]
ĝτ (actτ (u))
 · exp
η t∑
τ=τ0(u)
ĝτ (actτ (u))

=
1
Cprod(u) · exp
η∑
τ∈[t]
ĝτ (actτ (u))

where for the penultimate equation, we used the definition of Cprod(u). 
4 Formal Statement of Results and Analysis Outline
4.1 Our Results in Full Generality
Running Time. The per-round running time of the algorithm is O˜ (T d/(d+2) ), where d = CovDim.
Indeed, given Lemma 3.1, in each round t of the algorithm we only need to compute the weight
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wt,η(·) for all active nodes and one specific η = ηt. This takes only O(1) time per node (since we
can maintain the total estimated reward
∑
τ∈[t] ĝτ (actτ (u)) separately). So, the per-round running
time is O(|AT |), which is at most O˜
(
T d/(d+2)
)
, as we prove in Lemma 5.15.
Regret Bounds. Our regret bounds are broken into three steps. First, the “raw” regret bound
in terms of the algorithm’s parameters, with explicit assumptions thereon. Second, we tune the
parameters and derive the “intermediate” regret bound of the form O˜(√T |AT |). Third, we derive
the “final” regret bound where |AT | is upper-bounded in terms of the adversarial zooming dimension.
For ease of presentation, we use failure probability δ = T−2; an arbitrary, known δ > 0 would
incur with only logarithmic dependence on 1/δ. The precise definition of an ε-optimal arm (in
the definition of AdvZoomDim) is that AdvGapt(·) < 6 ε ·
√
ln(T ) · ln(T + Cdbl) for some end-time
t > ε−2/9.
Theorem 4.1. Assume the sequences {ηt} and {βt} are decreasing in t, and satisfy
ηt ≤ βt ≤ γt/|At| and ηt ( 1 + βt(1 + 4 log T ) ) ≤ γt/|At|. (19)
With probability at least 1− T−2, AdversarialZooming satisfies
R(T ) ≤ O(lnT )
(√
T/ ln T +
1
βT
+
ln (Cdbl · |AT | )
ηT
+
∑
t∈[T ] βt + γt lnT
)
(20)
≤ O
(√
T |AT |
)
· ln2(T )
√
ln (T |AT | ) ln (Cdbl |AT | ) (tuning the parameters) (21)
≤ O
(
T
d+1
d+2
)
·
(
( γ Cdbl lnT )
1/(d+2) ln4(T )
√
ln(T Cdbl)
)
, (22)
where d = AdvZoomDim with any given multiplier γ > 0.
The parameter values as tuned in Theorem 4.1 are as follows:
βt = β˜t = ηt =
√
2 ln (|At| · T/δ) ln (Cdbl · |At|)
t |At| ,
γt = (2 + 4 log T ) |At| · βt. (23)
Remark 4.1. We can relax the definition of AdvZoomDim so that (4) needs to hold only for scales
ε smaller than some threshold θ. Then we obtain the regret bound in (22) plus O˜
(√
T θ−CovDim
)
.
To recover the regret bound from prior work on stochastic rewards, we argue that AdvZoomDim ≤
ZoomDim. This argument has nothing to do with our algorithm.
Lemma 4.1. Consider Lipschitz bandits with stochastic rewards. Then AdvZoomDim with any given
multiplier γ > 0 is upper-bounded by ZoomDim with multiplier γ · (O(log T ))ZoomDim.
Application to Adversarial Dynamic Pricing. According to the problem statement, we have
a bandit problem with action set A = [0, 1] and a one-sided Lipschitz condition
gt(x)− gt(x′) ≥ x′ − x for any prices x, x′ ∈ [0, 1] with x < x′. (24)
This condition holds because selling at a given price implies selling at any lower price. We specialize
the algorithm slightly: the representative arm reprt(u) is defined as the lowest point of the price
interval that node u corresponds to. We observe that our analysis uses the Lipschitz condition only
through a specific corollary (33), and derive this corollary from (24). We obtain:
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Corollary 4.1. For adversarial dynamic pricing, Theorem 4.1 holds without Lipschitz condition
(1).
4.2 Regret Analysis (Outline)
We outline the key steps and the proof structure; the lengthy details are in the next section. For
ease of presentation, we focus on the d-dimensional unit cube (A,D) = ([0, 1]d, ℓ∞).
We start with some formalities. First, we posit a representative arm reprt(u) ∈ u for each tree
node u and each round t, so that xt = reprt(Ut). W.l.o.g., all representative arms are chosen
before round 1. Now we can endow u with rewards gt(u) := gt(reprt(u)). Second, let x
⋆
S(u) ∈
argmaxx∈u
∑
t∈S gt(x) be the best arm in u over the set S of rounds (ties broken arbitrarily). Let
x⋆S = x
⋆
S(A) be the best arm over S, overall. Let u⋆t be the active node at round t which contains
x⋆[t].
Part I: Properties of the Zoom-In Rule. This part depends on the zoom-in rule, but not on
the selection rule, i.e., it works no matter how distribution πt is chosen. First, the zoom-in rule
ensures that all active nodes satisfy the following property, called the zooming invariant :
conftott (u) ≥ (t− 1) · L(u) if node u is active in round t (25)
It is proved by induction on t, using the fact that when a node does not get zoomed-in, this is
because either instantaneous or the aggregate zoom-in rule does not apply.
Let us characterize the lifespan of node u: the time interval [τ0(u), τ1(u)] during which the node is
active. We lower-bound the deactivation time, using the instantaneous zoom-in rule:
node u is zoomed-in ⇒ τ1(u) ≥ 1/L(u). (26)
It follows that only nodes of diameter L(·) ≥ 1/2T can be activated. Next, we show that a node’s
deactivation time is (approx.) at least twice as the parent’s:
node u is zoomed-in ⇒ τ1(u) ≥ 2 τ1(parent(u))− 2. (27)
We use this to argue that a node’s own datapoints eventually drown out those inherited from the
parent when the node was activated. Specifically:
node u is active at time t ⇒ 1t
∑
τ∈[t] L(actτ (u)) ≤ 4 log(T ) · L(u). (28)
Next, we prove that the total probability mass spent on a zoomed-in node must be large:
node u is zoomed-in ⇒ M(u) :=∑τ1(u)τ=τ0(u) πτ (u) ≥ 19L2(u) (29)
This statement is essential for bounding the number of active nodes in Part IV. To prove it, we
apply both the zooming invariant (25) and the (aggregate) zooming rule. Finally, the instantaneous
zoom-in rule implies that the zoomed-in node is chosen with large probability:
node u is zoomed-in at round t ⇒ πt(u)/πt(u⋆t ) ≥ β2t /eL(u). (30)
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Part II: Multiplicative Weights. This part depends on the selection rule, but not on the
zooming rule: it works regardless of how zt(u) is defined. We analyze the following potential
function: Φt(η) =
(
1
|At|
∑
u∈At
wt+1,η(u)
)1/η
, where wt+1,η(u) is given by (11), with Φ0(·) = 1.
We upper- and the lower-bound the telescoping product
Q := ln
(
ΦT (ηT )
Φ0(η0)
)
= ln
(
T∏
t=1
Φt(ηt)
Φt−1(ηt−1)
)
=
∑
t∈[T ]
Qt, where Qt = ln
(
Φt(ηt)
Φt−1(ηt−1)
)
.
We lower-bound Q in terms of the “best node” u⋆T , accounting for the ancestors via Cprod(·):
Q ≥∑t∈[T ] ĝt(actt(u⋆T ))− ln (|AT | · Cprod(u⋆T )) /ηT . (31)
For the upper bound, we focus on the Qt terms. We transition from potential Φt−1(ηt) to Φt(ηt) in
two steps: first, the weights of all currently active nodes get updated, and then we zoom-in on the
appropriate nodes. The former is handled using standard techniques, and the latter relies on the
fact that the weights are preserved. We obtain:
Q ≤∑t∈[T ] gt(xt) +∑t∈[T ]O(lnT ) ( γt + βt∑u∈At ĝt(u) ) . (32)
Part III: from Estimated to Realized Rewards. We argue about realized rewards, with
probability (sat) at least 1 − T−2. We bring in two more pieces of the overall puzzle: a Lipschitz
property and a concentration bound for IPS estimators. If node u is active at time t, then∑
τ∈[t] gτ (x
⋆
[t](u)) −
∑
τ∈[t] L(actτ (u)) − 2
√
2t ln(2/δ) ≤∑τ∈[t] gτ (actτ (u)). (33)
(We only use Lipschitzness through (33).) For any subsets A′τ ⊆ Aτ , τ ∈ [T ] it holds that:∣∣∣∑τ∈[t], u∈A′τ gτ (u)− IPSτ (u)∣∣∣ ≤ O(lnT )/βt +∑τ∈[t], u∈A′τ βτ/πτ (u). (34)
The analysis of EXP3.P derives a special case of (34) with A′τ = {u} in all rounds τ . The stronger
version relies on negative association between random variables ĝτ (u), u ∈ A′τ .
Putting these two properties together, we relate estimates ĝt(u) with the actual gains gt(u). First,
we argue that we do not over -estimate by too much: fixing round t,∑
τ∈[t], u∈A′τ
βτ ( ĝτ (u)− gτ (u) ) ≤ O(lnT )
(
1 +
∑
τ∈[t] βτ |A′τ |
)
. (35)
This holds for any subsets A′τ ⊂ Aτ , τ ∈ [t] which only contain ancestors of the nodes in A′t.
Second, we need a stronger version for a singleton node u, one with L(u) on the right-hand side. If
node u is zoomed-in in round t, then for each arm y ∈ u we have:∑
τ∈[t] ĝτ (actτ (u))− gτ (y) ≤ O
(
L(u) · t ln(T ) +√t lnT + (lnT )/βt
)
. (36)
Third, we argue that the estimates ĝt(u) form an approximate upper bound. We only need this
property for singleton nodes: for each node u which is active at round t, we have∑
τ∈[t] ĝτ (actτ (u)) − gτ
(
x⋆[t](u)
)
≥ −O
(√
t lnT + (ln T )/βt
)
. (37)
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To prove (37), we also invoke the zooming invariant (25) and the bound (28) on inherited diameters.
Using these lemmas in conjunction with the upper/lower bounds of Q we can derive the “raw”
regret bound (20), and subsequently the “tuned” version (21).
Part IV: the Final Regret Bound. We bound |AT | to derive the final regret bound in The-
orem 4.1. First, use the probability mass bound (29) to bound |AT | in the worst case. We use
an “adversarial activation” argument: given the rewards, what would an adversary do to activate
as many nodes as possible, if it were only constrained by (29)? The adversary would go through
the nodes in the order of decreasing diameter L(·), and activate them until the total probability
mass exceeds T . The number of active nodes with diameter L(u) ∈ [ε, 2ε], denoted Nact(ε), is
upper-bounded via CovDim.
Second, we bound AdvGapt(·). Plugging probabilities πt into (30), bound the “estimated gap”,∑
τ∈[t] ĝτ (actτ (u
⋆
t ))−
∑
τ∈[t] ĝτ (actτ (u)) ≤ ln
(
9Cprod(u⋆t )
Cprod(u)·β2t
)
/ηt. (38)
for a node u which is zoomed-in at round t. To translate this to the actual AdvGapt(u), we bring
in the machinery from Part III and the worst-case bound on |AT | derived above.
AdvGapt(u) ≤ L(u) · O
(√
lnT · ln(T + Cdbl)
)
. (39)
We can now upper-bound Nact(ε) via AdvZoomDim rather than CovDim. With this, we run another
“adversarial activation” argument to upper-bound |AT | in terms of AdvZoomDim.
5 Regret Analysis (Details)
We analyze AdversarialZooming and prove the main theorem (Theorem 4.1). We follow the
proof sketch in Section 4.2, with subsections corresponding to the “parts” of the proof sketch.
We present the analysis with an explicit failure probability δ > 0, so that everything works with
probability at least 1−O(δ). While Theorem 4.1 makes one blanket assumption on the parameters,
we explicitly spell out which assumptions are needed for which lemma.
5.1 Properties of the Zoom-In Rule
This part of the analysis depends on the zoom-in rule, but not on the selection rule, i.e., it works
no matter how distribution πt is chosen.
We start by defining the zooming invariant which holds for all active nodes. The zooming invari-
ant is a property of the confidence that we have on the currently active nodes, and it is proved
inductively using the fact that when a node does not get zoomed-in, then either the instantaneous
or the aggregate rules are not satisfied (Eq. (15)).
Lemma 5.1 (Zooming Invariant). If node u is active at round t, then: conftott (u) ≥ (t− 1) ·L(u).
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Proof. Since u is active at round t then t ∈ [τ0(u), τ1(u)]. We first focus on rounds where zτ (·) = 0.
Since for all rounds τ ∈ [τ0(u), τ1(u)) node u was not zoomed-in, it must have been because either
the instantaneous or the aggregate rules (Eq. (15)) were not true. Assume first that the aggregate
rule was not satisfied for rounds τ ∈ [τ0(u), t1] such that t1 ≤ t. In other words, from Eq. (15) we
have that:
t1∑
τ=1
βτ
πτ (actτ (u))
+
1
βt1
≥ t1 · L(u) (40)
Note that if t1 = t, then the lemma follows directly. Let t2 ≥ t1 + 1 be the round such that for all
rounds τ ∈ [t1 + 1, t2] the aggregate rule does hold, but the instantaneous does not. Hence, for all
such rounds it holds that:
βτ
πτ (u)
+ β˜τ ≥ eL(u) − 1 ≥ L(u) (41)
where the last inequality is due to the property that ex−1 ≥ x. Summing up both sides of Eq. (41)
for all rounds τ ∈ [t1 + 1, t2] we get that:
t2∑
τ=t1+1
βτ
πτ (u)
+
t2∑
τ=t1+1
β˜τ ≥
t2∑
τ=t1+1
L(u) (42)
Since β˜t is positive:
∑t2
τ=t1+1
β˜t ≤
∑t2
τ=t1
β˜t, and by the assumption on β˜t (Eq. (16)) we can relax
the left hand side of Eq. (42) and obtain:
t2∑
τ=t1+1
βτ
πτ (u)
+
1
βt2
− 1
βt1
≥ (t2 − t1)L(u) (43)
Note that for all rounds τ ∈ [τ0(u), τ1(u)]: actτ (u) = u. As a result, summing up Eq. (40) and
Eq. (43) we have that:
t2∑
τ=1
βτ
πτ (actτ (u))
+
1
βt2
≥ t2 · L(u)
Applying the same arguments for all rounds τ ∈ [1, t] we have that:
t∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(u)−1
≥ tL(u) (44)
which completes our proof if t ≤ τ1(u)− 1. In order to complete the proof we show what happens
for the case that t = τ1(u). Note that when node u gets zoomed-in at round τ1(u), both the
instantaneous and the aggregate rules hold (and zτ (u) = 1). So we have that:
τ1(u)∑
τ=1
βτ
πτ (u)
+
1
βτ1(u)
≥
τ1(u)−1∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(u)
(βτ , πτ (·) > 0)
≥
τ1(u)−1∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(u)−1
(βτ ≤ βτ−1)
≥ (τ1(u)− 1)L(u) (Eq. (44))
This concludes our proof. 
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We define the inherited τ -diameter as: b(u) = τ1(u) · L(u), i.e., inherited τ -diameter is the upper
bound on the “total bias” suffered when we are at node u. The next lemma shows that the zooming
tree cannot grow arbitrarily large as time goes by, by bounding the de-activation time of a node u
with the inverse of its diameter (Eq. (26)); in fact, we show that the height of the zooming tree at
any node u, denoted by h(u), cannot be larger than log T .
Lemma 5.2 (Bound on Height of Node). Assume that β˜τ ≥ βτ ,∀τ and that βτ ≥ 1/τ . Then, if node
u gets de-activated at round τ1(u), it holds that b(u) ≥ 1 and as a result, h(u) ≤ log(τ1(u)) ≤ log T .
Proof. From the instantaneous rule in Eq. (15) for zt(u) we have that if we zoom-in at a node u at
round τ1(u) the following must be true:
βτ1(u)
πt(u)
+ β˜τ1(u) ≤ eL(u) − 1⇔ πτ1(u)(u) ≥
βτ1(u)
eL(u) − 1− β˜τ1(u)
(45)
Because of the fact that πτ (·) is a valid probability distribution: πτ (v) ≤ 1,∀v ∈ At. This imposes
the following restriction on the right hand side of Eq. (59):
L(u) ≥ ln
(
βτ1(u) + β˜τ1(u) + 1
)
≥ ln (2βτ1(u) + 1)
≥ 2βτ1(u)
2βτ1(u) + 1
=
1
1 + 12βτ1(u)
(ln(1 + x) ≥ xx+1 , x ≥ −1)
≥ 1
τ1(u)
(46)
where the last inequality is due to the fact that βτ ≥ 1/τ,∀τ according to the assumptions of the
lemma. Thus, b(u) ≥ 1. Since every time that a node gets zoomed-in its diameter gets halved, we
have that if node u is found at height h(u), then: L(u) = L(u0)2
−h(u) = 2−h(u) because L(u0) = 1.
Substituting this to Eq. (46) and taking logarithms we get that h(u) ≤ log(τ1(u)) ≤ log T . 
Adding up to the point made earlier (i.e., that the action tree cannot grow arbitrarily large), in
the next lemma we show that the lifespan of any node is strongly correlated with the lifespan of its
ancestors. To be more precise, we show that the de-activation time of a node u is (approximately)
at least twice larger than its activation (Eq. (27)). An important implication of this is that once a
node u gets zoomed in at a round t then it will not be possible to immediately zoom-in on any of
its children, as we remarked on Section 3.
Lemma 5.3 (Lifespan of Node Compared to Ancestors). Let {βt}Tt=1 be a non-increasing sequence.
Then, if u gets de-activated at round τ1(u), it holds that τ1(u) ≥ 2τ1(ξ)− 2, where ξ is u’s parent.
Proof. Since ξ is u’s parent, then the two nodes share the same ancestry tree. Hence, ∀τ ∈ [1, τ1(ξ)] :
actτ (ξ) = actτ (u) and ∀τ ∈ [τ0(u), τ1(u)] : actτ (u) = u. For all rounds τ ∈ [τ0(ξ), τ1(ξ)] the
zooming invariant holds for node ξ. Hence, for t = τ1(ξ) and using the notation b(ξ) = τ1(ξ)L(ξ):
τ1(ξ)∑
τ=1
βτ
πτ (actτ (ξ))
+
1
βτ1(ξ)
≥ b(ξ)− L(ξ)
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Since the sequence {βt}Tt=1 is (by assumption) non-increasing and τ1(u) ≥ τ1(ξ) we can relax the
left hand side of the above inequality and get:
τ1(ξ)∑
τ=1
βτ
πτ (actτ (ξ))
+
1
βτ1(u)
≥ b(ξ)− L(ξ) (47)
By definition, on round τ1(u) we decided to zoom-in, hence, the aggregate component of the zoom-in
rule was true:
b(u) ≥
τ1(u)∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(u)
=
τ1(ξ)∑
τ=1
βτ
πτ (actτ (u))
+
τ1(u)∑
τ=τ0(u)
βτ
πτ (actτ (u))
+
1
βτ1(u)
=
τ1(ξ)∑
τ=1
βτ
πτ (actτ (ξ))
+
τ1(u)∑
τ=τ0(u)
βτ
πτ (actτ (u))
+
1
βτ1(u)
(actτ (ξ) = actτ (u),∀τ ≤ τ1(ξ))
≥ b(ξ)− L(ξ)− 1
βτ1(ξ)
+
τ1(u)∑
τ=τ0(u)
βτ
πτ (actτ (u))
+
1
βτ1(u)
(zooming invariant for node ξ)
≥ b(ξ)− L(ξ) +
τ1(u)∑
τ=τ0(u)
β˜τ +
τ1(u)∑
τ=τ0(u)
βτ
πτ (actτ (u))
(assumption on β˜t)
≥ b(ξ)− L(ξ) +
τ1(u)∑
τ=τ0(u)
β˜τ +
τ1(u)∑
τ=τ0(u)
βτ (πt(·) ≤ 1)
≥ b(ξ)− L(ξ) (48)
where the last inequality is due to the fact that βτ > 0,∀τ . To complete the proof, we use the
definition of b(·) along with the fact that L(ξ) = 2L(u) (since every time that a node gets de-
activated its diameter gets halved) in Eq. (48). 
Next, we analyze the total inherited diameter of a node u in round t, defined as
∑
τ∈[t] L(actτ (u)).
We relate it to the “total bias”, as expressed by the node’s diameter, that the Lipschitz condition
would have imposed on this node had it been active from round 1 (this is Eq. (28) in Section 4.2).
Lemma 5.4 (Inherited Bias Bound). For a node u that is active at round t, the total inherited
diameter that it has suffered is upper bounded by:
∑
τ∈[t] L(actτ (u)) ≤ 4t log(T )L(u).
Proof. We first prove that for any node u it holds that
τ1(u) ≥ 2h(u) (τ1(u)− 2) (49)
where u′ is any node in the path from root to node u. Indeed, from Lemma 5.3 and denoting by
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vi, i = {1, . . . , h(u)}, v0 = root the path from root to u we have that:
τ1(u) ≥ 2(τ1(vh(u)−1)− 1) (Lemma 5.3 for node u)
≥ 2(2(τ1(vh(u)−2)− 1)− 1) (Lemma 5.3 for node vh(u)−1)
≥ 2(2(2(τ1(vh(u)−3)− 1)− 1)− 1) (Lemma 5.3 for node vh(u)−2)
= 2h(u)−h(vj )τ1(vj)− (1 + 2 + 4 + . . . )
= 2h(u)−h(vj )τ1(vj)− 2h(u)−h(vj )+1
= 2h(u)−h(u
′)
(
τ1(u
′)− 2)
For the ease of notation we denote node vh(u)−1 as node ξ. Then, by the definition of total inherited
diameter it holds that:
t∑
τ=1
L(actτ (u)) = τ1(v0)L(v0) + (τ1(v1)− τ0(v1) + 1)L(v1) + · · ·+ (t− τ0(u) + 1) · L(u)
= τ1(v0)L(v0) + (τ1(v1)− τ1(v0))L(v1) + · · · + (t− τ1(ξ)) · L(u)
= [τ1(v0) (L(v0)− L(v1)) + τ1(v1) (L(v1)− L(v2)) + · · · ] + tL(u)
=
[
τ1(v0)
L(v0)
2
+ τ1(v1)
L(v1)
2
+ · · ·
]
+ tL(u)
=
1
2
[τ1(v0)L(v0) + τ1(v1)L(v1) + · · · ] + tL(u)
=
1
2
[
τ1(v0) · 2h(ξ) · L(ξ) + τ1(v1) · 2h(ξ)−1 · L(ξ) + · · ·
]
+ tL(u)
≤ 1
2
[τ1(ξ) · L(ξ) · h(ξ) + L(ξ) (2 + 4 + 8 · · · )] + tL(u) (Eq. (49))
≤ tL(u)h(u) + 2L(u) · 2h(ξ)+1 + tL(u) (L(ξ) = 2L(u) and geometric series)
≤ 2tL(u)h(u) + 2L(u) · 2h(u) (50)
where the first equality is due to the fact that τ1(vj)+1 = τ0(vj+1) and the fourth and fifth equalities
is due to the fact that every time that we zoom-in the diameter of the parent node gets halved.
From Lemma (5.2) we have that h(u) ≤ log T , and hence Eq. (50) becomes: ∑tτ=1 L(actτ (u)) ≤
4tL(u) log T . 
The next lemma shows that the probability mass that has been spent on a node from the round
it gets activated until the round it gets de-activated is inversely proportional to the square of
the diameter of the node (Eq. (29)). This property will be very important for arguing about the
adversarial zooming dimension.
Lemma 5.5 (Probability Mass Spent on A Node). For a node u that gets de-activated at round
τ1(u), the probability mass spent on it from its activation time until its de-activation, M(u), is:
M(u) =
τ1(u)∑
τ=τ0(u)
πτ (u) ≥ 1
9L2(u)
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Proof. Let node ξ be node u’s parent. Since at round τ = τ1(u) we zoom-in on node u then, from
the aggregate zoom-in rule it holds that:
τ1(ξ)∑
τ=1
βτ
πτ (actτ (u))
+
τ1(u)∑
τ=τ0(u)
βτ
πτ (u)
+
1
βτ1(u)
=
τ1(u)∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(u)
≤ b(u) (51)
where the first equality is due to the fact that for rounds τ ∈ [τ0(u), τ1(u)]: actτ (u) = u. Since
nodes u and ξ share the same ancestors, for all rounds τ ≤ τ1(ξ) it holds that: actτ (u) = actτ (ξ),
and Eq. (51) can be rewritten as:
τ1(ξ)∑
τ=1
βτ
πτ (actτ (ξ))
+
τ1(u)∑
τ=τ0(u)
βτ
πτ (u)
+
1
βτ1(u)
≤ b(u) (52)
From the zooming invariant (Lemma 5.1) for round τ1(ξ) we have that:
τ1(ξ)∑
τ=1
βτ
πτ (actτ (ξ))
≥ b(ξ)− L(ξ)− 1
βτ1(ξ)
Substituting the latter to Eq. (52) we get that:
τ1(u)∑
τ=τ0(u)
βτ
πτ (u)
+
1
βτ1(u)
− 1
βτ1(ξ)
≤ b(u)− b(ξ) + L(ξ) (53)
Since the sequence of βτ ’s in non-increasing and τ1(ξ) ≤ τ1(u), then 1/βτ1(u) − 1/βτ1(ξ) ≥ 0 and
also βτ ≥ βτ1(u),∀τ ≤ τ1(u), so Eq. (53) becomes:
βτ1(u) ·
τ1(u)∑
τ=τ0(u)
1
πτ (u)
≤ b(u)− b(ξ) + L(ξ) (54)
From the properties of the harmonic mean it holds that n∑t
i=1 x
−1
i
≤ 1n
∑n
i=1 xi and the above can
be relaxed to:
βτ1(u) · (τ1(u)− τ1(ξ))2 ·
1
M(u) ≤ b(u)− b(ξ) + L(ξ) (55)
At round τ1(ξ), the aggregate rule holds for node ξ, so:
τ1(ξ)∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(ξ)
≤ b(ξ) (56)
Since
∑τ1(ξ)
τ=1
βτ
πτ (actτ (u))
≥ 0 the left hand side of the above becomes: 1βτ1(ξ) ≤ b(ξ). Since the
sequence of βτ ’s is non-increasing: βτ ≤ β1 ≤ 1/2 thus we have: b(ξ) ≥ 2 ≥ L(ξ),∀ξ. This implies
that the right hand side of Eq. (55) can be relaxed and so:
βτ1(u) · (τ1(u)− τ1(ξ))2 ·
1
M(u) ≤ b(u) (57)
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From Lemma (5.3), we have that τ1(u) ≥ 2(τ1(ξ)− 1) and it also holds that τ1(u)/2− 1 ≥ τ1(u)/3.
Combining this with Eq. (57) we have that:
βτ1(u) · τ1(u)
9 ·M(u) ≤ L(u)⇔M(u) ≥
βτ1(u) · τ1(u)
9L(u)
(58)
In the next step, we will show that τ1(u) · βτ1(u) ≥ 1/L(u). At round τ1(u) node u gets zoomed-in,
so the aggregate zoom-in rule holds for node u:
b(u) = τ1(u) · L(u) ≥
τ1(u)∑
τ=1
βτ
πτ (actτ (u))
+
1
βτ1(u)
≥ 1
βτ1(u)
(βτ , πτ (·) > 0)
As a result, τ1(u) · βτ1(u) ≥ 1/L(u) and Eq. (58) becomes:
M(u) ≥ 1
9L2(u)
This concludes our proof. 
Another important property of the zoom-in rule (and to be more precise, of its instantaneous
component) is that when AdversarialZooming zooms-in on a node u, then, the probability
πt(u) on this node is large (Eq. (30)). Formally, this is stated below.
Lemma 5.6 (Probability of Zoomed-In Node). If node u gets zoomed-in at round t, then:
βt
πt(u)
+ β˜t ≤ eL(u) − 1⇔ πt(u) ≥ βt
eL(u)
(59)
Note here that relaxing the right hand side of Eq. (59) using the two facts that βt ≥ β2t and
1 ≥ πt(u⋆t ) gives the stated form of Eq. (30).
Proof. From the instantaneous zoom-in rule for node u we have that if we zoom-in at a node u at
round t the following must be true:
βt
πt(u)
+ β˜t ≤ eL(u) − 1⇔ πt(u) ≥ βt
eL(u) − 1− β˜t
≥ βt
eL(u)

5.2 Properties of the Selection Rule
This part of the analysis depends on the selection rule in the algorithm, but not on the zoom-in rule.
Specifically, it works regardless of how zt(u) is defined in Line 10 of the algorithm. We consider the
multiplicative weights update, as defined in (10) and (11), and derive a lemma which corresponds
to Eq. (31) and Eq. (32) in Section 4.2. The proof encompasses the standard multiplicative-weights
arguments, with several key modifications due to zooming.
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Lemma 5.7. Assume the sequences {ηt} and {βt} are decreasing in t, and satisfy
ηt ≤ βt ≤ γt/|At| and ηt ( 1 + βt(1 + 4 log T ) ) ≤ γt/|At|. (60)
Then, the following inequality holds:∑
t∈[T ]
ĝt(actt(u
⋆
T ))−
∑
t∈[T ]
gt(xt) ≤
ln
(|AT | · Cprod(u⋆T ))
ηT
+ 4(1 + log T )
∑
t∈[T ]
γt+
+ 2
∑
t∈[T ]
ηt(1 + (1 + 4 log T )βt)
∑
u∈At
ĝt(u)
Proof. We use the following potential function:
Φt(η) =
(
1
|At|
∑
u∈At
1
Cprod(u) · exp
(
η
t∑
τ=1
ĝτ (actτ (u))
))1/η
, Φ0(η) = 1,∀η (61)
where Φ0(·) = 1 since at round 0 there is only one active node (the root with h(root) = 0) and the
estimator of the cumulative reward is initialized to 0. We next upper and lower bound the quantity
Q = ln
(
ΦT (ηT )
Φ0(η0)
)
= ln
(
T∏
t=1
Φt(ηt)
Φt−1(ηt−1)
)
=
T∑
t=1
ln
(
Φt(ηt)
Φt−1(ηt−1)
)
︸ ︷︷ ︸
Qt
(62)
Expanding Q we get:
ln
(
ΦT (ηT )
Φ0(η0)
)
=
1
ηT
ln
 1
|AT |
∑
u∈AT
1
Cprod(u) · exp
(
ηT
T∑
t=1
ĝt(actt(u))
)− ln (Φ0(η0))
=
1
ηT
ln
 1
|AT |
∑
u∈AT
1
Cprod(u) · exp
(
ηT
T∑
t=1
ĝt(actt(u))
) (Φ0(·) = 1)
≥ 1
ηT
ln
(
1
|AT | ·
1
Cprod(u) · exp
(
ηT
T∑
t=1
ĝt(actt (u
⋆
T ))
))
(ex > 0)
=
1
ηT
ln
(
exp
(
ηT
T∑
t=1
ĝt(actt(u
⋆
T ))
))
− ln
(|AT | · Cprod(u⋆T ))
ηT
=
T∑
t=1
ĝt(actt(u
⋆
T ))−
ln
(|AT | · Cprod(u⋆T ))
ηT
(63)
For the upper bound we first focus on quantity Qt from Eq. (61), and we start by breaking Qt into
the following parts:
Qt = ln
(
Φt(ηt)
Φt−1(ηt−1)
)
= ln
(
Φt(ηt)
Φt−1(ηt)
· Φt−1(ηt)
Φt−1(ηt−1)
)
= ln
(
Φt(ηt)
Φt−1(ηt)
)
︸ ︷︷ ︸
Q̂t
+ ln
(
Φt−1(ηt)
Φt−1(ηt−1)
)
︸ ︷︷ ︸
Q˜t
(64)
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We define the auxiliary function f(η) = ln (Φt−1(η)) and prove that f
′(η) ≥ 0, hence the function
is increasing is η. Since ηt−1 ≥ ηt, this implies that quantity Q˜t is negative for all t ∈ [T ]. For the
ease of notation of this part we denote by Ĝt(u) the quantity
∑t
τ=1 gτ (actτ (u)). For the derivative
of function f(η) we have:
f ′(η) = − 1
η2
ln
 1
|At−1|
∑
u∈At−1
1
Cprod(u) exp
(
ηĜt(u)
)
+
1
η
∑
u∈At−1
1
Cprod(u)
Ĝt(u) exp
(
ηĜt(u)
)
∑
u∈At−1
1
Cprod(u)
exp
(
ηĜt(u)
)
=
1
η2
1∑
u∈At−1
1
Cprod(u)
exp
(
ηĜt(u)
) ∑
u∈At−1
1
Cprod(u) exp
(
ηĜt(u)
)
·
·
ηĜt(u)− ln
 1
|At−1|
∑
u∈At−1
1
Cprod(u) exp
(
ηĜt(u)
)
≥ 1
η2
1∑
u∈At−1
1
Cprod(u)
exp
(
ηĜt(u)
) ∑
u∈At−1
1
Cprod(u) exp
(
ηĜt(u)
)
·
·
ηĜt(u)− ln
Cprod(u)
|At−1|
∑
u∈At−1
1
Cprod(u) exp
(
ηĜt(u)
) (65)
where the last inequality is due to the fact that Cprod(u) ≥ 1,∀u. We define now the following two
probability distributions:
D1(u) =
1
Cprod(u)
exp
(
ηĜt(u)
)
∑
u′∈At−1
1
Cprod(u′)
exp
(
ηĜt(u′)
)
D2(u) =
1
|At−1|
Then, the right hand side of Eq. (65) is the KL-divergence from D2 to D1. Because the KL-
divergence is a non-negative quantity, f ′(η) ≥ 0, as desired.
We turn our attention to term Q̂t now and we break the process of transitioning from potential
Φt−1(ηt) to Φt(ηt) into two steps. In the first step, the potential gets updated to be Φ
I
t (ηt)
3, where
the weights of all active nodes u ∈ At−1 get updated according to the ĝt(u) estimator. In the
second step, the zoom-in happens and the potential transitions from ΦIt (ηt) to Φt(ηt). Note that
since |At−1| ≤ |At| and for all children v of u:
∑
v∈C(u) wt+1(v) = wt+1(u) (and similarly for the
probability of the children nodes) we have that, irrespective of whether we zoom-in on node u or
3
I stands for “intermediate”
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not, ΦIt+1(ηt) = Φt+1(ηt). Hence,
Q̂t = ln
(
Φt(ηt)
ΦIt (ηt)
· Φ
I
t (ηt)
Φt−1(ηt)
)
= ln
(
Φt(ηt)
ΦIt (ηt)
)
+ ln
(
ΦIt (ηt)
Φt−1(ηt)
)
= ln
(
ΦIt (ηt)
Φt−1(ηt)
)
(Φt(ηt) = Φ
I
t (ηt))
=
1
ηt
· ln
(
1
|At|
·∑u∈At wt(actt(u), ηt) · exp (ηtĝt(actt(u)))
1
|At|
Wt(ηt)
)
(Lemma 3.1)
=
1
ηt
ln
(∑
u∈At
pt(actt(u)) · exp (ηtĝt(actt(u))
)
=
1
ηt
ln
(∑
u∈At
pt(u) · exp (ηtĝt(u))
)
(66)
where the last equality comes from the fact that by definition actt(u) = u for all the rounds t that
u was active.
Next we show that choosing βt, γt and ηt according to the assumptions of the lemma, we have that
ηtĝt(actt(u)) ≤ 1. Indeed,
ηtĝt(u) = ηt · gt(xt)1 {u = Ut}+ (1 + 4 log T )βt
πt(u)
(by definition of ĝt(·))
≤ ηt · 1 + (1 + 4 log T )βt
πt(u)
(gt(·) ∈ [0, 1])
≤ ηt(1 + (1 + 4 log T )βt) · |At|
γt
(πt(u) ≥ γt/|At|)
≤ 1 (assumptions of Lemma)
Since ηtĝt(u) ≤ 1, then we can use inequality ex ≤ 1 + x + x2 for x ≤ 1 in Eq. (66) and we have
that:
Q̂t ≤ 1
ηt
(
ln
(∑
u∈At
pt(u)
(
1 + ηtĝt(u) + η
2
t ĝ
2
t (u)
)))
=
1
ηt
(
ln
(
1 + ηt
∑
u∈At
pt(u)ĝt(u) + η
2
t
∑
u∈At
pt(u)ĝ
2
t (u)
))
(
∑
u∈At
pt(u) = 1)
≤
∑
u∈At
pt(u)ĝt(u) + ηt
∑
u∈At
pt(u)ĝ
2
t (u) (ln(1 + x) ≤ x, x ≥ 0)
≤ 1
1− γt
∑
u∈At
πt(u)ĝt(u) +
ηt
1− γt
∑
u∈At
πt(u)ĝ
2
t (u) (67)
where the last inequality uses the fact that since for any node u: πt(u) = (1 − γt)pt(u) + γt/|At|
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then pt(u) ≤ πt(u)/(1 − γt). We next analyze term
∑
u∈At
πt(u)ĝt(u):∑
u∈At
πt(u)ĝt(u) =
∑
u∈At
πt(u)
(
g(xt)1{u = Ut}
πt(u)
+
(1 + 4 log T )βt
πt(u)
)
=
∑
u∈At
πt(u)
(
gt(xt)1{u = It}
πt(u)
+
(1 + 4 log T )βt
πt(u)
)
= gt(xt) + (1 + 4 log T )βt|At| (68)
Next, we analyze term
∑
u∈At
πt(u)ĝ
2
t (u):∑
u∈At
πt(u)ĝ
2
t (u) =
∑
u∈At
(πt(u)ĝt(u)) · ĝt(u)
=
∑
u∈At
(
πt(u)
gt(xt)1{u = Ut}+ (1 + 4 log T )βt
πt(u)
)
· ĝt(u)
≤
∑
u∈At
(1 + (1 + 4 log T )βt) · ĝt(u) (69)
where the last inequality is due to the fact that gt(·) ∈ [0, 1]. Using Eq. (68) and Eq. (69) in
Eq. (67), we get that:
Q̂t ≤ 1
1− γt ·
[
gt(xt) + (1 + 4 log T )βt|At|+ ηt(1 + (1 + 4 log T )βt)
∑
u∈At
ĝt(u)
]
≤ (1 + 2γt)
[
gt(xt) + (1 + 4 log T )βt|At|+ ηt(1 + (1 + 4 log T )βt)
∑
u∈At
ĝt(u)
]
(70)
where the last inequality comes from the assumption that γt ≤ 1/2. Summing up both sides of the
above for rounds t = 1, · · · , T we have that:
T∑
t=1
Q̂t ≤
T∑
t=1
gt(xt) + 4(1 + log T )
T∑
t=1
γt + 2
T∑
t=1
ηt(1 + (1 + 4 log T )βt)
∑
u∈At
ĝt(u)
From the assumption that ηt ≤ βt the latter becomes:
T∑
t=1
Q̂t ≤
T∑
t=1
gt(xt) + 2
T∑
t=1
γt + 2(1 + 4 log T )
T∑
t=1
γt + 4(1 + 2 log T )
T∑
t=1
βt
∑
u∈At
ĝt(u) (71)
Combining and re-arranging Eq. (63) and Eq. (71) concludes the proof of the lemma. 
5.3 From Estimated to Realized Rewards.
In this part of the analysis, we go from properties of the estimated rewards to those of realized
rewards. We prove several high-probability statements about realized rewards; they hold with
probability at least 1−O(δ), for a given δ > 0.
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The confidence bounds are somewhat more general than those presented in the proof sketch in
Section 4.2: essentially, the sums over rounds τ are weighted by time-dependent multipliers βˆτ ≤
βτ . This generality does not require substantive new ideas, but it is essential for the intended
applications.
We begin this part by stating the form that the one-sided per-realization Lipschitzness lemma takes
for inherited rewards, which can be proven by a direct application of Lemma 2.3.
Lemma 5.8 (One-Sided-Lipschitz). For any δ > 0 and node u that is active at round t, with
probability at least 1− δ it holds that:∑
τ∈[t]
gτ (x
⋆
[t](u))−
∑
τ∈[t]
L(actτ (u))− 2
√
2t ln(2/δ) ≤
∑
τ∈[t]
gτ (actτ (u)) (72)
The transition from estimated to realized rewards is done through a series of lemmas, which heavily
rely on the properties of the zoom-in rule, which we stated in the previous section. The next lemma
formally states the high probability confidence bound (Eq. (34)).
Lemma 5.9 (High Probability Confidence Bounds). For any βˆτ ∈ (0, 1] such that βˆτ ≤ βτ , δ > 0
and any subset A′τ ⊆ Aτ , with probability at least 1− δ it holds that:∣∣∣∣∣∣
∑
τ∈[t]
βˆτ
∑
u∈A′τ
gτ (u)−
∑
τ∈[t]
βˆτ
∑
u∈A′τ
IPSτ (u)
∣∣∣∣∣∣ ≤
∑
τ∈[t]
βˆτ
∑
u∈A′τ
βτ
πτ (u)
+ ln (1/δ)
Proof. To simplify notation in the next proof, we define two quantities which when aggregated over
time will correspond to the upper and lower confidence bounds of the true cumulative reward, for
each node u ∈ At:
g˜+t (u) = IPSt(u) +
βt
πt(u)
, and
t∑
s=1
g˜+s (u) =
t∑
s=1
(
IPSs(acts(u)) +
βs
πs(acts(u))
)
(73)
g˜−t (u) = IPSt(u)−
βt
πt(u)
, and
t∑
s=1
g˜−s (u) =
t∑
s=1
(
IPSs(acts(u))− βs
πs(acts(u))
)
(74)
It is easy to see that for all u we can express ĝt(u) in terms of g˜
+
t (u) and g˜
−
t (u) as follows:
ĝt(u) = g˜
+
t (u) +
4 log(T )βt
πt(u)
, and
t∑
s=1
ĝs(u) =
t∑
s=1
(
g˜+s (acts(u)) +
4 log(T )βs
πs(acts(u))
)
(75)
ĝt(u) = g˜
−
t (u) +
(3 + 4 log(T )) βt
πt(u)
, and
t∑
s=1
ĝs(u) =
t∑
s=1
(
g˜−s (acts(u)) +
(3 + 4 log(T )) βs
πs(acts(u))
)
(76)
We prove the lemma in two steps. First, we show that:∑
τ∈[t]
βˆτ
∑
u∈A′τ
gτ (u) ≤
∑
τ∈[t]
βˆτ
∑
u∈A′τ
ĝ+τ (u) + ln (1/δ) (77)
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We denote by Eτ the expectation conditioned on the draws of nodes until round τ , i.e., conditioned
on U1, . . . , Uτ−1. Assume node v was active on round τ . We will upper bound the quantity
Eτ
[
exp
(
βˆτgτ (v)− βˆτ g˜+τ (v)
)]
:
E
τ
[
exp
(
βˆτgτ (v)− βˆτ g˜+τ (v)
)]
= E
τ
[
exp
(
βˆτgτ (v)− βˆτ · gτ (xτ )1{v = Uτ}+ βτ
πτ (v)
)]
≤ E
τ
[
1 + βˆτgτ (v)− βˆτ gτ (xτ )1{u = Uτ}
πτ (v)
+
(
βˆτgτ (v) − βˆτ gτ (xτ )1{v = Uτ}
πτ (v)
)2]
· exp
(
− βˆτ · βτ
πτ (v)
)
=
(
1 + E
τ
[
βˆτgτ (v)− βˆτ gτ (xτ )1{v = Uτ}
πτ (v)
]
+ E
τ
[(
βˆτgτ (v) − βˆτ gτ (xτ )1{v = Uτ}
πτ (v)
)2])
· exp
(
− βˆτ · βτ
πτ (v)
)
(linearity of expectation)
≤
(
1 + βˆ2τ ·
g2τ (xτ )
πτ (v)
)
· exp
(
− βˆτ · βτ
πτ (v)
)
≤ 1 (78)
where the first inequality is due to the fact that ex ≤ 1 + x + x2, x ≤ 1 and the last inequality is
due to 1 + x ≤ ex and βˆτ ≤ βτ .
Let Xu be a binary random variable associated with node u which takes the value 1 if node u was
chosen at this round by the algorithm (i.e., u = Uτ ) and 0 otherwise. Clearly, {Xu}u∈Aτ are not
independent. However, since
∑
u∈Aτ
Xu = 1 (i.e., at every round we play only one arm) then from
Dubhashi and Ranjan [18, Lemma 8], they are negatively associated. As a result, from Joag-Dev
and Proschan [23] for any non-increasing functions fu(·),∀u ∈ Aτ it holds that:
E
[ ∏
u∈Aτ
fu(Xu)
]
≤
∏
u∈Aτ
E [fu(Xu)]
In our case, the functions fu,∀u ∈ A′τ ⊆ Aτ are defined as:
fu(Xu) = exp
(
βˆτgτ (u)− βˆτ · gτ (xτ ) ·Xu + βτ
πτ (u)
)
, and ∀u /∈ A′τ : fu(Xu) = 1
which are non-increasing for each node. Multiplying both sides of Eq. (78) for all nodes v ∈ A′τ
and using the above stated properties we obtain:
∏
u∈A′τ
E
τ
[
exp
(
βˆτgτ (u)− βˆτ g˜+τ (u)
)]
≤ 1⇔ E
τ
 ∏
u∈A′τ
exp
(
βˆτgτ (u)− βˆτ g˜+τ (u)
) ≤ 1
Since both sides of Eq. (78) are positive and at each round we take the expectation conditional on
the previous rounds, we have that:
E
exp
 t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
g˜+τ (u)
 ≤ 1 (79)
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From Markov’s inequality, we have that Pr [X > ln (1/δ)] ≤ δ E [eX]. Hence, from Eq. (79) we have
that with probability at least 1− δ:
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
g˜+τ (u) ≤ ln (1/δ)
Next, we show that: ∑
τ∈[t]
βˆτ
∑
u∈A′τ
gτ (u) ≥
∑
τ∈[t]
βˆτ
∑
u∈A′τ
ĝ−τ − ln (1/δ) (80)
Using exactly the same techniques we can show that:
E
exp
 t∑
τ=1
βˆτ
∑
u∈A′τ
g˜−τ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u)
 ≤ 1
and ultimately:
t∑
τ=1
βˆτ
∑
u∈A′τ
g˜−τ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u) ≤ ln (1/δ)
which concludes our proof. 
Corollary 5.1. For any node u, δ > 0, βˆτ = βt ≤ βτ ,∀τ ≤ t, with probability at least 1 − δ, we
have that:
t∑
τ=1
gτ (actτ (u)) ≤
t∑
τ=1
g˜+τ (actτ (u)) +
ln(1/δ)
βt
(81)
t∑
τ=1
gτ (actτ (u)) ≥
t∑
τ=1
g˜−τ (actτ (u))−
ln(1/δ)
βt
(82)
Proof. Apply Lemma 5.9 for βˆτ = βt and singleton subsets A
′
τ = actτ (u),∀τ ≤ t. 
The next lemma relates the estimates ĝt(u) with the optimal values gt(x
⋆
t (u)) (Eq. (35)).
Lemma 5.10. For any round t > 0, non-increasing sequence of scalars βˆτ such that βˆτ ≤ βτ ,∀τ ≤ t,
and βτ · |Aτ | ≤ γτ , any sequence of subsets A′τ ⊆ Aτ , where A′τ contains only the active ancestors
of the nodes in set A′t, and δ > 0 with probability at least 1− δ it holds that:
t∑
τ=1
βˆτ
∑
u∈A′τ
ĝτ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u) ≤ 5 log(T )
t∑
τ=1
βˆτ |A′τ |+ ln(1/δ)
Proof. From Eq. (76), we can relate function ĝ(·) with function g˜−(·) as follows:
t∑
τ=1
βˆτ
∑
u∈A′τ
ĝτ (u) =
t∑
τ=1
βˆτ
∑
u∈A′τ
g˜−τ (u) +
t∑
τ=1
βˆτ
∑
u∈A′τ
βτ (3 + 4 log T )
πτ (u)
≤
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u) +
t∑
τ=1
βˆτ
∑
u∈A′τ
βτ (3 + 4 log T )
πτ (u)
+ ln(1/δ) (83)
28
where the last inequality comes from Eq. (80) (Lemma 5.9). Re-arranging, for Eq. (83) we have:
t∑
τ=1
βˆτ
∑
u∈A′τ
ĝτ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u) ≤
t∑
τ=1
βˆτ
∑
u∈A′τ
βτ (3 + 4 log(T ))
πτ (u)︸ ︷︷ ︸
Γ3
+ ln(1/δ) (84)
Next, we focus on term Γ3:
Γ3 =
t∑
τ=1
βˆτ
∑
u∈A′τ
βτ (3 + 4 log(T ))
πτ (u)
≤
t∑
τ=1
βˆτ
∑
u∈A′τ
βτ · |Aτ | (3 + 4 log(T ))
γτ
(πτ (·) ≥ γτ/|Aτ |)
≤ (3 + 4 log T )
t∑
τ=1
βˆτ |A′τ | (85)
where the last inequality comes from the fact that by assumption βτ |Aτ | ≤ γτ . Substituting Eq. (85)
in Eq. (84) we have that:
t∑
τ=1
βˆτ
∑
u∈A′τ
ĝτ (u)−
t∑
τ=1
βˆτ
∑
u∈A′τ
gτ (u) ≤ 5 log(T )
t∑
τ=1
βˆτ |A′τ |+ ln(1/δ)

The next lemma formalizes Eq. (36) and Eq. (37).
Lemma 5.11 (Singleton sets, same step size). For any node u that is active at round t, fixed step
size βˆτ = βt,∀τ , singleton sets A′τ = actτ (u), and δ > 0, with probability at least 1 − δ, we have
that:
t∑
τ=1
ĝτ (actτ (u)) ≥
t∑
τ=1
gτ
(
x⋆[t](u)
)
− 2 ln(1/δ)
βt
− 2
√
2t ln(2/δ)
Moreover, if t is the zoom-in round for u and y ∈ u then the following also holds:
t∑
τ=1
ĝτ (actτ (u)) ≤
t∑
τ=1
gτ (y) + 9tL(u) ln T +
ln
(
(δT )−1
)
βt
+ 2
√
2t ln(2/δ)
Proof. We start from the lower bound which holds for any t ∈ [τ0(u), τ1(u)]. From Eq. (75), we can
first relate function ĝ(·) with function g˜+(·) as follows:
t∑
τ=1
ĝτ (actτ (u)) =
t∑
τ=1
g˜+τ (actτ (u)) +
t∑
τ=1
4 log(T )βτ
πτ (actτ (u))
≥
t∑
τ=1
gτ (actτ (u)) +
t∑
τ=1
4 log(T )βτ
πτ (actτ (u))
− ln(1/δ)
βt
(Eq. (81) of Cor. 5.1)
≥
t∑
τ=1
gτ (x
⋆
[t](u)) − 2
√
2t ln(2/δ)−
t∑
τ=1
L(actτ (u)) +
t∑
τ=1
4 log(T )βτ
πτ (actτ (u))︸ ︷︷ ︸
Γ
− ln(1/δ)
βt
(86)
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where the last inequality comes from the one-sided-Lipschitzness lemma (Lemma 5.8). From the
zooming invariant (Lemma 5.1) we have that:
t∑
τ=1
βτ
πτ (actτ (u))
≥ tL(u)− 1
βt
(87)
From Lemma 5.4 we can upper bound the inherited bias of node u with respect to its diameter:∑t
τ=1 L(actτ (u)) ≤ 4t log(t)L(u). Combining this with Eq. (87) we obtain that the term Γ of
Eq. (86) is:
Γ ≥ 4tL(u) (log T − log t)− 1
βt
≥ − 1
βt
Thus, Eq. (86) becomes:
t∑
τ=1
ĝτ (actτ (u)) ≥
t∑
τ=1
gτ
(
x⋆[t](u)
)
− 2 ln(1/δ)
βt
− 2
√
2t ln(2/δ)
This concludes our proof for the lower bound.
We now turn our attention to the upper bound. From Eq. (76), we can first relate function ĝ(·)
with function g˜−(·) as follows:
t∑
τ=1
ĝτ (actτ (u)) =
t∑
τ=1
g˜−τ (actτ (u)) +
t∑
τ=1
(3 + 4 log T )βτ
πτ (actτ (u))
≤
t∑
τ=1
gτ (actτ (u)) +
t∑
τ=1
(3 + 4 log T )βτ
πτ (actτ (u))
+
ln(1/δ)
βt
(Eq. (82) of Cor. 5.1)
≤
t∑
τ=1
gτ (x
⋆
τ (actτ (u))) +
t∑
τ=1
(3 + 4 log T )βτ
πτ (actτ (u))︸ ︷︷ ︸
Γ1
+
ln(1/δ)
βt
(88)
where the last inequality comes from the fact that gτ (y) ≤ gτ (x⋆τ (v)) for any node v and point y ∈ v.
From the one-sided-Lipschitzness lemma (Lemma 5.8) we have that:
t∑
τ=1
gτ (x
⋆
τ (actτ (u))) ≤
t∑
τ=1
gτ (y) +
t∑
τ=1
L(actτ (u)) + 2
√
2t ln(2/δ)
≤
t∑
τ=1
gτ (y) + 4tL(u) log T + 2
√
2t ln(2/δ) (89)
where the last inequality comes from Lemma 5.4.
For term Γ1 since t = τ1(u) we can apply the aggregate zoom-in rule and obtain:
Γ1 ≤ (3 + 4 log T )tL(u)− 3 + 4 log T
βt
≤ 5tL(u) ln T − lnT
βt
30
where the last inequality comes from the fact that 3 + 4 log T ≥ lnT and 3 + 4 log T ≤ 5 ln T .
Substituting the upper bound for Γ1 and Eq. (89) in Eq. (88) we get:
t∑
τ=1
ĝτ (actτ (u)) ≤
t∑
τ=1
gτ (y) + 9tL(u) ln T +
ln
(
(δT )−1
)
βt
+ 2
√
2t ln(2/δ)

5.4 Regret Bounds
Now, we bring the pieces together to derive the regret bounds. As in Theorem 4.1, we first derive a
“raw” regret bound Eq. (20) in terms of the parameters, then we tune the parameters and derive a
cleaner regret bound Eq. (21) in terms of |AT | (the number of active nodes). Then, we upper-bound
|AT | via the adversarial zooming dimension to derive the final regret bound Eq. (22).
Throughout, we fix the failure probability δ > 0. Recall that Cprod(u) :=
∏
v |C(v)|, as in Lemma 3.1.
Lemma 5.12. With probability at least 1− δ, AdversarialZooming incurs regret:
R(T ) ≤ 4
√
2T ln 1/δ +
2 ln T/δ
βT
+
ln(T ) ln (Cdbl · |AT |)
ηT
+
T∑
t=1
4(1 + 2 log T )βt + 42 log
2(T )γt.
Proof. We begin with transitioning from Lemma 5.7 to a statement that only includes realized
rewards (rather than estimated ones). To do so, from Lemma 5.11 and using the fact that x⋆[t](u
⋆) =
x⋆[T ] for t = T :
T∑
t=1
ĝt(actt(u
⋆)) ≥
T∑
t=1
gt(x
⋆
[T ])−
2 ln(1/δ)
βT
− 2
√
2T ln(2/δ)
As a result, the lower bound of quantity Q becomes:
ln
(
ΦT (ηT )
Φ0(η0)
)
≥
T∑
t=1
gt(x
⋆
[T ])−
2 ln(1/δ)
βT
− ln
(|AT | · Cprod(u⋆))
ηT
− 2
√
2T ln(2/δ)
Applying Lemma 5.10 for t = T , subsets A′τ = Aτ and βˆτ = βτ we have that
T∑
t=1
βt
∑
u∈At
ĝt(u) ≤
T∑
t=1
βt
∑
u∈At
gt(u) + 5 log(T )
T∑
t=1
βt|At|+ ln(1/δ)
≤
T∑
t=1
βt + 5 log(T )
T∑
t=1
γt + ln(1/δ)
where the last inequality is due to the fact that by assumption βt|At| ≤ γt and gt(·) ∈ [0, 1]. As a
result, Eq. (71) becomes:
T∑
t=1
Q̂t ≤
T∑
t=1
gt(xt) + 4(1 + 2 log T )
T∑
t=1
βt + 42 log
2(T )
T∑
t=1
γt (90)
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As a result, from Lemma 5.7 we get that:
T∑
τ=1
gt(x
⋆
[T ])−
T∑
t=1
gt(xt)
≤ 6 ln(T/δ)
βT
+
ln
(|AT | · Cprod(u⋆))
ηT
+ 4(1 + 2 log T )
T∑
t=1
βt + 42 log
2(T )
T∑
t=1
γt (91)
Using the fact that Cprod(u⋆) ≤ C logTdbl (Lemma 5.17), Eq. (91) becomes:
T∑
τ=1
gt(x
⋆
[T ])−
T∑
t=1
gt(xt) ≤ 4
√
2T ln(1/δ) +
2 ln(T/δ)
βT
+
ln(T ) ln (Cdbl · |AT |)
ηT
+
+ 4(1 + 2 log T )
T∑
t=1
βt + 42 log
2(T )
T∑
t=1
γt (92)

Lemma 5.13. Tune βt, γt, ηt as in Eq. (23). With probability at least 1−δ, AdversarialZooming
incurs regret
R(T ) ≤ 100 log2(T ) ·
√
|AT | · T ln (|AT | · T/δ) ln (Cdbl · |AT |)
Proof. First, we verify that the tuning in Eq. (23) satisfies the various assumptions made throughout
the proof. It is easy to see that the assumptions in Eq. (19) hold; we omit the easy details. As for
the assumption (16) on β˜t parameters:
t′∑
τ=t
β˜τ =
t′∑
τ=t
√
2 ln (|At| · T/δ) ln (Cdbl · |At|)
|Aτ | · τ
≤
t′∑
τ=t
1√
τ
(2 ln (|At| · T/δ) ln (Cdbl · |At|) ≤ |Aτ | asymptotically)
≤
√
2|At| · ln (|At| · T/δ) ln (Cdbl · |At|)
2
t′∑
τ=t
1√
τ
(|At| ≥ 4 asymptotically)
≤
√
2|At| · ln (|At| · T/δ) ln (Cdbl · |At|)
2
∫ t′
t
1√
τ
dτ
≤
√
2|At| · ln (|At| · T/δ) ln (Cdbl · |At|)
(√
t−
√
t′
)
≤ 1
βt
− 1
βt′
(|At′ | ≤ |At|,∀t′ ≤ t)
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Now, let us plug in the parameter values into Lemma 5.12. For the term
∑T
t=1 γt, we have:
T∑
t=1
γt = (2 + 4 log T )
T∑
t=1
√
2|At| · ln (|At| · T/δ) ln (Cdbl · |At|)
t
≤ 5 log(T )
√
|AT | · ln (|AT | · T/δ) ln (Cdbl · |AT |) ·
T∑
t=1
√
1
t
(|At| ≤ |AT |,∀t ∈ [T ])
≤ 3 log(T )
√
|AT | · ln (|AT | · T/δ) ln (Cdbl · |AT |) · T ,
where the last inequality comes from the fact that since 1/
√
t is a non-increasing function:
∑T
t=1 1/
√
t ≤∫ T
0 1/
√
t dt = 2
√
T .
Hence, with probability at least 1− δ the regret of AdversarialZooming is:
T∑
t=1
gt(x
⋆)−
T∑
t=1
gt(xt) ≤ 100 log2(T )
√
|AT | · T ln (|AT | · T/δ) ln (Cdbl · |AT |).

Next, we upper-bound the “estimated gap” using properties of multiplicative weights (this is
Eq. (38) in Section 4.2).
Lemma 5.14 (Estimated Gap of Zoomed-In Node). If node u gets zoomed-in at round t, then:
∑
τ∈[t]
ĝτ (actτ (u
⋆
t ))−
∑
τ∈[t]
ĝτ (actτ (u)) ≤
ln
(
9Cprod(u⋆t )
Cprod(u)·β2t
)
ηt
.
Proof. Substituting πt(u) = (1− γ)pt(u) + γ|At| in Lemma 5.6, we have that:
pt(u) ≥
(
βt
eL(u) − 1− β˜t
− γt|At|
)
· 1
1− γt
≥ βt
eL(u) − 1− β˜t
− γt|At| (0 < γt < 1/2)
=
βt
eL(u) − 1− β˜t
− βt (βt · |At|≤γt)
≥ β
2
t
eL(u)
(93)
where the last inequality is due to the fact that L(u) ≤ L(u0) = 1.
We denote by Wt,η the quantity
∑
u′∈At
1
Cprod(u′) exp
(
η
t∑
τ=1
ĝt(actτ (u
′))
)
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By the definition of the probability being the normalized weight: pt(u) = wt,ηt(u)/Wt,ηt , so Eq. (93)
becomes:
wt,ηt(u) ≥
β2t
eL(u)
·Wt,ηt ≥
β2t
eL(u)
· wt,ηt(u⋆t ) (94)
where the second inequality comes from the fact that the weights are non-negative. Using the
definition of the weights update rule from Eq. (11), Eq. (94) becomes:
1
Cprod(u) exp
(
ηt
t∑
τ=1
ĝτ (actτ (u))
)
≥ β
2
t
eL(u)
· 1Cprod(u⋆t )
exp
(
ηt
t∑
τ=1
ĝτ (actτ (u
⋆
t ))
)
Taking logarithms on both sides of the latter, reordering and dividing by ηt we get that:
t∑
τ=1
ĝτ (actτ (u
⋆
t ))−
t∑
τ=1
ĝτ (actτ (u)) ≤
2 ln (1/βt) + L(u) + ln
(Cprod(u⋆)/Cprod(u))
ηt
(95)
Using the fact that L(u) ≤ ln 3 we get the result. 
Using this, we can derive a statement about the actual gap in the realized rewards for any round.
We first state an auxiliary lemma, which we will use in order to derive a simplified statement of
the actual gap in the realized rewards for any round.
Lemma 5.15 (Upper Bound on Number of Nodes Created). In the worst-case, at any round t, the
total number of nodes that AdvZoomDim has activated is: |At| ≤ (9t)d/(d+2), where d = CovDim.
Proof. In order to find the worst-case number of nodes that can be activated, we are going to be
thinking from the perspective of an adversary, whose goal is to make the algorithm activate as
many nodes as possible. However, from Lemma 5.5 we have established that in order to zoom-in on
a node u a probability mass of at least M(u) ≥ 19L2(u) is required. So, the best that the adversary
can do is activate nodes “greedily”, i.e., when M(u) = 1
9L2(u)
to make node u become active.
Let ζ be diameter of the smallest node u that the adversary has been able to construct after t
rounds, i.e., ζ = L(u) where u = argminu∈At L(u). We fix the constant multiplier of the covering
dimension to be γ = 1. Then, from the definition of the covering dimension, in the worst case, the
adversary has been able to activate ζ−CovDim such nodes. However, since for each of these nodes the
probability mass spent on the node is at least 1/9ζ2, and the total probability mass available for t
rounds is t (i.e., a total of 1 for each round) we have that in the worst case:
ζ−CovDim · 1
9ζ2
= t
Solving the latter we get that in this case ζ = (9t)−1/(CovDim+2). By the definition of the covering
dimension this means that the maximum number of active nodes at this round is:
|At| ≤ (9t)CovDim/(CovDim+2)

34
Lemma 5.16. Suppose node u is zoomed-in in some round t = τ1(u). For each arm x ∈ u, its
adversarial gap on time interval [0, t] is
AdvGapt(x) ≤ 9L(u) ln T + 4
√
2t · ln 2/δ +
2 ln T + ln
(
9Cprod(u⋆t )
β2t ·Cprod(u)
)
ηt
(96)
Simplified: AdvGapt(x) ≤ O
(
max
{
lnT,
√
lnT · ln(Cdbl · t)
}
· L(u)
)
.
Before proving Lemma 5.16, we upper bound Cprod(u) in terms of the doubling constant Cdbl.
Lemma 5.17. Cprod(u) ≤ C log Tdbl .
Proof. The maximum number of children that a node u can activate is |C(u)| ≤ Cdbl. As a result,
and since the total number of ancestors that node u has is h(u) we have that:
Cprod(u) ≤ Ch(u)dbl ≤ C log Tdbl
where the last inequality is due to the fact that ∀v : h(v) ≤ log T (Lemma 5.2). 
Proof of Lemma 5.16. To prove this lemma, we apply the results of Lemma 5.11 in Lemma 5.14
and for notational convenience we use: t = τ1(u).
t∑
τ=1
gτ (x
⋆
[t])−
t∑
τ=1
gτ (x) ≤ 9tL(u) ln T + 4
√
2t ln(2/δ) +
2 ln T
βt
+
ln
(
9Cprod(u⋆t )
β2t ·Cprod(u)
)
ηt
(97)
where x ∈ u. This proves the first part of Lemma 5.16. We move next to proving its simplified
version.
Since Cprod(u) > 1 and Cprod(u) ≤ C log Tdbl for all nodes u, the latter can be relaxed to:
AdvGapt(x) ≤ 9L(u) ln T +
2 lnT
tβt
+ 4
√
2 ln(2/δ)
t
+
2 ln T · ln (Cdbl · t · |At|)
tηt
where we have used again the notation t = τ1(u). Substituting the values for ηt and βt from
Theorem (4.1) the latter becomes:
AdvGapt(x) ≤ 9L(u) ln T +
4
√
ln(T ) ln (Cdbl · t · |At|) ·
√|At|√
t
(98)
We know from Lemma 5.15 that at any round t, the number of active nodes is upper bounded as
|At| ≤ (9t)CovDim/(CovDim+2). As a result, Eq. (98) becomes:
AdvGapt(x) ≤ 9L(u) ln T +
4 · 3 CovDimCovDim+2 ·
√
ln(T ) · 2CovDim+2
CovDim+2 · ln (Cdbl · 9t)
t
1
CovDim+2
But, t−
1
CovDim+2 is the smallest possible diameter (i.e., L(v)) that an adversary could have been able
to force our algorithm to construct, as we stated earlier for the chosen ζ of Lemma 5.15. In other
words and using the fact that (CovDim+ 1)/(CovDim+ 2) ≤ 1 we get:
AdvGapt(x) ≤ max
{
10 ln T, 5 · 3 CovDimCovDim+2 ·
√
lnT · ln(9Cdbl · t)
}
· L(u)
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Or simply:
AdvGapt(x) ≤ O
(
max
{
lnT,
√
lnT · ln(Cdbl · t)
}
· L(u)
)
where the O(·) notation hides constant terms. 
Using Lemma 5.16 we can derive the regret statement of AdversarialZooming in terms of
AdvZoomDim (i.e., Eq. (22)). We clarify that in order to achieve Eq. (22) we will eventually have to
prove a stricter bound on the number of active nodes.
We are now ready to state the regret guarantee of AdversarialZooming using the notion of
AdvZoomDim. This corresponds to the derivation in Eq. (22).
Lemma 5.18. For any δ > 0, with probability at least 1− δ, AdvZoomDim incurs regret:
R(T ) ≤ 100 · d
d+ 2
· T d+1d+2 ·
(
γ · Cdbl · 2d · log T
) 1
d+2
√
ln
(
γ · Cdbl · log T · T
δ
)
· ln (Cdbl · T )
where d = AdvZoomDim.
Proof. Starting from L(root) = 1 every time that a zoom-in happens on AdversarialZooming,
the diameter of the interval gets halved. We call this process an increase in scale. Let S be the
total number of scales from node root to the smallest created node after T rounds. This S depends
on the problem instance. Let Z(εi) (where i ∈ [S]) denote the number of nodes u with diameter
L(u) ≥ εi with gap AdvGapρ(u) ≤ O(εimax{ln T,
√
lnT · ln(Cdbl · ρ)}) at some round ρ = c/ε2i ,
where c > 0 is a constant.
In order for a node u to get zoomed-in, a probability mass of M(u) ≥ 1/9L2(u) is required. Since
M(u) = ∑τ1(u)τ=τ0(u) πτ (u) ≤ τ1(u) − τ0(u) + 1 ≤ τ1(u), then this means that for the de-activation
time of node u it holds that τ1(u) ≥ 1/9L2(u). We choose εi and c in a way that ρ = τ1(u) for
the maximum number of nodes. Then, all of these nodes belong in the set Z(εi) and all of them
get zoomed-in. When a node u gets zoomed-in at most |C(u)| ≤ Cdbl children-nodes get activated.
Inductively, after T rounds and given that there is a total probability mass of T , we have the
following:
Cdbl · Z(ε0) · 1
9ǫ20
+ Cdbl · Z(ε1) · 1
9ε21
+ · · ·+ Cdbl · Z(εS) · 1
9ε2S
= T ⇔ Cdbl
9
∑
i∈[S]
Z(εi)
ε2i
= T (99)
On the other hand, the number of active nodes after T rounds is at most the number of zoomed in
nodes u at each scale, multiplied by |C(u)| ≤ Cdbl.
|AT | ≤ Cdbl
∑
i∈[S]
Z(εi) (100)
We next cover each Z(εi) with sets of diameter εi/2 (in order to guarantee that each center of the
36
nodes belongs in only one set). Using the definition of the zooming dimension, Eq. (100) becomes:
T =
Cdbl
9
∑
i∈[S]
γ · 1
2
−d ε−di
ε2i
=
γ · Cdbl · 2d
9
∑
i∈[S]
ε−d−2i
=
γ · Cdbl · 2d
9
∑
i∈[S]
2−(S−i)(d+2)ε−d−2S (εi = 2εt+1)
≤ ε−d−2S ·
γ · Cdbl · 2d
9
· S
where d = AdvZoomDim and γ is the chosen constant multiplier from the definition of the zooming
dimension. As a result, re-arranging, the latter inequality becomes:
εS =
(
9T
γ · Cdbl · S · 2d
)− 1
d+2
(101)
From Eq. (100) and plugging in the zooming dimension definition we have that:
|AT | = γ · Cdbl · 2d
∑
i∈[S]
ε−di ≤ γd · Cdbl · 2d · S · ε−dS
≤
(
γ · Cdbl · 2d · S
) 2
d+2 · (9T ) dd+2 (102)
Since S ≤ log T and using this bound together with Lemma (5.13) we have that for any δ > 0, with
probability at least 1− δ we have that:
R(T ) ≤ 100 · d
d+ 2
· T d+1d+2 ·
(
γ · Cdbl · 2d · log T
) 1
d+2
√
ln
(
γ · Cdbl · log T · T
δ
)
· ln (Cdbl · T )
where d = AdvZoomDim. 
6 AdvZoomDim under Stochastic Rewards (Proof of Lemma 4.1)
We study AdvZoomDim under stochastic rewards, and upper-bound it by ZoomDim, thus proving
Lemma 4.1. We restate this lemma for completeness.
Lemma 4.1. Consider Lipschitz bandits with stochastic rewards. Then AdvZoomDim with any given
multiplier γ > 0 is upper-bounded by ZoomDim with multiplier γ · (O(log T ))ZoomDim.
Proof. Fix an instance of the stochastic Lipschitz MAB, and let us focus on an arm x for which
Gap(x) ≤ ε. For all rounds t we define the following martingale:
Yt =
1
t
t∑
τ=1
(gτ (x
⋆)− gτ (x))− Gap(x) (103)
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Then, from Azuma’s inequality, and since |Yt+1 − Yt| ≤ 1/t for rewards bounded in [0, 1] we have
that for any δ > 0:
Pr
[
Yt ≥
√
2 ln(1/δ)
t
]
≤ δ
which means that from Eq. (103) with probability at least 1− δ:
Yt ≤
√
2 ln(1/δ)
t
⇔ 1
t
t∑
τ=1
(gτ (x
⋆)− gτ (x)) ≤ Gap(x) +
√
2 ln(1/δ)
t
(104)
Note that at this point, we have not restricted t yet. Since Gap(x) ≤ ε then, Eq. (104) becomes:
1
t
t∑
τ=1
(gτ (x
⋆)− gτ (x)) ≤ ε+
√
2 ln(1/δ)
t
(105)
Tuning the failure probability to be δ = 1/T the latter becomes:
1
t
t∑
τ=1
(gτ (x
⋆)− gτ (x)) ≤ ε+
√
2 lnT
t
(106)
For t ≥ 1/(9ε2) Eq. (106) becomes:
1
t
t∑
τ=1
(gτ (x
⋆)− gτ (x)) ≤ ε+ ε ·
√
18 ln T (107)
Note that what we have in the left hand side of Eq. (107) is precisely the AdvGapρ(x) for stopping
time ρ = t ≥ 1/(9ε2), and constitutes the ε-optimal arms for the definition of the adversarial
zooming dimension.
But for these arms, and since our rewards are stochastic in this case, Eq. (107) holds for the
stochastic “gap” too, i.e.,
Gap(x) ≤ 5ε ·
√
lnT (108)
Since from the definition of the stochastic zooming dimension it holds that we can cover ε-optimal
arms with γ · ε−d balls of radius ε (where d = ZoomDim), then, we can cover the arms defined
by Eq. (107) (and which are the arms that the adversarial zooming dimension covers) with: γ ·
(5
√
lnT )ZoomDim · εZoomDim balls of radius ε. As a result, the adversarial zooming dimension is upper
bounded by the zooming dimension in this case, with a constant multiplier: γ′ = γ · (5√lnT )ZoomDim.

7 Extension to Arbitrary Metric Spaces
In this appendix, we sketch out an extension to arbitrary metric spaces. The main change is
that the zooming tree is replaced with a more detailed decomposition of the action space. Similar
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decompositions have been implicit in all prior work on adaptive discretization, starting from [28, 13].
No substantial changes in the algorithm or analysis are needed.
Preliminaries. Fix subset S ⊂ A and ε > 0. The diameter of S is supx,y∈S′ D(x, y). An ε-covering
of S is a collection of subsets S′ ⊂ A of diameter at most ε whose union covers S. The ε-covering
number of S, denoted Nε(S), is the smallest cardinality of an ε-covering. Note that the covering
property in (4) can be restated as inf
{
d ≥ 0 : Nε(Aε) ≤ γ · ε−d, ∀ε > 0
}
.
A greedy ε-covering of S is an ε-covering constructed by the following “greedy” algorithm: while
there is a point x ∈ S which is not yet covered, add the closed ball B(x, ε/2) to the covering. Thus,
this ε-covering consists of closed balls of radius ε/2 whose centers are at distance more than ε/2.
A rooted directed acyclic graph (DAG) is a DAG with a single source node, called the root. For
each node u, the distance from the root is called the height of u and denoted h(u). The subset of
nodes reachable from u (including u itself) is called the sub-DAG of u. For an edge (u, v), we say
that u is a parent and v is a child relative to one another. The set of all children of u is denoted
C(u).
Metric Space Decomposition. Our decomposition is a rooted DAG, called Zooming DAG,
whose nodes correspond to balls in the metric space.
Definition 7.1 (zooming DAG). A zooming DAG is a rooted DAG of infinite height. Each node u
corresponds to a closed ball B(u) in the action space, with radius r(u) = 2−h(u) and center x(u) ∈ A.
These objects are called, respectively, the action-ball, the action-radius, and the action-center of u.
The following properties are enforced:
(a) each node u is covered by the children: B(u) ⊂ ∪v∈C(u)B(v).
(b) each node u overlaps with each child v: B(u) ∩B(v) 6= ∅.
(c) for any two nodes of the same action-radius r, their action-centers are at distance > r.
The action-span of u is the union of all action-balls in the sub-DAG of u.
Several implications are worth spelling out:
• the nodes with a given action-radius r cover the action space (by property (a)), and there
are at most Nr(A) of them (by property (c)). Recall that Nr(A) ≤ γ · r−d, where d is the
covering dimension with multiplier γ.
• each node u has at most Nr(u)/2(B(u)) ≤ Cdbl children (by properties (b,c)), and its action-
span lies within distance 3 r(u) from its action-center (by property (b)).
A zooming DAG exists, and can be constructed as follows. The nodes with a given action-radius
r are constructed as a greedy (2r)-cover of the action space. The children of each node u are all
nodes of action-radius r(u)/2 whose action-balls overlap with B(u).
Our algorithm only needs nodes of height up to O(log T ). We assume that some “zooming DAG”,
denoted ZoomDAG, is fixed and known to the algorithm.
Note that a given node in ZoomDAGmay have multiple parents. Our algorithm adaptively constructs
subsets of ZoomDAG that are directed trees. Hence a definition:
Definition 7.2 (zooming tree). A subgraph of ZoomDAG is called a zooming tree if it is a finite
directed tree rooted at the root of ZoomDAG. The ancestor path of node u is the path from the root
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to u.
For a d-dimensional unit cube, ZoomDAG can be defined as a zooming tree, as per Section 3.
Changes in the Algorithm. When zooming in on a given node u, it activates all children of u
in ZoomDAG that are not already active (whereas the version in Section 3 activates all children of
u). The representative arms reprt(u) are chosen from the action-ball of u.
Changes in the Analysis. We account for the fact that the action-span of each node u lies within
3 r(u) of its action-center (previously it was just r(u)). This constant 3 is propagated throughout.
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