Simplistic estimation of neural connectivity in MEEG sensor space is impossible due to volume conduction. The only viable alternative is to carry out connectivity estimation in source space. Among the neuroscience community this is claimed to be impossible or misleading due to "Leakage": linear mixing of the reconstructed sources. To address this problematic we propose a novel solution method that "caulks" the "Leakage" in MEEG source activity and connectivity estimates: BC-VARETA. It is based on a joint estimation of source activity and connectivity in the frequency domain representation of MEEG time series. To achieve this, we go beyond current methods that assume a fixed gaussian graphical model for source connectivity. In contrast we estimate this graphical model in a Bayesian framework by placing priors on it, which allows for highly optimized computations of the connectivity, via a new procedure based on the local quadratic approximation under quite general prior models. A further contribution of this paper is the rigorous definition of leakage via the Spatial Dispersion Measure and Earth Movers Distance based on the geodesic distances over the cortical manifold. Both measures are extended for the first time to quantify "Connectivity Leakage" by defining them on the cartesian product of cortical manifolds. Using these measures, we show that BC-VARETA outperforms most state of the art inverse solvers by several orders of magnitude.
Summary
Simplistic estimation of neural connectivity in MEEG sensor space is impossible due to volume conduction. The only viable alternative is to carry out connectivity estimation in source space. Among the neuroscience community this is claimed to be impossible or misleading due to "Leakage": linear mixing of the reconstructed sources. To address this problematic we propose a novel solution method that "caulks" the "Leakage" in MEEG source activity and connectivity estimates: BC-VARETA. It is based on a joint estimation of source activity and connectivity in the frequency domain representation of MEEG time series. To achieve this, we go beyond current methods that assume a fixed gaussian graphical model for source connectivity. In contrast we estimate this graphical model in a Bayesian framework by placing priors on it, which allows for highly optimized computations of the connectivity, via a new procedure based on the local quadratic approximation under quite general prior models. A further contribution of this paper is the rigorous definition of leakage via the Spatial Dispersion Measure and Earth Movers Distance based on the geodesic distances over the cortical manifold. Both measures are extended for the first time to quantify "Connectivity Leakage" by defining them on the cartesian product of cortical manifolds. Using these measures, we show that BC-VARETA outperforms most state of the art inverse solvers by several orders of magnitude.
Introduction
The estimation of neural connectivity from EEG or MEG data is at the crossroad today. The essential debate is whether these estimates should be obtained in sensor space or source space and the limitations of each of these approaches, see a discussion on this topic in (Palva, et al., 2018) . Equating neural connectivities in brain networks to the statistical dependencies at the sensors space is a common fallacy (Blinowska, 2011) . It is rendered invalid by the effect of volume conduction which distorts the source activity from the whole brain (Brunner et al., 2016) . Alternatively, there has been a quest for measures that somehow 'ameliorate' the effect of volume conduction ; Kaminski and Blinowska, 2017) . This also an unlikely enterprise. None of these procedures use explicitly knowledge about the Forward Model or Lead Field to cancel its effect (Van de Steen et al., 2016).
It would thus seem that the only sensible procedure to estimate neural connectivity would be to analyze interactions between estimated sources given the Forward Model inversion (Inverse Problem or Electrophysiological Sources Imaging). While attempting to counteract the volume conduction effect, with Electrophysiological Sources Imaging methods, also suffers from two difficulties. First, for different reasons, there are neural generators whose activity is not reflected at the sensors. Second, any of the methods to estimate sources suffers from the "Leakage Effect".
The first problem, that of invisible sources can only be encountered by prior knowledge encoded into the source activity and connectivity estimation procedure (Krishnaswamy et al., 2017) . The second problem, Leakage (Schoffelen and Gross, 2009 ), refers to a blurred reconstruction of point sources that entails spillover of activity between them thus distorting the estimates of their inter-connections. Leakage is a well-known problem in all medical imaging techniques but is much more severe for MEEG source reconstruction methods. It is not surprising that there are many attempts to modify MEEG inverse methods to ameliorate or avoid source Leakage (Freeman, 1980 Unfortunately, a difficulty in evaluating "Leakage Correctors" is the lack of a direct metric of the distortions in connectivity. Rather, what exists are measures of Leakage distortion of source estimators--not connectivity. One such measure is the dispersion of the "Point Spread Function" (PSF)-the reconstruction of a point sources. There is no doubt that reducing the distortions in activation, i.e. Type I Leakage, will be a good thing for connectivity estimates, but much better would be a direct measure of the distortion in connectivity, i.e. Type II Leakage. Another difficulty towards Leakage correction, is that the most stablished methods are based on connectivity postprocessing of estimated source activity given by a source localization procedure. Thus, they do not make use of more consistent models of sources activity and connectivity, i.e. dynamical systems identification. In this sense the state of the art of sophisticated Non-linear source activity and connectivity estimators has been overlooked (Patterson and Thompson 2-Introducing a highly optimized method for the connectivity estimation based on the local quadratic approximation of hermitic gaussian graphical models with penalization function of the LASSO family. 3-Proposing measures of the Type I and II Leakage distortion in the context of BC-VARETA, that will be generalizable to other Non-linear MEEG methods.
Methods

Bayesian Model of MEEG Sources Activity and Connectivity
For the MEEG techniques, the discrete measurements Forward Model in the Fourier space of the recorded signals, for a single Frequency Component, is expressed by the general equation. Check Appendix for the mathematical notation and definition of variables all long this manuscript.
The MEEG vectors of measurements and signal noise , are independent Random Samples ∈ , defined on the p-size Scalp Sensors (Electrodes) Space , meanwhile the sources activity random vector is defined on the q -size discretized Gray Matter Space . The p × q -size design matrix (transformation of spaces → ) builds on a discretization of the Lead Field from a head conductivity model (Riera and Fuentes, 1998 and Source Activity (Parameters) . The model builds on a Parametric representation of the signal noise and sources activity Probability Density Functions (pdf). It is commonly given by embedded Gaussian Graphical Models (GGM), i.e. hierarchically conditioned Multivariate Circularly Symmetric Complex Gaussians ℂ , of the Data Likelihood and Parameters Prior. The parametrization within these distributions introduces an additional category of random variables denominated (Hyperparameters) . Below we summarize the two levels GGM of the Data and Parameters, along with the specification of Hyperparameters (parametrization) structure and Priors (defined as exponential pdfs). See its schematic representation by More-Penrose diagrams in Figure 1 . Cartesian space product × ) of the noise Covariance structure. The noise Covariance structure encodes information about the sensors correlated activity. These correlations are given either by shorting currents between adjacent electrodes' due to the scalp conductivity or common inputs from instrumentation/environmental noisy sources. The noise Precision (Variance) Exponential (Jeffry Improper) Gibbs pdf set up on, see formula [2.1.5], aims to bypass the nuisance level that could be assimilated into the Parameters. This is possible due to the monotonically increasing values of the noise Variance probability density assigned by the Jeffry Improper Prior, which allows for encoding the information about the noise inferior threshold into the parameter .
Likelihood
The inverse of the Covariance matrix , Precision matrix (in the Cartesian space product × ), of the Parameters GGM, represents the source connectivity, see formula [2.1.3] . The general penalization function Π at the argument of the exponential Prior in formula [2.1.4], imposes certain Structured Sparsity pattern on the connectivity. The Structured Sparsity can be encoded given information from the Gray Matter anatomical segmentation, by penalizing the groups of variables corresponding to the Gray Matter areas Intra/Inter-connections. The matrix (in the Cartesian space product × ) within the General Penalization function, represents a probability mask of the anatomically plausible connections. The probability mask in case of the dense short-range connections, e.g. Intra-Cortical Connections, is defined as a deterministic spatially invariant empirical Kernel of the connections strength decay with distance. For the long-range connections, e.g. Inter-Cortical connection, it is given by probabilistic maps of the White Matter tracks connectivity strength from Diffusion Tensor Imaging (DTI). The global influence in the Parameters GGM of the connectivity Structured Sparsity penalization Π( , ) is controlled by the Scale Parameter (Regularization Parameter) α, which can be fitted to the Data by means of some statistical criteria of goodness. 
Type I Leakage and the Brain Connectivity Variable Resolution Tomographic Analysis
The Bayesian Model depicted in Section 2.1 revendicates a large family of Linear, or Non-Linear/Hybrid iterated Sources Activity estimators, see Table 1 . Along this family, the formulation of the source activity estimator, denominated First Level of Inference into the Bayesian Formalism, is also common to BC-VARETA. The estimators of this Model are given independently for each frequency component, since it does not consider Priors that could link the analysis along Frequency Domain. The First Level of Inference consists on maximizing the Multivariate Gaussian pdf derived from Parameters' Posterior Analysis. This is given upon fixed values of the Hyperparameters ̂( ) , within an outer cycle indexed ( ) of the Parameters and Hyperparameters iterated computation, see Section C of (Paz-Linares and GonzalezMoreira et al, 2018):
The Parameters' Posterior Mean (Sources Activity iterated estimator) ̂( ) , given the Data , is expressed through the iterated auxiliary quantities of the Data to Sources 'Transference Operator' ̌( ) (transformation of spaces → ) and the Parameters' Posterior Covariance ̌( ) (in the space × ). Both depending on the Hyperparameters iterated estimators ̂( ) . 
The computation of PSF is effectuated on a synthetic , obtained from the projection × → × , through an independent Lead Field , of the Kronecker Delta ( 0 ) plus Noise samples, represented by the Real/Complex vectors :
The explicit formula of the PSF, denoted here as , is given by the diagonal values (Variances) of the SEC iterated estimator, in formula [2.2.6], after convergence of the outer cycle:
The PSF distortion can be evaluated in general by any Measure of its difference to Ground Truth, Kronecker delta in [2.2.5]. Particularly, for single point spreading like scenarios and when the Gray Matter space is collapsed to a bidimensional Manifold, i.e. surfaces of different Brain structures, a measure universally adopted is the Spatial Dispersion (SD) according to the Geodesic Distance. In such scenario the Type I Leakage due to Volume Conduction distortion is expressed through the Spatial Dispersion of the Point Spread Function (SD-PSF). It is defined as the Standard Deviation of the Geodesic Distance 0 between pairs of points indexed ( , 0 ), for = 1 … q, in the Gray Matter space , with probability mass given by the absolute values of the PSF, denoted mathematically as ( 0 ) ( ( 0 )), see formula below:
In a more general scenario, where the Data is given by a composition of multiple Unitary Active Sources = ( 0 , 1 , ⋯ ) + , = 1 … m, the concept of PSF requires to be extended, i.e. 'Generalized Spread Function' GSF, denoted mathematically as ( 0 , 1 , ⋯ ). In this case the Type I Leakage is given by the composition of two distortive effects, i.e. the Volume Conduction and superposed Scalp projection of multiple Sources, which cannot be measured by simply using the SD. The Earth Movers' Distance (EMD) between the GSF and the Ground Truth (EMD-GSF) would suit as a measure representative of the distortion in this general scenario, denoted mathematically as 
Second Level of Inference of the Brain Connectivity Variable Resolution Tomographic analysis and its influence on variable selection (Leakage)
Meanwhile, the First Level of Inference of the Methods described in Table 1 constitutes an invariant, a distinct aspect was its Parametrization structure and Priors defined. This is definitory at the denominated Second Level of inference or estimation of Hyperparameters ̂( ) , which biases the variables selection into the iterated estimation scheme, and thus the amount of Leakage carried by the Parameters and Hyperparameters. This effect is determined, at the First Level of Inference, by the Resolution (sparsity) in Variable Selection of the Transference Operator ̌( ) , which is influenced by the scale and/or degree of sparsity of the Precision matrix ̂( ) and Data Nuisance ̂2 ( ) 
The Data Expected Log-Likelihood has a close form expression on the Hyperparameters, given the Data Empirical Covariance and the iterated estimators of the Data to Sources Transference Operator, Sources Posterior Covariance, and an iterative auxiliary quantity denominated Effective Sources Empirical Effective Sources Empirical Covariance (ESEC) Matrix ̌( ) . Under the convention α = λ , where the λ can be interpreted as the GGM effective Regularization Parameter, the Precision matrix estimator is given by the following formula, see Section E of (Paz-Linares and Gonzalez-Moreira et al, 2018): 
) , a tendency to the Model Precision Matrix elements ( ) with Complex Normal pdf of consistent variances 
Estimation of the MEEG Sources Gaussian Graphical Model
Despite the growing interest on the GGM's given its applicability in several fields, drawbacks of the State of Art methodologies prevent of utilizing them in the scenario of Electrophysiological Sources Localization and Connectivity, we mention some of them in Table 3 below. 
Bayesian analysis
Addressing this problem from the perspective of Machine Learning or Optimization Theory is the common trend to most of Data Analysis groups, while a complete Bayesian insight to the structure and properties of the GGM and its Precision matrix Priors is still missing in State of the Art.
Here we propose a revindication of the MEEG SGGM from the Bayesian perspective, that allows for obtaining a more general class of explicit Precision matrix (Connectivity) estimators. This is done by considering invariance properties of the GGM Wishart Likelihood and the hierarchical representation of the GGM Gibbs Priors'. The analogous SGGM representation of the Precision matrix Expected Posterior 
Type II Leakage and the Brain Connectivity Variable Resolution Tomographic Analysis
The whole estimation strategy consists on the computation ESEC ̌( ) with unbiased Precision Matrix
, at the outer cycle indexed -th. The unbiased Precision Matrix, given in formula [2.2.15], is computed from its SGGM LQA estimator, after the convergence of the ̂( , ) and ̂( , ) , given within an inner cycle indexed -th, see Section H of (Paz-Linares and Gonzalez-Moreira et al, 2018):
. The Precision matrix iterated estimator of formula [2. we obtain: In similitude to what was discussed on the PSF and GSF, also the CPSF requires an extended representation for a general scenario in which the Data is given by a Unitary Precision Matrix given the composition of multiple Active Sources, i.e. ( 0 , 1 , ⋯ ) = ( ( 0 ) + ( 1 ) + ⋯ )( ( 0 ) + ( 1 ) + ⋯ ) . We denominate this representation "Cartesian Generalized Spread Function" CGSF, denoted mathematically as ( 0 , 1 , ⋯ ). Consequently, the CGSP distortion cannot be measured by using the SD. For this we consider the generalization to the Cartesian spaces product of Cortical Manifolds of the EMD measure (EMD-CGSF), denoted mathematically This concept is applicable in general to any definition of the sources Precision Matrix, e.g. Hermitian Matrix made of blocks with random extensions and random Complex elements.
Measures of Type II (Connectivity) Leakage
̌( ) = ( (̂2 ( ) ) −1 + (̂) ( +1) ) −1 ⋯ × ( q + (̂2 ( ) )
Results
Simulation substrate
We evaluate the proposed estimators of Sources Localization and Connectivity on simulated EEG data. We performed further analysis in Simulation 3, regarding the distance between Active Sources at each of the 500 configurations. This was done stablishing three classifications of distance. Short Range: The maximum distance between Sources was smaller than 5 cm. Middle Range: The minimum distance between Sources was greater than 5cm and the maximum smaller than 8 cm. Long Range: The minimum distance between Sources was greater than 8 cm. We show the results for typical trials corresponding to each classification of distance analogously to Figure 4 and Figure 5 . See Figure 6 for the tridimensional colormaps of Activity and in Figure 7 for the bidimensional colormaps of the Connectivity. We report the Mean and Standard Deviation of the SD-PSF, EMD-GSF, SD-CPSF and EMD-CGSF measures for the Methods eLORETA, LCMV and BC-VARETA, computed for the 500 configurations of Simulation 1 and Simulation 2, see Table 5 below. The corresponding results for Simulation 3 of the EMD-GSF and EMD-CGSF measures Mean and Standard Deviation are reported separately for each classification (long range, middle range and short range), see Table 6 . 
Study of the Type I and II Leakage in simulations
Long Range Middle Range Short Range
Discussion
Methodology of Brain Connectivity Variable Resolution Tomographic Analysis
The State of Art of Electrophysiological Brain Source Localization and Connectivity is quite diverse. Despite this fact, the structure of the proposed Bayesian Model, underlying the BC-VARETA framework, is common for a large family of Methods, see Subsection 2.1 and Table 1 A measure of the Type I Leakage in the PSF was built on the Geodesic Distance Spatial Dispersion (SD-PSF) in the Cortical Manifold, that has been universally adopted for single point spreading like scenarios. We provide an extension of this concept to multiple points by the GSF and its EMD (EMD-GSF). Remarkably, we present a generalization to the Cartesian geometry (Product of Cortical Manifolds Spaces) to represent the measures Type II Leakage given by CPSF and CGSF. To this end we use the Spatial Dispersion of the Cartesian Geodesic Distance (SD-CPSF), for a single connection, and the Cartesian Earth Mover's distance (EMD-CGSF), for the extension to multiple connections.
Analysis of the Results in Simulations
Simulation Aims
Simulation 1 was set up to study the Type I Leakage in an ideal scenario that reflects solely the Volume Conduction spilling effect on a single point. Simulation 2 was aimed to study the Type II Leakage and its mutual interaction with the Type I Leakage, in a scenario that reflects the spilling effect of Volume Conduction on two points Connectivity. Simulation 3 pursues the study the Type II Leakage on four points where only three of them were connected, reflecting not only the Volume Conduction spilling effect in Connectivity but also the crosstalk towards not connected points.
Scalp Analysis
For a typical trial of Simulation 1 the projected Activity at the Scalp Sensors of a typical trial, see Figure 4 a), showed the single point large spatial spillover and mismatch of its maximum given to the Volume Conduction effect, confirming an essential shortcoming of the direct analysis of Sensors data. This has been pointed out in previous works (Brunner et Figure 7 a) c) e). Third: Crosstalk towards not connected points given the large spillover of the Nondiagonal Blocks in the three conditions (short, middle and long range distance) of Simulation 3, see Figure  7 a) c) e). Even when we are in presence of highly sparse simulations the scenario for Scalp Connectivity doesn't show any goodness according to these results.
Sources Analysis
The Sources Localization and Connectivity were distorted qualitatively by the Volume Conduction effect, across all simulations. For the typical trial of Simulation 1 the reconstruction with eLORETA does not improves the mentioned situation for the Scalp Data, considering that the Sources were extended along a larger Cortical area than the simulated Scalp projection, see Figure 4 b). This overestimation of Cortical activity is a peculiar of Linear Methods such as MNE, see Table 1 , but in this case the eLORETA showed qualitatively similar performance despite its Hybrid estimation formulas. We found that the Cortical extension of the LCMV reconstruction was much shorter. This was possible due to the Linear Constraints of the LCMV Hybrid formulas at the Second Level of Inference, that pursue sparsity of the Spatial Filtering Variances. The BC-VARETA reconstruction was the sparsest confirming our hypothesis, about the effect of using a Sparse Precision Matrix Model, that underlies this Non-linear Sources estimation Method.
The Sources Activity reconstruction in typical trials of Simulation 2 see Figure 4 d) and Simulation 3, see The LCMV method achieves better performance in Source Activity and Connectivity reconstruction. The mixing of Sources and Crosstalk is qualitatively diminished, but still too spilled as compared to the highly sparse simulated Activity. The Source Activity and Connectivity reconstruction with the BC-VARETA Method was the sparsest and thus the best according to the properties of the simulations, also evidencing that the estimation with sparse Precision Matrix model worked as expected. The spatial spillover, mixing and crosstalk of reconstructed Sources Activity and Connectivity, of the presented typical trials, seems minimized across all simulations by this Non-linear Sparse Method. This outcome was effective for the three conditions (short, middle and long range distance) of Simulation 3, whereas expected the results with all Methods deteriorated with the range shrinking.
The results across the 500 trials of the measures SD-PSF, EMD-GSF, SD-CPSF and EMD-CGSF, for Simulation 1 and Simulation 2 and Simulation 3 were consistent with the qualitative analysis given for the typical ones, see Table 5 and Table 6 . The measures values were always minimum for the BC-VARETA Method. The measures of Sources Localization SD-PSF and EMD-GSF were consistent to the SD-CPSF and EMD-CGSF, in the sense of that when the Connectivity reconstruction performance was higher it was always higher the performance in Source Localization. The values of the EMD-GSF and EMD-CGSF, along the three conditions (short, middle and long range distance) of Simulation 3 revealed that reconstruction performance deteriorated for all methods as the Range decreased, see Figure 6 . Even though this behavior was expected for every Source Localization Method, the BC-VARETA exhibited the most robust performance.
Conclusions
The proposed methodology BC-VARETA allowed us to caulk the "Leakage Effect" in simulation scenario of MEEG activity that was challenging, according to the high degree of sparsity (super resolution) variability (different configurations with random positions of sources) and realism (presence of noise in generators and sensors, and inverse crime evaluation). The BC-VARETA performance was better than well stablished methods, which operate under different assumptions, i.e. eLORETA and LCMV. These results were supported by sensitive quality measures (Spatial Dispersion and Earth Movers Distance), that are also acknowledged to be the most interpretable into the state of the art of MEEG source connectivity analysis. Remarkably, our Bayesian model and inference (BC-VARETA) constitutes a unification of the state of the art in the theory of MEEG source activity and connectivity estimation methods and the theory of Gaussian Graphical Models. We presented fully detailed technical derivations of BC-VARETA, along with its interpretability and theoretical comparison with those methodologies previously developed. Another issue addressed into this paper was the rigorous mathematical representation of the Leakage in both source activity and connectivity. It involved the introduction of new quantities as such the Generalized Spread Function (explicit activity estimator given multiple sources) and Cartesian Generalized Spread Function (explicit connectivity estimator given multiple connected sources), and the generalization of Spatial Dispersion and Earth Movers distance to the connectivity space, i.e. Cartesian product of Cortical Manifolds.
