ABSTRACT The main obstacle in the development of a robust Arabic text-to-speech system is the ability to place diacritics, that is, small marks above and below the raw text that indicate the correct pronunciation. In this paper, we propose a system that can retrieve the diacritics that match a given Arabic text. First, the system injects the raw text into an engine that is based on a single hidden Markov model. The engine then generates an optimal path through its states. The system finally matches the state sequence with its equivalent diacritics and sets them in place within the text. Experiential results on diverse data sets demonstrate the robustness of the proposed system, even with samples that are novel to the system.
I. INTRODUCTION
The spelling characters in an Arabic word do not solely determine the pronunciation of that word. This creates a technological challenge when a designing a text-to-speech system for Arabic [1] - [3] . Thus, the orthographic system for Arabic places small marks above and below the main strokes that are called diacritics. Diacritics are essential for the correct pronunciation of a word and to determine its meaning, accordingly. The accuracy of text diacritization directly affects speech quality [4] , [5] . Arabic script readers are accustomed to inferring the meaning of undiacritized text. However, some sentences may require even native Arabic speakers to read them repeatedly before determining the correct meaning. Modern Arabic writing omits these diacritics, which leads to considerable ambiguity among words that have identical consonants but different meanings [6] . Some researchers have measured the average ambiguities for a token in Arabic as 19.2, which is more than eight times that for most other languages [7] . Some words can have even a higher number of analyses [8] .
The sound system in Arabic consists of three main groups: short vowels, nunation (tanween), and syllabification (shadda and sukun) [9] . The first two groups include six basic diacritics that may also be combined with the diacritic shadda. The diacritic sukun always appears alone. This results in 13 diacritics, as illustrated in Table 1 . Consider the word in Table 2 which consists of the character sequence /d, /r and /s. There are five potential pronunciations, each with a different meaning based on the set of diacritics that accompany the letters.
Some researchers have developed systems to restore diacritics based on the morphological, syntactic, and semantic rules of Arabic [10] , [11] . These rules are systematic, but complex [12] , [13] . Morphological rules decompose the undiacritized word into its morphological entities: the class of the word, prefix, root, form, and suffix. Syntactic rules determine which diacritics accompany the last character of the word. Semantic rules resolve ambiguous cases. Rule-based diacritization is vocabulary independent; however, it is complex, time-consuming, and difficult to regularly update the rules or extend them to other Arabic dialects [14] .
Another widespread approach is to use a machine learning technique, such as a recurrent neural network, to build highlevel linguistic abstractions of text [15] . Other researchers have implemented hidden Markov models (HMMs) at the word level to obtain the right vowelization of words based mainly on their context. The HMMs observe the undiacritized text, and the output is a sequence of possible diacritized words [16] - [19] . Dynamic programming has also been applied to efficiently restore the optimal sequence of diacritics based on monogram [20] , bigram [21] , trigram [22] , or n-gram models [23] . The maximum entropy framework is another statistical model that integrates different sources of knowledge to enhance the performance of diacritization [24] , [25] .
Combining linguistic knowledge with stochastic techniques has resulted in a hybrid system that determines the most likely diacritics for a given undiacritized text, then factorizes each Arabic word into all its possible morphological constituents, and finally shortlists the sequence of morphemes that is the most likely diacritization [1] , [26] .
II. PROBLEM STATEMENT
In this study, we inject Arabic script into the diacritization system as a sequence of ASCII codes of the text characters. This sequence represents the observation set for the diacritization system that aims to restore the full diacritics of the given script. Markov models are restrictive in the diacritization process because they match each observation to a distinct state within the model, whereas, in reality, each state (diacritic) has a probabilistic function that generates the possible observations (ASCII codes of the script letters). In this section, we extend the implementation of the diacritization process using HMMs.
A. CONCEPTUAL UNDERSTANDING
Assume that a model is observing a set of random numbers that represent the ASCII codes of undiacritized text. It then attempts to generate an optimal output sequence that best matches the diacritic set that accompanies that text. The set of states/diacritics is hidden; however, it can be observed through the stochastic processes that generate the observations/characters. At any instant of time, the model observes the ASCII code of one character from an undiacritized text line, and then steps to one of its states that represents the equivalent diacritic. The proposed system is an ergodic HMM. In such a model, a transition from one state to another, including itself, takes place in a single step, as shown in Fig. 1 . The model is described at any time (t = 1, 2, · · · , T ) as being in one of the states S 1 , S 2 , · · · , S N , where N denotes the number of states. At each time, the model either transitions to another state or remains in its current state. This is interpreted as the model transitioning from state q t at time t to state q t+1 at time t + 1. The transition from one state to another occurs according to a probability set that is associated with each state. These activities may be described using the current state and its predecessors:
where t = 1, 2, · · · . The model under consideration only looks at the immediate preceding state:
Moreover, only the processes that are independent of time are considered. This leads to a set of state transition probabilities:
The observation is a probabilistic function of the state. This means that the states are not directly observable. The model has 15 distinct states, that is N = 15. from the start state (STR) at i = 1. It then transitions from one state (diacritic) either to another state (diacritic) or to itself. The latter occurs when the same diacritic appears twice consecutively within the same word. This scheme affects the initial state probability π as follows:
To calculate the state transition coefficients, we first need to derive the corpus statistics that include the zero-order and first-order diacritic transition probability:
No. of times diacritic α appears at the beginning Total no. of lines in the corpus (5)
We mentioned previously that the model is ergodic, however because of the nature of the problem, there are two constraints that apply to state transitions. The first constraint prevents any state transition to STR because it only appears at the beginning of the state sequence. Therefore, no transition from any state, including STR, to STR is permitted. We assign , where ≈ 0, to all state transition coefficients a ij when j = 1.
The second constraint is based on the syntactic rule that nunation appears at the end of a word; hence, only a space or the end of the line may occur. This forces the model, when residing in any of the nunation states, MDF, MDD, MDK , DSF, DSD, DSK , to transition only to NON , or when i ∈ {8, 9, 10, 11, 12, 13} ⇒ j = 15. The state transition probability is set to otherwise.
Apart from the previous two cases, the state transition probability is calculated as
There are M distinct observation symbols per state, where M = 110, which correspond to the actual output of the system being modeled. For Arabic text diacritization, the observation symbols are the ASCII codes of individual characters that represent the undiacritized text. They are denoted by
The probability of observing symbol v k while the model is in state i at time t is referred to as the observation symbol probability:
When j = 1 this refers to the probability of a letter appearing at the beginning of a character sequence:
No. of character sequences starting with the letter v k
Total no. of lines in the corpus (9) Not all the 110 observations are eligible to start a word, and hence, a sentence or character sequence. Fig. 2 illustrates some letters that cannot be at the initial position. For those letters, b 1 (v k ) = , where ≈ 0. Other than the initial letter, j = 1, the symbol probability, b j (v k ), is calculated as follows:
No. of times letter v k appears with diacritic S j Total no.of times diacritic S j appears in the corpus (10) Specifying the two model parameters N and M , the observation symbols, and three sets of probability measures A, B and π is essential to providing a complete specification of an HMM. The model is denoted by λ = (A, B, π) 
B. COMPUTING THE LETTER SEQUENCE LIKELIHOOD
The model generates the output sequence using the following parameters: λ, M , N , observation sequence, and state sequence. The model always starts from the initial state: q 1 = 1 or STR at t = 1. While it resides at STR, the model observes the first sample, which symbolizes the ASCII code of the first character within the undiacritized text. The model then transitions to q 2 , which represents the diacritic of the first sample previously observed. Next, the model enters an iterative loop in which it observes one sample from the undiacritized text each iteration, and transitions to new state q t+1 = j according to a ij . The state label reflects the diacritic of the character sample observed in the previous step. The iterative process ends when there are no more observations, that is, when it finishes diacritizing the entire text. Typically, the character sequence ends with an end-of-line character. This has a null observation.
The character sequence /d/r/s shown in Table 2 represents the observation sequence of the model, where each diacritized sequence has a different likelihood probability. We inject this pattern into our model as /d /r /s null. The model starts at state STR, observes letter /d, transitions to q 2 , observes letter /r, transitions to q 3 , observes letter /s, and finally transitions to q 4 and observes null. The probability of this observation sequence for a specific state sequence is (11) and the probability of the state sequence is
Therefore, the probability of the observations given the model is
This allows the evaluation of the probability of the observation sequence; however, the direct evaluation of this sequence would be exponential in T . Consider the transliterated character sequences shown in Table 2 , where each sequence represents a potential outcome of the model. We calculate the probabilities of the observations /d /r /s null for various state sequences.
The first combination, /darasa, is the model outcome of the state sequence STR, MFA, MFA, MFA. We calculate the probability of the observation sequence given the first state sequence as
We may substitute state labels for state numbers:
The second sequence /dars is the model outcome of the state sequence STR, MFA, MSU , MSU . The likelihood probability given this state sequence is
Equally,
The third sequence /darrasa is the model outcome of the state sequence STR, MFA, MFS, MFA:
or
We calculate the fourth observation sequence /doresa given the state sequence STR, MDA, MKA, MFA as
or using state numbers
Finally, the likelihood probability of the observation sequence /dorresa given the state sequence STR, MDA, MKS, MFA is calculated as
Alternatively,
C. RETRIEVE THE DIACRITICAL SEQUENCE
In this paper, we aim to build an HMM-based engine that can retrieve a set of diacritics that best matches a given undiacritized Arabic text. However, as the letter sequence expands, the system could have unlimited state sequence possibilities. Therefore, given the observation sequence O, the objective is to attempt to uncover the hidden part of the model, that is, determine the optimal state sequence that best explains this observation sequence. The optimality criterion is selected to maximize P(O|λ) over a complete state sequence. The Viterbi algorithm is a formal technique to determine this optimum path based on dynamic programming methods [27] . For natural language applications, such as Arabic text diacritization, the number of observations is very large; moreover, the state transition and observation symbol probabilities are very small. This may cause the machine to run out of precision and therefore generate unreliable computations. To overcome this problem and expand the precision, we take the logarithms of the model parameters at the beginning:
We assign the value , where ≈ 0, rather than zero to π, a, and b to avoid an undefined number or negative infinity. The algorithm proceeds in four steps without any multiplications:
Onlyπ 1 = 0 and the remaining initial state probabilities equal log ( ). In this study, we assign = 10 −100 → log( ) = −100. This favors only paths that start from STR:
• Termination:
• Path backtracking:
III. IMPLEMENTATION AND EVALUATION RESULTS
In this section, we present the implementation of the proposed system to process Arabic corpora to diacritize raw text that is injected as a sequence of observations. The proposed system consists of a 15-state ergodic HMM. We developed a complete software program based on the HMM engine. Using this program, the user may either type an Arabic phrase that the system then diacritizes, or simply import an Arabic text file into the graphical user interface (GUI) window. This program passes through three modules. The first module reads the text line and transfers it into a sequence of predefined observation symbols. The second module generates the output sequence: the diacritics. The final module arranges the output sequence with the raw text by imposing the diacritics above and below the equivalent characters. Fig. 3 shows two screenshots that illustrate the input raw text and the final fully diacritized text.
A. THREE DATASETS
To assess the performance of the proposed system, we applied the HMM-based engine to an Arabic text corpus. The corpus consisted of three datasets. Table 4 shows one text sample from each dataset. of those sets. The system did not accept numbers, symbols, or special characters, only the Arabic alphabet. The first dataset, DS 1 , was built at King Abdulaziz City for Science and Technology [28] . It included 231 files of proofread Arabic text. Each of these files contained 100 or more diacritized sentences, where each sentence had an average of 10 words, with a total number of more than 255,455 words. The dataset consisted of more than 2 million characters of Arabic letters, spaces, and diacritics. During the course of building this dataset, we focused on the diversity of the subjects covered to avoid the diacritization process being biased toward a particular subject.
The second dataset, DS 2 , included the fully diacritized text from the Holy Quran, where each verse was considered as a separate sentence. In this dataset, the average number of words per sentence was higher than that in DS 1 , which affected the diacritization process, as shown below. DS 2 included approximately 476,000 characters, more than 50% of which were Arabic letters, 38% were diacritics, and the remainder were spaces.
The third dataset, DS 3 , consisted of 54,463 Arabic names, each of which was considered as a separate sentence that could include up to four parts: surname, father's name, grandfather's name, and family name. The total number of words in DS 3 was around 141,000, with an average of 2.6 words per sentence. This low figure, compared with the previous datasets, positively influenced the diacritization process, as will be illustrated later. DS 3 included 752,304 characters of which 400,000 were Arabic letters, more than 265,000 were diacritics, and the remainder were spaces.
B. EXPERIMENTS
We conducted several experiments with different configurations. In the following, we present the performance and characteristics of the most notable experiments. These experiments reported two values: word error rate (WER) and diacritization error rate (DER). WER is the percentage of words that have at least one faulty diacritic. DER is the percentage of diacritics that were incorrectly restored.
We performed the first set of experiments using 10,000 sentences from DS 1 as training samples. The testing samples were 30%, 60%, and 90% of the training samples. In all these experiments, the DER varied between 27% and 28%, as shown in Table 6 . The variation among the three values is not significant. We also observed similar results when we expanded the training samples to 20,000 sentences from DS 1 . The two groups of experiments resulted in a very poor WER that reached 78%. This indicates that the diversity among DS 1 samples may have resulted in favoring a set of diacritics that did not correctly match the context of the sentence. For example, a set of characters may frequently occur in Arabic text with a certain diacritic sequence. If the context dictates that this character set must have a different diacritic sequence to serve the meaning, then the likelihood probability of the correct diacritic sequence is less than that of its equivalent most-frequently wrong diacritic sequence. In this case, both DER and WER increase. We conducted a second set of experiments on the three datasets in which we used the entire dataset as training samples: 24,274 samples from DS 1 , 5,308 samples from DS 2 , and 54,463 samples from DS 3 . For each dataset, we performed three experiments: using one third of the dataset as a testing set, using two thirds of the dataset, and finally, using the full dataset. Table 7 presents the results of these experiments. It shows consistent behavior across the three datasets using various set sizes for testing. It also illustrates a noticeable increase in DER for DS 3 compared with the other two datasets. This is mainly because of the dataset size available for training, which enabled the system to capture the dynamicity of the dataset. By contrast, DS 2 had the lowest DER because of the limited dataset size. Another reason for this difference relates to the nature of the content of each dataset. Whereas DS 1 and DS 2 included a diversity of topics, DS 3 consisted of Arabic names, which are more limited in range. DS 2 also demonstrated the lowest performance among the three datasets in terms of WER: more than 80%. DS 1 improved WER by 8% and DS 3 improved WER by 33%.
The third set of experiments measured system performance using testing samples that differed from the training samples. Because of the limitation in dataset sizes, we could only conduct this test on DS 1 . We performed two experiments:
• In the first experiment, we trained the engine using 10,000 sentences. We then used 4,000, 8,000, and 120,000 different sentences as a testing set. DER was 27.07%, 27.22%, and 27.41%, respectively. • In the second experiment, we trained the engine using 20,000 sentences. We then used 4,000 different sentences as a testing set. DER was 26.91%. We observed a slight difference between these results and those listed in Table 6 . Recall that the testing samples used to deduce DER were different from the training samples, whereas in Table 6 , the testing samples used to deduce DER were part of the training samples. Therefore, the randomly selected new samples from DS 1 resulted in the same accuracy compared with testing the engine with part of the training samples.
C. COMPARISON WITH OTHER HMM-BASED APPROACHES
In the literature review section, we surveyed a number of diacritic restoration systems. These systems vary between morphological, syntactic, and semantic rules, neural networks, dynamic programming and HMMs. In this section, we compare the proposed system with four systems that are all based on HMMs [17] , [18] , [20] , [21] . These systems have almost the same approach, in which they consider undiacritized Arabic text as an observation sequence for HMMs, and the hidden states are the fully diacritized word expressions. Each system extrudes the optimal state sequence that represents the fully diacritized Arabic text. During the testing phase, these systems search through all the words that have a similar non-voweled structure and select the diacritized word that has the highest likelihood.
This approach can generate diacritic marks only for those non-voweled words that already exist in the model. This approach has two drawbacks: it is lexicon-based and therefore limited from a practical point of view. Second, each non-voweled word has a number of distinct models that are equivalent to all possible diacritic combinations. The two drawbacks lead to the problem of whether, when adding a new word or new combination of diacritics the model has to undergo a complete training cycle to accommodate the modification. Moreover, sentences that contain unlisted words are excluded from the testing results. This highly contributed to the implausibly low WER shown in Table 8 . Though Elshafei et al. [20] highlighted a DER of 5.43%, the aforementioned four systems do not calculate DER using the aforementioned definition because the basic unit of their models is the word rather than the letter.
Another factor that affects overall performance is the number of diacritics the system can recognize. Whereas Gal [17] used only three basic diacritics, Elshafei et al. [20] , [21] extended the diacritic set into eight, and El-Harby et al. [18] used 11 diacritical marks to vowelize the Arabic text. Extending the diacritic set expands the practicality of the system however; it complicates the implementation of HMMs.
The size of the testing set reflects the actuality of system performance. Training the model with tens of thousands of diacritized words and testing it with a few hundreds of undiacritized words cannot demonstrate the robustness of the system [18] , [20] .
IV. CONCLUSION
In this paper, we proposed a system to diacritize Arabic text. The system was based on HMMs. The raw text was considered as a sequence of observations, where each observation represented the ASCII code of the equivalent character of the alphabet. The observation sequence was injected into the HMM engine, which transitioned its states to deduce the optimal path across the model. The optimal output state sequence represented the set of diacritics that accompanied the Arabic raw text. The performance of the proposed system was assessed using an Arabic corpus that included three distinct datasets.
The proposed system is novel in the sense that the basic unit is the letter not the word, as in systems in the literature. This provided more flexibility for our system to learn and expand the vocabulary. We achieved a higher DER and WER than other systems that inexcusably excluded unknown words when calculating DER and WER.
