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We study a class of time-dependent linear integrodifferential equations (VE) with 
the evolution equation approach. We determine the generators of a time-dependent 
evolution equation (DE) which is equivalent to the given integrodifferential 
equation. Under very general assumptions we prove the well-posedness and 
continuity of (VE) from the stability of (DE). The related question of convergence 
of a family of approximate solutions is examined. As an application, we include an 
example of hyperbolic integro-partial-differential equation to illustrate the theory. 
1. INTRODUCTION 
In this paper we examine the integrodifferential equation 
x’(t) = -4(t) x(t) + J-I l.qt, s) x(s) ds + f(t), O<t<T<oo 
0 
(VE) 
x(O)=x,EX 
in a Banach space X. 
We shall always assume that for each fixed t >, 0, A(t) is linear and 
defined on a dense subspace D of X which is independent of t and that A(t) 
is the generator of a Co semigroup on X. The linear operator B(t, s) is 
defined on a subspace Do 2 D for each pair (t, s) with 0 < s < t < co. The 
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function f is assumed to be defined on [0, a) with values in X. In particular, 
we ask thatfbe an element of a Banach space F of X-valued functions which 
are defined for t > 0. We shall further stipulate that for each t > 0 and 
x E Do, B,(-, t)x E F where 
[B,(*, Ox](s) = w + s, fb, S>O 
is in F as a function of s. 
The requirement that A(t), B(t, s) and f(r) be defined for t > T is merely 
technical. If A(t) and f(t) are defined for t E [0, 7’) only, it will often be 
sufficient to extend these functions by constant A(t) = A(T) andf(t) = f(T) 
for t > T, or by smoothly extending A and f outside [0, T] to [0, co). B(f, s) 
can be extended in similar fashions. By doing so, A, B and f can satisfy 
certain differentiability or integrability conditions. From the principle of 
causality, the solution x(t) on [0, T] will be independent of different 
extensions. From now on we assume that such extensions have been done. 
Our purpose in this paper is to obtain results concerning existence, 
uniqueness, well-posedness and approximations of the solutions of (VE). 
These questions were studied in our earlier work [ 1,2] where the 
convolution equation 
x’(t) = Ax(t) -I- J“ B(t - s) x(s) ds + f(t) 
0 
was considered; the unbounded operator A is autonomous. Our approach 
was motivated by Miller [ 171 where he showed the relationship between the 
convolution equation and an autonomous linear differential equation in the 
case jT = BU([O, co); X), the space of all bounded uniformly continuous 
functions from [0, co) to X. In [ 1, 21 we were able to demonstrate the well- 
posedness of the differential equation by showing that the coefficient 
operator generated a Co semigroup. The well-posedness of the integro- 
differential equation then followed. This approach has been extended to non- 
linear equations by Grimmer and Zeman [lo] via nonlinear semigroups. 
Since a J&ge class of integrodifferential equations are time-varying in 
nature (namely, A(t) #A), we wish to study them by this approach. We first 
determine a nonautonomous d$erential operator and differential equation 
(DE) (cf. Section 2) which is equivalent o the integrodifferential equation 
(VE). This equation (DE) can be studied by the method of Kato and Tanabe 
(e.g., [ 13, 201): we prove the existence of a fundamental solution (or, a 
family of evolution operators) U(t, s) (0 < s Q t < 7’); it will enable us to 
obtain our results naturally. It also enables us to treat a class of integrodif- 
ferential equations with B(t, s) in (VE) more general than the convolution 
kernel B(t - s). Our theorems are proved under very reasonable assumptions 
which allow kernel B to be “optimally unbounded” relative to A. 
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Other related work concerning integrodifferential equations in a Banach 
space for the linear convolution case appears in Da Prato and Iannelli [5,6], 
Miller [ 14, 151, and Miller and Wheeler [ 16, 171. The nonlinear convolution 
case is discussed in Crandall, Londen and Nohel [3], Crandall and Nohel 
[4] and Grimmer and Zeman [lo]. Integral equations in a Banach space are 
treated in Grimmer and Miller [8,9]. Also in [7], Friedman and Shinbrot 
examined an integral equation 
u(t) = - jt h(t - r) A(r) u(r) dr + k(t), O<t<T 
0 
and its differentiated version, 
u’(t) = -h(O)A(t) u(t) - j’ h’(t - @A(t) u(t) dz + k’(t), 
0 
under the assumption that A(t) generates an analytic semigroup. The results 
in our paper hold good for A(t) without the holomorphic assumption. In 
Section 6, an example of a hyperbolic integro-partial-differential equation is 
included. 
In a Hilbert space setting Da Prato and Ianelli [5] study the equation 
x(t) = A(t) x(t) + j' K(t - s) x(s) ds + f(t), 
0 
where K(t) is defined by 
K(t) = j’ emtsB(s) ds, 
where B(s) is self adjoint and semibounded; K is a generalization of a 
completely positive kernel. With these hypotheses they then obtain existence 
and uniqueness of solutions on a dense set and also continuity with respect 
to initial data. 
The work closest to ours is the quite interesting recent paper of Heard 
[ Ill. (The authors thank the referee for bringing this paper to their attention 
and providing a preprint.) Heard studies the equation 
x(t) + A (0 40 = j; dt, s, x(s)) ds + f(t), 
x(0) = x0 
WE) 
in two distinct cases. The first is when the domain of A(t), D@(t)), is not 
constant. In this case it is assumed that there is a Banach space Y which is 
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densely and continuously embedded in X with Y c D@(t)) c X. The 
function g: [0, co) x [0, co) x W+ Y is continuous where W is an open set 
in Y and satisfies a local Lipschitz condition of the form 
In general, if X is Lz and Y is a Sobolev space HP this will not allow g to be 
a differential operator. The application in [ 111 does not have g as a 
differential operator. Thus, the first part of [ 1 l] is not closely related to our 
work here. 
The second part of [ 111 deals with the case when D@(t)) is constant. This 
work is much closer to ours as in this case, g: [0, co) X [0, co) X W--+X is 
continuous with (ag/at): [0, co) x [0, ~0) X W-+X also continuous. Taking 
Y = D(a(t)), g satisfies 
and 
locally in W for all t, s > 0. It is also assumed that A(t) E 9(Y, X) and that 
A(t) is strongly continuously differentiable on Y as it is assumed here. 
Rather than assuming that (A(t)} is a stable family in this case, however, 
Heard asks that there is a locally Lipschitzian operator Q(r) E 3(X) with 
Q-i(t) E 9(X) so that -Q(t)A(t) Q-‘(f) g enerates a contraction semigroup 
on X for each t > 0. This condition arises from using some earlier work of 
Kato and can be shown to imply that that (A(r)} is a stable family as in the 
argument of Theorem 3.2 and in [20, p. 971. In particular, this does not seem 
to be feasible, in general, if A(t) E A and the semigroup {Z’(t)} generated by 
A satisfies (] T(t)]] Q A4e”’ where M must be chosen greater than unity. 
The technique used in [ 111 is to treat the integral term and the function 
f(t) together as an inhomogeneous part of a differential equation and use the 
evolution operator associated with (A(t)) in the variation of parameters 
formula. It is then shown [ 11, Theorem 51 that if x(0) E W and 
f E C’([O, co), x) that there is a unique solution of (NVE) and that this 
solution exists on [0, co) if W = Y and the local Lipschitz condition is 
global. 
It is in the study of continuous dependence that the greatest differences 
occur. In particular, if x,,(r) is the solution of 
xiz(t) = A(0 ~40 + I’ W, s) x,(s) ds + f,(t), 
0 
X”(O) = x, 3 
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it will follow from our Theorem 3.2 or Theorem’3.3 that if x,, x,, E Y, 
f,,f E C’([O, T], x) then there exists a constant M(T) so that 
II%W - 44ll G m9(II~” - -%llx + Ilfn - f IIA O<t<T. 
Thus, if x,+x0 in X and f, + f in C([O, T], X), x,,(t) + x(t) uniformly on 
[O, T]. 
The corresponding result in [ 11, Theorem 71 asks that x, + x0 in Y, f, + f 
in C( [0, T], x) and f,’ + f’ in L’([O, T], X). The difference is important. In 
particular, the requirement x, -+ x0 in X allows the definition of weak 
solutions of (VE) for all x0 E X whereas x, -+x0 in Y does not. Our results 
comparing the solutions of 
4(t) = A “(0 &t(t) + j; B”(4 s> X”(S) ds + f,(t), 
(VE), 
x,(O) = x, 
with those of (VE) also compare favourably. In particular, we require the 
condition AJt)x+A(t)x for each x E Y pointwise in t while the 
corresponding requirement in [ 11, Theorem 71 is that A&)x+ A(t)x and 
A:(t)+A’(t)x for each xE Y uniformly on [0, T]. There are other 
differences but these are the most striking. 
The reason for the different results lies in the different echniques used. In 
[ 1 l] solutions are found as the fixed points of contraction operators on Y 
developed from the variation of parameters formula associated with 
x’(t) =A(t)x + h(t). 
Our method is to identify (VE) with a differential equation 
z’(t) = C(t) z(t) (DE) 
on a larger Banach space. Showing that {C(t)} generates an evolution 
operator on this larger space will yield the well-posedness of (VE). This well- 
posedness is in terms of the norms on X and C( [0, T], x). The advantage of 
our approach is that once it is shown that (DE) incorporates all of the infor- 
mation of (VE) and that C(t) generates an evolution operator one can use all 
of the results concerning differential equations in a Banach space 
immediately. 
Finally, we remark that in Section 4 we obtain similar results for 
f E L’([O, co), x), 2 < p < co, so that well-posedness may be obtained in 
terms of the norms on X and L’(C[O, T], x). 
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2. AN EVOLUTION EQUATION RELATED TO (VE) 
Along with (VE) we consider the evolution equation 
z’ = C(t)z, 
Here XX XX ST is the Banach space with norm given by 
(DE) 
11# = II 4,: + 1141: + IIYII> 
for 
W 
z= x EZ [I Y and C(f)=[i zi :,I. 
The operator A,(t) is closed in X and has domain D, G D with resolvent 
R(& A,(t)) = (AZ -A,(t))-’ for some 1 > 0 and all t > 0. Here A,(t) is 
usually either a multiple of A(t) or a fractional power of A(t) if its exists, 
possibly A, is constant and A(t) = a(t) The linear operator B(t) on D, 
into .F is given by B(t)x = B,(., t)x. D, is the differentiation operator on Sr 
defined by D, f = f’ on a domain D(D,) c Sr, where f E D(D,) implies 
f(s) = a + j-; e(u) du 
for some e E F and D, generates the translation semigroup T(t) on ST given 
by r(t) f(s) = f(t + s). The domain of C(t) is X x D x D(D,), 0 < t < T. In 
this paper {T(t)} will always denote the translation semigroup of Sr with 
generator D, . 
Notation. We use * to denote transpose of an element in X X X x jr. If 
Y and X are Banach spaces, we will denote by 9(Y, X) the space of all 
bounded linear operators from Y to X with the usual norm. If Y = X, we 
shall denote 9(X,X) by 9(X). .PA denotes the Laplace transform, i.e., 
L2$ h E J-r e- Ash(s) ds. 
We shall require the following assumptions regarding B and A, : 
WI 4(-v 4 44 is continuous as a function of t on R + into Sr 
whenever x(t) and A,(t) x(t) are continuous on R + into X. In addition, for 
some 1 > 0, B,(s, r)R@; A,(r)) is a bounded operator on X into X such that 
for each t > 0 the family {Bt(s, r) R(A;A,(z)): 0 < r < t} is equicontinuous 
for s E [0, co) into 3(X). 
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(H2) B,(s, t)x is in D(D,) for each fixed x in D, and t > 0. 
(H3) D,B,(s, t) x(t) is locally integrable as a function of t whenever 
x(t) and A,(t) x(t) are continuous for t > 0. 
(H4) A,(t) x(t) is continuous as a function of t whenever ;4 (t) x(t) is 
continuous as a function of t. 
Before proceeding to the relationship between (VE) and (DE), we give 
some definitions and notation. 
DEFINITION 2.1. By a solution z(t) of (DE) satisfying an initial 
condition z(0) = z0 we mean a function z: [0, T] + D(C) =X x D x D(D,) 
with z(t), z’(t), and C(t) z(t) continuous and z’(t) = C(t) z(t) for 0 < t < T. 
DEFINITION 2.2. By a solution x(t) of (VE) with x(0)=x0 we mean a 
function x: [0, T] + D such that x, x’, and A(t) x(t) are continuous and (VE) 
is satisfied for t E [0, T]. 
THEOREM 2.3. Assume (Hl) is valid. If z = (w, x, y)* is a solution of 
(DE), then x(t) is a solution of (VE) with f(t) = y(O)(t) and x0=x(O). 
Conversely, iff E D(D,) and if (H 1 )-(H4) are valid and x(t) is a solution of 
(VE), then (w, x, y)* is a solution of (DE) with w(t) = w,, + 1; A,(s) x(s) ds 
and y(t)(s) = f(t + s) + (i, B(t + s, r) x(z) dr. 
ProoJ First assume that (Hl) is valid and that z = (w, x, y)* is a 
solution of (DE). It follows that A,(t) x(t) is continuous and that y satisfies 
y’(t) = D, y(t) + B(t) x(0 
It now follows that y(t) must be given by 
y(t) = T(t) y, + 1’ T(t - z) B(z) x(z) dt. 
0 
Thus, if y(O) = f, we must have 
y(t)(s) = f (t + s) + 1’ T(t - 7) B,(s, r) X(T) dr 
0 
=f(t+s)+I’B,(t--+s,r)x(r)dr 
0 
= f (t + s) + ,,’ B(t + s, r) x(r) ds 
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in Y. As y(t) is in D(D,), y(t)(s) is absolutely continuous in s. Similarly, 
f(r + s) is continuous in s and we need only examine jt B(t + s, t) x(r) ds. 
However, 
i 
’ B(t + s, z) x(r) dz = ,f B(t + s, z) R(A; A,(t))(ilZ -A,(T)) x(t) dt 
0 0 
and W-AoW ( 1 x r is a continuous function. It thus follows easily from the 
equicontinuity in s of {B,(s, r) R(A, A,(r))}, 0 < r < t, guaranteed by (Hl) 
that si B(t + s, r) x(r) dt is continuous in s. Thus, 
y(t)(O) = f(t) + jf W, r) X(T) dr. 
0 
Further, arguing as above using (HI), it follows from 
X’W = A(0 44 + YW(O) 
that A(t)x(t) is continuous ad so x(t) is a solution of (VE). 
Conversely, if (Hl)-(H4) are valid, suppose x(t) is a solution of (VE) 
with f E D(D,). It follows that x(t) and A(t) x(t) are continuous so that 
B(t)x(t) is in D(D,) for each t and is continuous in t. Also, D,B(t)x(t) is 
locally integrable as a function of t. Thus, we see that 
Y’ (4 = D, YW + w m yo=f, 
has as its solution 
y(t)(s) = f(t + s) + jf B(t + s, r) x(t) dr, 
0 
[ 17, p, 1121. Hence, x(t) satisfies 
x’(c) = A(t) X(f) + 6, y(t). 
Given w. E X, define w(t) = w. + Ii A,(s) x(s) ds to obtain that z z 
(w, x, y)* is a solution of (DE). m 
We note that, under assumptions (Hl)-(H4), if the solutions of (DE) are 
unique, then the solutions of (VE) with (0, x0, f) E D(C) = X X D X D(D,) 
are unique when they exist. Similarly, if the solutions of (VE) are unique for 
(0, x0, f) E D(C), then the solutions of (DE) must also be unique. Thus, if 
(Hl)-(H4) are valid, the existence and uniqueness of the solutions of (DE) 
implies the same for the solution of (VE) with (0, x0, f) E D(C). We also 
wish to obtain the well-posedness of (VE). Before doing this we require two 
additional definitions. 
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DEFIN~ON 2.4. The equation (VE) is well-posed if for each pair (x,, , f) 
with (0, x,, , f) E D(C) there is a unique solution x(t, x,, f) of (VE) existing 
on [0, T] and a constant M > 0 so that 
II46 %~fIlX G ~~IIXollx + Il.m O<t<T. 
We could also define well-posedness for (DE) in much the same way, but, 
instead, we shall obtained the existence of a fundamental solution for (DE) 
from which well-posedness will follow. 
DEFINITION 2.5. A fundamental solution of (DE) is a unique bounded- 
operator-valued function U(t, s) E B(X) with 0 Q s < t < T which satisfies 
the following three properties: 
(a) U(t, S) is strongly continuous in s and t, U(s, S) = Z and ]I U(t, s)]] < 
Me4(‘-‘) for some constants M, p. 
(b) U(t, s) = U(t, r) U(r, s) for s < r Q t. 
(c) U(t, s) maps D(C) into D(C), U(t, s)v for each u ED(C) is 
strongly continuously differentiable in t and s with 
( ) ; u(t, s)u = A(t) u(t, s)u, 
( ) ; U(t, s)u = -U(t, s)A(s)u. 
Both sides of these equations are strongly continuous on 0 < s < t < T. 
We see immediately that if a fundamental solution exists, then for 
20 E D(C), z(t) = u(t, 0) z,, is the unique solution of (DE) with z(0) = z,,. 
Also, it follows from (a) that (DE) is well-posed. It is through the existence 
of such a fundamental solution that we will obtain the well-posedness of 
(VE). This definition of a fundamental solution is one of a number of 
possible definitions. Various other formulations are examined in Tanabe [20] 
and in the work of Kato; cf. the references in Tanabe and, in particular, 
[ 12, 131. 
3. THEOREMS ON EXISTENCE, UNIQUENESS, AND CONTINUITY (I) 
Throughout this section we shall assume that Sr is a function space 
consisting of functions sufficiently smooth so that 6, E 9(.F,X). In 
particular, we are interested in the case where Sr = BU(R +, X), the space of 
bounded uniformly continuous functions from R + = [0, co) into X with the 
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sup norm. Also of interest is the Sobolev space H’([O, co), X) or 
Wm,p([O, CO), X), m > 1, p > 1. 
Prior to our next theorem, we need another definition. 
DEFINITION 3.1 [lo, p. 931. If {A(t)}, 0 <t < T, is a family of 
generators of C, semigroups, {A(t)} is called stable if there are real constants 
M>l andpsothat 
II 
,fi CAttj> -n)-’ /( G M(A -Kk 
for all J > p, 0 < t, < t, < ... < t, < T, k = 1, 2 ,..., where the product is taken 
to mean 
(A(t,)--l)-'(A(~,-,)-I)-' -** (A(&)-A)-‘. 
Clearly, if A(t) is constant or if A(t) generates a semigroup (S,(S)) with 
]]S,(s)]] < eBS for each t, then {A(t)} is stable by the Hille-Yosida-Phillips 
theorem [ 191. 
THEOREM 3.2. Suppose {A(t)}, 0 <t & T, is a stable family of 
generators with common domain D such that A(t)v is strongly continuously 
dtrerentiable on [0, T] for v E D. Suppose A,,(t) 3 A(t) and that 
6, E 58(F, X). Suppose that B(t)v is strongly continuously dtfirentiable on 
[0, T] for v E D. Suppose further that B(t) has the form B(t) = 
F(t) A(t) + K(t) where F: [0, T] + 9(X,x) is such that F(t) is of bounded 
variation on [0, T], F(t) maps X into D(D,), and D,F(t) is bounded 
uniformly on [0, T]. Further, suppose K(t) E 9(X,x) is bounded uniformly 
on [0, T]. It then follows that (DE) has a fundamental solution U(t, s). If 
(Hl)-(H4) are valid, (VE) is well-posed. 
Proof Consider the family of generators given by 
where P and C, are defined by this relation. It follows from the proof of 
Theorem 4.1 of [2] that this is a family of generators with domain D(C) = 
X x D x D(D,). To determine the stability of this family we note that if we 
let Qj = (P-‘(t,) - P-‘(tier)) P(tj-J we may write the product 
,fJ (pc,p-‘(tj) -A -’ 
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as 
P(fk){(Cl(fk)-~)-‘(Z+ Q,JGL)-WIU+ Q,c-J 
a-- (I+ Q2)(Cl(fl)-~)-'}p-'(tl). 
Expanding this product as in [20, p, 971, one then obtains on [0, T], 
II 
,fi (pc,p-l(tj)-A)-l 
II 
< M*M, exp(MM, v)(l -P&l, 
where M, and j?i are the stability constants for {C,(t)}, M is a bound for 
]]P(t)]] and I]P-l(t)]] on [0, T] and V is the total variation of F on [0, T]. It 
then follows that 
A(t) 0 
A(t) 0 
0 F(t) A(t) - D,F(t) D, 1 
is a stable family of generators. Further, as 6, E 9(Y, X), K(t) and D,F(r) 
are bounded uniformly on [0, T], it follows that {C(t)} is a stable family of 
generators [20, p. 941. It now follows that C(t)z is strongly differentiable on 
[0, T] so (DE) has a fundamental solution [20, p. 1021. Theorem 2.3 ensures 
the well-posedness of (VE). 1 
The requirement hat B can be written B(t) = F(t) A(f) + K(t) is not as 
stringent as it might appear. In Grimmer and Zeman [lo] the equation 
z+(t, x) = -Au@, x) + 1’ B(t - s) u(s, x) ds t f(t, x) 
0 
is considered, where X = Lz(i2), a a bounded domain in R” with smooth 
boundary, 
A = 2 a&P;, D(A) = H*(R) n H;(R) 
Ial<* 
is a strongly elliptic second-order differential operators with coefficients 
a,(x) E C,“(Ji’). 
B = 2 b,(t,x)B,” 
Ial< 
is any second-order partial-differential operator with b,(t, x) E CF(R ’ x a). 
It is shown in this case that F = BL, where L is a left parametrix of A, will 
505/45/l-5 
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suffice. For further details see [lo] and for the construction of L see 
Nirenberg [ 181. 
Related to this example and to Corollary 4.4 of [2] we have the following 
result which relieves one of having to find F and K. 
THEOREM 3.3. Suppose {A(t)}, 0 <t < T, is a stable family of 
generators with common domain D such that A(t)v is strongly continuously 
dtfirentiable on [0, T] for v ED. Suppose A,(t) = A(t) and that 6, E 
9(X,X). Suppose that B(t)v is strongly continuously dtzerentiable on 
[0, T] for v E D, and for each t E [0, T] and v E D 
IIWbII < 14lvll + IIA(t>vll) (3.1) 
for some constant y > 0. Assume also the conditions (H2) and 
(H3’) D,B(t) x(t) is a continuous function of t whenever x(t) and 
A(t) x(t) are continuous for t > 0. 
Then (DE) has a fundamental solution. Zf also (Hl) is valid, (VE) is well- 
posed. 
Proof. As (A(t)}, 0 $ t < T, is a stable family of generators there exists 
1 >O so that (A(t)-I)-’ exists as a bounded operator on [0, T]. We define 
F(t) by F(t) = B(t)(A(t) -A)-’ and note that 
B(t) = F(t) A(t) - nF(t) 
so that K(t) = -iF(t). Now, 
IIW-4l < Y II@(t) - V’xll + IIA(WW - W’xll 
< (Y + A) ll(AW - W’xll + llxll 
G [(Y + ~W@ -PII II4 + lbll 
using the identity A(A - A)-’ = Z + A(A -A)-’ and the stability of the 
family {A(t)}. Thus, F(t) and K(t) are in 9(X,F) and are uniformly 
bounded in t, 0 < t < T. 
Now let Y be the Banach space consisting of the set D with norm ]]X]lo = 
]]x]] + IIA(O)xll. It follows as (A(t) -A) is closed in X, it is closed in Y and 
so (A(t) - A) E B(Y, X) for each t, 0 Q t < T. Also, by our assumptions, 
(A(t) - A) is strongly continuously differentiable on [0, T] as a function with 
values in 9(Y, X). Thus, by the Uniform Boundedness Principle, (A(t) -A) 
is bounded in B(Y, X). Also, using the identity 
(A(t)-1)= {Z+(A(t)-A(s))(A(s)-~)-‘J(A(s)--) 
INTEGRAL EQUATIONS AS EVOLUTION EQUATIONS 65 
the Neuman series expansion for {I + (A(t) - A(s))(A(s) - A)-‘} leads to 
(A(t) -I)-’ = (A(s) - A)-’ g (-l)“{(A(t) - A(s))(A(s) -Q-l}” 
n=o 
if t is close to S. Thus, (A(t) - A)-’ is continuous from [0, T] to 9(X, Y). 
Further, (A(t) - A)- ’ is strongly continuously differentiable. Indeed, given 
x E X it follows from the boundedness of A(t) in 9(Y, X) that 
(A(s)-A)-’ 5 (-I)“(((A(t)-A(s))(A(s)-IZ)-‘}“x) 
is uniformly convergent o [(A(t) - A)-ix], again, if ] t - s ] is sufficiently 
small. It follows then that (A(t) - A)-’ is Lipschitz continuous on [0, T] into 
9(X, Y) and, hence, that F(t) =B(t)(A(t) -A)-’ is also Lipschitz 
continuous and so of bounded variation on [0, T] since B(t) is Lipschitz 
continuous in .59( Y, ;T). 
To see that D,F(t) is uniformly bounded we first note that for x E X, 
(A(t) - A)-‘x and A(t)(A(t) - A)-‘x are continuous on [0, T]. Hence, from 
(H2) and (H3’) we see that D,B(t)(A(t) - A)-‘x is a continuous function of 
t for each xEX. Further, as D, is closed and B(t)(A(t) -I)-’ is bounded, 
D,WW) - 1) - ’ is bounded by the Closed Graph Theorem. We now see 
that D,B(t)(A(t) -A)-’ = D,F(t) is uniformly bounded by the Uniform 
Boundedness Principle. The conditions of Theorem 3.2 have now been shown 
to be satisfied so (DE) has a fundamental solution. If (Hl) is also valid, the 
well-posedness of (VE) follows from Theorem 2.3. 1 
If B(t) can be written B(t) = F(t) A(t) + K(t) as required in Theorem 3.2 it 
follows immediately that inequality (3.1) holds. We could thus have 
combined the proofs and statements of Theorems 3.2 and 3.3 to obtain one 
theorem. We have not chosen to do this because while Theorem 3.3 seems to 
be the most useful for obtaining the well-posedness of (VE), Theorem 3.2 
with its explicit formulation of B(t) will be much the best form for proving 
that solutions x,(t) of (VE,) converges to solutions of (VE). 
3. THEOREMS ON EXISTENCE, UNIQUENESS, AND CONTINUITY (II) 
If K is the space of Bochner p-integrable functions Lp([O, co),X), the 
Dirac delta function is no longer a bounded function and we must use 
different echniques. Our method in this case involves showing under certain 
circumstances that there is a constant a > 0 so that for each fixed t, 
0 Q t < T, the operator C(t) generates a semigroup {S,(S)} of operators with 
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the property that ]I S,(s)]] < ens for s > 0. It will follow immediately the that 
{C(t)}, 0 < t < T, is a stable family of generators. 
As t is to be fixed, let us suppress this variable for now so that C is given 
by 
We are able to prove the following result which extends Theorem 5.1 of [2]. 
THEOREM 4.1. Let X be a real Hilbert space with inner product ( , ). Let 
A be the generator of a contraction semigroup on X and let Sr = 
Lp( [0, a), X), 2 < p < co, with the usual norm. Suppose B: X -+sT is 
defined on the domain of A at least, A, is an operator on X with domain 
D,zD and 
IIB4l._r< -M,+k x>, 
II&4 Q -M&x, x> 
for all x E D for some positive constants M,, M,. Assume that R(3, + a; 
A + ;it7,B) exists as a bounded operator on X for some ,I > 0 and some a 
with 4a > M, + M, + 2. Then C generates a C, semigroup {S(s)} with 
II S(sIl < eas. 
Proof The case p = 2 was proven in [2] so we assume p > 2. When 
p > 2, X x XX ST is no longer a Hilbert space but it has the semi-inner 
product 
k9 z*l = (WY WI> +(x9 XI> + 0, AY,)) 
for z = (w, x, y)*, zi = (w,, x,, y,)*. Here ( , ) is the pairing of an element 
of Lp([O, co), X) with an element of L4([0, co), X), l/p + l/q = 1, with 
(Y, AYA) = Iom (y(t), Av,W>) dt. 
Also j is the duality mapping j: Lp([O, 00)x)-+ L4([0, co), X) given by 
j(Y) = y(t) II Ywll”-’ II YII;-“. w e wish to show that C - aZ,, = C, is 
dissipative and then apply the Lumer-Phillips theorem ([ 19, p. 161 or [20, 
p. 621). Proceeding as in [2] we obtain for z = (w, x, v)* E D(C), 
[CazY ~1 < - 41 wll* + ll-dl* + Ilyll’) + llG4l Ilwll + @x9x) 
+ ll4,yll llxll + IIWI IIYII + (D,Y,AY)), 
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where we are writing ]] ]] for each norm. An easy calculation shows that 
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and so 
CD, Y, j(Y)> < ((P - WP) II YII; - f II Jmll 2. 
Here we have used the inequality ab > am/m + b”/n for a, b > 0, 0 < m < 1, 
with l/m + l/n = 1. Also 
IWII II YII Q b2 11~412 + c2 II Yl12Y2 
and 
ll&4l II WII G cc2 llh1412 +&-2 Il~l12Y2. 
As (p - 2)/2p < f , this leads us to 
[C&Z] Q [-a + f(c2 + l)] lIzlIZ +$[2-*@f, +M*)](&x). 
Hence, choosing 2s -*=M,+M2 and 4a>M,+M,+2 we obtain 
[Caz, z] ,<O so that C, is dissipative. The range of AI - C, is Z as 
RO, + a; C) = R(& C,) exists by Theorem 3.1 of [2]. It now follows from 
the Lumer-Phillips theorem that C, = C - al generates a contraction 
semigroup and that C generates a C, semigroup {S(s)) with ]] S(s)]] < eus. m 
As an immediate corollary of Theorem 4.1 we have the following result. 
THEOREM 4.2. Let X be a real Hilbert space with inner product ( , ). Let 
{A(t)} be a family of generators such that A(t) generates a contraction 
semigroup for each t, 0 < t < T. Suppose the domain D of A(t) is independent 
of t and let ST= Lp( [0, ao), X), 2 < p < cg, with the usual norm. Suppose 
that for each t, B(t): X+x is defined on D, and A,,(t) is an operator on X 
with domain D,zD independent of t, O<t<T. Assume 
]]B(t)x]l’ Q -M,(A(t)x, x) and ]]AJt)x]]’ < -M,(A(t)x, x) for all x E D, and 
for all t, 0 < t < T, for some positive constants M, and M, which are 
independent of t. Assume that R(A + a; A(t) + YAB(t)) exists as a bounded 
operator on X for 0 < t ( T, for some A > 0 and a with 4a > M, + M, + 2 
such that a is independent oft. Finally, assume C(t)z is strongly continuously 
dzfirentiable on [0, T] for each z E XX D x D(D,) = D(C). Then (DE) has 
a fundamental solution, If (Hl)-(H4) are valid, (VE) is well-posed. 
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Proof: From Theorem 4.1 it is seen that {C(t)} is a stable family of 
generators. As C(t)z is strongly continuously differentiable it follows that 
(DE) has fundamental solution [20, p. 1021. If (Hl)-(H4) are valid, 
Theorem 2.3 implies (VE) is well-posed. m 
5. APPROXIMATIONS 
In this section we will be concerned with approximating the solutions of 
(VE) with those of (VE,). Our main tool will be a result of Kato [ 10, 
Theorem V, V,] dealing with approximations for evolution equations. 
Corresponding to the integrodifferential equation (VE,) is the evolution 
equation 
where 
We shall always assume C,(t) has the same domain as C(t) and that the 
general covering assumptions for A,, A, and B apply also to &,A,, and 
B II* 
THEOREM 5.1. Suppose (A.(t)} and {A(f)}, 0 < t < T, are stable families 
of generators with common domain D and common stability constants M > 1 
and 8. Suppose that A,,,(t) E A,,(f), A,(t) = A(t) and that 6, E 9(Sr, X). 
Suppose that A,(t)v, A(t)v, B,(t)v, and B(t)v are strongly continuously 
dl@erentiable on [0, T] for v E D. Suppose further that B,,(t) and B(t) have 
the form B,(C) = F,(t) A,,(f) + K,(r), B(t) = F(t) A(t) + K(r), where F,, K,, 
F, K: [0, T] + 9(X,Y) are bounded uniformly in n on [0, T]. Further, 
suppose that F,(t) and F(f) map X into D(D,) so that D,F,(t) and D,F(t) 
are bounded uniformly in n on [0, T] and that F,, and F are of bounded 
variation with the variations V(F,,) and V(F) having a uniform finite upper 
bound. Suppose ]]A,(t)x - A(t)x]( + ]]B,(t)x - B(t)x(] + 0) t > 0 and each 
x E D. Then the fundamental solutions U,,(t, s) + U(t, s) converge strongly in 
9(Z). If (Hl)-(H4) hold for (VE,) and (VE) and ]Jx,, -x0]] + 
(] f, - f ]k -+ 0, then x,(t) + x(t) uniform& on [0, T]. 
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Proof: As the families {A”(t)} and {A(t)} have uniform stability 
constants o do the families {C,,,(t)} and {C,(t)} where 
and C,(t) is as in the proof of Theorem 3.2. From the uniform bounds on F,, 
F, V(F,) and V(F) it follows that the families {P, C,,, P; ‘(t)} and 
{PC,P-‘(t)} have the same stability constants where P is as before and 
. 
As D,F,, D,F, K,, and K are bounded uniformly one arrives at the 
conclusion that (C,(t)} and {C(t)} have the same stability constants. Also, 
we see that C,(t)z + C(t)z for each z E X x D x D(D,) = D(C). Making 
D(C) a Banach space Y with norm ]]z]]~ = ]]z]Iz + ]I C(O)z ]lz, we see that the 
hypotheses of Theorem V of [ 131 are satisfled, yielding U,,(t, s) -+ U(t, S) 
strongly in 9(Z). Further, if (Hl)-(H4) are valid, Theorem (V,) of [ 131 and 
Theorem 2.3 imply x,,(t) + x(t) uniformly if x, + x,, and f, -+ f: I 
In case Sr = LP( [0, co), X) we are able to obtain the following theorem 
which is immediate from the work of Kato and Theorem 4.2. 
THEOREM 5.2. Let X be a real Hilbert space with inner product ( , ). Let 
{A,(t)} and {A(f)} be families of generators of contraction semigroups, 
0 < t < T. Suppose the domain D of A(t) and A,,(t) is independent of n and t 
and let fl= L”([O, ao), X), 2 < p < 00. Suppose that for each t, E(t), B,(t): 
X-t jr are defined on D, and that A,,(t) and A,,,(t) are operators on X with 
domain D, 2 D independent of n and t, 0 Q t < T. Assume ]]B(t)xl]$< 
-MICA W x>, Il&Wll% --~I(A,W x>v I14,Wl12 G --M2(-4W x> 
and ]]A0,&)x]]2 < -M,(A,(t)x, x) for all x E D, 0 < t < T, with M, and M, 
independent of n. Assume that R(A + a; A(t) + PAR(t)) and R(I1+ a; A,(t) + 
YABn(t)) exist as bounded operators on Xfor 0 Q t Q Tfor some I > 0 and a 
with 4a > M, + M, + 2 such that a is independent of n and t. Suppose that 
C,(t)z and C(t) z are strongly continuously dtnrentiable on [0, T] for each 
z E X x D x D(D,). Finally, assume C,(t)z + C(t)z strongly for each 
z E X x D x D(D,), t 2 0. Then the fundamental solutions U,,(t, s) + U(t, s) 
strongly in 9(Z). Zf (Hl)-(H4) hold for (VE,) and (VE) and (lx,, - x,,]( + 
I] fn - f ]IF. + 0, then x”(t) + x(t) uniformly on [0, T]. 
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Proof: The result follows as the families {C,(t)} and (C(f)} are stable 
with constants M= 1 and /? = CI as guaranteed by Theorem 4.1. Thus 
uniform convergence now follows as in the proof of Theorem 5.1. I 
We remark that even in the autonomous case Theorem 5.1 is a 
generalization of Theorem 6.1 of [2]. 
6. AN APPLICATION 
We shall now examine a problem of hyperbolic type. Consider the integro- 
partial-differential equation 
$ = 46 XN, + b(4 x>u + I i [c(t, s, x)u, + e(t, s, x)u] ds + f(t, x), 
0-W 
40, x> = %J(x>, O<t<T, xER. 
We take X= [L2(R)IN with u = (ur,..., z+,,)*. Assume a and b are Hermitian 
N x N matrices and that a has an inverse a-‘. Assume also that ‘a, a-‘, b, 
-I a,, a,, a, and b, are bounded and continuous for (t, x) E [0, T] x R. Define 
A(t) on Xby 
D(A(t)) = {u E x: a@, x)u, + b(t, x)u E X), 
A(t)u = a(& x)u, + b(t, x)u for u E D(A(t)). 
As a(& x) has a bounded continuous inverse we see that D(A(t)) = [H’(IR)]~, 
0 < t < T. Also, one can show that (A(r)} is a stable family of generators 
with stability constants M= 1 and j? sufficiently large, cf. [20, p. 731. Also, 
one sees that for u E [LZ(R)IN 
.m 
J Ill -02 
$ (a(t + h, x) - a(t, x)) - q(t, x> 1 u )) * dx -+ 0 
as h + 0 by the Lebesgue Dominated Convergence Theorem (LDC). As the 
same remark holds with a replaced by b, we see that A(t)u is strongly 
differentiable with derivative a,(& X)U, + b,(t, x)u if u E [H’(R)IN. Further, 
as a, and b, are continuous, a further application of (LDC) obtains the fact 
that A(r)u is strongly continuously differentiable. 
We ask that for f > T, a(& x) E a(T, x) and we similarly extend b. Also, 
we ask that f be defined on Rt x I?, F = df,, fi ,..., f,)* with f(t, .) E 
[L2(R)IN for each fixed ZE II? + such that f(., .): lR+ + [L2(iR)IN is 
continuous as a function of t. We require that the functions c and e be N x N 
matrices defined on {(t, s, x): 0 <s < t < co, x E R} such that c, c,, cS, e, e, 
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and e, are bounded and uniformly continuous and c(r, s, x) = 0 = e(t, s, x) 
for t > 2T, by redefining if necessary. 
Define B(t, s) and B(t) by 
B(t, s)u = c(t, s, x)24, + e(t, s, x)2.4, 
[B(t)u](s) = c(t + s, t, x)24, + e(t + s, t, x)24 
for 24 E [z-z’(lR)]Y Defining F=BU([O, co), L2(lR)N) we see that 
B(t)24 ESr for every 24 E [Hi(lR In particular, for v E [J~~(IR)]~, 
j 
co 
IIc(t + s, t, x)u - c(t + SI, t, x)ul12 dx-, 0 --co 
uniformly as ]s - s1 ] + 0 because of the boundedness of c,; and, similarly, 
the same remark holds with c replaced with e. 
If we define C(t) by (C(t)u)(s) = c(t + s, t, x)u for u E [L’(R)]” and C’(t) 
by (C’(t)u)(s) = (c, + c2)(t + s, t, x)u where c, = &/at and c2 = &/as’we see 
that 
II $ { C(t + h)u - C(t)u} - C’(t)u I/ F 
+ {c(t + r + h, t + h, x) - c(t + r, t + h, x))u 
- c,(t + r, t, x)u + + (c(t + r, t + h, x) - c(t + r, I, x))u 
- c,(t + r, t, x)u 2 dx 
II I 
l/2 
-+ 0 
as h + 0 by using the boundedness and uniform continuity of c, and c2 along 
with the Mean Value Theorem applied to the entries of c. As this argument 
can also be applied to the operator E(t) defined by (E(t)u)(s) = e(t + s, t, x)u 
for uE [L2(iR)IN we see that B(t)v is strongly differentiable. As ci, c2, e, 
and e2 are uniformly continuous, B(t)v is strongly continuously differentiable 
as is seen by considering 
J^  
co 
sup 1) c,(t + r, t, x)u - c,(t, + r, t,, x>u II2 dx r>o -co 
and the same for ei, i = 1, 2. 
Now define operators F(t) and K(t) on [L2(lR)IN by 
(Jyt)u)(s) = c(t + s, t, x) a - ‘(t, x)u 
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and 
(K(t)u)(s) = [e(t + s, t, x) - c(t t s, t, x) (I- ‘(t, x) b(t, x)]u. 
For u E [L’(R)]“‘, we see by arguing as when we considered B(t)u that F(t)u 
and K(t)u are in F=BU([O, co), [L2(IR)IN). Also, as a-‘, b, c, and e are 
bounded, it follows that F(t) and K(t) are uniformly bounded in 9(X,9). 
As a-‘(& x) and c(t + r, t, x) are uniformly Lipschitz in t, it follows that F(t) 
is Lipschitz in 9(X,X) and so of bounded variation. We note that the 
variation of F on [0, T] is bounded by LT where L, the Lipschitz constant of 
F, depends on the partial derivatives of c and u-’ with respect o t and s. In 
a similar fashion K(t) is also Lipschitz. 
In much the same fashion, one shows that F(t)u E D(D,). The boun- 
dedness of c, a-’ and c, together with (LDC) implies that (F(t)u)(s) is 
differentiable with derivative c,(t + s, t, x) a-‘(& x)u. The uniform continuity 
of ci ensures that this derivative is in Y. It also follows easily that D,F(t) is 
uniformly bounded, the bound depending only on the bounds of c, and a-‘. 
It follows now from Theorem 3.2 that the associated ifferential equation 
has a fundamental solution. To show (HE) is well-posed we need only show 
that (H 1 )-(H4) are satisfied. To verify (Hl) we see first that B(t) x(t) = 
F(t) A(t) x(t) t K(t) x(t) w h ere we have seen that F(t) and K(t) are Lipschitz 
continuous. Thus B(t)x(t) will be continuous whenever x(t) and Ax(t) are 
continuous. As B,(s, r) R(A, A(r)) can be written as 
[C(t + s, r, x) a-‘(~, x)[A(r) - b(r, x)] t e(t t s, r, x)] R(A; A(z)) 
we see that equicontinuity of {B*(s, r) R(A; A(r)) 10 < r & t) follows from the 
boundedness of c1 and e, as R(1; A(r)) and A(t) R(A; A(t)) are bounded by 
(A- p) - ’ and 1 + (A - /I) - ‘, respectively, if I > /3. 
To see that B(t)u is in D(D,) for u E [H’(iR)]N one argues as we did 
earlier when we considered F(t) using now the properties of e(t, x) also. 
Finally, the uniform continuity of ci and e, may be used to show that 
D,B(t) x(t) is continuous in Sr whenever x(t) and ,4x(t) are continuous for 
t > 0. To see this, write 
D,B(t) x(t) = D,F(t)A(i) x(t) t D,K(t) x(t) 
so that we need only show that the operators on X in X defined by c,(t t s, 
t, x) a-‘(t, x)u and e,(t t s, t, x)u are continuous in t. This follows from the 
boundedness of a-’ and the uniform continuity of c, and e,. 
It thus follows that for each pair (u,,J) with U, E [HI(l and 
f E D(D,) that (HE) has a unique solution u(t, x) such that 
II a XII ILW~,N Q WI %lIILw?~I~ + IlfllF)~ O<t<T, 
for some constant M > 0. 
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Let us now consider the equations 
u: =,a,& x)u: + b,(t, x)u” t ji [c,(t, s, x)uI: t e,(t, s, x)u”] ds t f,(t, x), 
qo, x) = u”(x). 
Suppose now that X = [L2(R)IN with U” = (a:,..., ui)*. Assume a, 
and b, are Hermitian matrices of order N and that a,, has inverse a; ‘. 
Assume also that Q,, a;‘, b,, Wxy @;‘L bJt9 K’),, and @A are 
continuous and bounded uniformly in n, n = 1,2,..., for (t, x) E [0, T] x R. 
Similarly, let c, and e, be N x N matrices defined on {(t, s, x): 
0 < s < t < 00, x E R such that c,, (c,),, (c,),, e,, (e,), , and (e,), are 
bounded uniformly in n, uniformly continuous and such that c,(t, s, x) = 
e,(t, s, x) = 0 for t > 2T. Here we are redefining past T, if necessary. 
It follows from our previous work that (HE,) is well-posed. As the bounds 
on F,, K, and D,F, depend on the bounds of a,,, b,, c, and e,, we see that 
F,, K, , and D,F, are uniformly bounded. Also, the variations of the F, 
are uniformly bounded. If we now assume a,(t, x)+ a(t,x) and b,(t, x) + 
b(t, x), it follows that ]]A,(t)u -A(t)ullL2 --$ 0 for each u E [H’(lR)IN. 
Finally, if cn(t, s, x) + c(t, s, x) and e,(t, s, x) + e(t, s, x) uniformly, 
IPnW - W)u 1l.B -+ 0. Thus, if U: + u,, in [L2(IR)IN and f, -f in ST, then 
]I ~“(t, x) - u(t, x)]12 + 0 uniformly on [0, T]. 
A particularly interesting example is the case when c and e are identically 
zero, a,, = a and b, = b. Here we are considering 
u: = a(& x)u: t b(t, x)u” t 
I 
d [c,(t, s, x)u: + e,(t, s, x)u”] dx +f(t,x), 
Q-K) 
u”(0, x) = 24()(x). 
With the assumptions concerning a, b, c, and e, as above we see that if 
c, -+ 0 and e, -+ 0 uniformly, then U” + u where u is the solution of 
u, = a@, x)u, + b(t, x)u t f(t, x), 
u(0, x) = Ilo( 
Applications to parabolic equations are of course also possible. This 
example was chosen particularly so that A(t) does not generate an analytic 
semigroup. 
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