We consider lossless compression of digital contours in map images. The problem is attacked by the use of context-based statistical modeling and entropy coding of the chain codes. We propose to generate an optimal n-ary incomplete context tree by first constructing a complete tree up to a predefined depth and creating the optimal tree by pruning out nodes that do not provide improvement in compression. We apply this method for both vector and raster maps. Experiments show that the proposed method gives lower bit rates than the existing methods of chain codes compression for the set of test data.
Introduction
Digital maps are usually stored as vector graphics in a database for retrieving the data using spatial location as the search key. The visual outlook of maps representing the same region varies depending on the type of the map (topographic or road map), and on the desired scale (local or regional map). Vector representation is convenient for zooming as the maps can be displayed in any resolution defined by the user. The maps can be converted to raster images for data transmission, distribution via web and visualization. Also map images can exist in raster format.
Chain coding is a common approach for representing different shapes such as line-drawings, planar curves and contours. We consider the compression of thin digital curves of one-pixel width, which are extracted from the vector data. The same time we consider the case when the contours information is obtained directly from the raster map.
Previous works in literature consider different schemes of encoding and chain code representation. The approaches, introduced by authors, are distinguished into several groups. Some of the works [1] [2] [3] [4] consider the compression of chain codes with Huffman or arithmetic coders. Another authors used a context models of different orders: 1-order [5, 6] , 2-order [7, 8] , 3-order [9] , 5-order [10] and up to 8 [11] . The problem of encoding of chain codes by prediction by partial matching (PPM) algorithm [12] has been considered in Refs. [13, 14] .
In principle, context-based compression can be improved by using of a larger number of neighboring symbols as a context. However, the growth of the context depth leads to the problem of context dilution, in which the statistics are distributed over too many contexts, and thus, affects the accuracy of the probability estimates. Context tree provides a more flexible approach for modeling the contexts so that a larger number of neighbor pixels can be taken into account without the context dilution problem [15] . The context tree algorithm was introduced in Ref. [16] , and analyzed in Ref. [17] . Practical solutions for the binary context tree based compression algorithms for grayscale and bi-level images have been described in Refs. [18, 15] correspondingly. In this paper, we use the context tree approach for compression of chain codes. We provide algorithm for optimal n-ary incomplete context tree construction. The proposed algorithm constructs a context tree up to a predefined depth, and then prunes it according to the collected statistics in order to minimize the cost of the tree. The tree structure depends on the encoded data, and needs to be stored in the encoded file. Arithmetic coding is used for entropy encoding of the output data. We compare the proposed algorithm with existing compression methods of chain codes. Finally, we compare the compression of map contours encoded by the context tree to the same rasterized contours when encoded as bitmaps.
Overall system description
The overall scheme of the proposed compression method is as follows:
Step 1: Extract the chain codes from a vector or raster map. Store the information about the beginning of the chains (BOC) and their lengths into the output file.
Step 2: Create an optimal context tree for the chain codes. Store the context tree structure in the output file.
Step 3: Encode the chain codes using the resulting context tree and an entropy coder.
This scheme is shown in Fig. 1 . The procedure of BOC storage is described below.
Chain code representation
Freeman [20] proposed chain codes for description of digitized curves, contours and drawings. Chain codes represent the digital contour by a sequence of line segments of specified length and direction, see Fig. 2 . We consider both four-and eight-connected chain coding schemes. The four-connected chain coding scheme is restricted by fourconnectivity and needs more chain codes to represent a contour (see Fig. 3 ).
Another type of chain codes are crack codes [21, 22] , which are used to describe boundaries of objects and bor- ders between regions in color raster images. Crack codes are defined in the same way as four-connected chain codes, but the contour is formed by traversing along the cracks between adjacent pixels with different colors, see Fig. 4 . Crack codes are efficient in representing of the region borders. The using of crack codes for color images solves the problem of the border representation redundancy, which arises when Freeman codes are in use [23, 24] . Freeman chain codes are more efficient for representation of one-pixel width lines, see Fig. 5 . Here, for description of four-pixels shape we need ten crack codes, or three eight-connected Freeman chain codes.
The more efficient way of the chain code representation is the differential chain codes [25] . Each chain code is replaced by its difference from the preceding chain code (see Fig. 2 ). We denote a chain code by c i and the difference between the codes by k i = c i − c i−1 . The differential chain code x i for four-connected and eight-connected schemes is calculated by Eqs. (1) and (2) correspondingly.
Extraction of chain codes from vector and raster data
In case of vector maps, the chain codes could be extracted directly from the vector data. The procedure consists of the following steps:
Step 1: Transformation of map vertices coordinates: convert the original vector coordinates into coordinates on raster. The transformed coordinates represent the start and end points of straight lines, which form contours and curves on the raster.
Step 2: Chain codes construction: sequentially, calculate the chain codes for each digital line segment using Bresenham's algorithm for digital line drawing [26] taking into account type of connectivity in use.
If the map is given as a raster image, we can extract the chain codes from the raster data either by line tracing using Freeman chain codes, or by border tracing using crack codes for binary [21, 22] and color images [23, 24] . In the latter case, crack code chains are traced and encoded from one junction point to another one; here junction (or branching) point is the point where the borders of three regions are met, see Fig. 4 .
The eight-connected chain codes for an object contour can be constructed directly from the crack codes of the contour as alternative for shape representation (see Fig. 6 ). The rules described in Table 1 [27] perform the conversion of two crack codes c i and c i−1 . The null value in the table means the impossible combination of two neighbor crack codes. The empty cell means that this combination of crack codes does not produce the eight-connected chain code. 
Compression of chain codes

Finite context modeling
We consider the compression of the chain codes, where the encoding is done according to their order in the input data. We denote the ith input symbol by x i , and the string of the m previous symbols x i−1 , . . . , x i−m by x i−m . In contextbased modeling, the probability of the current symbol x i is conditioned on its context x i−m . The probabilities of different contexts, as well as the probabilities of the symbols generated in a given context, are usually treated as being independent [15] . Thus, a model becomes a collection of independent sources of random variables. By the assumption of independence, it is simply to assign probabilities to each new symbol. We denote the cardinality of the encoded data alphabet by and the counts of symbols generated under the given context x i−m by n 1 (x i−m ), . . . , n (x i−m ). The conditional probability of the event
We consider the encoding of the given statistical model by an entropy encoder. The adaptive probability estimator of coder operates by the following formula:
The parameter here depends on different arithmetic coders, but it usually equals to 1/ [28, 29] .
Context tree algorithm revisited
Context tree is applied for the compression in the same manner as the fixed size context, only the context selection is different. The context selection is made by traversing the context tree from the root to a terminal node, each time selecting the branch according to the corresponding previous symbol value. If the corresponding symbol points to a nonexisting branch or if the current node is a leaf, then we came to a terminal node and stop descending. The terminal node points to the statistical model that is to be used. The context tree can be constructed beforehand (static approach) or optimized directly from the encoded data (semiadaptive approach). In the second case, the tree structure must be stored in the compressed file.
The process of optimal tree construction consists of two main phases: the initialization of the context tree, and the pruning of the constructed tree [30] , see Fig. 7 . These phases will be described below.
Construction of an initial context tree
To construct an initial context tree for the input data, we need to process through the data to collect statistics for all potential contexts. Each node stores information of the counts of each code. The algorithm of the context tree construction by processing every chain code as follows:
Step 1: Create the root of the tree.
Step 2: For each symbol x i , i ∈ [1, . . . , n]:
• Traverse the tree along the path defined by the symbols in context x i−m .
• If some node, visited along the path, does not have a consequent branch for transition to the next context symbol, then create the necessary child node and process it. Each new node has counters, which are initially set to zero.
• In all visited nodes, increase the count of the current symbol x i by 1.
This completes the construction of the context tree for all possible contexts. The time complexity of the algorithm is O(m · n), where n is the number symbols in the data.
Constructing of an optimal context tree
The initial context tree is pruned by comparing every parent node against its children nodes for finding the optimal combination of siblings. We denote the overall tree structure by T and the nodes of the tree by w ∈ T . The number of bits, required for description of each context tree node in the compressed file, is the size of the alphabet .
We denote the set of nodes of the tree T by S(T ). We denote the count of the symbol i by n i (w), w ∈ S(T ). By the cost of node w here we understand the following expression [15] :
By the cost of the context tree T, we will denote the following expression:
L(T ) = · |S(T )| + w∈S(T ) c T (n 1 (w), n 2 (w), . . . , n (w)).
The first term gives the number of bits, needed to store the tree, and the second term is an estimation of the compressed file size. The goal of the tree pruning is to modify the context tree structure in order to minimize (6).
Bottom-up algorithm
We use a bottom-up algorithm [31] to solve the problem of the optimal context tree pruning. The main principle of this algorithm is that the optimal tree consists of optimal sub-trees. For any node w ∈ T , we denote its child nodes by w i . We denote the vector that describes the structure of node branches as the node configuration vector. The vector v = (v 1 , . . . , v ) v i ∈ {0, 1} defines which of the branches will be pruned out after optimization: if v i =0, then the ith branch is pruned. An example of different configuration vectors is shown in Fig. 8 .
The optimal cost L opt (T ) for any given tree T can be expressed by the recursive equations (7) and (8):
where
The tree T i is a sub-tree of T, starting from the node w i . The calculation of the cost of the optimal context tree T is done according to:
Step 1: If T has no child nodes, then return the accumulated code length of its root according to formula (7).
Step 2: For all sub-trees T i ⊂ T , starting from the child nodes of T root, calculate their optimal costs L opt (T i ).
Step 3: According to the found L opt (T i ), the vectors of counts n(w), n(w 1 ), . . . , n(w ), find the optimal configuration vector v min = argmin{L v (T , v)}.
Step 4: Prune out the children sub-trees according the vector v min .
Step 5: Return the value L v (T , v min ). The algorithm recursively prunes out all unnecessary subtrees, and finally gets the optimal structure of the context tree, see Fig. 9 . The optimal configuration vector for each node is found by full search algorithm.
Encoding of BOC
The description of contours consists of chain codes and the coordinates of the chain beginnings.
In case of open chains we need to encode the lengths and start positions. In case of closed ones we encode only coordinates of chain beginnings.
We encode BOCs by one of the following methods. According to the first method we directly store the coordinates of BOCs in the compressed file. According to the second method we represent all BOCs by black points on a white background and encode the resulting image as a binary one. We choose that method which produces better compression.
The description of BOCs of crack codes, extracted from non-binary images, also includes two numbers, which define the colors of cracked regions.
Experiments
We tested the proposed algorithm for different types of data as shown in Fig. 10 . The first five images from the test set are the vector data, transformed into chain codes. The vector images #1-4 are used after data precision reduction in order to fit the data for the image with dimensions 5000 × 5000 pixels. The vector image #5 was taken as it is. These images are contours of geographical objects and elevation lines. The next six maps are raster images. The images #6-8 represent schemes of fields and forest stands: image #6 is binary and images #7 and 8 are grayscales with 256 colors. The last three binary images are semantic layers of different maps from NLS [31] : water, elevation lines and administrative information. Properties of the test images and statistics of extracted chain codes are shown in Table 2 .
We have provided two series of experiments. The first series illustrates the efficiency of the optimal context tree encoding of the chain codes. The second one studies the ability of the chain encoding to increase the compression performance of the map image compression in general. The used entropy coder is a range-coder [29] .
We divided the algorithms into two groups: encoding of four-connected differential chain codes (CC4) and encoding of eight-connected differential chain codes (CC8). By CC4 we understand four-connected Freeman chain codes resulted from vector data and the crack codes, obtained from The compression of CC8 was compared on the following algorithms:
• We used PPM with maximum depth of the context 8. The usage of context of higher order in PPM algorithm leads to the context dilution problem and, consequently, to decreasing of the PPM compression performance. The compression results for CC4 and CC8 are summarized at the Tables 3 and 4 ; correspondingly. The results for context tree encoding are calculated with maximum tree depth 14. The proposed context tree encoding algorithm outperforms all competitive methods in terms of compression performance. The best competitive algorithm, PPM [12] , has quite close results, but it has a drawback. The efficiency of the PPM algorithm (like any other fixed depth context-based algorithm) strongly depends on correct choice of the context depth. The using of too big depths for such algorithms leads to context dilution problem. Due this, in some cases, other competitive algorithms, which are using smaller context depth, outperform the PPM (for instance, see results for Image #7 in Table 4 ). The used context tree based approach is not affected by the context dilution and, therefore, is able to use bigger context depths and achieve better compression results.
The Figs. 11 and 12 show the dependency between the maximum context depth and the compression performance in context tree compression of CC4 and CC8 for estimated and real bit rates. The estimated bit rate is obtained by formula (7) , and the real bit rate is resulted after entropy encoding. We see that the compression performance only increases with growth of the context tree depth. The difference between estimated and practical bit rates is negligible, about 1-2%. Table 5 shows the overall compression of map images. We compared different techniques of chain codes compression with raster image compression algorithm, JBIG [19] for binary images and GIF for non-binary ones. The results show that for the images with comparably low saturation of graphics details the chain code compression is better then the raster-based one. The JBIG algorithm obtained better results for the map images with large number of tiny graphical objects. This can be explained by the fact that the images include a lot of graphical patterns. For instance, the sands are defined by areas of dots, swamps and melioration systems by areas of horizontal lines and etc. The attempt of straightforward converting all of this small objects into chain codes leads to enormous number of chains and makes the map compression by chain codes less efficient then a simple raster-based compression. The chain codes are mostly efficient for encoding of the region borders for planar subdivision maps (Images #6-8). Table 6 represents the structure of the compressed file in CTC4 compression: the percentage of all three part of data in the file: the BOC, structure of the context tree (CT) and the encoded chain codes.
The most used contexts in Image #4 for CTC4 and CTC8 compression are shown in Tables 7 and 8 . We show that the best correlation have been achieved on chains, describing straight lines.
Conclusions
We considered the problem the lossless compression of the chain codes. We applied the context tree based approach to the problem and provide optimal algorithm for n-ary incomplete context tree construction.
The suggested approach showed the best performance for chain codes compression. It outperforms the PPM algorithm by 3-4%, 5-7% over Markov model-based methods and about 40% over simple Huffman encoding of differential chain codes. We showed the ability to use chain codes technique for compression of map images.
