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ABSTRACT
Compensation for respiratory motion has been identified as a crucial factor in achieving high resolution Nuclear
Medicine (NM) imaging. Many motion correction approaches have been studied and they are seen to have
advantages over simpler approaches such as respiratory gating. However, all motion correction approaches rely
on an assumption or estimation of respiratory motion. This paper builds upon previous work in recursive
Bayesian estimation of respiratory motion assuming a stereo camera observation of the motion of the external
torso surface. This paper compares the performance of a modified autoregressive transition model against the
previously presented linear transition model used when estimating motion within a 4D dataset generated from
the XCAT phantom.
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1. INTRODUCTION
Previous work has shown the feasibility of performing recursive Bayesian estimation of respiratory motion in the
form of particle filtering by evaluation using XCAT.1 Briefly, recursive Bayesian estimation involves the estimation
of a hidden state at a discrete time index k, xk, given all observations up until that time, z1:k ≡ {z1, . . . , zk}.
In the proposed application the state, xk, is some representation of the time varying configurations of internal
organs whereas the observable, zk, represents a stereo camera capture of the anterior surface of the torso.
Recursive Bayesian estimation incorporates both a correspondence or measurement model b between the
hidden state, xk, and the observable, zk, and a transition model a that describes the temporal evolution of the
state, xk. The models can be formally defined as:
xk = ak−1(xk−1,vk−1) ↔ f(xk|xk−1), (1)
zk = bk(xk,wk) ↔ g(zk|xk), (2)
vk−1 and wk are transition and measurement noise respectively and f and g are the respective pdfs of the
transition and measurement models. Recursive Bayesian estimation incorporates both models by assuming a
hidden Markov model view of the estimation framework (Fig. 1).
When both the transition and measurement models are linear and their respective pdf are Gaussian, the
models can be expressed as:
xk = Axk−1 + d+ vk−1, (3)
zk = Bxk + b0 +wk, (4)
where d and b0 are intercept vectors so that the respective hyperplanes represented by both models do not
have to go through the origin. When both models are linear, the state estimate, x˜k has a Gaussian distribution
and the Kalman filter is the optimal solution to the recursive Bayesian estimation problem.2 The posterior pdf
of the state can thus be described exactly by its mean value, xˆk, and covariance, Pk. Particle filtering on the
other hand, represents the posterior pdf of the state as a set of N Monte Carlo samples or “particles” of the
pdf, {xik}Ni=1. The measurement model then gives a weight ωik to each particle indicating their likelihood. When
the posterior pdf has a parametric representation such as in the case of a Gaussian, particle filtering will not
be optimal. However, when there is no analytical representation of the posterior such as for generic transition
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Figure 1. Diagram of the system illustrating the structure as a first order hidden Markov model. The posterior of the
current state is represented by the bolded arrows and circles showing the information available at time k.
and measurement models, then particle filtering may be a better representation of the pdf than assuming that
a parametric representation holds.
Recursive Bayesian estimation depends on the transition and measurement models that are used.3 When
these models are found using a training dataset, they may not be generalisable to other datasets. Hence,
additional adaptation methods were proposed to address this issue.1 Due to the respiratory estimation process
in nuclear medicine imaging being a case of off-line estimation (i.e. after all data is acquired), one of the methods
involve spatial-temporal alignment of the training cycle and the test cycle. However, this alignment itself has
uncertainties in the estimation of respiratory cycle period and amplitude. In this paper, the uncertainty in spatial
and temporal scale will be accounted for in a modified transition model as described in Section 2.
2. METHODOLOGY
As in previous work,1 the state variable consists of organ configuration, ck, from two consecutive time points.
Using the following change of variables for equation 3:
xk =
(
ck
ck−1
)
, A =
(
A1 A2
I 0
)
,d =
(
d0
0
)
,Σv =
(
Σv∗ 0
0 0
)
, (5)
the linear transition model can thus be expressed as a second order autoregressive model, AR(2), with respect
to organ configuration, ck:
ck =
2∑
p=1
Apck−p + d0 + v∗k. (6)
The modification of this AR(2) model to account for spatial and temporal scale uncertainty is thus as follows
in subsections 2.1 and 2.2. As the resulting model is non-Gaussian (17), it is best applied using a particle filter
(PF). However, given a sampled value of the stochastic scalars introduced introduced in subsections 2.1 and 2.2,
local linearisation can be performed, and this is described in subsection 2.3.
2.1 Accounting for Spatial Scale Uncertainty
As both transition and measurement models are linear, uncertainty in spatial scale is easily accounted for by
adding a stochastic scale factor, u∗k, in the transition model:
xk = u
∗
kAxk−1 + d+ vk, (7)
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where
u∗k =
{
uk if uk ≥ 0
0 otherwise
, (8)
and uk ∼ N (u¯, σ2u), a Gaussian random variable with mean u¯ and variance σ2u. This has been included previously
in (Rahni et al., 2011).1 However, here uk is specifically defined so that it reflects the uncertainty in the amplitude
ratio, rs, where rs = Cn/Cτ , with Cn being the amplitude of a test cycle and Cτ being the amplitude of a training
cycle. This uncertainty can be approximated to be Gaussian.4 However, the transition pdf, f (1) is non Gaussian
due to the stochastic scale factor, u∗k.
2.2 Accounting for Temporal Scale Uncertainty
On the other hand, uncertainty in temporal scale can be incorporated by the fact that the transition model is
equivalent to a second order autoregression. The frequency content of multidimensional AR(2) model can be
seen by considering the 1D case:
ck =
2∑
p=1
apck−p + d0 + v∗k, (9)
where the terms parallel those in the multidimensional case (6). If the process variable is mean-adjusted and
only the deterministic portion of the process considered, it can be rearranged as:
c∗k =
2∑
p=1
apc
∗
k−p, (10)
where c∗k is the mean-adjusted process variable
∗. Equation 10 is thus a second order recurrence relation. The
characteristic polynomial5,6 for (10) is then:
λ2 − a1λ− a2 = 0, (11)
whose complex conjugate roots are:
λ1 = γ exp(iΩ), λ2 = γ exp(−iΩ). (12)
The roots (12) thus implies that a1 = 2γ cos(Ω) and a2 = −γ2. A second order recurrence relation (10) is
stable when γ < 1. The general solution of the recurrence relation is thus:6
c∗k = α1λ
k
1 + α2λ
k
2
= α1γ exp(iΩk) + α2γ exp(−iΩk), (13)
where α1 and α2 are two constants. From this solution (13), it can be seen that an AR(2) process can represent
a sinusoid exactly, as:
sin(Ωk + φ) =
1
2i
(exp(i(Ωk + φ))− exp(−i(Ωk + φ))). (14)
Hence by extension the angular frequency of any 1D AR(2) process is given by the phase of the complex conjugate
roots (12) of its characteristic polynomial (11).
To relate a 1D AR(2) process to a multidimensional AR(2) process, it is useful to look at the companion
matrix Ac of (10) defined as:
Ac =
(
a1 a2
1 0
)
. (15)
Hence, the roots λi of the characteristic polynomial (11) are the eigenvalues of the companion matrix (15).
5
If a vector χk = [c
∗
k, c
∗
k−1]
T is defined, then using the companion matrix (15), the 1D second order recurrence
∗i.e. c∗k = ck − cˆ, where cˆ is the mean.
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(a) Accounting for uncertainty in spatial scale. (b) Accounting for uncertainty in temporal
scale.
Figure 2. Figs. (a) and (b) shows the effect of uncertainty in spatial and temporal scale respectively (dashed lines). An
aligned test cycle is shown for comparison.
relation (10) can be represented as a 2D first order recurrence relation, χk = Acχk−1. By further extension, any
n dimensional first order recurrence relation is associated with a characteristic polynomial (11) of order n.5
By extension of the case of a 1D AR(2) model, the frequency content of a multidimensional AR(2) model
is determined by the eigenvalues of the transition matrix A, which occur in complex conjugate pairs, λj =
γ exp(±iΩj). The phases of these eigenvalues are thus the angular frequency content of the AR(2) model.
Temporal scale uncertainty can thus be incorporated by multiplying these angular frequencies by a second
stochastic scalar:
Ωj,k = υ
∗
kΩj . (16)
and using Ωj,k instead of Ωj . υ
∗
k is defined similarly to u
∗
k in (16), except in this case it denotes the uncertainty
in the ratio rT , of the period of a test cycle, Tn, to the period of a training cycle, Tτ , where rT = Tn/Tτ . The
modified AR(2) model incorporating both types of uncertainties (temporal and spatial scale, represented by υ∗k
and u∗k respectively) is thus:
xk = u
∗
kA(υ
∗
k)xk−1 + d+ vk, (17)
where the matrix A is now a non-linear function of υ∗k.
In Figs. 2(a) and (b), the linear transition model is simulated as a recurrence relation where the confidence
intervals (dashed lines) indicate the range of variability in the trajectory when uncertainty in spatial scale (7)
and temporal scale (16) respectively. In Fig. 2(a) the maximum amplitude divergence is seen around t = 2 s
while in Fig. 2(b) there is an additional divergence at around t = 4.5 s. The trajectory shown is that of the
first principal component when the model is formed in PCA space. For temporal uncertainty, the half range of
the sampling period, with the observable at 10Hz, is equated to a 3σT confidence interval of a Gaussian
†. The
aligned first principal component of a test cycle is also shown.
2.3 Marginalisation using Local Linearisation
Due to the stochastic scalars introduced in subsections 2.1 and 2.2, the resulting modified AR(2) model is
non Gaussian and is hence more accurately realised with a recursive Bayesian estimator that does not assume
normality such as a PF. However, if this transition model is conditioned upon a certain value of u∗k and υ
∗
k,
then it becomes a normal AR(2) model and is thus Gaussian. Therefore, the Bayesian recursion (Fig. 1) can be
linearised locally.2
†This is a heuristic choice of a small value of σT so that the effect of temporal scale uncertainty is comparable to the
effect of spatial scale uncertainty (Fig. 2).
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(a) Surface render of organs. (b) Surface render of organs with anterior torso
surface.
Figure 3. Fig. (a) shows the rendering of the chosen organs from XCAT, namely the ribcage (white), lungs (blue), heart
(red), liver (magenta), spleen (cyan), and kidneys (red). Fig. (b) shows the rendering of the chosen organs with the
anterior torso surface. Points chosen for the observable are shown as green circles (•).
If a vector is defined to represent the additional random variables: uk = [u
∗
k, υ
∗
k]
T, then each particle or
Monte Carlo realisation of the state, xik, can thus be sampled from the following importance density:
p(xik|xik−1, zk,uik) = N (xˆik, Pˆ ik), (18)
where the mean xˆik and Pˆ
i
k are found using Kalman filtering for each sampled value of the additional random
variable, uik. The weight of each particle, ω
i
k, is then:
ωik ∝ ωik−1
p(zk|xik)p(xik|xik−1,uik)
q(xik|xik−1, zk,uik)
(19)
3. EVALUATION AND RESULTS
Following previous evaluation,1 the state, xk, comprises of organ configurations, ck, consisting of affine defor-
mation parameters for each organ. On the other hand, the observable, zk, consists of the 3D coordinates of 48
virtual markers on the torso surface. This representation parallel that used in (Rahni et al., 2013).7 A rendering
of the chosen organs and the torso surface is shown in Fig. 3.
Table 1 summarises the respiratory cycles generated from XCAT that are used for evaluation. The same
dataset have been used in a previous evaluation of recursive Bayesian estimation of respiratory motion.1
As in the previous evaluation,1 the training cycle is the same as “Cycle 2” in Table 1, except that a different
realisation of noise is used for the observable, zk. The accuracy of the estimates x˜k are evaluated as mean
Euclidean distance error of organ voxels due to the estimated configuration c˜k from their true positions given
by the XCAT vector output facility. The results for a Kalman filter (KF), a sampling importance resamping
(SIR)1 PF using the modified AR(2) model and a locally linearised PF (LLPF) are shown in Fig. 4. In the
KF, a normal AR(2) transition model is used as the purpose of the modified AR(2) model used in the PFs is to
incorporate the uncertainties in spatial-temporal alignment (section 2). The spatial-temporal alignment itself is
Proc. of SPIE Vol. 8669  866935-5
Downloaded From: http://spiedigitallibrary.org/ on 12/03/2013 Terms of Use: http://spiedl.org/terms
9Z OZ 9L OL 
Table 1. Respiratory Parameters for Training and Test Datasets
Cycle
Motion Amplitude (cm)
Cycle Period (s)
Diaphragm (SI) Chest (AP)
1 1 0.6 5
2 2 1.2 5
3 3 1.8 5
4 4 2.6 5
5 1 0.6 3
6 2 1.2 3
7 3 1.8 3
Figure 4. Mean error over all voxels in the chosen organs for each frame k = tk in all test cycles (“C1” to “C7”). The
reference frame of each test cycle is excluded as there is no estimation in those frames. For the PFs, there is a second set
of results using the MAP estimate of the state indicated by dashed lines.
used in all three recursive Bayesian estimators. The mean errors for affine assumption of organ deformation via
ICP (iterative closest points), which underlies the estimation framework, is also shown for comparison. Table 2
on the other hand shows the mean values of the errors over all frames.
The results show that in this evaluation using XCAT, all three recursive Bayesian estimators show very similar
results, partly due to XCAT being a simplified representation of respiratory motion. However, over all frames,
compared to the KF, the use of a modified AR(2) in the SIR PF has reduced the mean error by 2%. The LLPF,
which approximates an optimal sampling density (18), reduces the mean error even more, by 6% compared to
the KF.
4. CONCLUSION
This paper showed how spatial and temporal scale uncertainty can be included in the transition model of a
particle filter for motion estimation. An alternative approach is to include the uncertainties as deterministic
parameters in a Kalman filter as in (Smith et al., 2012).8 Further investigation is needed as well as possibly
incorporating non-linear models and evaluating on more clinically applicable data.
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Table 2. Comparison of Mean Errors for the Bayesian estimators
Error Type
Method
KF SIR PF LLPF ICP
Mean Total Error (mm) 1.828 1.778 1.708 1.717
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