Abstract. Let {St} be a sequence of interpolation schemes in R n of degree d Specific examples are given to show the optimality of this result.
Introduction
Let O be an open neighborhood of the origin in R, a := (a 0 [N, Th. 2.5] ).
The main purpose of this note is to study such continuity properties for multivariate Lagrange-Hermite interpolation.
For x, y ∈ R n we write |x| := n i=1 |x i | and x, y := n i=1 x i y i . The length of an n-multi-index α is denoted by |α|, that is |α| = n i=1 α i . P For a sufficiently differentiable function f , the partial derivatives are written as
1 . . . ∂x αn n . We now define the multivariate Lagrange-Hermite interpolation polynomial (for general discussion, see [L] ).
Let a 1 , . . . , a k be k points in R n and let S i (i = 1, . . . , k) be k directed sets of n-multi-indices of length not exceeding d such that
is the dimension of the space P d n and that S i is directed means that for every α ∈ S i and every β ≤ α (i.e., α j ≤ β j for each j) we have β ∈ S i .
We say that
is an interpolation scheme of degree d if, for every function f defined, and with appropriate derivatives at the points a i , there exists a unique polynomial P ∈ P d n such that
The polynomial P is denoted by H S (f ) and the points a i are sometimes referred to as nodes.
An interpolation scheme consisting of T := T (d, n) points (so that #S i = 1 for each i) is called a unisolvent array of degree d , the corresponding interpolating polynomial is simply called the Lagrange interpolation polynomial of f at S. It is usually denoted by L S (f ). Note that S = {a 1 , . . . , a T } is unisolvent of degree d if and only if it is not included in the zero set of a polynomial of degree not greater than d. Equivalently,
where e µ (x) (1 ≤ µ ≤ T ) are the monomials of degree ≤ d ordered lexicographically. We shall use the notation V DM(a 1 , a 2 , . . . , a T ) for det(e µ (a i )) where VDM stands for Vandermonde. In this setting, the Lagrange formula is then
For specific examples of unisolvent arrays see [LP] and [Bo] . The Taylor polynomial to order d at a, denoted T d a f is another example of a Lagrange-Hermite interpolation polynomial.
We can now state the general problem that is of interest in the multivariate context. Problem 1.1. Let S t , t = 1, 2, ..., be a sequence of interpolation schemes of degree d whose points tend to 0 as t → ∞ and f a function sufficiently differentiable in a neighbourhood of 0. Under what conditions is it true that H St (f ) converges to
as t approaches ∞? Example 1.2 below shows that, in contrast to the one-variable case, smoothness conditions on f do not, in general, guarantee a positive answer to 1.1.
The paper is organized as follows. In section 2 we briefly collect some earlier results related to 1.1. Section 3 contains our main theorem which provides a criterion of different nature.
Most of the calculations are postponed to section 4 where a quantitative version of the main theorem, using somewhat more technical tools, is presented.
The results are illustrated by examples in the final section.
Earlier results and basic criteria
The following proposition is an immediate consequence of Taylor's Theorem. Its proof will be omitted. To simplify matters, we state it only for Lagrange interpolation and unisolvent arrays.
Even in the one-variable case, (2.1) is sufficient but not necessary for the conclusion of Proposition 2.1 to hold. It can however be applied to some interesting sequences of arrays. They are constructed as follows. Let S = {a 1 , . . . , a T } be a unisolvent array of degree d in R n and let A t be a sequence of linear automorphisms of R n . Then
Proof. First we verify easily that l
But a computation shows that
The last equality holds since, by the hypothesis, we necessarily have ||A t || −1 ≥ 1 for t large. We deduce that
which shows that the condition (2.1) of Proposition 2.1 is satisfied.
Coatmelec, [Co, Th II.2.5] , first investigated conditions on such sequences of unisolvent arrays. He gave a different but rather technical condition-which is however proved to be satisfied when the A t are scalings by ratio ρ t (lim t→∞ ρ t = 0) composed with a rotation R t -that ensures convergence to the Taylor polynomial for functions of class C d . Corollary 2.2. is implied by the results of a paper by Ciarlet and Raviart, [CR] , where one also finds a nice geometric property that implies (2.1). Let us just state it in case d = 1, (2.1) holds if the quotient of the circumradius and the innerradius of the simplex with vertices A t (a i ), i = 1, . . . , n + 1, remains bounded as t → ∞ which means, in other words , that the simplex of vertices the nodes of S t does not become more and more flat.
The following example shows that there exist sequences (A t ) that work for every function of class C d+1 but not, in general, for functions only of class
Example 2.3. We take
with S = {(0, 0), (1, 0), (0, 1)} . Using the matrix norm given by the maximum of the absolute value of the coefficients, we get
However, the function f defined by f (x) = x 3/2 if x ≥ 0 and 0 otherwise, is of class
in which the x 2 -coefficient does not tend to 0. Thus L St (f ) does not converge to the Taylor polynomial of f . Thus in contrast to the one-variable case, the degree of differentiability needed to guarantee a positive answer to 1.1 may depend on the sequence of schemes.
We shall give in the last section an example (Example 5.4) not satisfying (2.1) but for which convergence to the Taylor polynomial holds in general, for functions whose degree of differentiability is greater than d + 1. We provide also in our main theorem in section 3 an upper bound for the level of differentiability that may be necessary in order to get the convergence.
Finally, let us mention an important class of arrays that reproduce the same continuity properties as for dimension 1. We briefly describe these arrays in R 2 (for notational simplicity) and explain the phenomenon. Example 2.4. We work in R 2 . Let d ≥ 1 and for s = 1, 2, 3, . . . let t A and t B be two sequences of d + 1 pairwise distinct real numbers. Their index set is assumed to begin at 0. Next we define
Then S t is a unisolvent array of order d. Moreover if t A and t B tend to 0 as t → ∞, then L st f converges to T d f for every f of class C d in a neighborhood of the origin. A Newton formula is available for the interpolants corresponding to this array (note that it is strongly dependent on the ordering of the sequences A and B). If f is defined in a neighbourhood of 0, we have (dropping the "t")
where the a ij 's are bivariate divided differences defined as follows. The one di-
The two variables actually play a symmetric role.
Therefore the claim on the convergence follows essentially as in the one-variable case.
Main theorem
We shall first define some other quantities attached to an interpolation scheme that will naturally come into play in our main Theorem 3.3. Let
be an interpolation scheme of degree d in R n , we shall write a i ∈ S and |S| := max{|a i |, i = 1, . . . , k}.
Thus for example, if S is a unisolvent array of degree d, then its total order is T (d, n) while if S is only a Taylor scheme, its total order is d + 1. Actually we have the following simple
Lemma 3.2. For every interpolation scheme
Proof. We use the notation (3.1) for S. To get the upper bound, it is obviously enough to prove that o(a i ) ≤ #S i for every i. This follows readily from the simple inequality
Next, let us write
from which the lower bound immediately follows. We have 
Note that the proof shows also that o(S) = d + 1 if and only if S is a Taylor scheme and o(S)
then for every function f of class C l−1 in a neighborhood of the origin we have
The next lemma shows that the points in such sequences of schemes must tend to zero as t → ∞ so that the theorem deals indeed with Problem 1.1. It also shows that the statement of Theorem 3.3 is meaningful as soon as f is defined in any neighborhood of the origin.
Lemma 3.4. Under the hypothesis of Theorem 3.3, we have lim
When there is no danger of confusion, we write H t f for H St f and define the coefficients t C β (X α ) by
Thus, hypothesis (3.2) means that for every β and every α such that |β| ≤ d and
Proof of 3.4. Supposing that |S t | is unbounded, there exists a subsequence of points
In particular we may assume that |a t k | > n. For every k we take an index j ∈ {1, . . . , n} such that |a t k j | is maximal and therefore greater than 1. Then we have,
which is a contradiction. Consequently the sequence |S t | is bounded. Now, using the same estimates again, we can show that |S t | converges to 0.
Though it states a very simple and elementary algebraic property satisfied by Lagrange-Hermite interpolants, the next Lemma 3.5 is an essential element of Theorem 3.3. This property will be used in Lemma 3.6 to prove that, under the assumption (3.2), the convergence (3.3) holds for every polynomial.
Lemma 3.5. Let S be an interpolation scheme of degree d in R n . Then for every polynomial P and Q we have
Proof. The verification is straightforward. We assume that S is as in (3.1). Then, due to the uniqueness of the interpolation polynomial, it suffices to show that for every i ∈ {1, . . . , k} and every α ∈ S i we have
This follows from the multivariate Leibniz formula, using the fact that S i is directed, for
Lemma 3.6. Under the hypothesis of Theorem 3.3, for every polynomial P , we have
Thus for every m ∈ N, H t converges to T d as a sequence of (continuous) operators on P m n . Proof. Since H t P = P when the degree of P is not greater than d, it suffices to show that for every k ≥ 1, every α such that |α| = d+ k we have H t (X α ) → T d (X α ) = 0. We will prove by induction on |α|. For k = 1, it is the hypothesis (3.2). We assume that the property is true for k ≤ l and will prove it for l + 1. Thus with the notation (3.4), we have
Now, take α such that |α | = d + l + 1. Without loss of generality we may suppose that X α = X 1 X α with |α| = d + l. Therefore, using Lemma 3.5, we have
Now, using (3.5), all the coefficients in (3.6) tend to zero as t → ∞.
The idea of the proof of Theorem 3.3 is quite simple. Roughly, we will replace the function f by a polynomial P = P t which satisfies the interpolation conditions and has appropriate behaviour as a function of the nodes. In this case we will have H t (f ) = H t (P ) and the latter can be handled with the previous Lemma. Here the polynomial P will be a Kergin interpolation polynomial (see also Theorem 6.1 [K] ).
We now recall briefly the main properties of Kergin interpolation that we shall need (see e.g [M] ).
Let 
denotes the (total) j-th derivatives of f at y 1 . In particular when all the points coincide then Kf is the Taylor polynomial of f to the order d.
(ii) If f is of the form f (x) = g( x, z ) with g a function of one variable, then 
Proof of 3.3. Let f be a function of class C l−1 in some neighborhood Ω of the origin that we may suppose to be convex. We shall define a subset Y t of o(S t ) points in Ω as follows: a ∈ Y t if a ∈ S t and furthermore it is repeated o(a) times. Thus we have indeed #Y t = a∈St o(a) = o(S t ).
Let us consider the Kergin interpolation polynomial K Yt f (or K t f ). Its degree is at most o(S t ) − 1. For t large enough, this polynomial is well defined since o(S t ) ≤ l and f is l − 1 times continuously differentiable. Actually, this will be the only point where the full smoothness of f will be used. Now the polynomial K t satisfies
so that
Therefore we have
We shall prove that 
. Now, using that W t ⊂ Y t and property (3.8) we get
But both terms in parentheses above tend to 0 so that the limit (1) holds.
The limit (2) follows similarly from the boundedness of the sequence K t f in P l−1 n since, by Lemma 3.6, H t converges to T d as a sequence of operators on P l−1 n . The theorem is proved.
The conclusion of Theorem 3.3 is not valid, in general, if f is only of class C d+1 . Example 5.1 is a specific sequence of schemes where the degree of differentiability required in Theorem 3.3 is optimal.
We note that, in the particular case of a sequence of unisolvent arrays, the Kergin interpolants that are used, in an essential way, in the proof could be replaced by the interpolation polynomials exhibited in Example 2.4. Precisely, working in R 2 , if S t := {a 1t , . . . , a T t } we can use in place of K t f the interpolation polynomials (of degree T − 1) constructed from the sequences However these polynomials are not well adapted for use in the case of general Lagrange-Hermite schemes.
In the next section, we shall see that, with more computations, it will be possible to use the proof of Theorem 3.3, to obtain specific estimates on the way that the quantity (3.12) bounds the approximation error ||H S f − T d f|| ∞ . An easy generalization of Theorem 3.3 (but less precise) is the following: Let S t be a sequence of schemes of degree d and of total order not greater than l and let T be another scheme of same degree. Then if H St P converges to H T P for every monomial P of degree d + 1, we have as well
for every function f of class C l+o(T )−1 on a convex open set containing all the nodes in the S t and T . The proof can be carried out as for 3.3 but in considering the Kergin interpolation polynomials K Yt with a ∈ Y t if a ∈ S t or a ∈ T , and in each case a is repeated o(a) times (if a belongs to both schemes, we take the largest order). The end of the proof is even simpler for the second term in the right-hand side of (3.10), in which T d f is replaced by H T f , now vanishes. Finally, we note that the number of "test" functions in hypothesis (3.2) of Theorem 3.3 cannot be reduced, in general, as Example 1.2 shows.
Quantitative estimates
For an m times continuously differentiable function f on a neighborhood of a compact set K, we define the semi-norm
where |||.||| is the standard norm for j-multi-linear forms (when R n is endowed with the norm |x|). The purpose of this section is to study the following Problem 4.1. Let S be an interpolation scheme of degree d in R n , Cv(S) denotes the convex hull of the set formed of nodes in S and the origin, and let f be a function of class C l in a neighborhood of Cv(S). Find a bound for ||H S f − T d f|| ∞ that makes use only of M S (see (3.12)), |S|, and ||f || o(S) = ||f || o(S),Cv(S) .
We will assume that
We shall state the estimates with the Landau "O" notation. If the constants involved depend only on, say, d and n, we will write O d,n .
We have
Theorem 4.1. Let S be an interpolation scheme of degree d in R n , of total order l and satisfying ( ). Then for every function f of class C l in a neighbourhood of Cv(S) we have
To prove it, we shall just examine in detail each term appearing in the proof of Theorem 3.3. Thus Lemma 4.2 is a quantitative version of Lemma 3.6 and Lemma 4.3 establishes some further properties of Kergin interpolation. It seems to be of interest in itself (see also [W] and [SX] ). Lemma 4.2. Let S be an interpolation scheme of degree d satisfying ( ) and m ≥ d + 1. Then for every polynomial P ∈ P m n we have
Proof. The result is an easy consequence of the following. Let k ≥ 0, we have max |β|=d+k+1 ||H S (X β )|| ∞ ≤ M k where M k is the sequence defined recursively by M 0 := M S and M k+1 := µM k with µ := 1 + T (d − 1, n) . This estimate can be proved by induction using formula (3.6) (in which we drop the "t"). To make this clearer, if
according asδ 1 ≥ 1 or not. Therefore we deduce 
where ||f || m+1 = ||f || m+1,Cv(Y ) and as above Cv(Y ) is the convex hull of Y ∪ {0}.
Proof. Since the polynomials K Y f − T m f (as well as the polynomials Q α defined below) have real coefficients, we may consider them as polynomials of n complex variables. Let P := {z = (z 1 , . . . , z n ), |z i | ≤ 1, i = 1, . . . , n} be the unit polydisc in C n . Here |z i | is the modulus of the complex number z i . We shall prove that
from which, using the Cauchy inequalities (see e.g. [H, 2.2.7] ), the estimates to be proved follow. Just to shorten somewhat the formulas we shall write for t ∈ ∆ i ,
First step. There exist polynomials Q α such that
Furthermore the polynomials Q α are defined, when |α| = i, by the relation
This formula is known (see [B, (3.4. 2)] or [C, Lemma 4.3] ). The existence of the polynomials Q α follows immediately from the formula (3.7) and that they verify the formula (4.3) can be seen on applying (4.2) to functions of the form f = g( x, λ ) taking into account the fundamental property of Kergin interpolants and the classical one-variable Newton formula.
Second step. We claim that for every z ∈ P and for |α| = i ≥ 1 we have
For w a complex number and λ ∈ C n , we let
Now setting w = z, λ we see that |w| ≤ n whenever z and λ belong to P so that
Using the Cauchy inequalities we obtain the second estimate in (4.4). The first one is proved similarly.
Conclusion.
whence, using (4.4), the mean value theorem, and that m(
and the lemma follows.
Proof of 4.1. We use the notation (3.1) for S and the same auxiliary interpolation polynomials as in the proof of Theorem 3.3. Namely, with the same notation as there (dropping the "t"), K := K Y andK := K W . Then we have, see (3.10) and (3.11)
whence, by Lemmas 4.2 and 4.3
(4.5)
Thus it remains to verify that ||Kf || ∞ and ||Kf || d+1 are both O(||f || l ). Using (4.2), it is easily seen that ||Kf || ∞ = O(||f || l−1 ) and ||Kf || d+1 = O(||f || l ), we shall omit the details. As for the precise computation of the constant, it suffices to note that the estimates ||Q α || ∞ ≤ (n + |S|) |α| follow from the proof of Lemma 4.3 and that we could prove along the same lines that
We conclude this section by pointing to a bound for |S| in terms of M S that was more or less apparent in Lemma 3.4. Let us assume e.g. that a ∈ S =⇒ |a| < 1/2, then for a ∈ S and j ∈ {1, . . . , n}, we have, again with the notation (3.1)
Two examples
Example 5.1. We shall work in R 2 with coordinates (x, y). Let a = (a 1 , a 2 ) and b = (b 1 , b 2 ) ∈ R 2 . For every function f defined, and with appropriate derivatives at a, b we look for a polynomial p of degree 2 satisfying the following six conditions:
In other words, we are considering the interpolation scheme of degree 2 in R 2 (and p = H S (f )) defined by 
Therefore we obtain immediately 
We shall now consider the family of scheme S t (for notational convenience, we shall consider here t → 0) on taking
where a = (a 1 , a 2 ), b = (b 1 , b 2 ) and α > 0 will be fixed later.
We note that with these definitions, the determinant
is homogeneous of degree (2 + 3α) in t, i.e.,
We now investigate the condition (3.2) of Theorem 3.3. For this interpolation scheme, we just have to study if, for the polynomials q(x, y) = x 3 , y 3 , x 2 y, xy 2 , the three coefficients 
is zero for t = 1 (and therefore for every t), specifically, this means that one has
Since V (a, b) = 0 the three 2 × 2 determinants above cannot all vanish. Hence, since a 1 = 0 and a 1 = b 1 , u(λ) has only finitely many roots. Therefore one can find a rational λ of the form indicated such that c 6 = 0 and is therefore unbounded as t → ∞. Consequently, H St f does not converge to T 2 f (= 0) as t → 0.
Example 5.4. Using the same idea as the previous example, we construct a family S t (t → 0) of unisolvent arrays of degree 2 in R 2 of the form A t (S) which violates the hypothesis of Corollary 2.2 but satisfies condition (3.2) of Theorem 3.3. Hence the convergence to the Taylor polynomial is verified for functions of class C 5 in a neighborhood of the origin. In a particular case, we shall exhibit a function of class C 3 (here, d = 2 and 3 = d + 1) for which L St → T d f . Let us take a unisolvent array (to be fixed later) 
