We have developed a function-level power estimation methodology for predicting the power dissipation of embedded software. For a given microprocessor core, we empirically build the "power data bank", which stores the power information of the built-in library functions and basic instructions. To estimate the average power of an embedded software on this core, we first decompose the machine code into library functions and user-defined functions. We then use program profiling/tracing tools to get the execution information of the target software. Next, we evaluate the total energy consumption and execution time based on the "power data bank", and their ratio is taken as the average power. High efficiency is achieved because no power simulator is used once the "power data bank" is built. We apply this method to a commercial microprocessor core and get power estimates with an average error of 3%. Using this method, microprocessor vendors can provide users the "power data bank" without releasing details of the core to help users get early power estimates and eventually guide power optimization.
Introduction
With the emergence of wireless and battery-operated devices, low-power design is becoming increasingly important in the system design process. To meet the lowpower requirement for such designs, researchers have put intensive efforts on power estimation, modeling, and optimization. As a result, numerous techniques have been proposed and tools been implemented in the past decade to help system designers get an early view of the system's power behavior.
1,2 These power estimates will provide system designers guidelines to apply appropriate power minimization techniques to ensure that system's power budget is met. For instance, power has been measured as proportional to the product of effective capacitance, clock frequency, and the square of supply voltage. Consequently, various methods have been developed to reduce the effective capacitance, [3] [4] [5] slow down the system clock, 6, 7 and/or reduce the supply voltage.
8-11
Although it is well-understood that the processor's power consumption highly depends on the program to be executed, most of these efforts are on the hardware side and little attention has been paid on software. Models at the software level are difficult to build because of the great variety and complexity of application programs, whose exact execution behavior is hard to predict until the underlying hardware configuration is determined. Tiwari et al. 12 conducted the pioneer work on this front. In their proposed instruction-level power model, each instruction and instruction pair are assigned a fixed (base) energy cost and the sum is taken as the program's total energy consumption. This also leads to several software-level power minimization techniques. 12, 13 More recently, Lajolo et al. presented a power estimation framework for hardware/software system designs.
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In this paper, we present a function-level power model and a power estimation technique built on top of this model, to predict the power consumption of embedded software on any specific microprocessor core at the compilation time. The basic idea is to cover the machine code by built-in library functions and user-defined functions and thus view the source code as a sequence of function calls. (i) For each built-in library function and instruction, we use a power simulator to empirically collect its power and execution time information while considering the effects of cache misses and pipeline stalls. Such information is stored in the "power data bank".
(ii) To estimate the power consumption of an embedded software, we use program profiling and tracing tools to gather the program's execution information such as how many times each function is executed, cache miss rate, pipeline stalls and etc. The average power is estimated based on the "power data bank", without using the time consuming power simulator again.
Key contributions
We develop a new methodology for power estimation from software side at the function level, both microprocessor vendors and users benefit from our functionlevel power model:
• Vendors can packet the "power data bank" with their microprocessor and provide users the ability to conduct power estimation and optimization of their embedded software at compilation time. More importantly, vendors need not release the details of their core, such as the RTL or gate-level netlist, for this purpose.
• Vendors can efficiently build the "power data bank" because only the power information for the built-in library functions and instructions will be collected by simulation.
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• Vendors can build the "power data bank" with power simulators at any level. This enables users to get highly accurate power estimation without any degradation of power estimation's efficiency.
• Vendors can further make power estimation process fully automated with the help of program profiling and tracing tools.
• Users will enjoy higher efficiency to estimate their programs' power on the given microprocessor. This is because functions may consist of tens to hundreds of basic instructions. Potentially, there could be a speedup of one or two orders of magnitude over the instruction-level tools.
• Users are also assured of higher accuracy due to the fact that function-level model captures the inter-instruction effects of a sequence of instructions.
Paper organization
The rest of the paper is organized as follows. In the next section, we briefly survey the previous work on power estimation and program profiling/tracing. In Sec. 3, we lay out the foundation of our function-level power model and the power estimation method; both have been verified by applying to a commercial microprocessor core. The detailed experimental platform and validation results are reported in Sec. 4 . We conclude by a summary of our current and ongoing works.
Related Work
Power estimation and modeling attract a lot of attention as power becomes one of the critical constraints for system design. Extensive research efforts have been put to develop efficient and accurate algorithms and tools at all levels of the design process, from circuit level, 15 gate level, 16, 17 RT level, 18, 19 to system level. [20] [21] [22] [23] Power is measured directly or by means of circuit activities like effective capacitances 18 and average currents. 12, 13, 24 Most of them are simulation oriented, in which the system's power behavior is monitored during the simulation on the input vectors. Statistical, 16, 25 regression-based, 19, 26 and information-theoretic 27, 28 techniques have been proposed to reduce simulation time without sacrificing much accuracy. In general, as the simulation platform moves from low level to high level, the tools become more efficient but less accurate. Program profiling and tracing tools are widely used in the analysis, design, and tuning of hardware and software systems. These tools can provide detailed information about the behavior of a program that can be used to analyze and predict the behavior of a particular system component. A number of widely used architectural and operating systems profiling tools have been develop, including one reported. [29] [30] [31] A profiler counts the occurrences of an event during a program's execution. Such events can be the beginning of new paths, in which case the profile counts the number of times each path executes; or hardware events such as data cache misses, in which case the profile counts the number of times each path suffers a cache miss. However, program profilers ignore the data references. In contrast, a program tracer provides a complete record of instructions executed and data reference. 31, 32 Comprehensive tracers have been often used for both optimization 33 and validation. 34 Recently, new domains such as the Internet and wireless networks have also been analyzed using trace and profiling techniques.
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The most relevant work on power modeling and estimation includes the profiledriven program synthesis techniques by Hsieh et al. 39 and the instruction-level power modeling technique by Tiwari et al. 12 We now detail these two approaches and explain the difference between them and our approach. Hsieh et al. propose the profile-driven program synthesis technique for power estimation at RT-level. In this approach, the characteristic profile of the application programs is first extracted by instruction tracing using an architectural simulator, then a new program is synthesized with the same performance and power behavior, but smaller size. The synthesized program will be simulated on a RT-level description of the target microprocessor to provide the power value. In their experimentation, the synthesized programs are smaller than the original programs by 3 ∼ 5 order of magnitude. However, these synthesized programs give the average energy per instruction with an error of only 2.9%. We conclude that this approach requires power simulation, albeit on the much smaller synthesized programs, and therefore still belongs to the category of simulation based methods.
As the first successful effort on power estimation and optimization from software side, Tiwari et al. 12 and Lee et al. 13 developed the instruction-level power modeling technique, in which the energy cost for each instruction and each instruction pair is empirically constructed and the sum is taken as the program's total energy consumption. To be more specific, the total energy dissipation of a program is divided into three parts:
(i) Base instruction energy, which is measured by the product of each instruction's energy dissipation and the number of times this instruction has been executed. (ii) Circuit state overhead, which captures the additional energy cost of a pair of instructions over the sum of the base cost of the pair. This component is again evaluated as the product of each instruction pair's power overhead and the number of times this pair has been executed. (iii) Other energy dissipation caused by cache misses and/or pipeline stalls during the program execution.
One problem for this approach is the size of instruction set. A modern microprocessor core like the MIPS R3000A based Toshiba TX39 supports about 100 basic instructions. It takes tremendous amount of work to empirically determine the basic energy cost for all the instructions and instruction pairs.
Function-Level Power Modeling and Estimation
In this section, we first explain how we measure the (average) power and the idea of "power data bank". Then we propose the function-level power model with detailed explanation on how to construct the "power data bank". Finally we discuss the code coverage-based power estimation technique.
Power measurement
Average power is the energy consumption per unit time and we will measure it directly from this fundamental formula. Suppose during the program's execution, we observe an execution time T and a core energy consumption E, then the average power will be given by P = E T . Clearly the challenge is how to measure T and E accurately and efficiently. It will be expensive and impractical to use the simulation based tools. Such tools are either time consuming (at low level) or lack accuracy (at high level). The profiledriven program synthesis method 39 relies on how accurate the instruction tracing tools can extract the program's run-time characteristics and how similar (in terms of performance and power behavior) the smaller synthesized sample program is to the original program. The instruction-level power model requires the base energy cost of each instruction and instruction pair. A typical software package may involve tens of thousands of instructions, including jump/branch instructions that make it very difficult to apply the instruction-level power model.
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Through extensive experiments, we observe that the machine code mainly consists of blocks of basic instructions, which implement library functions and userdefined procedures, linked by a small portion of codes in the main program itself. For instance, there are 16 349 instructions in the compiled MPEG2 Decode code (source codes obtained from Ref. 40) , only 161 of them (less than 1%) are in the main() body. This suggests us to measure the behavior of such functions (both library and user-defined) instead of the basic instruction set for power estimation. In the instruction-level power estimation, the authors have noticed that, the power cost of two instructions is usually different from the average of power costs of the two individual instructions. Therefore, they propose to measure the overhead for each instruction pair. It is obvious that, for the same reasons, the accuracy can be improved by measuring three or more consecutive instructions. Here we propose to measure the power information at function level, where each function may consist of tens of instructions, to capture the inter-instruction power effect better and thus provide better accuracy. In particular, we identify four key energy/time consumers during the program's execution: built-in library function calls, user-defined functions calls, the main body, and others (e.g., the hardware reset program). This leads to the following power formulation:
where for example, E BFi is the energy consumed by library function i, T UFj is the time used to execute user-defined function j, and the sums are taken over all library and user-defined functions. Execution time can be measured either in seconds or simulator ticks; energy data are expected from the power simulator, either directly if the tool provides such feature or indirectly as the product of power and execution time.
Power data bank
One may view the application programs as a sequence of basic blocks. Such blocks can be the instruction set, built-in library functions, user-defined procedures, or some other structures. At the lowest level, we can take the basic blocks as the instruction set supported by the microprocessor core. However, this does not capture the inter-instruction effects. On the other hand, user-defined functions differ from program to program and usually are not available until the software package is known. Therefore, we propose to measure the power data directly for each library function and basic instruction and store the results in the so-called "power data bank". "Power data bank" consists of the power information, such as energy consumption and execution time, for library functions and basic instructions. These data are obtained from power simulations on a set of well-designed test codes, each test code targets one or more library functions and basic instructions. The power simulator can be at any level from transistor level to RT level. Low-level power simulators can provide us high accurate data with long simulation time. The microprocessor core vendor has the freedom to choose the power simulator to achieve a desired level of accuracy.
"Power data bank" has multiple entries for each function and instruction. We know that I-cache miss, D-cache miss, or pipeline stalls will cause different power behavior for a function/instruction. While constructing the "power data bank", we account these factors by designing test codes that will suffer constant cache misses or pipeline stalls (based on the given system configuration) and repeatedly measuring under different circumstances.
With the "power data bank" of a given microprocessor, it becomes possible to estimate the average power dissipation to execute an embedded software by our code coverage-based technique. We decompose the machine code into library functions, user-defined functions, main() body, and other parts. The power information for the library functions and instructions in the main() body are provided by the "power data bank". For user-defined functions, in particular for those being frequently called in the program execution, we first evaluate their power information using the most detailed data from the "power data bank" and then treat these user-defined functions as built-in library functions.
Function-level power modeling
We discuss the approach to build function-level power model, in particular, how to evaluate each term in Eq. (1) by a power simulation tool. Implementation details are explained in the next section through the example of Toshiba TX39 microprocessor core.
Built-in library functions
A built-in library function consists of a sequence of basic instructions from the core's instruction set. At the program's execution time, library functions are normally called by jump or branch instructions. The program counter will return to the main flow upon the completion of these library functions. Notice that the execution of a library function may not be necessarily sequential, because jump/branch instructions may also be used in the implementation of such library function. However, taking all these jump/branch instructions into consideration will make it hard to build the "power data bank". Moreover, this effect can be ignored due to the following reasons: (i) these jump/branch instruction jumps over a small portion of, and never goes outside of, the instruction sequence, and (ii) such jumps depend on values of parameters to the function, which are generally not available until run time.
Now we measure each function's power behavior for a number of times, extract the statistical information and store them in the "power data bank" while factors like cache misses and pipeline stalls are considered. For instance, both the energy consumption and execution time of a function without cache misses can be very different from the case when a cache miss occurs. The cache miss rate usually depends on the cache specifications (cache size, associativities, replace algorithm, cache line size, etc.). We can use the well-documented cache memory design techniques to make cache misses exactly predictable, and thus their impact measurable.
In the "power data bank", we have multiple entries for each function and instruction to capture the impact of cache miss/hit, pipeline stalls, and so on. Many reasons can cause cache misses and pipeline stalls. Instead of treating these effects explicitly and separately, 13, 12 we embed them into the power data for each library function and basic instruction. In particular, we provide data of different level of precision in the "power data bank". Accurate data can be used if sufficient information from the program profiler/tracer is available. To get such more detailed information about the execution, the profiler/tracer needs additional specification and this again leads to the trade-off between efficiency and accuracy.
User-defined function
It is possible to decompose a user-defined function/procedure to a combination of library functions and basic instructions. Then we can use the associated data from "power data bank" to approximate the user-defined procedure. The problem for this approach is that the error for each individual procedure may be small, but the accumulated effect could have a large impact on the final result. For example, in the case when a procedure makes many calls to other user-defined function calls. We suggest to measure each user-defined function, at least those being frequently used, separately based on the structure of the function and the "power data bank". For a heavily used procedure, we calculate its power data with special care. For example, all the basic instructions being used will be considered, and the most detailed power data for the library functions from the "power data bank" will be used. This complementary method considers the locality of the user-defined function and thus makes a more accurate estimation.
In Fig. 1 , procedure test() calls two other user-defined functions test1() and test2(). No user-defined procedures are called in the omitted part of the codes. We refer test2() as a basic user-defined function because it does not depend on any other user-defined functions.
Collecting the power data for function test() requires those data for functions test1() and test2(), and a request for test2() is also made from test1(). The power data for test2() is first calculated from the "power data bank" with special care being paid to test2()'s localities, for example, all its basic instructions will be considered and the most detailed power data for the library functions in test2() will be used. This complementary method considers the locality of user-defined functions and thus makes a more accurate estimation. Similarly, the power data for test1() and finally test() are computed in turn as illustrated in Fig. 2 .
This recursion can be avoided by using a function-dependency graph. Such graph takes all user-defined functions (including main()) as nodes, and there is a direct edge from node A to node B if B calls A. We start from any basic user-defined function and traverse the graph to determine each node's power data following a topological order. The node associated with main() is the unique sink of the graph.
main()
The main() part of the program that we refer here is the remainder of the machine code after excluding all the library functions and user-defined procedures. This part of the machine code, during the execution, is usually separated by the blocks of code that represent the library and user-defined functions. Consequently, to measure the power dissipation on this part, we are facing either individual or short sequence of basic instructions. It takes the microprocessor little time and energy to execute these small pieces of basic instructions. This makes it very difficult to obtain accurate estimation. However, as we discussed earlier, main() itself contributes very little to the total energy consumption and execution time. Therefore, we can ignore the main() part without significant loss of accuracy. If the main() part is not negligible, (in cases such as intensive computation involving only the instruction set, which is performed inside main()), then we should treat it in the same way as a user-defined function and measure its power behavior directly from the "power data bank".
Others
We have considered the parts of the machine code that implement built-in library functions and user-defined procedures, as well as the main() body of the program that integrates these function calls. The remaining part of the machine code supports the program's execution and consume power too. For instance, the boot program, which initializes the registers, assigns addresses for the user program and stack pointer, and sets flags upon the program's termination; and instructions that save the information when the program starts and restore them when main() is completed. In our experience, the energy and execution time on this part depend on the program's execution, but the variations are so small that we can model them as constants.
Code coverage-based power estimation
Our goal is to estimate the power consumption of an embedded software on a given microprocessor core. We achieve this by decomposing the machine code and applying the function-level power model. Figure 3 illustrates the global flow of our code coverage-based power estimation method. The components connected by the dotted edges (including the target microprocessor core, compiler, test codes, and a power simulation tool) depict the procedure of building the "power data bank". For a fixed hardware configuration (microprocessor core, I-cache and D-cache set up, hardware reset program, etc.), we design a set of test codes. Each test code targets one or more built-in function or basic instruction supported by the microprocessor core. To have a better measurement of the power data with cache misses and pipeline stalls, we also have test codes that have frequent cache misses and/or pipeline stalls. For instance, when the cache size, associativity, cache line size, and replace algorithm are specified, we can use the well-documented cache memory design techniques to make the cache misses exactly predictable. Each test code will be compiled and its execution on the target microprocessor will be simulated by a power simulator. From the simulation results, we extract the energy consumption and execution time for each built-in library function and basic instruction while considering parameters such as cache misses and pipeline stalls. This information is deposited in the "power data bank". Note that although this simulation may take a long time, it will be performed only once for a fixed hardware, independent of the application programs to be executed on the core.
The code coverage-based power estimation tool is shown in the shaded area. It takes the user's program and test data as input, and predicts the power behavior of the execution of such program on the given microprocessor core. Figure 4 illustrates the three major steps of the estimation process.
In phase I, parameters for the program tracer and power model are collected. The source program is compiled and all the built-in library functions and user- defined functions are identified from the compiler's symbol table. Note that not all these functions will be called during the execution of the source program with the given input data. However, the information of each function, such as its starting and finishing points, will be passed to the program profiling/tracing tools in the next step to determine whether and how many times a function will be used. Also in this preparation step, a function-dependency graph is built and a topological order is found for the power data calculation in phase III.
We pass the required information to the program profiling and tracing tools. This may involve the compilation of the source codes and some other pre-processing steps that depend on the profiling/tracing tools being used. The detailed behavior of the program during execution is collected by profiling/tracing tools, such as the number of times each function has been executed, the cache miss rate, and pipeline stalls.
The power data for each user-defined function is computed according to the topological order in phase I. Recall that main() is the sink of the functiondependency graph, i.e., the last node according to any topological order. Therefore we get the power estimate of the input program at the end of this step. Each user-defined function's power data is calculated by the function-level power model, based on the "power data bank" and the other functions being called. As we have mentioned earlier, the "power data bank" has multiple entries for the library functions and instructions with different levels of precision, where the most accurate one with the available profiling/tracing information will be selected.
Notice that the time consuming power simulator is not involved in the power estimation tool, so this method conceptually outperforms all the simulation-based approaches in terms of efficiency. This code coverage-based estimation technique is also more efficient than the instruction-level power model in collecting power data and evaluating a program's power. First, power data is collected only for built-in functions and basic instructions instead of individual and pairs of basic instructions. Second, the occurrence of library functions and user-defined procedures are used in the power estimation instead of individual and pairs of basic instructions. Moreover, we expect better accuracy from this power estimation technique because it captures the inter-instruction impact, not only between pairs of instructions, but also among library functions which may consist of dozens of instructions in implementation. This has been demonstrated by extensive experiments and some part of the results are reported in the next section.
Experimental Results
In this section, we report the simulation results when we apply the proposed function-level power model and code coverage-based power estimation technique to a commercial RISC microprocessor. We first briefly explain the target Toshiba TX39 microprocessor core and our simulation platform. Then we show the experimental results to support our claims on the efficiency and accuracy of the power modeling and estimation.
Toshiba TX39 microprocessor core
The TX39 processor core is a high-performance 32-bit microprocessor core based on the R3000A RISC microprocessor. Toshiba develops application specific standard products using the TX39 core and provides the TX39 as a processor core in embedded array or cell-based ICs. Figure 5 shows the block diagram of the TX39 processor core, which includes the CPU core, an instruction cache and a data cache. The CPU core comprises CPU registers, CP0 registers, the computational unit ALU/Shifter, the unit MAC for multiply/add, memory management unit, and bus interface unit.
Experimental platform
We illustrate how the "power data bank" is built for the Toshiba TX39 microprocessor core through a cross-architecture compiler for the MIPS microprocessor architecture from the Green Hills Software, Inc. 42 We use the power simulation and analysis tools provided by Senté, Inc.
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We have developed, as the first step, a set of C/C++ codes each targeting one or more specific built-in library functions of the microprocessor core. For example, any integer sorting program will need to call the library function dcmp to compare the magnitudes of two integers frequently; and a program that calculates the sum of a set of mixed integers and floating-points will intensively make function calls to convert integer to floating-point and do floating-point additions.
The source codes are then compiled by the cross-architecture compiler and all the library functions that might be used during the execution can be easily identified from the symbol table at compilation time. However, not all such functions will be actually called at the run time. Whether a function will be used or not, and how many times, depend on the real input data. We estimate this run-time information by tracing the software's execution using program profiling/tracing tools.
Next is the key procedure to build the "power data bank". Our goal is to get the power data (e.g., the average power and execution time) for each library function. This requires effective and efficient methodologies to monitor the execution of such functions. In practice, simulated execution time is obtained by inserting breakpoints at the beginning and the end of each library function while running the simulator. Then we use Senté's Watt Watcher to conduct the power analysis for the particular function by specifying the start/finish time and the average power consumption is gathered.
Finally, the previous three steps are repeated and the statistical power information for each library function is stored in the "power data bank".
Model validation
After building the "power data bank", we have tested our function-level power model and code coverage-based estimation technique on a large set of programs. For each test program, we conduct full power simulation to get its power consumption; we also trace the program's execution and calculate its power from the functionlevel power model. We then compare these two power estimates to validate our model.
The selected test programs are representative of numerically intensive applications, such as scientific computing and more importantly multimedia application. In particular they have structure and operation composition that is similar to a number of applications from the MediaBench benchmark. 44 Our test programs include three sorting algorithms (bubble sort, quick sort, and insertion sort), several fractions of the MPEG2 codec source code, and artificial programs for test purpose. The average power estimation error is within 3% and we have the following interesting observation: our power model gives more accurate power estimates on programs that call more built-in library functions (e.g, the power estimate on quick sort is better than bubble sort.). We believe that this is due to the self-correction of the model. The power consumption depends on the input data and by no means the "power data bank" can provide an accurate one-fits-all power information for a built-in library function without knowing its operand(s). Consequently, the power data, which gives a function's average power consumption, will either over-estimate or under-estimate the function's actual power consumption. However, these errors will compensate each other and result in rather precise power estimates in the long run.
We select six representative test programs and report the detailed validation results. They have frequently called the following six built-in library functions: fcmp (comparison of two floating-points), dcmp (comparison of two integers), ftod (convert floating-point to double), fadd (addition of two floating-points), fsub (subtraction of two floating-points), and itof (convert integer to floating-point). Table 1 ) in the DCT formula) and stored in arrays. (The sorting algorithms only call the dcmp function frequently and the MPEG2 codec calls many functions and thus not suitable for a demonstration here although our power model does give accurate power estimates on all the test code fragments.).
We first use the power simulator to simulate the full execution of each program. The obtained average power and execution time are used as reference. Then we use program profiler and tracer to trace the program's execution in order to collect the number of times each function has been called, and the number of cache misses. These results are shown in Table 2 . We consider the first call of each function as an I-cache miss, and the rest calls to the same function as I-cache hits due to the fact that the 4KB I-cache is sufficient to hold the instructions for the above small test programs. Now, for each of the built-in library function blocks that has been used, we fetch its power information from the pre-calculated "power data bank". These include the simulated energy consumption and execution time (in simulator Finally we apply our function-level power model to calculate the average power and execution time. These are reported in the last two rows in Table 2 . Power estimate with high accuracy (an error within 3.5% in average) is achieved as one can see from Table 2 . We can further improve this by fine tuning the parameters. The error on simulated execution time comes from the ignored part of the program, which includes most of the instructions in main() body that connect the built-in library function blocks and others. When we model this part and add its effect to the execution time, we are able to reduce the error in execution time T to less than 4%. However, it has little impact on average power.
We further validate our assumption on the I-cache miss/hit by simulating the repetitive execution of each individual built-in library function. The results demonstrate that, the first execution of each function block takes more time than the rest runs while the rest runs are executed at roughly the same speed. Moreover, the power data for the first execution coincide with those when we disable the I-cache using the cache test function.
In Ref. 12, the impact of different input data has been studied in terms of the number of 1's in the data's binary representation. They conclude that such impact is small (less than 5%). Under our experimental platform, this impact is even harder to observe because we estimate average power at function-level instead of instruction-level. We measure the average power for a function as the ratio of the energy dissipation and the execution time to execute the function. The impact of different input data to the power dissipation of a single instruction is shadowed by the relatively long execution time of the entire instruction sequence.
Conclusions and Future Work
Power is one of the major concerns when users select hardware to execute their programs. For the microprocessor core vendors, it helps if they can provide users 16 G. Qu et al. tools to estimate the program's power consumption on the target core. Existing tools, in particular simulation-based tools, usually require a detailed description of the core to get a reasonably accurate power estimation. However, most vendors are reluctant to release such information. To bridge this gap, we propose a power model and estimation methodology at function level. In our approach, the core vendor builds a "power data bank" and makes it public to users. The "power data bank" consists of the power information of the built-in library functions and basic instructions. The users can decompose the machine code of their program and use the "power data bank" to evaluate the average power dissipation during the program execution without running any power simulators. The efficiency and accuracy of this method have been discussed and validated on a commercial microprocessor core. Future work includes fine-tuning the power model, extending it to DSPs, superscalar processors, and our ultimate goal is to use this to provide guidance for power optimization of embedded software at compilation time.
