This paper deals with a reinforcement problem for a plane domain Ω (ξ) whose boundary is a deterministic or random "mixture" of self-similar Koch curves.
Introduction
This paper deals with a reinforcement problem for a plane domain Ω (ξ) with fractal boundary. As, from the point of view of the applications, the main interest is not in "regular" fractals but in irregular objects which exhibit some fractal properties, we consider a domain whose boundary is a deterministic or random "mixture" of self-similar Koch curves.
The fractal boundary of Ω (ξ) is locally spatially homogeneous but it does not satisfy any exact scaling relation. It is generated by different families of Euclidean similarities operating in a deterministic or random way that mimics the influence of the environment.
We construct an ε−thin polygonal 2−dimensional fiber Σ (ξ),n ε , n ∈ N, 0 < ε < 1, around pre-fractal approximating domains Ω (ξ),n . The geometry of the fiber is regulated by the families of contractive similarities, whose n−iterations in the plane generate the Koch mixture as n → +∞.
We denote by Ω (ξ),n ε the reinforced domain Ω (ξ),n ∪ Σ (ξ),n ε . We introduce discontinuous coefficients a 
The singular weights w n ε (ζ, η) and the constants σ n are constructed by taking into account the geometry of the fibers and the structural parameters of the fractal boundary. The related "weighted" energy functionals on L 2 (Ω * ) are 
where Ω * is a regular domain containing the closure of the domains Ω (ξ),n ε . The aim of this paper is to study the asymptotic behavior of the energy functionals F n ε while, simultaneously, the thickness of the fibers ε = ε(n) and the conductivity a n ε (ζ, η) of the fibers converges to 0 as n → +∞. Our main result, Theorem 4.2, shows that, with an appropriate definition of the weights w n ε (ζ, η) and given a suitable choice of the parameters σ n , the energy functionals in the Hilbert space L 2 (Ω * ) M-converge to the energy functional
where γ 0 u denotes the trace of u on the boundary of Ω (ξ) and µ is the "intrinsic" Radon measure on ∂Ω (ξ) . The M-convergence of the functionals F n ε can be characterized in terms of the convergence of the resolvent operators, semigroups and spectral families associated with the forms allowing developments and applications (see [16] ). However in this paper we will not deal with these consequences: we only prove that for any choice of the datum f ∈ L 2 (·) the minimizers u n of the complete energy forms converge to the solution u of the Robin Problem (see Theorem 5.4).
There is large body of literature on reinforcement problems in the classical setting of regular domains: see, for instance [1] , [3] , [5] , [6] , [6] , and [21] . The study of reinforcement problems on domains with fractal boundaries is recent (see [19] and [20] ) and, to our knowledge, our approach to Robin Problems on fractal domains in the framework of insulating layers is new. This work is inspired by recent papers dealing with fractal homogenization (see [19] and [20] ) and on Robin Problem on fractal domains (see [7] , [8] and [9] ).
The layout of the paper is as follows. In the second section, we recall the definitions and the properties of the scale irregular Koch curves. In the third section, we collect some preliminary results: in particular, we state trace Theorem 3.1 and extension Theorems 3.3 and 3.4 which are the crucial tools for the proof of the main Theorem 4.2. In section 4, we construct the ε−thin polygonal 2−dimensional fiber Σ (ξ),n ε , n ∈ N, 0 < ε < 1, around pre-fractal approximating domains Ω (ξ),n and the related functionals. The main result is Theorem 4.2 where we state the Mosco convergence of the functionals.
In the last section, we study the asymptotic convergence of the minimizers u n of the complete energy forms (Theorem 5.4).
Scale irregular Koch curves
In this section, we recall the definition of scale irregular Koch curves built on two families of contractive similitudes (for general irregular scale fractals and their main properties, see [4] , [17] , and [18] ).
Let A = {1, 2} : for a ∈ A let 2 < a < 4, and, for each a ∈ A, let
be the family of contractive similitudes ψ (a) i : C → C, i = 1, . . . , 4, with contraction factor a −1 :
where
Let Ξ = A N ; we call ξ ∈ Ξ an environment. We define a left shift S on Ξ such that if ξ = (ξ 1 , ξ 2 , ξ 3 , . . .) , then Sξ = (ξ 2 , ξ 3 , . . .) . For O ⊂ R 2 , we set
Let K be the line segment of unit length with A = (0, 0) and B = (1, 0) as endpoints. We set, for each n in N,
,n is the so-called n-th prefractal curve.
The fractal K (ξ) associated with the environment sequence ξ is defined by
where Γ = {A, B} with A = (0, 0) and B = (1, 0). We remark that these fractals do not have any exact self-similarity, that is, there is no scaling factor which leaves the set invariant: however, the family {K (ξ) , ξ ∈ Ξ} satisfies the following relation
Moreover, the spatial symmetry is preserved and the set K (ξ) is locally spatially homogeneous, that is, the volume measure µ (ξ) on K (ξ) satisfies the following locally spatially homogeneous condition (7). Before describing this measure, we introduce some notations. For ξ ∈ Ξ, we set i|n = (i 1 , ..., i n ) and ψ i|n = ψ
(see Section 2 in [4] ) as, for each a ∈ A, the family Ψ (a) has 4 contractive similitudes.
The fractal set K (ξ) and the volume measure µ (ξ) depend on the structural constants of the families and the asymptotic frequency of the occurrence of each family. We denote by h (ξ) a (n) the frequency of the occurrence of a in the finite sequence ξ|n, n 1:
Let p a be a probability distribution on A, and suppose that ξ satisfies
where g is a regular increasing function on the real line,
, that is, we consider the case of the fastest convergence of the occurrence factors, the measure µ (ξ) has the property that there exist two positive constants C 1 , C 2 , such that,
where B(P, r) denotes the Euclidean ball with center in P and radius 0 < r ≤ 1 (see [4] , [17] and [18] ). According to Jonsson and Wallin (see [14] ), we say that K (ξ) is a d-set with respect to the Hausdorff measure
with ι > 0. We recall that these inequalities play an important role in trace result (see the following section). 
Trace and Extensions Theorems
In this section, we collect some preliminary results: in particular, we state trace theorems for the specific geometry of the prefractal and fractal problem. We recall that, for v in L 
(m 2 denotes the 2-dimensional Lebesgue measure) at every point x ∈ D where the limit exists (see, for example, page 15 in [14] ).
Let Ω 0 be the square {(x, y) : 0 < x < 1, −1 < y < 0} with vertices A = (0, 0), B = (1, 0), C = (1, −1), and D = (0, −1). On each of the 4 sides we construct either a scale irregular Koch curve or the corresponding approximating prefractal curve.
More precisely, we consider the set Ω The following theorem characterizes the trace to the set ∂Ω (ξ),n of Sobolev spaces H σ (R 2 ) (for the definitions and the main properties of Sobolev spaces, see [2] ). It is proved in [10] (see also Theorem 1 on page 141 in [14] and Theorem 5.3 in [8] ). 
Theorem 3.1. Let u ∈ H σ (R 2 ) and (ξ) (n) as in (12) . Then, for
where C σ is independent of n.
The following theorem characterizes the trace to the set ∂Ω (ξ) of Sobolev spaces H α (R 2 ). We remark that the fractal is not a d-set necessarily: however, the weaker inequality (10) it is enough to establish the following trace theorem (for the proof, see [10] and [14] ).
The following Theorem 3.3 extends functions of
by an operator whose norm is independent of the (increasing) number of sides. It is a particular case of extension theorem due to Jones (Theorem 1 in [13] ) as the domains Ω (ξ),n are (ε, ∞) domains with ε independent of n (for the proof, see [9] ). Theorem 3.3. For any n ∈ N, there exists a bounded linear extension operator Ext J :
, whose norm is independent of n, that is,
with C J independent of n.
We also use another extension result. In Section 4 we need a theorem that extends functions of the fractional Sobolev spaces H σ (Ω (ξ) ) with
< σ ≤ 1, to the fractional Sobolev spaces H σ (R 2 ) (for the proof, see [9] ).
Theorem 3.4. There exists a bounded linear extension operator Ext R :
We conclude this section with the following approximation result for the measure µ (ξ) .
Theorem 3.5. Let
when n → +∞.
Proof.
As g belongs to
The first term on the right hand side in (18) can be estimated by using Theorems 3.1 and 3.4
The third term on the right hand side in (18) can be estimated by using Theorem 3.2 and 3.4
Finally, for the second term on the right hand side in (18) we use Theorem 2.1 in [9] (see also Lemma 8.4 in [12] ): so, we obtain that
Then, by using (18), (19) , (20) , and (21), we conclude the proof.
Asymptotic analysis
We construct a suitable ε-neighborhood. Let Ω 0 be the square introduced before. Let K 1 be the interval with end-points A and B. For every 0 < ε ≤ ε 0 < 1 2
, we define the "ε-neighborhood" of K 1 , denoted Σ 1,ε , to be the (open) polygon whose vertices are the points A, B, P 2 , P 1 , where
We then subdivide Σ 1,ε as the union of the rectangle R 1,ε and the two triangles T 1,h,ε , h = 1, 2. Here, R 1,ε is the rectangle with vertices P 1 , P 2 , P 3 , P 4 ; T 1,1,ε is the triangle with vertices A, P 1 , P 4 and T 1,2,ε is the triangle with vertices B, P 3 , P 2 where
For every n and ε as above, we define the "ε-neighborhood", Σ Figures 5, 6, 7, 8) .
We proceed in a similar way in order to construct the "ε-neighborhood", Σ
and Ω
(see Figure 9) . From now on, when it does not give rise to misunderstanding, in the notation we suppress the super index (ξ) by writing simply Ω, Ω n , Ω n ε and similar expressions.
We define a weight w n ε as follows. . If (ζ, η) belongs to the segment with end-points P and P ⊥ , we set, in our current notation,
where c 0 is a fixed positive constant, |P − P ⊥ | is the (Euclidean) distance between P and P ⊥ in R 2 . We proceed in a similar way in order to construct the weights w 
Associated with the weight w n ε we consider the Sobolev spaces
and
Let Ω * be an open set such that Ω * ⊃ Ω n ε , for ∀n : in order to fix the notations, from now on, Ω * is the ball with centre in the point P 0 = (
) and radius 1. We consider the "weighted" energy functionals in
with
where γ 0 u denotes the trace of u on the boundary of Ω (ξ) . In order to state our main result, we also need to recall the notion of M −convergence of functionals, introduced in [15] , (see also [16] ). 
The main result is the following theorem.
Theorem 4.2. Let ε = ε(n) be an arbitrary sequence such that ε(n) → 0 as n → +∞. Then, the sequence of functionals F n ε(n) , defined in (24), M −converges in L 2 (Ω * ) to the following functional F defined in (26) as n → +∞.
Proof.
Let ε = ε(n) be the sequence occurring in the statement of the theorem, such that ε(n) → 0 as n → +∞. From now on, we simply denote ε(n) by ε. Moreover, in order to further simplify notation, whenever ε = ε(n) we write F n in place of F n ε(n) , as well as a n in place of a n ε(n) and other similar abbreviations. Below, by c we denote possibly different positive constants, all independent of n.
We now proceed with the proof of condition (a) in Definition 4.1. Proof of (a): "lim sup" condition.
We consider a given function u as in condition (a) and we observe that, without loss of generality, we can assume that u| Ω (ξ) ∈ H 1 (Ω (ξ) ), otherwise the inequality (26) becomes trivial.
For every x ∈ (0, 1), we define P + = P + (x) = (x, y + (x)) ∈ ∂Σ 1,ε to be the intersections of ∂Σ 1,ε with the vertical line through the point (x, 0) ∈ K 1 .
Then, we put
We construct, in a similar way, g j,ε on Σ j,ε for j = 2, 3, 4 and define
Step 1. We assume, in addition, that u| Ω (ξ) ∈ C 1 (Ω (ξ) ). For every n and ε as above, we define u 1,n on Σ
and, in a similar way, we define u j,n for j = 2, 3, 4. For every n and ε as above, we define
We note that u n tend to u in L 2 (Ω * ) and the restriction on Ω n ε of the functions u n defined in (28) belong to
For each n, we split the integral F n [u n ] in two terms, taking into account the definitions of a n and u n ,
Since the sets Ω n tend to the set Ω (ξ) as n → +∞, we get
In order to conclude the proof, we only have to show that
Actually, we prove
We split the integral on Σ n ε as the sum of the 4 integrals on the sets Σ n j,ε , j = 1, 2, 3, 4. We now consider Σ i|n 1,ε : in all the other cases we proceed in a similar manner.
We decompose each Σ i|n 1,ε as the union of one rectangle and two triangles and we evaluate the corresponding integrals by making use of the coordinates change provided by the map ψ i|n . Thus, we write
We note that for (ζ, η) ∈ Σ i|n 1,ε , (ζ, η) = ψ i|n (x, y) and w n (ζ, η) =
, where
we obtain that
Now we evaluate the terms
we have that
The first term can be estimated as follows
The second term can be estimated as before
As X 1,2 is analogous, that is
with E n ≤ M * ε 4 n we obtain from (34), (35), (36), (37), (38)
In a similar way, we can prove that for j = 2, 3, 4, (42) by Theorem 3.5 , as u n = u on ∂Ω n we have
Step 2. We complete the proof of part (a) of the Theorem, by making use of the "diagonal" formula of Corollary 1.16 of [3] . Let u ∈ L 2 (Ω * ) and
and lim
As in Step 1, for any (fixed) m, we can construct starting with u m the function
By using the fact that the functions u m converge towards u, we find
We now proceed by applying the diagonal formula of Corollary 1.16 in [3] . This shows that there exists a strictly increasing mapping n → m(n), with lim n→+∞ m(n) = +∞, such that, by denotingū n = u m(n),n , we have
The proof of part (a) of the Theorem 4.2 is now complete.
Proof of (b): "lim inf" condition.
In order to prove the inequality (27), it is not restrictive to assume that
Then, up to passing to a subsequence, we have that
where C is a constant independent of n. By considering extension Theorem 3.3 we have that, for any n ∈ N, there exists a bounded linear extension operator Ext J :
with C J independent of n. We putv n = Ext J v n | Ω (ξ) : then, there exist v ∈ H 1 (Ω (ξ) ) and a subsequence ofv n , denoted byv n again, such that the sequencev n weakly converges tov in H 1 (Ω (ξ) ). By a direct calculation, we can prove that the sequencev n weakly converges to u in L 2 (Ω (ξ) ). For the limit uniqueness in the weak topology, we obtain thatv = u|
From (48), we obtain that lim n→+∞
As
As in Step 1 in the proof of (a) ("lim sup" condition), for any (fixed) m, we construct the functions u m,n = (u m ) n -starting with u m -as in (30) and we obtain that
Now in order to obtain (50), we start with the following inequality
and we prove that
We split the integral on Σ n ε as the sum of the 4 integrals on the sets Σ n j,ε , j = 1, 2, 3, 4 and we now consider Σ 1,ε .
By using the same procedure in the proof of (a), we decompose each Σ i|n 1,ε as the union of one rectangle and two triangles and we evaluate the corresponding integrals by making use of the coordinates change provided by the map ψ i|n . Thus, we write
We have
u m,n v n ds and
We note that the first term can be estimated using (46) and the second term can be estimated using (34). Now we evaluate the term
u m,n v n ds.
In a similar way, we have that
Then we have that
u m,n v n ds + F n + H n + M n (55) where H n and M n can be evaluated as F n and so, as in the proof of (a),
As the terms on the other sides can be evaluated in the same way, we obtain
Now, we have that
where the first term can be estimated by using (48), Theorems 3.1 and 3.4 with 1 2 < σ < 1, the second term can be estimated by using (51), Theorems 3.1 and 3.4 with σ = 1, and the last term can be estimated by Theorem 3.5.
Combining (57) and (58), we obtain (54). Then, from (53), (52) and (54), we obtain c 0
(59) letting m → +∞ we conclude the proof.
Robin Problem
Some phenomena in physics, physiology, electrochemistry and chemical engineering are modeled by mixed Dirichlet-Robin Problem for the Laplace equation in a two-dimensional domain whose boundary is irregular. Recently, Robin Problems on fractal domains have been studied (see [7] , [8] , [9] , and the references therein).
We consider the setΩ
), where P 0 = (
). In the following theorem, we recall existence and uniqueness results for the variational solution of a Robin Problem on a fractal domain (for the proof, see [7] ).
), c 0 ≥ 0, there exists one and only one solution u of the following problem
Moreover, u is obtained by
In the following theorem, we state the existence and the uniqueness of solutions of reinforcement problems (for the definition of the coefficients a n ε , see Section 4). 
to the following energy functional
if u| Ω (ξ) ∈ H 1 (Ω (ξ) ) +∞ otherwise .
We extend the variational solutions u n of the problem (61) in Theorem 5.2 fromΩ n to R 2 and we set u * n = Ext J u n |Ω * .
Moreover, we consider the trivial extension of the variational solution of the problem (60) in Theorem 5.1
Theorem 5.4. Let ε = ε(n) be an arbitrary sequence such that ε(n) → 0 as n → +∞. Then the sequence u * n (defined in (63)) converges to the function u (defined in (60)) weakly in H 1 (Ω (ξ) ).
Proof.
Let u n be the solution of the problem (61). Theñ
Moreover, we have
From Poincaré inequality, we obtain 
