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RESUMO 
 
Os sistemas críticos são aqueles cuja mais pequena falha pode resultar em perdas 
económicas significativas, danos físicos ou por em risco vidas humanas. O ciclo de 
desenvolvimento de um sistema crítico é composto por várias fases, que incluem a sua 
especificação, planeamento, implementação e validação. Apenas após um rigoroso 
processo de verificação e validação é que é dada permissão, por parte das autoridades 
competentes do respetivo domínio, para que o sistema entre em operação. Assim 
sendo, e tendo em conta o elevado número de funcionalidades críticas implementadas 
a nível do Software (SW), a existência de plataformas automatizadas de validação e 
avaliação do SW é da maior importância no desenvolvimento de sistemas críticos.  
 As plataformas de validação de Software (SVFs – Software Validation Facilities) 
são utilizadas para analisar o desempenho e testar a execução do SW no ambiente de 
processamento que lhe é destinado. Estas plataformas são utilizadas em vários setores, 
de que são exemplo o automóvel, a defesa e o espaço. Em aplicações espaciais, a SVF é 
utilizada na validação do Software de bordo (OBSW – On Board Software) das naves 
espaciais. O SW a ser testado pode ser executado no Hardware (HW) a que se destina, 
a partir de um processador real ou através de um emulador de um processador, num 
ambiente simulado. A utilização de um emulador de processador permite avaliar de 
forma representativa o funcionamento e desempenho que o SW terá quando executado 
no HW real. A integração de um ambiente simulado no processo de desenvolvimento 
dos sistemas críticos traz diversas vantagens, entre as quais se destacam a possibilidade 
de detetar falhas de SW precocemente no processo de desenvolvimento da nave e a 
redução significativa do número de plataformas de HW de teste. 
Neste projeto, foi integrado um emulador (TSIM) de um processador ERC32 numa 
plataforma de validação de sistemas desenvolvida pela Critical Software (VSIS). Esta 
plataforma integrada estabelece a base que permitirá futuramente a execução 
automática de testes ao OBSW de naves espaciais. Foram também implementados 
algoritmos de sincronização, utilizados para coordenar a comunicação entre a 
plataforma de testes e o emulador. 
De forma a concretizar estes objetivos, foi efetuada uma análise da plataforma 
VSIS existente, assim como de procedimentos e técnicas de automação de testes de SW. 
Os requisitos e especificações de funcionalidades a desenvolver para suportar a 
integração de emuladores de HW na plataforma VSIS, foram explorados 
aprofundadamente. Procedeu-se, posteriormente, à codificação, implementação e 
integração das funcionalidades especificadas. Numa fase final, foram ainda executados 
testes de integração e de sistema seguidos da correção das falhas encontradas. 
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ABSTRACT 
 
Critical systems are systems in which the smallest failure can result in significant 
economic losses, physical damages or risk to human lives. The development cycle of a 
critical system is composed of different steps, including its specification, design, 
implementation and validation. Only after a strict process of verification and validation 
will the competent authorities (of the respective domain) grant the permission for the 
system to start operating. Thus, given the large amount of critical features implemented 
software-wise, the existence of automated software validation and evaluation platforms 
is of the utmost importance for critical system development. 
Software Validation Facilities (SVFs) are used to analyse performance and test 
software execution in the processing environment it is projected for. These platforms 
are used in several sectors, of which the automotive, the defense and the space 
industries are examples. In space applications, SVFs are used in the validation of on-
board software (OBSW) in spacecraft. The Software (SW) can be executed in the 
hardware it is intended for, using either a real processor or a simulated environment 
through a processor emulator. Using a processor emulator allows for an adequate 
evaluation of how the software will function and perform when executed in the real 
hardware. The integration of a simulated environment in the development process of 
critical systems encompasses several advantages, such as the possibility to detect 
software flaws in early stages of the development process and the significant reduction 
of the number of test hardware platforms. 
In this project, a processor emulator ERC32 (TSIM) was integrated in a system 
validation facility developed by Critical Software (VSIS). This integrated platform 
establishes the basis that will later on allow for the automated execution of tests to 
OBSW in spacecraft. Moreover, synchronization algorithms were implemented, aiming 
at coordinating the communication between the SVF and the emulator. 
To achieve these goals an analysis was conducted regarding the existing VSIS 
platform, along with software testing automation procedures and techniques. The 
requirements and specifications of the features to be developed for supporting the 
integration of HW emulators in the VSIS platform were thoroughly explored. Afterwards, 
the coding, implementation and integration of the specified features were carried on. In 
a last step, integration and system tests were executed, followed by the correction of 
the detected flaws. 
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“It suddenly struck me that that tiny pea, pretty and blue, was the Earth. I put up 
my thumb and shut one eye, and my thumb blotted out the planet Earth. I didn't 
feel like a giant. I felt very, very small.”  
― Neil Armstrong 
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Capítulo 1 
 
Introdução 
 
Este documento descreve o trabalho realizado na empresa Critical Software, no 
âmbito do projeto KhronoSim. Esta dissertação teve como principal objetivo a 
integração do simulador TSIM na plataforma de validação de sistemas VSIS e a realização 
de testes ao Software executado no simulador (SWUT – Software Under Test). 
A VSIS é uma ferramenta de verificação de Hardware (HW) e Software (SW) que 
tem vindo a ser desenvolvida pela Critical Software. A plataforma de validação de 
sistemas produz e executa testes de forma automática, analisa resultados e gera 
relatórios de teste [1]. Neste projeto, pretendeu-se validar o SW executado no emulador 
de um processador utilizado em aplicações espaciais (TSIM). O TSIM é um simulador de 
arquitetura genérica SPARC (Scalable Processor ARChitecture), capaz de emular sistemas 
de computador baseados nos processadores ERC32 e LEON [2]. 
Neste projeto, a plataforma VSIS foi utilizada para realizar testes a sistemas de 
tempo real ao SWUT a ser executado no TSIM, com simuladores de malha fechada no 
ambiente envolvente. Qualquer simulação em malha fechada é composta pelo SW que 
se encontra a ser testado e um ambiente simulado que interage com o mesmo. Nos 
testes realizados em malha fechada, os sinais de saída do ambiente de simulação são 
utilizados como entradas para o SWUT, que por sua vez gera também um conjunto de 
dados de saída utilizados pelo ambiente de simulação [3].  
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1.1 Contextualização 
 
Este projeto foi realizado no âmbito da estratégia R&D (Research and 
Development) da área de Safety Critical da empresa CRITICAL Software S.A. Esta 
empresa, fundada em 1998, é especializada no desenvolvimento de soluções de 
Software e serviços de engenharia de informação para sistemas críticos orientados à 
segurança, missão e negócio de empresas [4].  
A Critical Software fornece vários tipos de serviços, sendo um deles o de 
desenvolvimento de ferramentas que permitam a verificação e validação de sistemas 
cuja falha possa ser catastrófica para a empresa ou negócio ou por em causa a segurança 
de um conjunto de pessoas. Estes serviços são prestados a diversas indústrias entre as 
quais a aeronáutica, a automóvel, a de defesa e segurança, a de saúde, a ferroviária e a 
espacial. 
A empresa fornece soluções para clientes de alto perfil na indústria espacial. Os 
primeiros clientes da empresa foram o JPL (Jet Propulsion Laboratory) da NASA em 2000 
e a Agência Espacial Europeia (ESA - European Space Agency) em 2001. Atualmente, a 
Critical Software atua como prestadora de serviços principal e como subcontratada para 
uma ampla gama de empresas desta indústria das quais fazem parte a ESA, a NASA 
(National Aeronautics and Space Administration), a JAXA (Japan Aerospace eXploration 
Agency), a Airbus Defence & Space e a Thales Alenia Space [5]. 
Os sistemas de engenharia espacial estão em constante evolução e o seu estado 
atual encontra-se fortemente influenciado pelo desenvolvimento de SW. A introdução 
de interfaces digitais em equipamentos, bem como a flexibilidade de controlo baseado 
em SW através de interfaces analógicas levou a um crescimento exponencial do SW 
utilizado. O SW assume um papel vital no sistema global, cada vez mais evidente tendo 
em conta o crescimento exponencial do tamanho do seu código fonte nas naves 
espaciais atuais. Atualmente, o SW é executado em microprocessadores modernos, 
fornecendo funcionalidades sem precedentes que garantem o cumprimento de uma 
gama cada vez maior de exigências das missões espaciais. Os sistemas de navegação, 
por exemplo, estão equipados com um SW que proporciona um controlo de órbita 
rigoroso. Outro exemplo é o SW de bordo (OBSW – On Board Software), responsável por 
lidar com enormes conjuntos de dados gerados por sensores de alta resolução usados 
em satélites de observação da Terra. O SW utilizado tem que ser capaz de possuir 
funcionalidades que obedeçam aos requisitos de fiabilidade e de autonomia do sistema 
[6]. 
O SW desenvolvido para aplicações espaciais tem requisitos especiais 
relativamente à fiabilidade e segurança que requerem que a indústria espacial invista 
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na qualidade e uniformização dos mesmos. Os custos envolvidos no desenvolvimento 
do SW são grandes, as falhas podem ser fatais e os erros difíceis de corrigir. 
Recentemente a indústria espacial tem-se deparado com o aumento da pressão política 
e de mercado para produzir os seus produtos num menor intervalo de tempo e com 
menor custo. Assim, a indústria espacial tem tido como objetivo reduzir os custos ao 
mesmo tempo que mantém, ou até melhora, a qualidade dos seus produtos [7]. 
Com o objetivo de validar sistemas críticos através da execução automática de 
testes a sistemas físicos ou virtuais, a Critical Software desenvolveu a VSIS. A VSIS é uma 
plataforma de verificação de Hardware e Software, projetada para realizar testes em 
tempo real com Hardware In the Loop (HIL) ou com emuladores de HW. Em ambos os 
casos, os testes são efetuados em malha fechada, permitindo a estimulação e 
monitorização de todas as entradas e saídas do sistema a ser testado. A plataforma 
produz e executa testes automáticos, analisa resultados e gera relatórios de teste. Esta 
ferramenta tem vindo a ser utilizada em diversos tipos de indústrias, entre as quais se 
encontra a indústria espacial [1]. 
As plataformas de validação de Software (SVF – Software Validation Facility) são 
plataformas que examinam a execução do SW no ambiente de processamento que lhe 
é destinado. As atividades desempenhadas pela plataforma envolvem a depuração e 
análise do funcionamento e desempenho do SW a ser testado (SWUT). Quando a SVF é 
utilizada em sistemas espaciais, o OBSW da nave espacial é embebido num sistema de 
simulação dinâmico, permitindo que seja reproduzido um cenário realístico de voo. O 
SW é executado posteriormente num HW com maior representatividade, para garantir 
que não se propagam falhas que poderiam comprometer o correto funcionamento e 
desempenho aceitável do sistema no ambiente de processamento final [8]. A utilização 
destas plataformas é também de extrema importância em missões espaciais humanas, 
onde os custos de SW são praticamente iguais aos custos de planeamento e 
desenvolvimento de HW. Estes custos são ainda acrescidos, assim como os riscos, com 
o aumento do número de sistemas e funções implementados no SW [9]. Sem uma 
plataforma para a validação funcional automática deste Software, torna-se 
praticamente impossível cumprir o calendário de desenvolvimento planeado, assim 
como os custos estimados. 
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1.2 Descrição do projeto 
 
 Este trabalho foi desenvolvido no âmbito do projeto KhronoSim da Critical 
Software e envolveu três etapas principais:  
1. Desenvolvimento de um SW de teste e sua execução num emulador de 
CPU; 
2. Integração do emulador na plataforma de validação de sistemas 
desenvolvida pela empresa, envolvendo a implementação de algoritmos 
de sincronização para a comunicação entre ambos; 
3. Definição, especificação e execução de testes de integração e de sistema, 
seguida da correção das falhas detetadas.  
Na fase inicial do trabalho, foi necessário analisar as características e modo de 
funcionamento do emulador de processador utilizado. Neste projeto, utilizou-se o 
TSIM para emular o processador ERC32.  
Para a concretização da segunda fase do trabalho, foi necessário analisar a 
plataforma de validação de sistemas (VSIS) e, mais concretamente, os requisitos e 
especificações de funcionalidades a desenvolver para suportar a integração do 
emulador. Foram também estudados algoritmos de sincronização para posterior 
adaptação ao projeto em questão. 
A realização da última fase do trabalho exigiu a familiarização com os 
procedimentos e técnicas de automação de testes de SW. 
Todas as fases do projeto envolveram a análise, codificação e integração de 
acordo com os requisitos específicos ao projeto em questão.  
 
 
1.3 Objetivos 
 
Os principais objetivos deste projeto foram os seguintes: 
 
 Familiarização com a plataforma de simulação TSIM; 
 Familiarização com a plataforma de validação de sistemas existente 
(VSIS) e com técnicas de automação de testes de Software; 
 Desenvolvimento de um SW de teste para ser executado no TSIM; 
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 Integração do TSIM na plataforma VSIS, com base na análise de 
requisitos e especificação das funcionalidades da plataforma de testes; 
 Desenvolvimento de algoritmos de sincronização para a comunicação 
entre a plataforma de testes e o SWUT a ser executado no TSIM; 
 Realização de testes de integração aos vários componentes do sistema 
implementado; 
 Realização de testes funcionais ao sistema e correspondente correção 
de falhas detetadas. 
 
 
1.4 Estrutura 
 
O presente relatório encontra-se estruturado da seguinte forma: 
Capítulo 1: Introdução – Contextualização do assunto desenvolvido nesta 
dissertação, assim como apresentação dos objetivos do trabalho. 
Capítulo 2: Estado da arte – Apresentação de conceitos chave, exploração da 
importância das plataformas de validação de sistemas em aplicações espaciais e 
análise de algoritmos de sincronização retratados na literatura.  
Capítulo 3: Desenvolvimento e execução do Software no TSIM – Descrição do 
ficheiro executável desenvolvido e dos testes realizados antes da integração do 
emulador do processador (TSIM) na plataforma de testes.  
Capítulo 4: Integração do TSIM na VSIS e sincronização – Todos os aspetos 
relevantes à implementação do sistema são mencionados neste capítulo. Análise 
dos módulos de Software da plataforma VSIS e extensões nestes realizadas de 
acordo com as especificações do sistema deste projeto. Descrição da ligação do 
emulador à plataforma de testes. Exposição dos algoritmos de sincronização 
idealizados e respetiva implementação. Explicação dos procedimentos de teste 
executados. 
Capítulo 5: Conclusões e trabalho futuro – Apresentação das contribuições deste 
projeto, resultados alcançados e propostas para trabalho a ser desenvolvido no 
futuro.  
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Capítulo 2 
 
Estado da Arte 
 
Neste capítulo é apresentada uma descrição dos componentes essenciais ao 
processamento da informação nas naves espaciais, assim como das plataformas de 
validação de Software (SVFs) utilizadas para os testar, referindo-se a plataforma 
desenvolvida pela Critical Software (VSIS). São também apresentadas algumas 
características do emulador do processador integrado na plataforma de testes neste 
projeto (TSIM), assim como do processador real (ERC32) por ele emulado. Na última 
secção deste capítulo são apresentados conceitos chave sobre a sincronização de relógio 
e sua importância em sistemas semelhantes ao desenvolvido neste projeto.  
 
 
2.1 Planeamento e verificação de naves espaciais 
 
 As naves espaciais são equipamentos que cumprem os objetivos de missões 
realizadas fora da Terra e o seu planeamento envolve várias áreas da engenharia e das 
ciências naturais [6]. Os sistemas complexos atuais, de que são exemplo as naves 
espaciais, são construídos a partir de uma combinação de equipamento de HW e de SW. 
O planeamento dos sistemas de naves espaciais representa o domínio dos sistemas de 
engenharia responsável pelo planeamento de alto nível não só do SW e HW do 
computador da nave, mas também da estrutura física, das propriedades térmicas, das 
ligações elétricas, da comunicação, da gestão da órbita e do controlo da nave. O objetivo 
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principal do planeamento da nave espacial é assegurar que os seus subsistemas 
interagem corretamente de forma a garantir a realização da missão espacial [10].  
Durante as atividades de integração e verificação, o subsistema aviónico é 
gradualmente construído, dependendo dos componentes disponíveis nas diversas fases 
de desenvolvimento. As unidades de HW que não se encontrem presentes são simuladas 
em SW, assim como o seu comportamento funcional. Por outro lado, as interfaces físicas 
são implementadas através de unidades de interface de HW simuladas. Desta forma, a 
verificação pode ser realizada a partir de qualquer combinação de unidades reais e 
simuladas. A partir de simulações unicamente em SW até à integração de um 
computador de bordo (OBC – On Board Computer), ocorre um processo gradual de 
substituição dos modelos de SW por unidades de HW até ser alcançado um subsistema 
completamente integrado [11].  
Na figura 1 é apresentado o processo de desenvolvimento de uma nave espacial 
a partir do modelo clássico em V. No modelo da figura 1, os ramos do lado esquerdo 
representam as atividades que ocorrem durante o planeamento do sistema (System 
Design), enquanto os ramos do lado direito representam as atividades de verificação do 
sistema (System Verification).  
 
 
O modelo pode ser lido da seguinte forma, da direita para a esquerda: 
 Para que seja possível verificar os requisitos detalhados do sistema a partir da 
realização de testes, um SW de controlo destinado ao computador da nave 
espacial deverá encontrar-se disponível (OBSW); 
Figura 1 - Planeamento funcional e verificação de naves espaciais [12] 
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 De forma a verificar e a validar a integração do HW/SW, o OBSW tem que ter 
sido verificado anteriormente. 
 Finalmente, para que se consiga verificar o OBSW, deverão estar disponíveis os 
dados de referência para verificação dos algoritmos de controlo integrados. 
 
Para se efetuar qualquer teste funcional à nave espacial, é necessária a existência de 
infraestruturas adequadas à sua realização, independentemente de se pretender 
realizar apenas uma verificação a um algoritmo ou de testes complexos ao sistema. 
Assim, no desenvolvimento de uma nave espacial, o planeamento e o ambiente de teste 
devem ser previstos para: os algoritmos de controlo, a transformação dos algoritmos 
em código do OBSW, a integração de HW/SW e para o sistema completo (nave espacial). 
No caso ideal, todas estas infraestruturas deverão ser baseadas num conjunto de 
ferramentas comuns e os resultados deverão passar de um passo de desenvolvimento 
para o seguinte.  
O conceito de verificação para a nave espacial e para o seu OBSW, tal como 
mostra a figura 1, descreve um princípio de desenvolvimento gradual que consiste no 
seguinte [12]:  
 Num passo inicial, a componente física do sistema é modelada e os algoritmos 
de controlo do sistema são desenvolvidos e integrados. Os algoritmos 
normalmente são implementados numa linguagem (por exemplo Matlab) 
diferente da linguagem de programação utilizada no código do OBSW (por 
exemplo C) e num HW diferente do HW do computador da nave espacial onde 
irá ser executado o OBSW. Esta fase é denominada Algorithm in the Loop; 
 No segundo passo, os algoritmos são codificados em Software na linguagem 
utilizada para desenvolver o SW final. O Software de controlo disponível nesta 
fase é carregado para a plataforma de teste para controlar o sistema. Nesta 
fase ocorre a execução do OBSW no modelo do OBC existente na plataforma 
de testes. Este tipo de teste é denominado Software in the Loop. 
 O terceiro passo consiste em carregar o Software de controlo para o OBC em 
HW da nave espacial onde irá ser de facto executado. É realizado um teste de 
compatibilidade entre o SW do OBC e o HW. Esta fase é denominada Controller 
in the Loop.  
 O último passo do sistema de teste tem como objetivo fazer com que o 
Software de controlo executado no HW a que se destina controle o sistema 
real em vez do sistema simulado pela plataforma de teste. Integração de mais 
componentes de HW do satélite e teste de compatibilidade HW/SW com todos 
os equipamentos. Esta fase é denominada Hardware in the Loop.  
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2.2 Computador e Software de bordo 
 
O termo computador de bordo (OBC) refere-se a qualquer unidade a bordo de 
uma nave espacial com capacidade de processamento. Este termo é frequentemente 
utilizado para se fazer referência ao computador do subsistema aviónico das naves 
espaciais, ou seja, à unidade onde o Software de bordo é executado [13].  
O OBC da nave espacial é um elemento essencial ao controlo e segurança da 
mesma e necessita de cumprir certos critérios que confirmem que a sua utilização é 
adequada a aplicações espaciais. Este computador deverá incluir funcionalidades de 
gestão de falhas que assegurem que a nave espacial consiga recuperar autonomamente 
de anomalias e entrar em modo segurança sem que seja necessário interagir com a 
estação terrestre. O OBC numa nave espacial deverá também ser capaz de realizar todo 
o processamento necessário para alcançar o objetivo da missão. Para além dos 
requisitos já mencionados, estes computadores têm de ser capazes de suportar as 
condições eletromagnéticas e térmicas existentes no espaço, assim como elevadas 
doses de radiação de partículas energéticas a que estarão sujeitos [12].  
 Os OBCs são compostos por vários elementos, entre os quais se destacam: 
microprocessadores, memória SRAM/SDRAM (Static Random Access 
Memory/Synchronous Dynamic Random Access Memory) interna, memória de 
inicialização PROM/EEPROM (Programmable Read-Only Memory/Electrically-Erasable 
Programmable Read-Only Memory), memória de segurança, barramentos de dados e 
controladores de barramento, unidades de reconfiguração, fontes de alimentação, 
equipamento de controlo e condicionamento térmico. Os computadores de bordo das 
naves espaciais requerem microprocessadores, memórias e dispositivos de interface 
qualificados para o espaço. A baixa dissipação de energia e o reduzido volume e massa 
são requisitos do OBC que devem ser alcançados sem que para tal seja necessário 
sacrificar o desempenho global da nave espacial. Para além disso, falhas e erros que 
ocorram em sistemas espaciais de processamento de dados normalmente não podem 
ser corrigidos. Assim, é de extrema importância que os sistemas espaciais sejam 
construídos de forma a serem fiáveis e a tolerar um variado conjunto de falhas [14]. 
Os microprocessadores representam o componente central dos OBCs que 
executam o sistema operativo e a aplicação de SW. O CPU (Central Processing Unit) 
comunica com os sensores e com outros processadores da nave espacial a partir de 
vários canais I/O (Inputs/Outputs) ou a partir do barramento de dados (data bus) da 
nave espacial. A nave espacial pode possuir múltiplos processadores, cada um 
programado para realizar um único conjunto de atividades com reduzida monitorização 
e supervisão da estação terrestre, ou seja com relativa autonomia [15]. Um dos objetivos 
do CPU é executar o programa armazenado em memória e interpretar e executar os 
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comandos recebidos a partir do sistema da nave responsável pelas comunicações 
realizadas a partir da terra. O CPU é ainda responsável por preservar o estado do sistema 
e a integridade dos dados, assim como por formatar a telemetria gerada nos 
subsistemas da nave. Essa telemetria tem como propósito ser transmitida ao sistema da 
nave espacial responsável pelas comunicações realizadas para a terra [14]. 
Tendo em consideração um OBC com a arquitetura clássica do computador, o 
OBSW executado no seu processador inclui o sistema operativo do OBC, o código de 
controlo da nave espacial e todos os seus algoritmos de controlo, todos os drivers de 
interface para as interfaces de entrada/saída entre o OBC e o equipamento da nave 
espacial, e ainda as funções necessárias para receber telecomandos (TC) da estação 
terrestre e para gerar telemetria (TM) para a terra [13]. O SW é responsável pela 
orientação e navegação da nave espacial, assim como pelas funções de controlo do voo, 
que incluem a recolha de dados de entrada dos sensores e a emissão dos comandos 
recebidos para os atuadores da nave. O SW da nave espacial é também responsável pela 
gestão e monitorização dos sistemas de bordo, pela deteção de falhas e pela verificação 
de procedimentos de segurança antes da realização do voo.  
Tendo em conta que o OBSW é uma parte integral e critica das naves espaciais, o 
seu desenvolvimento e teste devem ser realizados de forma a assegurar que os 
requisitos do cliente são alcançados e que o SW é entregue com o mínimo número de 
erros possível [16]. Para testar e assegurar que o OBSW é fiável e que obedece a certos 
requisitos, são utilizadas Plataformas de Validação de Software. Estas plataformas serão 
descritas na secção seguinte (secção 2.3). 
 
 
2.3 Plataformas de Validação de Software 
 
 O SW embebido em computadores de naves espaciais está a crescer 
rapidamente em quantidade e complexidade. Ao mesmo tempo, a pressão para reduzir 
o tempo total de construção do sistema e respetivo custo, levou a que se tornasse 
necessário desenvolver o HW em paralelo com o SW. Desta forma, tornou-se essencial 
o desenvolvimento de plataformas de validação de SW através das quais a realização de 
testes e a validação do OBSW possam ser realizadas num ambiente que represente o 
voo real na ausência de HW. Tal pode ser alcançado a um custo baixo, ao ser 
desenvolvido um ambiente onde o OBSW possa ser executado no emulador do 
computador a que se destina, em conjunto com um modelo de simulação do seu 
ambiente [3], [14]. A validação e verificação do SW requer estruturas elaboradas que 
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examinem a execução do SW no ambiente do processador que lhe está destinado. O 
objetivo é assegurar o correto funcionamento e desempenho do Software de forma a 
alcançar os objetivos da missão que se pretende realizar. 
 As SVFs são plataformas de testes utilizadas para verificar e validar os elementos 
que constituem o OBSW. As plataformas são constituídas por um modelo de simulação 
detalhado do OBC, onde todos os seus componentes e respetivas funcionalidades se 
encontram representados. As SVFs permitem que o OBSW compilado para o CPU que 
lhe é destinado possa então ser carregado diretamente para o modelo do OBC da 
plataforma e assim controlar a nave espacial simulada. Estas plataformas devem 
permitir o controlo e monitorização de todas as funções da nave espacial simulada, 
assim como simular as ligações entre os equipamentos. Em qualquer SVF, o SWUT 
executado no HW emulado que representa o computador de bordo, comunica com os 
modelos dos sensores através de protocolos reais que serão posteriormente utilizados 
pelo Hardware da nave espacial nas comunicações de facto efetuadas [12]. A figura 2 é 
uma representação funcional da SVF e do modelo do OBC implementado na mesma. 
 
 
       Figura 2 - Exemplo de um modelo do OBC na SVF [12] 
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As simulações Software In the Loop permitem realizar uma simulação funcional da 
nave espacial num único PC (Portable Computer) ou compptyutador. No entanto, para 
que esta simulação do sistema seja realizada, a SVF tem que estar ligada a um terminal 
de controlo adequado. Desta forma, se os cenários de simulação incidirem nos testes ao 
sistema geral do OBSW, o terminal de controlo substituirá a estação terrestre. No 
entanto, se se pretender realizar testes unitários ou de integração, o terminal de 
controlo terá que possuir características adicionais, entre as quais monitores e 
debuggers [12].  
A ligação entre a nave espacial simulada e o terminal de controlo é normalmente 
estabelecida através do mesmo protocolo que será posteriormente utilizado para 
comandar a nave espacial a partir da estação terrestre. Esse protocolo permite o envio 
de telecomandos e receção de telemetria por parte da estação terrestre. O modelo 
TM/TC-Frontend representado na figura 2 implementa a conversão do protocolo para 
sinais de linha, que correspondem aos sinais recebidos pelo OBC da nave. A TM recebida 
numa situação real pela estação terrestre, é enviada do modelo do OBC (através do 
modelo TM/TC-Frontend) para o terminal de controlo. A definição do protocolo utilizado 
no comando do simulador e da nave espacial especifica: a estrutura binária dos pacotes 
trocados, a estrutura do header/trailer dos pacotes e os endereços do emissor e do 
recetor [12]. 
Os testes ao SW na SVF são realizados em malha fechada. A realização deste tipo 
de testes é um dos mais importantes meios para testar os componentes de Software. A 
simulação em malha fechada realizada na SVF é composta por um SWUT e um ambiente 
simulado. O SWUT representa o SW de bordo a ser testado. Qualquer SVF utilizada em 
simulações em tempo real e em malha fechada deve simular o desempenho do SWUT 
em tempo real, assim como apresentar meios de sincronização que permitam que a 
relação temporal entre o SWUT e o ambiente simulado seja rigorosa. Neste tipo de 
simulação, os sinais de saída do ambiente de simulação são usados como entrada para 
o SWUT, que por sua vez gera também um conjunto de dados de saída utilizados pelo 
ambiente simulado. Ao contrário do que ocorre em testes em malha aberta, o conjunto 
de dados de saída gerados pelo SWUT é posteriormente encaminhado para o ambiente 
de simulação, afetando o seu desempenho e alterando as próximas entradas que o 
SWUT receberá. Os testes em malha fechada não só verificam o comportamento de um 
SWUT em particular, como testam também a reação de todo o sistema à operação do 
mesmo. Este tipo de testes simula de forma mais correta o desempenho global do 
sistema do que os testes realizados em malha aberta [3]. A figura 3 apresenta um 
esquema de um teste em malha fechada realizado ao SWUT na SVF. 
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Mais de metade das falhas ocorridas em satélites entre 2000 e 2003 envolviam 
Software. A validação do SW é uma atividade complexa e dispendiosa que representa 
mais de metade do custo total de desenvolvimento. No entanto, tal como as falhas 
ocorridas em missões recentes da NASA ilustram, um único erro num Software crítico 
pode ter consequências catastróficas [17], razão pela qual as SVFs são de extrema 
importância.  
 
 
2.4 VSIS 
 
A VSIS é uma plataforma desenvolvida pela Critical Software para validação de 
sistemas críticos através da execução automática de testes. O sistema a ser validado 
pode ser um sistema físico integrado ou um sistema completamente virtual, como é o 
caso do SW executado num emulador de um processador de satélite.  
A plataforma VSIS tem como principais objetivos aferir a qualidade do sistema, 
provar que o sistema é funcional, executar automaticamente vários e variados testes 
em diferentes tipos de sistemas e reduzir significativamente os custos na validação de 
sistemas. Esta ferramenta tem vindo a ser utilizada em diferentes aplicações, entre as 
quais aerospaciais, militares e energéticas.  
A utilização da VSIS possui várias vantagens, das quais se refere o facto de possuir 
interfaces flexíveis e adaptadas/adaptáveis ao sistema a testar e de suportar testes com 
 SWUT 
Execução de 
testes e geração 
de relatório de 
teste pela SVF 
Dados de 
entrada da 
SVF  
Dados de 
saída da SVF 
Figura 3 - Sistema SVF-SWUT em malha fechada 
   
 
14 
 
injeção de falhas. Esta plataforma utiliza o Ubuntu como sistema operativo e o Eclipse 
como IDE (Integrated Development Environment). Os procedimentos de teste (Test 
Procedures) correspondem a um conjunto de source files e header files em C++ que são 
compilados e ligados aos ficheiros do núcleo da VSIS, gerando um executável que 
implementa todas as ações e verificações apresentadas nas especificações de um teste 
de integração. 
 A figura 4 apresenta a arquitetura da plataforma VSIS. 
 
 
Na figura 4 encontram-se representados os seguintes elementos da VSIS [18]: 
 Núcleo da VSIS (VSIS Core) – elemento central da estrutura de validação 
do sistema crítico. O núcleo é responsável por executar os procedimentos 
de teste, encaminhar e processar os comandos, respostas e alertas 
gerados pelo processador de mensagens, pelos emuladores ou por 
dispositivos reais. O núcleo é também responsável por registar todas as 
comunicações no ficheiro de relatório de teste, por comparar valores 
obtidos com valores esperados e por gerar relatórios de teste. 
 Núcleo de simulação (Simulation Core) – executa o modelo dos 
elementos emulados e é responsável pela gestão de comunicações entre 
os modelos e o núcleo da VSIS, assim como pela gestão dos estados do 
modelo e suas propriedades.  
Figura 4 – Principais componentes da arquitetura do núcleo da VSIS [18] 
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 Núcleo COMMS (COMMS Core) – suporta ligações com o ambiente físico, 
e é responsável por gerir ligações entre conectores de entrada/saída (I/O) 
e o núcleo da VSIS, assim como por gerir o estado dos conectores I/O. 
 Núcleo GUI (GUI Core ou Graphical User Interface Core) – gere a interface 
gráfica de utilizador e é responsável por criar e gerir formulários de teste 
e por criar uma interface entre as mensagens do núcleo VSIS e os 
formulários de teste. 
A arquitetura de alto nível da VSIS encontra-se representada na figura 5.  
 
 
A arquitetura modular da plataforma VSIS permite a utilização de uma menor ou 
maior quantidade de equipamentos e emuladores, consoante os requisitos de teste 
específicos aos sistemas a serem testados (SUT – System Under Test). A arquitetura do 
núcleo da VSIS deverá ser adaptada aos requisitos específicos do projeto e à natureza 
do sistema a ser testado. Os módulos principais que são frequentemente adaptados ou 
especificados para cada SUT encontram-se identificados na figura 5 e serão de seguida 
descritos [19]: 
 Modelos do emulador - módulos da plataforma que simulam os dispositivos para 
testes com SIL (Software In the Loop); 
 Conectores (Connector) – componentes que se ligam às interfaces reais do 
Hardware ou às interfaces simuladas dos emuladores de HW; 
Figura 5 - Arquitetura de alto nível do SW da VSIS [19] 
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 Processador de mensagem (Message Processor) – implementa os construtores 
de mensagem (conjuntos de bytes de dados de informação) específicos a cada 
projeto; 
 Especificações de teste (Test Specifications) - documento que contém a 
sequência de passos necessários no procedimento de teste para provar a 
funcionalidade dos casos de uso; 
 Procedimento de Teste (Test Procedures) – ficheiro de código que contém a 
sequência de mensagens a ser enviada, assim como verificações a serem 
realizadas às respostas recebidas. Este ficheiro depende das especificações de 
teste, sendo utilizado para isso o ficheiro XML com os dados de entrada; 
 Dados de entrada para o teste (Test Inputs) – ficheiro XML onde são especificadas 
as configurações do sistema a serem utilizados na execução dos procedimentos 
de teste;  
 Interface gráfica do utilizador (Graphical User Interface) – interface desenvolvida 
para o tester e a partir da qual este poderá ter acesso aos parâmetros de teste.  
 
A plataforma de validação desenvolvida pela Critical Software permite, assim 
como as SVFs referidas na secção 2.3, testar o SW de bordo de uma nave espacial numa 
fase de desenvolvimento em que o HW do processador da nave ainda não se encontre 
disponível, possibilitando assim que o desenvolvimento do HW e do SW da nave ocorra 
em paralelo. Para tal, é necessário utilizar um simulador do processador real da nave 
que permita a execução do SW que se pretenda testar. Tal como referido, neste projeto 
foi utilizado o TSIM que emula o processador ERC32. Na secção seguinte serão referidas 
algumas das características do processador ERC32.  
 
 
2.5 Processador ERC32 
 
 O TSC695F, ERC32 [20] single-chip, é um processador RISC (Reduced Instruction 
Set Computer) embebido de 32 bits e de alto desempenho que implementa a 
especificação V7 da arquitetura SPARC. Este processador foi desenvolvido com o apoio 
da ESA e oferece um ambiente completamente desenvolvido para aplicações espaciais 
embebidas.  
 O processador em causa é Rad-Hard, ou seja, os seus componentes eletrónicos 
são resistentes à radiação iónica, a qual pode atingir os voos de alta altitude no espaço 
sideral. Em circuitos digitais, ambientes como este podem causar resultados 
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ininteligíveis ou incorretos, o que é um problema particularmente sério no planeamento 
do desenvolvimento de naves espaciais.  
 Este processador pode operar a baixa tensão (pode operar num intervalo entre 
4.5V e 5.5 V) para otimizar o consumo de energia, e possui um sistema on-chip (todos 
os componentes num circuito integrado) para deteção permanente de erros. O TSC695F 
inclui uma Unidade Inteira (IU – Integer Unit), uma Unidade de vírgula flutuante (FPU – 
Floating point Unit), um controlador de memória e um DMA (Direct Memory Access) 
Arbiter. O TSC695F contém um watchdog de alta segurança usado para detetar 
funcionamento defeituoso no computador e permitir que este recupere, dois 
temporizadores, um controlador de interrupções e interfaces série e paralela.  
O TSC695F foi desenvolvido com o propósito de ser utilizado como um 
processador embebido, requerendo apenas que a memória e os periféricos específicos 
à aplicação sejam adicionados para criar um OBC completo. Todas as outras funções de 
apoio ao sistema são fornecidas pelo processador. 
 
 
2.5.1 Arquitetura RISC  
 
 RISC (Reduced Instruction Set Computer) [21] representa uma linha de 
arquitetura de processadores projetados para realizar um reduzido número de tipos de 
instruções de computador, de forma a operar a uma maior velocidade, apresentando 
um maior número de Milhões de Instruções Por Segundo (MIPS - Millions of Instructions 
Per Second). Muitos dos microprocessadores modernos são RISCs, entre os quais: DEC 
Alpha, SPARC, MIPS, e PowerPC. 
 
Os chips RISC foram adaptados de forma a desenvolver uma nova geração de 
chips para utilização no Espaço, reduzindo assim a complexidade dos sistemas 
anteriores. Os processadores são baseados num conjunto de instruções de baixo nível 
muito compacto, onde cada instrução pode ser executada num ciclo de relógio e as 
frequências de relógio são relativamente altas.   
  Os processadores RISC têm uma outra vantagem quando utilizados em 
aplicações espaciais: o conjunto de instruções simples leva a que seja necessário um 
menor número de transístores no chip, podendo ser implementado um microchip para 
o Espaço. A utilização de uma menor quantidade de chips e transístores, permite que o 
espaço físico a ser utilizado possa ser maior, a um custo reduzido. 
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2.5.2 Arquitetura SPARC 
 
SPARC (Scalable Processor ARChitecture) [22] é um arquitetura de conjunto de 
instruções de CPU (ISA - Instruction Set Architecture), proveniente de uma linhagem de 
um conjunto reduzido de instruções de computador (RISC), desenvolvida pela SUN em 
meados de 1987. Como arquitetura, a SPARC permite que sejam realizadas 
implementações em sistemas com diferentes relações de preço/desempenho, 
consoante as aplicações. A arquitetura SPARC tem sido implementada em 
processadores usados num vasto conjunto de computadores, desde os computadores 
portáteis até aos supercomputadores. 
Um processador SPARC inclui uma unidade inteira (IU – Integer Unity), uma 
unidade de vírgula flutuante (FPU – Floating Point Unity) e um coprocessador opcional 
(CP - Coprocessor), cada um com os seus próprios registos. Esta organização permite a 
realização de implementações com a máxima concorrência entre a execução de 
instrução inteira, vírgula flutuante e coprocessador. Todos os registos, à exceção 
possível dos do coprocessador, têm um tamanho fixo de 32 bits. 
A unidade inteira (IU) contém os registos para propósitos gerais e controla a 
totalidade das operações do processador. A IU executa as instruções de aritmética 
inteira e calcula endereços de memória para carregamentos e armazenamentos.  
A unidade FPU tem 32 registos de vírgula flutuante de 32 bits. As instruções de 
carregamento/armazenamento de vírgula flutuante são usadas para mover dados entre 
a FPU e a memória.  
O conjunto de instruções inclui o apoio a um único coprocessador dependente da 
implementação. O coprocessador possui o seu próprio conjunto de registos e as 
instruções de carregamento/armazenamento do mesmo são usadas para mover dados 
entre os registos do coprocessador e a memória.  
 
 
2.6 TSIM  
 
Em ciência de computadores, o termo “emulador” é tipicamente utilizado para 
denotar um Software que simula o comportamento de um sistema de Hardware. 
Diferentes tipos de sistemas de Hardware podem ser simulados: dispositivos (devices), 
CPUs ou mesmo sistemas de computador completos [23]. 
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O termo “emulador de CPU” refere-se a um SW que simula o ambiente de 
execução existente num CPU físico. Esse ambiente de execução consiste num espaço de 
endereçamento (memória), em registos e em portas I/O opcionais. O emulador de CPU 
simula um programa através da execução de instruções no ambiente de execução 
emulado. A execução das instruções simuladas em tudo se assemelha às das instruções 
executadas diretamente pelo CPU físico, com a diferença de que as primeiras operam 
nos recursos do ambiente de execução emulado, enquanto as últimas operam nos 
recursos do ambiente de execução físico [23].  
O ambiente de execução pode ser devidamente emulado mesmo que alguns dos 
componentes internos do CPU físico não sejam considerados na simulação, já que estes 
componentes são usados de forma transparente pelo CPU físico, tornando-se 
inacessíveis a qualquer programa. Da mesma forma, o ambiente de execução emulado 
pode conter componentes adicionais, mas transparentes, que não existam no ambiente 
de execução do Hardware. 
Os emuladores de CPU são sistemas críticos no desenvolvimento e no teste do 
OBSW. Durante o desenvolvimento, a utilização do emulador é essencial para assegurar 
que o Software é executado num ambiente que se assemelhe ao do Hardware 
destinado. Um ambiente de simulação permite níveis de depuração e teste que não 
estão imediatamente disponíveis no Hardware real. Um emulador pode ainda oferecer 
as seguintes vantagens em relação ao HW real [24]: 
 Maior disponibilidade: o Hardware produzido antecipadamente só se 
encontra muitas vezes disponível em quantidades muito limitadas ou tem 
grandes custos. O simulador permite que um maior número de 
fabricantes de Software embebido acedam às ferramentas de que 
necessitam para criar e testar o Software. 
 Mais controlo: o Software pode ser facilmente interrompido, 
reconfigurado e reexecutado. O estado do sistema pode ser salvo e 
restaurado, o que não é fácil de realizar no Hardware real. 
 Maior capacidade de depuração: o simulador fornece um ambiente de 
depuração que não se consegue criar no Hardware real.  
 Maior estabilidade: o protótipo do Hardware pode ter bugs ou ser 
instável. O emulador permite realizar testes comparativos entre 
protótipos de Hardware para que se consiga identificar os bugs de 
Hardware mais facilmente. 
 
A Aeroflex Gaisler fornece emuladores de comportamento de alto desempenho 
dos processadores ERC32 e LEON. Os emuladores são desenvolvidos para que se consiga 
obter um desempenho próximo do obtido em tempo real. A sua utilização permite que 
sejam desenvolvidas aplicações antes do HW real se encontrar disponível, reduzindo 
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assim o ciclo de desenvolvimento do produto. Hoje em dia são fornecidos dois tipos de 
simuladores: TSIM e GRSIM. 
O TSIM [2] emula um sistema de computador uniprocessador baseado no 
processador ERC32 ou no LEON. O simulador GRSIM simula o LEON2 ou um sistema 
multiprocessador LEON3 ou LEON4 e é baseado em tempo, ao contrário do TSIM que se 
baseia em instruções. Ambos os simuladores podem ainda ser utilizados como 
bibliotecas, de forma a serem usados como parte de uma plataforma de simulação 
maior. Algumas das características que o TSIM apresenta serão de seguida identificadas:  
 Emulações exatas e cycle-true dos processadores LEON e ERC32; 
 Processador de modo standby acelerado permitindo assim tempos de simulação 
superiores ao tempo real; 
 Operação standalone e ligação remota ao debugger GNU (gdb); 
 Tempo de 64 bits para períodos ilimitados de simulação; 
 Módulos carregáveis para incluir dispositivos I/O definidos pelo utilizador; 
 Buffer de instruções (trace); 
 Profiling de execução de tempo não intrusivo; 
 Capacidade para restaurar o estado do simulador; 
 Capacidade de monitorizar o código. 
 
As vantagens da utilização de um emulador em relação a um CPU físico residem 
na portabilidade da SVF, uma vez que não é necessário adicionar qualquer HW e a 
solução é implementada apenas a nível de SW. Ao utilizar o TSIM é também oferecido 
um nível alto de flexibilidade que permite a utilização de interfaces I/O definidas pelo 
utilizador, a possibilidade de ligar o emulador a outras aplicações do utilizador e a 
capacidade de configurar o simulador con como necessário. Por outro lado, a utilização 
do emulador nem sempre é representativa do HW real, já que algumas características 
podem não ser exatamente iguais às do processador. A taxa de simulação do emulador 
depende do computador em que se encontra a ser executado e da frequência de relógio 
configurada. De qualquer forma, estas limitações podem não ser relevantes para a maior 
parte das fases de desenvolvimento do SW [3].  
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2.7 Sincronização  
 
Em sistemas constituídos por computadores que comunicam através da 
transmissão de mensagens, é por vezes necessária a existência de sincronização entre 
os seus relógios internos. Dois relógios dizem-se sincronizados se diferirem um do outro 
de um valor específico e conhecido. Na literatura existem várias metodologias para a 
sincronização dos relógios [25]. Nesta secção são apresentados alguns conceitos chave 
sobre sincronização e explorados alguns algoritmos através dos quais os relógios dos 
computadores podem ser sincronizados. 
 
  
2.7.1 Sistema distribuído 
 
Um sistema distribuído consiste num conjunto de processadores que comunicam 
através da transmissão de mensagens e que não têm acesso a um relógio central. Assim 
sendo, é frequente que os processadores necessitem de obter uma noção comum de 
tempo. A técnica para acordar a medida de tempo utilizada como referência por 
processadores que interagem entre si, é conhecida como sincronização de relógio. A 
sincronização de relógio é útil em diversas aplicações, permitindo que possam ser 
adotados algoritmos projetados para sistemas síncronos. Os sistemas distribuídos são 
frequentemente projetados para se comportarem de forma sincronizada, 
especialmente quando o processamento ocorre em tempo real, como é o caso das naves 
espaciais [26]. 
A noção de tempo é uma questão importante em sistemas distribuídos por várias 
razões. O tempo é uma quantidade que frequentemente se pretende medir com 
precisão para que se saiba em que momento é que certos eventos ocorreram em 
determinados computadores. Para tal, é necessário sincronizar os relógios dos 
computadores tendo como referência a mesma fonte de tempo. O problema em 
sistemas distribuídos decorre do facto de não existir uma medida de tempo global à qual 
se possa recorrer de forma a precisar o tempo em que ocorreram certos eventos, 
dificultando assim a deteção da ordem temporal dos mesmos [27], [28].  
Tendo em conta a definição de sistema distribuído referida anteriormente, estes 
sistemas têm as seguintes implicações [27]: 
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 Concorrência numa rede de computadores – execução concorrente de 
programas, partilhando recursos. 
 Inexistência de um relógio global – quando os programas precisam de cooperar, 
coordenam as suas ações através de trocas de mensagens. No entanto, não 
existe uma noção global de tempo e existem limitações na exatidão com que 
cada computador da rede consegue sincronizar o seu próprio relógio.  
 Falhas independentes – todos os sistemas de computador podem falhar. A falha 
num computador ou a conclusão de um programa no sistema, não é 
imediatamente detetada pelos outros componentes envolvidos na 
comunicação. 
 
 
2.7.2 Relógio do computador 
 
Cada computador possui o seu relógio físico (Physical Clock), também referido 
como relógio de sistema (System Clock). Este relógio é regulado por um oscilador de 
quartzo e comporta-se como um contador. A cada oscilação é gerada uma interrupção 
conhecida como tick de relógio (clock tick), utilizada para incrementar o valor do relógio 
do sistema. O relógio pode ser modelado a partir da seguinte equação: 
 
𝐶(𝑡) =  𝛼𝑡 +  𝛽        (2.1) 
 
onde 𝐶(𝑡) corresponde à leitura do sistema no instante de tempo real 𝑡 e 𝛼 =  
𝑑𝐶
𝑑𝑡
 
corresponde ao declive da função do relógio, conhecido como skew rate. O skew rate 
determina o tempo que o relógio irá ganhar ou perder num determinado período e é 
limitado pelo drift rate (secção 2.7.2), enquanto 𝛽 representa a diferença de tempo 
entre o relógio 𝐶(𝑡) e um relógio perfeito (no qual o drift rate é 1) [27], [29]. 
 
 
2.7.3 Clock Skew e Clock Drift 
 
Os relógios internos dos computadores, assim como quaisquer relógios, tendem a 
não se encontrar em perfeito acordo uns com os outros. 
   
 
23 
 
A diferença instantânea entre as leituras dos tempos de quaisquer dois relógios é 
denominada clock skew. Os relógios de quartzo utilizados nos computadores estão, 
como qualquer outro relógio, sujeitos ao clock drift, o que significa que contam o tempo 
a diferentes velocidades relativas, divergindo por isso uns dos outros. Os osciladores dos 
relógios dos computadores são alvo de variações físicas, que levam a que a sua 
frequência de oscilação não seja sempre a mesma. Esta variação na frequência de 
oscilação dos relógios pode ser compensada, mas não completamente eliminada. A 
diferença no período de oscilação entre dois relógios pode ser extremamente pequena, 
mas a diferença acumulada ao fim de várias oscilações provoca uma diferença relevante 
nos contadores registados pelos dois relógios, mesmo que estes tenham sido 
inicializados com o mesmo valor de tempo. 
A drift rate de um relógio refere-se à alteração no desvio (diferença nas leituras 
de relógio em certos instantes de tempo real) entre o relógio em causa e um relógio de 
referência perfeito, sendo esta diferença medida em relação ao tempo do relógio de 
referência. Para relógios de quartzo vulgares, este valor é de cerca de 10−6 
segundos/segundo, enquanto que para relógios de quartzo de alta precisão, este valor 
é de cerca de 10−7 ou 10−8 [27]. 
 
 
2.7.4 Tipos de sincronização 
 
Os relógios dos computadores podem ser sincronizados tendo como referência 
fontes externas de tempo altamente precisas. Os relógios físicos mais exatos utilizam 
osciladores atómicos. Estes relógios atómicos são utilizados como padrão para o tempo 
real decorrido, conhecido como Tempo Atómico Internacional (TAI).  
O Tempo Universal Coordenado (UTC – Temps Universel Coordonné) é um padrão 
internacional para cronometragem, baseado em tempo atómico. Os sinais UTC são 
sincronizados e transmitidos regularmente a partir de estações de rádio terrestres e 
satélites, cobrindo grande parte do mundo. Computadores com recetores podem 
sincronizar os seus relógios com base nestes sinais de tempo. 
 Se a sincronização que se pretende realizar tiver como objetivo a obtenção do 
tempo exato (baseado em UTC) em que os eventos ocorreram num processo no sistema 
distribuído, os relógios dos processos têm que ser sincronizados a partir de uma fonte 
de tempo externa e diz-se por isso, que se trata de uma sincronização externa. Por outro 
lado, se o objetivo for sincronizar os relógios dos processadores para medir o intervalo 
de tempo em que ocorreram certos eventos em computadores diferentes, não é 
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necessário que estes se sincronizem com uma fonte externa, sendo a sincronização 
realizada apenas em função dos seus relógios internos. Este tipo de sincronização é 
referida vulgarmente como sincronização interna [27]. 
Dois relógios dizem-se sincronizados se diferirem um do outro de um valor 
específico e conhecido [30]. Para tal, é necessário que obedeçam a certas condições que 
irão ser de seguida explicadas. 
Assume-se que 𝐶𝑖 (t) representa a leitura do relógio 𝐶𝑖 no tempo físico t, e que 
para convenções matemáticas o relógio de qualquer computador ou emulador avança 
de forma contínua, em vez de avançar em função de ticks discretos no tempo. Tendo 
em conta esta suposição, 𝐶𝑖 (t) representa então uma função contínua, diferenciável e 
dependente do tempo real, t. Desta forma, pode-se afirmar que  
𝑑𝐶𝑖(𝑡)
𝑑𝑡
  representa a 
velocidade relativa do relógio no instante de tempo t. 
Para que o relógio 𝐶𝑖 fosse um relógio físico real, teria de avançar 
aproximadamente à mesma velocidade que um relógio de tempo real, ou seja 
𝑑𝐶𝑖(𝑡)
𝑑𝑡
≅
1, para qualquer instante de tempo real, 𝑡. De forma mais precisa, para que 𝐶𝑖 fosse um 
relógio real seria necessário assumir-se que as duas condições que se irão referir de 
seguida fossem satisfeitas. 
 
Condição 1: Existir uma constante 𝑘 ≪ 1, tal que para todo o 𝑖: 
 
|𝑑𝐶𝑖(𝑡)/𝑑𝑡 − 1|   < 𝑘      (2.2) 
 
Para que dois quaisquer relógios se encontrem sincronizados, a condição de que 
ambos avancem a uma velocidade que se aproxima da velocidade do relógio de tempo 
real (relógio perfeito) não é suficiente. Os relógios em questão devem ser sincronizados 
de forma a existir uma constante 𝜀 suficientemente pequena para que a condição 2 
referida de seguida seja válida. 
Condição 2: Para todo o i,j: 
|𝐶𝑖(𝑡) − 𝐶𝑗(𝑡)| < 𝜀    (2.3) 
 
Como dois relógios nunca irão avançar exatamente à mesma velocidade, tenderão 
a afastar-se cada vez mais um do outro à medida que o tempo avança. Por essa razão, 
para que os relógios 𝐶𝑖 e 𝐶𝑗 se encontrem sincronizados um com o outro, dever-se-á 
implementar um algoritmo que permita que a diferença entre ambos seja sempre 
menor que um certo valor conhecido e constante (𝜀), obedecendo à condição 2 [28]. 
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De acordo com o tipo de sincronização (sincronização externa ou sincronização 
interna), a condição 2 pode ser ajustada a um intervalo de tempo real I, da seguinte 
forma [27]: 
 Sincronização externa: Para um limite de sincronização 𝐷 > 0 e para uma 
fonte 𝑆 de tempo UTC: 
         |𝑆(𝑡) − 𝐶𝑖(𝑡)| < 𝐷,     (2.4) 
A inequação (2.4) indica que o relógio 𝐶𝑖 é exato dentro do limite 𝐷, para 
qualquer instante de tempo real 𝑡 pertencente ao intervalo de tempo I. 
 Sincronização interna: Para um limite de sincronização 𝐷 > 0: 
|𝐶𝑗(𝑡) − 𝐶𝑖(𝑡)| < 𝐷    (2.5) 
 
A inequação (2.5) indica que os relógio 𝐶𝑖 e 𝐶𝑗 se encontram em 
concordância dentro do limite 𝐷, para qualquer instante de tempo real 𝑡 
pertencente ao intervalo de tempo I. 
 
 
2.7.5 Algoritmos de sincronização 
 
É comum definir-se que um relógio de Hardware 𝐻 se encontra corretamente 
ajustado se o seu drift rate se encontrar limitado por um valor conhecido e obtido pelo 
fabricante, 𝑝 > 0. Tal significa que que o erro nas medições do relógio no intervalo entre 
os tempos reais 𝑡 e 𝑡′( 𝑡′ > 𝑡), é dado pela seguinte inequação: 
  
(1 − 𝑝)(𝑡′ − 𝑡) ≤ 𝐻(𝑡′) − 𝐻(𝑡) ≤ (1 + 𝑝)(𝑡′ − 𝑡)    (2.6) 
 
A condição (2.6) assegura que não ocorrem descontinuidades no valor dos relógios 
de HW em condições normais de operação. Por vezes também se requer que os relógios 
de Software obedeçam à condição anterior, no entanto uma condição mais fraca pode 
ser suficiente. Essa condição encontra-se representada abaixo (2.7) e garante que 
qualquer relógio C apenas possa avançar no tempo: 
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𝑡′ > 𝑡 → 𝐶(𝑡) > 𝐶(𝑡′)     (2.7) 
 
 Um exemplo de uma ferramenta que requere que os relógios obedeçam a esta 
condição, é a ferramenta make do sistema operativo UNIX, utilizada para compilar 
apenas os source files que foram modificados desde as suas últimas compilações. As 
datas de modificação de cada par de source file e object file (este último gerado após 
compilação), são assim comparadas através do uso da ferramenta referida. Se o relógio 
de um computador tiver sido atrasado depois da compilação do source file mas antes do 
ficheiro ter sido alterado, o source file aparecerá como tendo sido modificado antes da 
compilação. Assim, o source file que deveria ser compilado, não o será. 
 Pode-se garantir que os relógios obedecem à condição (2.7) mesmo quando a 
velocidade de funcionamento dos mesmos é alta. Nesse caso pode-se alterar apenas a 
taxa de atualização do tempo transmitido às aplicações. Tal pode ser alcançado em 
Software sem que seja necessário alterar a taxa dos ticks de relógio do Hardware [27]. 
 Tal como foi já referido, um sistema distribuído consiste num conjunto de 
processos que comunicam através da troca de mensagens. A sincronização entre 
processos num sistema distribuído é necessária para diversos propósitos, de que são 
exemplo o processamento de transações e operações de controlo do processo. Para que 
os processos sejam sincronizados tendo como referência um tempo global, são 
aplicados algoritmos de sincronização que asseguram que os relógios usam o mesmo 
tempo como referência. Existem vários algoritmos de sincronização de relógio em 
sistemas distribuídos que podem ser classificados em Algoritmos Distribuídos e 
Algoritmos Centralizados. Alguns exemplos destes tipos de algoritmos são de seguida 
referidos: 
1. Algoritmos Distribuídos: NTP (Network Time Protocol) 
2. Algoritmos Centralizados 
a. Algoritmo de Cristian 
b. Algoritmo Berkeley  
Os algoritmos centralizados são principalmente utilizados em redes internas, 
enquanto o algoritmo distribuído (NTP) define uma arquitetura para um serviço de 
tempo e um protocolo para distribuir informação sobre o tempo através da internet 
[24]. 
Os algoritmos centralizados de sincronização podem ser usados para sincronizar 
relógios a partir de uma fonte de tempo externa (algoritmo de Cristian) ou para 
sincronização interna (algoritmo Berkeley). Na abordagem do algoritmo Berkeley, o 
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sistema não tem acesso ao tempo real e o objetivo é minimizar a diferença máxima entre 
quaisquer dois relógios que se pretenda sincronizar. Este algoritmo permite seja medida 
a duração das atividades distribuídas que começam num processo e terminam noutro 
[30]. 
O algoritmo de sincronização de Cristian baseia-se na utilização de um servidor 
de tempo ligado a um dispositivo que, por sua vez, recebe sinais provenientes de uma 
fonte de tempo UTC. A utilização do servidor permite assim sincronizar externamente 
os computadores que lhe estão ligados (clientes) [27]. Os pedidos são efetuados pelo 
processo do cliente e enviados ao servidor que, posteriormente, envia o seu tempo de 
acordo com o seu relógio interno. Os tempos (medidos em relação aos relógios locais 
de cada sistema) em que o pedido é enviado (𝑇0) e em que a resposta é obtida (𝑇1), são 
adquiridos. Assume-se que o tempo de atraso na rede, na transmissão de mensagens, é 
o mesmo em ambas as direções de transmissão. Assim, o tempo decorrido na 
transmissão tendo em conta atrasos da rede, é  
𝑇1− 𝑇0 
2
. O cliente, após receção da 
mensagem do servidor com o seu tempo respetivo (𝑇𝑠𝑒𝑟𝑣𝑖𝑑𝑜𝑟), pode atualizar o seu 
próprio tempo (𝑇𝑐𝑙𝑖𝑒𝑛𝑡𝑒) da seguinte forma: 
 
𝑇𝑐𝑙𝑖𝑒𝑛𝑡𝑒 =  𝑇𝑠𝑒𝑟𝑣𝑖𝑑𝑜𝑟 +
𝑇1− 𝑇0 
2
     (2.7) 
  
O menor intervalo de tempo que uma mensagem poderia demorar a ser enviada 
entre o cliente e o servidor, em cada direção, consiste no tempo que uma mensagem 
demoraria a ser enviada quando a rede e o CPU se encontrassem completamente 
disponíveis. Supondo que se tem acesso a este tempo (𝑇𝑚𝑖𝑛), consegue-se saber a 
precisão dos resultados obtidos. Se o pedido do cliente for enviado para o servidor no 
instante de tempo 𝑇0, o menor instante de tempo em que o servidor pode gerar a 
mensagem de resposta é 𝑇0 −  𝑇𝑚𝑖𝑛 e o maior instante de tempo em que pode ser 
gerada é 𝑇1 −  𝑇𝑚𝑖𝑛. Assim, a precisão do resultado obtido é dada por: ± |
𝑇1−𝑇0
2
−  𝑇𝑚𝑖𝑛|. 
O algoritmo de sincronização de Cristian é afetado pelo mesmo problema de 
todos os algoritmos que se baseiam na existência de um único servidor: se o servidor 
falhar, a realização da sincronização dos relógios deixará de ser possível [25], [27]. 
O algoritmo Berkeley assume que nenhum computador existente no sistema 
distribuído representa uma fonte de tempo exata com a qual os restantes se possam 
sincronizar [25]. Este algoritmo opta por obter uma média do tempo dos computadores 
que compõem o sistema e sincroniza (e atualiza) o tempo de todos os computadores da 
rede a esse valor médio. Um dos computadores é definido como sendo o master, 
enquanto os restantes se denominam slaves. O master envia pedidos periódicos para os 
restantes computadores para que estes lhe enviem o seu respetivo tempo atual, 
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indicado pelos seus respetivos relógios internos. Quando todos os slaves tiverem 
enviado o seu tempo atual, o master calcula a média dos tempos obtidos, incluindo o 
seu próprio tempo neste cálculo. O objetivo é que a média dos tempos obtida diminua 
a tendência de cada relógio para avançar mais rápido ou mais devagar que os restantes. 
O master envia para os slaves as diferenças de tempo em função das quais os seus 
relógios devem ser ajustados. 
A figura 6 representa uma possível utilização do algoritmo Berkeley. 
 
 
No exemplo da figura 6 estão representados três computadores diferentes e seus 
respetivos relógios internos. Num certo instante de tempo real, os relógios internos de 
cada computador indicam os seguintes tempos: 3:00, 3:25 e 2:50. O computador cujo 
relógio indica o tempo 3:00 foi definido como sendo o master. O master envia um pedido 
de sincronização para os restantes computadores do sistema. Cada um dos 
computadores envia uma mensagem de resposta com o tempo indicado pelo seu relógio 
interno nesse momento. Posteriormente, o master calcula a média dos tempos 
recebidos por cada computador: (3:00+3:25+2:50)/3 = 3:05. De seguida, o master 
calcula e envia a diferença de tempo obtida para cada slave (e para si próprio) em 
relação à média dos tempos. Ao receberem a diferença de tempo que lhes corresponde, 
os computadores ajustam os seus relógios internos, sincronizando-se em referência ao 
tempo médio calculado. 
O algoritmo de Berkeley possui algumas vantagens relativamente ao algoritmo de 
Cristian, entre as quais se destaca o facto de ignorar leituras de relógios cujo skew seja 
demasiado alto. Para além dessa vantagem, se o computador master falhar, um dos 
slaves pode ser eleito para o seu lugar [25]. 
 
 
 
Figura 6 – Exemplo Algoritmo de Sincronização de Berkeley [25] 
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2.7.6 Sincronização em naves espaciais 
 
A sincronização em naves espaciais tem influência na geração do tempo de bordo, 
nos processos do OBSW e em todo o equipamento da nave que requeira informação 
sobre o tempo para desempenhar determinadas funções. Existem certos elementos da 
nave espacial que permitem a sua sincronização com a estação terrestre e entre 
equipamentos de bordo, entre os quais se encontram os relógios dos processadores de 
bordo, o tempo de relógio do sistema de bordo no OBSW (tipicamente consiste num 
contador que inicia a incrementação quando o OBC ainda se encontra a iniciar) e sinais 
de GPS ou relógios atómicos de referência. Os sinais de GPS e os relógios atómicos 
disponibilizam o tempo com grande precisão e maior estabilidade relativamente aos 
drifts de relógio, em comparação com os relógios de quartzo dos processadores de 
bordo. 
O acesso à informação sobre o tempo de bordo da nave espacial é essencial para 
o controlo das tarefas do OBSW e para o envio da informação sobre o tempo nos pacotes 
de TM. Para alguns modos de operação da nave, de que é exemplo o modo de 
segurança, a precisão do relógio do processador do OBC pode ser suficiente. No entanto, 
existem outros modos de operação em que pode ser necessária uma precisão de relógio 
muito superior (por exemplo quando se pretende obter uma localização geográfica 
adequada), sendo para tal requeridos sinais de GPS ou relógios atómicos de referência. 
No arranque do OBC, apenas o seu relógio interno se encontra disponível como 
medida de tempo de referência para a nave espacial. A informação sobre o tempo de 
bordo é distribuída para o SO do OBC, tornando-se acessível a todos os threads do 
OBSW. Se existirem mais unidades de equipamento de bordo que requeiram a 
informação absoluta de tempo, a sincronização entre eles e o OBSW ocorre a partir da 
distribuição de impulsos de relógio gerados pela fonte de tempo utilizada como 
referência, e que pode corresponder aos relógios de quartzo dos processadores, aos 
sinais de GPS ou a relógios atómicos. Nesse caso, o OBC da nave espacial real distribui 
um sinal de relógio cíclico (em muitos casos corresponde a 1 impulso por segundo) às 
várias unidades da nave espacial. O impulso enviado corresponde a um sinal de 
sincronização que permite manter os relógios eletrónicos internos de cada unidade 
alinhados com o OBC. 
Para se sincronizar o tempo local da nave espacial tendo como referência uma 
fonte de tempo global (como por exemplo UTC) podem ser enviados pacotes de TM com 
informações sobre o tempo de bordo. Esse valor de tempo é transmitido num pacote de 
dados para a estação terrestre que o compara com o instante de tempo em que foi 
recebida a TM. Ao comparar os dois valores de tempo, e sabendo a que distância se 
encontra a nave espacial da estação, o drift do tempo de bordo relativamente ao UTC 
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pode ser determinado pela estação terrestre com uma precisão de 1 𝜇s. A estação 
terrestre pode ainda sincronizar o tempo de bordo ao enviar TCs que permitem ajustar 
esse tempo ao UTC, adiantando ao atrasando o relógio de bordo [31].  
Nas plataformas de validação da nave espacial, durante a simulação os pacotes de 
dados de telemetria são gerados pelo OBSW e roteados para o terminal de controlo. Os 
telecomandos da nave espacial são enviados a partir do terminal de controlo para o 
OBSW da nave espacial e respetivamente para o núcleo do simulador. Todos estes 
pacotes possuem informação sobre o tempo para que seja possível ordenar 
cronologicamente as atividades.  
Um dos objetivos das plataformas de validação de sistemas e de SW é garantir que 
os equipamentos simulados da nave espacial na plataforma se encontram sincronizados 
com o OBSW executado no OBC simulado ou no OBC real. Um dos componentes das 
plataformas de teste é o Simulator-Frontend que consiste num conjunto de placas de 
interface que permitem transferir sinais entre o OBC real da nave espacial e o 
equipamento simulado da nave espacial que se encontre representado na plataforma 
de testes. Uma das suas funções é assegurar a sincronização de relógio entre o OBC real 
e a plataforma de testes. Para tal, o Simulator-Fronted encontra-se tipicamente 
equipado com um gerador de impulsos com uma certa frequência, fornecendo assim 
um sinal que pode ser utilizado como referência temporal externa pelo OBC e como 
interna pelo simulador. O gerador de impulsos do Simulator-Frontend encontra-se 
representado na figura 7 como “Pulse-Card”. Assim, a sincronização temporal na 
plataforma com HIL pode ser alcançada de duas formas diferentes, dependendo da 
utilização deste equipamento e que serão de seguida referidas.  
Figura 7 – Sincronização na plataforma de testes com Simulator-Frontend 
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O primeiro método consiste em acoplar o conector do gerador de impulsos do 
OBC real ao Simulator-Frontend. Neste caso, o Simulator-Frontend roteia o sinal do OBC 
para a plataforma de testes, despoletando eventos cíclicos na mesma. O núcleo da 
plataforma de testes (“Simulator Kernel” na figura 7) tem que reagir a esses eventos ou 
interrupções e sincronizar o seu tempo de acordo com os mesmos. O segundo método 
consiste em sincronizar os relógios internos do OBC real a partir de fontes de tempo 
externas. Neste cenário, o Simulator-Frontend gera impulsos com uma certa frequência 
e distribui-os para o HW do OBC e internamente para a plataforma de testes.  
Quando o HW do OBC não se encontra presente na simulação é utilizado em sua 
substituição um modelo do OBC na plataforma de testes, tal como referido 
anteriormente. Neste caso, o modelo do OBC tipicamente distribui um sinal de relógio 
que permite realizar a sincronização com o simulador completo da nave espacial. Este 
sinal assemelha-se ao sinal distribuído no caso real pelo OBC da nave espacial e que 
permite a sincronização com outros equipamentos internos da nave. No caso do teste 
ser efetuado sem HIL, não é necessário obter-se um desempenho de tempo real de alta 
precisão do processador emulado (e da SVF como um todo), já que nenhum HW se 
encontra ligado à plataforma de testes. O modelo do processador encontra-se ainda 
tipicamente equipado com uma interface para um debugger que permite a 
monitorização da execução do código do OBSW e o controlo interativo da sua execução, 
permitindo certas funcionalidades tais como a interrupção da execução do OBSW e o 
acesso a determinados valores de variáveis que estejam a ser utilizadas pelo mesmo. 
O sistema VSIS-TSIM implementado neste projeto corresponde a um sistema 
simulado em que o HW do OBC não se encontra presente. Neste caso, utilizou-se um 
emulador de um possível processador de um OBC. Neste projeto a sincronização do 
emulador do processador com a plataforma de testes é realizada a partir da distribuição 
de sinais de relógio provenientes do modelo do emulador do processador para a 
plataforma VSIS. Este mecanismo será explicado em maior detalhe no capítulo 4. Os 
algoritmos de sincronização implementados neste projeto (referidos na secção 4.4.1) 
baseiam-se em alguns conceitos apresentados neste capítulo. 
Esta secção 2.7.5 baseia-se essencialmente na informação obtida em [12] e [32]. 
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Capítulo 3 
 
Desenvolvimento e execução do SW no 
TSIM 
 
Neste capítulo é descrito o SW de teste desenvolvido e explicada a sua função neste 
projeto. São ainda referidas as fases ocorridas antes da integração final do simulador 
(TSIM) na plataforma de validação de sistemas (VSIS).  
 
 
3.1 Descrição do SW 
 
O SW de teste foi criado com o objetivo de permitir a leitura e a escrita de bytes 
de informação nos registos UART (Universal Asynchronous Receiver/Transmitter) do 
TSIM para que se conseguisse testar a comunicação com a plataforma de testes VSIS. 
Nas secções seguintes (3.1.1 e 3.1.2) será explicado pormenorizadamente o 
procedimento de leitura e escrita nos registos UART emulados do TSIM. 
O código fonte do SW desenvolvido foi escrito em linguagem de programação C, 
num computador com SO Ubuntu. Para que o ficheiro executável pudesse ser carregado 
e corretamente executado no TSIM, foi utilizado um compilador cruzado (Cross 
Compiler), capaz de criar código executável para uma plataforma diferente daquela 
onde o compilador é executado. 
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O compilador utilizado neste projeto foi o RCC (RTEM Cross Compilation System) 
desenvolvido para os processadores LEON e ERC32. O RCC permite realizar a compilação 
cruzada sobre aplicações RTEMS (Real Time Executive for Multiprocessor Systems) 
implementadas nas linguagens C e C++, para processadores LEON4, LEON3, LEON2 e 
ERC32 [33]. O RTEMS é um sistema operativo de tempo real (RTOS - Real Time Operating 
System) projetado para sistemas embebidos e com aplicação em várias áreas, entre as 
quais se inclui a espacial [34]. No entanto, neste trabalho, o TSIM foi utilizado para 
emular um processador ERC32 e a sua execução não envolveu qualquer SO, já que nesta 
fase de desenvolvimento da plataforma apenas se pretendia executar um SW de teste 
simples. Assim, não havia necessidade de aumentar a complexidade do sistema, uma 
vez que a maior parte dos serviços do SO não seriam utilizados (por exemplo serviços de 
multitarefas). Por esta razão, o compilador cruzado, apesar de suportar o 
desenvolvimento de Software compatível com o RTEMS, foi apenas utilizado para criar 
um executável para o processador ERC32.  
Futuramente, o objetivo será substituir o executável de testes pelo OBSW 
completo. No então, tal implicará uma fase de desenvolvimento adicional, onde será 
necessário desenvolver todos os modelos dos equipamentos da nave espacial. Os 
modelos dos equipamentos emulam o comportamento funcional e operacional de um 
elemento do sistema, de que são exemplo o comportamento de um sensor ou de uma 
fonte de alimentação. Estes modelos incorporam algoritmos que representam o 
componente com a precisão necessária e funcionalidades que satisfaçam os requisitos 
específicos do projeto, tais como modelos de falhas e estimulações externas. Assim 
sendo, apenas o comportamento das funcionalidades do componente são modeladas, 
e não a estrutura interna do equipamento Hardware real. O presente projeto representa 
assim uma importante etapa no desenvolvimento de uma infraestrutura de testes 
automáticos ao OBSW. 
 
 
3.1.1 UARTs 
 
Os UARTs são dispositivos de Hardware utilizados em comunicações série. No 
TSIM estes dispositivos são emulados. Os UARTs do TSIM foram utilizados para permitir 
a receção e transmissão de informação por parte do emulador, através da comunicação 
série com a plataforma VSIS.  
O ERC32 possui dois UARTs (UART ‘A’ e UART ‘B’), transmissores/recetores 
assíncronos universais (Universal Asynchronous Receiver/Transmitter) que permitem 
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receber um conjunto de bytes de dados e transmitir bits individualmente, e de forma 
sequencial. 
Para cada UART é fornecido um registo RX (Receive Data channel) e TX (Transmit 
Data channel) de 8 bits, para receção e transmissão de dados. Para além disso, existe 
ainda um registo de estado (UART Status Register, UARTSR) comum a ambos os UARTs. 
A tabela 1 representa o registo RX/TX do UART ‘A’. Este registo permite a receção 
e a transmissão de dados série pelo canal ‘A’ da UART. O registo do UART ‘B’ apresenta 
uma estrutura semelhante. 
 
Os primeiros 8 bits do registo formam o campo “rtda” (Received or Transmitted 
Data of UART ‘A’ ). Este campo tem dois significados, dependendo do tipo de acesso ao 
mesmo: um acesso para escrita permite o envio dos dados de 8 bits escritos no UART 
‘A’, enquanto um acesso de leitura fornece os dados de 8 bits recebidos pelo mesmo 
UART.  
Para além dos registos de receção e transmissão de cada UART, existe ainda um 
registo de estado do UART (UARTSR). A estrutura do UARTSR encontra-se representada 
na tabela 2. 
 
Tabela 2 - UART Status Register (UARTSR) 
Tabela 1- Registo RX/TX do UART ‘A’ (UARTAR) 
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Este registo, tal como o nome indica, fornece informação sobre o estado geral dos 
UARTs. Os primeiros 8 bits do registo informam sobre o estado do UART ‘A’, enquanto 
os 8 bits entre o bit 16 e o bit 23 do registo, fornecem informações sobre o estado do 
UART ‘B’. O significado de cada bit do registo, independentemente do canal ‘x’ do UART, 
em que ‘x’ pode ser ‘A’ ou ‘B’, é o seguinte: 
 drx –bit que fornece informação sobre a existência de novos dados recebidos no 
canal ‘x’; 
 tsex –bit que indica se o UART ‘x’ tem informação para enviar; 
 thex – bit que indica se o UART ‘x’ se encontra pronto para ser recarregado com 
nova informação ou se, por outro lado, se encontra com informação por ler; 
 fex –bit cujo valor indica se ocorreu um erro de leitura no recetor ‘x’. Caso tenha 
de facto ocorrido um erro, o bit terá como valor 0 e nesse caso o bit drx não será 
activado; 
 pex –bit cujo valor indica a ocorrência de um erro de paridade no recetor do 
UART ‘x’. Caso esse erro tenha ocorrido, o bit terá como valor 0 e nesse caso o 
bit drx não será ativado; 
 oex – o valor deste bit indica se ocorreu um erro de overrun no recetor do UART 
‘x’. Quando um byte é recebido enquanto o recetor ainda contém um byte não 
lido, o último byte recebido é perdido. Caso tal ocorra, este bit terá como valor 
1 e nesse caso o bit drx não é ativado.  
 
 
3.1.2 Leitura e escrita nos registos UART 
 
A leitura e a escrita nos registos UART, assim como o processamento dos dados 
recebidos, é efetuada no ficheiro executável desenvolvido.  
O código fonte a partir do qual foi gerado o SW consiste em duas funções:  
 unsigned char *read_uart(uint32_t addr) – esta função tem como objetivo ler o 
registo RX/TX do UART. Recebe como parâmetro o endereço do registo RX/TX do 
UART e retorna o byte lido. 
 void write_uart(uint32_t addr, unsigned char *msg_response) - esta função 
permite escrever 1 byte no registo UART. Recebe como parâmetro o endereço 
do registo RX/TX do UART e cada byte da mensagem de resposta a ser escrito no 
registo RX/TX do UART. 
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A função read_uart() permite a leitura do byte recebido pela porta série, do seguinte 
modo: 
1. Verifica continuamente os bits do registo UARTSR referentes à receção de nova 
informação (bit dra/drb) e à ocorrência de algum erro na receção (bits fea/feb, 
pea/peb, sea/seb e oea/oeb), até que algum destes dois eventos ocorra. 
2. Se houver nova informação para ser lida do UART, tal é indicado pelo bit dra/drb 
do UARTSR. Nesse caso, obtém-se o byte recebido a partir da leitura do registo 
RX/TX do UART 
3. Retorna o byte recebido 
 
Para que um byte seja enviado para a porta série, a função write_uart() segue o 
procedimento seguinte: 
1. Verifica o valor do bit thea/theb do UARTSR, pois caso o UART não esteja pronto 
para ser carregado com nova informação (ou seja, caso este bit tenha como valor 
1), o byte recebido anteriormente e que ainda não foi lido, pode ser perdido 
2. Quando o bit thea/thb tiver como valor 0, o byte de informação que se pretende 
transmitir pode ser escrito no registo RX/TX do UART. 
 
Inicialmente espera-se a receção de uma mensagem (aqui referida como um 
conjunto de bytes de dados) da porta série, sendo por isso chamada a função de leitura. 
Após obtenção da mensagem recebida, uma mensagem de resposta é criada e enviada 
a partir da chamada da função de escrita. Estas ações de leitura e de escrita alternam 
sucessivamente até ser recebida uma mensagem que indique o fim da comunicação. 
Após o desenvolvimento do código fonte que permite ao SW do TSIM a leitura e 
escrita de dados de informação, foi necessário compilar esse código através do Cross 
Compiler referido anteriormente (secção 3.1). A fase seguinte de desenvolvimento 
consistiu em carregar o executável para a memória emulada do TSIM. 
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3.2 Execução do SW no TSIM 
 
Numa fase inicial do trabalho, o TSIM operou em modo standalone. Neste modo, 
as aplicações desenvolvidas para o ERC32 podem ser carregadas e simuladas a partir de 
uma interface de linha de comandos. O TSIM foi iniciado na linha de comandos da 
seguinte forma: tsim-erc32 [options][input_files]. A opção de linha de comando options 
utilizada permitiu ligar o UART ‘A’ do simulador ao dispositivo virtual criado para testar 
a comunicação (secção 3.3). O comando input_files indicado foi utilizado com o nome 
do ficheiro executável, permitindo assim que o mesmo fosse carregado para a memória 
emulada do TSIM.  
 
 
3.3 Ligação simulada do TSIM ao computador 
 
 Numa fase prévia à da integração do TSIM na plataforma de testes, algumas 
funcionalidades do emulador exigidas à sua integração na VSIS e à execução do SW de 
teste desenvolvido, foram testadas. Nesta fase, foram criadas ligações virtuais para 
simular a ligação física entre o emulador e o computador onde este se encontrava a ser 
executado. O objetivo era testar o procedimento a efetuar numa fase posterior de 
desenvolvimento, na qual seria necessário integrar o TSIM na plataforma VSIS.  
Para simular a ligação entre o TSIM e o computador foram utilizados dispositivos 
virtuais. Um dispositivo virtual é um elemento que faz parte do kernel e atua como 
device driver mas que não corresponde a um Hardware real do computador. Em alguns 
sistemas operativos, incluindo o UNIX, um pseudoterminal (PTY) consiste num par de 
dispositivos virtuais ligados: um dispositivo mestre (master device) e um dispositivo 
escravo (slave device). Os dados de informação escritos no dispositivo mestre são 
entregues ao dispositivo escravo como entrada. Por outro lado, todos os dados de 
informação escritos no dispositivo escravo, são passados como entrada ao dispositivo 
mestre [35]. 
Para estabelecer a ligação entre dois dispositivos virtuais, foi utilizado o socat. O 
socat é uma ferramenta do Linux baseada em linha de comandos que estabelece dois 
byte streams bidirecionais e transfere dados entre eles [36]. Este comando pode ser 
utilizado para criar um pseudoterminal. Existe ainda a opção de gerar links simbólicos 
associados aos dispositivos do pseudoterminal, ajudando assim a resolver um problema 
relacionado com a criação de pseudoterminals com nomes imprevisíveis, dificultando o 
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seu acesso direto. São criados dois links simbólicos para cada dispositivo virtual no 
diretório em que é executado o socat. Logo que o comando socat é executado, são 
indicados os nomes dos ficheiros associados aos dispositivos virtuais criados, e que são 
do tipo /dev/pts/. A leitura e a escrita de informação de e para estes ficheiros, irá 
permitir a comunicação com os dispositivos a eles ligados.  
 A figura 8 representa um esquema da ligação simulada do TSIM ao computador. 
Nesta figura, os elementos /dev/pts/x e /dev/pts/y representam apenas um exemplo de 
nomes de ficheiros criados pelo socat, sendo que x e y se referem a valores numéricos.  
 
 
 
 
 
 
 
 
 
 
 
 
Os componentes de Software representados na figura serão de seguida descritos: 
 Socat - cria e liga um par de portas série virtuais (pty) enquanto está a ser 
executado; 
 Terminal 1 – terminal de computador onde é executado o TSIM em modo 
automático, com o executável carregado na sua memória emulada; 
 Terminal 2 – terminal de computador utilizado para ler e escrever no ficheiro 
/dev/pts/y; 
 /dev/pts/x – ficheiro atribuído à porta série virtual à qual o UART do TSIM se 
encontra ligado; 
 /dev/pts/y – ficheiro atribuído à porta série virtual à qual o Terminal 2 do 
computador está ligado 
 
Terminal 2 
/dev/pts/y 
 Terminal 2 
 
/dev/pts/x 
           Socat 
(pty <---- -----> pty) 
 
Terminal 1 
SW 
Figura 8 - Esquema da ligação virtual entre o TSIM o computador onde é executado 
        TSIM 
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Para testar a comunicação, uma mensagem (constituída por um conjunto de bytes 
de informação) é inicialmente escrita no ficheiro /dev/pts/y. O SW que corre no TSIM 
encontra-se continuamente a ler do registo RX/TX do UART, esperando pela receção de 
nova informação. Quando uma nova mensagem é recebida, esta é lida do ficheiro 
/dev/pts/x, atribuído ao dispositivo virtual ao qual está ligado o UART do TSIM. A 
mensagem é então processada pelo TSIM através da chamada à função read_uart() do 
código fonte do executável. Posteriormente, é criada uma nova mensagem para ser 
enviada a partir da função write_uart() do código fonte. No terminal 2, espera-se a 
receção de uma nova mensagem enviada pelo TSIM, a partir da leitura do ficheiro 
/dev/pts/y. 
Uma vez testada a comunicação com o SW do TSIM, a fase seguinte de 
desenvolvimento consistiu na utilização de um canal virtual de comunicação semelhante 
para integrar o TSIM no VSIS, permitindo que a plataforma teste o SW executado no 
emulador. Tal integração do emulador na plataforma de validação de sistemas será 
aprofundada no capítulo seguinte (Capítulo 4). 
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Capítulo 4 
 
Integração do TSIM na VSIS e 
sincronização 
 
Neste capítulo é explicado o desenvolvimento realizado na plataforma de testes VSIS, 
necessário à integração do TSIM e à realização de testes de integração e funcionais. São 
ainda descritos os algoritmos de sincronização de relógio implementados e utilizados 
entre o TSIM e a plataforma VSIS.  
 
 
4.1 Módulos de SW da VSIS 
 
O ambiente de Software da plataforma VSIS é composto por um conjunto de 
elementos do núcleo e várias extensões que podem ser adaptadas às características de 
cada projeto. A plataforma VSIS foi projetada com uma arquitetura modular que permite 
que seja adaptada a qualquer SUT. Para testar qualquer sistema ou SW a partir da VSIS 
é necessário criar um conjunto de procedimentos de teste (Test Cases) e respetivos 
dados de entrada (Test Input), assim como desenvolver todos os conectores, 
emuladores e estruturas de mensagens necessárias. 
 A VSIS contém um conjunto variado de opções de configuração que modificam a 
plataforma sem que seja necessário desenvolver código C++. Estas opções são 
agrupadas em dois ficheiros principais: ficheiro de configuração e ficheiro de interfaces 
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[37]. O ficheiro de configuração contém as opções relacionadas com o cenário específico 
ao projeto e é utilizado para configurar os módulos da plataforma VSIS. Este ficheiro 
será explicado de forma mais detalhada na secção seguinte (secção 4.2). Por outro lado, 
o ficheiro de interfaces representa a fonte de todas as configurações relacionadas com 
o SUT, nomeadamente com as mensagens utilizadas nas comunicações. O ficheiro de 
interfaces será explicado na secção 4.5.3. 
Na figura 9, encontram-se representados os componentes do núcleo da VSIS. 
Estes componentes foram implementados para que a plataforma tenha uma maior 
aplicação no domínio dos testes de integração e de funcionalidade do Hardware.  
Para estender a arquitetura do núcleo da VSIS, permitindo que esta possa ser 
usada em plataformas de validação reais, o ambiente simulado de Hardware deve ser 
ajustado e configurado de acordo com os requisitos específicos de cada projeto e com a 
natureza do dispositivo a ser testado. Tal é realizado a partir da configuração das 
extensões necessárias. 
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Figura 9 - Composição do núcleo da VSIS [19] 
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Para a integração do TSIM na plataforma de testes foram implementadas as 
seguintes extensões nos módulos principais da VSIS (figura 4 da secção 2.4): 
 No Módulo de Simulação (Simulation Module), o modelo do emulador;  
 No Módulo Comms (Comms Module), o conector; 
 No Módulo do Núcleo (Core Module), os procedimentos de teste (Test Cases) e 
os dados de entrada para o teste (Test Input). 
 
 
 
4.2 Ficheiro XML de Configuração  
 
 Este ficheiro XML (eXtensible Markup Language) de configuração representa a 
fonte principal de opções de configuração para a plataforma VSIS. O ficheiro apresenta 
variadas opções que podem ser utilizadas para configurar diferentes aspetos da 
aplicação, entre os quais os dados de saída da aplicação, os módulos que irão ser 
utilizados e os adaptadores que permitem a ligação entre a plataforma e o emulador. 
Neste ficheiro é definida a forma como a aplicação da VSIS irá apresentar os dados 
de saída obtidos após a execução dos testes, através de elementos denominados 
Outputters. Neste projeto declarou-se um Aggregated Outputter, cujas propriedades se 
encontram definidas na classe CaggregOutputter da biblioteca interna da VSIS, e que 
permite definir e agregar múltiplos destinos de apresentação dos dados de saída. Os 
dados de saída dos testes podem ser apresentados em múltiplos locais, de que são 
exemplo o terminal do computador (definido na classe CConsoleOutputter da biblioteca 
interna da VSIS) e ficheiros escolhidos pelo utilizador para a escrita desses mesmos 
dados de saída (definido na classe CbufferedFileOutputter da biblioteca interna da VSIS). 
Neste projeto foram definidos dois destinos de saída para a apresentação dos dados 
obtidos nos testes: o terminal e um ficheiro criado para que os dados sejam guardados. 
Na figura 10 é apresentado um excerto do ficheiro XML correspondente à definição do 
Aggregated Outputter deste projeto. 
 
Figura 10 – Aggregated Outputter no ficheiro de configurações 
   
 
43 
 
Para criar o ficheiro de relatório de teste responsável por reportar toda a 
informação sobre a execução do teste, são utilizados Result Managers no ficheiro de 
configuração. A estrutura VSIS fornece apenas uma implementação do Result Manager, 
a classe CGenericResultManager. Esta implementação permite que todos os dados de 
informação sejam escritos para um ficheiro no formato XML. A figura 11 apresenta um 
excerto do ficheiro XML correspondente à definição do Result Manager deste projeto. 
Neste caso, os dados de informação para gerar o relatório de testes são escritos para o 
ficheiro XML denominado “vsis-execution-report-xsl” 
 
 
Na plataforma VSIS, os equipamentos correspondem aos blocos de construção 
modulares da sua estrutura e são declarados no ficheiro XML a partir do elemento 
“<simulation_manager>”, especificando o nome do objeto e a classe onde o 
equipamento se encontra definido. Na estrutura da VSIS existem vários tipos de 
equipamentos, tendo sido utilizado neste projeto o Simulation Manager definido na 
classe CSimulationManager da biblioteca interna da VSIS. Esta classe é utilizada quando 
a sincronização temporal entre a plataforma e o equipamento é necessária. Neste 
projeto, o equipamento utilizado corresponde ao bloco modular do TSIM. A figura 12 
apresenta um excerto do ficheiro XML correspondente à definição do Simulation 
Manager deste projeto. 
 
 
Neste ficheiro é especificada a classe que implementa o Simulation Manager e que 
no caso deste projeto corresponde à CTSIMSimulationManager (secção 4.4.2). O 
elemento “<period>” é utilizado para configurar o período com que é despoletado o 
evento utilizado para a sincronização. A importância deste período é explicada de forma 
mais detalhada na secção 4.4. O elemento “<binary>” corresponde ao ficheiro 
executável desenvolvido e que deverá ser carregado para a memória emulada do TSIM, 
Figura 11 – Result Manager no ficheiro de configurações 
Figura 12 – Simulation Manager no ficheiro de configurações 
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tal como referido no capítulo 3. Por fim, o elemento “<port>” especifica a porta série 
virtual criada durante a execução do socat e à qual é ligado o UART emulado do TSIM. A 
função deste elemento foi já referida na secção 3.3 e será detalhada neste capítulo 4, 
na secção 4.3.2. 
Este ficheiro XML é também utilizado  para declarar o adaptador criado na 
plataforma de testes para interagir com o TSIM em comunicações série (secção 4.3). 
Para tal, é utilizado o elemento “<adapter>” no ficheiro de configuração com o nome do 
adaptador, a classe que o implementa e as propriedades adicionais específicas ao 
adaptador criado. O excerto do ficheiro XML que declara o adaptador série (Serial 
Adapter) criado é apresentado na figura 13. 
 
 
Neste projeto utilizou-se a classe existente na biblioteca interna da VSIS 
(CSerialAdapter) para implementar o adaptador série referido. O elemento “<port>” 
apresentado na figura 13 define a porta virtual criada na execução do socat (secção 3.3) 
à qual o adaptador se deverá ligar para comunicar com o TSIM. Esta ligação é detalhada 
na secção 4.3.2. Neste ficheiro de configuração é também especificada, a partir do 
elemento “<baudrate>”, a taxa de transmissão que se pretende utilizar. 
Por fim, este ficheiro especifica ainda o Bus Protocol, responsável por fornecer a 
interface de alto nível ao adaptador implementado neste projeto (secção 4.3.3). O 
excerto do ficheiro XML que declara o Bus Protocol criado é apresentado na figura 14. 
 
 
O elemento “<adapter>” representado no ficheiro XML corresponde ao adaptador 
criado e que será gerido pelo Bus Protocol. Este ficheiro especifica também a classe que 
implementa o Bus Protocol do projeto e que neste caso corresponde à classe 
CTSIMBusProtocol criada. 
Figura 13 – Serial Adapter no ficheiro de configurações 
Figura 14 – Bus Protocol no ficheiro de configuração 
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4.3 Extensão no módulo Comms 
 
O módulo Comms suporta as ligações da plataforma de testes com o ambiente 
físico. Os conectores Comms existentes neste módulo são componentes utilizados na 
ligação às interfaces de Hardware reais em verificações HIL. Estes conectores podem 
também ser utilizados na ligação às interfaces de HW emulado, como é o caso deste 
projeto. 
 A extensão no módulo Comms tem como principais objetivos realizar a gestão 
das comunicações entre os conectores de entrada/saída (I/O) e o núcleo principal da 
VSIS, assim como gerir o estado dos conectores. O módulo Comms inclui os métodos 
usados para comunicar com o Hardware integrado, incluindo a configuração de 
Hardware I/O para a operação em causa, a definição de valores de saída, a leitura de 
valores de entrada e a recolha e sinalização de erros que possam ocorrer durante a 
operação.  
Bus Protocols e respetivos adaptadores série (Serial Adapters) são utilizados para 
comunicar com o Hardware a partir de mensagens digitais de múltiplos bytes. Os 
adaptadores são Software drivers projetados para interagir diretamente com o 
Hardware. Tendo em conta que os adaptadores implementam os detalhes de baixo nível 
do sistema, são utilizados Bus Protocols para lhes fornecer interfaces de alto nível. Os 
Bus Protocols são construídos em cima dos adaptadores, escondendo os detalhes 
específicos de implementação do Hardware em questão. 
A classe CBusProtocol, pertencente à biblioteca interna da VSIS, consiste numa 
implementação geral que fornece uma interface para protocolos concretos que se 
deseje implementar. Neste projeto foi necessário criar um adaptador série (Serial 
Adapter) para interagir com o TSIM. Foi também necessário criar um protocolo 
personalizado para estabelecer a comunicação entre a VSIS e o TSIM, tendo sido para 
tal criada a classe CTSIMBusProtocol, extensão da classe CBusProtocol. 
 
 
4.3.1 Protocolo de comunicação 
 
Tal como referido anteriormente, o SW desenvolvido e utilizado nesta dissertação 
não é representativo do OBSW real existente em naves espaciais, pretendendo ser 
substituído por este num trabalho futuro.  
O OBSW é responsável pela troca e armazenamento de dados entre várias 
unidades eletrónicas e a estação terreste. No entanto, o SW desenvolvido neste projeto 
não possui esta complexidade, tendo apenas como objetivo ler a informação recebida, 
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analisá-la e criar uma nova mensagem a ser enviada para a plataforma de testes, que 
neste caso pretende simular a estação terreste. Assim sendo, o protocolo de 
comunicação criado para esta situação é também uma simplificação do protocolo real. 
Definiu-se que as mensagens trocadas entre a plataforma de testes e o simulador 
teriam sempre 8 bytes e que existiriam dois tipos de mensagens, tendo em conta o 
emissor: mensagem de comando (enviada pela plataforma de testes) e mensagem de 
resposta (enviada pelo emulador). Existe ainda um tipo de mensagens especial utilizado 
apenas para indicar o fim de comunicação.  
 
O tipo de mensagem é distinguido pelo valor do primeiro byte:  
 0x01 – mensagem de comando 
 0x02 – mensagem de resposta 
 0x80 – mensagem de comando para estabelecer o fim de comunicação 
 0x82 – mensagem de resposta que indique o fim da comunicação 
 
Sempre que o TSIM receber uma mensagem com 8 bytes, o seu SW deverá criar 
uma mensagem de 8 bytes. O primeiro byte deverá indicar que se trata de uma 
mensagem de resposta (0x02), enquanto os restantes bytes deverão manter-se iguais. 
Caso o SW detete que a mensagem recebida corresponde a uma mensagem de comando 
para fim de comunicação (ou seja, caso o primeiro byte da mensagem seja 0x80), deverá 
ser criada uma mensagem cujo primeiro byte seja 0x82, como resposta ao fim de 
comunicação. 
 
 
4.3.2 Ligação do emulador à plataforma de testes 
 
A versão profissional do TSIM encontra-se também disponível como biblioteca, 
na qual os vários comandos e opções do TSIM podem ser acedidos através de uma 
interface de funções simples. A execução do TSIM como biblioteca permite que o 
emulador seja integrado numa plataforma de simulação maior, neste caso a VSIS. A 
figura 15 representa um esquema da arquitetura VSIS-TSIM. 
Na camada superior encontra-se representada a plataforma VSIS e alguns dos 
seus componentes do núcleo. O núcleo Comms (Comms Core) contém o módulo Bus 
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Protocol que, tal como referido na secção 4.3, fornece a interface de alto nível ao 
adaptador série criado (Software driver). O Bus Protocol e o adaptador são utilizados 
para comunicar com o Hardware emulado a partir de mensagens digitais de múltiplos 
bytes.  
O núcleo de Simulação (Simulation Core) contém o módulo SImulation Manager 
implementado e que será referido em maior detalhe na secção 4.4. Este núcleo executa 
o modelo do TSIM como biblioteca. O SWUT na figura 15 refere-se ao ficheiro executável 
desenvolvido (secção 3.1) com o objetivo de ler e escrever nos registos UART do TSIM. 
O objetivo é que mais tarde este executável seja substituído pelo OBSW real que se 
pretenda testar. Na iniciação do TSIM, o executável é carregado para a memória 
emulada do mesmo e posteriormente executado.  
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Na figura 15 verifica-se que a VSIS, o TSIM e o executável desenvolvido, são 
executados no mesmo computador, com o Sistema Operativo Ubuntu. No entanto, as 
ligações e a interface de comunicação são simuladas de forma a aproximarem-se do caso 
real em que o emulador será, de facto, substituído pelo processador ERC32. Assim, são 
utilizados drivers para simular os dispositivos utilizados na ligação, tratando-se neste 
caso de portas série virtuais.  
Para que a comunicação entre a VSIS e o TSIM seja estabelecida, é utilizado o 
socat (secção 3.3). O socat é uma ferramenta do Linux baseada em linha de comandos 
que pode ser utilizada para gerar um par de dispositivos virtuais ligados entre si e 
associados a ficheiros (/dev/pts/x e /dev/pts/y na figura 15), permitindo que sejam 
trocados bytes de dados entre eles. O adaptador série criado na plataforma VSIS é ligado 
a um desses dispositivos (/dev/pts/x na figura 15), enquanto o UART do TSIM se liga ao 
restante (/dev/pts/y na figura 15). 
A interface entre a plataforma VSIS e o TSIM é assim uma interface unicamente 
de SW ao contrário do que ocorreria se se utilizasse o ERC32 físico em vez do seu 
emulador. No último caso, a interface a ser desenvolvida para assegurar a comunicação 
com a plataforma de testes deveria possuir uma camada física e uma camada de SW. 
 
 
4.3.3 Classe CTSIMBusProtocol 
 
A classe CTSIMBusProtocol tem como principais objetivos estabelecer a 
comunicação entre a plataforma VSIS e o TSIM, fornecendo uma interface de alto nível 
para o adaptador série criado e implementar o protocolo de comunicação definido para 
testar o SWUT a correr no TSIM.  
A classe CTSIMBusProtocol é constituída por 3 métodos principais: 
 InternalSendMsg(const CmessagePtr & pc_message) 
 SendCommand(const CMessagePtr & pc_message) 
 RecvThreadBody(unsigned int un_id) 
 
Estes métodos são descritos individualmente nas secções seguintes (4.3.3.1, 
4.3.3.2 e 4.3.3.3) 
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4.3.3.1 Método InternalSendMsg  
 
Este método é chamado sempre que se pretende enviar uma mensagem pelo 
Hardware emulado. O método InternalSendMsg() recebe como parâmetro a mensagem 
de teste criada para ser enviada para o TSIM e retorna -1 em caso de erro ou o número 
de bytes da mensagem a ser transmitida, em caso de sucesso. 
O método InternalSendMsg() verifica o estado da ligação do adaptador criado 
para comunicar com o simulador e, no caso de não detetar qualquer falha, analisa o tipo 
da mensagem que recebeu como parâmetro. Caso a mensagem seja um comando, é 
chamado o método SendCommand(). Neste caso, tendo em conta o protocolo 
estabelecido, apenas se esperará receber como parâmetro uma mensagem do tipo 
comando. No entanto, em protocolos mais complexos pode-se testar o envio de 
mensagens de diferentes tipos e tratar essa informação de diferentes formas. Assim 
sendo, para cada tipo de mensagens que se pretendesse enviar, chamar-se-ia um 
método diferente. 
 
 
4.3.3.2 Método SendCommand 
 
 Este método recebe como parâmetro, tal como o método InternalSendMsg, a 
mensagem a ser enviada para o adaptador. O objetivo deste método é enviar a 
mensagem de comando pelo adaptador série.  
Os bytes de informação correspondentes aos vários campos da mensagem de 
comando criada no procedimento de teste são obtidos (secção 4.5) e enviados pelo 
adaptador. 
 
 
4.3.3.3 Método RecvThreadBody 
 
Este método tem como objetivo receber mensagens do Hardware emulado e 
armazená-las no checker do Bus Protocol. 
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Espera-se a receção de uma mensagem de resposta do TSIM a partir da leitura 
dos bytes recebidos pelo adaptador série criado. Quando se deteta a receção de 8 bytes, 
tal como esperado, os dados são identificados como referentes a uma mensagem de 
resposta do TSIM. Esses dados são posteriormente enviados ao checker do Bus Protocol. 
O checker do Bus Protocol é utilizado para obter o checker do procedimento de teste 
adequado à mensagem em causa. Por sua vez, o checker do procedimento de teste é 
responsável por comparar os campos da mensagem com os valores dos campos que se 
esperaria ter recebido.  
 
 
4.4 Extensão no módulo de simulação 
 
A extensão neste módulo tem como objetivo a execução do modelo do elemento 
simulado (TSIM) e a gestão das comunicações entre este e o núcleo da VSIS, bem como 
a gestão das suas propriedades e estado. 
De forma a executar o modelo do TSIM no módulo de simulação da VSIS, foi 
implementada a classe CTSIMSimulationManager como extensão da classe 
CSimulationManager da biblioteca interna da VSIS. O módulo Simulation Manager 
representado é responsável por sincronizar temporalmente os equipamentos, 
despoletando um evento. Neste caso em concreto, foi implementado um Simulation 
Manager personalizado para o caso do TSIM. A classe CSimulationManager é 
responsável pela sincronização do emulador com a plataforma de testes, recorrendo 
para isso a algoritmos de sincronização que serão explicados nas próximas secções. 
 
 
4.4.1 Sincronização do emulador com a plataforma de 
testes 
 
A sincronização, tal como retratada no estado da arte (secção 2.7), é de extrema 
importância em sistemas distribuídos. No caso real, a nave espacial encontra-se 
espacialmente separada da estação terrestre a comunicação é feita através da troca de 
mensagens, permitindo assim que a nave tenha acesso a uma medida de tempo mais 
precisa (tipicamente UTC) e que possa sincronizar o seu relógio a partir da mesma. 
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O sistema TSIM-VSIS é um sistema simulado sem HIL, pelo que neste caso não é 
necessário que a sincronização entre a plataforma de testes e o emulador do 
processador seja de alta precisão. Para que haja sincronização entre ambos, é necessário 
que tenham acesso a uma medida tempo comum, já que o relógio do emulador não 
avança à mesma velocidade que o relógio do sistema utilizado pela plataforma VSIS. 
Neste projeto, e tal como referido na secção 2.7.5, a sincronização foi realizada a partir 
da distribuição de um sinal de relógio periódico por parte do modelo do processador 
que permite que a plataforma de testes tenha acesso ao tempo decorrido no mesmo de 
forma síncrona. Tal foi implementado a partir de funções dependentes do tempo e 
existentes na biblioteca do TSIM que permitem registar eventos periódicos. A 
implementação efetuada será detalhada nas secções seguintes (4.4.1.1, 4.4.1.2 e 4.4.2) 
Nesta dissertação irão ser usadas as seguintes terminologias para se fazer 
referência a quatro medidas de tempo distintas: 
 Tempo do sistema (System Time) – tempo indicado pelo relógio do 
sistema utilizado pela plataforma de testes e que mede o tempo 
realmente decorrido em operações na VSIS; 
 Tempo do TSIM (TSIM Time) – simulação do tempo que decorreria no 
processador ERC32 na execução do SW a ser testado. O acesso ao mesmo 
só é possível de forma síncrona; 
 Tempo de simulação (simulation time) – tempo a que a plataforma VSIS 
tem acesso a qualquer instante e que é uma estimativa do tempo 
decorrido no TSIM. A plataforma de testes baseia-se neste tempo para 
desempenhar tarefas que dependem temporalmente do emulador, em 
instantes em que não pode aceder ao relógio interno do mesmo; 
 Tempo real – tempo realmente decorrido. Medida mais precisa de tempo 
tendo como base UTC; 
 
 
4.4.1.1 Tempos de espera 
 
A sincronização é necessária neste sistema VSIS-TSIM para controlar ações que 
decorram no SWUT executado no TSIM, tornando possível testar certos requisitos que 
dependam do tempo decorrido no simulador. 
Para testar certos requisitos é por vezes necessário esperar o tempo necessário 
pelo processamento ocorrido no simulador. Este tempo de espera em função do tempo 
simulado pelo TSIM pode ser útil em situações de teste mais complexas que a 
implementada neste projeto e que dependam diretamente do tempo decorrido. Um dos 
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requisitos a ser testado pode ser, por exemplo, a alteração do valor de uma linha 
discreta de I/O ao fim de 100 milissegundos decorridos no simulador, após o envio da 
mensagem de comando a partir da plataforma VSIS. Nesse caso, no procedimento de 
teste dever-se-ia esperar 100 milissegundos de tempo do TSIM após o envio da 
mensagem a partir da plataforma. A sincronização entre o emulador e a plataforma de 
de testes é transversal a todas as situações que requeiram que a plataforma VSIS se 
certifique que determinados eventos que dependam do tempo de processamento do 
TSIM ocorreram de facto. Assim, e embora no procedimento de teste implementado 
neste projeto apenas seja verificada a mensagem recebida do TSIM ao fim de um 
determinado tempo, em cenários de teste mais complexos poderá ser necessário 
verificar a ocorrência de outros eventos que dependam do processamento ocorrido no 
TSIM e que deveriam ocorrer ao fim de um tempo de processamento estipulado. 
O tempo do relógio do TSIM difere do tempo do relógio do sistema, já que as 
velocidades dos relógios são diferentes. Assim, uma simulação de 100 milissegundos 
(em referência ao relógio do TSIM) pode demorar apenas 40 milissegundos no sistema 
(em referência ao relógio de sistema). Para além disso, não seria correto afirmar que 
existe uma relação proporcional entre o tempo do sistema e o tempo de TSIM. Assim 
sendo, é importante que o tempo de espera nos procedimentos de teste possa 
depender do tempo do TSIM, e não do tempo do sistema. A figura 16 apresenta os 
resultados obtidos para a relação entre o tempo do sistema e o tempo do TSIM em 4 
simulações realizadas. 
Figura 16 – Relação tempo TSIM e tempo do sistema em simulações 
   
 
53 
 
Em cada uma das simulações o TSIM encontrava-se a executar o SW referido na 
secção 3.1. O tempo total simulado pelo TSIM em cada uma das simulações foi 8 
segundos e as amostras de tempo foram obtidas a cada 100 milissegundos decorridos 
no emulador. Ao analisar-se a figura 16 verifica-se que o tempo de sistema não coincide 
com o tempo de simulação em nenhuma das simulações, ou seja o fator que relaciona 
as duas medidas de tempo não é 1. Também a relação entre o tempo do TSIM e o tempo 
do sistema não é constante e varia de simulação para simulação. Para além disso, 
mesmo em cada simulação, a relação entre os tempos não é dada por um fator 
constante ao longo do tempo, embora a variação desse fator apresentado nestas 
simulações não seja grande.  
A tabela 3 apresenta a média da relação entre o tempo do sistema e o tempo do 
TSIM, assim como o desvio padrão dessa relação para cada uma das simulações 
apresentadas na figura 16. Em cada simulação foram utilizadas 80 amostras de tempo.  
 
                      
      Tabela 3 – Média e desvio padrão para cada simulação 
  
Tal como foi anteriormente referido, pode-se verificar que a média dos valores 
obtidos para a relação entre o tempo do sistema e o tempo do TSIM varia de simulação 
para simulação, não sendo por isso um valor constante. No entanto, os desvios padrão 
apresentados para cada simulação são baixos, o que se pode dever à baixa 
complexidade do SW executado no TSIM, não permitindo que sejam verificadas grandes 
variações na relação entre as duas medidas de tempo ao longo do reduzido tempo de 
execução do SW. 
No estado da arte foram analisados alguns algoritmos de sincronização 
existentes. Para este projeto em particular concluiu-se não ser necessário utilizar um 
algoritmo em que um dos relógios fosse alterado em função do outro, pois tal poderia 
levar a que um deles tivesse que ser atrasado em certos instantes. O atraso do relógio 
Simulação Média (𝜇) 
(ms) 
Desvio Padrão (𝜎) 
(ms) 
1 0,401442 0,009905 
2 0,398401 0,004877 
3 0,408249 0,007187 
4 0,419072 0,012302 
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levaria a que a função que relaciona o tempo indicado pelo mesmo com o tempo 
realmente decorrido, não fosse sempre crescente, podendo causar erros imprevisíveis. 
Para além disso, não foram utilizados algoritmos dependentes da troca de mensagens a 
nível da aplicação com as indicações do tempo dos intervenientes, uma vez que tal 
exigiria a alteração do protocolo definido e implementado por cada OBSW, o que não é 
aceitável de acordo com os processos normalizados de desenvolvimento de Software 
crítico [38]. Alterações a cada SWUT também impediriam que a implementação do 
método de sincronização fosse genérica para qualquer um deles.  
O TSIM não suporta acessos assíncronos. Assim, a solução implementada baseia-
se no acesso periódico ao tempo do TSIM por parte da plataforma VSIS, sem que haja 
alteração dos relógios internos de cada um. Para isso, foi utilizada uma função existente 
na biblioteca TSIM (referida na secção 4.4.2.4) que permite registar uma callback que 
será chamada sempre que decorrer um determinado número de milissegundos no 
emulador. Este período de chamada da callback é configurável a partir de um parâmetro 
da função. Tal é descrito em maior detalhe na secção 4.4.2.4. Esta função permite assim 
aceder ao tempo decorrido no simulador (tempo de TSIM) de forma síncrona. O acesso 
periódico a esta informação por parte da plataforma VSIS pode ser vista como se se 
tratasse da receção de um tick. O período com que o tick é emitido pelo TSIM, tendo 
como referência o tempo simulado pelo TSIM, é aqui referido como período de 
contagem dos ticks. 
A solução implementada depende da contagem do número de ticks (número de 
vezes que o TSIM atualiza a plataforma VSIS com o valor do seu próprio tempo, baseado 
no seu relógio interno) necessário até que seja ultrapassado o tempo de espera 
requerido no procedimento de teste. Por exemplo, se se pretende esperar 1000 
milissegundos de tempo de TSIM, e o período de contagem dos ticks for 100 
milissegundos, o número de ticks que se terá de esperar será 1000/100, logo 10 ticks. 
Este pedido de espera é efetuado no procedimento de teste implementado na classe 
CsimpleTestCase (secção 4.5.4).  
O número de ticks começa a ser contado a partir do momento em que a thread 
do procedimento de teste adormece, após ter sido feito o pedido de contagem dos ticks 
pela mesma. Quando o número de ticks necessário é alcançado, a thread que se 
encontrava à espera é acordada e o teste continua a ser executado. A figura 17 pretende 
ser um esquema simplificado do algoritmo de sincronização implementado para o 
procedimento de teste deste projeto e que pode ser adaptado a outros testes. 
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No eixo vertical, estão representados os componentes que participam neste 
processo de sincronização:  
 Procedimento de teste - Executa os testes ao SWUT que corre no TSIM. 
Neste projeto, a mensagem de resposta recebida (RESPONSE_MESSAGE) 
é comparada com a mensagem que se esperava ter recebido; 
 Evento TSIM  - Evento que conta o número de ticks do emulador emitidos 
com uma certa periodicidade configurável (período de contagem de 
ticks). O período de contagem de ticks na figura 17 é de X ms de tempo 
de TSIM. O evento TSIM é implementado pelo método 
CPUEmulatorTicks() descrito na secção 4.4.2.4; 
 TSIM Bus Protocol - Bus protocol implementado e que gere a 
comunicação entre o emulador e a plataforma de testes (referido na 
secção 4.3.3). Responsável pelo envio de mensagens a partir da VSIS 
(COMMAND_MESSAGE) e pela receção de mensagens provenientes do 
TSIM (RESPONSE_MESSAGE) pela porta série; 
 Processamento SWUT - Atividades realizadas pelo SWUT que corre no 
TSIM. 
 
 
O eixo horizontal representa a evolução do tempo. Este tempo é medido tendo 
como referência relógio interno do TSIM. O período de contagem de ticks representado 
Figura 17 – Esquema do algoritmo de sincronização implementado 
   
 
56 
 
na figura 17 (X ms) é medido também em referência ao relógio do TSIM. A cada X ms 
que decorram no emulador, a plataforma VSIS é notificada com a receção de um tick.  
Na figura 17, pode-se ainda verificar que quando se pretende que no 
procedimento de teste sejam esperados 5X milissegundos, o número de ticks que é 
necessário contar até que esse tempo tenha decorrido é 5: 
  
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑖𝑐𝑘𝑠 𝑑𝑒 𝑒𝑠𝑝𝑒𝑟𝑎 =  
𝑡𝑒𝑚𝑝𝑜 𝑑𝑒 𝑒𝑠𝑝𝑒𝑟𝑎
𝑝𝑒𝑟𝑖𝑜𝑑𝑜 𝑐𝑜𝑛𝑡𝑎𝑔𝑒𝑚 𝑡𝑖𝑐𝑘𝑠
=  
5𝑋
𝑋
= 5   (4.1) 
 
O número de ticks de espera obtido indica que o evento TSIM terá que ocorrer 5 
vezes até que a thread do procedimento de teste seja acordada. Quando a thread é 
acordada, a mensagem de resposta obtida é comparada com a mensagem esperada. 
 
 
4.4.1.2 Tempos dos registos de operações (Logs) 
 
Outro problema que pretende ser resolvido a partir da implementação de 
algoritmos de sincronização entre a plataforma de testes e o TSIM prende-se com o 
tempo dos registos de operações. A plataforma de testes não tem acesso permanente 
ao relógio interno do emulador, podendo apenas ser notificada sempre que decorra um 
certo número de milissegundos no TSIM, tal como referido na secção anterior. No 
entanto, certas operações desempenhadas na plataforma de testes dependem do 
tempo que o emulador demora a desempenhar certas tarefas. 
Nos relatórios de teste gerados pela VSIS são apresentados os registos das 
operações e tempos de ocorrência correspondentes (logs). Pretende-se que os tempos 
dessas ocorrências tenham como referência o tempo que simulado pelo TSIM. A 
necessidade da simulação de um relógio que estime o tempo que decorreu no TSIM em 
função do tempo do sistema, surgiu do facto dos registos de operações da plataforma 
poderem ter que ser gerados em instantes em que não é possível aceder ao relógio 
interno do emulador. 
Como foi referido anteriormente, a plataforma VSIS tem acesso ao tempo do TSIM 
de forma síncrona. Nos instantes em que obtém essa informação, garante-se que de 
facto decorreu esse tempo no emulador, e o tempo de simulação estimado pode então 
ser atualizado para o valor de tempo realmente decorrido. Até esse instante, poder-se-
ia assumir que a relação entre o tempo do emulador e o tempo do sistema era 
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constante, e a partir desse valor estimava-se facilmente o tempo de simulação. No 
entanto, foi já referido que a relação entre o tempo de sistema e o tempo de TSIM não 
é sempre constante. Ao longo desta secção, referir-se-á à atualização do tempo de 
simulação como o momento em que a VSIS tem acesso ao relógio interno do TSIM e em 
que, por essa razão, o relógio de simulação pode ser atualizado com o tempo realmente 
decorrido no emulador. 
Os desvios do relógio do TSIM (clock drifts) podem ter implicações graves nos 
tempos dos registos de operações e portanto na apresentação da sua ordem 
cronológica, já que podem atrasar ou adiantar (em relação ao tempo do sistema) a 
atualização do tempo de simulação. Esta variação da taxa de atualização do tempo de 
simulação é suficiente para tornar os tempos dos registos de operações inconsistentes, 
tal como será exemplificado mais adiante. 
O exemplo de um possível erro que pode surgir, e que se pretende a todo o custo 
evitar, é o de que o relógio utilizado para estimar o tempo de simulação possa ter que 
ser atrasado em certos momentos, tendo implicações na ordem de eventos decorridos. 
Tal pode ocorrer caso o tempo de simulação estimado seja superior ao tempo de 
atualização de que se está à espera, como será exemplificado adiante. O objetivo neste 
projeto era estimar uma função que representasse o relógio do TSIM entre os instantes 
em que ocorrem as atualizações do tempo realmente decorrido no emulador. Esta 
função do tempo de simulação deveria ser uma aproximação do relógio do TSIM, mas o 
principal requisito era que fosse uma função crescente em função do tempo do sistema, 
garantindo que o relógio que estima o tempo de simulação nunca tivesse que ser 
atrasado.   
Um exemplo de um erro que poderia ocorrer caso se estimasse o tempo de 
simulação como uma função linear em função do tempo do sistema, encontra-se 
representado nas figuras 18 e 19. O eixo dos xx representa o tempo decorrido no sistema 
em ambos os gráficos. No entanto, o eixo dos yy na figura 19 representa o tempo 
decorrido no TSIM, enquanto na figura 18 representa o tempo de simulação. 
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No exemplo representado nas figuras acima, o tempo de simulação foi estimado 
como uma função linear que varia de forma constante em relação ao tempo do sistema, 
numa proporção de 10:4, assumindo que o relógio do emulador se comporta de forma 
semelhante. Neste exemplo, também se define que o período de atualização do tempo 
de simulação (também referido na secção anterior como período de contagem dos tick) 
é de 100 milissegundos de tempo de TSIM.  
No exemplo referido, é assumido que o tempo de simulação é atualizado 
exatamente no mesmo instante em que a VSIS tem acesso ao tempo atual do TSIM. Essa 
atualização ocorre ao instante 56 ms de tempo do sistema, momento em que o tempo 
decorrido no TSIM é 100 ms (penúltimo ponto de cada gráfico, assinalado a cor de rosa). 
No entanto, o tempo de simulação estimado aos 48 milissegundos de tempo do sistema 
Figura 18 - Relação entre o tempo do sistema e o tempo de simulação (exemplo) 
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(correspondentes a 120 ms de tempo de simulação) é superior ao tempo de simulação 
aos 56 milissegundos de tempo do sistema (100 ms de tempo de simulação). Tal 
implicaria que o relógio de simulação recuasse no tempo, apresentando incorreções nos 
dados dos registos dos eventos que tivessem ocorrido entre esses instantes.  
Caso os pontos apresentados nas figuras 18 e 19 correspondessem a eventos 
importantes para o Log, e ocorressem pela ordem representada no gráfico, seriam 
apresentados com erros na ordem cronológica de ocorrência, tal como demonstra a 
tabela 4. 
 
  
 
Analisando a tabela 4 pode-se verificar que o evento 7 (aos 56 milissegundos de 
tempo de sistema) ocorre depois do evento 6 (aos 48 milissegundos de tempo de 
sistema). No entanto, os tempos de simulação dos eventos em que os Logs se baseariam 
dariam a indicação de que o evento 7 (100 ms de tempo de simulação) teria ocorrido 
antes do evento 6 (120 ms de tempo de simulação).  
De forma a evitar a ocorrência de inconsistências como a que foi exemplificada, a 
função que estima o tempo de simulação tem que garantir que o tempo de simulação 
evolui de forma crescente entre atualizações e que o relógio de simulação nunca alcance 
ou ultrapasse o tempo de atualização antes deste tempo ter de facto decorrido no TSIM. 
O tempo da próxima atualização é obtido com base no tempo em que ocorreu a última 
atualização e no período de atualização (período de contagem dos ticks), tendo como 
referência o relógio interno do TSIM. Assim, se o período de atualização for de 100 ms 
e a última atualização tiver decorrido ao fim de 200 ms decorridos no emulador, sabe-
se que a nova atualização ocorrerá quando tiverem decorrido 200+100=300 ms de 
tempo no TSIM. 
Tabela 4 – Exemplo ordem dos eventos nos registos de operações  
Ordem cronológica real de 
ocorrência dos eventos 
Tempo simulação (utilizado 
no Log) 
Tempo de sistema 
Evento 5 100 40 
Evento 6 120 48 
Evento 7 100 56 
 Evento 8  120 64 
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A função utilizada para estimar o relógio de simulação entre o instante em que o 
relógio de simulação foi atualizado pela última vez, até que o tempo de simulação seja 
atualizado novamente (até à receção de um novo tick por parte do TSIM) não deverá 
alcançar o valor de tempo dessa nova atualização. Pretende-se assim garantir que o 
relógio de simulação só atinge o tempo da nova atualização (𝑡𝑛𝑎) depois de este tempo 
ter de facto decorrido no TSIM.  
Para estimar o relógio de simulação, definiu-se uma função com dois ramos, que 
calcula o tempo de simulação em função do tempo do sistema. O primeiro ramo consiste 
numa função linear cujo declive é um valor aproximado da razão entre o tempo do TSIM 
e o tempo do sistema. Tal como foi já referido, esta razão não é sempre constante pelo 
que, para cada intervalo de tempo definido, o declive foi calculado a partir dos últimos 
valores de tempo obtidos nos 5 intervalos anteriores. Um dos requisitos do projeto era 
que a função do tempo de simulação se relacionasse com o tempo de sistema de forma 
linear durante 90% do intervalo de tempo (intervalo medido com base no tempo do 
sistema) entre atualizações estimadas. Assim, o segundo ramo é utilizado para calcular 
o tempo de simulação para valores de tempo do sistema que variam entre o instante de 
tempo do sistema que corresponde a 90% do intervalo entre atualizações (valor de 
transição) até que o tempo decorrido no sistema tome valores muito grandes (tenda 
para infinito). Para que, independentemente do tempo decorrido no sistema, o relógio 
de simulação nunca atinja o valor 𝑡𝑛𝑎 em intervalos entre atualizações, foi utilizada no 
segundo ramo uma função que tende para esse valor à medida que o tempo decorrido 
no sistema tende para infinito. Essa função utilizada é representada pela equação: 
 
𝑓2(𝑥) =  
−1
𝑥+𝑘
+ 𝑡𝑛𝑎 −  𝛿      (4.2) 
 
em que 𝑥 representa o tempo do sistema e 𝑓2(𝑥) a função que estima o tempo de 
simulação em função do tempo decorrido no sistema, para valores de tempo do sistema 
superiores ou iguais ao valor de transição. Tal como referido, 𝑡𝑛𝑎 representa o valor 
para o qual a função deverá tender. Verifica-se que o limite desta função quando x tende 
para infinito é dado por: 
 
lim
𝑥→+∞
𝑓2 (𝑥) =  
−1
+∞
+ 𝑡𝑛𝑎 −  𝛿 = 𝑡𝑛𝑎 − 𝛿   (4.3) 
 
Assim, e tendo em conta que 𝛿 > 0, assegura-se que o valor 𝑡𝑛𝑎 nunca é atingido 
pelo relógio de simulação. Para garantir que o relógio de simulação nunca fosse 
atrasado, teve ainda de se ter em atenção o valor do tempo de simulação no valor de 
transição. De forma a garantir que a função fosse sempre crescente para períodos de 
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contagem de ticks a partir de 1 ms (requisito do projeto), utilizou-se 𝑘 =100 na equação 
4.2. Desta forma, garante-se que o tempo de simulação estimado é, em qualquer 
instante a partir do valor de transição, muito próximo de 𝑡𝑛𝑎. É condição necessária 
para que o relógio não sofra atrasos, que o tempo de simulação no instante do valor de 
transição (calculado a partir da equação do segundo ramo) seja superior ao tempo de 
simulação obtido em instantes inferiores de tempo do sistema. Para além disso, é ainda 
subtraído ao valor do tempo de simulação obtido, um valor constante e reduzido (𝛿), 
pretendendo garantir-se que o valor para o qual a função tende é ligeiramente inferior 
a 𝑡𝑛𝑎. O objetivo é tentar evitar a ocorrência de arredondamentos aquando da 
realização dos testes, tendo em conta a precisão das variáveis utilizadas no código. 
Neste projeto utilizou-se 𝛿 = 0,001. 
Para garantir que a função fosse crescente na fronteira entre os dois ramos da 
função estimada, para períodos de contagem de ticks a partir de 1 ms, era necessário 
garantir que 𝑓1(𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜) < 𝑓2(𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜), em que 
𝑓2(𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜) corresponde ao valor da função 𝑓(𝑥) no segundo ramo, no 
instante 𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜, e 𝑓1(𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜) corresponde ao valor do 
tempo de simulação calculado a partir do primeiro ramo da função, no instante de 
tempo de sistema igual ao 𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜 (embora a função não esteja definida 
para esse valor no primeiro ramo). Verifica-se que 𝑘 = 100 permite que tal ocorra para 
períodos de contagem de ticks superiores a 1 ms. O gráfico da figura 20 apresenta uma 
representação da função implementada para estimar o tempo de simulação (f(x)) em 
função do tempo do sistema (x). 
 
Figura 20 - Gráfico do tempo de simulação em função do tempo do sistema 
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A função que estima o tempo de simulação em função do tempo do sistema, f(x) 
(figura 20) é uma função com dois ramos (4.4):  
 
𝑓(𝑥) =  {
𝑚𝑥 + 𝑡𝑢𝑎 ,         𝑥 < 𝑣𝑡
   
          
−1
𝑥+100
+ 𝑡𝑛𝑎 − 𝛿,      𝑥 ≥  𝑣𝑡          
   (4.4) 
 
 Tanto no gráfico da figura 20 apresentado, como na função representada em 
(4.4), as variáveis apresentadas têm o seguinte significado: 
 𝑥 −Tempo do sistema decorrido desde que ocorreu o último tick 
 𝑓(𝑥) − Função que estima o tempo de simulação em função do tempo do 
sistema 
 𝑚 − Razão entre o tempo do TSIM e o tempo do sistema. Tal como foi 
referido, esta razão não é constante, pelo que 𝑚 é estimado a partir dos 
últimos 5 quocientes obtidos em atualizações anteriores.  
 𝑣𝑡 𝑜𝑢 𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜 − Valor de transição, em que ocorre a 
ramificação da função. Este valor corresponde a 90% do período (medido 
com base no de tempo do sistema) entre o qual se espera que ocorra uma 
nova atualização, desde que ocorreu a última, ou seja 𝑣𝑡 = 0,9 ×
1
𝑚
×
𝑝𝑒𝑟í𝑜𝑑𝑜 𝑑𝑒 𝑎𝑡𝑢𝑎𝑙𝑖𝑧𝑎çã𝑜 𝑑𝑜 𝑡𝑒𝑚𝑝𝑜 𝑑𝑒 𝑠𝑖𝑚𝑢𝑙𝑎çã𝑜 
 𝑡𝑛𝑎 𝑜𝑢 𝑡𝑒𝑚𝑝𝑜 𝑑𝑒 𝑛𝑜𝑣𝑎 𝑎𝑐𝑡𝑢𝑎𝑙𝑖𝑧𝑎çã𝑜 − Tempo em que irá ocorrer o 
próximo tick, tendo como referência o tempo decorrido no TSIM. Tendo em 
conta que as atualizações são realizadas sempre que o relógio do TSIM 
alcança um certo valor que depende do período configurado (período de 
contagem dos ticks) obtém-se facilmente o tempo da nova atualização. Por 
exemplo, se o TSIM enviar um tick sempre que passarem 100 ms no seu 
relógio interno, e o último tick recebido tiver sido enviado pelo TSIM aos seus 
200 ms, espera-se receber um novo tick quando o tempo decorrido no TSIM 
for 300 ms. Assim, o valor do tempo da nova atualização será 300 ms. 
 𝑡𝑢𝑎 𝑜𝑢 𝑡𝑒𝑚𝑝𝑜 𝑑𝑎 ú𝑙𝑡𝑖𝑚𝑎 𝑎𝑐𝑡𝑢𝑎𝑙𝑖𝑧𝑎çã𝑜 − Tempo do TSIM em que foi 
emitido o último tick recebido pela plataforma de testes. Instante em que o 
tempo de simulação é atualizado para o tempo de TSIM. 
 𝛿 – Valor introduzido para efetuar correções a eventuais erros relacionados 
com a precisão das variáveis no código e consequentes aproximações. 
Pretende-se garantir que o tempo de simulação nunca seja arredondado para 
o valor 𝑡𝑛𝑎  
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 A tabela 5 apresenta um exemplo de valores obtidos em certos instantes de 
tempo do sistema e respetivos tempos de simulação. Para o exemplo apresentado, 
𝑡𝑢𝑎=7000 e 𝑡𝑛𝑎=7100 (período de contagem de ticks de 100 ms de tempo de TSIM). Os 
dados utilizados neste exemplo serão de seguida explicados. O tempo de simulação foi 
pedido num certo instante do tempo de sistema ao qual corresponderam os seguintes 
valores: 𝑚=0,39647 e 𝑣𝑡=35,6823. Os valores foram obtidos a partir da aplicação direta 
da função representada por (4.4) já referida. 
Pode-se verificar pelo exemplo anterior, que o tempo de simulação aumenta 
sempre com o decorrer do tempo do sistema. Verifica-se também que mesmo com o 
aumento do tempo decorrido no sistema em relação ao último tick recebido (7000 ms), 
o tempo de simulação não atinge 7100 ms (𝑡𝑛𝑎) para os valores de tempo de simulação 
apresentados. Para o exemplo em questão, também se verifica que mesmo na 
ramificação da função que estima o tempo de simulação (quando o tempo do sistema é 
35,6823 ms) a função f(x) não decresce. 
 
Tempo do sistema (x) Tempo de simulação (f(x)) 
10,000000000 7025,222589000 
20,000000000 
 
7050,445179000 
30,000000000 
 
7075,667768000 
32,682299999 
 
7090,000000000 
35,682300000 
 
7099,991630000 
50,000000000 
 
7099,992333000 
100,000000000 
 
7099,994000000 
1000,000000000 
 
7099,998091000 
10000,000000000 
 
7099,998901000 
100000,000000000 
 
7099,998990000 
             Tabela 5 – Exemplo resultados obtidos para o tempo de simulação 
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O objetivo não era diminuir o desvio do relógio do emulador em relação ao relógio 
interno do sistema, conseguindo estimar uma função para o relógio de simulação o mais 
próxima possível da realidade. O que se pretendia era que se conseguisse obter uma 
estimativa do tempo do simulador em qualquer instante e que o relógio estimado nunca 
tivesse que ser atrasado. Por esta razão, assumiu-se que 𝑓(𝑥) poderia ser estimada 
como uma função linear até ao instante em que o sistema assume que a nova 
atualização está próxima. A partir desse instante (𝑣𝑡 ou 𝑣𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖çã𝑜) de tempo 
do sistema, 𝑓(𝑥) aproxima-se do tempo da nova atualização (𝑡𝑛𝑎), sem nunca atingir 
esse valor.  
Quando é recebido um novo tick, o tempo de simulação é atualizado para o valor 
do tempo em que ocorreu esse tick no TSIM, 𝑡𝑛𝑎. Pretende-se assim garantir que o 
tempo de simulação é sempre inferior ao tempo em que o TSIM irá emitir um novo tick 
e atualizar o relógio de simulação. Assim, garante-se que o tempo de simulação é 
sempre uma função crescente e que relógio de simulação nunca é atrasado. 
 
 
4.4.2 Classe CTSIMSimulationManager 
 
A classe CTSIMSimulationManager tem como principais objetivos executar e 
monitorizar o funcionamento do modelo do TSIM e gerir as comunicações entre o 
modelo e o núcleo da plataforma VSIS, de forma sincronizada. 
A classe CTSIMSimulationManager é composta por 5 métodos principais: 
 void PrepareRun(void) 
 void ProcessingThreadBody() 
 void WaitTime(uint32_t un_time_ms) 
 void CPUEmulatorTicks(void) 
 uint64_t GetTimeMillisecondsTSIM(void) 
 
 
 
 
   
 
65 
 
4.4.2.1 Método PrepareRun() 
 
O método PrepareRun() é chamado antes dos testes começarem a ser 
executados. Este método é utilizado para inicializar o TSIM com as opções de 
configuração pretendidas. É também neste método que o ficheiro executável é 
carregado para a memória do TSIM e em que se regista o primeiro evento do emulador. 
Para além disso, este método é também utilizado para inicializar algumas variáveis a 
serem utilizadas nesta classe.  
Neste caso em concreto, o TSIM é configurado de modo a que o seu UART ‘A’ 
seja ligado ao dispositivo virtual criado pelo socat (/dev/pts/y na figura 15 da secção 
4.3.2). Esta configuração é realizada com recurso à função int tsim_init (char 
*option), existente na biblioteca do TSIM. Para carregar o executável para a memória 
emulada do TSIM é utilizada a função int tsim_cmd (char *cmd) da biblioteca do 
simulador.  
Neste método é ainda registado o primeiro evento do TSIM que simula funções 
dependentes do tempo do simulador, permitindo acessos síncronos ao simulador. O 
registo do evento é feito a partir da função void (*event)(void (*cfunc)(), int 
arg, uint64 offset) definida na estrutura simif exportada pelo TSIM. A estrutura 
simif define as funções e as estruturas de dados pertencentes ao núcleo de simulação. 
A função event() insere um evento na lista de eventos do TSIM que emulam funções 
dependentes do tempo. Um evento consiste numa função que é chamada sempre que 
decorre um determinado tempo de simulação no TSIM. O parâmetro “offset” indica o 
tempo que deverá decorrer no emulador, desde que o evento é registado, até que o 
tempo em que se pretende que o evento ocorra. Este “offset” é referido como período 
de contagem dos ticks na secção 4.4.1.1. O evento consiste na chamada ao método 
CPUEmulatorTicks() ao fim de um determinado período de tempo de simulação 
(parâmetro “offset”) configurável. Novos eventos são registados a cada chamada do 
CPUEmulatorTicks(), de forma a que este método seja chamado recursivamente e com 
uma certa periodicidade (período que tem como referência o tempo decorrido no TSIM). 
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4.4.2.2 Método ProccessingThreadBody() 
 
Este método representa a thread de processamento utilizada em operações de 
tempo real. Este método é utilizado para iniciar a execução do TSIM, sendo utilizado 
para tal a função int tsim_cmd (char *cmd) da biblioteca do TSIM, com a opção “go”. 
Para além disso, este método é também responsável por detetar e identificar possíveis 
interrupções anómalas que possam ocorrer durante a simulação. 
 
 
4.4.2.3 Método WaitTime() 
 
Este método recebe como único parâmetro o tempo em milissegundos (tempo de 
TSIM) que se pretende esperar. O método WaitTime() é utilizado para sincronizar a 
plataforma de testes com o emulador, esperando que decorra um certo tempo no 
simulador, tal como explicado na secção 4.4.1.1. 
 Podem existir várias threads de teste, com diferentes tempos de espera, a 
chamar este método ao mesmo tempo. Assim, para que todas as threads possam 
esperar o tempo pretendido concorrentemente, foram criadas duas listas de 
apontadores para estruturas: m_listWaitingThreads e m_listFreeWaitingThreads. As 
estruturas que compõem as listas, são do tipo psWaitingInfo, e o seu conteúdo 
encontra-se representado figura 21. 
 
 
 
A variável inteira da estrutura, m_nWaitTicks, indica o número de ticks que é 
necessário que a thread espere até que tenha decorrido no TSIM o tempo de espera 
   struct psWaitingInfo{ 
      COSL_Event m_cTicksQueueEvent; 
   int m_nWaitTicks; 
     }; 
                       Figura 21 – struct psWaitingInfo 
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indicado. Este valor é obtido a partir do quociente entre o tempo que se pretende 
esperar e a periodicidade com que é contado o número de ticks (período de contagem 
dos ticks na secção 4.4.1.1), tendo como referência o tempo de TSIM. 
A estrutura é ainda constituída por um elemento da classe COSL_Event da 
biblioteca da VSIS, m_cTicksQueueEvent. Este elemento permite que sejam utilizados os 
seguintes métodos da classe COSL_EVENT:  
 Wait () – adiciona as threads à lista de espera. As threads esperam até que 
o evento tenha ocorrido ou que um certo timeout tenha sido ultrapassado.  
 Set () – permite acordar as threads que estavam a espera de um certo 
evento. 
 Reset () – permite que o evento seja restabelecido. 
 
A lista m_listFreeWaitingThreads é inicializada com 10 estruturas vazias no 
método PrepareRun(). Sempre que uma thread chama o método WaitTime(), é 
verificado se existe na lista alguma estrutura vazia que possa ser utilizada. A primeira 
estrutura livre é retirada da lista m_listFreeWaitingThreads. A variável m_nWaitTicks da 
estrutura retirada é preenchida com o número de ticks que a thread pretende esperar. 
Posteriormente, o evento m_cTicksQueueEvent chama o método Wait(), fazendo com 
a thread inicie a espera pela contagem dos m_nWaitTicks ticks. Esta contagem do 
número de ticks é realizada pelo método CPUEmulatorTicks() descrito na secção 4.4.2.4. 
A estrutura criada para a thread é posteriormente adicionada à lista 
m_listWaitingThreads. Esta lista é composta por estruturas preenchidas com os eventos 
das threads e respetivos números de ticks de espera.  
Quando o número de ticks de espera de uma thread tiver sido alcançado, a thread 
“acorda” e é feito um Reset() à estrutura utilizada. A estrutura é adicionada novamente 
à lista m_listFreeWaitingThreads para que possa ser reutilizada por uma próxima thread.  
A cada lista está ainda associado um mutex (m_sFreeListMutex e 
m_sWaitingListMutex) para evitar que as threads acedam simultaneamente às listas. 
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4.4.2.4 Método CPUEmulatorTicks() 
 
Este é o método mais importante da classe, já que é o que permite que a 
plataforma de testes tenha acesso ao tempo do emulador de forma síncrona. A 
sincronização das comunicações entre o TSIM e o núcleo da VSIS, em tudo depende 
deste método. 
Tal como referido em secções anteriores, este método é chamado com uma 
certa periodicidade (referido como período de contagem dos ticks na secção 4.4.1.1) 
que depende do tempo decorrido no TSIM. Por exemplo, se se definir que o período de 
contagem de ticks deverá ser 100 milissegundos, este método será chamado a cada 100 
milissegundos decorridos no simulador, ou seja a cada 100 milissegundos de tempo do 
TSIM (secção 4.4.1).  
Cada chamada do método pode ser vista como a ocorrência de um tick do 
simulador. Assim, a partir do tempo atual do TSIM e do período com que o método é 
chamado, pode-se obter facilmente o número de ticks que foram emitidos pelo TSIM 
desde o início da simulação: se o tempo atual do simulador aquando da chamada deste 
método é 𝑡1ms, e tendo em conta que este tempo é obtido a cada 𝑡2 ms de tempo 
decorrido no TSIM, o número de ticks emitidos pelo TSIM desde o inicio da simulação é 
dado pelo quociente entre o tempo atual do simulador e o período com que é emitido 
um tick, ou seja 𝑡1/𝑡2.  
O método CPUEmulatorTicks() é o método que permite que a plataforma de 
testes tenha acesso ao tempo atual do simulador em certos instantes de tempo, tendo 
sido por isso um método essencial na implementação das soluções encontradas para os 
problemas de sincronização referidos na secção 4.4.1.  
Este método é ainda responsável por acordar as threads que se encontram 
adormecidas, à espera de um certo número de ticks do simulador. A cada chamada deste 
método, o número de ticks de espera de cada thread é decrementado até já não se estar 
à espera de mais nenhum tick, altura em que a thread pode ser acordada. 
 Inicialmente, verifica-se se a lista m_listWaitingThreads (secção 4.4.2.3) tem 
algum elemento. Caso tenha, significa que existe alguma thread à espera e que é 
necessário começar a contar o número de ticks até que esta acorde. Para tal, o elemento 
m_nWaitTicks da estrutura de cada thread, é decrementado a cada chamada deste 
método, uma vez que se encontra inicializado com o número de ticks que se pretende 
esperar. Quando existe uma thread que já não precisa de esperar por mais nenhum tick 
(ou seja, quando o elemento m_nWaitTicks da sua estrutura obtém o valor 0), o evento 
é sinalizado e a thread é acordada. Tal ocorre a partir da chamada ao método Set() 
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associado ao elemento m_cTicksQueueEvent da estrutura dessa thread. Logo que o 
evento é sinalizado, a estrutura é eliminada da lista m_listWaitingThreads. 
 
 
4.4.2.5 Método GetTimeMillisecondsTSIM() 
 
GetTimeMillisecondsTSIM() é o método utilizado para estimar o tempo de 
simulação em função do tempo do sistema, a partir da função (4.4) referida na secção 
4.4.1.2. O valor retornado por este método corresponde a uma estimativa do tempo do 
simulador no instante de tempo do sistema em que este método é chamado.  
De seguida far-se-á referência às variáveis utilizadas neste método e ao seu 
significado: 
 𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐶𝑜𝑎𝑟𝑠𝑒 – Tempo do sistema em que ocorreu o último tick do 
simulador; 
 𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐹𝑖𝑛𝑒 – Diferença entre o tempo do sistema em que este método 
está a ser chamado e o tempo do sistema em que ocorreu o último tick do 
simulador (𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐶𝑜𝑎𝑟𝑠𝑒). Ou seja, é o tempo de sistema decorrido desde 
que foi obtido o último tick do TSIM até ao momento da chamada do método; 
 𝑠𝑦𝑠𝑇𝑠𝑖𝑚𝑇𝑖𝑚𝑒𝑅𝑎𝑡𝑖𝑜 – Quociente entre o tempo do sistema e o tempo do 
TSIM. Esta relação não é constante ao longo do tempo e por isso definiu-se 
que este este quociente seria estimado a partir da média dos últimos 5 
quocientes obtidos em ticks anteriores. Este quociente representa também 
o declive da reta do primeiro ramo da função que estima o tempo de 
simulação em cada intervalo entre ticks sucessivos; 
 𝑢𝑛_𝑐𝑎𝑙𝑙_𝑝𝑒𝑟𝑖𝑜𝑑 – Intervalo de tempo, medido em referência ao tempo do 
TSIM, com que a plataforma VSIS tem acesso ao relógio interno do TSIM. 
Período de contagem dos ticks; 
 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒 – Tempo de simulação estimado neste método. 
Corresponde a uma estimativa do tempo decorrido no simulador (tempo de 
TSIM) desde o início da simulação; 
 𝑠𝑦𝑠𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒 – Instante (medido em milissegundos do tempo do 
sistema) em que ocorre a ramificação da função que estima o tempo de 
simulação, deixando a função de ser linear e passando a aproximar-se cada 
vez mais do valor do tempo do TSIM em que será obtido o próximo tick; 
 𝑡𝑠𝑖𝑚𝑇𝑖𝑚𝑒 – Tempo em que ocorreu o último tick do simulador (medido em 
tempo de TSIM) até ao momento da chamada deste método. 
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A função do tempo de simulação foi estimada para períodos de tempo entre dois 
ticks sucessivos, ou por outra, períodos em que se sabe quando ocorreu o último tick e 
se está à espera da obtenção do tick seguinte. O instante em que se obtém o tick 
seguinte corresponde também ao momento em que o valor do tempo de simulação é 
atualizado para o tempo do TSIM. Assim, é utilizada a variável 𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐹𝑖𝑛𝑒 com o valor 
do tempo do sistema decorrido desde o último tick, em vez do tempo do sistema 
decorrido desde o início da simulação até ao momento da chamada do método. 
A cada chamada deste método, a variável 𝑠𝑦𝑠𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒 é atualizada com 
o seguinte valor: 
 
𝑠𝑦𝑠𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒 = 0,90 × 𝑠𝑦𝑠𝑇𝑠𝑖𝑚𝑇𝑖𝑚𝑒𝑅𝑎𝑡𝑖𝑜 × 𝑢𝑛_𝑐𝑎𝑙𝑙_𝑝𝑒𝑟𝑖𝑜𝑑 (4.5) 
  
Através do quociente entre o tempo do sistema e o tempo de TSIM 
(𝑠𝑦𝑠𝑇𝑠𝑖𝑚𝑇𝑖𝑚𝑒𝑅𝑎𝑡𝑖𝑜), consegue-se estimar em que instante de tempo do sistema é que 
se espera obter o próximo tick. Sabe-se no entanto que esta relação não é constante e 
que foi estimada a partir de valores anteriores, que podem ser superiores ou inferiores 
ao quociente que se irá obter com a chegada do próximo tick. Assim, e garantindo a 
existência de uma margem de erro, assumiu-se que a função deveria ser ramificada 
quando o tempo decorrido correspondesse a 90% do tempo de sistema que deveria de 
facto decorrer até ao próximo tick caso a relação entre o tempo do sistema e o tempo 
do TSIM fosse constante e de valor 𝑠𝑦𝑠𝑇𝑠𝑖𝑚𝑇𝑖𝑚𝑒𝑅𝑎𝑡𝑖𝑜.  
 Caso o tempo de sistema decorrido desde o último tick obtido até ao momento 
da chamada deste método seja inferior ao valor de transição (𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐹𝑖𝑛𝑒 < 
𝑠𝑦𝑠𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒), o tempo de simulação deve ser calculado com base no primeiro 
ramo da função, ou seja:  
 
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒 =
𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐹𝑖𝑛𝑒
𝑠𝑦𝑠𝑇𝑠𝑖𝑚𝑇𝑖𝑚𝑒𝑅𝑎𝑡𝑖𝑜
+ 𝑡𝑠𝑖𝑚𝑇𝑖𝑚𝑒   (4.6) 
 
Neste caso, o tempo de simulação é calculado em função do tempo do sistema 
de uma forma linear, em que 
1
𝑠𝑦𝑠𝑇𝑠𝑖𝑚𝑇𝑖𝑚𝑒𝑅𝑎𝑡𝑖𝑜
 representa o declive da reta da função 
estimada. O tempo em que ocorreu o último tick (𝑡𝑠𝑖𝑚𝑇𝑖𝑚𝑒) é adicionado à equação, 
adaptando-a assim ao intervalo entre ticks para o qual a função está a ser calculada.  
Se, no entanto, 𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐹𝑖𝑛𝑒 ≥ 𝑠𝑦𝑠𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒, o tempo de simulação é 
calculado a partir da equação do segundo ramo da função estimada e a variável 
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒 toma o seguinte valor:  
  
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒 =  
−1
𝑠𝑦𝑠𝑇𝑖𝑚𝑒𝐹𝑖𝑛𝑒 + 100
+ 𝑢𝑛_𝑐𝑎𝑙𝑙_𝑝𝑒𝑟𝑖𝑜𝑑 + 𝑡𝑠𝑖𝑚𝑇𝑖𝑚𝑒 − 0,001 (4.7) 
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Por comparação com a equação geral da função (4.4) referida na secção 4.4.1.2, 
verifica-se que 𝑢𝑛_𝑐𝑎𝑙𝑙_𝑝𝑒𝑟𝑖𝑜𝑑 + 𝑡𝑠𝑖𝑚𝑇𝑖𝑚𝑒 representa o valor para o qual o tempo de 
simulação deverá tender à medida que o tempo do sistema avança e o próximo tick não 
é obtido. Tendo em conta o significado das variáveis 𝑢𝑛_𝑐𝑎𝑙𝑙_𝑝𝑒𝑟𝑖𝑜𝑑 e 𝑡𝑠𝑖𝑚𝑇𝑖𝑚𝑒, 
verifica-se que a soma de ambas corresponde ao instante (medido em tempo de TSIM) 
em que irá ocorrer o próximo tick. 
 
 
4.5 Extensão no módulo do núcleo 
  
O núcleo da plataforma VSIS é o elemento central responsável por executar 
procedimentos de teste, assim como por encaminhar e processar comandos, respostas 
e alertas gerados pelo processador de mensagens, pelos emuladores ou pelos 
dispositivos físicos reais. O núcleo é ainda responsável por registar todas as 
comunicações efetuadas no ficheiro de relatório de testes, comparar valores de saída 
com valores esperados e gerar relatórios de teste. A extensão implementada neste 
módulo tem como objetivo adaptar todas estas funcionalidades aos testes criados para 
o SWUT a correr no TSIM. 
Os módulos pertencentes ao núcleo da plataforma VSIS e que foram estendidos 
para a integração do TSIM consistiram, tal como referido anteriormente, na 
especificação de testes e no seu procedimento. Para a extensão no módulo do núcleo, 
foi criado um ficheiro XML com as especificações das mensagens a serem trocadas nos 
testes e implementada a classe CsimpleTestCase para os procedimentos de teste. 
A especificação de teste consiste num documento que contém a sequência de 
passos (steps) necessários para comprovar a funcionalidade dos casos de uso. Uma 
especificação de testes é composta por um ou vários procedimentos de testes e cada 
um é a materialização de um único cenário de teste. 
O procedimento de teste consiste num ficheiro de código que contém a 
sequência de estímulos a serem enviados para o emulador e verificações a serem 
realizadas nas respostas recebidas, de acordo com a especificação do teste e utilizando 
para isso os dados de configuração para os testes como entrada. Os procedimentos de 
teste descrevem o procedimento exato seguido para testar o SUT alvo, neste caso o 
SWUT do TSIM. Os procedimentos de teste são compostos por pelo menos um header 
file, um ficheiro de implementação e um ficheiro XML. O header file e o ficheiro de 
implementação detalham as ações exatas e cenários de teste esperados, enquanto o 
ficheiro XML contém os dados de entrada para o teste. A cada passo do procedimento 
de teste é incluída a telemetria a ser verificada e os valores esperados, os telecomandos 
a serem enviados e os parâmetros a serem configurados, assim como os tempos e 
condições para comandar, telemetria e eventos de bordo. 
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4.5.1 Desenvolvimento e execução de procedimentos de 
teste 
 
 Para desenvolver um procedimento de teste na VSIS, deve-se seguir o processo 
ilustrado na figura 22. 
1. A partir da especificação do procedimento de teste, é necessário identificar 
as entradas necessárias ao procedimento de teste e os valores esperados 
de saída com base nas especificações do SUT; 
2. Criar um objeto de procedimento de teste (objeto C++) capaz de realizar a 
interação necessária com o SUT, utilizando para isso as ferramentas 
disponíveis na plataforma; 
3. Criar os dados para o teste a partir das entradas e das saídas esperadas 
para cada par entrada/saída. Estes dados de configuração são guardados 
num ficheiro XML; 
4. Compilar todos os dados e proceder com a aplicação de teste final; 
5. Executar a aplicação de teste, escolhendo os procedimentos de teste e os 
dados. 
 
Após a execução do teste, são fornecidos relatórios de teste com a informação 
sobre o resultado geral dos diferentes procedimentos de teste executados e com todos 
os detalhes necessários para compreender a evolução do teste e identificar de uma 
forma precisa potenciais erros detetados num procedimento de teste específico. 
                                   Figura 22 - Procedimento de teste na VSIS [18] 
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4.5.2 Conceitos sobre o Procedimento de testes, 
mensagens e SDB 
 
Na VSIS toda a comunicação é realizada a partir de artefactos denominados 
mensagens, no caso das comunicações digitais. Neste projeto estes artefactos são 
criados para projetar diretamente os requisitos do SW do TSIM.  
As mensagens são descritas na estrutura SDB (System Database). Esta estrutura 
é responsável por instanciar todas as mensagens. Para construir todos os ficheiros SDB 
é necessário construir um ficheiro XML que especifique a estrutura de todas as 
mensagens e que será posteriormente convertido em ficheiros C++ a partir de 
ferramentas de configuração da plataforma VSIS. 
As mensagens são objetos de comunicação enviados/recebidos usando a 
interface de comunicação com sinais digitais ou ambientes simulados. Podem ser 
estruturas complexas de múltiplos tipos de informação e por isso são subdivididas em 
campos.  
Cada campo tem um espaço definido na mensagem e um tipo de dados que pode 
suportar. Na plataforma VSIS, os campos de um único tipo são definidos como “FIELDs”. 
Tanto os campos (“FIELDs”) como as mensagens, têm identificadores únicos usados nos 
ficheiros de procedimento de teste. 
No procedimento de testes são realizadas ações sobre as mensagens com os 
seguintes significados: 
 Ações SET – alterar os campos (“FIELDs”) das mensagens; 
 Ações GET – receber feedback do SUT, devolvendo o valor do campo 
pretendido da última mensagem recebida; 
 Ações CHECK – comparar os valores dos campos da mensagem recebida 
com os resultados esperados; 
 Ações SEND – enviar estímulos para o SUT, despoletando a transmissão 
de mensagens. 
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4.5.3 Ficheiro XML de interfaces 
 
 O ficheiro de interfaces é o ficheiro onde se declara o modelo de dados da 
aplicação (mensagens). Este ficheiro obedece a uma estrutura XML que é convertida 
para ficheiros do sistema de base de dados. Os ficheiros SDB são ficheiros destinados a 
criar os objectos utilizados pela aplicação na interface com o SUT ou com o SWUT. Para 
gerar estes ficheiros a partir dos ficheiros de interfaces, são utilizadas ferramentas da 
VSIS. Este ficheiro XML especifica a estrutura das mensagens utilizadas e é convertido 
automaticamente nos ficheiros C++ do SDB, a partir de ferramentas de configuração da 
VSIS, tal como referido. A figura 23 apresenta o ficheiro XML utilizado neste projeto. 
 
Para a validação de testes ao SWUT executado no TSIM, foram criadas as 
estruturas para duas mensagens com os seguintes nomes: COMMAND_MESSAGE_1 e 
RESPONSE_MESSAGE_1. A primeira consiste na mensagem enviada a partir da 
plataforma de testes para o simulador, enquanto a RESPONSE_MESSAGE_1 representa 
a mensagem enviada pelo simulador e recebida na VSIS. Como se pode ver no ficheiro 
XML apresentado na figura 23, cada mensagem é composta por 8 campos, cada um de 
1 byte. Cada campo tem também um nome específico e um identificador único, por 
exemplo o primeiro byte das mensagens será sempre armazenado no campo 
FUNCTION_CODE das mesmas. 
Figura 23 - Ficheiro XML de interfaces 
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4.5.4 Classe CSimpleTestCase 
 
Esta classe tem como objetivo implementar as ações exatas a realizar no SWUT de 
acordo com os cenários de teste requeridos.  
O cenário de teste para este projeto consistiu na validação das mensagens 
trocadas entre o TSIM e a plataforma de testes, tendo em conta o protocolo de 
comunicação estabelecido e referido anteriormente na secção 4.3.1.  
Os passos do teste (STEPs) pretendem comprovar a funcionalidade dos casos de 
uso que neste caso se limitam à verificação das mensagens de resposta esperadas 
dependendo das mensagens de comando enviadas. Foram criados 3 passos de teste. 
Nos dois primeiros são enviadas mensagens de comando normais (em que o primeiro 
byte é 0x01), enquanto no último passo é testado o fim da execução do simulador com 
o envio da mensagem de comando especial, em que o primeiro byte tem como valor 
0x80. 
Esta classe é composta por 3 métodos principais, correspondendo a cada um deles 
um passo (STEP) do teste: 
 int StepCallback001(void) 
 int StepCallback002(void) 
 int StepCallback003(void) 
 
O método StepCallback001() tem como objetivo testar se a mensagem de 
resposta recebida do TSIM corresponde à mensagem que se espera receber quando se 
envia uma mensagem de comando com a seguinte composição: [0x01 0x02 0x03 0x04 
0x05 0x06 0x07 0x08]. Neste caso, a mensagem de resposta esperada é uma mensagem 
com a seguinte composição: [0x02 0x02 0x03 0x04 0x05 0x06 0x07 0x08], tal como 
estabelecido no protocolo de comunicação estabelecido. 
Cada byte de dados corresponde a um campo da mensagem. Assim, para 
configurar a COMMAND_MESSAGE a ser enviada, é realizada a ação SET sobre os vários 
campos da mensagem. Quando todos os campos tiverem sido modificados, é utilizada a 
ação SEND para despoletar a transmissão da mensagem. 
Tal como foi já referido, para os casos de uso deste projeto o WaitTime() é apenas 
utilizado para verificar a mensagem de resposta recebida após um determinado número 
de milissegundos especificado pelo tester. No entanto, em testes mais complexos 
poder-se-á ter que esperar um determinado tempo decorrido no TSIM para verificar se 
ocorreram de facto certas ações esperadas. Um cenário de teste possível poderá 
consistir num sistema que ao receber uma mensagem deverá demorar no máximo 100 
milissegundos a alterar uma linha discreta de I/O. Neste cenário, o caso de uso do teste 
deveria ser enviar uma mensagem, esperar 100 milissegundos (com referência ao tempo 
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decorrido no TSIM) a partir do método WaitTime() e, decorrido esse tempo, verificar se 
o valor da linha discreta de I/O teria sido de facto alterada.  
O método WaitTime() existente na classe CtestCase chama por sua vez o método 
WaitTime() pertencente à classe CTSIMSimulationManager e que permite esperar um 
certo número de milissegundos em função do tempo decorrido no emulador, tal como 
referido na secção 4.4.2.3. 
No caso de uso deste projeto, a mensagem de resposta recebida 
(RESPONSE_VALUE), e proveniente do emulador, é verificada após ter decorrido o 
tempo especificado pelo tester. Posteriormente, os campos da mensagem 
RESPONSE_MESSAGE são comparados com os valores que se esperaria obter. O método 
StepCallback002() testa também o envio de uma mensagem de comando normal, sendo 
o procedimento semelhante ao relatado para o método anterior. 
O método StepCallback003() pretende verificar a validade da mensagem de 
resposta obtida pela plataforma de testes quando é enviada uma mensagem de 
comando de fim de comunicação para o simulador. Neste caso, é enviada uma 
mensagem em que o byte de dados do primeiro campo (FUNCTION_CODE) é 0x80. 
Espera-se que a RESPONSE_MESSAGE a ser verificada tenha o seu FUNCTION_CODE 
preenchido com o byte 0x82, indicando assim que irá finalizar a comunicação.  
Na figura 24 representada abaixo, encontra-se o cenário de uso de comunicação 
por mensagens implementado neste projeto, utilizando interfaces digitais.  
 
 
Figura 24 – Diagrama de sequência para o cenário de comunicação 
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O diagrama de sequência representa o cenário de comunicação utilizado nestes 
projeto. Inicialmente, no procedimento de teste (“Test Case” na figura 24) são definidos 
os diferentes campos da mensagem a enviar (MESSAGE_COMMAND) para o TSIM a 
partir da ação SET (secção 4.5.2). Na imagem esta operação encontra-se simplificada, 
tendo-se utilizado “FIELDS” para indicar que as ações são realizadas individualmente a 
cada campo. Posteriormente são atualizados os campos da mensagem 
COMMAND_MESSAGE aos quais foram efetuadas ações SET. A atualização dos 
diferentes campos da mensagem COMMAND_MESSAGE é feita a partir da classe 
CMessageGenerator existente na biblioteca interna do VSIS (representada como 
“Message Generator” na figura 24). A ação SET utilizada despoleta a transmissão da 
mensagem após modificação do estado da mesma. Assim, a mensagem é de seguida 
enviada para o TSIMBusProtocol (secção 4.3.3) criado (“Digital Protocol” na figura 24) 
através da ação SEND. A thread do procedimento de teste adormece de seguida e espera 
que decorram 1000 milissegundos no emulador. Entretanto o TSIMBusProtocol recebe 
a mensagem de resposta (RESPONSE_MESSAGE) proveniente do TSIM e encaminha-a 
para o Checker do teste (Message Checker). Decorridos os 1000 milissegundos no 
emulador, a thread do procedimento de teste é acordada e o Checker compara 
finalmente os campos da mensagem com os valores dos campos que se esperaria ter 
recebido, de acordo com a mensagem enviada. O passo (STEP) do teste termina após 
ter sido realizada a comparação no Checker. 
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4.5.4 Relatório de teste 
 
Após execução do teste, a informação relativa ao mesmo, é resumida e obtida no 
relatório de teste. As figuras 25 e 26 apresentam o relatório de teste obtido neste 
projeto. Este relatório agrega alguma informação que os engenheiros de teste podem 
utilizar de forma a terem acesso ao resultado geral dos diferentes procedimentos de 
teste executado. 
 
Na figura 25 pode-se verificar que é apresentada informação sobre o teste, com 
a descrição do mesmo, o autor, a versão e data de execução. É também apresentado um 
resultado geral, que indica se os procedimentos de teste passaram nos testes (“PASS”) 
ou se falharam (“FAIL”). Alguma informação sobre a execução do procedimento de teste  
é também apresentada com indicação do número de passos ocorridos (STEPs) em cada 
iteração e os resultados de cada STEP individualmente. 
Na figura 26 está representada a parte do relatório de teste com os resultados 
do primeiro passo do teste. As primeiras 3 colunas identificam o tempo em que ocorreu 
                                              Figura 25 – Relatório de teste 
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cada ação, o tipo da ação e a descrição dos campos em que atuou. Nas 4 últimas colunas, 
são apresentados os valores obtidos e associados a cada ação, o tipo de comparação 
que é feita entre os valores obtidos e os esperados quando a ação é do tipo CHECK, o 
valor que se esperava obter na comparação e o resultado obtido a partir da ação CHECK. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 26 – STEP 1 no relatório de teste 
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Capítulo 5  
 
Conclusões e trabalho futuro 
 
Este capítulo apresenta um resumo do trabalho efetuado, assim como os resultados 
obtidos. São retiradas conclusões sobre os resultados experimentais obtidos e é descrita 
a contribuição deste projeto. São ainda feitas sugestões relativamente ao trabalho 
futuro a desenvolver.  
 
 
5.1 Contribuições 
 
As principais contribuições para este projeto consistiram no seguinte: 
 Integração de um emulador do processador ERC32 (TSIM) na plataforma 
de validação de sistemas (VSIS) desenvolvida pela Critical Software.  
 Definição e execução de testes de integração e de sistema 
 Implementação de algoritmos de sincronização temporal para a 
comunicação entre o emulador do processador (TSIM) e a plataforma de 
validação de sistemas (VSIS).  
 
A integração do TSIM na plataforma de validação de sistemas VSIS permitiu que 
fossem realizados testes automáticos ao SWUT criado e executado no emulador TSIM. 
Os algoritmos de sincronização implementados permitem que a plataforma de validação 
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de testes tenha controlo sobre o SWUT executado em tempo real no emulador do 
processador. 
O nível de abstração das implementações efetuadas neste projeto permite que o 
SWUT utilizado seja futuramente substituído pelo OBSW de satélites reais permitindo 
sejam executados testes sobre o mesmo, na plataforma VSIS. Os algoritmos de 
sincronização implementados continuam também a ser aplicáveis neste caso, sem que 
necessitem de sofrer alterações de maior, já tal não depende do protocolo utilizado para 
cada sistema a ser testado. Pelo contrário, a sincronização é feita a partir de uma função 
existente na biblioteca do TSIM que permite um acesso síncrono ao tempo decorrido no 
simulador. 
Este projeto consistiu num processo estruturado, com obtenção de resultados em 
cada fase de implementação, permitindo que os objetivos fossem cumpridos. 
 
 
5.2 Trabalho futuro 
 
Tendo em conta o trabalho que se poderá vir a realizar no futuro, a integração do 
emulador na plataforma de validação de sistemas será útil à realização de testes 
automáticos ao OBSW real de naves espaciais específicas, cujos processadores possam 
ser emulados pelo TSIM. Assim, num trabalho futuro poder-se-á substituir o SWUT 
desenvolvido neste projeto pelo OBSW de naves espaciais. 
Neste projeto, o TSIM simulou um sistema de computador uniprocessador 
baseado no processador ERC32. No entanto, este simulador pode também ser utilizado 
para emular processadores de mais alto desempenho, como é o caso dos processadores 
LEON 2/3/4, utilizados em diversas missões espaciais. Numa fase mais avançada de 
desenvolvimento, o TSIM pode ainda ser substituído pelo próprio ERC32, testando-se 
assim um cenário mais realista de voo.  
Seria também de extrema utilidade num trabalho futuro, a utilização de um 
protocolo de rede de comunicação standard para ligações de alta velocidade (protocolo 
Spacewire [39]) na validação da comunicação entre a plataforma de testes e o emulador 
de CPU. 
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