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Abstract
Avikainen proved in [4] the estimate E[|f(X) − f(X̂)|q] ≤ C(p, q)E[|X − X̂|p]
1
p+1 for
p, q ∈ [1,∞), one-dimensional random variables X with the bounded density function and X̂ ,
and a function f of bounded variation in R. In this article, we will provide multi-dimensional
analogues of this estimate for functions of bounded variation in Rd, Orlicz–Sobolev spaces,
Sobolev spaces with variable exponents and fractional Sobolev spaces. The main idea of our
arguments is to use Hardy–Littlewood maximal estimates and pointwise characterizations of
these function spaces. We will apply main statements to numerical analysis on irregular func-
tionals of a solution to stochastic differential equations based on the Euler–Maruyama scheme
and the multilevel Monte Carlo method, and to estimates of the L2-time regularity of decou-
pled forward–backward stochastic differential equations with irregular terminal conditions.
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1 Introduction
Numerical analysis for stochastic differential equations (SDEs) is one of significant research subjects
in the field of stochastic calculus, and it has been studied from both sides of the theory and
application. As a numerical scheme for solutions to SDE dX(t) = b(X(t))dt + σ(X(t))dB(t),
t ∈ [0, T ] driven by a Brownian motion B, one often use the Euler–Maruyama scheme X(h) with
time step h ∈ (0, T ) (see, [51]), and the weak and strong rates of its convergence has been widely
studied, e.g., [6, 32, 34, 54, 55, 82] for weak rate, [4, 7, 13, 35, 63, 65, 68, 69, 81] for strong
rate, [2, 42, 67] for backward schemes and [45, 75] for tamed schemes. In particular, Bally and
Talay [6] provided the expansion E[f(X(T ))] − E[f(X(h)(T ))] = −Ch + Qhh2 for any bounded
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measurable function f and times step h = T/n, which shows the weak rate of convergence is one
(see, also [32, 34, 54, 82]). On the other hand, in this article, for an irregular function f (e.g.,
bounded variation or Sobolev differentiable) and q ∈ [1,∞), we are interested in the strong rate of
convergence for
E
[∣∣∣f(X(T ))− f(X(h)(T ))∣∣∣q] (1)
(see, Corollary 3.6), in order to apply the multilevel Monte Carlo (MLMC) method. Heinrich
[41] firstly introduced the MLMC method for parametric integrations, and Giles [28] proposed the
method for SDEs based on the Euler–Maruyama scheme X(h) as a generalization of the statistical
Romberg method by Kebaier [49]. The MLMC method can reduce the computational complexity
for the mean squared error E[|Ŷ −E[f(X(T )]|2], where Ŷ is an estimator for f(X(T )), and requires
the rate of convergence for (1) with q = 2. If the function f is α-Ho¨lder continuous with α ∈ (0, 1],
then (1) can be estimated above by ‖f‖qαE[|X(T )−X(h)(T )|qα], where ‖f‖α := supx 6=y |f(x)−f(y)||x−y|α ,
and thus its strong rate of convergence can be obtained under suitable assumptions on the coef-
ficients of SDE (e.g., [7, 13, 35, 51, 63, 65, 68, 69]). However, if the function f is irregular, then
such an estimate is not trivial.
Motivated by such a problem, Avikainen [4] proved that for p, q ∈ [1,∞), one-dimensional
random variables X with the bounded density function pX and X̂ , and a function f of bounded
variation in R (e.g., payoff of the binary options in mathematical finance), it holds that
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ 3q+1V (f)q (sup
x∈R
pX(x)
) p
p+1
E
[∣∣∣X − X̂∣∣∣p] 1p+1 , (2)
where V (f) is the total variation of f . Note that this estimate is optimal, that is, the equality
holds for some X , X̂ and f . The proof of this estimate is based on the following three ideas. The
first idea is to use the Lipschitz continuity of the distribution function of X , which is equivalent to
the existence of the bounded density function of X . If the distribution function of X is Ho¨lder con-
tinuous instead of the Lipschitz continuity, then a generalized Avikainen’s estimate holds, and then
it can be applied to error estimates for numerical schemes of stochastic processes (see, [81]). The
second idea is to use Skorokhod’s “explicit” representation of X for embedding to the probability
space ([0, 1],B([0, 1]),Leb) (e.g., Section 3 in [85]). For multi-dimensional random variables, this
representation is known as Skorokhod’s embedding theorem (e.g., Theorem 2.7 in [46]). However,
it might be difficult to apply it for extending the estimate (2) in the multi-dimensional case since
its representation is not explicit. The third idea is that every function f of (normalized) bounded
variation in R can be expressed as the integral of the indicator function of the form 1(z,∞) with
respect to the singed measure ν(dz) of bounded variation. Then the estimate (2) can be obtained
by considering the estimate (2) for f(x) = 1(z,∞)(x) (see, Lemma 3.4 in [4] and Proposition 5.3 in
[30] for simpler proof).
In this article, inspired by [4], we will provide multi-dimensional analogues of Avikainen’s
estimate (2). Unfortunately, as mentioned above, it might be difficult to use the ideas of the
one-dimensional case, and to the best of our knowledge, there is no study of multi-dimensional
Avikainen’s estimates. Therefore instead of them, as a completely different approach, we will use
the Hardy–Littlewood maximal operatorM and its various estimates for locally finite vector valued
2
measures ν, which is defined by
Mν(x) := sup
s>0
−
∫
B(x;s)
d|ν|(z), −
∫
B(x;s)
d|ν|(z) := |ν|(B(x; s))
Leb(B(x; s))
, x ∈ Rd,
where |ν| is the total variation of ν and B(x; r) is a closed ball of Rd with center x and radius r.
This operator is significant in the fields of real analysis and harmonic analysis, and satisfies the
following Hardy–Littlewood maximal weak type estimate
Leb({x ∈ Rd ; Mν(x) > λ}) ≤ A1|ν|(Rd)λ−1, λ > 0.
Using this estimate, we will prove that for any random variables X, X̂ : Ω→ Rd with the density
functions pX and pX̂ with respect to Lebesgue measure, respectively, f ∈ BV (Rd) ∩ L∞(Rd),
p ∈ (0,∞) and q ∈ [1,∞), if either pX or pX̂ is bounded, then it holds that
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ C(p, q)E [∣∣∣X − X̂∣∣∣p] 1p+1 (3)
for some constant C(p, q) (for more details, see, Theorem 2.11). Here, BV (Rd) is the class of
functions f of bounded variation in Rd, which is a subset of L1(Rd) such that the total variation
|Df |(Rd) = ∫
Rd
|Df | of the Radon measure Df defined by∫
Rd
|Df | := sup
{∫
Rd
f(x)divg(x)dx ; g ∈ C1c (Rd;Rd) and sup
x∈Rd
|g(x)| ≤ 1
}
is finite, where the Radon measure Df is defined as the generalized derivative formulated as
integration by parts for functions of bounded variations (for more details, see, Section 2.1). The
most important property of f ∈ BV (Rd) which we use in this article is the following pointwise
estimate (see, Lemma 2.13 and Remark 2.14)
|f(x)− f(y)| ≤ K1|x− y|
{
M2|x−y|(Df)(x) +M2|x−y|(Df)(y)
}
, a.e. x, y ∈ Rd, (4)
where for R > 0, MRν is the restricted Hardy–Littlewood maximal function defined by
MRν(x) := sup
0<s≤R
−
∫
B(x;s)
d|ν|(z), x ∈ Rd.
It is worth noting that Haj lasz [36, 37] characterized Sobolev spaces W 1,p(Rd), 1 ≤ p < ∞ by
using a pointwise estimate similar to (4), and defined Sobolev spaces on metric spaces using its
pointwise estimate. On the other hand, Lahti and Tuominen [61], and Tuominen [84] generalized
this characterization to BV (Rd) and the Orlicz–Sobolev space W 1,Φ(Rd) with a Young function
Φ such that both Φ and its complementary function Ψ satisfy the ∆2-condition (or are dou-
bling). Moreover, the Sobolev space W 1,p(·)(Rd) with a variable exponent p : Rd → [1,∞] and
the fractional Sobolev space W s,p(Rd) for (s, p) ∈ (0, 1) × [1,∞) also satisfy some pointwise es-
timates similar to (4). Inspired by these facts, we will also provide estimates similar to (3) for
f ∈ {W 1,Φ(Rd) ∪ W 1,p(·)(Rd) ∪ W s,p(Rd)} ∩ L∞(Rd). Note that our approach to use Hardy–
Littlewood maximal estimates and pointwise estimates is also applicable to the one-dimensional
case.
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Finally, we will present the other application of Avikanen’s estimate. Recently several nu-
merical schemes based on machine learning for high-dimensional forward–backward stochastic dif-
ferential equations (FBSDEs) have been studied (e.g., [19, 39, 43]). In particular, Hure´, Pham
and Warin [43] proposed numerical schemes based on a backward dynamic programming equation,
and they provided an upper bound of their squared error. Applying the estimate (3) to its upper
bound, we can ensure the convergence of their numerical schemes for solutions to high-dimensional
FBSDEs with irregular terminal conditions (see, Theorem 3.11 for the L2-time regularity of BSDEs
and Remark 3.12).
This article is structured as follows. In section 2, we first recall the definitions of functions of
bounded variation in Rd, Orlicz–Sobolev spaces, Sobolev spaces with variable exponents, fractional
Sobolev spaces and the Hardy–Littlewood maximal function, and recall its estimates on their
function spaces. Then we will provide multi-dimensional analogues of Avikainen’s estimate (see,
Theorem 2.11 2.17, 2.20, 2.22) for their function spaces. In section 3, we will apply main statements
to numerical analysis on irregular functionals of a solution to stochastic differential equations based
on the Euler–Maruyama scheme and the multilevel Monte Carlo method, and to estimates of the
L2-time regularity of decoupled FBSDEs with irregular terminal conditions.
Notations
We give some basic notations and definitions used throughout this article. We consider that
elements of Rd are column vectors, and for x ∈ Rd, we denote x = (x1, . . . , xd)⊤. Let C1c (U ;Rq)
be the space of Rq-valued functions on an open set U of Rd with compact support such that the
first continuous partial derivatives on U exist. For smooth functions f : Rd → Rd and g : Rd → R,
we define the divergence of f by divf :=
∑d
i=1
∂fi
∂xi
and the gradient of g by ∇g = ( ∂g∂x1 , . . . ,
∂g
∂xd
)⊤.
For a bounded measurable function f : Rd → Rq, the supremum norm of f is defined by ‖f‖∞ :=
ess supx∈Rd |f(x)|. For measurable functions f, g : Rd → R, we denote
‖f‖Lr(Rd,g) :=

(∫
Rd
|f(x)|rg(x)dx
)1/r
, if r ∈ [1,∞),
‖f‖∞, if r =∞
and the class of all functions with ‖f‖Lr(Rd,g) < ∞ by Lr(Rd, g). In particular, if g ≡ 1, then
we use the notation Lr(Rd) as usual Lr space in Rd. For s > 0 and x ∈ Rd, we denote open
and closed balls by U(x; s) := {y ∈ Rd ; |y − x| < s} and B(x; s) := {y ∈ Rd ; |y − x| ≤ s},
respectively. For an invertible d × d-matrix A = (Ai,j)1≤i,j≤d, we denote |A|2 :=
∑d
i,j=1 A
2
i,j and
gA(x, y) =
exp(− 12 〈A−1(y−x),y−x〉Rd)
(2π)d/2
√
detA
, and gc(x, y) = gcI(x, y) for c > 0, where the matrix I is the
identity matrix. We denote the gamma function by Γ(x) :=
∫∞
0 t
x−1e−tdt for x ∈ (0,∞).
2 Multi-dimensional Avikainen’s estimates
Let (Ω,F ,P) be a probability space and d ≥ 1. In this section, we provide multi-dimensional
analogues of Avikainen’s estimate for any random variables X with the bounded density function,
X̂ with the density function and for functions of bounded variation in Rd, Orlicz–Sobolev spaces,
Sobolev spaces with variable exponents and fractional Sobolev spaces.
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2.1 Function spaces
In this subsection, we provide the definitions of functions of bounded variation in Rd, Orlicz–
Sobolev spaces, Sobolev spaces with variable exponents and fractional Sobolev spaces.
Bounded variation in Rd
We first recall the definition of functions of bounded variation in an open subset U of Rd. For
more detail, we refer to [21, 31]. A function f ∈ L1(U) has bounded variation in U , denoted by
f ∈ BV (U), if
sup
{∫
U
f(x)divg(x)dx ; g ∈ C1c (U ;Rd), sup
x∈U
|g(x)| ≤ 1
}
<∞.
It follows from the structure theorem (e.g., Section 5.1, Theorem 1 in [21]) that for f ∈ BV (U),
there exists a vector valued Radon measure Df on (U,B(U)) such that the following integration
by parts formula holds:∫
U
f(x)divg(x)dx = −
∫
U
〈g(x), Df(dx)〉Rd , for all g ∈ C1c (U ;Rd).
Then we denote∫
U
|Df | := sup
{∫
U
f(x)divg(x)dx ; g ∈ C1c (U ;Rd) and sup
x∈U
|g(x)| ≤ 1
}
and we call it the total variation of f in U . A function f ∈ L1loc(U) has locally bounded variation
in U , denoted by f ∈ BVloc(U), if
∫
V
|Df | < ∞ for any open set V ⊂ U such that its closer V is
compact and V ⊂ U .
We say a Borel subset E of Rd has locally finite perimeter in U if 1E ∈ BVloc(U), and we say
E is a Caccioppoli set if it has locally finite perimeter in every bounded open subset U of Rd.
Remark 2.1. (i) BV (U) is a Banach space with the norm ‖f‖BV (U) := ‖f‖L1(U) +
∫
U |Df |
(see, Remark 1.12 in [31]).
(ii) Let {fn}n∈N be a sequence of functions in BV (U) which converges to f in L1loc(U). Then it
holds that
∫
U
|Df | ≤ lim infn→∞
∫
U
|Dfn| (semi-continuity, e.g., Section 5.2, Theorem 1 in
[21] or Theorem 1.9 in [31]).
(iii) Sobolev’s inequality holds on BV (Rd), that is, if f ∈ BV (Rd) and d ≥ 2, then there exists
C > 0 such that ‖f‖Ld/(d−1)(Rd) ≤ C
∫
Rd
|Df |, (see, Section 5.6, Theorem 1 (i) in [21] or
Theorem 1.28 (A) in [31]). And if d = 1, then ‖f‖∞ ≤
∫
R
|Df |. Indeed, in the same way
as the proof of Theorem 1 in Section 5.6 of [21], we choose fk ∈ C1c (R;R), k ∈ N such that
fk → f a.e. and
∫
R
|f ′k(z)|dz →
∫
R
|Df | as k → ∞. Then by the fundamental theorem of
calculus, |fk(x)| ≤ |
∫ x
−∞ f
′
k(z)dz| ≤
∫
R
|f ′k(z)|dz, which implies ‖f‖∞ ≤
∫
R
|Df |.
(iv) In the theory of stochastic calculus, Caccioppoli sets are related to reflected Brownian motions
(see, [14, 25, 26]).
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Example 2.2. (i) Let W 1,1(U) be the Sobolev space. Then W 1,1(U) ⊂ BV (U) (see, e.g., Sec-
tion 5.1, Example 1 in [21] or Example 1.2 in [31]).
(ii) Let E be a bounded subset of Rd with C2 boundary. Then 1E ∈ BV (U) \W 1,1(U). In this
case, it holds that the Gauss–Green formula∫
E
divg(x)dx =
∫
∂E
〈g(x), νE(x)〉RdHd−1(dx), for all g ∈ C1c (U ;Rd)
and
∫
U
|D1E | = Hd−1(U ∩ ∂E), where νE(x) is the outward unit normal vector to ∂E at
x and Hd−1 is the (d − 1)-dimensional Hausdorff measure (see, e.g., Example 1.4 in [31]).
Moreover, De Giorgi’s structure theorem (e.g., Theorem 15.9 in [64] or Section 5.8, Theorem
1 in [21]) shows the generalized Gauss–Green formula for Caccioppoli sets or locally finite
perimeter sets in Rd.
Orlicz–Sobolev spaces
We now recall the definition of the Orlicz–Sobolev space W 1,Φ(Rd) for given a Young function
Φ. For more detail, we refer to [40, 74]. We first recall the definitions of Young functions and
N-functions. A convex function Φ : [0,∞) → [0,∞] is called a Young function if it satisfies the
conditions: Φ(0) = 0 and limx→∞Φ(x) =∞. A Young function Φ has the following integral form
Φ(x) =
∫ x
0
ϕ(y)dy, x ∈ [0,∞),
where ϕ : [0,∞)→ [0,∞] is non-decreasing and left continuous such that ϕ(0) = 0, and if ϕ(x) =∞
for x ≥ a ≥ 0, then Φ(x) = ∞ for x ≥ a (see, e.g., Section 1.3, Corollary 2 in [74]). For given
a Young function Φ, the complementary function Ψ : [0,∞) → [0,∞] of Φ and the generalized
inverse Φ−1 : [0,∞]→ [0,∞] of Φ are defined by
Ψ(x) := sup
y≥0
{yx− Φ(y)} =
∫ x
0
ϕ−1(y)dy and Φ−1(x) := inf{y ≥ 0 ; Φ(y) > x},
where ϕ−1(x) := inf{y ≥ 0 ; ϕ(y) > x}, x ≥ 0. A Young function Φ is called an N-function if it
is continuous such that Φ(x) = 0 iff x = 0, and limx→0Φ(x)/x = 0, limx→∞Φ(x)/x = ∞. Here,
continuity in the topology of C([0,∞); [0,∞]) means that limy→xΦ(y) = Φ(x) for every point
x ∈ [0,∞) regardless of whether Φ(x) is finite or infinite (e.g., page 14 on [40]). For given a Young
function Φ, the Orlicz space LΦ(Rd) is defined by
LΦ(Rd) :=
⋃
α>0
{
f : Rd → R ;
∫
Rd
Φ(α|f(x)|)dx <∞
}
.
This function space is a Banach space with the Luxemburg norm
‖f‖LΦ(Rd) := inf
{
λ > 0 ;
∫
Rd
Φ
( |f(x)|
λ
)
dx ≤ 1
}
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(e.g., Section 3.3, Theorem 10 in [74]), and if Ψ is the complementary function of Φ, then the
generalized Ho¨lder’s inequality∫
Rd
|f(x)g(x)|dx ≤ 2‖f‖LΦ(Rd)‖g‖LΨ(Rd) (5)
holds for any f ∈ LΦ(Rd) and g ∈ LΨ(Rd) (e.g., Section 3.3, Proposition 1 in [74]).
A Young function Φ satisfies the ∆2-condition (or is doubling) if there exists C > 0 such that
for each x > 0, Φ(2x) ≤ CΦ(x). More specifically, various characterizations (equivalent conditions)
of the ∆2-condition are described in Section 2.3 of [74].
For a Young function Φ, the Orlicz–Sobolev space W 1,Φ(Rd) is defined by
W 1,Φ(Rd) :=
{
f ∈ LΦ(Rd) ; |Df | ∈ LΦ(Rd)} ,
where Df := (D1f, . . . , Ddf)
⊤ is the vector of the first order weak partial derivatives Dif of f for
i = 1, . . . , d (e.g., Section 9.3, Definition 1 in [74]).
Remark 2.3. (i) The complementary function Ψ to a Young function Φ is also a Young function
(e.g., page 10 on [74], or page 14 on [40] and Lemma 2.4.2 in [40]).
(ii) The complementary function Ψ to an N-function Φ is also an N-function. Indeed, Ψ is
continuous since Ψ is convex and Ψ(0) = 0 by Remark 2.3 (i) (e.g., page 14 on [40] and
Lemma 2.4.2 in [40]). We next assume Ψ(x) = 0. Then for y > 0, we obtain x ≤ Φ(y)/y.
Thus we have x = 0 by limy→0Φ(y)/y = 0. On the other hand, since ϕ is non-decreasing,
we obtain Φ(x)/x ≤ ϕ(x) ≤ Φ(2x)/x, x > 0. Thus Φ satisfies limx→0Φ(x)/x = 0 and
limx→∞Φ(x)/x =∞ if and only if ϕ satisfies limx→0 ϕ(x) = 0 and limx→∞ ϕ(x) =∞. This
implies that limx→0Ψ(x)/x = 0 and limx→∞Ψ(x)/x =∞.
(iii) In general, the complementary function Ψ to a Young function Φ does not always satisfy
the ∆2-condition even if Φ satisfies the ∆2-condition (e.g., Φ(x) =
∫ x
0
log(1 + y)dy = (1 +
x) log(1 + x)− x, x ∈ [0,∞)).
(iv) The following inclusion relations hold W 1,Φ(Rd) ⊂ W 1,1loc (Rd) ⊂ BVloc(Rd). Indeed, the
first relation is shown by using Jensen’s inequality for the convex function Φ or using the
generalized Ho¨lder’s inequality (5).
(v) If a Young function Φ satisfies the ∆2-condition, then the Orlicz space L
Φ(Rd) coincides with
the set of all functions f which satisfy
∫
Rd
Φ(|f(x)|)dx <∞.
Example 2.4. (i) Let 1/p + 1/q = 1 with 1 < p < ∞ and Φ(x) := xp/p, x ∈ [0,∞). Then
Φ and its complementary Ψ(x) = xq/q, x ∈ [0,∞) are N-functions and satisfy the ∆2-
condition. Moreover, the Orlicz spaces LΦ(Rd) and LΨ(Rd) are equivalent to the classical
Lebesgue spaces Lp(Rd) and Lq(Rd), respectively.
(ii) Let p > 1 and α > 0, or p > 1−α and −1 ≤ α < 0. Then the function Φ(x) := xp(log(e+x))α,
x ∈ [0,∞) and its complementary function Ψ are N-functions and satisfy the ∆2-condition.
Note that the Orlicz–Sobolev spaces with such Φ are used and studied in [1, 47]. We only check
that Φ and Ψ satisfy the ∆2-condition. Let x > 0. Since log(e+x) ≤ log(e+2x) ≤ 2 log(e+x),
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we obtain Φ(2x) ≤ 2pmax{1, 2α}Φ(x). On the other hand, if p > 1 and α > 0, we obtain for
any y ≥ 0,
y(2x)− Φ(y) ≤ 2yx− yp
{
log
(
e+
y
2
1
p−1
)}α
= 2
p
p−1
{
y
2
1
p−1
x− Φ
(
y
2
1
p−1
)}
.
Thus Ψ(2x) ≤ 2 pp−1Ψ(x). If p > 1− α and −1 ≤ α < 0, since the function y 7→ log(e+ y) is
concave, we obtain for any y ≥ 0,
y(2x)− Φ(y) ≤ 2yx− 2 αα+p−1 yp
{
log
(
e+
y
2
1
α+p−1
)}α
= 2
α+p
α+p−1
{
y
2
1
α+p−1
x− Φ
(
y
2
1
α+p−1
)}
.
Thus Ψ(2x) ≤ 2 α+pα+p−1Ψ(x).
(iii) Let Φ be an N-function and let f ∈ L1(Rd) be a continuous and strictly positive function with
lim|x|→∞ f(x) = 0, then f ∈ LΦ(Rd). Indeed, for any α > 0, there exists K > 0 such that
Cα := sup|x|>K
Φ(αf(x))
αf(x) <∞. Thus since Φ is non-decreasing and f is bounded on B(0;K),
we obtain
∫
Rd
Φ(α|f(x)|)dx ≤ Leb(B(0;K))Φ(α supx∈B(0;K) |f(x)|) + αCα‖f‖L1(Rd) <∞.
Sobolev spaces with variable exponents
We next recall the definition of the Sobolev space W 1,p(·)(Rd) with a variable exponent p. This
function space is defined as one of generalized Orlicz spaces (also known as Musielak–Orlicz spaces)
by the modular f 7→ ∫
Rd
|f(x)|p(x)dx. For more detail, we refer to [18].
A measurable function p : Rd → [1,∞] is called a variable exponent on Rd, and denoted by
p ∈ P(Rd). We define
p− := ess inf
x∈Rd
p(x) and p+ := ess sup
x∈Rd
p(x).
The Lebesgue space Lp(·)(Rd) with a variable exponent p ∈ P(Rd) is defined by
Lp(·)(Rd) :=
⋃
α>0
{
f : Rd → R ;
∫
Rd
|αf(x)|p(x) dx <∞
}
This function space is a Banach space with respect to the norm
‖f‖Lp(·)(Rd) := inf
{
λ > 0 ;
∫
Rd
∣∣∣∣f(x)λ
∣∣∣∣p(x) dx ≤ 1
}
(e.g., Theorem 3.2.7 in [18]). Let p, q, s ∈ P(Rd) and assume that
1
s(x)
=
1
p(x)
+
1
q(x)
, a.e. x ∈ Rd.
Then for any f ∈ Lp(·)(Rd) and g ∈ Lq(·)(Rd), the generalized Ho¨lder’s inequality
‖fg‖Ls(·)(Rd) ≤ 2‖f‖Lp(·)(Rd)‖g‖Lq(·)(Rd) (6)
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holds (see, Lemma 3.2.20 in [18]). In the case s = p = q =∞, we use the convention s/p = s/q = 1.
We say a function f : Rd → R is locally log-Ho¨lder continuous on Rd if there exists C > 0
such that for any x, y ∈ Rd,
|f(x)− f(y)| ≤ C
log(e + 1/|x− y|) .
More specifically, various characterizations (equivalent conditions) of the locally log-Ho¨lder conti-
nuity is described in Lemma 4.1.6 of [18]. We say that f : Rd → R satisfies the log-Ho¨lder decay
condition if there exist f∞ ∈ R and C > 0 such that for any x ∈ Rd,
|f(x)− f∞| ≤ C
log(e + |x|) . (7)
We say that f : Rd → R is globally log-Ho¨lder continuous on Rd if it is locally log-Ho¨lder continuous
on Rd and satisfies the log-Ho¨lder decay condition. If f : Rd → R is globally log-Ho¨lder continuous
on Rd, then the constant f∞ in (7) is unique and f is bounded (e.g., page 100 on [18]). We define
P log(Rd) := {p ∈ P(Rd) ; 1/p is globally log-Ho¨lder continuous}
and define p∞ by 1/p∞ := lim|x|→∞ 1/p(x). As usual we use the convention 1/∞ := 0.
The Sobolev space W 1,p(·)(Rd) with a variable exponent p ∈ P(Rd) is defined by
W 1,p(·)(Rd) :=
{
f ∈ Lp(·)(Rd) ; |Df | ∈ Lp(·)(Rd)
}
,
where Df := (D1f, . . . , Ddf)
⊤ is the vector of the first order weak partial derivatives Dif of f for
i = 1, . . . , d (see, e.g., Definition 8.1.2 in [18]).
Remark 2.5. (i) For p ∈ P log(Rd), although 1/p is bounded, p is not always bounded (e.g.,
page 101 on [18]).
(ii) p ∈ P log(Rd) if and only if p∗ := p/(p− 1) ∈ P log(Rd), and then (p∞)∗ = (p∗)∞ (e.g., page
101 on [18]).
(iii) For p ∈ P(Rd) with p+ <∞, p ∈ P log(Rd) if and only if p is globally log-Ho¨lder continuous.
This is due to the fact that p 7→ 1/p is a bilipschitz mapping from [p−, p+] to [1/p+, 1/p−]
(e.g., Remark 4.1.5 in [18]).
(iv) Note that the following inclusion relations hold W 1,p(·)(Rd) ⊂ W 1,p−loc (Rd) ⊂ W 1,1loc (Rd). In-
deed, the first relation is shown by using the generalized Ho¨lder’s inequality (6).
Example 2.6. Let d = 1 and
p(x) := max
{
1− e3−|x|,min
{
6
5
,max
{
1
2
,
3
2
− x2
}}}
+ 1, x ∈ R.
Then p ∈ P log(R) and 1 < p− < p+ < ∞ (e.g., Example 1.3 in [66], or Example 9.1.15 and
Example 9.1.16 in [87]).
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Fractional Sobolev spaces
We finally recall the definition of the fractional Sobolev space W s,p(Rd). For more detail, we refer
to [17].
Let s ∈ (0, 1) be a fractional exponent and p ∈ [1,∞). The fractional Sobolev space W s,p(Rd)
is defined by
W s,p(Rd) :=
{
f ∈ Lp(Rd) ; |f(x)− f(y)||x− y|d/p+s ∈ L
p(Rd × Rd)
}
.
In the literature, the fractional Sobolev space is also called the Aronszajn, Gagliardo or Slobodeckij
space.
For s ∈ (0, 1) and p ∈ [1,∞) and f ∈W s,p(Rd), we denote the operator Gs,p by
Gs,pf(x) :=
(∫
Rd
|f(x)− f(y)|p
|x− y|d+sp dy
)1/p
, x ∈ Rd.
Then Gs,pf ∈ Lp(Rd).
2.2 Hardy–Littlewood maximal function and estimates
In this subsection, we provide the definition of the Hardy–Littlewood maximal function and recall
its estimates on function spaces defined in Section 2.1, which are well-known in the fields of real
analysis and harmonic analysis.
Let ν be a locally finite vector valued measure on Rd. The Hardy–Littlewood maximal operator
M for ν is defined by
Mν(x) := sup
s>0
−
∫
B(x;s)
d|ν|(z), −
∫
B(x;s)
d|ν|(z) := |ν|(B(x; s))
Leb(B(x; s))
,
where |ν| is the total variation of ν, and if ν(x) = f(x)dx, then we denote Mf(x).
The following lemma is well-known as the Hardy–Littlewood maximal weak and strong type
estimates.
Lemma 2.7. (i) Weak type estimate (e.g., Chapter III, Section 4.1, (a) in [79]). There exists
A1 > 0 such that for any finite Borel measure ν on R
d and λ > 0,
Leb
({
x ∈ Rd ; Mν(x) > λ}) ≤ A1|ν|(Rd)λ−1.
(ii) Strong type estimate (e.g., Chapter I, Section 1.3, Theorem 1 (c) in [79]). For any p ∈ (1,∞],
there exists Ap > 0 such that for any f ∈ Lp(Rd),
‖Mf‖Lp(Rd) ≤ Ap‖f‖Lp(Rd).
Remark 2.8. (i) The estimate in Lemma 2.7 (i) can be shown by the same way as the proof of
Theorem 1 (b) in Chapter I, Section 4.1 of [79] as an application of Vitali’s covering lemma
(e.g., Chapter I, Section 1.6, Lemma in [79]), and the constant A1 can be chosen as A1 = 5
d.
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(ii) The Hardy–Littlewood maximal operator is used to prove the flow property of ordinary
differential equations (ODEs) and stochastic differential equations (SDEs) with Sobolev co-
efficients. In particular, by using this maximal operator, Crippa and De Lellis [15] proved the
existence of a unique regular Lagrangian flow for ODEs with a local Sobolev coefficient, and
Zhang [89] (also see, [90]) studied the stochastic homeomorphism flows property for SDEs
with local Sobolev coefficients.
The following lemma shows that the ∆2-condition is equivalent to the Hardy–Littlewood
maximal strong type estimate on the Orlicz space.
Lemma 2.9 (Theorem 2.1 in [27]). Let Φ be an N-function and Ψ be its complementary function.
Then Ψ satisfies the ∆2-condition if and only if there exists AΦ > 0 such that for any f ∈ LΦ(Rd),
‖Mf‖LΦ(Rd) ≤ AΦ‖f‖LΦ(Rd).
The following lemma shows that the Hardy–Littlewood maximal strong type estimate holds
on the Sobolev space W 1,p(·)(Rd) with a variable exponents p ∈ P log(Rd).
Lemma 2.10 (e.g., Theorem 4.3.8 in [18]). Let p ∈ P log(Rd) with 1 < p−. Then there exists
Ap(·) > 0 such that for any f ∈ Lp(·)(Rd),
‖Mf‖Lp(·)(Rd) ≤ Ap(·)‖f‖Lp(·)(Rd).
2.3 Main statements
In this subsection, we state our main statements of this article as multi-dimensional analogues of
Avikainen’s estimate. We use notations 1/∞ := 0 and 1/0 :=∞ for convenience.
We first consider the case of bounded variation in Rd.
Theorem 2.11. Let X, X̂ : Ω → Rd be random variables which admit density functions pX and
pX̂ with respect to Lebesgue measure, respectively, and let r ∈ (1,∞]. Suppose that pX ∈ L∞(Rd).
Then for any f ∈ BV (Rd) ∩ Lr(Rd, pX) ∩ Lr(Rd, pX̂), p ∈ (0,∞) and q ∈ [1, r), it holds that
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ CBV (p, q, r)E [∣∣∣X − X̂∣∣∣p] 1−q/rp+1 , (8)
where the constant CBV (p, q, r) is defined by
CBV (p, q, r) :=

(2‖f‖∞)q−1
(
2Kp0‖f‖∞ +A1‖pX‖∞
∫
Rd
|Df |
)
, if r =∞,
2q−1
(
2Kp0 +A1‖pX‖∞
∫
Rd
|Df |
)
+
(
‖f‖Lr(Rd,pX) + ‖f‖Lr(Rd,pX̂)
)r
,
if r ∈ (1,∞), E[|X − X̂|p] < 1,
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂ )
)q
, if r ∈ (1,∞), E[|X − X̂|p] ≥ 1.
Here, K0 and A1 are the constants of the pointwise estimate (9) in Lemma 2.13 and of the Hardy–
Littlewood maximal weak type estimate in Lemma 2.7 (i), respectively.
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Remark 2.12. (i) In Theorem 2.11, we need the existence of density functions for both X
and X̂ in order to use the poinwise estimate (9) in Lemma 2.13. However, we assume the
boundedness only for one of them.
(ii) Recall that if d = 1, then BV (R) ⊂ L∞(R) (see, Remark 2.1 (iii)).
(iii) In the estimate (8) for r = ∞, the power 1/(p + 1) is optimal, that is, there exist f ∈
BV (Rd)∩L∞(Rd) and random variables X with the bounded density and X̂ such that both
sides in (8) coincide for some constant CBV (p, q,∞) (see, Theorem 2.4 (ii) in [4] for one-
dimensional case). Indeed, let X = (X1, . . . , Xd)
⊤ and X1, . . . , Xd be independent uniformly
distributed random variables on [0, 1]. For given ε ∈ (0, 1), we define X̂ = (X̂1, . . . , X̂d)⊤ by
X̂1 :=
{
X1, if X1 ∈
[
0, 1−ε2
) ∪ ( 12 , 1] ,
X1 +
ε
2
, if X1 ∈
[
1−ε
2 ,
1
2
]
and X̂i := Xi for i = 2, . . . , d. Then for any p ∈ (0,∞), we obtain
E
[∣∣∣X − X̂∣∣∣p] = (ε
2
)p
P
(
X1 ∈
[
1− ε
2
,
1
2
])
=
(ε
2
)p+1
.
Hence for f = 1[1/2,1]×F ∈ BV (Rd), F ∈ B(Rd−1) and q ∈ [1,∞), we have
E
[∣∣∣1[1/2,1]×F (X)− 1[1/2,1]×F (X̂)∣∣∣q] = E [1F (X2, . . . , Xd) ∣∣∣1[1/2,1](X1)− 1[1/2,1](X̂1)∣∣∣]
= Leb
(
F ∩ [0, 1]d−1)P(X1 ∈ [1− ε
2
,
1
2
])
= Leb
(
F ∩ [0, 1]d−1) ε
2
= Leb
(
F ∩ [0, 1]d−1)E [∣∣∣X − X̂∣∣∣p] 1p+1 .
Thus both sides in (8) coincide.
(iv) In the case of r ∈ (1,∞) and E[|X − X̂ |p] ≥ 1, the power of the right hand side of the
estimate (8) does not necessarily have to be 1−q/rp+1 and can be chosen arbitrarily. Indeed, for
any α ≥ 0, since E[|X − X̂ |p]α ≥ 1, we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ (‖f‖Lr(Rd,pX) + ‖f‖Lr(Rd,pX̂))q
≤
(
‖f‖Lr(Rd,pX) + ‖f‖Lr(Rd,pX̂)
)q
E
[∣∣∣X − X̂∣∣∣p]α .
Before proving Theorem 2.11, we give a pointwise estimate for functions of locally bounded
variation in Rd, which plays a crucial role in our arguments.
Lemma 2.13. Let f ∈ BVloc(Rd). Then there exist a constant K0 > 0 and a Lebesgue null set
N ∈ B(Rd) such that for all x, y ∈ Rd \N ,
|f(x)− f(y)| ≤ K0|x− y|M2|x−y|(Df)(x). (9)
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Remark 2.14. By the same way as the proof of Lemma 2.13, the following pointwise estimate
holds:
|f(x)− f(y)| ≤ K1|x− y|
{
M2|x−y|(Df)(x) +M2|x−y|(Df)(y)
}
, a.e. x, y ∈ Rd (10)
for someK1 > 0. Note that Theorem 3 in [61] shows that functions in BV (R
d) can be characterized
by this estimate. If both X and X̂ admit bounded density functions, we can use the pointwise
estimate (10) for proving Theorem 2.11 and Lemma 2.15, but we assume boundedness only for one
of them. Thus we need to modify the pointwise estimate from (10) to (9).
Proof of Lemma 2.13. The proof is based on Theorem 3.2 in [38]. We first note that if d ≥ 2, by
using Jensen’s inequality and Poincare´’s inequality for functions of locally bounded variation (see,
e.g., Section 5.6, Theorem 1 (ii) in [21]), there exists a constant C0 > 0 such that for any x ∈ Rd
and r > 0,
−
∫
B(x;r)
|f(z)− (f)x,r| dz ≤
(
−
∫
B(x;r)
|f(z)− (f)x,r|
d
d−1 dz
) d−1
d
≤ C0
Leb(U(x; r))
d−1
d
∫
U(x;r)
|Df |
≤ CdrMr(Df)(x), (11)
where (f)x,r := −
∫
B(x;r) f(z)dz and Cd := C0
√
πΓ(d/2 + 1)−1/d. If d = 1, there exists {fk}k∈N ⊂
C1(U(x; r);R) such that fk → f in L1(U(x; r)) and
∫
U(x;r) |f ′k(z)|dz →
∫
U(x;r) |Df | as k → ∞
(e.g., Section 5.2, Theorem 2 in [21] or Theorem 1.17 in [31]). Then by using Fatou’s lemma and
Lemma 1 in Section 4.5 of [21] with p = 1, there exists C1 > 0 such that
−
∫
B(x;r)
|f(z)− (f)x,r| dz ≤ lim inf
k→∞
−
∫
U(x;r)
−
∫
U(x;r)
|fk(z)− fk(y)| dydz
≤ C1r lim inf
k→∞
−
∫
U(x;r)
−
∫
U(x;r)
|f ′k(y)|dydz
= C1r−
∫
U(x;r)
|Df | ≤ C1rMr(Df)(x). (12)
Moreover, the Lebesgue differentiation theorem (e.g., Section 1.7, Theorem 1 in [21]) shows that
there exists a Lebesgue null set N ∈ B(Rd) such that for any x ∈ Rd \N ,
lim
r→0
(f)x,r = f(x). (13)
Let x, y ∈ Rd \ N be fixed and denote ri := 2−i|x − y| for i ∈ N ∪ {0}. Then by using (13), we
obtain
|f(x)− (f)x,r0 | ≤
∞∑
i=0
∣∣(f)x,ri+1 − (f)x,ri∣∣
≤
∞∑
i=0
−
∫
B(x;ri+1)
|f(z)− (f)x,ri | dz
13
≤ 2d
∞∑
i=0
−
∫
B(x;ri)
|f(z)− (f)x,ri| dz.
Therefore, it follows from (11) or (12) that
|f(x)− (f)x,r0 | ≤ 2d+1Cd|x− y|M|x−y|(Df)(x). (14)
By the same way, since B(y; r0) ⊂ B(x; 2r0), we have
|f(y)− (f)y,r0 | ≤ 2d+1Cd|x− y|M|x−y|(Df)(y) ≤ 22d+1Cd|x− y|M2|x−y|(Df)(x). (15)
On the other hand, it holds from (11) or (12) that
|(f)x,r0 − (f)y,r0 | ≤ |(f)x,r0 − (f)x,2r0 |+ |(f)x,2r0 − (f)y,r0 |
≤ −
∫
B(x;r0)
|f(z)− (f)x,2r0 |dz +−
∫
B(y;r0)
|(f)x,2r0 − f(z)|dz
≤ 2d+1−
∫
B(x;2r0)
|f(z)− (f)x,2r0 |dz
≤ 2d+2Cd|x− y|M2|x−y|(Df)(x). (16)
By combining (14), (15) and (16), we conclude the proof.
By using the Hardy–Littlewood maximal weak type estimate in Lemma 2.7 (i) and the
pointwise estimate (9) in Lemma 2.13, we first prove the estimate (8) for indicator functions
1E ∈ BV (Rd), which is a multi-dimensional analogue of Lemma 3.4 in [4] and Proposition 5.3 in
[30].
Lemma 2.15. Let X, X̂ : Ω → Rd be random variables which admit density functions pX and
pX̂ with respect to Lebesgue measure, respectively. Suppose that pX ∈ L∞(Rd). Then for any
E ∈ B(Rd) with 1E ∈ BV (Rd) and p, q ∈ (0,∞), it holds that
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣q] ≤ (Kp0 +A1‖pX‖∞ ∫
Rd
|D1E |
)
E
[∣∣∣X − X̂∣∣∣p] 1p+1 . (17)
Proof. If E[|X − X̂|p] = 0 then X = X̂ almost surely, and thus the statement is obvious.
We assume E[|X − X̂ |p] > 0. For λ > 0, we define the event Ω(D1E , λ) ∈ F by
Ω(D1E , λ) := {M(D1E)(X) > λ} .
We first remark that for any x, y ∈ Rd, it holds that
|1E(x)− 1E(y)|q = |1E(x)− 1E(y)|p. (18)
By using this trick, we obtain
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣q] = E [∣∣∣1E(X)− 1E(X̂)∣∣∣p 1Ω(D1E ,λ)]+ E [∣∣∣1E(X)− 1E(X̂)∣∣∣p 1Ω(D1E ,λ)c] .
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On the event Ω(D1E , λ), since X has a bounded density function, by using Lemma 2.7 (i), we have
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣p 1Ω(D1E ,λ)] ≤ P(M(D1E)(X) > λ) ≤ A1‖pX‖∞ ∫
Rd
|D1E |λ−1. (19)
Let N ∈ B(Rd) be the Lebesgue null set defined on Lemma 2.13. On the event Ω(D1E , λ)c, since
X and X̂ have density functions, by Lemma 2.13, we obtain
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣p 1Ω(D1E ,λ)c] = E [∣∣∣1E(X)− 1E(X̂)∣∣∣p 1Ω(D1E ,λ)c1Rd\N (X)1Rd\N (X̂)]
≤ Kp0E
[∣∣∣X − X̂∣∣∣pM(D1E)(X)p1Ω(D1E ,λ)c]
≤ Kp0λpE
[∣∣∣X − X̂∣∣∣p] . (20)
Hence, by (19) and (20), we have
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣q] ≤ A1‖pX‖∞ ∫
Rd
|D1E |λ−1 +Kp0λpE
[∣∣∣X − X̂∣∣∣p] .
Now we choose λ := E[|X − X̂ |p]−R > 0 for some R > 0. Then we obtain
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣q] ≤ A1‖pX‖∞ ∫
Rd
|D1E |E
[∣∣∣X − X̂∣∣∣p]R +Kp0E [∣∣∣X − X̂∣∣∣p]1−pR .
By choosing R as R = 1− pR, that is, R = 1p+1 , then we have
E
[∣∣∣1E(X)− 1E(X̂)∣∣∣q] ≤ (A1‖pX‖∞ ∫
Rd
|D1E |+Kp0
)
E
[∣∣∣X − X̂∣∣∣p] 1p+1 ,
which concludes the statement.
Remark 2.16. Note that the equation (18) is the key trick for replacing the power q in the left
hand side of Avikainen’s estimates (8) and (17) by p in the right hand side.
By using Lemma 2.15 with the coarea formula for functions of bounded variation, we now
prove Theorem 2.11 for general functions f ∈ BV (Rd).
Proof of Theorem 2.11. For λ > 0, we define the event Ω(f, λ) ∈ F by
Ω(f, λ) := {|f(X)| > λ} ∪ {|f(X̂)| > λ}.
For t ∈ R, we define Et := {x ∈ Rd ; f(x) > t}. Then for any x, y ∈ Rd, it holds that
|f(x)− f(y)| =
∫ f(x)∨f(y)
f(x)∧f(y)
|1Et(x)− 1Et(y)| dt.
Hence, since q ∈ [1,∞), by using Jensen’s inequality, it holds that
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(f,λ)c] ≤ (2λ)q−1 ∫ λ
−λ
E
[∣∣∣1Et(X)− 1Et(X̂)∣∣∣q]dt.
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It follows from Theorem 1 (i) in Section 5.5 of [21] that 1Et ∈ BV (Rd) almost every t ∈ R. Note
that by the coarea formula for functions of bounded variation (see, e.g., Theorem 1 (ii) in Section
5.5 of [21]), it holds that ∫
R
dt
∫
Rd
|D1Et | =
∫
Rd
|Df |.
Therefore, by using Lemma 2.15 with E = Et, we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(f,λ)c] ≤ (2λ)q−1 ∫ λ
−λ
(
Kp0 +A1‖pX‖∞
∫
Rd
|D1Et |
)
dtE
[∣∣∣X − X̂∣∣∣p] 1p+1
≤ (2λ)q−1
(
2Kp0λ+ A1‖pX‖∞
∫
Rd
|Df |
)
E
[∣∣∣X − X̂∣∣∣p] 1p+1 . (21)
If r = ∞ (i.e., f is bounded), then by choosing λ := ‖f‖∞, it holds that P(Ω(f, λ)c) = 1. Thus
the estimate (21) implies that the estimate (8) in the case of r =∞ holds.
We next show the estimate (8) in the case of r ∈ (1,∞) and E[|X − X̂ |p] < 1. On the event
Ω(f, λ), by using Ho¨lder’s inequality with 1r/q +
1
r/(r−q) = 1, we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(f,λ)] ≤ (‖f‖Lr(Rd,pX) + ‖f‖Lr(Rd,pX̂ ))q P(Ω(f, λ))1− qr
≤
(
‖f‖Lr(Rd,pX) + ‖f‖Lr(Rd,pX̂ )
)r
λ−(r−q). (22)
We choose λ := (E[|X − X̂|p] 1p+1 )−1/r > 1. Then by (21) and (22), we have
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ 2q−1λq (2Kp0 +A1‖pX‖∞ ∫
Rd
|Df |
)
E
[∣∣∣X − X̂∣∣∣p] 1p+1
+
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)r
λ−(r−q)
= CBV (p, q, r)E
[∣∣∣X − X̂∣∣∣p] 1−q/rp+1 ,
which concludes the estimate (8) in the case of r ∈ (1,∞) and E[|X − X̂|p] < 1. In the case of
r ∈ (1,∞) and E[|X − X̂|p] ≥ 1, it is already shown in Remark 2.12 (iv).
Orlicz–Sobolev spaces and Sobolev spaces with variable exponents
For a function f in BVloc(R
d) or W 1,1loc (R
d),
∫
Rd
|Df | might not be finite, and thus it is difficult
to estimate the probability P(M(Df)(X) > λ). Therefore, from here we will consider Avikainen’s
estimates for several subspaces of W 1,1loc (R
d).
We first consider the case of the Orlicz–Sobolev space.
Theorem 2.17. Let Φ be an N -function and Ψ be its complementary function. Suppose that Ψ
satisfies the ∆2-condition. Let X, X̂ : Ω→ Rd be random variables which admit density functions
pX and pX̂ with respect to Lebesgue measure, respectively, and let r ∈ (1,∞]. Suppose that pX ∈
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L∞(Rd) ∪ LΨ(Rd). Then for any f ∈W 1,Φ(Rd) ∩Lr(Rd, pX) ∩ Lr(Rd, pX̂) and q ∈ (0, r), it holds
that
E
[∣∣∣f(X)− f(X̂)∣∣∣q]
≤

CW 1,Φ(q, r,∞) inf
λ>0
{
λ−(1−
q
r ) + (Φ−1(λ))qE
[∣∣∣X − X̂∣∣∣q]} , if pX ∈ L∞(Rd),
CW 1,Φ(q, r,Ψ)E
[∣∣∣X − X̂∣∣∣q] 1−q/rq+1−q/r , if pX ∈ LΨ(Rd), (23)
where the constants CW 1,Φ(q, r,∞) and CW 1,Φ(q, r,Ψ) are defined by
CW 1,Φ(q, r,∞) := max
{(
K0
α
)q
,
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
A1‖pX‖∞‖Φ(α|Df |)‖L1(Rd)
)1− qr} ,
CW 1,Φ(q, r,Ψ) := K
q
0 +
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
2AΦ‖pX‖LΨ(Rd)‖|Df |‖LΦ(Rd)
)1− qr .
Here, K0, A1 and AΦ are the constants of the pointwise estimate (9) in Lemma 2.13, of the Hardy–
Littlewood maximal weak and strong type estimates in Lemma 2.7 (i) and Lemma 2.9, respectively,
and α is a positive constant such that ‖Φ(α|Df |)‖L1(Rd) <∞.
Remark 2.18. (i) In the right hand side of the estimates (23), the power inside of the expec-
tation is q not p ∈ (0,∞) unlike the case of BV (Rd) (see, Theorem 2.11). The reason is that
we do not know the indicator function 1Et , Et := {x ∈ Rd ; f(x) > t} belongs to BV (Rd)
or W 1,Φ(Rd), and thus we cannot apply the trick (18) for replacing the power q by p.
(ii) Let Φ be a Young function. Since W 1,Φ(Rd) ⊂ BVloc(Rd) (see, Remark 2.3 (iv)), the point-
wise estimates in Lemma 2.13 and Remark 2.14 hold for f ∈W 1,Φ(Rd). Moreover, by using
Jensen’s inequality for the convex function Φ, for almost every x, y ∈ Rd,
|f(x) − f(y)| ≤ K0|x− y|Φ−1(M2|x−y|(Φ(|Df |))(x)) (24)
and
|f(x)− f(y)| ≤ K1|x− y|
{
Φ−1(M2|x−y|(Φ(|Df |))(x)) + Φ−1(M2|x−y|(Φ(|Df |))(y))
}
. (25)
Theorem 1.2 in [84] shows that functions f ∈ W 1,Φ(Rd) can be characterized by the estimate
(25).
As a conclusion of Theorem 2.11 and Theorem 2.17 noting Example 2.4 (i), we obtain the
following estimates for the Sobolev space W 1,p(Rd) for p ∈ [1,∞).
Corollary 2.19. Let X, X̂ : Ω → Rd be random variables which admit density functions pX and
pX̂ with respect to Lebesgue measure, respectively, and let r ∈ (1,∞], p ∈ [1,∞) and p∗ := p/(p−1).
Suppose that pX ∈ L∞(Rd)∪Lp∗(Rd). Then for any f ∈ W 1,p(Rd)∩Lr(Rd, pX)∩Lr(Rd, pX̂) and
q ∈ (0, r), there exist CW 1,p(q, r,∞) > 0 and CW 1,p(q, r, p∗) > 0 such that
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤

CW 1,p(q, r,∞)E
[∣∣∣X − X̂∣∣∣q] p(1−q/r)q+p(1−q/r) , if pX ∈ L∞(Rd),
CW 1,p(q, r, p
∗)E
[∣∣∣X − X̂∣∣∣q] 1−q/rq+1−q/r , if pX ∈ Lp∗(Rd).
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Proof of Theorem 2.17. We first assume that pX ∈ L∞(Rd). Since |Df | ∈ LΦ(Rd), there exists
α > 0 such that ‖Φ(α|Df |)‖L1(Rd) <∞. Then for λ > 0, we define the event Ω(Φ(α|Df |), λ) ∈ F
by
Ω(Φ(α|Df |), λ) := {M(Φ(α|Df |))(X) > λ} .
Since X has a bounded density, by using Lemma 2.7 (i), we obtain
P(Ω(Φ(α|Df |), λ)) ≤ A1‖pX‖∞‖Φ(α|Df |)‖L1(Rd)λ−1.
Hence by using Ho¨lder’s inequality with 1r/q +
1
r/(r−q) = 1 in the case of r ∈ (1,∞) and by using
the boundedness of f in the case of r =∞, we have
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Φ(α|Df |),λ)]
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q
P(Ω(Φ(α|Df |), λ))1− qr
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
A1‖pX‖∞‖Φ(α|Df |)‖L1(Rd)
)1− qr λ−(1− qr ). (26)
Let N ∈ B(Rd) be the Lebesgue null set defined on Lemma 2.13. On the event Ω(Φ(α|Df |), λ)c,
since X, X̂ have density functions and Φ−1 is non-decreasing, by similar way as (24) in Remark
2.18 (ii), we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Φ(α|Df |),λ)c]
= E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Φ(α|Df |),λ)c1Rd\N (X)1Rd\N (X̂)]
≤
(
K0
α
)q
E
[∣∣∣X − X̂∣∣∣q (Φ−1(M(Φ(α|Df |))(X)))q 1Ω(Φ(α|Df |),λ)c]
≤
(
K0
α
)q
(Φ−1(λ))qE
[∣∣∣X − X̂∣∣∣q] . (27)
Hence, by (26) and (27), we have
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ CW 1,Φ(q, r,∞)(λ−1+ qr + (Φ−1(λ))qE [∣∣∣X − X̂∣∣∣q]) ,
which concludes the statement for pX ∈ L∞(Rd).
Now we suppose pX ∈ LΨ(Rd). For λ > 0, we define the event Ω(Df, λ) ∈ F by
Ω(Df, λ) := {M(Df)(X) > λ} .
Since Ψ satisfies the ∆2-condition, it follows from Lemma 2.9 that
‖M(Df)‖LΦ(Rd) ≤ AΦ‖|Df |‖LΦ(Rd).
Hence by using the Markov inequality and the generalized Ho¨lder’s inequality (5), we obtain
P(Ω(Df, λ)) ≤
∫
Rd
M(Df)(x)pX(x)dxλ
−1
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≤ 2‖M(Df)‖LΦ(Rd)‖pX‖LΨ(Rd)λ−1
≤ 2AΦ‖|Df |‖LΦ(Rd)‖pX‖LΨ(Rd)λ−1.
Hence by using Ho¨lder’s inequality with 1r/q +
1
r/(r−q) = 1 in the case of r ∈ (1,∞) and by using
the boundedness of f in the case of r =∞, we have
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Df,λ)]
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q
P(Ω(Df, λ))1−
q
r ,
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
2AΦ‖pX‖LΨ(Rd)‖|Df |‖LΦ(Rd)
)1− qr λ−(1− qr ). (28)
On the event Ω(Df, λ)c, since X and X̂ have density functions, by Lemma 2.13 and Remark 2.3
(iv), we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Df,λ)c] = E [∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Df,λ)c1Rd\N (X)1Rd\N (X̂)]
≤ Kq0E
[∣∣∣X − X̂∣∣∣qM(Df)(X)q1Ω(Df,λ)c]
≤ Kq0λqE
[∣∣∣X − X̂∣∣∣q] . (29)
We choose λ := E[|X − X̂ |q]− 1q+1 in the case of r = ∞ and λ := E[|X − X̂|q]− 1q+1−q/r in the case
of r ∈ (1,∞), and then we conclude the statement from (28) and (29).
We next consider the case of the Sobolev space with a variable exponent.
Theorem 2.20. Let p ∈ P log(Rd) with 1 < p− and p∗(·) := p(·)/(p(·) − 1). Let X, X̂ : Ω → Rd
be random variables which admit density functions pX and pX̂ with respect to Lebesgue measure,
respectively, and let r ∈ (1,∞]. Suppose that pX ∈ Lp∗(·)(Rd). Then for any f ∈ W 1,p(·)(Rd) ∩
Lr(Rd, pX) ∩ Lr(Rd, pX̂) and q ∈ (0, r), it holds that
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤ CW 1,p(·)(q, r, p∗(·))E [∣∣∣X − X̂∣∣∣q] 1−q/rq+1−q/r ,
where the constant CW 1,p(·)(q, r, p
∗(·)) is defined by
CW 1,p(·)(q, r, p
∗(·)) := Kq0 +
(
‖f‖Lr(Rd,pX) + ‖f‖Lr(Rd,pX̂)
)q (
2AΦ‖pX‖Lp∗(·)(Rd)‖|Df |‖Lp(·)(Rd)
)1− qr .
Here, K0 and Ap(·) are the constants of the pointwise estimate (9) in Lemma 2.13 and of the
Hardy–Littlewood maximal strong estimate in Lemma 2.10, respectively.
Proof. We can use the Hardy–Littlewood maximal strong type estimate in Lemma 2.10 since
p ∈ P log(Rd). Moreover, it holds that W 1,p(·)(Rd) ⊂ BVloc(Rd) (see, Remark 2.5 (iv)). Therefore,
by the same way as the proof of Theorem 2.17, we can prove the statement by using the generalized
Ho¨lder’s inequality (6) forM(Df) ∈ Lp(·)(Rd) and pX ∈ Lp∗(·)(Rd), and thus it will be omitted.
Remark 2.21. For the Sobolev space with a variable exponent p, it is difficult to obtain Avikainen’s
estimate in the case of pX ∈ L∞(Rd). The reason is that since the variable exponent p is not con-
stant, we cannot use Jensen’s inequality in the same way as the estimate (27).
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Fractional Sobolev spaces
We finally consider Avikainen’s estimates for fractional Sobolev spaces.
Theorem 2.22. Let s ∈ (0, 1), p ∈ [1,∞) and p∗ := p/(p − 1). Let X, X̂ : Ω → Rd be
random variables which admit the density functions pX and pX̂ with respect to Lebesgue mea-
sure, respectively, and let r ∈ (1,∞]. Suppose that pX ∈ L∞(Rd) ∪ Lp∗(Rd). Then for any
f ∈W s,p(Rd) ∩ Lr(Rd, pX) ∩ Lr(Rd, pX̂) and q ∈ (0, r), it holds that
E
[∣∣∣f(X)− f(X̂)∣∣∣q] ≤

CW s,p(q, r,∞)E
[∣∣∣X − X̂∣∣∣qs] p(1−q/r)q+p(1−q/r) , if pX ∈ L∞(Rd),
CW s,p(q, r, p
∗)E
[∣∣∣X − X̂∣∣∣qs] 1−q/rq+1−q/r , if pX ∈ Lp∗(Rd),
where
CW s,p(q, r,∞) := K0(s, p)q +
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
A1‖pX‖∞‖|Gs,pf |p‖L1(Rd)
)1− qr ,
CW s,p(q, r, p
∗) := K0(s, p)q +
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
Ap‖pX‖Lp∗(Rd)‖Gs,pf‖Lp(Rd)
)1− qr .
Here, K0(s, p), A1 and Ap are the constants of pontwise estimate (30) in Lemma 2.23 and of the
Hardy–Littlewood maximal weak and strong type estimates in Lemma 2.7 (i) and (ii), respectively.
Before proving Theorem 2.22, we give a pointwise estimate for functions in W s,p(Rd), which
plays a crucial role in our argument.
Lemma 2.23. Let s ∈ (0, 1), p ∈ [1,∞) and f ∈W s,p(Rd). Then there exist a constant K0(s, p) >
0 and a Lebesgue null set N ∈ B(Rd) such that for all x, y ∈ Rd \N ,
|f(x)− f(y)| ≤ K0(s, p)|x− y|sM2|x−y|(Gs,pf)(x). (30)
Remark 2.24. By the same way as the proof of Lemma 2.23, the following pointwise estimate
holds:
|f(x) − f(y)| ≤ K1(s, p)|x− y|s
{
M2|x−y|(Gs,pf)(x) +M2|x−y|(Gs,pf)(y)
}
, a.e. x, y ∈ Rd (31)
for some K1(s, p) > 0. Note that Yang [86] introduced Haj lasz–Sobolev space W
s,p(X) on a
metric measure space X of homogeneous type by using the pointwise estimate similar to (31) (see,
Definition 1.4 in [86]).
Proof of Lemma 2.23. The proof is similar to Lemma 2.13. By using Jensen’s inequality, for any
x ∈ Rd and r > 0,
−
∫
B(x;r)
|f(z)− (f)x,r| dz ≤ −
∫
B(x;r)
(
−
∫
B(x;r)
|f(z)− f(y)|p dy
)1/p
dz
≤ (2r)(d+sp)/p−
∫
B(x;r)
(
−
∫
B(x;r)
|f(z)− f(y)|p
|z − y|d+sp dy
)1/p
dz
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≤ C0(s, p)rs−
∫
B(x;r)
Gs,pf(z)dz
≤ C0(s, p)rsMr(Gs,pf)(x), (32)
where C0(s, p) := 2
(d+sp)/p(Γ(d/2+1)
πd/2
)1/p. Let N ∈ B(Rd) be the Lebesgue null set defined on (13).
Then, by the same way as the proof of Lemma 2.13, for fixed x, y ∈ Rd \N and ri := 2−i|x − y|,
for i ∈ N ∪ {0}, we obtain
|f(x)− (f)x,r0 | ≤ 2d
∞∑
i=0
−
∫
B(x;ri)
|f(z)− (f)x,ri | dz
≤ 2dC0(s, p)M|x−y|(Gs,pf)(x)
∞∑
i=0
rsi
=
2s+d
2s − 1C0(s, p)M|x−y|(Gs,pf)(x)|x − y|
s. (33)
By the same way, since B(y; r0) ⊂ B(x; 2r0), we have
|f(y)− (f)y,r0 | ≤
2s+d
2s − 1C0(s, p)M|x−y|(Gs,pf)(y)|x− y|
s
≤ 2
s+2d
2s − 1C0(s, p)M2|x−y|(Gs,pf)(x)|x − y|
s. (34)
On the other hand, by the same way as proof of Lemma 2.13, it holds from (32) that
|(f)x,r0 − (f)y,r0 | ≤ 2d+1−
∫
B(x;2r0)
|f(z)− (f)x,2r0 |dz
≤ 2s+d+1C0(s, p)|x− y|sM2|x−y|(Gs,pf)(x). (35)
By combining (33), (34) and (35), we conclude the proof.
Proof of Theorem 2.22. We first assume pX ∈ L∞(Rd). For λ > 0, we define the event Ω(|Gs,pf |p, λ) ∈
F by
Ω(|Gs,pf |p, λ) := {M(|Gs,pf |p)(X) > λ} .
Since |Gs,pf |p ∈ L1(Rd), by using Lemma 2.7 (i), we obtain
P(Ω(|Gs,pf |p, λ)) ≤ A1‖pX‖∞‖|Gs,pf |p‖L1(Rd)λ−1.
Hence by using Ho¨lder’s inequality with 1r/q +
1
r/(r−q) = 1 in the case of r ∈ (1,∞) and by using
the boundedness of f in the case of r =∞, we have
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(|Gs,p|p,λ)]
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q
P(Ω(|Gs,pf |p, λ))1−
q
r
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≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂)
)q (
A1‖pX‖∞‖|Gs,pf |p‖L1(Rd)
)1− qr λ−(1− qr ). (36)
Let N ∈ B(Rd) be the Lebesgue null set defined on Lemma 2.23. On the event Ω(|Gs,pf |p, λ)c,
since X and X̂ have density functions, by Lemma 2.23 and using Jensen’s inequality, we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(|Gs,pf |p,λ)c] = E [∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(|Gs,pf |p,λ)c1Rd\N (X)1Rd\N (X̂)]
≤ K0(s, p)qE
[∣∣∣X − X̂∣∣∣qsM(Gs,pf)(X)q1Ω(|Gs,pf |p,λ)c]
≤ K0(s, p)qE
[∣∣∣X − X̂∣∣∣qsM(|Gs,pf |p)(X) qp1Ω(|Gs,pf |p,λ)c]
≤ K0(s, p)qλ
q
pE
[∣∣∣X − X̂∣∣∣qs] . (37)
By choosing λ := E[|X − X̂ |qs]− 1q/p+1−q/r , we conclude the statement for pX ∈ L∞(Rd) from (36)
and (37).
Now we suppose pX ∈ Lp∗(Rd). For λ > 0, we define the event Ω(Gs,pf, λ) ∈ F by
Ω(Gs,pf, λ) := {M(Gs,pf)(X) > λ} .
By using the Markov inequality, Ho¨lder’s inequality and Lemma 2.7 (ii), we obtain
P(Ω(Gs,pf, λ)) ≤
∫
Rd
M(Gs,pf)(x)pX(x)dxλ
−1
≤ ‖pX‖Lp∗(Rd)‖M(Gs,pf)‖Lp(Rd)λ−1
≤ Ap‖pX‖Lp∗(Rd)‖Gs,pf‖Lp(Rd)λ−1.
Hence by using Ho¨lder’s inequality with 1r/q +
1
r/(r−q) = 1 in the case of r ∈ (1,∞) and by using
the boundedness of f in the case of r =∞, we have
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Gs,pf,λ)]
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂ )
)q
P(Ω(Gs,pf, λ))
1− qr
≤
(
‖f‖Lr(Rd,pX ) + ‖f‖Lr(Rd,pX̂ )
)q (
Ap‖pX‖Lp∗(Rd)‖Gs,pf‖Lp(Rd)
)1− qr λ−(1− qr ). (38)
On the event Ω(Gs,pf, λ)
c, since X and X̂ have density functions, by Lemma 2.23, we obtain
E
[∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Gs,pf,λ)c] = E [∣∣∣f(X)− f(X̂)∣∣∣q 1Ω(Gs,pf,λ)c1Rd\N (X)1Rd\N (X̂)]
≤ K0(s, p)qE
[∣∣∣X − X̂∣∣∣qsM(Gs,pf)(X)q1Ω(Gs,pf,λ)c]
≤ K0(s, p)qλqE
[∣∣∣X − X̂∣∣∣qs] . (39)
By choosing λ := E[|X − X̂|qs]− 1q+1−q/r , we conclude the statement for pX ∈ Lp∗(Rd) from (38)
and (39).
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3 Applications
In this section, we apply Avikanen’s estimates proved in Section 2 to numerical analysis on irregular
functionals of a solution to stochastic differential equations (SDEs) based on the multilevel Monte
Carlo method, and to estimates of the L2-time regularity of decoupled forward–backward stochastic
differential equations (FBSDEs) with irregular terminal conditions.
3.1 Upper bound and integrability of density functions
In order to apply Avikanen’s estimates proved in Section 2, we need an appropriate upper bound
or integrability of density functions. In this subsection, we give some examples of random variables
with a bounded or integrable density function, which are studied in various ways.
We first give the well-known fact as a conclusion of Le´vy’s inversion formula.
Example 3.1. Let X : Ω → Rd be a random variable. If the characteristic function ϕX(ξ) :=
E[e
√−1〈ξ,X〉] belongs to L1(Rd), then by using Le´vy’s inversion formula, X admits a continuous
density function pX of the form
pX(x) =
1
(2π)d
∫
Rd
e−
√−1〈x,ξ〉
RdϕX(ξ)dξ
(see, e.g., Proposition 2.5 in [76] or Theorem 16.6 in [85]), and thus X has a bounded density
function.
Next, we recall the Gaussian two-sided bound for density functions of solutions to SDEs driven
by a Brownian motion.
Example 3.2. Let B = (B(t))t∈[0,T ] be a d-dimensional standard Brownian motion, and let
X = (X(t))t∈[0,T ] be a solution to the following d-dimensional Markovian SDE of the form
dX(t) = b(t,X(t))dt+ σ(t,X(t))dB(t), X(0) = x ∈ Rd, t ∈ [0, T ], (40)
where the drift coefficient b : [0, T ]×Rd → Rd and the diffusion matrix σ : [0, T ]×Rd → Rd×d are
measurable functions. Suppose that b is bounded and σ satisfies the following two conditions.
(i) a := σσ⊤ is α-Ho¨lder continuous in space and α/2-Ho¨lder continuous in time for some
α ∈ (0, 1], that is,
‖a‖α := sup
t∈[0,T ],x 6=y
|a(t, x)− a(t, y)|
|x− y|α + supx∈Rd,t6=s
|a(t, x)− a(s, x)|
|t− s|α/2 <∞.
(ii) The diffusion coefficient σ is bounded and uniformly elliptic, that is, there exist a, a > 0 such
that for any (t, x, ξ) ∈ [0, T ]× Rd × Rd, a|ξ|2 ≤ 〈a(t, x)ξ, ξ〉Rd ≤ a|ξ|2.
Then it is well-known that for all t ∈ (0, T ], X(t) admits a density function pt(x, ·) with respect to
Lebesgue measure which has the Gaussian two sided bound, that is, there exist C± > 0 and c± > 0
such that for any (t, x, y) ∈ (0, T ]× Rd × Rd,
C−gc−t(x, y) ≤ pt(x, y) ≤ C+gc+t(x, y) (41)
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(see, also [77] using a stochastic control method, and [62] for the Gaussian two sided bound for
the density function of the Euler–Maruyama scheme). Therefore, it holds that pt(x, ·) ∈ L∞(Rd)∩
LΨ(Rd)∩Lp∗(·)(Rd) for the complementary function Ψ of an N-function Φ (see, Example 2.4 (iii))
and p∗(·) := p(·)/(p(·)− 1) for p ∈ P(Rd) with 1 < p− ≤ p+ <∞.
Moreover, the same or similar bounds (41) hold for SDEs with a path–dependent or an un-
bounded drift (see, Theorem 2.5. in [60] and Theorem 3.4 in [80]), and the Gaussian two sided
bound (41) holds for Brownian motions with a signed measure valued drift belonging to the Kato
class Kd,1 (see, Theorem 3.14 in [50]). In particular, for Brownian motions with a bounded drift
(that is, σ ≡ I in (40)), it holds that a sharp two–sided bound
q
y,−‖b‖∞
t (x, y) ≤ pt(x, y) ≤ qy,‖b‖∞t (x, y),
where for α ∈ Rd and β ∈ R,
qα,βt (x, α) =
d∏
i=1
2√
2πt
∫ ∞
|xi−αi|/
√
t
zi exp
(
− (zi − β
√
t)2
2
)
dzi
(see [72, 73, 80]).
It is also well-known that the Gaussian two–sided bound holds for the fundamental solution
Γ(s, x; t, y) of parabolic equations in the divergence form ( ∂∂s +
1
2
∑d
i,j=1
∂
∂xi
ai,j(x)
∂
∂xj
)u(s, x) = 0
(see, [3]), and there exists a Hunt process with the transition density function Γ (see, Example
4.5.2, Theorem A.2.2 in [24] and Theorem I 9.4 in [12]).
On the other hand, Malliavin calculus can be used to study the regularity and upper bounds
of density functions. Indeed, it is known that under Ho¨rmander’s and the smoothness conditions
on the coefficients, X(t) admits a bounded and smooth density function (see, e.g., Theorem 6.16
in [78] and see, also [16, 53] for the Gaussian type estimates for density functions of solutions to
degenerate SDEs). We also note that the Gaussian type two sided bound holds for density functions
of solutions to SDEs driven by a fractional Brownian motions (see, [8, 9]).
The next example shows density estimates for path-dependent stochastic differential equations.
Example 3.3. Let B = (B(t))t∈[0,T ] be a d-dimensional standard Brownian motion, and let
X = (X(t))t∈[0,T ] be a solution to the following d-dimensional path–dependent SDE of the form
dX(t) = b(t,X)dt+ σ(t,X)dB(t), X(0) = x ∈ Rd, t ∈ [0, T ],
where the drift coefficient b : [0, T ] × C([0, T ];Rd) → Rd and the diffusion matrix σ : [0, T ] ×
C([0, T ];Rd)→ Rd×d are measurable functions.
(i) Suppose that the coefficients b and σ are continuous in time and bounded continuously Gaˆteaux
differentiable up to order n+2 in space, and σ is uniformly elliptic. Then, by using Malliavin
calculus, it is shown that for all t ∈ (0, T ], X(t) admits a density function with respect to
Lebesgue measure which belongs to Cnb (R
d;R) (see, [59]).
(ii) Suppose that the coefficients b and σ are bounded, σ is uniformly elliptic and there exist ε > 0
and C > 0 such that for any (s, t, ω) ∈ [0, T ]× [0, T ]× C([0, T ];Rd) with s < t,
sup
1≤j≤d
|σj(t, ω)− σj(s, ω)| ≤ C
{
log
(
1
sups≤u≤t |ωu − ωs|
)}−(2+ε)
,
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where σj := (σ1,j , . . . , σd,j)
⊤. Then, by using an interpolation method, it is shown that for
all t ∈ (0, T ], X(t) admits a density function pt(x, ·) with respect to Lebesgue measure which
belongs to Lelog(Rd), where elog(x) := (1 + |x|) log(1 + |x|) (see, Theorem 3.1 in [5]).
Finally, we give examples for a two sided bound of density functions of solutions to SDEs
driven by a rotation invariant α-stable process.
Example 3.4. Let Z = (Z(t))t∈[0,T ] be a rotation invariant α-stable process in Rd with α ∈ (0, 2)
and E[e
√−1〈ξ,Z(t)〉] = e−t|ξ|
α
, ξ ∈ Rd(see Theorem 14.14 in [76]), and let X = (X(t))t∈[0,T ] be a
solution to the following d-dimensional SDE of the form
dX(t) = b(X(t))dt+ σ(X(t−))IdZ(t), X(0) = x ∈ Rd, t ∈ [0, T ], (42)
where b : Rd → Rd and σ : Rd → R are bounded measurable functions. Suppose that the drift
coefficient b is γ-Ho¨lder continuous with γ ∈ (0, 1], and the jump intensity coefficient a := |σ|α is
η-Ho¨lder continuous with η ∈ (0, 1] and uniformly positive, that is, there exists a > 0 such that for
any x ∈ Rd, a(x) ≥ a. Under the balance condition α+γ > 1, Kulik [58] proved that the existence of
a unique weak solution to the equation (42). Moreover, by using the parametrix method, he showed
that for all t ∈ (0, T ], X(t) admits a density function pt(x, ·) with respect to Lebesgue measure and
gave its two sided bound, that is, there exist C± > 0 such that for any (t, x, y) ∈ (0, T ]× Rd × Rd,
C−p˜t(x, y) ≤ pt(x, y) ≤ C+p˜t(x, y),
where
p˜t(x, y) :=
1
td/αa(x)d/α
g(α)
(
y − vt(x)
t1/αa(x)1/α
)
,
g(α) is the density function of Z(1) and {vt(x)}t∈[0,T ] is a solution to ODE dvt(x) = b(vt(x))dt
with v0(x) = x (see Theorem 2.1 and Theorem 2.2 in [58]). Note that if γ < 1, then such a solution
of ODE may fail to be uniqueness, and if α + γ < 1, then a solution of SDE (42) may fail to be
uniqueness in law (see, Theorem 3.2 (ii) in [83]).
Moreover, by the asymptotic behaviour of g(α) (see, e.g., Theorem 2.1 in [11]), we have
g(α)(x) ≤ Cmin{1, |x|−d−α} for some C > 0, which implies that pt(x, ·) ∈ L∞(Rd) ∩ LΨ(Rd) ∩
Lp
∗(·)(Rd) for the complementary function Ψ of an N-function Φ (see, Example 2.4 (iii)) and
p∗(·) := p(·)/(p(·) − 1) for p ∈ P(Rd) with 1 < p− ≤ p+ < ∞, (see, also [48, 52, 56] for upper
bounds of density functions of Le´vy processes).
3.2 Multilevel Monte Carlo method
In this subsection, we apply Avikainen’s estimates proved in Section 2 to the multilevel Monte
Carlo method for solutions to SDE (40). We first define the union of function spaces F (Rd) by
F (Rd) :=
{
BV (Rd) ∪W 1,Φ(Rd) ∪W 1,p(·)(Rd) ∪W s,p(Rd)
}⋂
L∞(Rd)
for an N-function Φ with its complementary function Ψ which satisfies the ∆2-condition, a variable
exponent p(·) ∈ P log(Rd) with 1 < p− ≤ p+ <∞ and (s, p) ∈ (0, 1]× [1,∞).
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We consider the computational complexity of the mean squared error (MSE) to estimate the
expectation of P := f(X(T )) for some measurable function f : Rd → R with E[|f(X(T ))|] < ∞,
by using the standard and multilevel Monte Carlo method.
We first recall the standard Monte Carlo method. Let X(h) = (X(h)(t))t∈[0,T ] be the Euler–
Maruyama scheme for SDE (40) with time step h ∈ (0, T ), which is defined by
dX(h)(t) = b(ηh(t), X
(h)(ηh(t)))dt + σ(ηh(t), X
(h)(ηh(t)))dB(t), X
(h)(0) = X(0), t ∈ [0, T ],
where ηh(s) := kh and k is the natural number such that s/h − 1 < k ≤ s/h. We denote
P̂ (h) := f(X(h)(T )). Let Ŷ (h) be an estimator for P̂ (h). For example, one may use Ŷ (h) as the
arithmetic mean, that is,
Ŷ (h) := N−1
N∑
i=1
P̂ (h,i),
where P̂ (h,1), . . . , P̂ (h,N) are i.i.d. random variables which have the same distribution as P̂ (h). We
suppose that the weak rate of convergence for X(h) is α > 0, that is, there exists c0 > 0 such that
|E[f(X(T ))]− E[f(X(h)(T ))]| ≤ c0hα. Then the mean squared error is estimated as follows:
MSE := E[|Ŷ (h) − E[P ]|2] = E[|Ŷ (h) − E[Ŷ (h)]|2] +
∣∣∣E[P̂ (h)]− E[P ]∣∣∣2 ≤ Var[P̂ (h)]N−1 + c20h2α.
Therefore, if we would like to make MSE ≤ ε2 for a given ε > 0, we choose N and h to satisfy
Var[P̂ (h)]N−1 ≤ ε2/2 and c20h2α ≤ ε2/2. Then the computational complexity for Ŷ (h) is estimated
above by c1ε
−(2+1/α) for some constant c1 > 0.
Now we recall the multilevel Monte Carlo method. Let M ∈ N and Xℓ = (Xℓ(t))t∈[0,T ],
ℓ = 0, . . . , L be numerical approximations to X with each time step hℓ := T/M
ℓ and define
P̂ℓ := f(Xℓ(T )). Then it holds that
E[P̂L] =
L∑
ℓ=0
E[P̂ℓ − P̂ℓ−1],
where P̂−1 := 0. Let Ŷℓ, ℓ = 0, . . . , L be independent estimators for each E[P̂ℓ − P̂ℓ−1] and Cℓ,
ℓ = 0, . . . , L be their corresponding computational complexities. For example, one may use Ŷℓ as
the arithmetic mean, that is,
Ŷℓ = N
−1
ℓ
Nℓ∑
i=1
(
P̂
(i)
ℓ − P̂ (i)ℓ−1
)
, (43)
where P̂
(1)
ℓ − P̂ (1)ℓ−1, . . . , P̂ (Nℓ)ℓ − P̂ (Nℓ)ℓ−1 are i.i.d random variables which have the same distribution
as P̂ℓ − P̂ℓ−1. Note that the random variable P̂ℓ − P̂ℓ−1 is the deference between two discrete
approximations with different time steps hℓ and hℓ−1, and the key point is that they are defined
by the same Brownian motion. We define the estimator Ŷ :=
∑L
ℓ=0 Ŷℓ and its computational
complexity CMLMC :=
∑L
ℓ=0 Cℓ. Then the following complexity theorem holds for the MLMC
method.
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Theorem 3.5 (Complexity theorem, Theorem 3.1 in [28], Theorem 2.1 [29]). Let X be a solution
to SDE (40), and denote P := f(X(T )). We assume that {P̂ℓ}ℓ=0,...,L, estimators {Ŷℓ}ℓ=0,...,L and
their corresponding computational complexities {Cℓ}ℓ=0...,L satisfy the following conditions: there
exist positive constants c1, c2, c3 and α, β such that α ≥ β/2 and (i) |E[P ] − E[P̂ℓ]| ≤ c1hαℓ ; (ii)
E[Ŷℓ] = E[P̂ℓ − P̂ℓ−1]; (iii) Var[Ŷℓ] ≤ c2N−1ℓ hβℓ ; (iv) Cℓ ≤ c3Nℓh−1ℓ . Then for any ε ∈ (0, 1/e), the
mean squared error is estimated by
MSE := E
[∣∣∣Ŷ − E[P ]∣∣∣2] ≤ ε2
with the computational complexity CMLMC for Ŷ bounded by
CMLMC ≤

c4ε
−2, if β ∈ (1,∞),
c4ε
−2(log ε)2, if β = 1,
c4ε
−{2+(1−β)/α}, if β ∈ (0, 1)
for some constants c4 > 0.
Before applying Theorem 3.5 to the Euler–Maruyama scheme, we provide the strong rate of
convergence for (1) for irregular functions f ∈ F (Rd).
Corollary 3.6. Suppose that the coefficients b and σ of SDE (40) are bounded and Lipschitz
continuous in space, and 1/2-Ho¨lder continuous in time, and σ is uniformly elliptic. Then for any
f ∈ F (Rd), q ∈ [1,∞) and δ ∈ (0, 1), there exist CEM(q, δ) > 0 and CEM(q) > 0 such that
E
[∣∣∣f(X(T ))− f(X(h)(T ))∣∣∣q] ≤

CEM(q, δ)h
δ
2 , if f ∈ BV (Rd) ∩ L∞(Rd),
CEM(q)h
q
2(q+1) , if f ∈ {W 1,Φ(Rd) ∪W 1,p(·)(Rd)} ∩ L∞(Rd),
CEM(q)h
pqs
2(q+p) , if f ∈ W s,p(Rd) ∩ L∞(Rd).
Proof. We first note that under the assumptions on the coefficients, the strong rate of convergence
for the Euler–Maruyama scheme is 1/2, that is, for any p > 0, there exists a constant Cp > 0 such
that E[|X(T )−X(h)(T )|p]1/p ≤ Cph1/2 (see, e.g. [51]). It follows from Example 3.2 that X(T ) and
X(h)(T ) admit density functions with respect to Lebesgue measure and the density function pT (x, ·)
of X(T ) has the Gaussian upper bound (41), and thus pT (x, ·) ∈ L∞(Rd) ∩ LΨ(Rd) ∩ Lp∗(·)(Rd).
Therefore, by using Theorem 2.11, 2.17, 2.20, 2.22 and Corollary 2.19 with r = ∞, we conclude
the statement.
Remark 3.7. Recently under non-Lipschitz coefficients, the strong rate of convergence for the
Euler–Maruyama scheme are widely studied (see, [7, 13, 35, 57, 63, 65, 68, 69]).
As applications of Theorem 3.5 and Corollary 3.6, we have the following two examples for
irregular functions f ∈ F (Rd).
Example 3.8. Let Xℓ be the Euler–Maruyama scheme with time step hℓ = T/M
ℓ and Ŷℓ be the
estimator defined by (43). Suppose the coefficients b and σ of SDE (40) satisfy b ∈ C1,3b ([0, T ]×
R
d;Rd), σ ∈ C1,3b ([0, T ]×Rd;Rd×d) and ∂tσ ∈ C0,1b ([0, T ]×Rd;Rd×d), and σ is uniformly elliptic.
Then it follows from Theorem 2.5 in [32] that for any bounded measurable function f : Rd → R,
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the weak rate of convergence α in Theorem 3.5 is one (see also, Theorem 3.5 in [6], Corollary 22
in [34], Theorem 1.1 in [54] and Theorem 1 in [82]). Note that
Var[Ŷℓ] = E[|Ŷℓ − E[Ŷℓ]|2] = N−1ℓ Var[P̂ℓ − P̂ℓ−1]
for each ℓ = 0, . . . , L. Hence by using Corollary 3.6, for any f ∈ F (Rd), we have
Var[P̂ℓ − P̂ℓ−1] ≤
∣∣∣E[P̂ℓ]− E[P̂ℓ−1]∣∣∣2 + 2E[|P − P̂ℓ|2] + 2E[|P − P̂ℓ−1|2]
≤ c20{hℓ + hℓ−1}2 +

2CEM(2, δ){h
δ
2
ℓ + h
δ
2
ℓ−1}, if f ∈ BV (Rd) ∩ L∞(Rd),
2CEM(2){h
1
3
ℓ + h
1
3
ℓ−1}, if f ∈ {W 1,Φ(Rd) ∪W 1,p(·)(Rd)} ∩ L∞(Rd),
2CEM(2){h
ps
p+2
ℓ + h
ps
p+2
ℓ−1 }, if f ∈ W s,p(Rd) ∩ L∞(Rd).
Hence, for f ∈ F (Rd), the computational complexity CMLMC for Ŷ is bounded above by
CMLMC ≤

c4ε
− 6−δ2 , if f ∈ BV (Rd) ∩ L∞(Rd),
c4ε
− 83 , if f ∈ {W 1,Φ(Rd) ∪W 1,p(·)(Rd)} ∩ L∞(Rd),
c4ε
−(3− psp+2 ), if f ∈ W s,p(Rd) ∩ L∞(Rd).
Example 3.9. Let Xℓ be the Euler–Maruyama scheme with time step hℓ = T/M
ℓ and Ŷℓ be the
estimator defined by (43). Suppose the coefficients b and σ of SDE (40) are bounded and Lipschitz
continuous in space, and 1/2-Ho¨lder continuous in time, and σ is uniformly elliptic. Then for
any bounded measurable function f : Rd → R and δ ∈ (0, 1), the weak rate of convergence α in
Theorem 3.5 is δ/2, (see Theorem 1.1 in [55]). Therefore, for f ∈ F (Rd), the computational
complexity CMLMC for Ŷ is bounded above by
CMLMC ≤

c4ε
−1− 2δ , if f ∈ BV (Rd) ∩ L∞(Rd),
c4ε
−2− 43δ , if f ∈ {W 1,Φ(Rd) ∪W 1,p(·)(Rd)} ∩ L∞(Rd),
c4ε
−2− p(1−s)+2
δ(p+2) , if f ∈ W s,p(Rd) ∩ L∞(Rd).
3.3 L2-time regularity of BSDEs
In this subsection, inspired by [19, 33, 39, 43, 88], we apply Avikainen’s estimates proved in Section
2 to numerical analysis for BSDEs with irregular terminal functions g ∈ F (Rd).
Let (X,Y, Z) be a solution of the following (Markovian) decoupled forward-backward stochas-
tic differential equation (FBSDE):
X(t) = x+
∫ t
0
b(s,X(s))ds+
∫ t
0
σ(s,X(s))dB(s), x ∈ Rd, t ∈ [0, T ],
Y (t) = g (X(T )) +
∫ T
t
f(s,X(s), Y (s), Z(s))ds −
∫ T
t
Z(s)⊤dB(s), t ∈ [0, T ],
(44)
where B is a d-dimensional (Ft)t∈[0,T ]-Brownian motion, and b : [0, T ]×Rd → Rd, σ : [0, T ]×Rd →
R
d×d, f : [0, T ]× Rd × R× Rd → R and g : Rd → R are measurable functions. For details of the
theory and applications of BSDEs, we refer to [10, 19, 20, 33, 39, 43, 71, 88].
We need the following assumptions on the coefficients of FBSDE (44).
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Assumption 3.10. (i) The drift coefficient b and the diffusion coefficient σ are bounded and
twice continuously differentiable in space, and their partial derivatives are uniformly bounded
and γ-Ho¨lder continuous with γ ∈ (0, 1]. Moreover, b and σ are 1/2-Ho¨lder continuous in
time, and σ is uniformly elliptic.
(ii) The driver f is continuous and continuously differentiable in space, and its partial derivative
is uniformly bounded. Moreover,
∫ T
0
|f(s, 0, 0, 0)|ds <∞.
It is known (see, [43, 88]) that the rate of convergence for numerical schemes of (44) is derived
by the L2-time regularity ε(Z, π), that is, for a given time mesh π : 0 = t0 < · · · < tn = T ,
ε(Z, π) := E
[
n−1∑
i=0
∫ ti+1
ti
∣∣Z(t)− Z(ti)∣∣2 dt
]
, Z(ti) :=
1
ti+1 − tiE
[∫ ti+1
ti
Z(t)dt | Fti
]
. (45)
For providing the error estimate of ε(Z, π), we consider the following space:
L2,α :=
g : Rd → R ; E [|g(X(T ))|2]+ sup0≤t<T
E
[
|g(X(T ))− E [g(X(T )) | Ft]|2
]
(T − t)α <∞
 .
Under Assumption 3.10, Gobet and Makhlouf [33] provided an upper bound of the L2-time regu-
larity ε(Z, π) for g ∈ L2,α (see, Theorem 3.1 and Theorem 3.2 in [33]). By using these theorems
and Avikainen’s estimate proved in Section 2, we can provide the order of the L2-time regularity
ε(Z, π) for g ∈ F (Rd).
Theorem 3.11. Assumption 3.10 hold. Let g ∈ F (Rd) and (X,Y, Z) be a solution of decoupled
FBSDE (44), and let π be the equidistant time mesh, that is, π = {ti = iT/n ; i = 0, . . . , n}, and
let δ ∈ (0, 1). Then, there exist constants Cδ > 0 and C > 0 which do not depend on n such that
ε(Z, π) ≤

Cδn
− δ2 , if g ∈ BV (Rd) ∩ L∞(Rd),
Cn−
1
3 , if g ∈ {W 1,Φ(Rd) ∪W 1,p(·)(Rd)} ∩ L∞(Rd),
Cn−
ps
p+2 , if g ∈W s,p(Rd) ∩ L∞(Rd).
Proof. We only prove the statement for g ∈ BV (Rd) ∩ L∞(Rd). The proofs for the other function
spaces are similar. We first note that since g is bounded, E[|g(X(T ))|2] <∞. From Theorem 3.2
(a) in [33], it suffices to prove that for any δ ∈ (0, 1),
sup
0≤t<T
E
[
|g(X(T ))− E [g(X(T )) | Ft]|2
]
(T − t) δ2
<∞.
Under Assumption 3.10 (i), the stochastic process X admits a transition probability density
p(s, x; t, ·) with respect to Lebesgue measure, and it has the Gaussian upper bound, that is, there
exist C+ > 0 and c+ > 0 such that for any x, y ∈ Rd and 0 ≤ s < t ≤ T ,
p(s, x; t, y) ≤ C+gc+(t−s)(x, y)
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(e.g., Theorem 6.4.5 in [22]). Therefore, by using the Markov property of X , Jensen’s inequality
and change of variables, for any 0 < t < T , we have
E
[
|g(X(T ))− E [g(X(T )) | Ft]|2
]
= E
[∣∣∣∣∫
Rd
{g(X(T ))− g(y)} p(t,X(t);T, y)dy
∣∣∣∣2
]
≤ E
[∫
Rd
|g(X(T ))− g(y)|2 p(t,X(t);T, y)dy
]
≤ C+
∫
Rd
E
[
|g(X(T ))− g(y +X(t))|2
]
gc+(T−t)(0, y)dy.
Note that X(T ) and y +X(t) admit density functions with respect to Lebesgue measure, and the
density function of X(T ) has the Gaussian upper bound (see, (41)). Thus by using Theorem 2.11
(i), for p ∈ (0,∞), we obtain
E
[
|g(X(T ))− E [g(X(T )) | Ft]|2
]
≤ C+CBV (p, 2,∞)
∫
Rd
E [|X(T )− (y +X(t))|p] 1p+1 gc+(T−t)(0, y)dy
≤ 2 p−1p+1C+CBV (p, 2,∞)
(
E [|X(T )−X(t)|p] 1p+1 +
∫
Rd
|y| pp+1 gc+(T−t)(0, y)dy
)
≤ C(p)|T − t| p2(p+1)
for some constant C(p) > 0. Hence by choosing p := δ1−δ , we conclude the proof.
Remark 3.12. Recently, numerical schemes for high–dimensional forward–backward SDEs based
on machine learning have been studied (e.g., [19, 39, 43]). In particular, in [43], several backward
schemes based on a dynamic programming equation are proposed, and the upper bound of the
squared error of their schemes has the sum of the mean squared error E[|g(X(T ))− g(X(π)(T ))|2]
and the L2-time regularity ε(Z, π) defined by (45), where X is a solution to forward equation of
(44), X(π) is its Euler–Maruyama scheme with time step h = T/n and g is the terminal condition
of backward equation of (44) (see, Theorem 4.1 and Theorem 4.2 in [43]). As one of applications
of Corollary 3.6 and Theorem 3.11, we can conclude the convergence of their numerical schemes
in the case of irregular terminal conditions g ∈ F (Rd) for any dimension d ≥ 1.
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