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a b s t r a c t
In this paper, we present an efficient and general algorithm
for decomposing multivariate polynomials of the same arbitrary
degree. This problem, also known as the Functional Decomposition
Problem (FDP), is classical in computer algebra. It is the first
general method addressing the decomposition of multivariate
polynomials (any degree, any number of polynomials). As a
byproduct, our approach can be also used to recover an ideal I
from its kth power Ik. The complexity of the algorithm depends on
the ratio between the number of variables (n) and the number of
polynomials (u). For example, polynomials of degree four can be
decomposed inO(n12), when this ratio is smaller than 12 . This work
was initially motivated by a cryptographic application, namely the
cryptanalysis of 2R− schemes. From a cryptographic point of view,
the new algorithm is so efficient that the principle of two-round
schemes, including 2R− schemes, becomes useless. Besides, we
believe that our algorithm is of independent interest.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we describe an efficient method for solving the so-called Functional Decomposition
Problem (FDP) (Ye et al., 1999). This problem is as follows: given a set ofupolynomials h = (h1, . . . , hu)
over a polynomial ringK[x1, . . . , xn] (K denoting an arbitrary field) our algorithm permits to recover
– if any – f = (f1, . . . , fu) ∈ K[x1, . . . , xn]u and g = (g1, . . . , gn) ∈ K[x1, . . . , xn]nwhose composition
equals to h, i.e.
h = (h1, . . . , hu) = (f1(g1, . . . , gn), . . . , fu(g1, . . . , gn)) .
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This work was initially motivated by a cryptographic application, namely the cryptanalysis of 2R−
schemes (Goubin and Patarin, 1997a,b). Besides, FDP is a classical problem in computer algebra:
for instance in the univariate case, the decomposition is a standard functionality proposed in some
computer algebra systems (for example, we can mention the function compoly of Maple2).
1.1. Previous works
The univariate decomposition was considered as computationally hard 25 years ago. A
cryptographic protocol has been even based on this problem (Cade, 1985). Nowadays, nobody will be
really confident on such system. Indeed, there is now a vast literature proposing efficient algorithms
for decomposing univariate polynomials e.g. von zur Gathen (1990a,b), Kozen and Landau (1989).
In Gutierrez et al. (2002a), von zur Gathen, Gutierrez and Rubio have studied several restrictions
of FDP, namely the uni-multivariate, multi-univariate and single-variable decompositions. From an
algorithmic point of view, they proposed an efficient method for decomposing multi-univariate
polynomials. From a theoretical point of view, they proved the uniqueness (in an appropriate sense) of
the uni-multivariate, multi-univariate decompositions and the finiteness of uni-multivariate, multi-
univariate and single-variable decompositions.Wewill also quote Dickersonwho has proved that FDP
is NP-hard (Dickerson, 1989, 1993). Note that this fact is not in contradictionwith the result presented
in this paper since our method is really efficient only when the ratio nu is not too small.
Ye, Dai and Lam (Faugère and Perret, 2006) have proposed an efficient algorithm for decomposing a
set ofnpolynomials of degree four into two sets ofnquadratic polynomials. Their algorithmessentially
used linear algebra techniques, but is limited to the special case u = n.
In Faugère and Perret (2006), the two authors of this paper have extended the algorithm presented
(Ye et al., 1999, 2001) for decomposing instances of FDP for which the number of polynomials is
smaller than or equal to the number of variables (u ≤ n). To do so, we have used a fundamental tool of
commutative algebra, namely Gröbner bases (Buchberger, 1985; Buchberger et al., 1982; Buchberger,
2006, 1970). However, this algorithm only permitted to decompose polynomials of degree four
(composition of quadratic polynomials).
Wewill present here a extension of the technique introduced in Faugère and Perret (2006) allowing
to decompose polynomials of arbitrary degree. To the best of our knowledge, this is the first general
algorithm addressing the multivariate case. As a byproduct, our approach can be also used to recover
an ideal I from its kth power Ik. The complexity of our algorithmwill depend of the degree of the input
polynomials, and the ratio n/u between the number of variables and the number of input polynomials.
For example, our algorithm permits to decompose polynomials of degree four inO(n12) if n/u < 1/2.
1.2. Organization of the paper and main results
The paper is organized as follows. We begin in Section 2 by fixing some notations and introducing
more formally the Functional Decomposition Problem (FDP) which is the main concern of this paper.
In Section 3, we present an algorithm for decomposing polynomials of the same degree (i.e. all
the polynomials of the mapping are of the same degree). Briefly, our algorithm works as follows.
Let h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u be the polynomials obtained from the composition of
(f = (f1, . . . , fu), g = (g1, . . . , gn)) ∈ K[x1, . . . , xn]u × K[x1, . . . , xn]n, i.e.
(h1, . . . , hu) = (f1 (g1, . . . , gn) , . . . , fu (g1, . . . , gn)) .
All known techniques for decomposing split the problem into two parts. First, compute candidates for
the g1, . . . , gn and recover f1, . . . , fu from this knowledge. Note that determining f1, . . . , fu knowing
h1, . . . , hu and g1, . . . , gn is a subfield membership problem (Gutierrez et al., 2002a; Sweedler, 1993).
This is a difficult problem in general. However, in our context, the degree of the polynomials are
2 http://www.maplesoft.com/.
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bounded. Therefore, linear algebra techniques can be used to recover the unknown coefficients of
the fis.
The harder step being usually to recover candidates for g1, . . . , gn. The aim of our algorithm is to
find the vector space L(g) = SpanK(g1, . . . , gn) generated by g1, . . . , gn. This vector space will be
computed from the reduced DRL Gröbner bases of suitable ideals. More precisely, we will consider a
sequence of quotient ideals constructed from the ideal generated by the partial derivatives of hi, i.e.:
∂ Ih =
〈
∂hi
∂xj
〉1≤j≤n
1≤i≤u
.
As soon as the decomposition is unique – in a sense thatwewill precise in Definition 2 – our technique
allows to recover in most cases (see Remark 4) a basis ofL(g).
In Section 4, we will describe the application that initially motivated this work, namely 2R−
schemes (Goubin and Patarin, 1997a,b). The security of these schemes is based on the (expected)
practical difficulty of FDP. We present some experimental results obtained with our algorithm on real
size instances of FDP corresponding to 2R− schemes. We will see that the efficiency of our approach
render the principle of two-round schemes, and probably any extension, obsolete.
2. The functional decomposition problem
In this part, we introduce more formally the problem of decomposing multivariate polynomials.
Let h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u be a set of multivariate polynomials. We shall say that
(f = (f1, . . . , fu), g = (g1, . . . , gn)) ∈ K[x1, . . . , xn]u × K[x1, . . . , xn]n is a decomposition of h if:
h = (h1, . . . , hu) = (f1 (g1, . . . , gn) , . . . , fu (g1, . . . , gn)) = f ◦ g.
Observe that taking h = f and g = (g1, . . . , gn) = (x1, . . . , xn), or f = (x1, . . . , xu) and g =
(h1, . . . , hu, 0, . . . , 0)will lead to a valid, but trivial, decomposition of h. Another ‘‘pathological’’ case
can be obtained as follows. Let g = (g1, . . . , gn) ∈ K[x1, . . . , xn]n be an automorphism (Cox et al.,
1992) polynomial map, i.e. a map for which there exists another polynomial map g˜ = (g˜1, . . . , g˜n) ∈
K[x1, . . . , xn]n such that:
xi = g˜i(g1, . . . , gn), for all i ≤ 1 ≤ i ≤ n.
It follows that any polynomial map h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u has a decomposition h = f ◦ g ,
where f is given by:
fi = hi(g˜1, . . . , g˜n), for all i ≤ 1 ≤ i ≤ u.
From this short discussion, we can remark that it is not so obvious to define a notion of
nontrivial decomposition. In Gutierrez and Sevilla (2006), the authors considered that a nontrivial
decomposition is a decomposition (f = (f1, . . . , fu), g = (g1, . . . , gn)) ∈ K[x1, . . . , xn]u ×
K[x1, . . . , xn]n of h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u if:
K[h1, . . . , hu] ⊂ K[g1, . . . , gn] ⊂ K[x1, . . . , xn].
Even with these restrictions, you can get ‘‘trivial’’ decompositions. In particular, if the transcendence
degree of the rational field K(x1, . . . , xn) over the unirational field K(h1, . . . , hn) is smaller than n
(Gutierrez and Sevilla, 2006; Gutierrez et al., 2002b). To handle this problem, we will use the notion
of genericity.
Definition 1. Let EK(u, n, d) be the set of all polynomials p1, . . . , pu ∈ K[x1, . . . , xn] being of degree
smaller (or equal) to d respectively. We shall say that a property is generic if it holds over a nonempty
Zarisky’s open, i.e. if the property is verified for all sequences in EK(u, n, d) except for an algebraic set
of co-dimension at least one. We shall also say that a polynomial is generic if their coefficients are
considered as algebraic polynomials.
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In order to avoid trivial cases, we shall say in this paper that a decomposition (f , g) ∈
K[x1, . . . , xn]u × K[x1, . . . , xn]n of h ∈ K[x1, . . . , xn]u is generically non trivial is f , g and h have
degrees greater than one and the coefficients of (f , g) are generics. Here, the degree of a polynomial
map p = (p1, . . . , pu) ∈ K[x1, . . . , xn]u is the maximal degree of the monomials occurring in the pis.
The Functional Decomposition Problem (FDP) is then as follows:
FDP
Input: h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u
Find: – if any – a generic nontrivial decomposition (f = (f1, . . . , fu), g = (g1, . . . , gn))
∈ K[x1, . . . , xn]u × K[x1, . . . , xn]n of h.
From now on, we will simply call a generic nontrivial decomposition a trivial decomposition; i.e.
the notion of genericity will be always assumed in this case.
A decomposition (f = (f1, . . . , fu), g = (g1, . . . , gn)) of h = (h1, . . . , hu) cannot be unique.
Indeed, any bijective linear combination A of the gis leads to a decomposition of h since:
h = (f ◦ A−1) ◦ (A ◦ g).
This suggests to introduce the following notion of uniqueness (Gutierrez et al., 2002a).
Definition 2. Let h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u. We shall say that:
• two decompositions (f = (f1, . . . , fu), g = (g1, . . . , gn)) and
(
f˜ = (f˜1, . . . , f˜u), g˜ = (g˜1, . . . , g˜n)
)
of h are equivalent if ∃A ∈ GLn(K) such that g˜ = g · A.
• a decomposition (f , g) of h is unique if all decompositions are equivalent.
In order to simplify our task, wewill consider a slightlymodified version of FDP. First, wewill suppose
that the input polynomials are homogeneous of the same degree. Moreover, we will suppose that the
degrees of a decomposition is part of the input.
To summarize, let dh, df , dg be positive integers strictly greater than one.
FDP(dh, df , dg)
Input: h = (h1, . . . , hu) ∈ K[x1, . . . , xn]u, with the his all of degree dh.
Find: – if any – homogeneous polynomials (f = (f1, . . . , fu), g = (g1, . . . , gn)) ∈
K[x1, . . . , xn]u × K[x1, . . . , xn]n of degree df and dg respectively such that h = f ◦ g .
We shall say that (f , g) is a (df , dg)-decomposition of h if (f , g) is a decomposition of h, and
deg(f ) = df , deg(g) = dg . Finally, we now recall the definition of an ideal quotient (or colon ideal),
which is an important ingredient of our algorithm (Cox et al., 1992).
Definition 3. Let I and J be ideals of K[x1, . . . , xn]. The ideal quotient of I by J, denoted I : J, is the
set
I : J = {f ∈ K[x1, . . . , xn] : f · g ∈ I, for all g ∈ J}.
If J = 〈f 〉, we will simply denote I : f . A (Gröbner) basis (Buchberger, 1985; Buchberger et al., 1982;
Buchberger, 2006, 1970) of a quotient ideal can be computed using standard elimination techniques
(Adams and Loustaunau, 1994; Cox et al., 1992). In our context, we will see that such Gröbner basis
can be computed using a more simple method.
3. An algorithm for solving FDP
In this part, we will present an algorithm for solving FDP(dh, df , dg ), with dh, df , dg > 1.
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3.1. The homogeneous case
We first remark that we can w.l.o.g. restrict our attention to homogeneous instances of
FDP. We shall call homogenization of p ∈ K[x1, . . . , xn] the polynomial p∗(x0, x1, . . . , xn) =
xdeg(p)0 p(x1/x0, . . . , xn/x0),where x0 is a new variable.
Lemma 1 (Ye et al., 1999). Let f = (f1, . . . , fu) ∈ K[x1, . . . , xn]u and g = (g1, . . . , gn) ∈
K[x1, . . . , xn]n, with all the polynomials of f (resp. g) of degree df (resp. dg ). We have:
(f ◦ g)∗ = f ∗ ◦ g∗,
with f ∗ = (xdf0 , f ∗1 , . . . , f ∗u ) and g∗ = (xdg0 , g∗1 , . . . , g∗n ).
Proof. We have:
f ∗(x0, x1, . . . , xn) =
(
x
df
0 , x
df
0 f1(x1/x0, . . . , xn/x0), . . . , x
df
0 fu(x1/x0, . . . , xn/x0)
)
,
g∗(x0, x1, . . . , xn) =
(
xdg0 , x
dg
0 g1(x1/x0, . . . , xn/x0), . . . , x
dg
0 gn(x1/x0, . . . , xn/x0)
)
.
Therefore:
f ∗ ◦ g∗ =
(
x
df ·dg
0 , x
df ·dg
0 f1(g
∗
1 /x
dg
0 , . . . , g
∗
n /x
dg
0 ), . . . , x
df ·dg
0 f1(g
∗
1 /x
dg
0 , . . . , g
∗
n /x
dg
0 )
)
,
which is exactly equal to (f ◦ g)∗. 
Thus, if (f ∗, g∗) is a decomposition of h∗, then a decomposition (f , g) of h is obtained by
dehomogenization of f ∗ and g∗, i.e. by computing f ∗(1, x1, . . . , xn) and g∗(1, x1, . . . , xn).
From now on, we assume that f = (f1, . . . , fu) ∈ K[x1, . . . , xn]u and g = (g1, . . . , gn) ∈
K[x1, . . . , xn]n are homogeneous polynomials of degree df and dg respectively. Note that h =
(h1, . . . , hu) = f ◦ g will be given by homogeneous polynomials of degree dh = df · dg .
3.2. Description of the algorithm
The algorithm is divided into two parts. First, we try to recover the vector space L(g) =
SpanK(g1, . . . , gn) generated by g = (g1, . . . , gn). This linear span will be recovered from the DRL
Gröbner bases of suitable ideals. Secondly, we deduce a decomposition (f , g) of h fromL(g).
3.2.1. The second step—a simple linear algebra step
To do so, we remark that the knowledge of L(g) is sufficient for decomposing h. Indeed, suppose
that g = (g1, . . . , gn) is a basis ofL(g). The symbolic equalities:
hi = fi(g1, . . . , gn), for all i, 1 ≤ i ≤ u, (1)
permit, by comparing the coefficients in the right-most and left-most parts of these equalities, to
obtain a linear system of O(u · Cdfn+df ) equations in the u · C
df
n+df unknown coefficients of the fis. Any
solution of this linear systemwill provide a valid decomposition. On the other hand, if this system has
no solution, we can conclude that there exists no valid decomposition exists. It remains to determine
the vector spaceL(g).
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3.2.2. The first step—recovering the linear span
First, we will briefly recall the approach of Faugère and Perret (2006) for finding a (2, 2)
decomposition. In this context, we can write:
fi =
∑
1≤k,`≤n
f (i)k,`xkx` ∈ K[x1, . . . , xn], for all i, 1 ≤ i ≤ u,
gi =
∑
1≤k,`≤n
g(i)k,`xkx` ∈ K[x1, . . . , xn], for all i, 1 ≤ i ≤ n.
Therefore, for all i, 1 ≤ i ≤ u:
hi = fi(g1, . . . , gn) =
∑
1≤k,`≤n
f (i)k,`gkg`. (2)
We then observe that:
∂hi
∂xj
=
∑
1≤k,`≤n
fk,`
(
∂gk
∂xj
g` + ∂g`
∂xj
gk
)
. (3)
The polynomials g1, . . . , gn being of degree two, their partial derivatives
∂gk
∂xj
are of degree one. Hence:
∂ Ih =
〈
∂hi
∂xj
: 1 ≤ i ≤ u, 1 ≤ j ≤ n
〉
⊆ 〈xkg`〉1≤k,`≤n.
As we will see, this ideal usually provides enough information for recovering a basis ofL(g).
Theorem 1. LetM(d) be the set of monomials of degree d ≥ 0 in x1, . . . , xn, and:
Cd = {m× gk : m ∈ M(d+ 1), and k, 1 ≤ k ≤ n} ,
Rd =
{
m× ∂hi
∂xj
: m ∈ M(d), 1 ≤ i ≤ u, and j, 1 ≤ j ≤ n
}
.
If dim(SpanK (Rd)) ≥ #Cd, there exists d ≥ 0 such that for all i, 1 ≤ i ≤ n:
xd+1n gi ∈ ∂ Ih,
Proof. According to (3), we have for allm ∈ M(d):
m× ∂hi
∂xj
=
∑
1≤k,`≤n
fk,`
((
m× ∂gk
∂xj
)
g` +
(
m× ∂g`
∂xj
)
gk
)
.
Again, we recall that the partial derivatives ∂gk
∂xj
are of degree one. We then deduce that each
polynomial of Rd can be written as a sum of elements in:
Cd = {m× gk : m ∈ M(d+ 1), and k, 1 ≤ k ≤ n} .
It is then natural to consider the matrix whose rows are indexed by the polynomials m × ∂hi
∂xj
∈ Rd,
and columns by the elements of Cd. Namely:
A =

· · · · · · m× gk · · · · · ·
... · · ·
... · · ·
m× ∂hi
∂xj
· · ·
... · · ·
... · · ·

.
Thus, xd+1n gi ∈ SpanK(Rd) ⊂ ∂ Ih, for all i, 1 ≤ i ≤ n. Indeed, dim (SpanK(Rd)) – the number of linearly
independent rows of A – is at least equal to #Cd; the number of columns of A. 
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Wewill now see howwe can extend this idea for decomposing polynomials of arbitrary degree. To do
so, we consider the problem of recovering I = 〈q1, . . . , qu〉 from the knowledge of Ik, i.e. computing
the kth root of Ik. This problem can be viewed as a special decomposition problem. Obviously, we can
assume that Ik is generated by all the products of the form qi1qi2 · · · qik , 1 ≤ i1, i2, . . . , ik ≤ u. In order
to ease the exposure, we introduce the following:
Definition 4. Let k be a positive integer.Wewill denote by pi,k a product of k (not necessarily distinct)
polynomials qjs, i.e. a product of the form:
qj1qj2 · · · qjk , 1 ≤ j1, j2, . . . , jk ≤ u.
We will also denote by rk the number of such products.
We would like to emphasize that we will extensively use these notations in the following.
Remark 2. For k = 2, we have for instance:
J2 = 〈qjqk〉1≤j≤k≤u,
and r2 = n(n+ 1)/2.
Obverse that each pi,k can be obtained from the composition of a monomial of degree k by q1, . . . , qn.
We will now extend the formula (3) in a more general context. To this end, we remark that:
∂pi,k
∂xr
= ∂
∂xr
(qj1qj2 · · · qjk) =
k∑
s=1
∂qjs
∂xr
k∏
t=1, t 6=s
qjt . (4)
This will permit us to prove the following result:
Lemma 3. Let k > 1,M(d) be the set of monomials of degree d ≥ 0 in x1, . . . , xn, and I ⊂ K[x1, . . . , xn]
be an ideal generated by homogeneous polynomials of the same degree dI > 1. Let also Ik = 〈pi,k〉1≤i≤rk
and Ik−1 = 〈pi,k−1〉1≤i≤rk−1 be the kth power and (k − 1)th power of I respectively (notations as in
Definition 4). Finally, we set:
Ck−1 =
{
m′ × pi,k−1 : m′ ∈ M(dk−1 + dI − 1) and i, 1 ≤ i ≤ rk−1
}
,
Rk−1 =
{
m× ∂pi,k
∂xj
: m ∈ M(dk−1), 1 ≤ i ≤ rk, and j, 1 ≤ j ≤ n
}
.
If dim (SpanK(Rk−1)) ≥ #Ck−1, for some dk−1 ≥ 1, then:
xdI−1+dk−1n · pi,k−1 ∈ ∂ Ik, for all i, 1 ≤ i ≤ rk−1.
∂ Ik being the ideal generated by the first order partial derivatives of Iks generators, i.e.
∂ Ik =
〈
∂pi,k
∂xj
〉1≤j≤n
1≤i≤rk
Proof. According to (4), we can suppose that each generator of ∂ Ik can be written as:
rk−1∑
i=1
ai,k−1mi,k−1pi,k−1,
with ai,k−1 ∈ {0, 1} and mi,k−1 being a monomial of degree dI − 1. This means that the partial
derivatives ∂pi,k
∂xj
are in Ik−1.
Then letm ∈ M(dk−1). Obviously, each polynomialm× ∂pi,k∂xj can be expressed as the sumofmonomials
m′i,k−1 of degree dk−1 + dI − 1 by some pi,k−1. We then consider the matrix, denoted Ak−1, whose:
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• rows are labeled by the polynomials of:
Rk−1 =
{
m× ∂pi,k
∂xj
: m ∈ M(dk−1), 1 ≤ i ≤ rk, and j, 1 ≤ j ≤ n
}
.
• columns are labeled by the polynomials of:
Ck−1 =
{
m′ × pi,k−1 : m′ ∈ M(dk−1 + dI − 1) and i, 1 ≤ i ≤ rk−1
}
.
In this setting, the coefficient in Ak−1 corresponding to the rowm× ∂pi,k∂xj and columnm′× pi,k−1 is the
coefficient ofm′ × pi,k−1 in the polynomialm× ∂pi,k∂xj . In other words:
Ak−1 =

· · · · · · m′ × pi,k−1 · · · · · ·
... · · ·
... · · ·
m× ∂pi,k
∂xj
· · ·
... · · ·
... · · ·

Since dim (SpanK(Rk−1)) is at least equal to #Ck−1, it holds that:
xdI−1+dk−1n · pi,k−1 ∈ ∂ Ik for all i, 1 ≤ i ≤ rk−1,
concluding the proof. 
We would like to emphasize that Lemma 3 allows us to compute the kth root of Ik. We will see that I
can be recovered by computing the successive quotient ideals:
∂ Ik : xdk−1+dI−1n , ∂ Ik−1 : xdk−2+dI−1n , . . . , ∂ I2 : xd1+dI−1n ,
for some integers dk−1, dk−2, . . . , d1 ≥ 1. Typically, we can recover Ik−1 by computing ∂ Ik : xdk−1+dI−1n
using standard Gröbner bases techniques, and then from Lemma 3:
Ik−1 ⊆ ∂ Ik : xdk−1+dI−1n .
Also remark thatK[x1, . . . , xn] being noetherian, we know that there exists d∗ <∞ such that, for all
j, 1 ≤ j ≤ k:
· · · ⊆ ∂ I j : xd∗−1n ⊆ ∂ I j : xd
∗
n = ∂ I j : xd
∗+1
n .
Thus, dk−1, dk−2, . . . , d1 are obviously bounded from above by d∗. We will provide a generic lower
bound on these parameters at the end of this part. Now, we extend Lemma 3 to obtain themain result
of this section.
Theorem 2. Let (f = (f1, . . . , fu), g = (g1, . . . , gn)) be a (df , dg)-decomposition of h = (h1, . . . , hu)
and Ih = 〈h1, . . . , hu〉 = 〈pi,df 〉1≤i≤rdf , with rdf = u. Also let Ig = 〈g1, . . . , gn〉. For all k, 1 < k < df , we
will denote by pi,k a product of k (not necessarily distinct) polynomials gjs, i.e. a product of the form:
gj1gj2 · · · gjk , 1 ≤ j1, j2, . . . , jk ≤ n.
We will also denote by rk the number of such products. Thus, we have Ikg = 〈pi,k〉1≤i≤rk . Finally, we set for
all k, 1 < k ≤ df :
Ck−1 =
{
m′ × pi,k−1 : m′ ∈ M(dk−1 + dg − 1), and i, 1 ≤ i ≤ rk−1
}
,
Rk−1 =
{
m× ∂pi,k
∂xj
: m ∈ M(dk−1), 1 ≤ i ≤ rk, and j, 1 ≤ j ≤ n
}
.
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Therefore, for all k, 1 < k ≤ df :
xdg−1+dk−1n · pi,k−1 ∈ ∂ Ikg , for all i, 1 ≤ i ≤ rk−1, (5)
if there exists dk−1 ≥ 1, such that dim (SpanK(Rk−1)) ≥ #Ck−1.
Proof. The proof is essentially the same as the one presented in Lemma 3. The more important fact is
to remark that Ih ⊆ Idfg . We have then simply replaced Idf by Ih. 
The setL(g) ⊂ Ig can be extracted from the quotient ideals:
Qdf−1 = ∂ Ih : x
ddf −1+dg−1
n , . . . ,Q3 = ∂ I3g : xd2+dg−1n ,Q2 = ∂ I2g : xd1+dg−1n ,
for suitably chosen positive integers ddf−1, . . . , d2, d1. The ideal Ih being homogeneous, all these
quotients are also homogeneous ideals. Moreover:
min (deg(p) : p ∈ Qk−1) = (k− 1)dg , for all k, 1 < k ≤ df .
Let Gk−1 be a (reduced) DRL Gröbner basis ofQk−1 and let Bk−1(g) be the set of polynomials of Gk−1 of
degree (k− 1)dg , i.e.:
Bk−1(g) =
(
g ∈ Gk−1 : deg(g) = (k− 1)dg
)
.
According to the minimality – w.r.t. the degree – of a DRL Gröbner basis:
SpanK (Bk−1(g)) = SpanK
(
g ∈ Qk−1 : deg(g) = (k− 1)dg
)
, for all k, 1 < k ≤ df .
In particular, we get from Theorem 2 thatL(g) ⊆ SpanK (B1(g)) .When the decomposition is unique,
L(g) is of dimension n generically. Consider the matrix Ag whose row i, 1 ≤ i ≤ n is filled by the
coefficients of gi (w.r.t some ordering). The fact that dim(L(g)) < n implies that the matrix Ag
is not of full rank, which can be expressed by the vanishing of an algebraic system via the minors
of Ag . To show that this set is nonempty, we can take for instance g = (g1, . . . , gn). Remark that
dim(SpanK (B1(g))) = n implies thatL(g) = SpanK (B1(g)).
3.2.3. Computing the quotient ideal
In this part, we will explain a simple way to compute a basis of ∂ Ikg : xdk−1+dg−1n . Precisely, we will
describe an explicit way for computing the set Bk−1(g), for all k, 1 < k ≤ df . To do so, we recall that
the variable xn has a particular property in a DRL order. Indeed, it is well known that if x
dk−1+dg−1
n
divides the leadingmonomial of a polynomial, then it will also divide the whole polynomial. Thus, we
can restrict our attention to the polynomials of a (k · dg + dk−1 − 1)-DRL Gröbner bases G′k−1 of ∂ Ikg
(or ∂ Ih, if k = df ) whose leading monomial are divided by xdk−1+dg−1n . Precisely:
Bk−1(g) =
(
g ′
xdk−1+dg−1n
: g ′ ∈ G′k−1, and xdk−1+dg−1n | LM(g ′,≺DRL)
)
.
LM(g ′,≺DRL) being the leading monomial of g ′ w.r.t. the DRL order.
3.3. The algorithm MultivariateComPoly
We are now in a position to describe our algorithm.
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MultivariateComPoly
Input: df , dg , dh and u homogeneous polynomials h = (h1, . . . , hu) of the same degree dh
Output: Fail, or a nontrivial decomposition (f = (f1, . . . , fu), g = (g1, . . . , gn)) of h
G = {g1, . . . , gk} ← InsideComp
(
df , dg , dh, h = (h1, . . . , hu)
)
// The polynomials of G form a vector basis of L(g)
If k 6= n then Return Fail
Compute the set Sys of solutions of the linear system generated, as explained in (1), from g
If #Sys = 0 then Return No Decomp // no nontrivial decomposition
Else Pick a random element f = (f1, . . . , fu) of Sys
// h = f ◦ g, for any f = (f1, . . . , fu) corresponding to an element of Sys
Return (g = (g1, . . . , gn), f = (f1, . . . , fu))
Remark 4. This algorithm returns FailwhenL(g) 6= SpanK(G). This can be due to the fact that the
decomposition is not unique, or simply because SpanK(G) can contain polynomials g 6∈ L(g). Anyway,
all the generators of L(g) are contained in G . Thus, one can perform an exhaustive search over the
polynomials of G to recover a basis ofL(g). In theory, our approach can be extended for decomposing
polynomials having several decompositions. But, most of the instances of FDP that we solved in our
experiments have a unique decomposition. For this reason, we have chosen to present this version of
the algorithm, which is very close to our actual implementation.
The procedure InsideComp, which is the core of the algorithm, recover – if any – a basis of the linear
spanL(g).
InsideComp
Input: df , dg , dh and u homogeneous polynomials h1, . . . , hu of same degree dh
Output: Fail, or a linear basis ofL(g)
Idf (h)← 〈h1, . . . , hu〉
For k from df to 2 do
// notations as in Theorem 2
Find the smallest integer dk−1 such that dim (SpanK(Rk−1)) ≥ #Ck−1
Compute a reduced (k · dg + dk−1 − 1)-DRL Gröbner bases G′k−1 of ∂ Ik(h)
Bk−1 ←
(
g ′
x
dk−1+dg−1
n
: g ′ ∈ G′k−1, and xdk−1+dg−1n | LM(g ′,≺DRL)
)
∂ Ik−1(h)←
〈
∂g
∂xj
: g ∈ Bk−1, 1 ≤ j ≤ n
〉
od
Return B1
Remark 5. Let k > 1, and Ik = 〈pi,k〉1≤i≤rk be the kth power of an ideal I = 〈g1, . . . , gn〉. Remark that
InsideComp
(
k, dg , k · dg , {pi,k}1≤i≤rk
)
returns a DRL Gröbner basis of I .
3.3.1. Complexity
In this part, we investigate the complexity ofMultivariateComPoly.
Theorem 3. Let the notations be as in Theorem 2. For all k, 1 < k ≤ df , let dk−1 be the smallest integer
such that dim (SpanK(Rk−1)) ≥ #Ck−1. The complexity ofMultivComPoly is:
O
( df∑
k=2
n3(k·dg+dk−1−1)
)
.
Proof. The complexity of AlgoFDP is dominated by the cost of InsideComp. That is, the cost of
computing the reduced DRL Gröbner basis Gk−1, for all k, 1 < k ≤ df . As explained in 3.2, this can be
done by computing a (k·dg+dk−1−1)-DRLGröbner bases of ∂ Ihk .We recall thatwe have homogeneous
polynomials. Thus, according to Lazard (1981, 1983), such basis can be computed using F5 (Faugère,
2002) in O(n3(k·dg+dk−1)), for each k, 1 < k ≤ df . 
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It is important to know the exact value of the parameters ddf−1, . . . , d2, d1. We will provide a lower
bound on these values. Generically, we can say that the vectors of:
Rk−1 =
{
m× ∂pi,k
∂xj
: m ∈ M(dk−1), 1 ≤ i ≤ rk, and j, 1 ≤ j ≤ n
}
, for all k, 1 < k ≤ df .
are linearly independent. Indeed, let ARk−1 be the matrix constructed from the elements of Rk−1(
viewed over the vector space generated by the monomials of degree dk−1 · k · dg
)
. Then, the fact
that the vectors of Rk−1 are not linearly independent implies that the matrix ARk−1 is not of full rank,
which can be expressed by the vanishing of an algebraic system via the minors of ARk−1 (by viewing
the polynomials pi,ks as generic polynomials).
Thus, dim (SpanK(Rk−1)) = n · rk · Cdk−1n+dk−1 . Therefore, we get that the parameters ddf−1, . . . , d2, d1
must be chosen such that:
n · rk · Cdk−1n+dk−1 ≥ #Ck−1 = rk−1 · C
dk−1+dg−1
n+dk−1+dg−1.
Therefore, for all k, 1 < k ≤ df , dk−1 will be generically equal to the smallest integer such that:
Cdk−1n+dk−1 ≥
rk−1
n · rk · C
dk−1+dg−1
n+dk−1+dg−1.
Remark that rdf = u, and r1 = n. For all k, 1 < k < df , we can also take:
rk = Ckn.
In the cryptographic application that initially motivated this work, we have df = dg = 2. In this case,
we have obtained (Faugère and Perret, 2006) that:
Property 1. Let the notations be as in Theorem 2. We set df = dg = 2. Thus, d1 must verify:
d1 ≥ nu − 1.
We then obtain:
Corollary 1. Let the notations be as in Theorem 2. We set df = dg = 2. If the number u ≥ b n2c, the
complexity ofMultivariateComPoly is O(n12), and O(n9) if u = n.
We will now show that this is perfectly coherent with our experimental results.
4. Application to cryptography
We present in this part some experimental results obtained with our algorithm. We will mainly
focus our attention to the application that initially motivated this work: the cryptanalysis of 2R−
schemes (Goubin and Patarin, 1997a,b).
4.1. One-round and two-round schemes
In Matsumoto and Imai (1985), Matsumoto and Imai have proposed the first efficient public key
cryptosystem based on multivariate polynomials. The public key p = (p1, . . . , pn) ∈ F2[x1, . . . , xn]n
of this scheme – called C∗ (Matsumoto and Imai, 1988) – is a set of multivariate polynomials obtained
from the composition of a carefully chosen quadratic multivariate system ψ = (ψ1, . . . , ψn) ∈
F2[x1, . . . , xn]n by two secret linear (invertible) transformations (S, T ) ∈ GLn(F2)× GLn(F2), namely:
p(x1, . . . , xn) = ψ ((x1, . . . , xn)S) T .
The polynomials ofψ are equal to the n components ofφ◦f ∈ F2[x1, . . . , xn]n, where3 f (X) = X1+2θ ∈
F2n [X], and φ is an isomorphism between F2n and Fn2.
3 θ is chosen such that gcd(θ, 2n − 1) = 1.
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To encrypt a message m ∈ Fn2, we compute p(m). To decrypt a ciphertext c ∈ Fn2, we use the
knowledge of the secret key (S, T ), as well as the particular shape ofψ , to find am ∈ Fn2 for which c =
p(m). This is merely equivalent to finding a root of the univariate polynomial f (X) = X1+2θ ∈ F2n [X].
After this pioneer work of Matsumoto and Imai (1985), several others constructions have been
proposed for finding a suitable ψ , leading to a family of cryptosystems called one-round schemes
(Goubin and Patarin, 1997a,b). Unfortunately, serious weaknesses have been found on several one-
round schemes (Patarin, 1995; Goubin and Patarin, 1997a,b).
To strengthen these schemes, without modifying toomuch the basic principle, Patarin and Goubin
introduced a new family of cryptosystems: two-round schemes (Goubin and Patarin, 1997a,b). The
public key of such systems, which is given by polynomials of degree four, is obtained by composing
the public polynomials of two different instances of one-round schemes.More formally, let (S, T ,U) ∈
GLn(K) × GLn(K) × GLn(K) be a triple of (invertible) linear transformations, and two quadratic
multivariate systems ψ and φ ∈ K[x1, . . . , xn]n. The public polynomials are:
p(x1, . . . , xn) = (p1(x1, . . . , xn), . . . , pn(x1, . . . , xn)) = φ
(
ψ ((x1, . . . , xn)S) T
)
U .
When all the polynomials of p are given, this scheme is called 2R scheme. If only some of them are
given, let us say u < n, it is called 2R− scheme.
The fundamental issue behind this new construction is the following: does composing two weak
one-round schemes lead to a secure scheme? This is obviously related to the difficulty of computing a
(2, 2)-decomposition of the polynomials of the public key. Note that, an efficient method for finding
this decomposition permits to split 2R− (resp. 2R) schemes into two independent schemes given by
quadratic polynomials. To break these schemes, we then only have to solve two quadratic systems.
As mentioned by Patarin and Goubin (Goubin and Patarin, 1997a,b), this makes the principle of two-
round schemes, including the minus modification, useless.
4.2. Experimental results
Generation of the instances
We have only considered instances h = f ◦ g of FDP admitting a (2, 2)-decomposition. We
constructed these instances in the following way:
– f = ψ ((x1, . . . , xn)S) T , and g = φ ((x1, . . . , xn))U , with random linear transformations
(S, T ,U) ∈ GLn(K)×GLn(K)×GLn(K). Moreover,ψ, φ ⊂ K[x1, . . . , xn]n are ‘‘S-box’’ systems (Goubin
and Patarin, 1997a,b), i.e. of the form:(
S1(x1, . . . , xn1), S2(xn1+1, . . . , xn1+n2), . . . , Sb(xn1+n2+···+nd−1+1, . . . , xn)
)
,
where n = ∑i ni, and each Si ∈ K[x1, . . . , xn]ni is composed of quadratic polynomials. Note that we
shall call b the number of blocks. We then remove r ≥ 0 polynomials of h.
Programming language—Workstation
The experimental results have been obtained with a Xeon bi-processor 3.2 Hz, with 6 Gb of Ram. The
instances of FDP have been generated using the Maple software.4 We used an implementation of F5
(Faugère, 2002) for computing truncated Gröbner bases.
Table Notations
The following notations are used in the next table given below:
– n, the number of variables
– b, the number of blocks
– ni, the number of variables in each block
– q, the size of the field
– r , the number of polynomials removed
– dtheo = d nu−1e, the predicted (see 3.3) value of d1 forwhichMultivariateComPoly returns a solution
4 http://www.maplesoft.com/.
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– dreal, the observed value of d for whichMultivariateComPoly returns a solution
– T , the total running time of our algorithm
– qn, the security bound of Goubin and Patarin (1997b) and Biham (2000) for 2R− schemes.
Practical Results
n b ni r q dtheo dreal T (s) qn
8 4 2 0 65521 0 0 0.0
8 4 2 4 65521 1 1 0.0 ≈ 264
8 4 2 5 65521 2 2 0.3 ≈ 264
8 4 2 6 65521 3 3 1.9 ≈ 264
10 5 2 5 65521 1 1 0.2 ≈ 280
10 5 2 6 65521 2 2 3.2 ≈ 280
10 5 2 7 65521 3 3 21.4 ≈ 280
10 5 2 8 65521 4 4 180.8 ≈ 280
12 3 4 0 65521 1 1 0.1
12 3 4 5 65521 1 1 0.9 ≈ 296
12 3 4 6 65521 1 1 0.9 ≈ 296
12 3 4 7 65521 2 2 20.5 ≈ 296
12 3 4 8 65521 2 2 25.2 ≈ 296
12 3 4 9 65521 3 3 414 ≈ 296
20 5 4 0 65521 0 0 1.6
20 5 4 5 65521 1 1 55.2 ≈ 2160
20 5 4 10 65521 1 1 78.9 ≈ 2160
20 10 2 10 65521 1 1 78.8 ≈ 2160
20 2 10 10 65521 1 1 78.7 ≈ 2160
24 6 4 0 65521 0 0 4.9
24 6 4 12 65521 1 1 376.1 ≈ 2192
30 15 2 15 65521 1 1 2910.5 ≈ 2160
32 8 4 0 65521 0 0 31.3
32 8 4 10 65521 1 1 3287.9 ≈ 2256
32 8 4 16 65521 1 1 4667.9 ≈ 2256
36 18 2 15 65521 1 1 13427.4 ≈ 2256
Interpretation of the results
Wemention that n = 16 and n = 32 were two challenges proposed by the designers of 2R− schemes
(Goubin and Patarin, 1997a,b). First, we have observed that the parameters b and ni of the S-box
systems seem irrelevant for the complexity of our algorithm. We have also tested our approach for
instances of FDP constructed with various forms ofψ, φ proposed in Goubin and Patarin (1997a) and
Goubin and Patarin (1997b) (C∗+S-Box functions, Triangular+S-Box functions,. . . ) and several values
of q. These results are very similar to the ones obtained for S-Box functions, and thus not quoted here.
The main observation is that our algorithm behaves exactly as predicted. That is, dtheo = d nu − 1e is
exactly equal to the dreal observed in practice.
5. Conclusion
In this paper, we have presented a general algorithm for decomposing mappings of arbitrary, but
the same, degree (i.e. all the components of the mapping are of the same degree). It remains an open
question to decomposemappingswith components of different degrees. Another interesting question
is to further investigate the subfield membership problem (Gutierrez et al., 2002a; Sweedler, 1993)
when the degree of the polynomials is not given.
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