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Summary
The cooperative communication in wireless networks has received a significant re-
search attention recently. Due to the broadcast nature of wireless media, the nodes
may receive the signals from their neighboring transmitters. These nodes, known as
relays, can cooperate with the original sender by retransmitting the overheard signal
towards the intended destination. Due to erroneous and time-varying nature of wire-
less links, the cooperative diversity provided by these relay nodes can significantly
improve the performance of wireless networks.
In this thesis, we focus on the cooperative communication in the medium access
control (MAC) layer, in which several research questions are still unsolved. In order to
address these problems, different novel approaches for the cooperative communication
problem in MAC layer are proposed in this thesis.
The novelty of this thesis is two-fold. We first investigate the problem of cooper-
ative communication in a special type of wireless networks, namely ultra wide-band
(UWB) networks, for the first time in the literature. The importance of cooperation
schemes in UWB is the promising potentials of UWB for developing a robust and
high performance wireless infrastructure. Moreover, we design a novel Markov de-
cision process (MDP) framework for the cooperative retransmission problem in the
wireless networks. This MDP model is proven to be simple, yet very efficient approach
vii
for distributed optimization and decision making in the cooperation problem. In fact,
the proposed MDP-based cooperation schemes are shown to significantly improve the
performance of the wireless networks.
viii
List of Figures
1.1 Different cooperative system models. . . . . . . . . . . . . . . . . . . 7
1.2 Amplify and forward (AF) and decode and forward (DF) relaying
schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Cooperative communication from different perspectives . . . . . . . . 16
1.4 IEEE 802.15.3 super-frame structure . . . . . . . . . . . . . . . . . . 18
2.1 The UWB relay network model . . . . . . . . . . . . . . . . . . . . . 40
2.2 The UWB cooperation protocol . . . . . . . . . . . . . . . . . . . . . 44
2.3 Values and the corresponding contours of W = PQ at different loca-
tions of a 40×40 area when S and D are located at (8, 20) and (32, 20),
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.4 The Markov chain for the mobility model. Each state corresponds to
a value of wk in the contour map. The transition probabilities, PGI(k)
and PGO(k), are determined by Vmax. . . . . . . . . . . . . . . . . . . 54
2.5 The expected system throughput as a function of update interval, H ,
for NR = 5 mobile relays in a 20 × 20 area. The values of W are
{0.0, 0.25, 0.5, 0.75, 1.0}. The value of H∗ = 10 is observed from the
curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
ix
2.6 Throughput of UCoRS in the static scenario for NR = 1 and NR →∞,
and the upper and lower bounds of the mobile scenario’s throughput
for NR = 5 and NR → ∞. The PBT throughput is identical to that
for the mobile scenario’s upper bound, as explained in Section 2.5.1 . 63
2.7 The effect of increasing number of relays on PDR . . . . . . . . . . . 64
2.8 Comparison of total update/coordiation packet overhead in UCoRS,
PBT, and CMAC, when H = 1 and each mobility epoch contains 10
time slots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.9 Comparison of the simulated mobility model and the Markov model
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.10 Throughput as a function of the update interval, H , when d0 = 26m
(P0=0.12), Vmax =10m/epoch, and NR = 5 relays. . . . . . . . . . . . 67
2.11 Comparison of the expected S-D throughput for different schemes in
the mobile scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.1 The system model for a general cooperative wireless network. . . . . . 77
3.2 Finite state Markov chain (FSMC) model for the wireless channel. . . 80
3.3 The algorithm which is executed in node Ri for finding the best local
strategy for cooperation in DRV learning method. For DVF and GRL,
the corresponding Q-learning expressions in (3.7) and (3.10) will be used. 90
3.4 The learning algorithm sequence in each time slot. . . . . . . . . . . 91
3.5 The gradient descent cooperation algorithm for the proposed DEC-
POMDP model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
x
3.6 Comparison of successful transmission per consumed energy in different
methods as a function of number of nodes, λ = 0.6. . . . . . . . . . . 102
3.7 Improvement of J in DRV compared to other methods for different
traffic loads and N = 20 nodes. Y axis shows the percentage of DRV
improvement over GRL, DVF, and non-cooperative models. . . . . . 103
3.8 The convergence behavior of the distributed MDP methods. . . . . . 104
3.9 The packet error probability in different channel qualities, comparison
between the proposed and the non-cooperative methods. . . . . . . . 105
3.10 The average buffer size comparison between the proposed and the non-
cooperative methods. . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.11 Impact of varying noise (σ1 and σ2) on the POMDP’s performance. . 107
3.12 POMDP and MDP performance comparison as a function of number
of relays, K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.13 Performance of DVF and DEC-POMDP learning algorithms for differ-
ent values of noise (σ1 = σ2). Some simulation points omitted for the
purpose of clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
B.1 The probability that a node in an oval leaves it to the outer adjacent
oval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
xi
List of Tables
2.1 Simulation parameters for the UWB relay network. . . . . . . . . . . 62
xii
List of Symbols
Note that some variables have been used differently in Chapter 2 and Chapter 3.
Nevertheless, the use of each variable is consistent throughout each individual chap-
ter. The following table provides the list of all symbols used in this thesis, and their
meanings in each chapter.
xiii
Variable Chapter 2 Chapter 3
α Pathloss model Q-learning rate
β Multi-path tap weights
δ Time shift for bit 1 in TH-PPM
ǫ Multi-path delay FSMC error probability
Φ Mobility model transition
probability matrix
φ Transition probability
control parameter in FSC
θ Movement angle Policy control parameter in FSC
γ UWB pathloss exponent Bellman equation discount factor
λ Packet arrival rate
Ω POMDP observation probability
ω Gaussian mono-cycle pulse Channel gain
π Mobility model steady state probability MDP policy
ψ, σ Error probabilities in
CSI measurement (POMDP)
τ Mobility epoch length
xiv
ξ Autocorrelation function of mono-cycle pulse MDP steady state probabilities
ρ Ratio between mobility Reward function
transition probabilities
A Cooperation strategy, Area Action set
a Cooperation probability Action
B Packet length Own buffer
b Bit value
b1 Pathloss at the unit distance




dr Reference distance for pathloss
E Expected cooperation gain Maximum transmission power
Ep Transmission power
e Transmission power
F, F ′ Successful relay sets
f PDF for FSC policy
fd Doppler frequency
g TH-PPM time hopping positions FSC eligibility traces
H Update interval POMDP belief state
xv
h FSC internal states
J Throughput per consumed energy
K Number of active relays Number of relays (POMDP)
L Number of multi-paths Number of FSC internal states
i, j, k, l Node index Node index
k State index State index
l Multi-path index
M Number of mobility contours Number of FSMC states
m Number of time slots in a mobility
epoch
N Number of nodes
Nh Number of UWB chips
NR Number of relays




O Oval-shaped contours POMDP observation set
o POMDP observation
P S-R Link quality MDP transition probability
PGI , PGO Probability of moving in/out of an oval
p FSMC steady state probability
xvi
pl Pathloss model
Q R-D link quality Q-function (of MDP)
q FSMC states, SNR value
r Received signal Transmission rate
S MDP State space
s Transmitted signal MDP state
T FSMC transition probability
Tc UWB chip duration
Tf UWB frame duration
t Time (slot) index Time (slot) index
U Expected throughput
u Number of useful received packets
V Maximum mobility speed Value function
v Mobility speed Throughput
W Product of S-R and R-D link qualities
w,w′ Combined link quality Weight vectors in DVF and DRV
x PDF for FSC transition probability
Y Oval area
y Current FSC status (POMDP)
z Radius of oval Number of transmissions





AF Amplify and Forward
ARQ Automatic Repeat Request
BEP Bit Error Probability
BER Bit Error Rate
CC-CDMA Complementary Coded CDMA
CDMA Code division Multiple Access
CMAC Cooperative MAC
CoopMAC Cooperative MAC
CSI Channel State Information
CSMA/CA Carrier Sense Multiple Access / Collision Avoidance
CTA Channel Time Access
CTS Clear To Send
CTAP Channel Time Allocation Period
Cx Cooperation subslot
D Destination node, Receiver




DF Decode and Forward
DP Dynamic Programming
DRV Distributed Reward and Value Functions
DSSS Direct Sequence Spread Spectrum
DVF Distributed Value Functions
FCC Federal Communications Commission
FDMA Frequency Division Multiple Access
FSC Finite State Controller
FSMC Finite State Markov Channel model
GE Gilbert-Elliot channel model
GPS Global Positioning System
GRL Global Reward-based Learning
HTS Helper to Send
IEEE Institute of Electrical and Electronics Engineers
IR-UWB Impulse Radio UWB
LC Link Confirmation
LE Link Establishment
MAC Medium Access Control layer
MDP Markov Decision Process
MIMO Multiple Input, Multiple Output Antenna
MUI Multi User Interference
NAK Negative Acknowledgement Packet
NCSW Node Cooperative Stop and Wait method
xx
NCTS Not Clear To Send
NET Network layer
ORA Optimal Relay Assignment
PBT Priority-based Back-off Timer
PDF probability Distribution Function
PDR Packet Delivery Ratio
PHY Physical layer
PNC Piconet Coordinator
POMDP Partially Observable Markov Decision Process






RTS Request To Send
S Source node, Transmitter
S & W Stop and Wait ARQ
SINR Signal to Interference and Noise Ratio
SNR Signal to Noise Ratio
STC Space-Time Codes
TDMA Time Division Multiple Access
xxi
THS Time Hopping Sequence
TH-UWB Time Hopping UWB
TS Transmission Start
Tx Direct transmission subslot
UCAN UWB Concepts for Ad hoc Networks
UCoRS Ultra Wideband-based Cooperative Retransmission Scheme
UMAC Ultra Wideband MAC
UWB Ultra Wideband




Cooperative communication is a promising method for improving the performance of
wireless networks. The diversity gain provided by the cooperation among the wireless
nodes can be utilized to mitigate the effects of fading in the wireless links. In fact,
due to the bursty error behavior of the wireless channel, the direct transmission from
a source node (S) might not be always received correctly by the intended destination
(D). However, due to the broadcast nature of the wireless medium, the nodes which
are in the transmission range of S may overhear the transmitted signal. These nodes,
known as the relay nodes (R), can cooperate with S by retransmission of this signal
towards D if they happen to have better link qualities to D compared to the direct
S-D link.
The idea of cooperation among nodes is similar to the multiple-input, multiple-
output antenna (MIMO) approach [1] which provides diversity by putting multiple
antennas on a wireless node. The cooperative communication can provide diversity by
virtually using the relays as supportive antennas for the original transmission, hence
it is sometimes called virtual MIMO [2]. The cooperative communication is capable
of providing significant performance gains for the wireless channel due to the fact
that fading occurs independently in each link and hence, the probability of having a
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good link to D increases by increasing the number of independent transmitters to D.
Several issues arise in the above-mentioned cooperation scenario [3]. For example,
it is important to find the appropriate set of the relays for cooperation. In addition,
the algorithms for finding these relays should be efficient and preferably distributed
and scalable to the network size. It may also be useful to analyze the maximum
achievable gain in different cooperation methods, and choose a better one for a specific
framework. In this thesis, we explore the variety of approaches that can be used for
addressing these issues. A more detailed discussion will be given in Section 1.1 and
in the later chapters.
In this thesis we first consider the cooperation problem in a specific type of wire-
less networks, namely ultra wideband (UWB) networks. In UWB communication
systems, a high data rate is achievable by using very short pulses (i.e. nanosecond
transmission time) for the transmissions which provides a large data bandwidth. The
cooperation issue is important in UWB due to the fact that UWB relay nodes can
contribute a very large amount of bandwidth when the direct S-D link is in poor
quality. Chapter 2 investigates the cooperative communication in UWB in detail. It
is also important to mention that this thesis is among the first studies which inves-
tigates the optimal cooperation schemes in UWB networks. Throughout this thesis,
unless otherwise specified, we use the word “optimal” performance for referring to
the highest cooperation gain in terms of total network throughput (in the context
of UWB in Chapter 2), or total network throughput per consumed energy (in the
context of MDP in Chapter 3).
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We then propose a framework based on Markov decision process (MDP), which
can be used for finding the optimal cooperation strategies in a general wireless net-
work. A Markov decision process models a system by the sets of states and actions.
MDP is capable of finding the best action in each state, given the transition proba-
bilities and the system behavior as a reward function. It is well known that a wireless
channel can be modeled as a finite state Markov channel (FSMC) [4]. We build our
MDP by extending the FSMC model in order to cover the specific aspects of coop-
erative communications. This model is among the few approaches which are able
to efficiently find the optimal cooperation behavior by providing the highest coop-
eration gain for maximizing network throughput per consumed transmission energy.
Moreover, our MDP-based scheme is able to function in a distributed manner in
an arbitrary large wireless network. The MDP framework is illustrated in detail in
Chapter 3.
The rest of this thesis is organized as follows. This chapter first gives a literature
review of the cooperative communication schemes in Section 1.1. An overview of
the UWB networks is given in Section 1.2, followed by the literature review of MDP
frameworks and their applications in wireless networks in Section 1.3. The main
contributions of this thesis are summarized in Section 1.4. Chapter 2 investigates
the cooperative communication in the UWB and analyzes the optimal cooperation
schemes for UWB networks. Chapter 3 proposes a novel MDP framework for the




The problem of cooperative communication should be addressed from different per-
spectives. We describe some of the important issues in this section.
1.1.1 Relay Selection Schemes in Different System Models
The first important issue is to select the appropriate relay(s) for cooperation. If all
the nodes which overhear a packet decide to cooperate with S, a high amount of
energy is wasted in a dense network. On the other hand, selecting fewer number of
relays, or selecting relays with poor link quality, would not be in great help for the
source node. Therefore, it is crucial to design efficient algorithms for finding the best
possible set of relays among the cooperation candidates.
It is well-known that selecting the relay the best channel quality towards D can
provide full diversity [5]. In other words, to achieve the maximum possible cooperation
gain, it is only necessary to allow the best relay to cooperate with S, and defer
other relays from cooperation. According to [5], the agreement of relays about the
cooperation of only the best relay node, which is also known as opportunistic relaying,
can provide an efficient way of cooperation. In fact, since only one relay is active at
any given time, no collisions would happen during cooperation. For the same reason,
opportunistic relaying is energy efficient. In addition, since the links between relays
and destination evolve independently, the task of cooperation is spread over the relays
during a sufficiently large time interval. These interesting properties of opportunistic
relaying form our base motivations for designing the cooperation methods in the next
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chapters.
As an example of opportunistic relaying, a simple distributed protocol for selecting
the best relay in a single S-D network is proposed by Bletsas et al. in [6]. The authors
propose the use of a timer in each relay whose value is set reverse proportional to
the channel quality. Consequently, the best relay node is being prioritized since it is
required to back off for a shorter amount of time and hence it is able to cooperate
faster. Other relay nodes stop their cooperation when they receive the signal from the
best relay. We refer to this method as priority-based backoff timer (PBT) throughout
this thesis. More details about PBT and other relay selection methods for a single
source is presented in Chapter 2.
When there are more than one source nodes in a network, there is a need to
assign relays to different source nodes. Shi et al. [7] propose a linear algorithm for
assigning the relay nodes in a network with multiple S-D pairs. Their optimal relay
assignment (ORA) algorithm iteratively finds the best mapping between the relay
nodes and the source nodes so that the capacity is maximized among all possible relay
assignments. The main advantages of ORA are its low complexity and scalability to
multiple S-D pairs. However, the users are required to use orthogonal channels to
avoid interferences. Moreover, a central controller is needed for running the ORA
algorithm. Both of these requirements are impractical in a typical wireless network
with the shared medium access and inherent distributed topology.
Similarly, assigning the cooperative partners in a single-hop network is inves-
tigated by Jung and Lee in [8]. The partners can cooperate with each other to
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collaboratively transmit their packets to a base station. Each user selects a partner
from a set of available candidates in its neighboring area. The proposed algorithm in
[8] ensures that the channel quality between the partners are as high as possible so
that the maximum cooperation gain can be obtained. However, this method is also
centralized and limited to a single-hop network with a common base station or sink.
Likewise, Sadek et al. propose a distributed relay assignment in a network [9]. The
relay node is selected as the nearest neighbor of the S towards the base station/sink.
Analysis for finding the achievable performance gain is performed and the improve-
ment is confirmed by simulations. Note that, like [8], this method is also limited to
the centralized networks.
As it is depicted from the above-mentioned methods, the system model in the
cooperative communication literature can be divided into three different categories,
namely (i) a single S-D pair, such as the models in [5, 6] and most of the existing
literature; (ii) multiple source and one destination, such as [8, 9], which are common
for modeling sensor networks, in which all sensor nodes send their data to a sink,
or cellular networks with a common base station; and (iii) multiple S-D pairs, such
as [7], which can be used to model a general wireless network, e.g. wireless mesh
networks. Fig. 1.1 presents a schematic of these three system models.
Among these three models, the single S-D model in Fig. 1.1(a) and multiple S-
single D model in Fig. 1.1(b) can utilize the centralized relay selection algorithms, in
which the source node or another central controller decides on the relay selection. On





















(c) Multiple S-D pairs
Figure 1.1: Different cooperative system models.
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ture of wireless networks urges the need of cooperation methods which are distributed
and scalable to network size. In these types of networks, e.g. ad hoc networks, the
relay nodes should locally and autonomously decide on the cooperation and relay
selection. In this category, only a limited control packet exchange with the neigh-
bors is possible. As it will be discussed in Chapter 3, our proposed MDP model is
a distributed method which can be implemented in the multiple S-D networks. In
contrast, our approach in UWB networks in Chapter 2 considers only a single S-D
pair.
1.1.2 Capacity and Performance Metrics
Another concern is to calculate the maximum achievable gain under different coop-
erative communication schemes. In fact, it is essential for the purpose of comparing
different methods to find out what would be the highest performance gain offered by
a particular cooperation scheme. The capacity, i.e. the maximum achievable rate,
of static relay networks is given by the famous work of Gupta and Kumar [10]. The
well-known result is that the capacity is in order of O( 1√
N
) for each node in a net-
work with N users. Therefore, as the number of nodes in a fixed area increases, the
throughput per node will tend to 0, even if the best cooperation strategy is employed.
For a mobile network, Grossglauser and Tse [11] show that the throughput per node
can be kept constant O(1), provided that the underlying applications are delay tol-
erant. The basic idea is to allow the nodes to transmit only to the nearest neighbors
to provide minimal collision among transmissions. References [12–17] further provide
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varieties of capacity bounds for the cooperative communication.
It is also worth mentioning that the performance can be measured as different
metrics, such as system throughput [18], delay [19], power consumption [20], or a
combination of these parameters. The choice of performance metric depends on the
type of desired improvement in the network. Outage probability, i.e. the probability
of failure after cooperation, [6], and bit error rate (BER) [21] are also commonly used
as the performance metric in the lower layers.
1.1.3 Cooperation in Different Layers
It is also important to determine the communication layer at which cooperation should
take place. The options are physical (PHY), medium access control (MAC), or net-
working (NET) layer. Each of these frameworks offer its unique advantages and
drawbacks for the cooperation. Note that cross-layer methods can be used to com-
bine different layers properties for a better cooperation scheme.
In the physical layer, amplify and forward (AF) and decode and forward (DF)
mechanisms are broadly used as low complexity cooperation techniques. Fig. 1.2
shows the process of AF and DF protocols1. As can be seen from this figure, in AF
scheme, the relay node sends a magnified copy of the received signal from S without
determining the actual contents of the signal. In contrast, in the DF method the relay
first decodes the actual data transmitted by S and then retransmits this data again.
In other words, in DF noise is removed before cooperation, whereas in AF noise is
1This Figure is obtained from [22].
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(a) Amplify and forward (b) Decode and forward
Figure 1.2: Amplify and forward (AF) and decode and forward (DF) relaying schemes.
amplified with the original signal for retransmission.
The capacity for the fixed and adaptive AF and DF protocols in a two S-D pair
network are analyzed in [23]. In the fixed AF and DF regimes, the relays apply coop-
eration whenever a data is sent by S, whereas in the adaptive AF and DF protocols
cooperation occurs only when the S-D link quality falls below a threshold. The adap-
tive strategies are proven to outperform the fixed AF and DF; and both fixed and
adaptive strategies are shown to be capable of achieving full cooperation diversity. In
addition, it is stated that if there is a limited (i.e. 1-bit) feedback from D which indi-
cates the success or failure of the original transmission, the performance of adaptive
AF and DF can be further improved by preventing the unnecessary retransmissions.
The main advantages of AF and DF and their adaptive variations are their simplicity
which makes them applicable even in multiple S-D networks. However, orthogonal
channels are required for the S-D pairs in order to avoid interference and achieve full
10
diversity. Other examples of the methods which use AF and DF are [5,6] which were
explained previously in this chapter.
The relay nodes can also utilize different types of MAC protocols and diversity
for cooperation [24]. For example CDMA, TDMA, and FDMA essentially utilize
codes, time and frequency for the cooperation respectively. The main drawback of
using these types of diversity is that the cooperation is achieved by trading a valuable
resource, i.e. data rate, time or bandwidth. On the other hand, spatial diversity can
be used whenever the nodes are geographically far enough so that their signals would
not collide. Examples of spatial diversity are the opportunistic relaying methods [5,6],
as discussed previously. The use of more than one diversity is also possible. Examples
are the distributed space-time codes [25, 26], or TDMA-based opportunistic MAC in
[27].
As an example of the resource-based diversity, Sendonaris et al. [28,29] investigate
the cooperation problem in a network with two mobile users which want to transmit
their data to a base station. The nodes can cooperate with each other using CDMA,
TDMA, or FDMA by combining the received message from the other node in their
own signal. The optimal strategy for combining the user signals are analyzed for the
case of CDMA. It is shown that such cooperation leads to a significant cooperation
gain, in terms of higher data rate and more robustness to channel variations. However,
the complexity of the optimal method is an increasing function of number of users,
which makes it impractical for a larger network. Although a suboptimal solution is
also provided by the authors, the implementation of this method still requires extra
11
overhead in the receiver structure which may not be cost-efficient in cheap wireless
devices. Pure coding techniques can also be exploited for cooperation diversity. One
example is [30], which coded signals are used in the relay nodes for achieving diversity
gain.
Other approaches are proposed for exploiting the cooperation diversity in the
MAC layer as well. The main challenge in MAC is to find the best relay to retrans-
mit the overheard packet from S towards D. This is in contrast to the PHY layer
where individual signals are being retransmitted by the relay. This fact causes the
cooperation in MAC layer to be with less overhead compared to that in PHY layer.
Liu et al. address the problem of the network throughput degradation caused by
the low-rate nodes in a network [31]. They argue that the nodes with higher data rate
should help those with lower rate for providing a better overall network throughput. A
MAC protocol, called CoopMAC, is then designed for IEEE 802.11 wireless networks
[32]. In the 802.11 standard, the carrier sensing multiple access (CSMA) with request
to send (RTS) and clear to send (CTS) control messages are being used. The RTS-
CTS mechanism provides the base framework for many cooperative MAC protocols
such as CoopMAC. In CoopMAC, each node uses a cooperation table to store the
data rates of its neighbors. When this node overhears a packet, it looks in the
cooperation table and determines if it can provide higher data rate compared to the
direct transmission. In this case, it sends a helper to send (HTS) message to inform the
source node about the cooperation. The source and the helper node then transmit the
data cooperatively to D, probably with different data rates. Significant throughput
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improvement is shown by using CoopMAC while the overall energy consumption is
reduced in the network as well [33,34]. CoopMAC is backward compatible with IEEE
802.11 standard and can provide a significant throughput improvement. However,
the cooperation tables can become large in CoopMAC, causing a significant memory
overhead. To improve CoopMAC, Sayed and Yang [35] propose to replace the HTS
packet with a busy tone to reduce the control packet overhead. In a similar work by
Chou et al. [36], a distributed relay selection scheme based on busy tone is proposed.
The authors argue that the contention among the candidate relays can be resolved
by giving the priority to the first relay which activates busy tone in the channel.
However, the use of busy tone instead of packet exchange has its own drawbacks due
to the difficulty of implementation and the need for extra transceivers for the busy
tone mechanism.
Azgin et al. [37] propose a cooperative MAC, called CMAC, which provides a
protocol for relay selection by the source node. The relaying is initiated by a relaying
start (RS) message from the source. The relays then inform S about their availability
and allowed transmission power by separate relay acknowledgement (RA) packets.
Then source chooses the appropriate relay set from this information and assigns a
transmission power to each one and broadcasts this information in a relay broad-
cast (RB) message. At the end, D reserves the channel by sending a transmission
start (TS) packet, followed by S and relays’ cooperative transmission to D. Although
CMAC can provide throughput gain in a wireless networks, too many control packets
should be exchanged for cooperation. In addition CMAC is a centralized MAC in
which S controls the cooperation procedure. This fact prevents CMAC to be appli-
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cable in ad hoc wireless networks. There are many other cooperative MAC protocols
by other authors, such as [38,39], which essentially use the key idea of CMAC, that is
sending control packets for the purpose of relay selection and achieving cooperation
diversity.
Another class of cooperative MAC methods exploit the automatic repeat request
(ARQ) [40] for the purpose of cooperation. Specifically, the relay node decides based
on the acknowledgement from D. In fact, the relays start to cooperate by retransmit-
ting the packet if D replies with a negative acknowledgement to the original transmis-
sion from S. In the hybrid ARQ (HARQ) method proposed by Zhao and Valenti [41],
the cooperation occurs between the nodes in the clusters, each consisting of one S-D
pair and several relay nodes. After transmission by S, each relay is given an oppor-
tunity for cooperation provided that the previous transmissions to D has failed. The
priority is given to the relays which are nearer to D. Extensive analysis and numeri-
cal results confirm the performance improvement of HARQ over the non-cooperative
method.
Cooperative routing techniques also received significant research attentions re-
cently. For example, Azgin et al. also propose a cooperative routing mechanism
based on their CMAC [37]. The key idea is to find the path which can provide the
overall maximum cooperation gain by applying CMAC in each hop. In contrast to
MAC, the process of the proposed cooperative routing scheme is controlled in the des-
tination nodes. Again, different control packets, such as route request (RREQ) and
route reply (RREP), are used for exchanging the information between neighbors and
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finding the best path. It is shown that the best path can also provide the maximum
energy savings in the network. However, this gain is also at the cost of exchanging
many control packets.
Ibrahim et al. [42] design an energy-efficient cooperative routing. In this method,
the Bellman-Ford dynamic programming algorithm for finding the shortest path is
adapted in order to find the minimum-energy cooperative path in an ad hoc wireless
network. The minimum energy path is defined as the one in which the relays can
provide the highest cooperation gain, and then fewer transmission attempts is required
for a successful packet transmission.
As the examples of cross-layer cooperation techniques, [43] tries to combine coop-
erative routing techniques with the cooperative ARQ protocols for achieving cooper-
ation gain. In this scheme, a path selection ensures that the nodes with better data
rates are selected in a path. Then a hybrid ARQ protocol similar to [41] improves the
peer-to-peer throughput in the MAC layer. In another work, [44] proposes combined
cooperate MAC and PHY techniques in the networks with directional antennas.
Although cooperative routing can resolve the problem of bad S-D link quality, it
requires S to look for a suitable route which may be time consuming. Moreover, S may
be required to resend the data if its first packet is lost. Thus, routing technique results
in more system overhead in terms of delay and consumed power compared to the
cooperative MAC. In contrast, cooperation techniques in MAC layer can be more real-
time since they are operating in a lower layer. In addition, MAC-based cooperation

































Figure 1.3: Cooperative communication from different perspectives
cooperation techniques in MAC perform better than those in routing in terms of delay
and energy overhead. Consequently, in this thesis we are motivated to use cooperative
retransmission schemes in MAC instead of cooperative routing techniques.
Due to the above-mentioned advantages of MAC cooperation compared to that
for PHY and routing, we consider the cooperation strategies in the MAC layer in this
thesis. Specifically, we focus on the retransmission schemes in which the relay helps
to retransmit the failed packet to the destination if a MAC acknowledgement is not
received for the original transmissions. Further details will be elaborated in the next
chapters.
Fig. 1.3 summarizes the above-mentioned challenges of cooperative communica-
tion. A more complete bibliography of the cooperative communication can be found
in [3], and also online at [45].
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1.2 Ultra Wideband Networks
Ultra wide band (UWB) emerging technology has received increasing research atten-
tion during the past decade since its introduction by Win and Scholtz [46, 47]. The
attractiveness of UWB is because of several benefits provided by the use of unique
UWB signals. Particularly, short-time pulses in the impulse radio UWB (IR-UWB)
[46] provide properties such as huge available bandwidth, precise ranging information,
resilience to multi-path fading, and noise immunity. Furthermore, UWB is regulated
by FCC rules to be used in the unlicensed frequency band (ISM) with a limit on max-
imum transmission power in order to prevent interference to other devices working in
this range. This existence issue with other devices and the power limit in addition to
the availability of ranging information urge the design of special Medium Access Con-
trol (MAC) for IR-UWB. In parallel to normal MAC design schemes, other special
techniques such as cooperation among nodes can also help to improve overall network
performance.
UWB is defined as a transmission system which uses more than 500 MHz band-
width or has a fractional frequency of at least 0.25 [48]. In IR-UWB technology, data
is transmitted by signals with the wavelength of a few picoseconds by means of pulse
position modulation (PPM), on-off keying (OOK), or pulse amplitude modulation
(PAM) technique. There are two types of IR-UWB; Direct sequence spread spectrum
(DSSS)-UWB spreads transmission signal to a sequence of chips. On the other hand,
time hopping (TH)-UWB uses a set of pseudo-random number assignments, called
time hopping sequences (THS), for providing the multiple access. The major ben-
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Figure 1.4: IEEE 802.15.3 super-frame structure
efit of IR-UWB is the availability of more bandwidth due to the short duration of
the transmitted pulses. We are interested to investigate the challenges of designing
TH-UWB cooperative MAC protocols. We briefly give a survey of existing MAC
protocols for ultra wideband. More details about UWB PHY and MAC can be found
in Chapter 2, as well as in the existing surveys and books such as [49–53]. We also
propose the first cooperative UWB MAC in Chapter 2 of this thesis.
UWB MAC protocols can be classified as centralized and distributed protocols.
In the centralized approach, a coordinator is responsible for resource management
and synchronization of other nodes. In contrast, in the distributed approach every
node acts autonomously. Distributed MAC design is more challenging because the
complete network information is unavailable and each node must decide according to
its local information.
IEEE 802.15.3 standard [54] is a centralized standard for wireless personal area
networks (WPANs) which is adapted for UWB MAC. The 802.15.3 network, or pi-
conet, has a piconet coordinator (PNC) which synchronizes the use of resources be-
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tween nodes by means of a super-frame-based structure. Fig. 1.4 shows the structure
of the IEEE 802.15.3 super-frames. As can be seen, a super-frame consists of a bea-
con period, a contention access period (CAP), and a channel time allocation period
(CTAP). Beacon carries resource allocation data; and CAP is used for asynchronous
data transmission. CTAP consists of channel time access (CTA) period, and manage-
ment CTA (MCTA). CTA is shared between nodes by time division multiple access
(TDMA) and nodes can transmit their data without collision in the CTA periods ac-
cording to the timing information provided in the beacon. Moreover, MCTA manages
channel time access among the nodes. The original CAP employs CSMA/CA, but
since there is no carrier signal for UWB, UCAN2 MAC [55] proposes using ALOHA
instead. Alternatively, [56] proposes the use of a complementary coded CDMA (CC-
CDMA) to avoid collision in CAP by using different codes in the nodes. Clearly, the
ALOHA implementation is simpler and also has the capability to be extended to a
distributed protocol.
IEEE 802.15.4a [48], the standard for distributed, low data rate, short range, and
low power for UWB in wireless personal area networks (WPANs), covers the PHY
and MAC specifications for UWB. In the PHY layer, the transmission of short length
pulses, with duration of only a few nano-seconds, is employed. Since the UWB pulse
occupies only a narrow portion of time domain, it will occupy a large interval of the
frequency domain. Thus, a very large processing gain is inherently observed using
UWB pulses. The pulse shape is usually chosen as the second derivative of Gaussian
function, and is generally referred to as the Gaussian monocycle.
2UWB concepts for ad hoc networks
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The short length of pulses also provides other interesting properties for UWB,
mainly robustness to multi-path fading and precise ranging capability. The former
property holds since the multi-path waves arrive in clusters at relatively different
times, and can be easily separated from the main received signal at the receiver side.
Hence, unlike narrow-band signals, different clusters that arrive later in time do not
harm the original signal. Moreover, the latter phenomenon occurs because the time
of arrival for “neat” UWB signals can be determined in the receiver with a very high
precision. In fact, the first arriving cluster can determine a very good estimation
of the signal’s time of arrival (ToA). Hence, by a simple ping-pong signal exchange
between transceivers, they can measure the amount of time that a signal has spent
in the air for propagation, and thus they can compute their distance from each other
using the known speed of signal propagation.
These unique properties of UWB can be further exploited to design high-
performance protocols for UWB. Specifically, immunity to fading makes it valid to
assume that the link qualities are solely a function of distance. Furthermore, by us-
ing more accurate ranging information, the link qualities can be precisely determined
between two UWB transceivers. Having obtained the link qualities, more accurate
decisions on node’s transmission schedules can be made to optimize the network per-
formance, e.g. in terms of total throughput. We discuss these properties in detail in
Chapter 2.
In the MAC layer of IEEE 802.15.4a standard [48], ALOHA and its slotted ver-
sion are proposed as the base distributed UWB MAC due to their simplicity and
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efficiency. In this standard, ALOHA is argued to be suitable for UWB MAC, because
contention among nodes can be resolved by using different pseudo-random timing
codes in different transmitters. This standard provides detailed frame structures as
well as service and management layer specifications for ultra wide band PHY and
MAC. This standard provides a promising platform to develop UWB devices for effi-
cient data communication applications.
(UWB)2, or Uncoordinated Wireless Baseborn MAC for UWB by Di Benedetto
et al. [57] uses a combination of common and transmitter code assignments. A com-
mon time hopping sequence (THS) is used for handshaking and initialization of a
connection. An idle receiver listens on this common time hopping sequence to hear
a link establishment (LE) packet. LE contains the transmitter and receiver address,
as well as the information about the link’s THS which will be used for data transfer
between the source and destination. If the receiver detects its own address in LE,
it replies with a link confirmation (LC) packet and then listens on the link THS to
receive data packets. Note that receiver can listen on the common THS in parallel for
the new incoming LE packets. For the purpose of time acquisition and packet level
synchronization, (UWB)2 requires a preamble before the actual transmission of each
packet. Packet synchronization is a well-known problem in IR-UWB and may signifi-
cantly reduce the overall system throughput because of the ultra short pulse duration
[51]. Note that simulations in (UWB)2 are performed only for the situation where
the entire nodes are in the range of each other. However, some routing strategies are
also proposed in [57]. Revision of (UWB)2 for IEEE 802.15.4a standard which also
covers the analysis of different types of multi user interference (MUI) is presented
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in [58]. Accurate ranging information is also easily obtained through UWB physical
layer. Specifically, by a two-way signal transfer between two nodes and using the time
of arrival techniques, ranging information in the order of centimeter precision can be
obtained without any significant overhead in the system [57]. This fact makes UWB
suitable for the indoor localization applications where GPS is not available and a
cheap and accurate ranging information is needed. We utilize this property of UWB
in the next chapter to design a cooperative retransmission scheme for UWB.
Jurdak et al. propose an adaptive MAC for UWB called UMAC [59]. In UMAC,
transmission rate and power is adapted based on the channel quality information
received from the neighboring node. The node broadcasts its information in a hello
message periodically to update its neighbors about its current status. Similar to
the CSMA techniques described in Section 1.1, RTS and CTS messages are used to
establish the data link between S and D. The neighbors that receive CTS from D
then send a not clear to send (NCTS) packet to avoid transmissions that may cause
collision. Note that however, the CSMA is very costly to be implemented in UWB
due to the unavailability of carrier sensing in the short pulses.
In dynamic channel coding (DCC)-MAC [60], authors propose a cross layer PHY-
MAC design which is based on these principles:
• Each receiver has an exclusion region. When a node is receiving data, all nodes
in its exclusion region must be silent (i.e. neither transmit nor receive data.)
• Nodes which are outside exclusion regions can transmit or receive data and
they must use the maximum allowed power for transmission.
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• Interference mitigation is used to remove the effect of multi user interference
(MUI). The concept is that when signals interfere, the detected energy level for
that signal is above a threshold, and thus the receiver can detect and remove
the collided signals. This assumption is reasonable because all nodes transmit
with maximum allowed power.
• Dynamic channel coding, i.e. different data rates, is achieved with the help of
incremental redundancy codes. The transmitter first sends data with the max-
imum available rate and less possible bits. If the receiver is unable to get the
data correctly, the transmitter sends more correcting bits without retransmis-
sion of the previous parts. Transmission of redundant codes can be repeated
until data is correctly received or minimum bit rate is reached (i.e. all the
redundant bits are sent.). The major advantage of dynamic channel coding is
the retransmission avoidance. However, the receiver must keep previous parts
of data and combine them to obtain the correct data, which may lead to a
complex receiver structure.
• Private MAC in each S-D pair is used to prevent collision in a multiple source
and a single destination scenario. Each node has a pseudo-random generator
and a unique identifier (e.g. its MAC address). Public THS for a node is the
pseudo-random number with its MAC address as the seed. Each pair’s private
THS is also computed using concatenation of their MAC addresses as the seed.
Transmitter sends a connection request on the receiver’s public THS, whereas
connection confirmation and data frames are sent on the private THS.
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Applying the existing cooperation techniques to TH-UWB MAC can be more
challenging compared to the narrow-band networks due to the fact that there is no
carrier sensing in IR-UWB MAC (ALOHA). In addition, decode and forward schemes
which employ cooperative diversity can be applied without any significant cost in TH-
UWB. An analysis of cooperative diversity in coherent and non-coherent IR-UWB
physical layer with pulse decode and forward (DF) scheme is given in [61]. Also, a
space-time code design for UWB is given in [62]. In these methods, the relay nodes are
allowed to relay simultaneously towards D without resulting in any collisions thanks
to their different codes. Note that the coding causes complexity at the receiver side,
where different codes should be decoded for exploiting the data from the received
data.
Due to availability of ranging information in UWB, position-based routing pro-
tocols are also designed for UWB [63]. Cooperative routing methods are also investi-
gated in [64,65]. In [64] a source routing protocol based on the location information is
designed, while [65] designs a distributed method for finding the best relay paths. In
both works, the relays are selected based on the channel quality in order to improve
the success probability of sending the data packet to the next hop. In [64], the source
node finds the main route to the destination by the nodes’ available location infor-
mation and then chooses a relay node for each hop in the route. In this scheme, the
global location information should be available to the source. On the other hand, [65]
uses local channel estimation mechanisms to find out the best node that is capable of
relaying the packet to the next hop. The best node is the one with the highest channel
quality to the next hop. The S-R channel estimation is done by sensing the channel
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at the relays. The main advantage of this method is that it provides a distributed
mechanism for cooperative routing.
It can be observed from the examples of cooperative communication in this section
and Section 1.1 that the most of these cooperative protocols rely on control messages
(such as HTS and CTS) to function properly. Although control messages provide
more accurate information about the environment and lead to a more efficient decision
making in relays, some of the big disadvantages of such protocols for UWB are,
• Relaying will be performed with delay due to the fact that relays must wait for
hearing control messages.
• Error in control messages may cause a major degradation in performance.
• The basic MAC in UWB is ALOHA which is control message-free in nature.
• UWB receiving is a costly process and receiving too many control packets
results in a high energy loss.
Therefore, a fast cooperation scheme without exchanging too many control messages
may be preferred in UWB. In fact, there is a tradeoff between the number of control
messages required for a single cooperation to take place and the cooperation speed.
Moreover, when there is no communication between relays and source or destination,
each relay has a local vision of the environment. Note that there are no existing co-
operative MACs for UWB with the emphasize on the UWB unique characteristics. In
Chapter 2 of this thesis we propose the first cooperative MAC [66] for ultra wideband
networks.
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1.3 Markov Decision Process
The MDP framework is widely used as an optimization framework for the communi-
cation systems. In a typical MDP problem, the system behavior is modeled as a set of
states and transition probabilities. The decision making problem in MDP is to choose
the best possible action in each state in order to maximize the expected reward over
a finite or infinite time horizon. The main perquisite is that the system should satisfy
the Markov property, that is the next state of the system should be dependent only
on the current state and the performed action. A comprehensive survey on the appli-
cations of MDP in (wired and wireless) communication networks is given by Altman
[67]. The MDP-based frameworks for the wireless networks include admission control
in cellular networks [68], routing [69–71], and transmission scheduling [72].
As other recent examples, MDP models are developed in [73] and [74] for finding
the optimal transmission rate and power in the presence of channel state information
(CSI). In both above-mentioned studies, the MDP states are CSI and the buffer size,
and the action is to choose the proper transmission power and data rate in order to
achieve an objective. Authors in [73] try to maximize the throughput, whereas in [74],
the goal is to maximize the number of received packets per consumed energy. In [73],
only one isolated link is considered, whereas in [74] the effect of multi user interfer-
ence on the link quality is also taken into consideration. In addition, a reinforcement
learning framework is introduced in [74] which can achieve the near-optimal perfor-
mance in the absence of system model, i.e. when the state transition probabilities are
unavailable. A partially observable MDP (POMDP) model is proposed in [75] as an
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extension to [73] for the situations where the nodes have imperfect knowledge of CSI.
The authors argue that in a wireless channel, the measured CSI can be distorted due
to the presence of noise and delay, and hence, POMDP is used instead of MDP for
more robust performance in the presence of noise. The above-mentioned studies are
good examples which show that MDP and POMDP models can be used to effectively
solve the optimization problems in the wireless networks. However, we note that all
of these studies discuss the optimization of the direct-link communication, and do
not consider the cooperative retransmission problem. Therefore, we are motivated to
apply the MDP to the cooperation problem, and also use the POMDP and learning
frameworks when only the imperfect CSI and system model are available.
A constrained MDP model for the transmission scheduling problem is also pro-
posed by Djonin and Krishnamurthy in [76]. In this study, the channel state and
buffer size is considered as the system state, and objective is to find the schedule
which minimizes the transmission power or bit error rate (BER) under specific con-
straints on buffer size or throughput.
A Markov model for the amplify and forward (AF) cooperation problem is also
designed by Issariyakul and Krishnamurthy in [77]. In addition, the cross-layer param-
eters, such as flow and buffer control and automatic repeat request (ARQ) protocols
are also considered. By means of the Markov model, the authors analyze the per-
formance of the cross-layer cooperative AF, and show that increasing the number of
relay nodes can significantly reduce the packet error probability. The proposed model
can calculate the number of relay nodes required for a specific performance in terms
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of delay or packet error rate. Moreover, it is possible to determine the cooperation
gain obtained from adding each relay to the system.
Another existing MDP framework for the cooperation problem is the node cooper-
ative stop and wait (NCSW) method [78,79]. In this study, authors model the fading
channel by using the Gilbert-Elliot (GE) channel model, in which a channel can be
either in good or bad state. In NCSW, the nodes that are in the communication
range of each other are put in one cooperation group. These nodes then concurrently
cooperate to retransmit a packet to the destination if they receive the correspond-
ing negative acknowledgement from the destination. The cooperation problem is then
modeled by a MDP, in which each relay can be either in good or bad state, depending
on the channel quality between the source to the relay and the relay to the destination.
The MDP of the entire network is then merged in an 8-state MDP, and it is shown
that throughput can be increased by using this cooperative retransmission scheme.
The relays can optionally cooperate with the source if the destination fails to receive
the packet and sends a negative acknowledgement (NAK) message. The system per-
formance is analyzed by merging the channel models of the entire relay nodes as a
super-node. It is shown that the system performance, in terms of throughput and
delay, can be significantly improved by the help of the relaying nodes especially when
the direct S-D link quality is poor. In addition, NCSW does not incur significant
overhead on the system, although coding mechanisms can be optionally used in order
to improve its performance. Note that our proposed MDP and POMDP approaches
in Chapter 3 cover more general settings of the wireless network compared to NCSW.
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The MDP can be solved efficiently by dynamic programming [80] to provide
optimal cooperation behaviors in the wireless network, in terms of maximizing a
given objective function, e.g. total energy consumption, end to end delay, or network
throughput. Moreover, learning methods can also be used for the MDP near-optimal
solutions [81]. We use the decentralized versions of MDP [82–86] for finding the
optimal cooperation strategies in wireless networks in terms of maximizing throughput
and providing the highest cooperation gain. In the decentralized version, each node
uses its local information to decide on the cooperation, while the neighboring nodes
are allowed to exchange limited control packets for the purpose of synchronization.
More details about the proposed MDP model will be presented in Chapter 3.
1.4 Contributions
As stated previously, the contributions of this paper is based on two separate ap-
proaches. In the first one in Chapter 2, we propose the first cooperative scheme
for UWB MAC. In the second approach in Chapter 3, a novel decentralize MDP is
developed for finding the optimal cooperation strategies in wireless networks. More
specific contributions of these two methods is presented in the next sections.
1.4.1 Cooperative UWB MAC
The main contributions of the proposed cooperative UWB MAC can be listed as,
• The optimal cooperation strategies are derived for the first time in UWB MAC
in order to find the highest cooperation gain and achieve maximum throughput.
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• Unique properties of UWB such as immunity to multi-path fading and avail-
ability of precise ranging information are exploited.
• The proposed method is applicable to both static and mobile UWB networks.
• Both centralized and distributed optimal cooperation strategies are considered.
• Minimum overhead in terms of control packet exchange is required for the
proposed scheme3.
1.4.2 MDP Approach for Cooperative MAC
The major features of the MDP-based cooperation framework include,
• The proposed framework is a novel distributed framework which makes it scal-
able to network size.
• The cooperation strategies obtained by this framework can significantly im-
prove the network performance despite the implementation simplicity.
• Reinforcement learning is used to efficiently achieve a near-optimal performance
when the system model is not available.
• POMDP model is used when imperfect state is visible to the agents (relays).
• Distributed property of decentralized MDP models make them suitable for
applying in ad hoc wireless networks which are distributed in nature.
The next two chapters delve into our proposed cooperative models.
3Our paper based on this method [66] has won the best student paper award in IEEE International




Schemes in UWB Networks
In this chapter, the optimal cooperative retransmission strategies in the MAC layer
are analyzed while considering the UWB unique properties such as fine ranging and
immunity to small scale fading. Specifically, the optimal cooperation strategies in the
absence of coordination message passing between relays are determined in order to
maximize the system throughput while reducing the control packet overhead. Mobile
networks are also considered, in which the relays should exchange their ranging infor-
mation with each other in some update intervals. The optimal update interval length
is calculated in order to maximize the system throughput. More importantly, we
show that if this optimal update interval is used, the optimal cooperation strategies
in the mobile case would be similar to those in the static network. Two different relay
selection schemes, namely proactive and reactive settings, are considered. Analysis
and simulations confirm that the proposed UWB-based Cooperative Retransmission
Scheme, UCoRS, can achieve a considerable diversity gain in spite of its implemen-
tation simplicity. UCoRS also minimizes the number of control packets that are




The promising UWB radio technology has received significant research attention in
the recent decade. Impulse Radio UWB (IR-UWB) is characterized by the emission
of very low-power and short-time pulses on different time hopping sequences. Due
to the large bandwidth occupied by pulses, UWB signals are considered robust to
small scale fading effects. In addition, UWB enables high accuracy ranging which
can be used for the design of location-aware MAC and routing mechanisms. These
properties of UWB, i.e. the availability of ranging information and immunity to
small scale fading, are exploited in this chapter in order to design an UWB-based
Cooperative Retransmission Scheme (UCoRS ).
The simplest cooperation scenario is a network with a Source-Destination (S-D)
pair, and a relay node, R. Due to the channel quality (i.e. the received Signal to
Interference and Noise Ratio (SINR) strength) variations, some of the data sent by
S may be missed by D, but successfully received by R. If R chooses to retransmit
data for S, then the channel severeness can be compensated by this cooperation. As
a result, the overall system throughput will be increased due to the cooperation gain
contributed by the relay.
In a general scenario, there may be more than one relay nodes. A receiver is
1The contents of this chapter is based on our work in [66, 87], as well as their extended version
which has been submitted to IEEE Transactions on Mobile Computing (TMC) on October 2008.
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unable to successfully decode the data from a source if the received signals from
other transmitters or interferers are strong enough and the received SINR falls below
a threshold. Hence, if the relays share a common channel to D and they decide
to cooperate at the same time, collisions may happen and nothing useful would be
received by D.
The coordination between relays to avoid such interferences is usually done by
the exchange of some control packets between the nodes. However, control packet ex-
change may be undesirable in UWB due to the costly and complex receiver structure.
In addition, the coordination packets are usually transmitted whenever the source
sends a packet and hence, they may consume a significant portion of the system band-
width. These facts motivate us to find out the optimal cooperation strategies when
the relays are unable to avoid collisions by means of coordination packet exchange.
To achieve this goal, the unique properties of UWB, namely immunity to small scale
fading and availability of precise ranging information are exploited in UCoRS. More
specifically, since UWB signals can be considered immune to small scale fading effects,
ranging information can be used to effectively calculate a link’s quality. Therefore,
in a static UWB network, the costly packet exchange procedure can be replaced by a
simple UWB range estimation process without losing a significant cooperation gain.
A more general case is the mobile network where the relay nodes are allowed to
move and thus the ranging information gradually become erroneous estimations of the
link qualities. In this situation, an update mechanism is useful for exchanging the new
ranging information between the relays. Note that unlike the coordination packets
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discussed in the static network, the update packets are sent in long intervals, resulting
in a lower overhead. The length of this interval affects the system’s throughput in
two ways. If the interval is too long, the overhead is less, but the increase in ranging
information error results in a lower cooperation gain. On the other hand, a small
interval increases the cooperation gain by reducing the ranging information error,
but at the cost of bandwidth overhead for sending the update packets.
This tradeoff suggests that there should be an optimal value for the interval length
to maximize the system throughput. Moreover, the optimal interval length depends
on the speed of movement. This optimal interval for sending the update packets,
known as the update interval, is calculated in this chapter for different values of the
mobility speed. More importantly, it is shown that the optimal cooperation strategies
in the mobile scenario are identical to those in the static case, provided that the update
packets are sent at the optimal update interval.
These results are unique and novel in the context of cooperative communication
in UWB networks. The novelty of cooperative UWB MAC is in terms of (i) Eliminat-
ing UWB-expensive control packet exchange which is common in other cooperation
protocols; (ii) Exploiting the precise ranging capability of UWB to achieve a high
cooperation gain, even in a mobile network; and (iii) Utilizing the multi-path fading
immunity to achieve an optimal distributed cooperation scheme in terms of highest
cooperation gain. Note that the unique properties of UWB lead us to the above-
mentioned design techniques which are not applicable to narrow-band networks in
general. Specifically, since ALOHA is used at the MAC layer, we design our algo-
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rithms based on exchanging no or very few control packets. At the same time, since
ranging information is precise and the link quality is robust to small scale fading,
we rely on the the ranging information to derive the throughput-optimal cooperation
strategies. We again emphasize that none of these facts is directly applicable to the
existing narrow-band cooperative protocols.
Organization: The rest of this chapter is organized as follows. Section 3.2 dis-
cusses the related works and motivations of this study. The system model is given
in Section 3.3, followed by the analysis of the optimal cooperation strategy in the
static network in Section 2.4. Section 2.5 explains the optimal update interval and
the optimal cooperation strategy for the mobile case. Simulation results are given in
Section 2.6, followed by the conclusions in the last section.
2.2 Related Work and Motivation
As explained in Section 1.2, there have been a few works on UWB cooperative routing
recently. In cooperative routing methods such as [64, 65], the objective is to assign
the relays as assistant nodes to the original route. The cooperation issue in the
MAC layer have been studied in [37,41,66,79,88]. For example, in cooperative MAC
(CMAC) [37], the energy consumption is minimized in the network by selecting the
relays based on the ranging information, as explained in the previous chapter. In this
scheme, the source is responsible for scheduling the relay transmissions by exchanging
control messages. Specifically, S sends a message to announce the start of the relaying
protocol, which should be acknowledged by packets from each individual relay. S then
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chooses the set of desired relays and informs them by sending another message. The
destination is also required to send a message at the end of the relay selection process.
Clearly, the main drawback of CMAC is the overhead incurred by the large number
of exchanged coordination packets.
Most of the existing distributed relay selection schemes, such as [5, 65, 88] rely
on the priority-based backoff timer (PBT) mechanism to discover which relay is the
best one at a time instance. In the PBT mechanism proposed in [6], the source sends
a RTS packet and each relay sets its local timer to a value inversely proportional to
its link quality as soon as it receives a CTS packet from the destination. Each relay
then starts to listen to the channel. The best relay’s timer expires first and it sends
a flag message. The other relays defer themselves from cooperation when they hear
the transmission of the flag message by the best relay. It can be observed that like
CMAC, the PBT mechanism also requires the exchange of the RTS/CTS and flag
messages for every transmission. As explained earlier, these methods may not be
efficient cooperative methods for UWB networks due to the following reasons,
• The common MAC protocol used in IR-UWB is ALOHA [48]. Therefore, the
exchange of RTS/CTS packets is not required prior to the data transmission in
UWB. Furthermore, control packets typically introduce overheads on the data
channel that can decrease the system throughput.
• Due to the complex UWB receiver structure, the data receiving is an energy
consuming process. Hence, it is preferred to exchange fewer control packets to
reduce the energy consumption in UWB networks.
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The above-mentioned reasons motivate us to determine the optimal cooperation
strategy when the relays do not exchange control messages to select the best one at a
time instance. In addition, due to the robustness of UWB to small scale fading, the
channel variation is slow enough to allow the nodes to efficiently estimate the link
qualities based on the available ranging information between the transmitter and the
receiver without exchanging the coordination packets.
In [89], the problem of reducing the relay selection overhead is considered for
the wireless networks. The authors propose an on-demand relay selection mechanism
which avoids the unnecessary packet exchange when the original link is good enough
and no relay is needed. This results in an energy efficient relaying mechanism, in which
fewer coordination packets are need for cooperation. Another example in the context
of optimizing the number of control packets is [90], which provides an optimization
framework for PBT [6] by minimizing the number of required RTS/CTS messages.
However, these methods still rely on the exchange of some control packets whenever
the cooperation is needed.
Another important issue in the wireless networks is the mobility, which may lead
to a significant performance degradation due to the increase in the channel variations.
In addition, the problem of relay coordination becomes more challenging in a mobile
scenario. In [91], the impact of mobility on the performance of a cooperative system is
investigated. The authors show that mobility can result in cooperation gain reduction
due to the CSI measurement uncertainty and then analyze the mobility-based receiver
rules for different mobile scenarios. However, such hardware extensions might be too
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costly for the UWB receivers. A recent work on designing cooperative MAC protocols
for the mobile networks is [92], in which a two-channel medium is used based on the
RTS/CTS transmission for selecting the relays. The relays can use one of the channels
for cooperation, and it is assumed that the mobile nodes can find their locations using
GPS. In contrast, in the context of UWB cooperative MAC, mobility can be easily
handled by the precise available ranging information. In other words, the mobile
nodes can perform ranging in order to update their realization about their position
in the network.
It is important to mention that, according to our best knowledge, currently there
is no existing cooperative MAC layer scheme unique to UWB in the literature, al-
though cooperative routing protocols for UWB are discussed in [64, 65]. We devise
UCoRS, which uses the unique characteristics of UWB to design a MAC-layer based
cooperation scheme. The main contributions of this scheme can be summarized as:
• UCoRS is a novel cooperative retransmission scheme in the MAC layer that
can achieve a considerable throughput gain and also reduce the network energy
consumption.
• UCoRS utilizes the unique properties of UWB, namely the availability of pre-
cise ranging information and immunity to small scale fading, to minimize the
overhead of control packet transmission and also to design an efficient UWB
distributed cooperative system.
• The optimal cooperation strategies in both proactive and reactive settings are
analyzed in detail in this chapter in order to maximize the throughput in an
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UWB network.
• The mobile network is also analyzed and the optimal update interval is de-
rived for any arbitrary mobility speed. In addition, the optimal cooperation
strategies in the mobile case are mapped to those in the static case.
2.3 System Model
Fig. 2.1 shows the system model that we consider in this chapter. As can be seen,
there are a source, S, a destination, D, and NR relays Ri, i = 1, 2, ..., NR, in a slotted
time domain. Each time slot consist of 2 subslots. At the first half of each time slot,
called transmission subslot (Tx), the source node sends data to its destination. At
the second subslot, called cooperation subslot (Cx), the relays retransmit the source
data. In particular, at the Cx of time slot t, Ri cooperates, i.e. retransmits the data,
with probability ai(t).
Since accurate ranging information is available through UWB physical layer [57],
we assume that the relays are able to determine their distances to the source and
destination. When Ri finds its distance to S and D, denoted by dSi and diD respec-
tively, it broadcasts a packet to inform other nodes about dSi and diD. When the
relays are not in range of each other, the destination transmits packets to inform the
hidden relays. Note that as long as the nodes do not move, the process of ranging
and informing other nodes should be performed only once, which incurs much less
overhead compared to sending coordination packets for every transmission.
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Figure 2.1: The UWB relay network model
successful packet transmission in each link. More specifically, let Pi and Qi denote the
probability of successful packet transmission in the S-Ri and Ri-D links, respectively.
The success probability of the S-D link is denoted by P0. To calculate the values of
Pi and Qi, we note that in time hopping pulse position modulation, TH-PPM, the





Ep.ω(t− jTf − gijTc − δbi⌊j/NS⌋), (2.1)
where Ep is the transmission energy per pulse, Tf and Tc are the frame and chip
durations, bi⌊j/NS⌋ ∈ {0, 1} is the information bit to be sent, ω(t) is the mono-cycle
pulse, and δ determines the time shift in the chip when the data bit is 1. Each frame
consists of Nh chips, i.e. Tf = NhTc. Moreover, each bit is repeated in NS frames
with different time hopping positions, gij ∈ {1, ..., Nh}, which results in additional
(pseudo-random) time shifts and hence, increases the pulse immunity to interference.
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The channel can be modeled as C clusters, each consisting of L paths. Let βcl and
ǫcl denote the tap weight and the delay of the l
th path in the cth cluster, respectively.






cl = 1, then the received







i(t− ǫcl) + n(t), (2.2)
where n(t) is AWGN with the power spectral density N0/2, and α
ij denotes the i-j
link gain. Since UWB pulses are robust to small scale fading effects, only the channel
pathloss is considered. We use the pathloss model in the IEEE 802.15.4a standard
[48], where












In this model, dij is the distance between arbitrary nodes i and j, dr is the refer-
ence distance, b1 is the pathloss at 1 m, and γ1 and γ2 are the pathloss exponents at
1 m and dr, respectively. The bit error probability (BEP) in the absence of multiuser







(1− ξ(δ))) [58], where
ξ(δ) is the autocorrelation function of the mono-cycle pulse, ω(t), evaluated at the
bit shift, δ. From the above-mentioned model, the probability that a packet with the
length of B bits is successfully transmitted can be represented as
Ps(d) = 1− (1− Pbe(d))B. (2.4)
This equation can be used to determine the values of Pi and Qi as a function
of the relays’ distances to S and D. Note that this is an abstraction of the UWB
MAC layer as a symmetric binary channel whose success probabilities, i.e. Pi and Qi,
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are only functions of the distance of Ri to the sender and receiver, respectively. We
believe that this is a suitable model for UWB links due to the immunity to the small
scale fading. Moreover, this model highlights the advantage of having inexpensive
ranging information for the purpose of UWB channel modeling.
After finding the values of Pi and Qi from (2.4), the next problem is to find the
cooperation strategy A(t) = {ai(t)}NRi=1 in order to maximize the S-D throughput,
where ai(t) is the Ri’s retransmission probability in time slot t. This problem will be
analyzed in two different settings, namely the proactive and reactive modes. In the
proactive mode, the decision is made prior to the source transmission and only the
relays with non-zero cooperation probabilities, ai(t) > 0, will listen to the channel.
In the reactive mode, all relays listen for the data first, and then the relays that
have successfully received the data decide on their cooperation probabilities. It is
clear that the reactive mode incurs more energy consumption since all relays should
listen to the channel. Note that since the message exchange between relays is not
performed in UCoRS, a relay Ri is unable to find out which relays have successfully
decoded data at each time slot. The optimal cooperation strategies in the reactive
and proactive modes will be derived later in Section 2.4.
Considering the mobile relay scenario, we define the following mobility model for
the relays. We assume that S and D are fixed but relays can move2. The mobility
is modeled as independent random walks of the nodes over time intervals known as
2This is a valid model for a wide range of UWB applications such as UWB sensor networks where
sensors and the sink are fixed while other UWB devices are mobile. In addition, our model is
easily extendable to the mobile S,D case by using the expected distance between two random
points as the distance between S and D.
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mobility epochs. In each mobility epoch with the fixed length τ , a relay chooses a
random speed, vi ∈ [0, Vmax] and moves in a randomly selected direction, θi ∈ [0, 2π].
In other words, Ri’s location at epoch t+ 1 is uniformly distributed in a circle with
radius viτ around its location at the epoch t. Let m denote the number of time slots
in a mobility epoch. Mathematically, m = τ
Ts
, where Ts is the time slot length in Fig.
2.1.
In the mobile scenario, the links’ success probabilities vary over time and therefore
some update packets about the new ranging information should be sent by the mobile
nodes. The update packets are assumed to be error-free and correctly received by all
the relays. We assume that the nodes are allowed to send a broadcast control packet
about their new ranging information after every H mobility epochs. H is called the
update interval, which is translated to sending an update packet every mH time slots.
Due to unavailability of extra medium for the update packets, it is assumed that the
relays are unable to cooperate in the epoch that the update packets are exchanged.
Note that since Ts is in the order of tens of milliseconds for UWB [48], the update
process interval is in the order of hundred time slots for a typical mobility epoch of
length τ = 1s. This large interval is the main advantage of update packets over the
traditional coordination packets which should be sent in every time slot, causing a
significant overhead.
As explained earlier, there is a tradeoff between the value chosen for H and the
cooperation gain. If the value of H is too large, the good relays may move to a bad
position and cause inefficient relaying. On the other hand, small value for H would
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Send ranging signal to S, D
Find distance to S, D
Find cooperation probability a

































Find cooperation probability a (t)i
Collect P , Q  from other relaysj j
Broadcast P , Q  to other relaysi i
Calculate P , Q  from distancei i
Start locally at each relay, R i
Figure 2.2: The UWB cooperation protocol
reduce the overall throughput by sending unnecessary update packets. Hence, it is
important to perform the update process in optimal intervals, H∗. In Section 2.5,
this tradeoff is analyzed for finding the optimal update interval, H∗.
Fig. 2.2 summarizes the above-mentioned cooperative protocols in the static
and mobile networks. As can be seen from this figure, the ranging information is
obtained only in the initialization phase of a static network. The link qualities are then
estimated locally in each relay from these ranging information and exchanged among
the relays. After exchanging these information for only one time, the relays will
locally decide on the cooperation probabilities, i.e the probability of retransmitting a
44
packet to D. In the proactive mode, the cooperation probabilities are determined prior
to transmission of S, while in the reactive mode relays wait for transmission of S and
decide on the cooperation probability only if they are able to successfully receive the
packet from S. Therefore, proactive cooperation probability is time-invariant, while
it varies from one time slot to another in the reactive scenario.
In the case of a mobile network, the protocol is exactly the same as above-
mentioned procedure, with the exception that ranging information and link qualities
are updated iteratively after each mH∗ time slots. In other words, a mobile network
functions equivalently to a static network, if fresh information about link qualities is
obtained after each H∗ mobility epochs. The details of finding cooperation probabili-
ties, as well as how to find the value H∗ for least possible overhead will be illustrated
in Sections 2.4 and 2.5, respectively.
2.4 Cooperation Strategies in a Static Network
We consider the case where all relays use a common channel towards D. As a result,
if the interferences from simultaneous transmissions are strong enough, collisions may
occur in the Cx subslot. It is also assumed that the packet level collision occurs if
the signal strength of more than one packet is above the threshold at the receiver.
Therefore, D successfully receives a useful data packet if either
• The S-D transmission in the Tx subslot is successful, or
• Transmission from one and only one of the relays in the Cx subslot is successful.
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2.4.1 Proactive Relay Selection
In the proactive relay selection, the cooperation probabilities are chosen prior to the
S transmission according to the values of Pi and Qi. Note that in the proactive relay
selection, the same relays are constantly selected for cooperation. Therefore, the
cooperation strategy, A(t), is independent of time and, for simplicity, it is denoted by
A. The expected success probability in a time slot is given by










The above equation follows from the fact that for a successful transmission to
D, the transmission from either S or only one of the relays should be successful. In
order to find the optimal solution for (2.5), lemma 2 in Appendix A (at the end of
this thesis) is used. The following theorem gives the optimal cooperation solution in
the proactive scenario.
Theorem 1 Consider a cooperative network with one S-D pair and NR relays. Let
Pi and Qi be the successful transmission probabilities, given by (2.4), from S to Ri
and from Ri to D, respectively. Then, the optimal cooperation strategy to maximize
the S-D throughput given by U(A) in (2.5) is A = A(K) = {ai = 1 , i ≤ K ; ai = 0
, i > K}, where K satisfies ∑K−1i=1 PiQi1−PiQi < 1, and ∑Ki=1 PiQi1−PiQi ≥ 1. The relays are
sorted in descending order according to the values of PiQi (i.e. i ≤ j ⇔ PiQi ≥ PjQj);
and A(K) denotes a set whose first K elements are 1 and the rest are 0.
Proof: By assigning yi ← aiPiQi, mi ← PiQi, and n ← NR, it can be concluded
from Lemma 2 that the maximum expected throughput, U(A), is obtained when the
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cooperation strategy is A(K), where K satisfies the stated inequalities.
It is worthy to mention that if P1Q1 ≥ 0.5, then K = 1, and only R1 will be
active. In this special case, the result is in agreement with [5], where it was shown
that the outage optimal proactive relaying strategy is to allow only the best relay to
cooperate. However, when P1Q1 < 0.5, it is beneficial to allow more than one relay
to cooperate due to harsh channel condition faced by even the best relay. This result
is novel and unique to the literature of UWB in the sense that more than one relay
node may be required for achieving the optimal opportunistic cooperation gain.
2.4.2 Reactive Relay Selection
In the reactive setting, each relay Ri decides on its own value for ai(t) if it successfully
receives the data from S at time slot t. Let F (t) be the set of relays which have
successfully decoded the packet from S at time slot t. In the reactive case, when Ri
receives the packet correctly at time slot t, such that when Ri ∈ F (t), then it can set
its own Pi = 1. However, Ri is blind about the other relays in F (t). Therefore, Ri
tries to maximize the expected throughput that is given by
Ui(A(t), t) = Pˆ
i












where Pˆ ij =


0 i = j, i /∈ F (t),
1 i = j, i ∈ F (t),
Pj otherwise.
In fact, Pˆ ii can be set to 0 or 1 according to whether Ri receives the packet or
not. However, since Ri is unconscious about other relays, the expected success value
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of Rj at Ri, j 6= i, is simply given by Pj , which has been estimated from the available
ranging information. Similarly, Pˆ i0 denotes the estimation of P0 at Ri. Note that in
general, Pˆ i0 can be different from P0 in the presence of ranging errors. Otherwise,
which is actually the case in UWB static networks, Pˆ i0 = P0, ∀i.
By comparing (2.5) and (2.6), it is observed that Lemma 2 can be again used for
finding the optimal solution, as the following theorem explains.
Theorem 2 In the reactive scenario, where the relay Ri determines the value of ai(t)
prior to the cooperation subslot, the optimal solution at Ri to maximize the expected











≥ 1, and the relays are sorted in
descending order according to the values of Pˆj
i
Qj.
Proof: Similar to Theorem 1, by setting yj ← aj(t)PˆjQj , mj ← PˆjQj , and n← NR,
the desired result is obtained.
2.4.3 Optimal Relay Selection
For the purpose of comparison with the proactive and reactive modes, consider the
case where F (t) is known by the relays. In fact, in the presence of coordination
packet exchange, the global optimum of the relay selection problem can be obtained
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 , otherwise. (2.7)
In other words, when F (t) is known, the values of Pi are already known to the
relays. Hence, the throughput is a function of the Ri-D link qualities of the relays
in F (t). It can be proved in a similar way to the previous two theorems that the
optimal solution to this problem is to allow the best K relays in F (t) (with the




1−Qi < 1, and∑K
i=1,Ri∈F (t)
Qi
1−Qi ≥ 1. The optimal relay selection can be viewed as the reactive
scheme in the presence of coordination. In other words, in the optimal case the relay
with the largest values of Qi will always cooperate, which is the reminiscent of the
PBT method. However, in the proactive and reactive case, the relays are unable to
coordinate and hence this optimal is unachievable.
2.4.4 Probability of Collision in Different Relay Selection
Schemes
Collision may occur in all the three schemes presented above due to the fact that more
than one relay might be active. In this section, K and the relay numbering satisfies
the conditions stated previously for different relay selection schemes (i.e. a better
relay is indexed with a smaller number.). In the proactive relay selection, collision
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This collision occurs because when P1Q1 < 0.5, more than one relay are active and
their packet may collide at the receiver. However, when P1Q1 > 0.5, no collision
occurs in the proactive case since only one relay is active.











where F ′ = {i : Qi > PjQj∀j 6= i}. This collision is due to the fact that some
relays may wrongly think they have the best link quality. Note that in the reactive
case collision can occur regardless of the value of P1Q1 due to the unavailability of
information about whether R1 ∈ F (t) in the other relays.
In the optimal scenario, note that when Q1 < 0.5, throughput increases if more
than one relays are allowed to cooperate. Therefore when Q1 < 0.5, collisions may











2.5 Cooperation Strategies in a Mobile Network
Now, consider the case when relays are mobile. We assume that S and D are fixed
but the relays can move. As explained in the system model, in each mobility epoch,
relay Ri chooses a random speed, vi ∈ [0, Vmax] and moves in a random direction,
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θi ∈ [0, 2π]. In this section, a Markov chain model is first constructed for analysis
of the mobile scenario. Then, the expected cooperation gain of the mobile nodes is
analyzed in detail. Theorems for finding the optimal update interval and the optimal
cooperation strategies in the mobile scenario are given at the end of this section.
In order to analyze the mobile case in more detail, we first introduce the concept
of PQ contours, where P and Q denote the link success probabilities at an arbitrary
point in the network. These contours will help us to characterize the effect of mobility
on the cooperation gain later. Specifically, let W = PQ for any arbitrary point in
the network. Then, by using (2.4), the value of W = PQ can be computed based on
the point’s distance to S and D. Fig. 2.3(a) shows the value of W at different points
of an 40 × 40 area, and Fig. 2.3(b) shows the contours for the points with equal
values of W . In this figure, S and D are located at coordinates (8, 20) and (32, 20),
respectively.
We further use these contours to quantize the values of W into M + 1 discrete
values of −→w = [0 ≤ w0 < w1 < · · · < wM ≤ 1.0]. Each wk corresponds to the area
between two adjacent contours. Node Ri is said to have the value of Wi = wk when
it is in the corresponding region of wk. For example, there are M = 6 contours in
Fig. 2.3(b) which divide the area into 7 regions whose corresponding values of wk are
{0.0, 0.14, 0.29, 0.43, 0.57, 0.71, 0.85}.
It is assumed that in each mobility epoch, a node can travel only to the adjacent
contour areas. In other words, letting Wi,t = wk be the value of Wi = PiQi for



























(a) Values of W = PQ




















(b) The contours of W = PQ
Figure 2.3: Values and the corresponding contours of W = PQ at different locations
of a 40× 40 area when S and D are located at (8, 20) and (32, 20), respectively.
also be seen that the area under the contours can be approximated by the ovals
Ok, k = 0, 1, · · · ,M . In particular, the following equations hold for these contours
according to Fig. 2.3(b),












where z1,k and z2,k denote the big and small radiuses of Ok, respectively. Note that
a smaller index k refers to the outer and bigger area. Also, the area of Ok can be
approximated by the area of an oval,
|O(k)| = πz1,kz2,k. (2.12)
Note that the outmost region is not an oval due to the area boundaries and we set
|O0| = A0, where A0 is the total network area. Therefore, the area of region with
52




|Ok| − |Ok+1|, 0 ≤ k < M
|OM |, k =M.
(2.13)
From the above-mentioned model, a Markov chain can be constructed to char-
acterize the mobility of a node in the network as shown in Fig. 2.4. The kth state
in the Markov chain corresponds to the value of wk in the contour map. Moreover,
the maximum speed of movement, Vmax, determines the transition probabilities of
the Markov chain. Let PGO(k) and PGI(k) be the probability of moving from wk
to the outer (wk−1) and inner (wk+1) states, respectively. The expressions for these
probabilities are derived in Appendix B at the end of this thesis. The state transition




1− PGI(0) PGI(0) 0 · · · 0 0
PGO(1) 1− PGI(1) PGI(1)− PGO(1) · · · 0 0
· · ·




Consequently, the stationary probability matrix π, is obtained by solving πΦ = π.
Note that from the geometrical point of view, π can be expressed as




where |wk| is the area of region withW = wk defined in (2.13) and A0 is the total net-
work area. As an example, consider the special case where the transition probabilities
are constants, i.e. PGI(k) = PGI and PGO(k) = PGO, ∀k. In this case,
πk = Pr(W = wk) =
ρk(ρ− 1)











Figure 2.4: The Markov chain for the mobility model. Each state corresponds to a
value of wk in the contour map. The transition probabilities, PGI(k) and PGO(k), are
determined by Vmax.
where ρ = PGI
PGO
.
We now focus on finding the expected throughput and the optimal cooperation
strategies in the mobile case. We propose an update process in which the relays send
a ranging information broadcast packet every H mobility epochs to the other relays.
We assume that these broadcast packets are error-free and all nodes hear these packets
without any error. This can be achieved for example by choosing random updating
schedules for different nodes.
Ignoring the cost of update process temporarily, the expected throughput of the
mobile network with NR relay and update interval H can be expressed as the following
general expression,
U(NR, H) = P0 + (1− P0).E(NR)W,H , (2.17)
where P0 is the S-D link’s success probability, and E
(NR)
W,H is the expected cooperation
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gain contributed by the relays (i.e. the contribution of the relays to the S-D through-
put) when their initial states at epoch t0 are given by W . Note that throughout
this chapter we may omit some of the parameters in the notation of E
(NR)
W,H when the
expression is independent of those parameters.
To compute the expected cooperation gain, we start with the single relay network.








To analyze the expected cooperation gain of the multiple-relay scenario, we need
to first calculate the expected location of the best relay. More specifically, the follow-
ing lemma gives the probability that the maximum value ofWi among the NR mobile
relays is wk.
Lemma 1 Consider a network with NR mobile relays in a square with area A0. Let
π
(NR)
k be the stationary probability that the value of W









)NR − (1− |Ok|
A0
)NR, 0 ≤ k < M
1− (1− |OM |
A0
)NR , k =M
(2.19)
where |Ok| is the kth oval’s area defined in (2.12).
Proof: To prove (2.19), let Yk be the probability that all NR relays are outside





l . The desired result can be obtained by recursively finding the
stationary probabilities from the above-mentioned equations,
k = 1 ⇒ π0 = Y1,
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l = Yk+1 − Yk.
The probabilities obtained from Lemma 1 are required for computing the expected
cooperation gain of the mobile network in the next sections.
In the general mobile scenario with more than one relay, coordination among the
relays is required for the correct decisions about the cooperation strategies. Moreover,
choosing different values for H affects the cooperation gain in two ways. In fact,
updating the ranging information more frequently leads to a more accurate decision
among the relays which increases the throughput. On the other hand, control packet
overhead may reduce the overall throughput. These two facts introduce a tradeoff
between the update interval and the cooperation gain.
To further illustrate this tradeoff, two extreme cases, i.e. when H = 1, and
H =∞ will be first investigated. In the former case, relays send the update packet at
every epoch and hence perfect ranging information is always available. In the latter
case, no update packet is sent and the nodes have only the initial estimation about
the other nodes’ ranging information. In these two cases, the cost of update process
is first ignored by assuming that the relays can cooperate when they send update
packets. An expression for the expected throughput as a function of H is then given
after the analysis of these two extreme cases.
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2.5.1 Perfect Ranging Information (H = 1)
We have already computed the expected cooperation gain for the single relay case.
The following theorem gives the expected cooperation in the multiple relay settings
with the perfect ranging information,
Theorem 3 In a network with NR mobile relays, assume that the update packets are
sent in every epoch. Then, the expected cooperation gain of the (dynamically-chosen)









Proof: Equation (2.20) can be directly obtained from (2.19) in lemma 1 by taking
the average over the stationary probabilities, π
(NR)
k , weighted by their corresponding
values of wk.
Note that by setting NR = 1, (2.20) reduces to the single relay cooperation
gain in (2.18). Moreover, (2.20) can be considered as an upper bound on the actual
throughput that can be contributed by the relays (i.e. the cooperation gain) in the
mobile case, because it assumes that perfect ranging information are available at any
given time.
2.5.2 No Packet Exchange (H =∞)
Now consider the case where no update packet is transmitted by the mobile relays.
For simplicity, we only consider the K = 1 active relay strategy here. Assuming that
R1 with the initial values of W1,t0 = wk is chosen as the best relay at the beginning,
a collision may occur if a relay Ri, i 6= 1 moves to a location with a better Wi than
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wk. In other words, since no update packet is exchanged, both R1 and the relay
with a better position cooperate which may result in collision. Hence, by taking the
expectation over different values of initial W ∗, the expected cooperation gain for the
















by (2.18). The above equation follows from the fact that if there is no relay in Ok,
then R1 is the only active relay and its cooperation can be successful. Note that
the cases in which more than one active relay result in successful cooperation are
neglected in (2.21). In addition, since the update process on the ranging information
is unavailable, (2.21) can be viewed as a lower bound for the relays’ cooperation gain
in the mobile scenario.
2.5.3 Tradeoff Between Update Process and the Expected
Throughput
The problem of finding the optimal update interval is addressed in this section. This
section provides a solution to the coordination problem in the mobile settings.
As stated earlier, if the value of Wi = PiQi for Ri at time slot t0 is wk, then
Wi,t+1 can take only the values of wk−1, wk, and wk+1. In the same manner, during
H epochs without update process, the Wi,t0+H would be between wk−H and wk+H.
The probability of being in each state depends on the initial value of Wi,t0 , and the
maximum speed, Vmax. In fact, the transition probability matrix in (2.14) can be used
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to find the probabilities of being in each state during these H epochs. Specifically,
the H th power of Φ, ΦH , is the H-step transition probability matrix. Denote the






Φ(1→H) gives the probability of being in each state during H epochs for different
initial states. In fact, the element in the kth row and lth column, Φ
(1→H)
k,l , is the
expected amount of the time spent in wl during H epochs provided that the initial




















The above-mentioned equation is the general expression for the cooperation gain in
the mobile network and can be used to evaluate the system throughput. Using (2.22),
the following theorem gives the expected throughput of the system as a function of
the update interval, H .
Theorem 4 Consider a mobile relay network with NR relay nodes which send the
update packets every H epochs. Then, considering the cost of update process, the
expected throughput of the mobile network is
U(NR, H) = P0 + (1− P0)H−1H E(NR)W1,H . (2.23)
Proof: Note that E
(1)
W1,H
defined in (2.22) gives the expected throughput of the best




of the bandwidth which is
used for the update process. Combining these expressions with the S-D link quality,
(2.23) is obtained.
According to Theorem 4, the optimal update interval, H∗, is the value of H which
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Figure 2.5: The expected system throughput as a function of update interval, H , for
NR = 5 mobile relays in a 20×20 area. The values of W are {0.0, 0.25, 0.5, 0.75, 1.0}.
The value of H∗ = 10 is observed from the curve.
corresponds to the maximum value of U(NR, H). Specifically, H
∗ is the root of the
derivative ∂U(NR,H)
∂H
. Appendix C provides the equation that can be solved to find H∗.
As an example, Fig. 2.5 shows the value of U(NR, H) as a function of H for
NR = 5 mobile relays in a 20 × 20 area. It can be seen that the optimal update
interval, H∗ = 10 maximizes this function and hence each relay node should send
a location update packet every 10 epochs. In addition, as the curve illustrates, the
value of U converges to an asymptotic value when H →∞.
2.5.4 Optimal Cooperation Strategies in a Mobile Network
It is important to mention that since the nodes movements are independent of each
other, the relays’ location at any given time can be viewed as a randomly scattered
relay network. This interesting fact implies that at any time instance in the mobile
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relay scenario, the system characteristic will be the same as that for the static network
if the ranging information is available. Therefore, the same cooperation strategies
in the static case can be used in the mobile scenario as well, provided that the
ranging information are updated at H∗ interval. The following theorem shows the
identicalness of the optimal cooperation strategies in the mobile case and the static
case.
Theorem 5 In the mobile relay scenario, the optimal cooperation strategies are the
same as the static ones, provided that the mobile relays transmit an update packet in
intervals of H∗.
Proof: Since the nodes’ movements are independent and random, the location of
the relays at any given time can be viewed as a random distribution of the relays.
Hence, at any time instance, the only difference between the mobile and static case is
the imperfectness of ranging information. According to Theorem 4, H∗ is the optimal
update interval and perfect ranging information will be available every H∗ epochs.
Since other information are unavailable during these H∗ epochs, the same arguments
as the static case (i.e. Theorems 1 and 2) can be used to show the optimality of
the same proactive and reactive relaying strategies for the mobile case during the H
intervals.
According to Theorem 5, in the case of imperfect ranging information, we have
shown that the only overhead is the transmission of control packets. Provided that
the ranging information are updated regularly every H∗ epochs, the static optimal
strategies are again applicable to the mobile case.
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Table 2.1: Simulation parameters for the UWB relay network.
Parameter Value Parameter Value
γ1 2.0 γ2 3.3
dr 8 m B 56 Bytes
Ep −14.32 dBm NS 1
ξ(δ) 0.05 N0 4e− 9 W
2.6 Performance evaluation
2.6.1 Throughput
We first ignore the overhead of control packet exchange and perform simulations to
find out the throughput gain in different schemes. Table 2.1 shows the parameters
used for simulations. Note that (2.4) is used to determine the values of Pi and Qi
in the simulations. The proactive UCoRS is selected for this simulation due to its
superior performance compared to the reactive scheme. To compare the asymptotic
gain of UCoRS with that for the PBT scheme [6] , let NR →∞. Then, since F (t) is
known in the PBT scheme, Q∗ = maxRi∈F (t)Qi, and the S-D throughput can become
arbitrarily close to 1.0 by putting enough relays near to D. On the other hand, it can
be shown that in UCoRS, W ∗ = P 2s (
d0
2
) which corresponds to a relay in the middle
of the line which connects S to D. Therefore, the asymptotic achievable throughput
in the static case is bounded by U∗ = P0 + (1 − P0)W ∗, which is less than 1.0 in
general. This fact is illustrated in Fig. 2.6, which compares the throughput of the
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Static, and Mobile UB, NR → ∞
Static, and Mobile UB, NR=5
Mobile LB, NR=5
Non−cooperative
NR=1 (Static, Mobile, and PBT)
PBT, NR →  ∞
PBT, NR=5
Mobile LB, NR → ∞
Figure 2.6: Throughput of UCoRS in the static scenario for NR = 1 and NR → ∞,
and the upper and lower bounds of the mobile scenario’s throughput for NR = 5 and
NR → ∞. The PBT throughput is identical to that for the mobile scenario’s upper
bound, as explained in Section 2.5.1
.
static and mobile scenarios when H = 1,∞, with that for PBT, when NR = 1, 5,∞.
It can be seen that the asymptotic gain of UCoRS tends to 1.0 for good S-D channel
qualities. However, PBT can still achieve the throughput of 1.0 for poor channel
qualities, whereas the throughput of UCoRS is bounded by the above-mentioned U∗.
Nevertheless, compared to the non-cooperative case, both static and mobile UCoRS
are able to provide acceptable cooperation gain, without posing significant overhead
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Figure 2.7: The effect of increasing number of relays on PDR
on the system.
It is also important to mention that the asymptotic upper bound of the mobile
scenario’s throughput (i.e., when H = 1, and NR →∞) is identical to the asymptotic
throughput of the static case. This is because the location information is always
available when the update process happens at every epoch (H = 1), and the mobile
scenario’s performance is identical to the static network. The lower bound of the
mobile throughput becomes very loose and near to the non-cooperative performance
in the asymptotic condition (NR →∞). When NR = 1, all methods result in the same
throughput due to the fact that there is only one choice for cooperation and collision
does not occur in the static and mobile UCoRS. Moreover, it can be seen from the
figure that when NR = 5, PBT outperforms UCoRS. However, as stated previously,
the throughput advantage of PBT over UCoRS is at the expense of control packet
exchange for every data transmission, which may not be efficient in UWB.
Fig. 2.7 shows the effect of increasing the number of relays on the achieved
packet delivery ratio (PDR) in UCoRS for different S-D link qualities, namely for
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P0 = 0.25, 0.5, and 0.6. As can be seen, adding one relay can significantly increase
the PDR of the direct link. In addition, when the direct link is weaker, cooperation
is more beneficial. However, as explained previously, the achieved PDR in UCoRS is
upper bounded by a function of dSD, regardless of the number of available relays.
2.6.2 Overhead
The efficiency of the UCoRS scheme is emphasized when it is observed that the
amount of update packet exchange is minimum in UCoRS. To demonstrate this fact,
the number of update packets needed in UCoRS is compared with the number of
coordination packets required in CMAC [37], and PBT schemes [6]. Fig. 2.8 shows
the overhead of these methods as a function of total sent packets by S. In fact,UCoRS
needs a few update packets to be exchanged in long intervals only when the nodes
are mobile. In contrast, CMAC and the PBT schemes need to exchange (at least) 6
and 3 control packets, respectively in every time slot. Therefore, the overhead grows
linearly with time in CMAC and PBT. In fact, the amount of update packet exchange,
and hence transmission power, is minimal in UCoRS.
2.6.3 Mobility Model
The correctness of the Markov model for the mobile network is also verified by means
of simulations. Fig. 2.9(a) shows the steady state probabilities for different states of
the Markov model. It can be seen that simulations agree with the proposed Markov
model. Fig. 2.9(b) shows the effect of quantizing Wi on measuring Wi,t+H . As can
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Figure 2.8: Comparison of total update/coordiation packet overhead in UCoRS, PBT,
and CMAC, when H = 1 and each mobility epoch contains 10 time slots.











(a) The steady state probabilities of the states in
the Markov model.















(b) Effect of quantizing Wi on measuring Wi,t+H ,
H = 10.
Figure 2.9: Comparison of the simulated mobility model and the Markov model
analysis.
be seen from Fig. 2.9(b), the distribution of Wi,t+H obtained by simulation can be
well approximated by the data obtained from the Markov model.
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H* = 12 
Simulation
Analysis
Figure 2.10: Throughput as a function of the update interval, H , when d0 = 26m
(P0=0.12), Vmax =10m/epoch, and NR = 5 relays.
2.6.4 Optimal Update Interval
Fig. 2.10 shows the effect of update interval H on the throughput, U . For this
simulation, distance between S and D is set to 26m which corresponds to P0 = 0.12,
and there are 2 relays and Vmax = 10m/epoch. As can be seen from this simulation,
the optimal update interval occurs at H∗ = 10 (i.e. the relays should send updates
every 10 mobility epochs). For the greater values of H > H∗, the misinformation
about the location of the best relay causes reduction in throughput. On the other
hand, for the smaller values of H < H∗, the update interval overhead is higher than
its advantage which results in throughput degradation.
Fig. 2.11 compares the system throughput in the proactive and reactive settings
when the optimal update interval H∗ = 12 is obtained from analysis for a scenario
with NR = 10 relays and d0 = 20m (P0=0.5), Vmax =5m/epoch. This figure also

























Figure 2.11: Comparison of the expected S-D throughput for different schemes in the
mobile scenario.
was expected, when the control packet overhead is considered, the proactive scheme
outperforms PBT due to the high frequency of exchanging coordination packets in
PBT. Moreover, the achievable throughput in the proactive setting is very close to
the asymptotic throughput for P0 = 0.5 in Fig. 2.6 (i.e. U
∗ = 0.9). This result shows
that the asymptotic gain is almost achievable with approximately 10 mobile relays.
Recall from Section 2.4.4 that the reactive method results in more collisions com-
pared to the proactive one. This is due to the fact that in the former case all the
nodes in F (t) are eligible to be a potential relay, while in the latter case certain nodes
are selected a priori. Furthermore, as expected, both reactive and proactive methods
provide significant diversity gain compared to the non-cooperative case.
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2.7 Conclusion and Future Work
A simple UWB-based cooperative retransmission scheme was introduced in this chap-
ter. UCoRS utilizes the unique properties of IR-UWB technology for achieving mul-
tiuser diversity in UWB. The throughput-optimal cooperation strategies in the proac-
tive and reactive settings were analyzed in both static and mobile scenarios. Simu-
lations showed considerable diversity gain at a low implementation cost. Moreover,
the amount of control packet exchange was minimized in UCoRS in both static and
mobile cases in order to mitigate the cost of control packet exchange in the UWB
receivers. It was shown that by updating the ranging information in some optimal




MDP Approaches for Cooperative
Communications in Wireless Networks
The cooperative communication is a promising phenomenon for the performance im-
provement of the wireless networks. In cooperative communications, the nodes with
better channel qualities help the other nodes for successful transmission of the packets
to their intended destination. Despite many existing work in this area, a research gap
is still observed in some challenges such as design of efficient distributed cooperative
methods. In this chapter we address the problem of cooperative retransmission in
the MAC layer of a distributed wireless network with spatial reuse, where there can
be multiple concurrent transmissions. In such a network, the collisions among nodes
limit the performance of the existing cooperation protocols. We design a Markov
decision process (MDP)-based cooperative retransmission scheme for the cooperation
problem in wireless networks. Since solving a MDP with large number of states is
intractable, we also design distributed learning methods based on the proposed MDP
model. We further show that the proposed scheme is robust to collision, is scalable
with regard to the network size, and can provide significant cooperative diversity
despite its distributed algorithm and implementation simplicity1
1This chapter is based on our works in IEEE WCNC’09 [93, 94], and IEEE PIMRC’09 [95].
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3.1 Introduction
The problem of cooperation in wireless networks has received a significant attention
in the recent years. An efficient cooperation among nodes can significantly contribute
to the performance of the wireless network. This is because the fading effects in the
wireless channels can be mitigated by exploiting the cooperative diversity. Due to the
channel quality variations in terms of the received Signal to Interference and Noise
Ratio (SINR) strengt, some of the data sent by a source node may be missed by the in-
tended destination, but successfully received by a relay node. The channel severeness
can be compensated by this cooperation if the relay node chooses to retransmit data
for the transmitter. As a result, the overall system throughput will be increased due
to the cooperation gain contributed by the relay. If more than one relay which share
a common channel to the destination decide to cooperate at the same time, collisions
may happen and nothing useful would be received by D. Hence, it is an important
problem to choose the appropriate set of relays to cooperate for each transmitter.
Using the finite state Markov channel (FSMC) model in [4], which models the
wireless channel as a Markov process, the problem of cooperation can be also modeled
as a Markov decision process (MDP) framework. This MDP model can be solved
in order to find the optimal cooperation behaviors in the network for maximizing
the total network throughput per consumed energy. However, in a general wireless
network the MDP state space becomes very large and finding the optimal solution
with dynamic programming is intractable. In this situation, a near-optimal model-
free solution based on the reinforcement learning (RL) techniques seems efficient and
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easy to implement. In this chapter we first model the cooperation problem as a
MDP model and then design a distributed learning mechanism for achieving a near-
optimal solution. We also give a partially observable MDP (POMDP) model for the
situations with imperfect channel state information (CSI) in order to provide a robust
cooperation framework in a noisy environment.
We consider the problem of cooperation in the MAC layer in an ad hoc wireless
network. In the MAC layer, the problem of cooperative retransmission is to cooperate
with the source node and to relay the overheard packet to the intended destination.
We select the MAC layer as the operating layer of our cooperation problem due to
its lower overhead compared to cooperation in the physical layer. Although there are
several works on the cooperation in the physical layer, the cooperative retransmission
schemes which consider spatial reuse with more than one active pair of source and
destination in the MAC layer have not yet been investigated in the literature of
cooperative communications. Since wireless network is distributed in nature, we are
motivated to find the distributed and efficient cooperation mechanisms with the help
of distributed MDP and reinforcement learning methods. The main contributions of
this chapter can be stated as follows:
• A distributed framework for optimal cooperative retransmission in MAC layer
is designed in this chapter. The proposed method is scalable, and can be used
in a general wireless network topology with spatial reuse where there can be
multiple concurrent transmissions. As stated previously, the objective in this
chapter is to maximize the total throughput per consumed transmission energy.
72
• A novel distributed MDP model is designed for the problem of cooperative
retransmission in ad hoc wireless networks. The proposed distributed model is
very simple to implement in the nodes and yet can significantly improve the
performance of the network in terms of throughput per consumed energy.
• We compare the performance of different distributed (model-free) learning
methods in the cooperative retransmission problem, and show that they are
able to achieve a significant cooperation gain in a wireless network. Note that
this is the first work which investigates the applications of different distributed
RL methods to the context of cooperative communication in a wireless network.
• We investigate the effect of imperfect channel state information (CSI) in a single
S-D wireless network, and design a POMDP model as well as a distributed
learning method for a more robust performance in spite of a noisy local CSI
measurement.
The rest of this chapter is organized as follows. Section 3.2 reviews both literatures
of MDP and cooperative retransmission methods. Section 3.3 describes the system
model and assumptions, followed by the proposed distributed MDP model in Section
3.4. Section 3.5 explains in detail the existing and our new solution to the distributed
MDP cooperation problem. The proposed POMDP model in the presence of noise is
illustrated in Section 3.6. Numerical results are given in Section 3.7, followed by the
conclusions in Section 3.8.
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3.2 Related Work
The global MDP can be used to model the cooperation in the wireless networks. As
an example, in [79], a node cooperative stop and wait (NCSW) automatic repeat-
request (ARQ) mechanism is designed for the cooperation in the wireless network.
The authors use a Gilbert-Elliot (GE) channel model for the links between nodes to
analyze the throughput and delay performance of a wireless relay network. It is shown
that the system performance in terms of throughput and delay can be significantly
improved if the nodes cooperate when the link qualities are in the good state.
However, the global MDP suffers from the curse of dimensionality, and as the size
of network increase the global model would be intractable to construct and solve. In
these situations, a local MDP model with distributed coordination can be used for
providing a near optimal solution. Some examples in the literature of decentralized
MDP (DEC-MDP) models are [83,84], and distributed value functions (DVF) [82]. In
these studies, each agent (node) has a local MDP consisting of its own action, state
and reward functions. The agents then coordinate to find a near optimal solution
by the exchange of limited information with their neighbors. Specifically, in the
DVF method, the value of agent’s current state is exchanged, while in the other two
methods the policies are exchanged. All the methods guarantee the convergence to a
local optimum. More details about these models and their learning variations will be
given in Section 3.5.
In [96], a distributed MDP model is proposed for the basic MAC problem in wire-
less communication. Specifically, the authors calculate the upper and lower bounds of
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the throughput in a multiple access broadcast channel by using a MDP formulation
in each node. Other examples of using MDP model and RL for the wireless prob-
lems other than cooperative communication are [73–75], which try to find the optimal
adaptive transmission rate and power in a single S-D wireless link to maximize its
throughput.
The problem of cooperative retransmission in the wireless networks is investigated
in several studies. In [31,37], the cooperation is performed by the exchange of control
packets between the source and relay nodes. The source chooses the relays which
can provide higher data rates for cooperation. In [41], a hybrid ARQ mechanism
for cooperation problem is proposed. The relays cooperate to retransmit the packet
overheard from S if D does not acknowledge the delivery of original transmission
by ACK message. The cooperation is shown to significantly improve the system
performance in terms of throughput and energy consumption.
Considering only a single S-D pair, the optimal cooperation strategies in MAC
layer based on a MDP or POMDP model are analyzed in [93, 94]. In these works,
the FSMC channel model is used for constructing a MDP for single S-D cooperation.
It is shown that the best cooperation strategy in each state can be found efficiently
by using dynamic programming techniques. More details about these two works is
presented in Section 3.6.
However, all of the above-mentioned works in [31, 37, 41, 79, 93, 94] do not con-
sider the spatial reuse and only investigate a single S-D pair surrounded by a few
relay nodes. In contrast, in this chapter we investigate the problem of cooperative
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retransmission in a general wireless network with spatial reuse where each node is
capable of being a source, destination, or a relay node. Note that in a general wire-
less network, the use of dynamic programming may be computationally complex and
should be replaced by reinforcement learning. It is also important to mention that
the distributed cooperative communication is investigated based on the game theory
concept in [97, 98] which have their own limitations, such as the border node’s star-
vation. Using a distributed RL model can efficiently solve the cooperation problem
without facing such problems.
3.3 System Model and Assumptions
We consider a N -node slotted ALOHA system in which each node, Ri, i = 1, · · · , N ,
can be a source (S), destination (D) or relay (R), according to Fig. 3.1. As can be
seen from this figure, there are direct transmissions (solid lines), as well as supportive
cooperation links (dashed lines). In this model, each time slot can be used by any
of the nodes for transmission of own or cooperative packet. Since the spatial reuse
allows multiple transmitters to be active in the same time slot, relaying can help the
nodes to increase the system throughput. We model the system as a MDP model and
try to find the optimal cooperative strategies for maximizing the system throughput
per consumed energy by solving the proposed model.
We assume that each node uses stop and wait (S&W) automated repeat request
(ARQ) for the transmission of the packets. Therefore, there is at most one packet






















(b) Time slot and channel model
Figure 3.1: The system model for a general cooperative wireless network.
packet or others’ packet according to the channel qualities and the buffer sizes. A
cooperative packet can be relayed only once towards the destination. Therefore, a
packet which is retransmitted by a relay is useful only to the intended receiver (and
not the other relays).
Each node Ri maintains two buffers, Bi and Ci for storing self and overheard
packets, respectively. In other words, the packets originated by the node are kept in
Bi, while the overheard packets from neighbors are put in Ci. A packet is dropped
from the cooperative buffer Ci if the corresponding ACK message from the intended
destination is received. The packets in the self buffer of Ri arrive according to a Pois-
son process with arrival rate λi. The problem is to assign the transmission probability
and transmission power for transmitting a self or a cooperative (overheard) packet in
order to maximize the system throughput.
We propose a two-channel medium for the network, as can be seen in Fig. 3.1(b).
The main (data) channel is used for transferring data among the nodes. A control
channel is used for the exchange of information among the neighboring nodes. The
exchange of information among nodes is necessary for finding a local optimal solution.
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3.4 The Proposed MDP Model
In this section we propose a distributed MDP model for each node which can be used
for finding the optimal node behavior in the network in a distributed manner. The
distributed algorithm for solving the proposed MDP model is designed in order to
achieve the optimal cooperation among the relay nodes. A learning framework with
suboptimal performance will be given at the end of this section. The learning methods
can be used in the absence of system model (state and transition probabilities).
A MDP is defined as a tuple M = (A, S, T, ρ), where A and S denote action and
state space. T (s′|s, a) indicates the transition probability from state s ∈ S to s′ ∈ S
after doing action a ∈ A, and ρ(s, a) is the reward obtained by doing action a in state
s. In the following subsections, we define the local MDP for the nodes.
3.4.1 Actions




i , ei), where a
s
i and
aci denote the probabilities of relaying self and cooperative packet, respectively. The
ith node will keep silent with probability 1− asi − aci , and ei is the transmission power
which is upper bounded by E.
3.4.2 State space
In a given time slot, a node should use the information about its channel quality to the
neighbors and also its local buffer size to make decision about the packet transmission
in the next time slot. Therefore, the state space consists of the nodes’ link qualities
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and buffer state information.
3.4.2.1 Link quality
Let ωij be the channel gain between node i and j. Therefore, the received power at
node j is given by eiωij . The link quality can be modeled by a finite state channel
model (FSMC). The construction and transition between different states in the FSMC
are discussed in detail in [4, 93]. Let Ql denote the channel quality of link l, and
also define a set of pre-determined SNR values Ql ∈ {q0, q1, · · · , qM−1, qM} such that
0 = q0 < q1 < · · · < qM−1 < qM = ∞. Then, Ql is said to have the quality of qk
at time t, if qk ≤ ωij < qk+1. As illustrated in Fig. 3.2, each quantized value of qi
corresponds to a state in the FSMC.





q , 0 ≤ k < M, (3.1)
where q is the mean SNR value of the Rayleigh channel. We assume a Rayleigh
slow fading environment, in which the link quality is constant during a transmission,
and changes according to the FSMC model before the beginning of the next time
slot. Since the slow fading model is assumed, the probability of staying in a state for
several consecutive time slots is high. In other words, it is valid to assume that the
link quality is unchanged during a few time slots. We assume a M-state FSMC, and
denote by Tl(qk, qk′) the transition probability from state k to k
′ in the FSMC for the
link between nodes i and j. The transition probability from state qk to state qk′ for
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Figure 3.2: Finite state Markov chain (FSMC) model for the wireless channel.






k′ = k + 1, 0 ≤ k < M − 2
Nk
r.pk
k′ = k − 1, 1 ≤ k < M − 1
1− Tl(qk, qk+1)− Tl(qk, qk−1) k′ = k, 0 ≤ k < M − 1
0 Otherwise,
(3.2)






q is the expected
number of times that the SNR falls below qk when the maximum Doppler frequency is
fd. The error probabilities, ǫk, can also be uniquely determined for a given modulation
scheme, e.g. BPSK. Further details of FSMC model can be found in [4, 93].
3.4.2.2 Buffer
Let Bi and Ci denote the self and cooperative buffers of Ri, respectively. The packets
that are overheard from neighbor nodes are stored in Ci and own packets are stored
in Bi. Let D(Bi) and D(Ci) denote the intended destination of the packets at the
head of Bi and Ci respectively.
It is necessary to include the size of the cooperative and self buffer, denoted by
|Ci| and |Bi| respectively, in the state space in order to enable the node to decide
based on the number of available packets for transmission.
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3.4.2.3 Overall state space
From what stated above, the overall state space for node i is given by
(|Bi|, |Ci|, ωi,D(Bi), ωi,D(Ci)). In other words, each agent (node) should keep track of
the link qualities for the intended destinations of the packets at the head of its own
and cooperative buffers and the buffer sizes. Note that the link qualities change as
the packets at the head of queue change. In addition, since the global information
is not available, a learning mechanism should be used for approximating the state
transition probabilities.
3.4.3 Reward function
We use throughput per consumed energy as the performance metric of our system.
Let v(t) be the number of packets that was successfully delivered to their destinations
at time slot t. Note that v(t) can be bigger than 1 because of spatial reuse. Also
let e(t) be the transmission energy consumed by the transmitters at time slot t. Our












Note that the maximization of J takes into account both throughput and energy
consumption of the nodes. Therefore, the proposed MDP model is also suitable for the
energy-constrained networks. To maximize J , the nodes should decide appropriately
on when, what, and with what energy they should transmit, as discussed in Section
3.4.1. In addition, only a subset of the relay nodes are required to cooperate with the
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source. If the number of relaying nodes at each time instance is more than necessary,
the consumed energy increases without any contribution to the number of received
packets, which forces J to decrease. Similar to [74,93,94], this objective function takes
into account the throughput between S and D, as well as the energy consumed for
transmission. Therefore, the optimal solution is also suitable for the energy-constraint
systems, such as sensor networks.
In order to maximize J , we use the following reward function for the nodes. The
nodes that do not transmit packets receive a reward equal to 0. Otherwise, a reward is
assigned to the transmitters based on their success or failure. Specifically, the reward









This reward function is suitable for maximizing J due to the fact that it takes into
account both successful transmissions and consumed energy. It is also important to
notice that since the global information is not available, distributed MDP models with
limited communication should be used for approximating the suboptimal performance
of the system. Moreover, the distributed structure of the reward is suitable for the
decentralized MDP (DEC-MDP) models as will be discussed in Section 3.5.
3.5 Solutions to the distributed MDP Model
The objective for solving the MDP is to find the policies in each node to maximize the
expected reward of the system. The policy of Ri is denoted by πi, which is a mapping
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from the states, Si, to the actions, Ai. The optimal policy is the policy which results in
the highest expected reward. The standard solution to MDP is dynamic programming
(DP), if the system model (i.e. transition probability and reward function) is available.
On the other hand, reinforcement learning is a substitute to DP when the system
model is unavailable. In DP, the states are evaluated by assigning the value functions
to them. Specifically, if V (s) denotes the value of state s and γ denotes the discount
factor, the global Bellman optimality equation is given by
V ∗(s) = maxa∈A
{
ρ(s, a) + γ
∑
s′∈S P (s
′|s, a)V ∗(s′)} , (3.5)
where the value function, V ∗ indicates how worthy a state in the steady state is,
and P (s′|s, a) denotes the transition probability derived from the FSMC and buffer
transition probabilities. The optimal policy can be found by choosing the actions that
maximize V ∗ at each state. The optimal V ∗ can be found by policy or value iteration
algorithms [81]. We have used this method in [93,94] to find the optimal cooperation
strategy in a single S-D network, as it will be explained later in section 3.6. However,
such a global solution is not practical in the cooperation problem in a distributed
wireless network. Therefore, efficient distributed MDP models should be used in
each agent to approximate the global optimal. As stated previously, there are several
approaches for distributed optimization of MDP models. We first give a review of the
existing solutions and then devise our new method for solving the distributed MDP.
We then use these different approaches as the solutions to the proposed cooperation
MDP model.
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3.5.1 Distributed Value Functions (DVF)
In DVF [82], each node operates based on a distributed MDP, and some limited
information from its neighbors. The main idea is to coordinate the entire system by
only exchanging the value functions among the neighbors. Interesting results on the
success of applying DVF on the distributed systems are demonstrated in [99]. In DVF
method, the value functions are communicated among the neighboring nodes and the
nodes try to maximize the weighted sum of their own and neighbors value functions.
Therefore, the Bellman optimality equation for DVF would be in the form of
V ∗i (s) = maxa∈A
{





′|s, a)V ∗j (s′)
}
, (3.6)
where Nei(i) is the set of nodes in the transmission range of Ri, and wi(j) is the
weight of Rj ’s value function at Ri. Note that a global state space is required for
applying this DVF optimality equation. Moreover, transition probabilities should be
available. These two assumptions may not be always true in the wireless network
with distributed nodes. If the global state is not available among the agents, the
policy should be learned with a model-free mechanism such as Q-learning. According
to [82], the DVF Q-learning update rule can be written as,
Qi(si, ai) = (1− α)Qi(si, ai) + α
(




Vi(si) = maxa∈Ai Qi(si, a),
(3.7)
where α is the learning rate and subscript i indicates the local MDP model in Ri.
Qi(si, ai) is called the Q-value for each local state-action pair, which indicates the
time-average reward obtained from performing action ai in the (local) state si. The
above-mentioned learning rules essentially show that how the values of Qi(si, ai) can
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be learned locally by interacting with the environment without using the system
model. More details on Q-learning can be found in [81].
In DVF, the nodes should inform their neighbors about their value functions,
Vj(sj). Both model-free and learning DVF are shown to converge to a suboptimal so-
lution for the entire network although the information is only communicated between
the neighbors. This is because the value functions of the neighbors encapsulate the
information about the multiple-hop neighbors as well. More details about DVF can
be found in [82]. Note that since the nodes have different neighbor lists, the learned
policy of the agents will be different as well.
3.5.2 Global Reward-based Learning (GRL)
In another distributed MDP approach in [84], the local state and actions are assumed,
but the reward is globally shared among the agents. The authors propose a local
reward calculation method from the global reward, provided that the policy and
steady state probabilities are exchanged among the agents. The convergence to local
optimality is assured under this structure. Each agent uses the dynamic programming
based on its local state and action and the calculated local reward in each agent.









where ρ(s, a) is the known global reward function, ξj is the steady state probabilities
for node Rj, and Sj is the local state space of Rj. This formulation is applicable only
if ρ(s, a) is known to all agents and also the policies and the values of ξj are exchanged
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among agents. Note that in this model the neighboring policies are needed to find
the actions of the corresponding agents. The dynamic programming methods can be
used locally in each agent to find the optimal policy based on the following Bellman
equation,
V ∗i (s) = maxai∈Ai
{




i|si, ai)V ∗i (s′)
}
, (3.9)
which is the localized version of (3.5). Convergence to a local optimal is proved in
[84].
Unfortunately, the authors in [84] do not provide a learning framework for the
situations where the system characteristics, i.e. the global state, reward function,
and the steady state probabilities, are unavailable. Nevertheless, the learning version
of this model can be seen as the global-reward reinforcement learning formulation in
the DVF method. Specifically, when only the local states, si, and immediate global
reward, ρ(s, a), are available for Ri, the optimal local policies can be found by the
following Q-learning rules,
Qi(si, ai) = (1− α)Qi(si, ai) + α (ρ(s, a) + γmaxa∈Ai Qi(si, a)) . (3.10)
When the global reward is available to all agents, this learning method is shown to
converge to an optimal policy which maximizes the expected global reward of the
system [82]. We refer to this proposed method as GRL hereafter.
3.5.3 Distributed Reward and Value Functions (DRV)
Now we propose another learning method, called DRV, by using a combination of
above-mentioned methods, namely DVF and GRL. In fact, our proposed method is
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based on DVF, with the difference that the rewards are also communicated between
the neighbors. Mathematically, the nodes use the following Q-Learning in DRV,








Vi(si) = maxa∈Ai Qi(si, a),
(3.11)
where w′i(j) is the weights given to the reward of the neighbors. Note that in DVF,
authors propose to communicate either reward or value functions, while we propose
to communicate both. The rationale behind communicating both reward and value
function is to provide a balance between the immediate and long-term reward in the
system. More specifically, since the immediate reward indicates the current status of
the system and the value function is a long-term average, a more complete overview
of the system can be obtained in the agents by communicating both reward and value
functions. This property becomes more important in the wireless networks, where
the wireless channel condition may trap in a deep fading during a time interval and
cooperation in that link would not be helpful during this interval. This situation is
detectable by immediate reward, in contrast to the value functions. In addition, the
reward obtained by the nodes are dependent on their neighbors and hence, commu-
nicating rewards can improve the performance of DVF. Moreover, the exchange of
reward will help to intensify the effect of immediate neighbors, which have more effect
on the performance of a wireless node in the MAC layer compared to the nodes in
the further locations. We will show that the proposed DRV model outperforms the
original DVF in the wireless cooperation problem.
The same line of reasoning as DVF [82] and GRL [84] can be used to prove that
87
the proposed distributed solution, DRV, also converges to a local optimal.
Theorem 6 In the distributed MDP model explained in Section 3.4, if each node
uses any of the above-mentioned distributed Q-Learning methods, namely DRV, DVF,
or GRL, the policies will converge to a local optimal for the system throughput per
consumed energy, i.e. a local optimal point for J in (3.3).
Proof: According to [82], DVF will converge to a local optimum. Also, sharing
rewards among the neighboring nodes can be used to converge to an optimal solution
according to [84]. Therefore, GRL will converge since it is using a global reward like
[84]. Moreover, the proposed DRV scheme in (3.11), which essentially combines the
ideas of communicating value functions and rewards among the neighbors, will also
converge to a local optimal due to the fact that both of its elements, i.e. the weighted
sum of neighboring value functions and rewards, do converge.
The above-mentioned theorem shows that the proposed DRV behaves similarly
to DVF and GRL methods from the convergence point of view. Moreover, since the
immediate reward is also exchanged among the neighbors, the effect of collision with
the neighboring nodes is emphasized more in DRV. In fact, the value function carries
the information about the entire network as a long-term average, while the reward
function intensifies the effect of immediate neighboring nodes in the current channel
conditions.
It is also worth mentioning that the random restart idea in [83] can be used to
improve the performance of the obtained local optimums in DVF, GRL, or DRV by
exploring different local optimums and choose the best ones. More specifically, if the
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nodes restart the learning form random initial states after some interval, the policies
may converge to a different local optimums. The nodes can then choose the policy
with the highest value to improve the overall system performance.
We will show that all of these three distributed learning methods can efficiently
improve the performance of the system compared to the non-cooperative scenario. In
fact, these learning methods can be implemented in the wireless nodes in a distributed
manner by a simple algorithm. The outline of the procedure that each node should
execute is presented in Fig. 3.3. In addition, Fig. 3.4 shows the order of this
procedure in an arbitrary node Ri. As can be seen, the nodes first determine their
local states and then exchange the rewards and values with the neighbors. Afterwards,
the decision is made by choosing the action from the obtained local policy in (3.11),
and then transmissions occur accordingly. The node calculates the reward from the
channel when ACK or NAK message is heard from the intended destination at the
end of each time slot. More specifically, in the algorithm shown in Fig. 3.3, the
following procedure is executed at each time slot t in node Ri,
1. Ri determines its local state si =
(|Bi|, |Ci|, ωi,D(Bi), ωi,D(Ci)) from observing
the local buffer and link qualities.
2. The value of the current state V ti (si) and also the reward obtained from the
previous time slot ρt−1i is broadcasted in the control channel. After this stage,
a node has received the value functions and reward of its entire neighbor set.
3. According to the selected learning method, the Q-Learning formulas in (3.7),
(3.10), or (3.11) is used for updating the Q values in the DVF, GRL, or DRV
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• Initialize Qi(si, ai) randomly for all si ∈ Si and ai ∈ Ai. Also let ρi ← 0.
• While Network is running
– Determine si from the buffer size and link qualities.
– Send Vi(si) and ρi.
– Receive Vj and ρj for all j ∈ Nei(i).










– Vi(si)← maxa∈Ai Qi(si, a),
– πi(si)← argai max (Q(si, ai))
– Perform action ai = πi(si).
– Receive the feedback from the receiver.
– According to (3.12), determine ρi from the received feedback.
• End While
Figure 3.3: The algorithm which is executed in node Ri for finding the best local strat-
egy for cooperation in DRV learning method. For DVF and GRL, the corresponding
Q-learning expressions in (3.7) and (3.10) will be used.
method, respectively.














Figure 3.4: The learning algorithm sequence in each time slot.
that results in the highest expected reward. Specifically, Ri chooses the action
ai = argamaxQi(si, a).
2 This action will determine the packet to be sent in
the data channel and the corresponding transmission power.
5. After the transmission, destination will send ACK or NAK messages in the
control time slot. Ri can use this feedback to calculate its reward according to
(3.12).
As it was shown in Theorem 6, the above-mentioned procedure will converge to
an optimal joint policy among the wireless nodes. In the next section we compare
the performance of the above-mentioned methods in the framework of cooperative
retransmission.
Note that the cooperation is an optional action and the nodes can occasionally
defer themselves from cooperation. Therefore, the cooperation is compatible with the
original protocols of the network. In addition, control packets are exchanged in the
control channel, and since they are very small in size, the collision probability in the
control channel is negligible.
2Alternatively, other well-known action selection mechanisms such as softmax [81] can be used at
this stage.
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3.6 Cooperation Based on the Partially Observ-
able MDP (POMDP)
Obtaining the channel state information is a challenging task in wireless networks.
Generally, a node can sense the channel at the time of data reception to measure the
instantaneous channel quality. However, this measurement can be distorted by the
sensing error and noise. Therefore, a node may not be able to exactly measure its
channel state. When channel state information is corrupted with noise, MDP is no
longer optimal. In fact, since uncertainty is involved in the state information, MDP
would not be able to perform optimally. In this situation, POMDP can be used to
take into account the effect of noise in the system. The basic idea behind POMDP
is to update the probability of being in each state based on the history of the past
actions and observations. We develop the POMDP framework for the cooperation
problem in this section.
3.6.1 The POMDP Model
A POMDP is defined as a tuple Γ = {S,A, ρ, P,O,Ω}, where S is the state space, A
is the action set, and ρ(s, a) indicates the reward value if action a ∈ A is performed
while being in state s ∈ S. P (s′|s, a) is the state transition probability matrix. O is
the set of observations that the agent (relay) may obtain from the environment, and
Ω(o|s, a) is the probability of observing o ∈ O, when performing action a in state s.
In order to simplify our method for a model-based approach, in this section we
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only consider one S-D link and K relays. We also exclude the buffer from our state
space. Recall that we have modeled each wireless link as anM-state FSMC in Section
3.4. Thus, having excluded the buffers from the state space, S and P (s′|s, a) can be
built from the product of the 2K + 1 individual FSMC and transition probability
matrices, respectively. Specifically, S = Q0 × Q1 × · · · × Q2K , where × denotes
Cartesian product operator and Ql denotes a link FSMC model defined in Section
3.4. The transition probabilities are given by P (s′|s, a) = ∏2Kl=0(Tl(s′l, sl). The state
space size is equal to |S| = M2K+1. The action is A = {0, 1}K, which means Ri
is selected to perform cooperative retransmission if ai = 1, and it is not selected if




z|(s, a) , (3.12)
where u|(s, a) is equal to 1 if a useful packet is received by D and is 0 otherwise. Here,
z|(s, a) is equal to the number of active relays plus 1. Note that in these equations
the time index is removed for the purpose of simplicity.
In the presence of noise, current system state, s, may be observed as a different
state. Hence, the observation set is equal to the set of possible channel states in our
model, i.e. O=S. However, there is no one-to-one mapping between the observation
obtained at time slot t, ot, and the actual state at that time, st. To model this
uncertainty, let ψ(qk, qk′) be the probability that a channel with quality qk is detected
as having the quality of qk′, where 0 ≤ k, k′ < M are the FSMC state indices.






σ1 k = k
′ + 1,
σ2 k = k
′ − 1,
1− σ1 k = k′ =M − 1,
1− σ2 k = k′ = 0,
1− σ1 − σ2 0 < k = k′ < M − 1,
0 Otherwise,
(3.13)
where σ1, σ2 indicate the average probability of the link’s underestimation and over-
estimation, respectively. Clearly, as the values of σ1 and σ2 increase, the amount
of noise becomes higher and less accurate information on channel state would be
available.








which is basically the total probability of observing o, which may be correct or wrong
indicator of the current state. It should be mentioned that the POMDP will be
reduced to MDP if there is a unique observation o′ corresponding to each state s′
such that Ω(o′|s, a) = P (s′|s, a). This occurs only when the channel state information
(CSI) is perfectly available, i.e. σ1 = σ2 = 0. In this special case, the states can be
uniquely mapped to the observations, and therefore, POMDP is reduced to MDP.
Since the system state is not accurately known in the POMDP model, the proba-
bility distribution over states, or belief state, should be calculated based on the history
of previous actions and observations. Specifically, after performing action a and ob-
serving o at time slot t, the belief state, H t(s), is updated by the following equation
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according to the Bayes rule,
H t+1(s) =




′|s′, a)H t(s′′) . (3.15)
The POMDP is considered solved when an action sequence is found to maximize J
(or equally maximizing the expected reward). The obtained action sequence is called
the optimal policy, or the cooperation strategy for the cooperative retransmission
scheme. For the POMDP, the optimal policy can be found by solving the following
Bellman optimality equation,
V ∗(H t) = max
a∈A
{
ρ(H t, a) + γ
∑
o∈O
Ω(o|H t, a)V ∗(H t+1)
}
. (3.16)
where γ is a discount factor, V ∗(H) is the value function for H , and ρ(H, a) =
∑
s∈S(H
t(s)ρ(s, a)) is the expected reward for a given belief and action. Each finite
state POMDP can be mapped to a continues-state MDP and then solved by dy-
namic programming. However, the standard dynamic programming algorithms are
intractable for solving POMDPs because of continuity in the state space. In other
words, since H can take the form of any arbitrary probability density function, solving
(3.16) incurs a high computational complexity. Consequently, other methods such as
Witness [100] and Grid [101] method are used to find the optimal policy for POMDPs.
Interested reader is referred to [102] for a survey on the existing POMDP solution
techniques. We use the pomdp-solve software [103] and specifically the Grid method
to solve the described POMDP model.
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3.6.2 The Model-Free POMDP-Based Learning Approach
So far, we have constructed a model-based POMDP, where Ω , P to be available
in order to be able to find the optimal cooperation strategy. However, in a real
wireless network, these information might not be always available. In this situation,
the learning methods can be used to find the optimal strategy without requiring the
system model. In addition, the above-mentioned solutions to POMDP was based on
the assumption that there is a central controller with the full knowledge of system for
solving the global cooperation problem. However, we note that in a general wireless
network, such a centralized decision making may be infeasible. Indeed, sometimes it
is more realistic to model the system as a decentralized POMDP (DEC-POMDP), in
which the agents have only the local observations and should decide independently.
The only type of coordination available in DEC-POMDP is limited communication
between neighbors, as will be explained later.
We adapt the decentralized gradient descent learning algorithm proposed in
[85,86] for solving our DEC-POMDP-based cooperative communication problem. The
main advantages of this algorithm is that (i) it is model-free and also (ii) each node
needs only a few messages from its neighbors to converge to the global solution. In
the model-free learning algorithm for DEC-POMDP proposed in [85], each agent (re-
lay), uses a finite state controller (FSC) to learn the environment dynamics and the
optimal policy. More specifically, a FSC contains L internal states, h1, · · · , hL, where
L is a pre-defined design parameter. Based on the past actions and observations
history, each agent Ri tries to map the environment’s unknown states to its internal
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states. The relay also tries to learn the state transition probabilities by tuning the
control parameters φi. Similarly, a set of control parameters θi is used to learn the
optimal policy (i.e. the probability of choosing each action in each internal state).
For a given current internal state, local action, and observation, yti = {hti, ati, oti}, let
fi(h
t+1
i |φti, yti) denote the probability distribution function over the transition proba-
bilities and also let xi(a
t
i + 1|θti , yti) denote the probability distribution function over
policies. In other words, given yti , the functions fi(.) and xi(.) are controlled by φi
and θi, respectively; and give the probability of choosing next internal state, h
t+1
i
and action at+1i , respectively. Now the question is how to adjust the parameters to
guarantee an efficient learning. In fact, it is shown in [85, 86] that the parameters φi
































where ρ is the immediate reward and gφi, gθi are called the eligibility traces. α(t)
is the learning rate which is a decreasing function of time. The update rule for the
eligibility traces, as well as details about properties of f and x in the gradient descent
algorithm, can be found in [85, 86].
From the DEC-POMDP with learning model described above, the distributed
scheme for each relay to select itself in the cooperative retransmission is given by the
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gradient descent algorithm in Fig. 3.5. In this algorithm, the relay nodes share their
control parameters with their neighbors to calculate the gain of doing each action
when their neighbors follow a fixed strategy. The node with the highest gain, (i.e.
largest expected reward) then informs others and performs its action based on its
updated parameters (f, x). Other nodes update their parameters based on the node
with the highest gain. By dividing a time slot into 4 separate subslots as depicted
from Fig. 3.4 and [94], the DEC-POMDP gradient descent learning method can be
easily implemented in a wireless node. More specifically, a typical relay Ri performs
the following procedure in each time slot:
1. If Ri overhears the packet from S, it broadcast a message containing the values
of φi,θi to its neighbors. The relays also obtain the control parameters of their
neighbors in this step. The relays use the second subslot of each time slot for
broadcasting this message to their neighbors. Note that the relays which do
not overhear the packet from S in the first subslot will not run any part of the
algorithm in Fig. 3.5, and hence, will not broadcast any message to their neigh-
bors in the second subslot. Therefore, it is valid to assume that the messages in
the second subslot can be successfully received by all of the neighboring nodes,
since only few number of short messages are being transmitted.
2. Ri computes the expected reward, gaini, based on the given parameters, φi,
θi, φj , and θj , j ∈ Nei(i). This can be done by taking the expectation over the
values of xi(.) by choosing different actions for the neighbors. Note that since
different nodes have different set of neighbors, the value of gaini varies from
98
node to node.
3. Ri sends a message containing its value of gaini to its neighbors. It also receives
the values of gainj, j ∈ Neii. These messages are also transmitted in the second
subslot and are assumed to be error-free. The winner at each node is defined
as the node with the highest gain among the neighboring nodes and the node
itself.
4. At this step, Ri uses fi(.) and xi(.) distributions to choose its next internal
state and action. According to the chosen action, the relay will retransmit the
overheard packet or will remain silent in the third subslot.
5. The relay then compute its immediate reward based the feedback which is
transmitted by D in the fourth subslot. Note that since the relay does not have
information about other relay’s actions, the value of zi in (3.12) for computing
the reward can be either 1 (if relay has remained silent) or 2 (if relay has
retransmitted the packet). Therefore, since ui ∈ {0, 1}, the reward can take
only the values of ρi ∈ {0, 12 , 1}.
6. At the end of each time slot, Ri uses the control parameters of the winner
obtained in step 3) for updating its control parameters. Equations (3.17) to







spectively. Finally, the observation is updated according to the measured CSI
from S and D during the first and last subslots.
It is shown in [85] that the above algorithm can converge to a global solution for
the network. In the next section we evaluate the efficiency of the gradient descent
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cooperation algorithm by means of simulations.
3.7 Performance Evaluation
In this section we examine the performance of the learning methods in a cooperative
wireless network by means of simulations. Unless otherwise specified in the simula-
tions, we use a 5-state FSMC model with Rayleigh fading and the default SNR value
of 10 dB, similar to [93]. In addition, the default Poisson arrival rate for the nodes
is set to 0.2 packet per time slot, and 5 nodes in a 100 × 100 terrain are used for
simulations. The destination of a packet is selected randomly among the nodes in the
2-hop neighbor list of the source. All simulations results are obtained by averaging
among at least 100 random runs. We use equal values of w′i(j) and wi(j) for DVF
and DRV. The effect of adjusting these weights on the system performance remains
an open question for the future work.
Fig. 3.6 shows the value of J when varying the number of nodes in the network
from 5 to 20. Here, λ is set to 0.6 for all nodes, to examine the learning behavior in a
fairly high traffic load situation. As can be seen, all of the distributed MDP models
significantly outperform the non-cooperative scheme by providing around 50% im-
provement. Moreover, the proposed DRV outperforms DVF and GRL due to the fact
that communicating rewards among the neighboring nodes provide more information
about the current situation of the networks and hence, a more accurate performance
is achieved by avoiding some of the collisions as well as the useless retransmissions
in a deep fading channel state. This agrees with the explanations in section 3.5.3. It
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• Initialize all parameters randomly.
• Do the following when a packet from S is overheard:
– Broadcast φi,θi to the neighbors, j ∈ Nei(i)
– Obtain the values of φj,θj from the neighbors, j ∈ Nei(i)




i and φj ,θj
– Broadcast gaini, and obtain gainj from the neighbors
– winner = argmaxj∈i∪Nei(i)gainj
– Choose next state hti based on fi
– Choose and perform next action ati based on xi
– Get immediate reward ρi
– Compute φt+1i and θ
t+1





– Obtain observation ot+1i from CSI information from the received packets
from S and D.
Figure 3.5: The gradient descent cooperation algorithm for the proposed
DEC-POMDP model.
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Figure 3.6: Comparison of successful transmission per consumed energy in different
methods as a function of number of nodes, λ = 0.6.
is also important to mention that the cooperative mechanisms are able to keep the
performance almost at the same level regardless of the network size. On the other
hand, the non-cooperative scheme’s performance decreases by increasing the num-
ber of nodes due to more collisions in the network. The robustness of the learning
methods to the network size is due to the fact that the nodes can adaptively adjust
their transmission, and cooperation strategies by learning from the value functions
and/or the rewards of their neighbors. In contrast, the nodes keep transmitting in
the non-cooperative method regardless of the system traffic load, which leads to more
collisions as the network node density increases. This result shows that in addition
to learning the cooperation methods, the learning mechanisms are also able to learn
efficient transmission strategies for avoiding collisions in the MAC layer. Thus, de-
spite their implementation simplicity, the learning mechanisms are very beneficial for
the wireless nodes in terms of performance improvement.
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Figure 3.7: Improvement of J in DRV compared to other methods for different traffic
loads and N = 20 nodes. Y axis shows the percentage of DRV improvement over
GRL, DVF, and non-cooperative models.
Fig. 3.7 shows the percentage of improvement of J in DRV method compared
to the GRL, DVF and non-cooperative models for different values of λ and N = 20.
As can be seen, the improvement over all the methods is an increasing function of
system load. This is expected from the fact that in higher arrival rates the amount of
potential simultaneous transmitters, and in turn collisions, increases and having more
information about the system status becomes more vital for a better performance. In
other words, in the lower arrival rates, the learning methods perform almost similarly.
However, as arrival rate increases, DRV can better utilize the available information
and outperform the other learning methods. Note that in any case, the improvement
over the non-cooperative scenario is very significant.
In order to examine the convergence behavior of the distributed learning methods,
the value of J as a function of time is presented in Fig. 3.8. As stated in Theorem
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Figure 3.8: The convergence behavior of the distributed MDP methods.
6, all of the learning methods are able to converge to a local optimal after sufficient
iterations, i.e. around 400 time slots. Note that this number is relatively small,
and the learning methods in a typical wireless network can converge in less than one
second. Therefore, the proposed random restart method in [83], which was explained
in Section 3.5.3, is also efficiently applicable to the network.
To investigate the effect of channel quality on the performance of the system, we
use a 5-state FSMC model and vary the average signal to noise ratio (SNR) of the
links from 1 to 20 dB. Fig. 3.9 compares the packet error probability of DRV with
that for the non-cooperative scenario. As can be seen, the packet error probability of
DRV is significantly smaller than that for the non-cooperative method. This is due to
the fact that in the cooperative scenario, the nodes with better channel qualities can
help the other nodes for successful packet transmission to the intended destinations.
The performance gap is more significant in the low SNR regime. This is in agreement
with the well-known results that the cooperation can provide significant improvement,
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Figure 3.9: The packet error probability in different channel qualities, comparison
between the proposed and the non-cooperative methods.
especially in harsh channel conditions [79]. The other learning methods show the same
performance as DRV.
We have also examined the effect of increasing arrival rate on the buffer size of
the nodes. Fig. 3.10 shows the average number of packets in the self buffer, Bi, as
a function of arrival rate λ for DRV and the non-cooperative scenarios. Average is
taken over the buffer sizes of the entire nodes. Note that the arrival rate varies from
0.1 to 1 packets per time slot, and is assumed equal for all the nodes. As can be seen,
the cooperation in the learning methods result in fewer average number of packets in
the buffer. This result is expected since the rate of successful transmission is higher
in the cooperative methods, and hence fewer packets will remain in the buffers over
the time. This result also indicates that the overall delay experienced by the packets
in the cooperative scenario is less than that in the non-cooperative scheme.
105




























Figure 3.10: The average buffer size comparison between the proposed and the non–
cooperative methods.
We investigate the effect of increasing the noise, σ1 and σ2, on the performance
of POMDP. We use K = 4 relays and one S-D pair. Each link is modeled as a 2-
state FSMC. Fig. 3.11 compares the performance of POMDP and MDP for different
values of σ1 and σ2. Clearly, the increase in σ1 and σ2, results in both POMDP and
MDP’s performance degradation. However, POMDP always performs better than
MDP in the presence of noise. In other words, POMDP model is more robust to
the imperfect channel state information. Furthermore, the performance of POMDP
is identical to that of MDP in the absence of noise. These results suggest that in a
noisy environment such as wireless networks, POMDP is more suitable than MDP.
It is also worthy mentioning that from Fig. 3.11, the cost of successful packet
transmission in the POMDP solution is more sensitive to σ2 rather than σ1. This
may be due to the fact that detecting a bad channel as good one may cause wasteful
transmissions in the system, but detecting a good channel as bad one may only miss
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Figure 3.11: Impact of varying noise (σ1 and σ2) on the POMDP’s performance.
one cooperation opportunity, which may not be as costly as the former case.
In order to investigate the effect of increasing number of relays on the performance
of the proposed POMDP-based model, we vary K from 0 to 20. Fig. 3.12 shows the
performance of MDP and POMDP method as a function of number of relays. The
values of both σ1 and σ2 were set to 0.1 for this test. Similar to the previous case,
all links are modeled as independent 2-state FSMC. As can be seen from the figure,
the existence of more relays results in a more useful packet transmission in both
methods. This throughput gain is because of the fact that in a denser network it is
more probable to have a relay with good link qualities for cooperation. Interestingly,
MDP performance remains constant after number of relays is higher than a threshold,
i.e. K > 10, whereas, POMDP can still provide more performance gain even when
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Figure 3.12: POMDP and MDP performance comparison as a function of number of
relays, K.
number of relays is above this threshold. This benefit is due to the fact that POMDP
is more robust to noise, and hence it can recover in harsher situations. Furthermore,
it can be observed that POMDP outperforms MDP for any value for K.
Next, we examine the performance of the DEC-POMDP learning algorithm. In
this test, K = 4 and the links are modeled as 5-state FSMC. For the purpose of
comparison, we also present the performance of DVF learning [82] which is essentially
a MDP decentralized learning and hence, it is not designed to tolerate noise. Fig.
3.13 compares the performance of DEC-POMDP and DVF learning with the optimal
strategy. As can be seen, DEC-POMDP performance is near optimal for different
values of noise. Furthermore, DEC-POMDP outperforms DVF learning. In other
words, as the value of noise increases, the DVF performance degrades faster than
that of DEC-POMDP. This result shows that, as expected, POMDP models can deal
with noise more effectively than MDP.
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Figure 3.13: Performance of DVF and DEC-POMDP learning algorithms for different
values of noise (σ1 = σ2). Some simulation points omitted for the purpose of clarity.
To summarize, we observe that both model-based POMDP and DEC-POMDP
schemes are more robust to noise than their similar MDP models. Furthermore, the
performance of the DEC-POMDP-based scheme is near to the optimal solution found
by POMDP. The advantage of DEC-POMDP learning scheme is that (i) system model
is not required for learning, and (ii) the decision making can be done locally with low
overhead.
3.8 Conclusions and Future Work
We proposed a distributed MDP model for the cooperation problem in the MAC layer
of a wireless network. We showed that despite the modeling and implementation
simplicity, the distributed learning mechanisms can be efficiently used for solving the
distributed cooperation problem and obtaining significant cooperation gains in the
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wireless networks. The learning algorithms are simple and fast and can be easily
applied to even simple wireless devices. Moreover, when the local state information
is affected by some noise, the partially observable MDP (POMDP) models and the
appropriate learning methods can be used for a more robust cooperation in the ad
hoc wireless networks. We presented a novel POMDP model as well as a distributed
gradient descent learning approach for a single S-D scenario. This model can be
extended to a general wireless network to efficiently exploit the spatial diversity even
in spite of imperfect channel state information. As another direction for the future
work, the effects of adjusting weights as well as the random restart method in [83] on
the system performance and the learned solutions should be investigated analytically
or by means of simulations.
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Chapter 4
Conclusions and Future Research
Directions
Several challenges of the emerging cooperative communication paradigm in the wire-
less networks were addressed in this thesis. The cooperative communications can
be utilized to achieve high performance gains in the erroneous wireless links. We
designed two novel cooperative retransmission schemes for the cooperation in MAC.
First, a low-overhead cooperation mechanism for the emerging ultra wideband
radio technology, UCoRS was designed. UCoRS utilizes the unique properties of
UWB such as immunity to small scale fading and availability of ranging information
and is suitable for low cost UWB devices with high performance requirement. The
optimal cooperation strategies in both reactive and proactive scenarios were analyzed
and the system’s achievable throughput were compared to the non-cooperative case
and the existing non-UWB cooperative schemes. As it was expected, the efficiency
of UCoRS was significantly higher than that for the other mechanisms.
UWB is a promising radio technology, and providing a more robust performance
for UWB is very important for extending UWB to more real-life applications, such
as hand phones as an alternative to bluetooth and fast data streaming in voice and
video applications.
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In the second part of this thesis, we formulated a novel decentralized framework
for solving the cooperation problem in a general wireless network. The proposed
MDP model enables the network to perform in the cooperative mode and maximize
the number of packets transmitted per consumed energy, at the very low cost of lim-
ited information exchange between the neighbors. When the system model can not be
depicted from the environment, reinforcement learning methods are shown to be able
to provide a near-optimal performance gain despite their implementation simplicity.
Moreover, we showed that in the presence of noise and imperfect channel state infor-
mation at the nodes, POMDP can replace MDP for a more robust performance. All
of the proposed MDP, POMDP and learning frameworks are novel in the literature
of cooperative communication in the MAC layer.
As a direction for future work, the problem of fairness can be addressed in the
wireless cooperative networks. Moreover, the emerging technology of UWB urges the
need for simple and efficient cooperative PHY, MAC and routing, or a cross-layer
design, for a general UWB network with more than one S-D pair. The cooperative
communication can boost the performance of UWB networks and ease the way of
technology towards a pervasive reliable network infrastructure.
Another interesting approach is to combine the two concepts discussed in this
thesis. In fact, the applications of MDP models in the context of UWB are yet
unexplored. The results of the MDP models show a promising , if for example the
relay distances can be mapped to an appropriate global or local MDP, POMDP or
learning method. With regard to the UWB networks, the game theory methods
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should also be investigated for designing decentralized cooperative UWB methods
with high performance.
There are a lot of open research questions in the context of applying MDP and
POMDP models to the cooperation problem as well. Although in this thesis we only
investigated the MAC layer, MDP and POMDP models are also suitable tools for
physical, network, and even application layer. Moreover, it is interesting to examine
the effect of adjusting parameters, such as the weighs in DVF and DRV, the learning
rate, and discount factor, on the performance of proposed methods.
In the proposed MDP models, the state space was limited to the channel state
information and buffer size. Including more parameters, such as transmission rate,
number of traffic flows, remaining energy, and the number of cooperative neighbors in
a mobile scenario, can provide more exact MDP models to analyze different aspects
of the cooperation problem. A caveat with regard to this approach is the large state
space, which may significantly decrease the efficiency of the MDP models due to the
curse of dimensionality. This problem can be in turn addressed by designing new
decentralized learning methods to mitigate the state space and providing a near-
optimal performance. Note that there are several learning alternatives to Q-learning
and gradient descent methods with different characteristics and advantages.
The spatial reuse problem can also be investigate from other perspectives. In fact,
it may not be practical to design centralized model-based MDP models for a large
wireless network due to the large state space. As an extension to our approach, one
may design efficient heuristics for near-optimal spatial reuse. Moreover, cross-layer
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approaches with NET and PHY can provide better performance in a wireless network.
Our proposed MDP models are also applicable to the context wireless sensor
networks with some minor modifications. It would be interesting to see the coopera-
tion gain by executing the proposed MDP models in a wireless sensor network, and
probably with specific applications, such as target tracking or data fusion.
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Lemma for Finding the Optimal UWB
Cooperation Strategy
Lemma 2 Assume a set of variables Y = {yi}ni=1 with the constraints 0 ≤ yi < mi,















































⇔ yi > yj (A.3)
Therefore, according to (A.2) and (A.3), in order to maximize X, the K “best”
variables (with looser bounds) should be set to their maximum values and other
variables should be set to 0. Note that if m1 ≥ 0.5 then K = 1. Furthermore, it is
straightforward to show that if m1 < 0.5 then X(Z) ≤ 0.5.
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Appendix B
Calculating the Probability of Moving to
Adjacent Ovals
In order to find PGO(k) and PGI(k), we consider a circle with radius r = Vmaxτ ,
where τ is the epoch length and Vmax is the maximum possible speed. We assume
that r << min(z1, z2), i.e. the speed is significantly smaller than the radius of the
oval. Then, according to Fig. B.1, the following expressions give the probability of











r2 − x2dx = 2PMO(k)r
3pi
, where PMO(k) is the prob-
ability that a node is close enough to the margins of the good oval to go out of it,
and is simply given by PMO(k) = π
z1,kz2,k−(z1,k−r)(z2,k−r)
|Ok|−|Ok+1| , where z1,k+1 and z2,k+1 are
the radii of the adjacent inner oval. Therefore,
PGO(k) =
2r(z1,kz2,k − (z1,k − r)(z2,k − r))
3(|Ok| − |Ok+1|) . (B.1)
Similarly, we have the following expression for transition to the inner oval, PGI(k),
PGI(k) =
2r((z1,k+1 + r)(z2,k+1 + r)− z1,k+1z2,k+1)












Calculating the Optimal Update Interval,
H∗
The value of H∗ can be obtained by finding the root of U(NR, H)’s partial derivative
with regard to H . Let −→w T = [wk]TMk=0 and Φ(1→H)k,: denote the vector of wk values
and kth row of Φ(1→H), respectively. Here T denotes the matrix transpose operator.
Then, from (2.23) we have,
∂U(NR,H)
∂H
































−→w T = 0
(C.1)
Moreover, from the definition of Φ(1→H), we have
Φ(1→H) =
(









where I is the identity matrix and (.)−1 and log(.) denote the inverse and matrix
natural logarithm operators. Note that (C.2) and (C.3) require the matrix Φ − I to
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be nonsingular. The value of H∗ can be obtained from the following equation,
(




∗+1 − Φ)) (Φ− I)−1−→w T = 0. (C.4)
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