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1. INTRODUCTION 
Suppose we are given a finite sequence x,,..., xN of numbers in the unit 
interval [0, 1 ] and a finite sequence pr ,..., pN of nonnegative numbers such 
that 
We call the numbers p,,..., pN weights of the numbers x1,..., x,.+, respec- 
tively. Further, let 
k 
a, = 0 and ak= c Pi, k = l,..., N. 
We shall consider in this paper quadrature formulae of the type 
s ; f(x) dx= f i:Akjf(j)(xk) + R~‘(f , 
k=lj=O 
(1.1) 
where the function f is r-times differentiable on [0, l] and the coeffkients 
A, are given by 
A =(ak-xk)i+l-(ak-l-xk)‘+l 
kJ (j+ l)! 
Quadrature formulae of the type (1.1) have been studied in [l-4] and 
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similar ones have been studied in [S]. It is easy to see that if r = 0, then the 
quadrature formula (1.1) can be written in the form 
“’ ! 0 f(x) d-x = f p,f(x,) + Rg!‘(f’). k-l 
Consequently, (1.1) is a generalization of the general quadrature process 
with positive weights. 
We shall also investigade in our paper approximation of r-times differen- 
tiable functions on [0, l] by means of functions Li’(,f; X) which are 
defined on [0, l] by 
L$‘(f‘; x) = i .f(l)o 
.! tx - 3ck)’ if .xE[u,~,,u,), 1 dk<N. (1.2) 
, = 0 
(We shall assume in what follows that [a, h) = [a, h] if h = 1.) 
In the present paper, we obtain some new upper bounds for the error of 
the quadrature formulae of the type (1.1) and for the error of the 
approximation of differentiable functions by means of functions of the type 
(1.2). Our results improve or generalize almost all results which have been 
obtained in [l-4,6]. The main results of the paper have been announced 
in [7]. 
2. NOTATION AND DEFINITIONS 
For a sequence x ,,..., xN in [0, l] with a weight sequence pr ,..., pi”, we 
define the functions g and h on [0, l] by 
and 
h(x)= Ix-xkl if .xE[u~~,,u~), l<k<N. 
Then the number 
D,v= llgl/,= SUP lg(x)l 
O<,<l 
is said to be the (extreme) discrepancy of x,,..., x,v with respect to the 
weights p, ,..., pN. Further, the number 
DP= /ML,,= Jn’ k(“)W~) , 
i 
I,P 
o<p<KJ, 
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is called the Lp discrepancy of x,,..., xN with respect to the weights 
p1 ,..., pN. It is easy to see that if p, = p2 = . ‘. = pN = l/N, then D, and 
Dlyp) are equal to the extreme and Lp discrepancies of xi,..., xN, respectively 
(see, e.g., [8, pp. 90, 971). 
As a measure of the distribution of x, ,..., xN with respect to the weights 
PI >...I PN, except the discrepancies D, and D$), we also use the number 
A(Np) = Odp<cc 
Obviously, A jyo) = D$,! I. 
As a characteristic of a function f defined on [0, I], we use its modulus 
of continuity 
o(f;s)=sup{I,f(x’)-f(x”)[: Ix’--“I d6, x’, y’e [O, I]} 
or its modulus of smoothess 
x(f; h,, = IIW; -xi S)ll Lp’ o<p<co, 
where 
o(.f;x;6)=sup(((x’)-f(x”)l: x’, X”E [x-6/2, x+6/2] n [O, i]}. 
For the history of modulus r(f; 6)L, and its properties see [9]. 
Let us recall that a continuous function o(6) defined on [0, + co) is 
called a modulus of continuity if o(O) = 0 and 
0 6 0.46,) - w(6,) < 46, - 6,) for OdSl 66,. (2.1) 
Now, we shall introduce some classes of functions. Let C, B, and M denote 
the set of all continuous functions on [0, 11, the set of all bounded 
functions on [0, 11, and the set of all bounded and measurable functions 
on [0, 11, respectively. Further, for a modulus of continuity o(6), we 
denote by H’” the set of all functions f for which the inequality 
w(f;6)Gd~) 
holds for every 6 E [0, + co). If 
o(6) = aa, 
where 0 < ct < 1 and C is an absolute constant, we shall write H,(C) instead 
of H”. Finally, for a natural r (r E N ) we put 
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where (331 is an arbitrary set of functions which are defined on [0, 11. We 
also put WOYJI = %R. 
3. AUXILIARY LEMMAS 
We need the following lemmas. 
LEMMA 1. The discrepancies D,,,, D(Np), and A$‘) are related by the 
inequality 
D$+‘)<Ag)<DN for O<p<m. (3.1) 
Pro@ The second inequality in (3.1) is obvious. It is easy to show that 
the first inequality in (3.1) is equivalent to the inequality 
llSllL~< IMLp+,’ 
which holds for every p > 0. The lemma is proved. 
LEMMA 2 (Proinov [6]). Let x, d ... d xN. Then for 0 < p < 03, we 
have 
D$’ = lIhl( LP 
and 
D,= llhll,.=,~~~~maxiIs,-a,~ 4, bk-4j 
. , 
LEMMA 3 (see, e.g., [IO, Sect. 2, Problem 751). Let f(x) and p(x) be 
Riemann integrable functions on [a, b] such that 
s h p(x) dx > 0 u 
and inequalities 
m<f(x)< M and p(x) 3 0 
hold for every x E [a, b], where m and M are absolute constants. Then if 
q(x) is a concave function on [m, M], we have 
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LEMMA 4. Let h” he a function defined on [0, l] by 
K(x) = Ck + c Ix - Xkl if xE[a,-,,a,),l<Ic<N, (3.2) 
where the numbers c,,..., cN are given by 
Cl =o, c,+,=c,+Cla,-x,1-Cla,-x,+,l, k = l,..., N, (3.3) 
and C is an absolute constant. Then 
h”E H,(C). 
Proof: Since ak E [a,, ak+ 1), it follows from (3.2) and (3.3) that 
h”(uk)=ck+l+clak-xk+ll=ck+c(uk-xkl. 
Therefore, 
&x)=c,+cIx-x,( if xe [ukpl,ak], 1 <kdN. (3.4) 
Let x’, x” E [a,_, , a,), where 1 G k 6 N. Then from (3.4), we deduce 
l&(x’) - h”((x”)l = c ( Ix’ - xkl - lx” - xk/ 1 
~c‘~(~‘-x,)-(~“-~,)~~c~~‘-~“~. (3.5) 
NOW let x’ E [a; , , a;) and x” E [a, ], a,), where 1 < i < j 6 N. Then from 
(3.5), we get 
IL(x’) - L(x”)l 
= I [K(d) - @ai)] + [h”(ai) - @ai+ 1)] + ... + [/?(a,- 1) - h”(x”)] 
dC(I-X’-ail + IUj-Uj+l( -t .” + lU.jpl -X”l) 
=xn-Jy= Ix’-q, 
Consequently, 
o(L, 6) d C6 
for 6 3 0. This completes the proof of the lemma. 
COROLLARY 1. Let the sequences x1 ,..., xN and p1 ,..., pN be related by 
ak= xk+xk+l 
2 ’ 
k = l,..., N. (3.6) 
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Then 
hEI?,( 
Proof: If (3.6) holds, then from (3.3) it follows that 
C[ =(‘I= I’ =c,$,=o. 
Therefore, 
h(x) = L(x) 
with C= 1. Now Corollary I follows from Lemma 4. 
LEMMA 5. Suppose (3.6) holds and we are given a,function o(6) defined 
on [0, 11 which satisfies (2.1 ). Put 
.f(x) = w(W)) 
for x E [0, 11. Then 
u(,f; 6) = O(6) .for O<S< D,,,, 
= w(DN) .for 6 3 D,V. 
Proqf Let 6 3 0. We proved in Corollary 1 that h E H,(C). Hence, it 
follows from (2.1) that 
I.f(x’) -f(x”)l = o(h(x’)) - w(h(x”))l 
,<o(lh(.x’)- h(x”)() <o((x’-x”(),<w(8) (3.7) 
for all x’, x” E [0, l] with IX’-x”( ,< 6. Suppose first that 0 d 6 <D,. It 
follows from Lemma 2 that there exists an integer k (1 <k $ N) such that 
either D, = xk - ak or D, = uk - xk. We treat only the second alternative, 
the firts one being completely similar. Choose x’ = x,+ and x” = xk + 6. Since 
a,_,dx,dx,+6dx,+D,=ak, it follows that x’,x”E[u~~,,u,]. Now 
by the definition of h, we obtain 
If(Y) -,f(x”)l = w(6). (3.8) 
From (3.7) and (3.8), we conclude that 
o(f;6)=o(S) for 0<6<D,. (3.9) 
Now let 6 3 D,,,. Then from (3.9) and Lemma 2, we have 
4DN)=df;D,v)64.f; d)G llfllc=~~Il~llc~=~~~~~~ 
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which means that 
4f; 4 = MD/v) for 6>D,. 
Lemma 5 is proved. 
The following lemma belongs to S. B. SteEkin. 
LEMMA 6 (see, e.g., [ 11, p. 1821). For every modulus of continuity o(6) 
there exists a concave modulus of continuity o*(S) such that 
w(S) 6 o*(s) < 20(h) for 6 20. 
4. APPROXIMATION OF FUNCTIONS 
Now we are ready to give some new upper bounds for the error of the 
approximation of r-times differentiable functions by means of functions of 
the type (1.2). We shall suppose in what follows that 
x1 6x,< ... <XN. (4.1) 
THEOREM 1. Let r E N, 0 < p < co. Then for every function f E WB, we 
have 
Ilf - Lj;‘(.f)ll L 
(@/I)’ I 
d ~ s p (r- l)! 0 
(l-x)‘+‘w(f”‘;xD,)dx. (4.2) 
Prooj Using Taylor’s formula with the remainder in integral form it 
can be proved [ 11 that for x E [a, _, , a,), 1 <k d JV, we have 
.f(x) - L$‘(f; x) 
= ‘;:“I$’ j-’ (1 - t)‘- ‘[.f”‘(x, + (x - x,)t) - f “‘(x,J] dt. (4.3) 
. 0 
Therefore, 
llf - LP(f ML P LIP 
If (x1 - Lj;‘(f; XII JJ dx 
Ix - Xkl pr 
’ (1 -t)‘~‘[f(r)(xk+(x-xk)t)-.f(r)(xk)] dt 
UP 
. (4.4) 
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From (4.4), we obtain the estimate 
(1 - t)‘- ‘g(fCr’. th(x)) dt > )p )“‘. (4.5) dx 
From Lemma 2, it follows that for all x, t E [0, 11, 
w(f(‘); th(x)) < o(f”‘; t lIhl( C) = o(f”‘; t DN). 
Hence, we get from (4..5), 
(j; h(x)P’ dxj’ip [; (1 - t)‘-~ lo(f”‘; t II,,,) dt. 
From this and Lemma 2, we obtain (4.2). The theorem is proved. 
Passing to the limit as p + cc in the inequality (4.2) we obtain the 
following 
COROLLARY 2 (Proinov and Kirov 131). Let r E N. Then for every 
function f E WB, we have 
DN ’ ll.f-wm~(r J (1 -xY +o( f (r); x D,,,) dx. o 
The next theorem complements Theorem 1 
THEOREM 2. Let r E N and 0 < p < 1. Then for every function f E W’B 
such that its rth derivative f (I) has concave modulus of continuity, we have 
(l-x)‘-‘o(f”‘;xd’,p’))dx. (4.6) 
Moreover, tf p = 1 then the estimate (4.6) cannot be improved in the sense 
that there exists a function (satisfying the requirement of the theorem) for 
which the inequality (4.6) changes into equality. 
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Proof: Let f~ PVB and o(6) = o(f”‘; 6) be a concave function on 
[0, 11. It is easy to prove that the function 
l)(x)= j; (1 -t)‘++B(tx)df 
is also concave on [0, 11; that is, the inequality 
+(x’)+$(x”)<~ x’+x” 
2 ’ ( ! 2 
holds for all x’, x” E [0, 11. On the other hand, the function y = xP 
(0 < p < 1) is concave and increasing on [0, + XJ ). Therefore, the function 
dx) = Ii/(x)” 
is concave on [0, 11. Obviously, (4.5) can be written in the form 
LIP 
llf- ~Kw-)ll L G --IL- ( j1 h(x)P’cp(h(x)) dx) p (r-l)! 0 
. (4.7) 
Applying Lemma 3 with p(x) = Iz(x)~’ we get 
s; WY’cp(~(x)) dx < cp j: hi’+’ dx 
j:, h(x)P’ dx ’ j:, h(x)P’dx 
= cp(d(pr)) 
N . 
From this and Lemma 2, we obtain 
s 
’ h(~)~‘cp(h(x)) dx d (Or’)” rp(de”) 
0 
= D(Np’) 
i j 
; (1 - t)‘- $Q-“‘; t /j’,p’)) dt 
> 
’ (4.8) 
The estimate (4.6) follows from (4.7) and (4.8). 
Now let p = 1. We shall prove that the estimate (4.6) cannot be 
improved in this case. Let 7 be a function defined on [0, l] by 
f”‘(X) = cx, (4.9) 
where C is an absolute constant. Evidently, 
cop; 6) = a. (4.10) 
Therefore, fe W’H,(C) c IVB and w(6) = o(J”‘; 6) is a concave function 
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on [0, 11; that is, .f satisfies the requirement of the theorem. From (4.4). 
(4.10) and Lemma 2, we get 
Consequently, if p = 1 then for 7 the inequality (4.6) changes into equality. 
Thus Theorem 2 is proved. 
The next theorem can be proved by using the same method of proof. 
THEOREM 2’. Let rE N, 0 < p< 1, and w(6) be a concave modulus qf 
continuity. Then 
(pp)’ I 
sup IIf-L$‘(.f)ll 6 cr- 1J! 
f E WH”’ s 
o (1 -.x)‘~ ‘o(xd~“)dx. (4.11) 
Besides, the inequality (4.11) changes into equality if p = 1 and w(6) = C6, 
where C is an absolute constant. 
THEOREM 3. For every function ,f E C whose modulus of continuity is a 
concave function on [0, 11, M’e have 
ll.f- L!i?(.f IIlL G 4.f; Z’,. (4.12) 
Moreover, the estimate (4.12) cannot be improved. 
Proof. It is obvious that 
Ilf- L’,O’(.f IIlL = f j-“’ If(x) -fbk)l dx. (4.13) 
kc, Uk I 
Consequently, 
Now, applying Lemma 3 with q(x) = o(S; x) and p(x) 3 1 we obtain 
IF LPWII L G 0 (f;j-; h(x)dx)=co(/.;D$)). 
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Further, let 7 be a function defined on [0, 11, by 
.7(x, = cx, (4.14) 
where C is an absolute constant. From (4.12), (4.14), and Lemma 2, we get 
This equality shows that the estimate (4.12) cannot be improved. 
Theorem 3 is established. 
The next theorem follows similarly. 
THEOREM 3’. Let o(6) he a concave modulus of continuity. Then 
sup Ilf -~~‘(f)ll.~4w’). (4.15) 
ft H”’ 
Besides, the inequality (4.15) changes into equality ifw(6) = C6, where C is 
an absolute constant. 
We shall denote in what follows by T(x) and B(x, ~1) the gamma 
function and the beta function, respectively, that is, 
rlJ)=JO’*ep’t.‘-‘dt and B(x, Y) = j,’ t-x-‘(1 -t)‘-‘dt. 
THEOREM 4. Let rEN,,=Nu(O}, O<p<co andO<a<l. Then 
sup Ilf - L$Y.fIll Lp 6 c 
It U”Hx:(‘J 
If,‘;;:‘l, (~y+p~))~+~. (4.16) 
Moreover, the inequality (4.16) changes into equality if either CI = 1 or (3.6) 
holds. 
ProojY Let r E N and f E WH,( C). Since 
w(f('); 6) < CS", 
it follows from (4.5) that 
llf - Ll;‘(f)ll L d --% B(cc + 1, r) (1: h(x)Prfpo’ dx)“‘. p (r- l)! 
(4.17) 
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From this and Lemma 2, we get 
(4.18) 
From (4.18) using the well-known equality 
and taking into account that 
T(r)= (r- l)! 
we obtain 
Hence, (4.16) holds for r E N. Suppose that r = 0 and ,f~ H,(C). Obviously, 
we have 
( 
f j(‘* I.f‘(-x) -.f(%)l p dx) 
1:p 
IIf’- ~Xf)ll Lp = . 
/. = , “i I 
Since w(f; 6) < C6, it follows from (4.19) and Lemma 2 that 
(4.19) 
( 
’ IIf’- ~‘NOWl [.,<C ; JZA ,~x-x,,~xdx)‘~‘~ k=, ilk-i 
= C j-; h(x)“” dx I”‘= C(D!,y’)“. 
( 1 
From this, we get (4.16) for r = 0. 
Now let a = 1. Let us consider again the function 7 defined on [0, 1 ] by 
(4.9). From (4.10), it follows that ,f~ WH,(C). If re N, then from (4.4) 
and Lemma 2, we obtain 
If r = 0, then from (4.19) and Lemma 2, we obtain 
IO- GYnll L/, = W,P’. 
Hence, (4.20) holds for every r E N 0; that is, (4.16) changes into equality if 
!YL= 1. 
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Finally, suppose that 0 < CI < 1 and (3.6) holds. Let f be a function 
defined on [0, 1 ] by 
p’(x) = Ch(xy, (4.21) 
where C is an absolute constant. Then, it follows from Lemma 5 that 
co( p; 6) = C6” for O<h<D,, 
= CD; for 630,. 
(4.22) 
Therefore, f~ WH,(C). If r E N, then from (4.4) and Lemma 2, we get 
If r = 0, then from (4.19) we get 
IIf- L$?)(f)llL, = C(D(pal)‘. N 
Hence, (4.22) holds for every Y E N,. This means that (4.16) changes into 
equality if (3.6) holds. The theorem is proved. 
Passing to the limit as p--t cc in (4.16) we obtain the following 
COROLLARY 3. Let r E N, and 0 < CI 6 1. Then 
,~ csn”,(,, Ilf- Lc,“(f)lI c 6 c 1.:,‘:::‘,, (D,vY+a. (4.24) 
I 
Moreover, the inequality (4.24) changes into equality if either ~1= 1 or (3.6) 
holds. 
THEOREM 5. Let r E N and 0 < p < C.Q. Then for every function f E W'M 
and for all positive numbers q and s with l/q + I/s = l/p, we have 
ll,f-Ll;‘(f)llL &%(f’*‘;2D,JL. P r! ‘i 
Proof For all x, z E [0, 11, we have 
where 1 <k < N. Therefore 
(4.25) 
If "'(X, + (x - Xk)Z) - f “‘(X,)1 d o(f y x; 2 (x - XkI). 
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From this and (4.4) we get 
’ p h( x)““cf~(J‘(r’; s; 2h( x)) dx (4.26) 
for YE N. From (4.19) it follows that (4.26) holds for r = 0 as well. Let us 
choose p=sJp and 4 = q/p. Then l/p + I/q = 1. Now using Holder’s 
inequality for integrals and Lemma 2 we deduce 
! h(x)“‘o(f”‘; x; 2h(x))P dx 0 
> I:4 w(f”‘; x; 2h(~))~* dx 
PY 
6 (D$“)“’ CO(.f”‘; x; 2DN)“ dx 
= [(D$“)‘z(f”“; 2DN)Lq] p. 
From this and (4.26), we get (4.25). Theorem 5 is proved. 
Passing to the limit as s + cx: in (4.25) we obtain the following 
COROLLARY 4 (Proinov and Kirov [3]). Let r E N and 0 < p < m. 
Then for every function ,f E WM, we have 
1l.f - ~S;‘(f)llL (DNY P G- rl df ($ 2&J,. 
5. NUMERICAL INTEGRATION 
Now using the above results we shall give some new upper bounds for 
the error of the quadrature formulae of the type (1.1). 
THEOREM 6. Let r E N. Then jbr every function f E W’B, we have 
(DE’)’ ’ 
IW(.f )I G (y-- s 
(l-x)‘-‘~(f(~);xD,,,)dx. o (5.1) 
NUMERICAL INTEGRATION 387 
Proof: It is easy to check that for r E N the error of the quadrature for- 
mula (1.1) can be written in the form 
R:‘(f) = j’ (f(x) - L$‘(f; x)) dx. (5.2) 
0 
Consequently, 
IR!af)l d Ilf-~WII.. (5.3) 
Now (5.1) follows from Theorem 1 and (5.3). The theorem is proved. 
Remark 1. It follows from Lemma 1 that Theorem 6 improves 
Theorem 4 of [3] and Theorem 3 of [4]. 
In [ 123 we proved that for every f E C 
I@?(f)l d W; DN). (5.4) 
It should be noted that this estimate was first proved by H. Niederreiter 
[13], for the case p, =pz= ... = pN= l/N. 
From Theorem 6 and (5.4), we get the following 
COROLLARY 5. Let r E Ni,,. Then ,for every function f E WC, we have 
/R;‘(f)1 <~w(,f”‘;D,). (5.5) 
Remark 2. For r E N the estimate (5.5) improves Corollary 4 of [3] and 
Corollary 3 of [2]. 
THEOREM 7. Let r E NJ. Then for every function f E W’B such that its rth 
derivative f (I’ has concave modulus of continuity, we have 
(05;‘)’ ’ 
IR!?(.f)l Gpj s (1 -xY ‘o@‘);xd$$)dx. (5.6) o 
Moreover, the estimate (5.6) cannot be improved if either r is an odd integer 
or r is an even integer and (3.6) hoMy. 
Proqf: The estimate (5.6) follows from Theorem 2 and (5.3). Now we 
shall prove that this estimate is exact. From (5.2) and (4.3), we obtain 
R”(f)=(r-l)! k=, akm, 
-!- f j”” (x-Xk)’ 
X 
(s 
‘(I-t)‘-‘[f”‘(x,+(x-x,)t)-f”‘(xk)]dt dx. 
> 
(5.7) 
0 
640 50 4-i 
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Suppose that r is an odd integer. Let us consider again the function .I; 
defined on [0, I] by (4.9). From (5.7) and Lemma 2, we get 
C =- 
i 
’ h(x)‘+ ’ d,x 
(r+l)! 0 
(D:‘)’ ’ (, -,y)r YE--- 
(r- 1 I! .r 
lo(p). , x A;‘) dx. 
0 
Hence, in this case the estimate (5.6) cannot be improved. 
Now suppose that Y is an even integer and (3.6) holds. Let us define the 
function ,f on [0, 11 by 
.f”‘(.Y) = Clz(x), (5.8) 
where C is an absolute constant. From Lemma 5, it follows that 
w( f”‘; 6) = Cd for 0666D,Q, 
= CD. for 63D,,. 
(5.9) 
Therefore, ,f~ W”H,(C) c W’B and o(6) = o(f”‘; 6) is a concave function. 
Since for every t E [0, 11, we have 
O<tA;‘<D N, 
it follows from (5.9) that 
to(f”‘; [A;‘) = tA$‘. 
Hence, from (5.7) and Lemma 2, we have 
Rxf) = (r + I )! k = , “I , - c f J“” (x-xA)’ lx-xkI dx 
=A,;, j; , (x-x,l’+‘dx 
C 
=- 
J 
’ h(x)‘+ ’ dx 
(r+l)! 0 
(Dj;‘)’ ’ 
=- 
i (r-l)! 0 
(1 -.u)’ +io(f”‘;xd~‘)dx. 
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Consequently, in this case the estimate (5.6) cannot be improved either. 
Thus Theorem 7 is proved. 
THEOREM 7’. Let r E N and o(6) he a concave modulus of continuity. 
Then 
(05;‘)’ ’ 
,,“,up,,,, IW(f)l d (r- ,)! I (1 -xY lo(xdj;‘) dx. (5.10) o 
Besides, the inequality (5.10) changes into equality if o(b) = C6, where C is 
an absolute constant. 
Proof The estimate (5.10) follows from (5.3) and Theorem 2’. Now 
suppose that w(6) = C6, where C is an absolute constant. To prove the 
exactness of (5.10) we consider two cases. First, let r be an odd integer. Let 
us consider again the function 7 defined on [0, l] by (4.9). Obviously 
From (5.7) and Lemma 2, we obtain 
=& c j”” lx-xkIr+’ dx 
‘k-, “k-l 
C zz--- 
(r+ l)! s 
’ h(x)‘+ ’ dx 
0 
(1 - x)~- ‘o(xd$J) dx. 
Hence, in this case the inequality (5.10) changes into equality. 
Now let r be an even integer. Then let us define the function f on [0, 1] 
by 
f”‘(X) = Z(x). 
From Lemma 4. it follows that 
From (5.7) and Lemma 2, we have 
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(Dj;‘)’ ’ 
=- (l-x)‘-‘o(Xd;))dx. 
5 (r-l)! 0 
Therefore, is this case the inequality (5.10) changes into equality too. The 
corollary is proved. 
Remark 3. Let r E N. From Lemma 1, it follows that 
But it should be noted that 0% + I) cannot be placed in Theorems 7 and 7’ 
instead of A$‘. 
The next theorem complements the estimate (5.4). 
THEOREM 8. For every jimction .f E C whose modulus of continuity is a 
concave ,function, \ve have 
IR',O'(.f)l d o(f; 0:'). (5.11) 
Moreover, the estimate (5.11) cannot he improved if (3.6) holds. 
Proqf. From (5.3) and Theorem 3, we get (5.11). Suppose that (3.6) 
holds. Then let us define the function ,f on [IO, l] by 
f(x) = Ch(x). 
From Lemma 5, we have 
o(f; 6) = Cd for 0666D,, 
=CDN for 6>,D,. 
Therefore, f~ H,(C) c C and w(6) = o(f‘; 6) is a concave function. Since 
0 < D$,) <D,, it follows that 
w(f; 02’) = CD;‘. (5.12) 
From (5.2), (5.12), and Lemma 2, we obtain 
NUMERICAL INTEGRATION 391 
%Yf) = f [” Cf(x)-fwl kc k=, “k-1 
=c f I”” lx-x,idx=CJ1h(x)dx 
kc, “k-l 0 
=oJ(f. Dlyl)). ) 
Thus Theorem 8 is proved. 
From Theorems 7 and 8, we obtain the following 
COROLLARY 6. Let r E ho. Then for every function f E WC such that its 
rth derivative f"' has a concave modulus of continuity, we have 
IG'(f)l 
(Djl;‘)’ 
6 - o(f"'; A$'). 
r! 
Using Lemma 6 from Corollary 6 we get the following 
COROLLARY 7. Let r E No. Then for every function f E WC, we have 
IRll;‘(f‘)j &+(f”‘; dj;‘). 
Remark 4. This estimate for r = 0 has been proved in [4]. 
THEOREM 8’. We have 
sup IR$‘(f )I 6 w(D;‘). 
/E H’O 
(5.13) 
Besides, the inequality (5.13) changes into equality if o(6) = C6, where C is 
an absolute constant. 
Proof: The estimate (5.13) follows from (5.13) and Theorem 3’. Let 
w(6) = C6. Then we have from (5.2) and Lemma 2, 
Rlyo’(@ = jd [h”(x) - &x,)1 dx 
=C $ su’ Ix-x,/dx=C[;h(x)dx 
k=, U/r-l 
= w(K. D”‘) a N? 
which means that (5.13) changes into equality in this case. 
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THEOREM 9. Let r E N (, and 0 < ;( G I. Therl 
(5.14) 
Moreover, the inequality (5.14) chunges into equalit~~ if’either x = 1 or r is an 
even integer and (3.6) holds. 
Proof The estimate (5.14) follows from (5.3) and Theorem 4. If r = 1, 
then the exactness of Theorem 9 can be proved as the exactness of 
Theorems 7’ and 8’. Now let r be an even integer and (3.6) holds. Let us 
define the function .f on [0, I ] by (4.21). Then 
.I’ E W’H,( C). 
From (5.7) and Lemma 2, we get for r E N, 
B(cc+ 1, r) ” (1~ 
Rv(.f)=c (r-,)! h=, oj , 1 i’ (.Y--.Yky Is-x,1”& 
c 
f’(a+ 1) *’ = 
T(%+r+ 1) ! 
h(x)” ’ (1.x = C 
0 ,‘?‘:;i), ) (D 
(;;+z))r+7. (5.15) 
If r = 0, then from (5.2) and Lemma 2 we obtain 
,L 
R’$!‘(,f)= c c j’lA Ix-u,l”~,~==c(D~‘)“. (5.16) 
h : , (II I 
From (5.15) and (5.16) we conclude that in this case the inequality (5.14) 
changes into equality as well. Theorem 9 is proved. 
Remark 5. Theorem 9 in the case r = 0 and CI = 1 has been proved in 
[ 141 (see p. 65, Theorem 1”‘). In the case r = 0 and 0 < c( < 1, it has been 
proved in [6]. 
THEOREM 10. Let r E N,,. Then ,for all positive numbers p and q with 
l/p + l/q = 1 anrljor every function ,f’~ W’M, M’e have 
I R;‘(f)1 d y r(,f “I; 2D& (5.17) 
Proqf The estimate (5.17) follows from (5.3) and Theorem 5. Passing 
to the limit as p + oc in (5.17) we obtain the following 
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COROLLARY 8. Let r E N,. Then for every function f~ WM, we have 
@,I’ Iwm G- rl '(' (r); 2D,), 
Remark 6. This estimate for r = 0 has been proved in [ 151. For r E N it 
has been proved in [2, 31. 
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