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ABSTRACT 
Finite Hankel matrices [s~+~] are considered, for which si are the Markov 
parameters of a given rational function p( X)/a( X). The problems of inversion and 
kernel description are reduced to the problem of solving some polynomial congruences 
in terms of p(X) and a(X). An application to Hankel matrices of the form [ yrC,f+jx], 
where C,, is a companion matrix, is included. 
INTRODUCTION 
Let Q=,(X) denote the class of polynomials with degree n at most, and 
Q: o,(h) the subclass consisting of all manic polynomials of degree n. The 
Markov parameters of a rational function f(h) = p(X)/a(X) [p(X) E C,(X), 
a( A) E Co,(X)] are, by definition, the coefficients sk of the power-series 
expansion at infinity, 
PW 
f(h) = a(X) -=ssl+s,h-‘+s,X-2+ ... . 
If f(X) is defined by (O.l), then Hkl(f) d enotes the following Hankel matrix: 
H,,(f)= [si+jIi=o,,,,,~-l;j=~,,,,,~-l (k,‘=1,2,...). 
We shall say that Hkl(f) are Hankel matrices generated by the Markov 
parameters of f(h). Matrices of this form very often occur in linear system 
and control theory. Let us note that, as is easily seen, any Hankel matrix c3n 
be represented in this form. 
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The aim of this note is to show how the properties of the Hankel matrix 
H,,(f) can be expressed in terms of the polynomials p(A) and a(h) without 
an explicit evaluation of the entries si + j. It turns out that the problems of 
inversion and kernel description can be reduced to the problem of solving 
some polynomial congruences. 
Another common representation of Hankel matrices is the representation 
via the moments of a given matrix A 
H= [si+j13 si = yTAix. 
Matrices of this form occur, for example, as the product of the observability 
and controllability matrices of a linear (one-variable) system or as Gram 
matrix of a sequence A’x (in case x = y). We shall show that in the case of a 
companion matrix A, Hankel matrices of such form can be investigated in a 
similar way to Hankel matrices generated by Markov parameters. 
1. PRELIMINARIES ON BEZOUTIANS 
The class of Hankel matrices is closely related to the class of Bezoutians. 
Let us give the definition of this concept. 
Suppose a(h) E CO,(A) and b(X) E C.(X). Then [a(A)b(l~.)- 
@)&X)1/(X - p) is a polynomial in X and p of degree n - 1, 
h-P 
The matrix 
la-1 
B(u, b) := [bijlo 
n-1 
= c bijX$j. 
i,j=O 
is called the Bemutiun of the polynomials u(A) ad b(h).’ 
It was first explicitly noted by F. I. Lander [4] that a matrix is an inverse 
of a Hankel matrix iff it is a Bezoutian .2 In Section 2 we shall prove a sharper 
version of this statement. Another connection between Hankel matrices and 
Bezoutians is known (in the formulation of quadratic forms) from the theory 
of root localization (see [3]). Let us formulate this connection. 
‘A more general concept of Bezoutian is given in [2]. 
‘See also [S]. 
HANKEL MATRICES 
LEMMA 1.1. Supposea(X)EQ=O,(X) adb(h)EQ=JX); then 
123 
(1.1) 
where 
a, ... a, 
, a(h)= i a$. 
i=O 
The proof is an elementary computation (see [2, p. 391). 
We shall need another useful representation of the Bezoutian, due to S. 
Bamett [l]. Let C, denote the companion matrix 
c, = 
i 
1 
-a, -a, ... -a,_, 
of a monk polynomial a(X) = C~,oaiX’. 
LEMMA 1.2. Supposea(X)E~~(A) andb(X)=CT_,biX’EQ=.(A). Then 
B(a, b)= B&(C,), (1.2) 
where 
b(C,)= i biC& 
i=O 
For a simple proof we refer to [2], p. 40. 
COROLLARY 1.1. Supposea(X)EQ=JI(X) andp(h)EQ=Jh). Then 
H, 0.3) 
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2. HANKELMATRIX INVERSION 
In this section we consider square Hankel matrices. For brevity we shall 
write Hk( f) instead of Hkk(f). It turns out that any Hankel matrix of the 
form N,(f), where f(X) = p(h)/a(X), a(X) E C i(h), is regular iff p(h) and 
a(X) are disjoint, and conversely, any regular Hankel matrix is of this form. 
Moreover, as we shall see at once, the evaluation of the inverse matrix can be 
reduced to the polynomial congruence 
p(h)b(h) = 1 mod a(A). (2.1) 
Clearly, this congruence is equivalent to the Diophantine equation 
w)P0)-4G70) = 1 (2.2) 
and is solvable iff a(X) and b(h) are disjoint. 
THEOREM 2.1. Suppose H = H,(f), where f(X) = p(A)/u(X); p(X) E 
C”_,(X) undu(X)a0,(h) are disjoint. Then H is regular and its inverse is 
given by 
H-‘=B(u,b), 
where b(X) E C i(X) is a solution of the congruence (2.1). 
We shall prove the following generalization of Theorem 2.1. 
THEOREM 2.2. Suppose u(X)ECO,(A) and b(X), p(h), v(X)ECJA). 
Then the congruence 
p(A)b(X)= v(X) mod u(h) (2.3) 
i.s equivalent to each of the following equalities: 
=B(u,v)B,-‘=B,H, (2.4) 
(2.5) 
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l’roof. According to (1.2) and (1.3) we have 
B(u, b)H, ; = Bab(Ca)p(Ca)Ba-‘. 
i 1 
Taking into account the Cayley-Hamilton theorem, this relation goes over into 
B(u, b)H” f = B,u(cJB,-‘, 
i 1 
where u(X) is defined by (2.3). Applying (1.2) and (1.3) again, we obtain 
(2.4). Analogously (2.5) is proved. n 
Theorem 2.1. is an immediate consequence of Theorem 2.2. Furthermore, 
one may infer the following statement. 
THEOREM 2.3. Sumpose a(x)EC0,(x) and b(X)EC,(X) are disjoint. 
Then B( a, b) is regular and 
where p(X) E C n _ 1(X) satisfies the congruence (2.1). 
REMARK 2.1. If ~(X)EQ=,_~(A) and u(X)~Cf(h) have a nontrivial 
common divisor, then H,(p/u) is not regular. 
Indeed, in this case the congruence p( h)c( A) = 0 mod u(X) has a nontriv- 
ial solution c(X) E C n _ i(A), which implies, according to (2.4), 
where B(u, c) # 0. Hence H,(p/u) is singular. 
Analogously, from (2.4) follows the well-known fact that B(u, b) is 
singular in the case that u(X) and b(X) have a nontrivial common divisor. 
The case of singular Hankel matrices will be treated in more detail in the next 
section. 
We remark that the assumption that H is of the form H = H,(p/a), 
where deg u = n, is no restriction of generality. As we shall prove in Section 
5, any regular Hankel matrix admits such a representation. 
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Let us explain now how to compute the inverse of the Hankel matrices 
H, = Hk( ~/a), a(X) E C:(X), in the case k < n. Suppose p(X) and a(h) are 
disjoint and b(A) E C n _ i(X) is the solution of (2.1). Let m be the degree of 
b(A). As we show in Section 3, the Hankel matrix H, will be regular, 
whereas in case m < n - 1, the Hankel matrices H, + 1,. . . , H, ~ 1 are singular. 
Let q(X) E Cm _ i(X) be defined by (2.2). Then in view of H,(l/ab) = 0 
we have 
H_=H_(f)=Hm(;j. 
According to Theorem 2.1, Hi1 is obtained by solving the Diophantine 
equation 
c(x)&+b(X)r(A) = 1. 
Let 2 be the degree of c(X). Then, repeating the arguments above, we obtain 
that H, is the next regular Hankel matrix, whereas Hl+l,. . . , H, _ 1 are 
singular. Proceeding in that manner, one can decide for any k, after a finite 
number of steps, whether H, is regular or not, and moreover one can 
determine H; ‘. 
Let us note that, obviously, the evaluation of the polynomials c(A) and 
r(X) can be realized with the help of Euclid’s algorithm. Furthermore, 
Euclid’s algorithm is a common method for solving the congruence (2.1). 
3. KERNEL DESCRIPTION 
In this section we consider general rectangular Hankel matrices Hkl(f) 
generated by the Markov parameters of a rational function 
where u(X) and p(X) are assumed to be disjoint. It turns out that the kernels 
ker Hkl(f) = {u E C : Hkl(f)u = 0} can be described in terms of the poly- 
nomial u(X) and the solution b(h) E Q: R _ i(h) of the congruence (2.1), 
provided that one of the following conditions is satisfied: 
k+l>m+n, (3.2a) 
k,l>m. (3.2b) 
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Here m denotes the degree of b(X). For smaller k, 1 the kernel of Hkl(f) can 
be described in terms of polynomials occurring in the application of Euclid’s 
algorithm to the pair a(X), b(X) [or a(h), p(X)]. 
To simplify the formulation of our theorem we use the fact that C can be 
identified with the space C I 1(X) via the isomorphism A : (xi);- ’ + Ci lbxix’. 
Let H,,(f) denote the operator acting from C I _ 1(X) into C k _ ,( h), for which 
Hkl(f) is the matrix with respect to the canonical bases {Xi}, i.e. 
H,,(f) = A&,( fb- l. 
THEOREM 3.1. Suppose f(h) is given by (3.1), b(A)EC_,(X) is the 
(unique) solution of (2.1), and m = degb(X). Then in the cases of (3.2) the 
kernel of G(f) can be described as follows: 
(a) lfk,l>n then 
kerHkl(f)=lin{a(X),ha(X),...,A’-”-’a(h)}. (3.3a) 
(b) If n>,k,l>mthen 
kerH,,(f)=lin{b(h),Xb(X),...,XP1b(X)}. (3.3b) 
where r = min(Z - m, n - k). 
(c) Zfl>n>kandk+l>m+nthen 
kerH,,(f)=lin{a(X) ,..., Arpnpla(A),b(h) ,..., A”-kp’b(h)}. 
(3.3c) 
(d) Zfk>,n>,Zandk+l>m+nthen 
kerJ&( f) = (0). (3.3d) 
Let us illustrate the assertion of Theorem 3.1 in a diagram (Figure l), in 
which the polynomials generating kerH,,( f) are indicated. 
For the proof of Theorem 3.1 we shall need the following obvious 
representation of the operators H,,(f) : C I _ 1(X) + C k ~ 1(h). 
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n 
b(A) a( X I rb( X 1 
kr 
FIG. 1 
LEMMA 3.1. Let Qk (k=1,2,... ) denote the projections 
Q~ E rix-i-l := ‘i’l;h-i-l 
i=-m i=O 
defined on the space of all rational functions R, and let J: R + R be the 
involution defined by 
(Jr)(h)= A-%(A-‘). 
Then 
Hdf b(V = JQkft+@) btw=Q:I-l(vl. (3.4) 
Proof of Theorem 3.1. First we show that the right-hand sides of (3.3) 
belong to kerHkl(f). In the case of 2~ n we have A’a(h)EC,_,(X) for 
i=o , . . . , I - n - 1 and, according to (3.4), 
P(X) 
H,,(f)ka(X) = JOk,oAta(h) = 0. (3.5) 
Furthermore, we have hjb( A) E Cl _ 1(X) for j = 0,. . . , I - m - 1. Suppose 
q(X) E C nl _ 1(A) satisfies the Diophantine equation (2.2); then 
P(A) 4(h) 1 
b(h)= b(X) + a(A)b(h) ’ 
(3.6) 
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Therefore, with the help of (3.4), we obtain 
Hdf)~jb@) = ‘o&. 
In particular, we have in case j < n - k 
H,,( f)X%( X) = 0. (3.7) 
The relations (3.5) and (3.7) imply that the right-hand sides of (3.3) belong to 
kerHkr(f). 
For proving the reverse inclusion we note first that the polynomials 
&(X),A%(X)(i=O ,..., Z-n-l; j=O ,..., n - 1) are linearly independent. 
In fact, otherwise we would have 
a(A)d(X)+b(X)c(X)=0 
for some nontrivial polynomials d(A)~C,_,_i(h) and c(X)EC”_,(X). 
This would imply b( A)c( X)p( h) = 0 mod a(X). On the other side, (2.1) yields 
b(X)c(h)p(X)= c(A)moda(A). Th ere f ore, we would have c(X) = 0, which is 
a contradiction to our assumption. Thus we have proved that the vectors 
spanning the right-hand side of (3.3~) are linearly independent. 
It remains now to prove the relations 
(a) 1 -n (3.8a) 
dimkerH,,( f) G I (b) min(l--m,n-k) (3.8b) (c) l _ k (3.8c) (d) 0 (3.8d) 
By Theorem 2.1 the matrix H,(f) is regular. Therefore, rank H,,(f) = 
min(k, I) if min(k, I)< n. This immediately implies (3.8~) and (3.8d). Fur- 
thermore, the regularity of H,(f) implies rank H,,(f) > n if k, I >, n, which 
gives (3.8a). In the case k < n we have the estimate 
dimkerH,,(f) Q n - k. (3.9) 
In view of (3.6) we have H,(p/a) = H,(q/b). According to Theorem 2.1, 
H,( q/ b) is regular. Therefore, we have the estimate 
dimkerHkl( f) < 2 - m. (3.10) 
(3.9) and (3.10) imply (3.8b), and the theorem is proved. 
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m 
FIG. 2 
COROLLARY 3.1. In the cases of Theorem 3.1 we obtain 
(4 rank Hdf) = n, 
(b) rank H,,(f) = max( I + k - n, m), 
(c) rank Hdf) = k, 
(d) rank H,,(f) = 1. 
The behavior of (Ye := dim ker Hk( f) as a function of k is illustrated in 
Figure 2. 
Another approach for investigating the kernel structure of Hankel matrices 
is given in [2, Section I, 51. Let us note that the characteristic polynamials in 
the sense of this approach are just the polynomials a(h) and b(X), provided 
that (3.2) is satisfied. 
We are going to explain now how to describe kerH,,( f) for smaller k and 
1. In view of (3.6) we have 
fL(f)=H_(J. 
We can now apply Theorem 2.1 again, replacing f(X) by 4(X)/b(X). That 
means ker H,,( f) can be expressed in terms of the polynomials b(X) and the 
solution c(X) E C m ~ i(X) of the congruence 
g(A)c(X)= lmodb(h). 
This can be done provided that k + 12 m’ + m, where m’ is the degree of 
c(A). Proceeding in this way one can describe ker H,,( f) for all k, 1= 1,2,. . . , 
We should again note that all polynomials generating ker H,,( f) for some 
k and I can be computed with the help of Euclid’s algorithm. 
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4. HANKEL MATRICES GENERATED BY MOMENTS OF 
COMPANION MATRICES 
Suppose the entries si+ j are given in the form 
si = yrc;r, (4.1) 
where C, is the companion matrix of a polynomial a(X) E C z( X) and 
x, y E C “. We consider the function 
f(A)=yr(hz,-CJ1x, (4.2) 
where I, is the n X n unit matrix. Obviously, f(A) is rational and admits the 
power-series expansion at infinity f(X) = s,X-’ + s,X- 2 + . . . . Hence, si 
are just the Markov parameters of f(X). Let us compute f(X). 
For convenience we introduce an abbreviation. If 1c = (x i)E - ’ E C “, then 
x( A ) E C n _ ,( h ) denotes the corresponding polynomial x(X) = r,, + x,X 
+ . . . +x,_,A”-‘. 
LEMMA 4.1. Let f(X) be given by (4.2). Then 
f(A)= 
YGW,~)W 
a(A) 
- PO), 
where P(A) is a polynomial. 
Proof. From the obvious representation 
(4.3) 
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with 
rk=ak+i+ak+,X+ ... +a,An-l-k, 
we conclude 
(AZ, - C,)-‘= E(X)diag (&)J-.Iil;‘_l’ ()I. 
where 
E(X) = 
.: . 
0 
. . 
An-1 . . . x 1 
and r(h) is the row vector r(X) = [l h . . . A”- ‘]B,. This implies 
for some polynomial P(h). This relation yields (4.3). n 
With the help of Lemma 4.1 one can reformulate all results of the previous 
sections. As an example, we present a consequence of Theorem 2.1. 
COROLLARY 4.1. Suppose H = [s~+~]~-~, where si are given by (4.1). 
Then H is regular ifl y(X)(B,x)(h) and a(A) are disjoint. Zf the latter 
condition is satisfied then H -’ = B(a, b), where b(h) E C,(X) is a solu- 
tion of 
b(A)(B,x)(A)y(A) = lmoda(X). 
5. THE INVERSE PROBLEM 
Until now we have assumed that the Hankel matrix under consideration is 
given in the form H = H,,(f). Now we deal with the inverse problem: Let a 
Hankel matrix H be given; we ask for rational f(X) such that H = H,,( f ). 
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We consider in this note mainly the case of a regular Hankel matrix, and 
briefly discuss the general case. 
THEOREM 5.1. 
a = (ai);f E C”+’ 
Let H = [ si+ i] be a regular n X n Hankel matrix, and 
be a solution of the homogeneous equation 
flu=0 (5.1) 
with a,, = 1, where fi denotes the (n - l)x(n + 1) h&ix [s*+~] (i = O,..., 
n-2; j=O,..., n), andpEC” isdefinedby 
Then 
B,s= P, s = (s&Y (5.2) 
(5.3) 
Conversely, if H is of the j&m (5.3), where a( A) E Q=z( A), then (5.1) and 
(5.2) are satisfied. 
We shall give two proofs of this theorem. The first one is based on the 
following two lemmas. 
LEMMA 5.1. Suppose a E C”+l (a, = 1) is a solution of (5.1), and b a 
solution of Hb = (0,. . . ,O, l)? Then 
HP’=B(a,b). 
LEMMA 5.2. Suppose a(h),d(A)ECf(X) and b(h),Ib(X)EC”_,(X). 
Then B(a, b) = B(ii, “b) iff 
b(h)=b(X) and G(A)=a(A)+ab(X) 
forsol7E aEC. 
For the proofs we refer to [2, Part I, Theorem 1.2’, Proposition 2.31. 
First proof of Theorem 5.1. From Theorem 2.3 and Lemma 5.1 we 
immediately obtain that H = H,(p/a), where p(h) satisfies (2.1). Comparing 
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the coefficients in the relation 
u(h)(s,X-‘+s,X-2+ -)=p(X) (5.4) 
we obtain (5.2). 
Suppose H = H,(fi/d)_is another Fpresentation of H, where ii(X) E 
C:(h). Then H-l= B(G, b) for some ~(X)EC+,(X). By Lemma 5.2 we 
conclude ii(h) = a(X)+ c&(X). Therefore, ii is a solution of (5.1) and the 
theorem is proved. n 
The following proof does not make use of the lemmas. 
Second proof of Theorem 5.1. According to Corollary 1.1 we have 
coH”(;)=Hn(q (i=O,...,n-1). 
Let hi E C 2n- ’ be such that 
It is easily verified that the equality (5.5) can be transformed into 
where 
D,_,(u):= 
D,_,(a)h,=O. 
a, a, ... a, 
I*..* *. 
0 
0 . u,; a1 ..: a, 
(5.5) 
(5.6) 
Since the H,(A’/u) are linearly independent, the vectors hi form a basis of 
ker D, _ l(u>. 
Let us assume now that a E C “+ ’ solves (5.1). This equation can be 
transformed into 0, _ ,(u)h = 0, where h = (si)i”- 2. Therefore, h is a linear 
combination of the hi. This implies that H is a linear combination of the 
H,( Xi/u), which means H is of the form H = H,( p/u). 
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Conversely, if H = H,(p/a) then C,H = H,(Ap/a), which implies 
0, ~ ,(a)h = 0 for the corresponding vector h. This leads to (5.1). 
The representation (5.2) of p is proved again with the help of (5.4). w 
Let us now discuss briefly the inverse problem formulated above for 
general n x 1 Hankel matrices. Clearly, it is sufficient to consider this 
problem for n, 1 with 0 < 1 - n ,< 1. For brevity we restrict ourselves to the 
case 1 = n. The case I = n + 1 is completely analogous. Suppose H = [ si + j] : ~ ’ 
is a given Hankel matrix and a(X) E C ‘& _ 1(h) a given polynomial. Then H 
admits a unique representation H = H,( p/a), since H,( X/a) (i = 0,. . . , 
2n - 2) form a basis of the space of all n x n Hankel matrices. But we are 
interested, of course, in representations 
(5.7) 
for which the degree of a(h) is minimal. We shall say, for convenience, H has 
the minimal degree 1 if there is a representation (5.7) with deg a(X) = 1 and 
no representation with deg a(X) < 1. 
Let m denote the greatest integer k for which [s i + j] 1; - ’ is regular. With 
the help of Corollary 4.1 the following assertions can be proved: 
(a) If rank H = m then H has the minimal degree m. 
(b) If rank H > m then H has the minimal degree 2n -rank H. 
A more detailed analysis of the inverse problem as well as the connection 
with other topics (extension problems, Padi: approximation, realization prob- 
lems) will be treated in a further publication. 
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