การพัฒนาระบบประมวลผลกลุ่มเมฆ by วิไลสกุลยง, นรังสรรค์
 วารสารวิชาการ 
อตุสาหกรรมศึกษา 
 
วารสารวชิาการอุตสาหกรรมศึกษา ปีทีÉ  5 ฉบับทีÉ  2 กรกฎาคม - ธันวาคม 2554 (10-16) 
 
การพฒันาระบบประมวลผลกลุ่มเมฆ   
  
นรังสรรค ์  วไิลสกุลยง 
คณะเทคโนโลยีสารสนเทศ สถาบนัเทคโนโลยี ไทย-ญีÉ ปุ่น  
1771/1 ถ.พฒันาการ แขวงสวนหลวง เขตสวนหลวง กรุงเทพฯ 10250 
 Cloud Computing Development 
 
Narungsun  Wilaisakoolyong 
Thai-Nichi  Institute  of  Technology  
1771/1 Pattanakarn Rd. Suanluang  Bangkok  10250 
บทคัดยอ่ 
 ระบบประมวลผลกลุ่มเมฆคือระบบประมวลผลทีÉ จะเข้ามาแทนทีÉ ระบบประมวลผลคลัสเตอร์และระบบ
ประมวลผลกริด ในปัจจุบันระบบประมวลผลกลุ่มเมฆจะให้บริการทรัพยากรต่างๆ เช่น กาํลังประมวลผล, พืÊนทีÉ ความจาํ, และ 
พืÊ นทีÉ สํารองข้อมูลชัÉวคราวแก่ทัÊงผู้ใช้ทีÉ เป็นองค์กรและส่วนบุคคล ในบทความนีÊ ได้ทบทวนงานวิจัยทีÉ เกีÉ ยวกับการเพิÉ ม
ประสทิธภิาพของระบบต่างๆหลายแนวทางเพืÉ อเพิÉ มประสทิธิภาพระบบประมวลผลกลุ่มเมฆให้มีประสทิธภิาพสงูขึÊนด้วยวิธกีาร
ต่างๆหลายด้าน คือ ด้านการใช้พลังงานอย่างมีประสิทธิภาพ, ด้านความปลอดภัยของข้อมูล, และ ด้านคุณภาพของการ
ให้บริการทรัพยากรและข้อมูลแก่ผู้ใช้ ซึÉ งกาํลังได้รับความสนใจอย่างกว้างขวางในขณะนีÊ  
คาํสาํคญั: ระบบประมวลผลกลุ่มเมฆ, เพิÉ มประสทิธภิาพ 
Abstract 
Cloud computing is a computing system that will replace current cluster and grid computing systems.  Cloud 
computing will provide resources and data such as computation power, memories, and temporary storages to both 
corporate users and individual users.  Cloud computing is a computing system that services users in style of on-
demand basis.  In this article, we reviewed some research that study several development strategies to increase the 
efficiency of cloud computing.  The current strategies that  are widely interested  including the efficiency used of 
energy, data security, and the quality of service that provide resources and data to the users. 
Keyword : Cloud computing, increase the efficiency
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บทนาํ       
ระบบประมวลผลกลุ่มเมฆ(Cloud Computing) 
คือระบบประมวลผลขนาดใหญ่ทีÉ ใช้อย่างกว้างขวางในยุค
ปัจจุบัน แนวคิดของระบบประมวลผลกลุ่มเมฆถูกถ่ายทอด
จ า ก ร ะ บบป ร ะ ม ว ล ผ ล ใ น ยุ ค ก่ อ นห น้ า คื อ  ร ะ บบ
ประมวลผลคลัสเตอร์(Cluster Computing), ระบบ
ประมวลผลกริด (Grid Computing) ทีÉ กล่าวถึงการใช้
ทรัพยากรเช่น กาํลังประมวลผล(Computing Power), พืÊนทีÉ
ความจาํ(Memory), และ พืÊนทีÉ สาํรองข้อมูล (Storage) ทีÉ มี
ในระบบร่วมกนัผ่านเครือข่ายภายใน หรือ ภายนอก สามารถ
ใช้ระบบอินเตอร์เนต็เพืÉ อเข้าใช้งานทรัพยากรเหล่านัÊนในรูป
ของเซอร์วิส ต่างๆ ได้แก่ ฮาร์ดแวร์ (HaaS), ซอฟต์แวร์ 
(SaaS), โครงสร้างพืÊ นฐาน (IaaS) และ แพลตฟอร์ม 
(PaaS)  ทรัพยากรของระบบประมวลผลกลุ่มเมฆอยู่ในรูป
ของเซอร์วิสทีÉ มีลักษณะตอบสนองความต้องการผู้ใช้งานตาม
ความต้องการ (On Demand) ในแง่ของขนาด, ชนิด รวมถึง
เวลาของการใช้ทรัพยากร โดยมีลักษณะของการใช้งาน
เหมอืนกับระบบสาธารณูปโภคพืÊนฐาน (Public Utility) เช่น 
นํÊาประปา ไฟฟ้า และ โทรศพัท ์คือจ่ายตามทีÉ ใช้งาน  
(Pay – as – Use) โดยผู้ใช้ระบบประมวลผลกลุ่มเมฆไม่รู้
ถึงแหล่งทีÉ มาของทรัพยากรเหล่านัÊนเพียงระบุความต้องการ
ของผู้ใช้งานกส็ามารถใช้ทรัพยากรเหล่านัÊนได้ทนัท ี
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ภาพทีÉ  1 เปรียบเทียบระบบสาธารณูปโภคกบัระบบ
ประมวลผลกลุ่มเมฆ 
 
วิ วัฒนาการของระบบประมวลผลกลุ่ ม เมฆ 
(History of Cloud Computing)  
เริÉ มจากแนวคิดของระบบประมวลผลคลัสเตอร์ 
(Cluster Computing) ทีÉ ต้องการสร้างสมรรถนะการ
ประมวลผลจากคอมพิวเตอร์ส่วนบุคคลให้เทียบเคียงกับ
สมรรถนะของ เค รืÉ อ งซู เ ปอ ร์คอม พิว เตอ ร์  โ ดยนํ า
คอมพิวเตอร์ส่วนบุคคลเชืÉ อมต่อผ่านเครือข่ายภายในทีÉ ใช้
ระบบปฏบิัติการชนิดเดียวกัน ทีÉ มีการจัดการทรัพยากรแบบ
ระบบสาธารณูปโภค 
เช่น ประปา, ไฟฟ้า 
โทรศพัท ์
ตอ้งการไฟฟ้า: ต่ออุปกรณ์
ไฟฟ้าเขา้กบัปลัËก 
ผล: อุปกรณ์ไฟฟ้าใชง้านได ้
โดยบิลมาเกบ็สิÊนเดือน 
ตอ้งการใชน้ํÊ า:        
เปิดก๊อกนํÊ า 
ผล: ไดน้ํÊ าประปา โดยบิลมา
เกบ็ค่าใชบ้ริการ 
ระบบประมวลผล
กลุ่มเมฆ เช่น หน่วย
ประมวลผล, หน่วย
จดัเกบ็ขอ้มูล 
ตอ้งการหน่วยประมวลผล: ส่ง
ความตอ้งการผา่นผูใ้ห้บริการ 
ผล: ไดใ้ชห้น่วย
ประมวลผลตามทีÉตอ้งการ 
มีการคิดเงินตามทีÉใชง้าน 
ตอ้งการพืÊนทีÉสาํรองขอ้มูล:        
ส่งความตอ้งการผา่นผูใ้หบ้ริการ 
ผล: ไดใ้ชพื้ÊนทีÉสาํรอง
ขอ้มูลตามทีÉตอ้งการ และมี
การคิดเงินตามทีÉใชง้าน 
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                       ระบบประมวลผลกริด (Grid Computing) 
 
 
 
 
 
 
 
 
 
 องค์กรเสมอืน (Virtual Organization) 
ระบบคลสัเตอร์          
Cluster System 
ระบบคลสัเตอร์          
Cluster System 
ระบบคลสัเตอร์          
Cluster System 
องคก์รเสมือน 
(Virtual Organization)
องคก์รเสมือน   
(Virtual Organization)
องคก์รเสมือน   
(Virtual Organization)
เครือข่ายภายนอก 
รวมศูนย์ (Centralize Management) ส่วนใหญ่ระบบ
ประมวลผลคลัสเตอร์อยู่ภายในองค์กรเดียวกัน  ตามภาพทีÉ  
2 แสดงถงึการเชืÉ อมต่อกนัของระบบประมวลผลคลัสเตอร์ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ภาพทีÉ  2 โครงสรา้งของระบบประมวลผลคลสัเตอร ์
 
 
 
ลําดับถัดมาของวิวัฒนาการของการสร้างระบบ
ประมวลผลสมรรถนะสูงคือ ระบบประมวลผลกริด(Grid 
Computing) เกิดจากแนวคิดของความต้องการใช้ทรัพยากร
ทีÉ กระจายอยู่ต่างองค์กร ทีÉ นอกจากมีความแตกต่างทางด้าน
ทรัพยากรแล้วยังมีความแตกต่างด้าน นโยบายการใช้
ทรัพยากร (Policies), ความปลอดภัยของการใช้ทรัพยากร 
(Security) อีกทัÊงตัวจัดสรรทรัพยากรยังอยู่กระจายต่าง
สถานทีÉ  ให้เสมือนกับอยู่ภายในองค์กรทีÉ เดียวกัน (Virtual 
Organization) โดยมีการจัดการทรัพยากรแบบกระจาย 
(Multiple Management) อยู่ต่างสถานทีÉ ในแต่ละองค์กร 
ภาพทีÉ  3 แสดงระบบประมวลผลกริดทีÉ อยู่ภายใต้องค์กร
เสมือนเดียวกันและมีตัวจัดการทรัพยากรแบบกระจายตัว 
(Distributed Management) 
 
 
ภาพทีÉ  3 โครงสรา้งพืÊ นฐานของระบบประมวลผลกริด 
 
ระบบประมวลผลกลุ่มเมฆเป็นแนวคิดทีÉ ได้รับการ
พัฒนาอย่างต่อเนืÉ องเพืÉ อสร้างระบบประมวลผลสมรรถนะสูง
ทีÉ ควบรวมแนวคิดด้านการตลาดเพืÉ อซืÊ อขายทรัพยากรของ
การประมวลผล (Utility Computing) เหมือนกับการใช้งาน
สาธารณูปโภคพืÊนฐาน (Traditional Utility) มองทุกอย่าง
เป็นเซอร์วิสตามทีÉ กล่าวมาข้างต้น จากภาพทีÉ  4 แสดง
วิวัฒนาการแนวคิดของระบบประมวลผลแบบกลุ่มเมฆ และ 
ภาพทีÉ  5 แสดงความคิดรวบยอดอย่างสรุปถึงคุณลักษณะทีÉ มี
ความแตกต่างและความคาบเกีÉ ยวกนัของทัÊงสามระบบ 
 
 
 
 
เครืÉอง
คอมพิวเตอร์ 
เครืÉอง
คอมพิวเตอร์ 
เครืÉอง
คอมพิวเตอร์  
เครือ
ข่ าย
ภาย
ใน เครืÉองแม่
ข่าย 
M
คอนโซล
มอนิเตอร์  
 
เครือ
ข่ าย
ภาย
นอก
ทีÉมา : www.liv.ac.uk 
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ภาพทีÉ  4 วิวฒันาการทางแนวคิดของระบบประมวลผลกลุ่มเมฆ 
 
 
 
 
 
  
 
 
 
 
 
 
ภาพทีÉ  5 คุณลกัษณะของระบบคลสัเตอร,์ ระบบกริด 
และ ระบบแบบกลุ่มเมฆ 
 
การพฒันาระบบประมวลผลกลุ่มเมฆ (Cloud 
Computing Development)  
พบว่าระบบประมวลผลกลุ่มเมฆมีการพัฒนาอย่าง
ต่อเนืÉ องเพืÉ อนําไปสู่การพัฒนาการใช้ทรัพยากรบนระบบ
ประมวลผลกลุ่มเมฆให้มีประสทิธภิาพสงูขึÊน เช่น การจัดการ
ทรัพยากร(Resource Management), การสร้างแบบจาํลอง
ทางเศรษฐ์ศาสตร์ (Economy Model), การพัฒนาตัวจัดสรร
ทรัพยากร , การใช้พลังงานอย่างมีประสิทธิภาพ (Power 
Efficient), ความปลอดภัย  และ คุณภาพของการให้บริการ
ทรัพยากร (Quality of Service: QoS) เป็นต้น นอกจากนีÊ
ยังมีวิธีการเพิÉ มประสิทธิภาพบนระบบประมวลผลกลุ่มเมฆ
ด้วยวิธีการพัฒนาระบบให้มี ความเสถียร , การเพิÉ มขีด
ความสามารถด้านขนาด (Scalability), การค้นหาทรัพยากร
บนระบบแบบพลวัต(Dynamic Discovery), การเพิÉ ม
คุณภาพการให้บริการเซอร์วิส (QoS), การเพิÉ มความเชืÉ อมัÉน
ทางด้านความปลอดภัย  และ การประหยัดต้นทุนของผู้
ให้บริการ (Minimize Cost) สงัเกตได้ว่าในแต่ละหัวข้อมี
ผลลัพธ์ทีÉ มุ่งพัฒนาแก่ผู้ให้บริการระบบประมวลผลกลุ่มเมฆ 
(Cloud Provider) อย่างไรกต็ามการเพิÉ มประสทิธิภาพบน
ระบบประมวลผลกลุ่มเมฆยังมีวิธกีารทีÉ น่าสนใจอกีหลายด้าน
คือ การใช้พลังงานอย่างมีประสทิธภิาพ, ความปลอดภัยของ
ข้อมูล, และ คุณภาพของการให้บริการทรัพยากร ซึÉ งวิธีการ
เหล่านีÊกาํลังได้รับความสนใจอย่างกว้างขวางในขณะนีÊ  
โครงสร้างพืÊนฐานของระบบประมวลผลกลุ่มเมฆมี
องค์ประกอบหลักทีÉ คล้ายคลึงกับระบบประมวลผลกริด แต่
องค์ประกอบทีÉ ทาํให้ระบบประมวลผลกลุ่มเมฆแตกต่าง
ออกไปตัวอย่างเช่น การใช้งานจากจุดเดียว (Single Point of 
Accessing) ผ่านระบบอินเตอร์เนต็, การทาํระบบเสมือน 
(Virtualization) เพืÉ อเพิÉ มประสิทธิภาพการใช้งานในระบบ 
(System Utilization), การปรับความต้องการของกาํลัง
ประมวลผล (Provisioning) ตามต้องการ (On Demand), 
ความยืดหยุ่นของระบบ, การจัดการเซอร์วิสเพืÉ อสามารถใช้
งานเซอร์วิสข้าม แพลตฟอร์ม, แอปพลิเคชัÉน และ องค์กร 
รวมทัÊง ความปลอดภัยทีÉ สามารถใช้งานเซอร์วิสข้ามองค์กร 
เป็นต้น  
จากทีÉ กล่าวสามารถสรุปสาเหตุของการใช้งานระบบ
ประมวลผลกลุ่มเมฆ ประกอบด้วย 3 เหตุผลหลักคือ ระบบ
ทีÉ มทีรัพยากรของการประมวลผลอย่างไม่มีขีดจาํกดัขึÊนอยู่กบั
ความต้องการของผู้ใช้งาน, ในเชิงธุรกิจช่วยลดค่าใช้จ่ายทีÉ
ลงทุนล่วงหน้าสาํหรับระบบคอมพิวเตอร์ และ รองรับการ
เติบโตทางธุรกจิในระยะสัÊน 
ปัจจัยหลักสาํหรับผลักดันให้ระบบประมวลผลกลุ่ม
เมฆใช้งานอย่างกว้างขวางในทุกด้านเนืÉ องจาก แอปพลิเคชัÉน
ทีÉ ต้องการใช้ข้อมูลขนาดใหญ่, ความต้องการทรัพยากรทีÉ
เพิÉ มขึÊ นของศูนย์ข้อมูล, สมรรถนะทีÉ เพิÉ มขึÊนของเนตเวิร์ก, 
แนวคิด : High – end 
Computer, Multiple 
OS, Multiple Site 
แนวคิด : Commodity 
Computer, One OS, 
แนวคิด : Commodity 
Computer and High – 
end Computer,  
คลสัเตอร์ กริด กลุ่มเมฆ 
แกปั้ญหา : ปัญหา
ขนาดใหญ่ดว้ยการ
แกปั้ญหา ; เชิงธุรกิจ
เพืÉอสนบัสนุนทาง
Distributed System 
 
Cluster 
Systems 
Super 
Computers 
 
 
 
Cloud 
Computing 
Grid 
Computing 
Scale 
Application Oriented Service Oriented 
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นวัตกรรมและการทาํงานร่วมกัน (Innovation and 
Collaboration) และ การเพิÉ มขึÊนของค่าใช้จ่ายด้านพลังงาน  
หัวข้อทางด้านการพัฒนาระบบประมวลผลกลุ่มเมฆ
ทีÉ น่าสนใจคือ การหาคําตอบเกีÉ ยวกับการลดค่าใช้จ่าย
ทางด้านพลังงาน เนืÉ องจากศูนย์ข้อมูล ในระบบประมวลผล
กลุ่มเมฆค่าใช้จ่ายส่วนหนึÉ งหมดไปกันค่าใช้จ่ายทางด้าน
พลังงาน ประโยชน์ทีÉ มีต่อผู้ให้บริการระบบประมวลผลกลุ่ม
เมฆสามารถแบ่งได้เป็น 2 ประเดน็คือ ลดรายจ่ายให้กบัศูนย์
ข้อมูล และ กาํไรจากการขายทรัพยากรเพิÉ มขึÊน นอกจากนัÊน
แล้วยังพบอีกว่ายังมีหัวข้ออีก 2 เรืÉ องทีÉ ควรนาํมาแก้ไขคือ 
คุณภาพของการให้บริการ  (QoS) ของเซอร์ วิส  และ 
ประสิทธิภาพของความปลอดภัย  เนืÉ องจากระบบ
ประมวลผลกลุ่มเมฆเป็นระบบขนาดใหญ่มีผู้ใช้งานจาํนวน
มาก เมืÉ อมีการใช้งานเซอร์วิสบางตัวในเวลาหนึÉ งอาจมี
คุณภาพตํÉาลงเช่น เวลาในการตอบสนอง, เวลาสําหรับ
ประมวลผล รวมถึงความไม่เสถียรของเซอร์วิส ซึÉ งประเดน็
เหล่านีÊ ส่งผลทางด้านลบต่อผู้ให้บริการระบบประมวลผลกลุ่ม
เมฆ ในส่วนของการเพิÉ มประสทิธภิาพความปลอดภัยนัÊนเป็น
อีกประเดน็น่าสนใจเนืÉ องจาก การประมวลผลข้ามองค์กรทาํ
ให้มีเรืÉ องของความปลอดภัยและนโยบายระหว่างองค์กร 
ส่งผลให้ในบางกรณีการเลือกทรัพยากรสาํหรับประมวลผล
จะมเีงืÉ อนไขจาํนวนมากให้พิจารณาก่อนการใช้ทรัพยากร  
 
การเพิÉมประสิทธิภาพระบบประมวลผลกลุ่มเมฆ   
อาร์มบรัสต์ (Armbrust, 2009) ได้ทาํการศึกษา
ระบบประมวลผลกลุ่มเมฆ (Cloud Computing) ซึÉ งเป็น
ระบบประมวลผลสมรรถนะสงูทีÉ สามารถเข้าใช้ทรัพยากรของ
การประมวลผลในรูปของเซอร์วิสผ่านทางระบบอินเตอร์เนต็ 
สามารถใช้ทรัพยากรได้ง่ายเหมือนกบัสาธารณูปโภคพืÊนฐาน
เช่น นํÊาประปา, ไฟฟ้า และ โทรศัพท ์ทีÉ มีการชาํระค่าบริการ
ตามจริงทีÉ ใช้งาน ดังนัÊ นระบบประมวลผลกลุ่มเมฆจึงมี
บทบาทต่อทางธุรกิจอย่างกว้างขวางเพืÉ อแสวงหาผลกาํไร ซึÉ ง
สอดคล้องกับหัวข้องานวิจัยทางด้านระบบประมวลผลกลุ่ม
เมฆส่วนใหญ่ทีÉ ส่งผลประโยชน์ต่อผู้ให้บริการเป็นหลัก ใน
ส่วนของงานวิจัยทีÉ จะช่วยเพิÉ มประสิทธิภาพของระบบ
ประมวลผลกลุ่มเมฆสามารถแบ่งได้เป็น 3 หัวข้อคือ 1.การ
ใช้พลังงานอย่างมีประสทิธภิาพ (Power Efficient),  2. การ
ปรับปรุงคุณภาพของการให้บริการทรัพยากร (Quality of 
Service) และ 3. ความปลอดภัยของการใช้ทรัพยากร 
(Security)  
 ชาง (Zhang, 2010: 7-18) ได้ทาํการศึกษาการ
เพิÉ มประสิทธิภาพของการใช้พลังงานของระบบต่างๆ จาก
ระบบประมวลผลคลัสเตอร์จนถึงระบบประมวลผลกลุ่มเมฆ 
พบว่า ค่าใช้จ่ายมากกว่าครึÉ งของค่าใช้จ่ายทัÊงหมด สญูเสยีไป
กับค่าใช้จ่ายด้านพลังงานและระบบทาํความเย็นของศูนย์
ข้อมูล (Data Center) ด้วยเหตุนีÊ ผู้ให้บริการจึงมุ่งเน้นถึงการ
ลดค่าใช้จ่ายทางด้านพลังงานเป็นหลัก เนืÉ องด้วยระบบ
ประมวลผลกลุ่มเมฆเป็นระบบทีÉ มีกําลังการประมวลผล
เปลีÉ ยนแปลงตลอดเวลาเป็นแบบพลวัต (Dynamic) ทาํให้
เกดิแนวคิดปรับลดความเรว็ของหน่วยประมวลผลลงและปิด
เครืÉ องคอมพิวเตอร์บางส่วนตามช่วงเวลาทีÉ ภาระงานในระบบ
เหลือจาํนวนน้อยซึÉ งจะช่วยลดค่าใช้จ่ายของศนูย์ข้อมูล  
เบลโลกลาซอฟ (Beloglazov, 2010: 826-831) 
ได้ทําการศึกษาและมีแนวคิดทีÉ จะปรับปรุงตัวจัดการ
ตารางเวลาของงานทีÉ ต้องการประมวลผล (Job Scheduler) 
ให้มีประสิทธิภาพ โดยเพิÉ มเงืÉ อนไขทางด้านการใช้พลังงาน
อย่างมีประสทิธภิาพเข้าไป  นอกจากนัÊนยังมีแนวคิดการรวม
ทรัพยากรไว้ทีÉ เดียวกัน (Consolidation) เพืÉ อปิดเครืÉ องทีÉ ไม่
ถูกใช้งานลง ซึÉ งประเดน็ทีÉ น่าสนใจของหัวข้อนีÊ คือ การหาจุด
สมดุลระหว่างการประหยัดพลังงานและประสิทธิภาพของ
แอปพลิเคชัÉนรวมถึงคุณภาพของการให้บริการทรัพยากร
ด้วย 
ยี (Ye, 2010)ได้ทาํการศึกษาการปรับปรุง
คุณภาพของการให้บริการทรัพยากรบนระบบประมวลผล
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กลุ่มเมฆ เนืÉ องจากคุณภาพของการให้บริการทรัพยากรนัÊน
ส่งผลกระทบโดยตรงต่อผู้ใช้บริการ ซึÉ งผลกําไรของผู้
ให้บริการนัÊนขึÊ นอยู่กับจํานวนผู้ใช้บริการ, เวลาของการใช้
บริการ และ ขนาดของทรัพยากรทีÉ ให้บริการ โดยปัจจัยหลัก
ทีÉ ส่ ง ผล ต่อ คุณภ าพของท รัพย า กรทีÉ ใ ห้ บ ริ ก า ร เ ช่ น 
ประสิทธิภาพของฮาร์ดแวร์ของผู้ ให้บริการ, ประสิทธิภาพ
ของเครือข่าย, ประสทิธภิาพของวิธีการจัดการพลังงาน และ 
ประสทิธภิาพของตัวจัดสรรตารางเวลาของระบบประมวลผล
กลุ่มเมฆ เป็นต้น ปัจจัยเหล่านีÊ เป็นปัจจัยหลักทีÉ ส่งผลต่อ
คุณภาพของการให้บริการทรัพยากรเช่น วิธีแมป็คุณภาพทีÉ
ผู้ใช้บริการต้องการลงสู่ทรัพยากรในระบบประมวลผลกลุ่ม
เมฆ  รวมถึงวิธกีารประเมินคุณภาพของการให้บริการ, การ
จัดการพลังงานอย่างมีประสิทธิภาพโดยการทํานาย 
(Prediction) พฤติกรรมการใช้พลังงานเพืÉ อนาํไปใช้ตัดสิน
การโอนย้ายเซอร์วิส ทีÉ ส่งผลต่อคุณภาพของการให้บริการ
น้อยทีÉ สดุ แบบจาํลองสมรรถนะทีÉ ส่งผลต่อราคาของเซอร์วิส
เมืÉ อคุณภาพของการให้บริการตํÉาลง โดยใช้ผลลัพธ์นํามา
วิเคราะห์ร่วมกันกับทฤษฎีแบบแถวคอยเพืÉ อนําไปทาํนาย
และปรับแผนสาํหรับจัดตารางเวลาของการใช้ทรัพยากร ทีÉ
พิจารณาความสมดุลของปัจจัยทางด้าน สมรรถนะ, ความ
น่าเชืÉ อถอืและ ราคา เป็นต้น 
 ลอมบาร์ดิ และ ดิเปียโตร (Lombardi and Di 
Pietro, 2010) ได้ทาํการศึกษาด้านความปลอดภัยของการ
ใช้ทรัพยากรบนระบบประมวลผลกลุ่มเมฆ เนืÉ องจากข้อมูล
ของผู้ใช้บริการถูกจัดเกบ็กระจายออกไปตามหน่วยสาํรอง
ข้อมูลต่างสถานทีÉ ซึÉ งอาจเกิดปัญหาด้านความปลอดภัยของ
ข้อมูล จึงเกิดแนวคิดสาํหรับจัดการป้องกันข้อมูลและรักษา
ความปลอดภัยให้กับ ข้อมูลในรูปแบบของเซอร์ วิสทีÉ
ให้บริการแก่ผู้ใช้ทรัพยากร นอกจากปัญหาทางด้านความ
ปลอดภัยของข้อมูลแล้ว ประเด็นของความปลอดภัยของ
เครืÉ องจักรเสมือน (Virtual Machine) ทีÉ มีการโอนย้ายเพืÉ อ
เพิÉ มประสิทธิภาพการคาํนวณและลดค่าใช้จ่ายด้านพลังงาน
แก่ศูนย์ข้อมูล นอกจากด้านความปลอดภัยของข้อมูลเสมือน 
(Image File) แล้ว ยังต้องคาํนึงถึงความปลอดภัยจากการ
เชืÉ อมต่อเข้าเครือข่ายและอุปกรณ์สาํรองข้อมูลทีÉ เครืÉ องจักร
เสมอืนใช้งาน  การใช้งานระบบทีÉ ให้ความปลอดภัยสงูเพืÉ อใช้
ในการรับส่งข้อมูลขนาดใหญ่และจํานวนมากบนระบบ
ประมวลผลกลุ่มเมฆพบว่าส่งผลต่อคุณภาพการให้บริการ
ทรัพยากร อย่างไรก็ตามยังมีแนวคิดพัฒนาโปรโตคอล 
(Protocol) ทีÉ มีประสิทธภิาพและความยืดหยุ่นเหมาะสาํหรับ
การรับส่งข้อมูลบนระบบประมวลผลกลุ่มเมฆ 
 
สรุป   
บทความนีÊ นําเสนอการพัฒนาทางด้านระบบ
ประมวลผลกลุ่มเมฆเพืÉ อเพิÉ มประสิทธิภาพให้กับระบบ ซึÉ ง
เป็นงานวิจัยทีÉ ได้รับความสนใจอย่างกว้างขวางในกลุ่มนักวิจัย
ทางด้าน วิทยาการคอมพิวเตอร์, วิศวกรรมคอมพิวเตอร์ 
รวมถงึสาขาทีÉ ใกล้เคียงเช่น คณิตศาสตร์, เศรษฐ์ศาสตร์ และ 
ธุรกิจการเงิน โดยมีประเดน็ของการเพิÉ มประสิทธิภาพให้กับ
ระบบประมวลผลกลุ่มเมฆ ในสามหัวข้อคือ 1.การใช้
พลังงานอย่างมีประสิทธิภาพ, 2.การปรับปรุงคุณภาพของ
การให้บริการทรัพยากร และ 3.ความปลอดภัยของการใช้
ทรัพยากร ซึÉ งในปัจจุบันทัÊงสามหัวข้อนีÊ ยังคงได้รับความ
สนใจและมกีารวิจยัอย่างต่อเนืÉ อง  
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