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PARALLELOGRAM POLYOMINOES, PARTIALLY LABELLED
DYCK PATHS, AND THE DELTA CONJECTURE
MICHELE D’ADDERIO AND ALESSANDRO IRACI
Abstract. We introduce area, bounce and dinv statistics on decorated parallelogram polyominoes, and
prove that some of their q, t-enumerators match 〈∆hmen+1, sk+1,1n−k 〉, extending in this way the work
in (Aval et al. 2014). Also, we provide a bijective connection between decorated parallelogram polyomi-
noes and decorated labelled Dyck paths, which allows us to prove the combinatorial interpretation of
the coefficient 〈∆′em+n−k−1em+n, hmhn〉 predicted by the Delta conjecture in (Haglund et al. 2015).
Finally, we define a statistic pmaj on partially labelled Dyck paths, which provides another conjectural
combinatorial interpretation of ∆hℓ∆
′
en−k−1
en, cf. (Haglund et al. 2015).
This is the full version of (D’Adderio, Iraci 2017) arXiv:1711.03923.
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Introduction
In [2], statistics area, bounce and dinv have been defined on parallelogram polyominoes, and some of
their q, t-enumerators have been shown to be 〈∆em+nem+n, hmhn〉 = 〈∆hmen+1, s1n+1〉. In particular,
the first author proposed a combinatorial interpretation of the full symmetric function ∆hmen+1 at q = 1
in terms of labelled parallelogram polyominoes, and asked for a dinv statistic that could give the more
general ∆hmen+1 (cf. [1, Equations (8.1) and (8.14)]).
In [18] the authors state the so called Delta conjecture, which predicts a combinatorial interpretation of
the symmetric function ∆eken. This is a generalization of the Shuffle conjecture stated in [15] and [17]
and proved in [6], which is related to the famous diagonal harmonics discovered by Garsia and Haiman
in their work towards a proof of the Schur positivity of Macdonald polynomials (cf. [10, 13, 20, 21]).
Other than the results mentioned in [18], other consequences of this conjecture have been proved, in
particular in [7, 8, 25, 28], while the general Delta conjecture remains open.
The delta operator ∆f has been defined for any symmetric function f by Bergeron, Garsia, Haiman and
Tesler, and in fact in [18] the authors provide a generalization of their Delta conjecture for the symmetric
function ∆hℓeken in terms of partially labelled Dyck paths.
In this work we extend the results in [2], by providing a combinatorial interpretation of the more general
〈∆hmen+1, sk+1,1n−k〉 in terms of decorated parallelogram polyominoes.
Also, we prove the formula for 〈∆′em+n−k−1em+n, hmhn〉 predicted by the Delta conjecture in [18], by
providing a recursion of these polynomials. This, together with the results in [7], completely solves
Problem 8.1 in [18].
Surprisingly, these two solutions are intimately related: indeed, with a bijection, we show that these two
combinatorial polynomials actually coincide.
In order to prove these results, we provide some symmetric function identities. The proofs of these are
based on theorems in [7] and [14].
Finally, we introduce a pmaj statistic on partially labelled Dyck paths, providing another combinatorial
interpretation of ∆hℓeken. Then, for the special case k = 0, we describe a bijection with labelled
parallelogram polyominoes, which allows us to define both a dinv and a pmaj statistic on these objects:
this answers the question in [1, Equation (8.14)].
The paper is organized as follows: in Section 1 we review some basic notation and results from the
theory of symmetric functions and Macdonald’s polynomials. In Sections 2 to 4 we introduced some of
the combinatorial objects we are going to deal with, and some relevant statistics on them, by developing
some of their theory. In Section 5 we prove a few identities of symmetric functions that we need to get
our main results, that are presented and proved in Section 6. In Sections 7 and 8 we introduce some
more combinatorial objects and we state our general conjecture involving the statistic pmaj.
1. Symmetric function notation
The main references that we will use for symmetric functions are [24] and [26]. This section is very
similar to [7, Section 1], but we need it to fix the notations and state the identities we use later in this
work.
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The standard bases of the symmetric functions that will appear in our calculations are the complete
homogeneous {hλ}λ, elementary {eλ}λ, power {pλ}λ and Schur {sλ}λ bases.
We will use implicitly the usual convention that e0 = h0 = 1 and ek = hk = 0 for k < 0.
The ring Λ of symmetric functions can be thought of as the polynomial ring in the power sum generators
p1, p2, p3, . . . . This ring has a grading Λ =
⊕
n≥0 Λ
(k) given by assigning degree i to pi for all i ≥ 1. As
we are working with Macdonald symmetric functions involving two parameters q and t, we will consider
this polynomial ring over the field Q(q, t). We will make extensive use of the plethystic notation.
With this notation we will be able to add and subtract alphabets, which will be represented as sums of
monomials X = x1+x2+x3+ · · · . Then, given a symmetric function f , and thinking of it as an element
of Λ, we denote by f [X ] the expression f with pk replaced by x
k
1 + x
k
2 + x
k
3 + · · · , for all k.
We have for example the addition formulas
pk[X + Y ] = pk[X ] + pk[Y ] and pk[X − Y ] = pk[X ]− pk[Y ],(1)
and
en[X + Y ] =
n∑
i=0
en−i[X ]ei[Y ] and hn[X + Y ] =
n∑
i=0
hn−i[X ]hi[Y ].(2)
Notice in particular that pk[−X ] equals −pk[X ] and not (−1)
kpk[X ]. As the latter sort of negative sign
can be also useful, it is customary to use the notation ǫ to express it: we will have pk[ǫX ] = (−1)
kpk[X ],
so that, in general,
f [−ǫX ] = ωf [X ](3)
for any symmetric function f , where ω is the fundamental algebraic involution which sends ek to hk, sλ
to sλ′ and pk to (−1)
kpk.
We denote by 〈 , 〉 the Hall scalar product on symmetric functions, which can be defined by saying that
the Schur functions form an orthonormal basis. With this definition, we have the orthogonality
〈pλ, pµ〉 = zµχ(λ = µ)(4)
which defines the integers zµ, where χ(P) = 1 if the statement P is true, and χ(P) = 0 otherwise.
Recall also the Cauchy identities
en[XY ] =
∑
λ⊢n
sλ[X ]sλ′ [Y ] and hn[XY ] =
∑
λ⊢n
sλ[X ]sλ[Y ].(5)
With the symbol “⊥” we denote the operation of taking the adjoint of an operator with respect to the
Hall scalar product, i.e.
〈f⊥g, h〉 = 〈g, fh〉 for all f, g, h ∈ Λ.(6)
We introduce also the operator
τzf [X ] := f [X + z] for all f [X ] ∈ Λ,(7)
so for example
τ−ǫf [X ] = f [X − ǫ] for all f [X ] ∈ Λ.(8)
We refer also to [19] for more informations on this topic.
1.1. Macdonald symmetric function toolkit. For a partition µ ⊢ n, we denote by
H˜µ := H˜µ[X ] = H˜µ[X ; q, t] =
∑
λ⊢n
K˜λµ(q, t)sλ(9)
the (modified) Macdonald polynomials, where
K˜λµ := K˜λµ(q, t) = Kλµ(q, 1/t)t
n(µ) with n(µ) =
∑
i≥1
µi(i− 1)(10)
are the (modified) Kostka coefficients (see [19, Chapter 2] for more details).
The set {H˜µ[X ; q, t]}µ is a basis of the ring of symmetric functions Λ with coefficients in Q(q, t). This is
a modification of the basis introduced by Macdonald [24], and they are the Frobenius characteristic of
the so called Garsia-Haiman modules (see [13]).
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If we identify the partition µ with its Ferrers diagram, i.e. with the collection of cells {(i, j) | 1 ≤
i ≤ µi, 1 ≤ j ≤ ℓ(µ)}, then for each cell c ∈ µ we refer to the arm, leg, co-arm and co-leg (denoted
respectively as aµ(c), lµ(c), aµ(c)
′, lµ(c)
′) as the number of cells in µ that are strictly to the right, above,
to the left and below c in µ, respectively (see Figure 1).
Arm
Leg
Co-leg
Co-arm
Figure 1.
We set M := (1 − q)(1− t) and we define for every partition µ
Bµ := Bµ(q, t) =
∑
c∈µ
qa
′
µ(c)tl
′
µ(c)(11)
Dµ := MBµ(q, t)− 1(12)
Tµ := Tµ(q, t) =
∏
c∈µ
qa
′
µ(c)tl
′
µ(c)(13)
Πµ := Πµ(q, t) =
∏
c∈µ
(1 − qa
′
µ(c)tl
′
µ(c))(14)
wµ := wµ(q, t) =
∏
c∈µ
(qaµ(c) − tlµ(c)+1)(tlµ(c) − qaµ(c)+1).(15)
Notice that
Bµ = e1[Bµ] and Tµ = e|µ|[Bµ].(16)
It is useful to introduce the so called star scalar product on Λ given by
〈pλ, pµ〉∗ = (−1)
|µ|−|λ|
ℓ(µ)∏
i=1
(1− qµi)(1− tµi)zµχ(µ = λ).
For every symmetric function f [X ] and g[X ] we have (see [11, Proposition 1.8])
〈f, g〉∗ = 〈ωφf, g〉 = 〈φωf, g〉(17)
where
φf [X ] := f [MX ] for all f [X ] ∈ Λ.(18)
It turns out that the Macdonald polynomials are orthogonal with respect to the star scalar product:
more precisely
〈H˜λ, H˜µ〉∗ = wµ(q, t)χ(λ = µ).(19)
These orthogonality relations give the following Cauchy identities
en
[
XY
M
]
=
∑
µ⊢n
H˜µ[X ]H˜µ[Y ]
wµ
for all n.(20)
The following linear operators were introduced in [3, 4], and they are at the basis of the conjectures
relating symmetric function coeffcients and q, t-combinatorics in this area.
We define the nabla operator on Λ by
∇H˜µ := TµH˜µ for all µ,(21)
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and we define the Delta operators ∆f and ∆
′
f on Λ by
∆f H˜µ := f [Bµ(q, t)]H˜µ and ∆
′
f H˜µ := f [Bµ(q, t)− 1]H˜µ, for all µ.(22)
Observe that on the vector space of symmetric functions homogeneous of degree n, denoted by Λ(n), the
operator ∇ equals ∆en . Moreover, for every 1 ≤ k ≤ n,
∆ek = ∆
′
ek
+∆′ek−1 on Λ
(n),(23)
and for any k > n, ∆ek = ∆
′
ek−1 = 0 on Λ
(n), so that ∆en = ∆
′
en−1 on Λ
(n).
We will use the following form of Macdonald-Koornwinder reciprocity (see [24, p. 332] or [11]): for all
partitions α and β
H˜α[MBβ]
Πα
=
H˜β [MBα]
Πβ
.(24)
One of the most important identities in this theory is the following one (see [11, Theorem I.2]): for every
symmetric function f [X ] and every partition µ, we have
〈f [X ], H˜µ[X + 1]〉∗ = ∇
−1τ−ǫf [X ]
∣∣
X=Dµ
.(25)
1.2. Pieri rules and summation formulae. For a given k ≥ 1, we define the Pieri coefficients c
(k)
µν
and d
(k)
µν by setting
h⊥k H˜µ[X ] =
∑
ν⊂kµ
c(k)µν H˜ν [X ],(26)
ek
[
X
M
]
H˜ν [X ] =
∑
µ⊃kν
d(k)µν H˜µ[X ].(27)
The following identity is [5, Proposition 5], written in the notation of [12], which is coherent with ours:
c(k+1)µν =
1
Bµ/ν
∑
ν⊂1α⊂kµ
c(k)µαc
(1)
αν
Tα
Tµ
with Bµ/ν := Bµ −Bν ,(28)
where ν ⊂k µ means that ν is contained in µ (as Ferrers diagrams) and µ/ν has k lattice cells, and the
symbol µ ⊃k ν is analogously defined. It follows from (19) that
c(k)µν =
wµ
wν
d(k)µν .(29)
For every m ∈ N with m ≥ 1, and for every γ ⊢ m, we have the well-known summation formula (see for
example [7, Equation (1.35)])
Bγ =
∑
δ⊂1γ
c
(1)
γδ .(30)
1.3. q-notation. We recall here some standard notations for q-analogues. For n, k ∈ N, we set
[0]q := 0, and [n]q :=
1− qn
1− q
= 1 + q + q2 + · · ·+ qn−1 for n ≥ 1,(31)
[0]q! := 1 and [n]q! := [n]q[n− 1]q · · · [2]q[1]q for n ≥ 1,(32)
and [
n
k
]
q
:=
[n]q!
[k]q![n− k]q!
for n ≥ k ≥ 0, and
[
n
k
]
q
:= 0 for n < k.(33)
Recall the well-known recursion[
n
k
]
q
= qk
[
n− 1
k
]
q
+
[
n− 1
k − 1
]
q
=
[
n− 1
k
]
q
+ qn−k
[
n− 1
k − 1
]
q
.(34)
Recall also the standard notation for the q-rising factorial
(a; q)s := (1 − a)(1− qa)(1− q
2a) · · · (1 − qs−1a).(35)
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It is well-known (cf. [26, Theorem 7.21.2]) that (recall that h0 = 1)
hk[[n]q] =
(qn; q)k
(q; q)k
=
[
n+ k − 1
k
]
q
for n ≥ 1 and k ≥ 0,(36)
and (recall that e0 = 1)
ek[[n]q] = q
(k2)
[
n
k
]
q
for all n, k ≥ 0.(37)
Also (cf. [26, Corollary 7.21.3])
hk
[
1
1− q
]
=
1
(q; q)k
=
k∏
i=1
1
1− qi
for k ≥ 0,(38)
and
ek
[
1
1− q
]
=
q(
k−1
2 )
(q; q)k
= q(
k−1
2 )
k∏
i=1
1
1− qi
for k ≥ 0.(39)
1.4. Useful identities. In this section we collect some results from the literature that we are going to
use later in the text.
The symmetric functions En,k were introduced in [9] by means of the following expansion:
en
[
X
1− z
1− q
]
=
n∑
k=1
(z; q)k
(q; q)k
En,k.(40)
Notice that setting z = qj in (40) we get
en
[
X
1− qj
1− q
]
=
n∑
k=1
(qj ; q)k
(q; q)k
En,k =
n∑
k=1
[
k + j − 1
k
]
q
En,k.(41)
In particular, for j = 1, we get
en = En,1 + En,2 + · · ·+ En,n.(42)
The following identity is [9, Proposition 2.2]:
H˜µ[(1 − t)(1− q
j)] = (1 − qj)Πµhj [(1− t)Bµ].(43)
So, using (20) with Y = [j]q =
1−qj
1−q , we get
en
[
X
1− qj
1− q
]
=
∑
µ⊢n
H˜µ[X ]H˜µ[(1− t)(1 − q
j)]
wµ
(44)
= (1− qj)
∑
µ⊢n
ΠµH˜µ[X ]hj [(1− t)Bµ]
wµ
.
For µ ⊢ n, Macdonald proved (see [24]p. 362 that
〈H˜µ, s(n−r,1r)〉 = er[Bµ − 1],(45)
so that, since by Pieri rule erhn−r = s(n−r,1r) + s(n−r+1,1r−1),
〈H˜µ, erhn−r〉 = er[Bµ].(46)
The following well-known identity is an easy consequence of (46).
Lemma 1.1. For any symmetric function f ∈ Λ(n),
〈∆edf, hn〉 = 〈f, edhn−d〉.(47)
Proof. Checking it on the Macdonald basis elements H˜µ ∈ Λ
(n), using (46), we get
〈∆edH˜µ, hn〉 = ed[Bµ]〈H˜µ, hn〉 = ed[Bµ] = 〈H˜µ, edhn−d〉.

The following lemma is due to Haglund.
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Lemma 1.2 ([14, Corollary 2]). For positive integers d, n and any symmetric function f ∈ Λ(n),
〈∆ed−1en, f〉 = 〈∆ωf ed, hd〉.(48)
The following theorem is due to Haglund.
Theorem 1.3 ([14, Theorem 2.11]). For n, k ∈ N with 1 ≤ k ≤ n,
〈∇En,k, hn〉 = χ(n = k).
In addition, if m > 0 and λ ⊢ m,
〈∆sλ∇En,k, hn〉 = t
n−k〈∆hn−kem
[
X
1− qk
1− q
]
, sλ′〉,(49)
or equivalently
〈∆sλ∇En,k, hn〉 = t
n−k
∑
µ⊢m
(1− qk)hk[(1− t)Bµ]hn−k[Bµ]ΠµK˜λ′µ
wµ
.(50)
We need another theorem of Haglund: the following is essentially [14, Theorem 2.5].
Theorem 1.4. For k, n ∈ N with 1 ≤ k ≤ n,
∇En,k = t
n−k(1− qk)Πhk
[
X
1− q
]
hn−k
[
X
M
]
,(51)
where Π is the invertible linear operator defined by
(52) ΠH˜µ[X ] = ΠµH˜µ[X ] for all µ.
The following expansions are well-known, and they can be deduced from Cauchy identities (20).
Proposition 1.5. For n ∈ N we have
en[X ] = en
[
XM
M
]
=
∑
µ⊢n
MBµΠµH˜µ[X ]
wµ
.(53)
Moreover, for all k ∈ N with 0 ≤ k ≤ n, we have
hk
[
X
M
]
en−k
[
X
M
]
=
∑
µ⊢n
ek[Bµ]H˜µ[X ]
wµ
.(54)
Finally, we need to recall (part of) a theorem from [7], which turns out to be crucial: set
F
(d,ℓ)
n,k := 〈∆hℓ∆en−d−ℓEn−ℓ,k, en−ℓ〉.
Theorem 1.6 ([7, Theorem 4.6]). For k, ℓ, d ≥ 0, n ≥ k + ℓ and n ≥ d, the F
(d,ℓ)
n,k satisfy the following
recursion: for n ≥ 1
F (d,ℓ)n,n = δℓ,0q
(n−d2 )
[
n
d
]
q
,(55)
F
(d,ℓ)
n,k = χ(n = k + ℓ)q
(k−d2 )
[
n− 1
ℓ
]
q
[
k
d
]
q
+
n−k∑
j=0
tn−k−j
k∑
s=0
n−k−j∑
h=1
q(
s
2)
[
k
s
]
q
[
k + j − 1
j
]
q
[
s+ j − 1 + h
h
]
q
F
(d−k+s,ℓ−j)
n−k−j,h .
with initial conditions
F
(d,ℓ)
0,k = δk,0δℓ,0δd,0, F
(d,ℓ)
n,0 = δn,0δℓ,0δd,0.(56)
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2. Parallelogram polyominoes
In this section we reintroduce some notions from [2], but adding some decorations into the picture.
In this paper, we will often identify lattice paths with tuples of 0’s and 1’s, where 0’s represent east steps
and 1’s represent north steps.
Definition 2.1. A m × n parallelogram polyomino is a pair of (m + n)-tuples (r,g), where r =
(r1, . . . , rm+n), g = (g1, . . . , gm+n) are such that
(1) ri, gi ∈ {0, 1} for all i,
(2) if 1 ≤ i < m+ n, then g1 + · · ·+ gi < r1 + · · ·+ ri,
(3) g1 + · · ·+ gm+n = r1 + · · ·+ rm+n = n.
A parallelogram polyomino is actually a pair of paths from (0, 0) to (m,n) such that one of the two paths
lies always strictly above the other one, never touching it except on the starting and the ending point.
We will refer to the top path r as red path and to the bottom path g as green path. See Figure 2 for an
example.
Figure 2. A 12× 7 parallelogram polyomino.
2.1. The area word. Parallelogram polyominoes can be coded using their area word, which is described
in [2]. The area word can be computed in two equivalent ways.
The first one consists of drawing a diagonal of slope −1 from the end of every horizontal green step, and
attaching to it the length of that diagonal (i.e. the number of squares it crosses). Then, one puts a dot
in every square not crossed by any of those diagonals, and attaches to each vertical red step the number
of dots in the corresponding row. Next, one bars the numbers attached to vertical red steps, and finally
one reads those numbers following the diagonals of slope −1, reading the red label before the green one.
See Figure 3 for an example.
1 2 3
2 2 3 3
1 1 2
2 2
0¯
1¯
2¯
2¯
2¯
1¯
2¯
Figure 3. The construction of the area word for the polyomino in Figure 2. Its area
word is 0¯11¯22¯3222¯332¯111¯22¯22.
Equivalently, we can build a Dyck path D = (r1, 1−g1, r2, . . . , rm+n, 1−gm+n) defined as the interlacing
of the two paths r and 1-g, and then we proceed as follows: starting from level 0¯, if we read a 1 then we
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write down the current level and go up one level in the alphabet 0¯ < 1 < 1¯ < 2 < . . . and if we read a
0, we go down a level without writing down anything.
It is not hard to check that those definitions are equivalent, and that the following holds (see [2, Section 3]
for detailed proves and examples).
Theorem 2.2. For m,n ≥ 1, there is a bijective correspondence between m× n parallelogram polyomi-
noes and Dyck words of length m + n in the alphabet 0¯ < 1 < 1¯ < 2 < . . . with exactly one 0¯ (as first
letter), exactly m unbarred letters, and exactly n barred letters.
We recall here that a Dyck word is a word a1a2 · · · such that if ai < ai+1 then ai+1 is the successor of
ai in the alphabet.
2.2. The statistics area and area. There is a very natural statistic on parallelogram polyominoes, which
is the area.
Definition 2.3. We define the statistic area on a parallelogram polyomino as the number of squares
between the two paths, or equivalently as the sum of the letters of its area word.
For example the area of the polyomino in Figure 3 is 34.
We want to define a refinement of this statistic for suitably decorated parallelogram polyominoes. The
correct spots to decorate are rises.
Definition 2.4. A rise of a parallelogram polyomino is a pair of consecutive letters in its area word
such that the former is barred, and the latter is its successor in the alphabet (e.g. 1¯2, 2¯3, . . . ).
To decorate a rise, we decorate the barred letter on it. We do not decorate the first rise 0¯1.
Definition 2.5. We define the statistic area on a parallelogram polyomino with some decorated rises as
the sum of the letters of its area word, ignoring the decorated (barred) ones.
2.3. The statistics bounce and bounce. We have a second statistic, the bounce. It is computed by
drawing the bounce path, which is another lattice path going from (0, 0) to (m,n).
To draw the bounce path, we draw a single horizontal step, then we pursue the following algorithm:
draw vertical steps until the path hits the end of a horizontal red step; then draw horizontal steps until
the path hits the end of a vertical green step; repeat until it reaches (m,n).
Now, we attach to each step of the bounce path a letter of the alphabet 0¯ < 1 < 1¯ < 2 < . . . starting
from 0¯ and going up a level each time the path changes direction. Let us call bounce word the sequence
of letters we used. See Figure 4 for an example.
Definition 2.6. We define the statistic bounce on a parallelogram polyomino as the sum of the letters
of its bounce word.
For example, the polyomino in Figure 4 has bounce word 0¯1111¯1¯1¯1¯22¯2¯33¯3¯3¯444¯4¯, so its bounce is 41.
We want to define a refinement of this statistic for suitably decorated parallelogram polyominoes. The
correct spots to decorate are red peaks.
Definition 2.7. A red peak of a parallelogram polyomino is a pair of consecutive steps of the red path
such that the former is vertical, and the latter is horizontal.
To decorate a red peak, we decorate the barred letter of the bounce word in the same column of its
horizontal step. We do not decorate the leftmost peak. See Figure 4 for an example.
Definition 2.8. We define the statistic bounce on a parallelogram polyomino with some decorated red
peaks as the sum of the letters of its bounce word, ignoring the decorated (barred) ones.
For example the bounce of the polyomino in Figure 4 is 41− 1− 3 = 37.
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0¯ 1
1
1
1¯ 1¯ 1¯ 1¯ 2
2¯ 2¯ 3
3¯ 3¯ 3¯ 4
4
4¯ 4¯
Figure 4. A parallelogram polyomino in which the bounce path is shown. It has two
decorated red peaks. To compute bounce, we should sum the values of the blue letters
and ignore the red ones.
2.4. The statistic dinv. We have also a third statistic, the dinv, first defined in [2]. Let us (mysteriously)
call inversion any pair of letters in the area word of a parallelogram polyomino such that the rightmost
is the successor, in the usual alphabet, of the leftmost one.
Definition 2.9. We define the statistic dinv on a parallelogram polyomino as the number of its inversions.
For example, the dinv of the polyomino in Figure 3 is 32.
We do not give a decorated version of this statistic. Indeed it can be defined, but the spots to decorate
are not as nice as rises or red peaks. Furthermore, we do not need it to state our results.
2.5. The ζ map. Before going on, let us fix some notation.
PP(m,n) := {P | P is a m× n parallelogram polyomino}(57)
PP(m\r, n) := {P ∈ PP(m,n) | P has r 1’s in its area word}(58)
PP(m,n)⋆k := {(P, ⋆1, . . . , ⋆k) | P ∈ PP(m,n), ⋆i is a decoration on a rise}(59)
PP(m\r, n)⋆k := {(P, ⋆1, . . . , ⋆k) | P ∈ PP(m\r, n), ⋆i is a decoration on a rise}(60)
PP(m,n\s) := {P ∈ PP(m,n) | P has s 1’s in its bounce word}(61)
PP(m,n)•k := {(P, •1, . . . , •k) | P ∈ PP(m,n), •i is a decoration on a red peak}(62)
PP(m,n\s)•k := {(P, •1, . . . , •k) | P ∈ PP(m,n\s), •i is a decoration on a red peak}(63)
In [2, Section 4], the authors give a bijection ζ : PP(m,n) → PP(n,m) swapping (area, bounce) and
(dinv, area). In fact, the same map has a stronger property.
Theorem 2.10. For m ≥ 1, n ≥ 1, k ≥ 0, and 1 ≤ r ≤ m, the bijection ζ : PP(m,n) → PP(n,m) in
[2, Theorem 4.1] extends to a bijection ζ : PP(m\r, n)⋆k → PP(n,m\r)•k swapping (area, bounce) and
(dinv, area).
Proof. First of all, let us recall the definition of the ζ map. Pick a parallelogram polyomino and draw
its bounce path; then, project the labels of the bounce path on both the red and the green path. Now,
build the area word of the image as follows: pick the first bounce point on the red path, and write down
the 0¯ and the 1’s as they appear going downwards along the red path (in this case, the relative order will
always be with the 0¯ first, and all the 1’s next). Then, go to the first bounce point on the green path,
and insert the 1¯’s after the correct number of 1’s, in the same relative order in which they appear going
downwards to the previous bounce point. If a letter is decorated, keep the decoration. Now, move to the
second bounce point on the red path, and repeat. See Figure 5 for an example.
As proved in [2, Section 4], the result will be the area word of a n × m parallelogram polyomino. It
is also proved that, area is mapped to dinv, since the squares of the starting parallelogram polyomino
correspond to the inversions on the image.
Red peaks are mapped into rises, because when reading the red path top to bottom, one reads the
horizontal step first, which corresponds to a barred letter, and the vertical step next, which correspond
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to the next unbarred letter. Moreover, the decoration is kept on a letter with the same value. This
implies that bounce is mapped to area.
Furthermore, by construction one has that the number of 1’s in the bounce word is equal to the number
of 1’s in the area word of the image polyomino, since that area word is just an anagram of the bounce
word of the starting one. 
0¯ 1
1
1
1¯ 1¯ 1¯ 1¯ 2
2¯ 2¯ 3
3¯ 3¯ 3¯ 4
4
4¯ 4¯
1
1
1
0¯
1¯ 1¯
1 1¯ 1¯
1
1
Figure 5. The first two steps needed to compute the ζ map. The final image will be
the parallelogram polyomino with area word 0¯111¯1¯22¯2¯33¯3¯444¯4¯3¯11¯1¯.
2.6. q, t-enumerators. We now want to build and compute some q, t-enumerators for our sets. Let us
define
PPq,t(m,n) :=
∑
P∈PP(m,n)
qarea(P )tbounce(P ) =
∑
P∈PP(m,n)
qdinv(P )tarea(P )
which are proved to be equal in [2, Section 6]. We analogously denote with a subscript q, t the q, t-
enumerator for the other sets defined in Subsection 2.5, using the bistatistic (dinv, area) for (58) - (59) -
(60), and the bistatistic (area, bounce) for (61) - (62) - (63).
We are now ready to state some recursions.
Theorem 2.11. For m ≥ 1, n ≥ 1, k ≥ 0, and 1 ≤ r ≤ m, the polynomials PPq,t(m\r, n)
⋆k satisfy the
recursion
PPq,t(m\r, n)
⋆k = tm+n−k−1
n−1∑
s=1
qr+s
[
r + s− 1
s
]
q
k∑
h=0
q(
h
2)
[
s
h
]
q
×
m−r∑
u=1
[
s+ u− h− 1
s− 1
]
q
PPq,t(m− r \ u, n− s)
⋆ k−h
with initial conditions
PPq,t(m\m,n)
⋆0 = (qt)m+n−1
[
m+ n− 2
n− 1
]
q
and PPq,t(m\r, 1)
⋆k = δrmδk0(qt)
m.
Proof. Let P be a polyomino with k decorated rises, r be the number of 1’s in its area word, s be the
number of 1¯’s, h be the number of 1¯’s with a decoration, and u be the number of 2’s. We want to build
its area word.
The factor tm+n−k−1 takes care of the fact that every non-decorated letter but 0¯ contribute for at least
one unit to the area. The factor qr takes care of the dinv between the 0¯ and the 1’s, and the factor
qs
[
r+s−1
s
]
q
takes care of the dinv between the 1’s and the 1¯’s. The factor q(
h
2)
[
s
h
]
q
takes care of the dinv
between the decorated 1¯’s and the 2’s, where q(
h
2) is needed to take into account the fact that there is at
least one 2 between two decorated 1¯’s (think of this step as inserting h 2’s right after some 1¯, and then
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decorating those 1¯’s). Next, the factor
[
s+u−h−1
s−1
]
q
takes care of the dinv between the not decorated 1¯’s
and the 2’s (think of it as inserting the remaining u− h 2’s anywhere).
Finally, the contribution to dinv and area given by the letters greater or equal than 2 is given by PPq,t(m−
r \ u, n − s)⋆ k−h. In fact, if we remove from the area word of P all the 1’s and 1¯’s, and then we lower
by 1 all the other entries but 0¯, we get the area word of a polyomino in PP(m− r \ u, n− s)⋆ k−h.
The initial conditions are easy to check, and this concludes the proof. 
Theorem 2.12. For m ≥ 1, n ≥ 1, k ≥ 0, and 1 ≤ s ≤ n, the polynomials PPq,t(m,n\s)
•k satisfy the
recursion
PPq,t(m,n\s)
•k = tm+n−k−1
m−1∑
r=1
qr+s
[
r + s− 1
r
]
q
k∑
h=0
q(
h
2)
[
r
h
]
q
×
n−s∑
v=1
[
r + v − h− 1
r − 1
]
q
PPq,t(m− r, n− s \ v)
• k−h
with initial conditions
PPq,t(m,n\n)
•0 = (qt)m+n−1
[
m+ n− 2
m− 1
]
q
and PPq,t(1, n\s)
•k = δsnδk0(qt)
n.
Proof. Let P be a polyomino with k decorated red peaks, s be the the number of 1’s in its bounce word
(i.e. the length of the first vertical step of the bounce path), r be the number of 1¯’s in its bounce word
(i.e. the length of the first horizontal step of the bounce path, ignoring the first step), h be the number
of decorations in the first r + 1 columns, and v be the number of 2’s in the bounce path (i.e. the length
of the second vertical step). We want to build its bounce word.
The factor tm+n−k−1 takes care of the fact that every non-decorated letter in the bounce word but 0¯
contribute for at least one unit to the bounce.
The factor qs takes care of the area of the rectangle delimited by the steps of the bounce path labelled
by 0¯ or 1, and the first s+ 1 steps of the red path (highlighted in lime in Figure 6).
The factor qr
[
r+s−1
r
]
q
takes care of the area of the region delimited by the steps of the bounce path
labelled by 1 or 1¯, and the first s+ 1 steps of the green path (highlighted in cyan in Figure 6).
The factor q(
h
2)
[
r
h
]
q
takes care of the area of the rows corresponding to red peaks in the region delimited
by the between the steps of the bounce path labelled by 1¯ or 2, and the steps of the red path from the
s + 2-th and the r + s + v + 1-th (highlighted in pink in Figure 6), where q(
h
2) is needed to take into
account the fact that if there is a peak of the red path, then there must be a vertical step followed by a
horizontal step.
Next, the factor
[
r+v−h−1
r−1
]
q
takes care of the area of the remaining rows in the same region.
Finally, the contribution to area and bounce given by the rest of the polyomino is given by PPq,t(m −
r, n−s \ v)•k−h. In fact, if we consider the intersection of the original polyomino with the rectangle going
from (r, s) to (m,n) (the orange rectangle in Figure 6) we get a polyomino in PPq,t(m− r, n−s \ v)
• k−h.
The initial conditions are easy to check, and this concludes the proof. 
The recursion is the same one given for (dinv, area) switching m and n, so we have the following result,
which can be also derived from Theorem 2.10.
Corollary 2.13. PPq,t(m\r, n)
⋆k = PPq,t(n,m\r)
•k.
3. Reduced parallelogram polyominoes
In this section we discuss a reduced version of the parallelogram polyominoes. Though these objects
are strictly related to the original ones, it turns out that some combinatorial results that we will discuss
later in the present article look more natural on these reduced siblings.
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0¯ 1
1
1¯ 1¯ 1¯ 1¯ 2
2
2
2¯ 2¯ 2¯ 2¯ 2¯ 3
3
3¯ 3¯
Figure 6. The first step of the recursion for (area, bounce).
Condition 2 in Definition 2.1 implies that the red path has to begin with a vertical step and end with a
horizontal step, while the green path has to begin with a horizontal step and end with a vertical step. We
can adjust the definition in order to remove this restriction, and get reduced parallelogram polyominoes.
Definition 3.1. A m × n reduced parallelogram polyomino is a pair of (m + n)-tuples (r,g), where
r = (r1, . . . , rm+n), g = (g1, . . . , gm+n) are such that
(1) ri, gi ∈ {0, 1} for all i,
(2) if 1 ≤ i ≤ m+ n, then g1 + · · ·+ gi ≤ r1 + · · ·+ ri,
(3) g1 + · · ·+ gm+n = r1 + · · ·+ rm+n = n.
Now, the red path can touch the green path in other points than the extremal two, possibly even with
overlapping segments. It still cannot go below it. See Figure 7 for an example.
0 0
0¯
0¯
0¯ 1 1 1 1 1
1¯
1¯ 2 2 2 2 2
2¯
2¯
Figure 7. A reduced polyomino with the bounce path shown, and two decorated green peaks.
There is an obvious bijective correspondence φ between parallelogram polyominoes of size m × n and
reduced parallelogram polyominoes of size (m− 1)× (n− 1), consisting in removing the first and the last
step of both paths.
We can define the area word of a reduced parallelogram polyomino in the exact same way we did for
standard parallelogram polyominoes. For convenience reasons, we artificially add a 0 at the beginning
of the area word we get with the usual algorithm. This way, to get the area word of φ(P ), we only need
to remove the 0¯ at the beginning of the area word of P , and then decrease the value of all the letters by
1. For example, the area word of the reduced polyomino in Figure 7 is 00¯11¯22¯00¯1111¯2111¯2110¯.
When working with reduced parallelogram polyominoes, the statistics area, bounce, and dinv get some
sort of normalization.
3.1. The statistics area and area. For the area, the definition is natural.
Definition 3.2. We define the statistic area on a reduced parallelogram polyomino as the number of
squares between the two paths, or equivalently as the sum of the letters of its area word.
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For example, the area of the reduced polyomino in Figure 7 is 19.
Once again, we want to define a refinement of this statistic for decorated objects. We still have to
decorate rises.
Definition 3.3. A rise of a reduced parallelogram polyomino is a pair of consecutive letters in its area
word such that the former is barred, and the latter is its successor in the alphabet (eg. 1¯2, 2¯3, . . . ).
This time, to decorate a rise, we decorate the unbarred letter on it. We can now decorate all the rises,
since we do not have the initial (artificial) rise 0¯1 this time.
Definition 3.4. We define the statistic area on a parallelogram polyomino with some decorated rises as
the sum of the letters of its area word, ignoring the decorated (unbarred) ones.
For the part concerning area, the difference is very minimal. If P is a m × n parallelogram polyomino,
we have that area(P ) = area(φ(P ))+m+n− 1, so φ is just a normalization. The only difference regards
the decorated rises, since we have to ignore the unbarred letter instead, in order to get the equality
area(P ) = area(φ(P )) +m+ n− 1.
3.2. The statistics bounce and bounce. When it comes to the statistic bounce, things change a little
bit more.
To draw the bounce path, the algorithm is slightly different. We proceed as follows: start from (0, 0) (no
artificial first step) and draw horizontal steps until the path hits the beginning of a vertical green step;
then draw vertical steps until the path hits the beginning of a horizontal red step; repeat until it reaches
(m,n).
Now, we attach to each step of the bounce path a letter of the alphabet 0 < 0¯ < 1 < 1¯ < 2 < . . . starting
from 0 and going up a level each time the path changes direction. Once again, call bounce word the
sequence of letters we used. Notice that we might not use any 0 (i.e. if both the paths start horizontally).
See Figure 7 for an example.
Definition 3.5. We define the statistic bounce on a parallelogram polyomino as the sum of the letters
of its bounce word.
So the reduced polyomino in Figure 7 has bounce word 000¯0¯0¯111111¯1¯222222¯2¯, so its bounce is 21.
We again want a refinement of this statistic for decorated objects. This time, the correct spots to decorate
are green peaks.
Definition 3.6. A green peak of a parallelogram polyomino is a pair of consecutive steps of the green
path such that the former is vertical, and the latter is horizontal.
To decorate a green peak, we decorate the unbarred letter of the bounce word in the same column of its
horizontal step. As for the area, we are now allowed to decorate any peak.
Definition 3.7. We define the statistic bounce on a reduced parallelogram polyomino with some dec-
orated green peaks as the sum of the letters of its bounce word, ignoring the decorated (unbarred)
ones.
For example the reduced polyomino in Figure 7 has two decorated green peaks, and its bounce is 21 −
1− 2 = 18.
The difference with the standard case is now more evident, since the starting direction is different, the
bouncing algorithm is different, and so are the spots to decorate. Let s(P ) be the reflection along the line
x = y; it swaps the green and the red path, and maps red peaks into green valleys. Move a decoration
on a green valley into the green peak in the same row (there is always exactly one). Then, we have that
bounce(s(P )) = bounce(φ(P )) +m+ n− 1.
In particular, the bounce path of s(P ) can be obtained by starting from (0, 0), drawing a horizontal step
labelled with 0¯, then drawing a vertical step labelled by 1, then reflecting the bounce path of φ(P ) along
the line x = y and copying it while increasing all its labels by 1.
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3.3. The statistic dinv. When it comes to the dinv, the definition is intrinsically different. Let us
(legitimately) call inversion any pair of letters in the area word of a parallelogram polyomino such that
the leftmost is the successor, in the usual alphabet, of the rightmost one.
Definition 3.8. We define the statistic dinv on a reduced parallelogram polyomino as the number of its
inversions.
For example, the dinv of the reduced polyomino in Figure 7, whose area word is 00¯11¯22¯00¯1111¯2111¯2110¯,
is 28.
This time, we do not in general have that dinv(P ) = dinv(φ(P )) +m + n − 1 or similar formulas. This
substantially different definition of the dinv statistic will come out to be quite handy later. It is also the
main reason to introduce these reduced objects (but not the only one).
3.4. The ζ map. As in the previous case, we have a bijection swapping (area, bounce) and (dinv, area).
This time, it does not swap height and width. Let us fix some notation again.
RP(m,n) := {P | P is a m× n reduced parallelogram polyomino}(64)
RP(m\r, n)⋆0 := {P ∈ RP(m,n) | P has r 0’s in its area word}(65)
RP(m,n)⋆k := {(P, ⋆1, . . . , ⋆k) | P ∈ RP(m,n), ⋆i is a decoration on a rise}(66)
RP(m\r, n)⋆k := {(P, ⋆1, . . . , ⋆k) | P ∈ RP(m\r, n)
⋆0, ⋆i is a decoration on a rise}(67)
RP(m\r, n)•0 := {P ∈ RP(m,n) | P has r − 1 0’s in its bounce word}(68)
RP(m,n)•k := {(P, •1, . . . , •k) | P ∈ RP(m,n), •i is a decoration on a green peak}(69)
RP(m\r, n)•k := {(P, •1, . . . , •k) | P ∈ RP(m\r, n)
•0, •i is a dec. on a green peak}(70)
Notice that we are including the first, artificial 0 in (65) and that we replaced r with r − 1 in (68). In
particular, r can be equal to m+ 1.
Theorem 3.9. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m + 1, there is a bijection ζ : RP(m\r, n)⋆k →
RP(m\r, n)•k sending the bistatistic (area, bounce) into (dinv, area).
Proof. The bijection is essentially the same as the one in Theorem 2.10. The only difference is that we
have to read the interlacing going upwards along the paths (i.e. bottom to top, left to right), and that
we have to add the artificial 0 at the beginning of the area word of the image. 
3.5. q, t-enumerators. Let us define the q, t-enumerators for those new sets analogously as we did for
standard decorated parallelogram polyominoes. It is immediate that
PPq,t(m,n) = (qt)
m+n−1 · RPq,t(m− 1, n− 1)
where the q, t-enumerator for RP(m− 1, n− 1) is built using the bistatistic (area, bounce). This implies
that the latter is symmetric in m and n; combining this fact with Theorem 3.9, we deduce that we could
have equivalently used (dinv, area) instead.
Proposition 3.10. PPq,t(n,m\r)
•k = (qt)m+n−1 · RPq,t(m− 1 \ r, n− 1)
•k.
Proof. Applying φ ◦ s we get that both statistics decrease by m+ n− 1, and the thesis follows. 
Proposition 3.11. For m ≥ 1, n ≥ 1, k ≥ 0, and 0 ≤ r ≤ m, we have
PPq,t(m\r, n)
⋆k = (qt)m+n−1 · RPq,t(m− 1 \ r, n− 1)
⋆k.
Proof. Applying ζ to both terms we get the statement in Proposition 3.10. 
We also have recursions for these sets.
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Theorem 3.12. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m+ 1, the polynomials RPq,t(m\r, n)
⋆k satisfy
the recursion
RPq,t(m\r, n)
⋆k =
n∑
s=1
tm+n+1−r−s−k
[
r + s− 1
s
]
q
k∑
h=0
q(
h
2)
[
s
h
]
q
×
m−r+1∑
u=1
[
s+ u− h− 1
s− 1
]
q
RPq,t(m− r \ u, n− s)
⋆ k−h
with initial conditions
RPq,t(m\m+ 1, n)
⋆0 =
[
m+ n
m
]
q
and RPq,t(m\r, 0)
⋆k = δk0δr(m+1).
Theorem 3.13. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ s ≤ n+ 1, the polynomials RPq,t(m,n\s)
•k satisfy
the recursion
RPq,t(m\r, n)
•k =
n∑
s=1
tm+n+1−r−s−k
[
r + s− 1
s
]
q
k∑
h=0
q(
h
2)
[
s
h
]
q
×
m−r+1∑
u=1
[
s+ u− h− 1
s− 1
]
q
RPq,t(m− r \ u, n− s)
• k−h
with initial conditions
RPq,t(m\m+ 1, n)
•0 =
[
m+ n
m
]
q
and RPq,t(m\r, 0)
•k = δk0δr(m+1).
Both of these can be proved either directly, with the same argument used in Theorem 2.11 and Theo-
rem 2.12, or from the statements of these theorems using Proposition 3.11 and Proposition 3.10.
4. Two cars parking functions
Two cars parking functions often appear in problems related to the Delta conjecture. They were first
introduced in [16] (as two-shuffle parking functions). As we are going to see, they are closely related to
parallelogram polyominoes.
Definition 4.1. A parking function is a Dyck path in which every vertical step is assigned a label, that
must be a positive integer, and these are increasing along columns (see Figure 8).
1
2
5
8
7
3
4
6
Figure 8. A parking functions with labels going from 1 to 8.
We can assign an area word to a parking function in the usual way, in which the i-th letter is the number
of full squares between the vertical step in row i and the main diagonal. This allows us to write a parking
function as a sequence of dominoes
a1
b1
a2
b2
···
···
an
bn
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where ai is the i-th label, and bi is the i-th letter of the area word. For example, the parking function
in Figure 8 has domino sequence
1
0
2
1
5
2
8
2
7
1
3
1
4
2
6
3
Let us recall some general definitions about parking functions.
Definition 4.2. We define the statistic area on a parking function as the sum of the letters of its area
word.
For example the parking function in Figure 8 has area 12.
We can then decorate rises, which are pairs of consecutive vertical steps. Then we can define the statistic
area on decorated parking functions as the sum of the letters of the area word, ignoring the ones attached
to the topmost step of a decorated rise.
Definition 4.3. We define the statistic dinv on a parking function as the number of inversions, i.e. the
pairs (i, j) with i < j such that bi = bj and ai < aj , or bi = bj + 1 and ai > aj .
A two cars parking function is a parking function in which labels can only have value 1 or 2 (see Figure 9).
These objects obviously inherit dinv and area statistics from general parking functions.
1
2
1
2
2
1
2
1
2
2
1
Figure 9. A two cars parking function with five 1’s and six 2’s.
4.1. The statistic pmaj. We have another statistic on parking functions, the pmaj. It was first intro-
duced in [22] and [23] for those parking functions in which the labels run from 1 to n, where n is the size
of the path.
Here we give a slight modification of the algorithm used to compute the pmaj that allows us to extend
the definition for those parking functions with repeated labels.
Definition 4.4. We define the statistic pmaj on a parking function PF of size n as follows.
Let C1 be the multiset containing the labels appearing in the first column of PF , and let w1 := maxC1.
Then, at step i, let Ci be the multiset obtained from Ci−1 by removing wi−1 and adding all the labels
in the i-th column of the PF ; let wi := max {a ∈ Ci | a ≤ wi−1} if this last set is non-empty, and
wi := max Ci otherwise. Set w := w1w2 · · ·wn. Finally, we define pmaj(PF ) := maj(wnwn−1 · · ·w1),
where maj is the usual major index on words, i.e. maj(a1a2 · · · ak) is the sum of the i such that ai > ai+1,
for i = 1, 2, . . . k − 1.
For the two cars parking function in Figure 9, we have w = 22112222111, hence its pmaj is 7. It is known
that this pmaj statistic specializes to the usual bounce statistic on Dyck paths if the label in row i is i
for all i.
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4.2. A statistics preserving bijection. Let us fix some notation.
PF
2(m,n) := {PF | PF is a two car parking function with n 1’s and m 2’s}(71)
PF2(m\r, n) := {PF ∈ PF2(m,n) | PF has r − 1 2’s on the main diagonal}(72)
PF2(m,n)⋆k := {(PF, ⋆1, . . . , ⋆k) | PF ∈ PF
2(m,n), ⋆i is a decoration on a rise}(73)
PF2(m\r, n)⋆k := {(PF, ⋆1, . . . , ⋆k) | PF ∈ PF
2(m\r, n), ⋆i is a decoration on a rise}(74)
And as usual we add a subscript q, t to denote the relevant q, t-enumerators. We have the following
result.
Theorem 4.5. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m+1, there exists a bijection ψ : RP(m\r, n)⋆k →
PF
2(m\r, n)⋆k such that (dinv(P ), area(P )) = (dinv(ψ(P )), area(ψ(P ))) for all P ∈ RP(m\r, n)⋆k.
Proof. Given the area word of a reduced polyomino, remove the initial artificial 0. Let bi be the value
of the i-th letter, and ai be 1 if the i-th letter is barred, and 2 if it is not. This gives the area word of a
two cars parking function. Keep the decorations as they are. Both the statistics are trivially preserved
(the area word is the same, and the inversions are also the same). 
We can immediately derive the following corollary.
Corollary 4.6. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m+ 1, we have
RPq,t(m\r, n)
⋆k = PF2q,t(m\r, n)
⋆k.
As we have seen, this map preserves the bistatistic (dinv, area) in a trivial way. The non-trivial result is
the following.
Theorem 4.7. Let P be a reduced polyomino of size m× n. Then bounce(P ) = pmaj(ψ(P )).
Proof. It is easy to see that the diagonals of slope −1 in P correspond to the columns in ψ(P ), in the
sense that we have a 1 (resp. a 2) in column i if and only if we have a vertical red step (resp. horizontal
green step) between the diagonals x+ y = i− 1 and x+ y = i. This is a consequence of the way the area
word of a reduced parallelogram polyomino is computed (see Figure 3).
Hence, while writing down w according to the pmaj algorithm, we write down 2’s until we reach the first
column with no 2’s (that could be the actual first one, in which case we write no 2’s). This means that,
on the polyomino, we hit the first diagonal with no horizontal green steps (hence with a vertical green
step), so the bounce path is changing direction for the first time. Suppose that we wrote down r− 1 2’s.
Now we want to prove that, if we are writing down a 1 in w, then the bounce path is going upwards.
This is trivially true at step r because the bounce path just hit the beginning of a vertical green step.
Then, at step r + i, if wr+i−1 = 1, then wr+i = 1 if and only if there are at least i 1’s in the first r + i
columns. This means that there are at least i vertical red steps between the diagonals x + y = 0 and
x+ y = r+ i, which implies that the r+ i-th red step is at least at height i, hence the bounce path could
not have hit any horizontal red step before its r + i-th step, therefore the r + i-th step of the bounce
path is vertical.
Then, suppose that we wrote down r − 1 2’s, and the next 2 in w is in position r + s (which will
conventionally be m + n + 1 if there are no more 2’s). This means that there is no 1 in column r + s,
and that there are exactly s 1’s in the first r + s − 1 columns. In the polyomino, it means that there
are exactly s vertical red steps between the diagonals x + y = 0 and x + y = r + s − 1, that there is a
horizontal red step between the diagonals x+ y = r + s− 1 and x+ y = r + s. Since it must be exactly
at height s, the bounce path hits it after r + s− 1 steps (see Figure 10).
Now, if r + s = m + n + 1 both bounce(s(P )) and pmaj(ψ(P )) are equal to 0, and we are done. If
r + s 6= m+ n+ 1, then w reversed has a descent at position m+ n + 1 − r − s, and none before that.
The bounce word starts with r− 1 0’s and s 0¯’s, and its remaining m+n+1− r− s letters contribute at
least 1 to the bounce. We can now use a recursive argument on the polyomino delimited by the rectangle
(r, s) and (m,n) (we should ignore the step from (r − 1, s) to (r, s), since it is forced to be horizontal),
and word wr+s+1 · · ·wm+n. The thesis follows. 
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0 0
0¯
0¯
1 1 1 1
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1¯
Figure 10. The reduced polyomino corresponding to the two cars parking function in
Figure 9. Notice that the bounce word 0000¯0¯11111¯1¯1¯ follows the same pattern as the
pmaj word 22112222111 of the parking function.
4.3. q, t-enumerators. In [27], the author gives a recursion for rise-decorated two cars parking functions.
Of course we have the following.
Theorem 4.8 ([27, Proposition 5.3.3.1]). For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m+1, the polynomials
PF2q,t(m\r, n)
⋆k satisfy the recursion
PF2q,t(m\r, n)
⋆k =
n∑
s=1
tm+n+1−r−s−k
[
r + s− 1
s
]
q
k∑
h=0
q(
h
2)
[
s
h
]
q
×
m−r+1∑
u=1
[
s+ u− h− 1
s− 1
]
q
PF2q,t(m− r \ u, n− s)
⋆ k−h
with initial conditions
PF2q,t(m\m+ 1, n)
⋆0 =
[
m+ n
m
]
q
and PF2q,t(m\r, 0)
⋆k = δk0δr(m+1).
This is exactly the same recursion held in Theorem 3.12, and it can be easily derived from that using
Theorem 4.5.
Let us recall the notation used in [27, Section 5.2.2] for two cars parking functions (refer to it for the
full definitions). We have that the set RT
(r−1)
n,m,k (q, t) defined there and the set PF
2
q,t(m\r, n)
⋆k defined in
this paper are actually the same.
We now want to explicitly check that the recursion in [27, Proposition 5.3.3.1] for RT
(r−1)
n,m,k (q, t) and the
one in Theorem 4.8 for PF2q,t(m\r, n)
⋆k are equivalent, since they are stated differently.
Proposition 4.9. PF2q,t(m\r, n)
⋆k and RT
(r−1)
n,m,k(q, t) satisfy the same recursion.
Proof. First of all, by definition we have
RT
(s)
a,b,k(q, t) =
a∑
r=1
k∑
i=0
RT
(r,s,i)
a,b,k (q, t)
and, since any parking function with k decorated rises has either k or k − 1 decorated rises which are
not the first one, it holds that
RT
(r,s,i)
a,b,k (q, t) = RT
(r,s,i)
a,b,k (q, t) + t
−1RT
(r,s,i−1)
a,b,k−1 (q, t)
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where t−1 takes into account the fact that we are adding a decoration to the first rise. We can thus
rewrite the recursion as
RT
(r,s,i)
a,b,k (q, t) + t
−1RT
(r,s,i−1)
a,b,k−1 (q, t)
= q(
i+1
2 )ta−r+b−s−k
[
r + s
r
]
q
b−s∑
h=1
[
h− 1
i
]
q
[
h+ r − i− 1
h
]
q
RT
(h−1)
a−r,b−s−1,k−i(q, t)
+ q(
i
2)ta−r+b−s−k
[
r + s
r
]
q
b−s∑
h=1
[
h− 1
i − 1
]
q
[
h+ r − i
h
]
q
RT
(h−1)
a−r,b−s−1,k−i(q, t)
and then as
RT
(r,s,i)
a,b,k (q, t) = q
(i2)ta−r+b−s−k
[
r + s
r
]
q
b−s∑
h=1
(
qi
[
h− 1
i
]
q
[
h+ r − i− 1
h
]
q
+
[
h− 1
i− 1
]
q
[
h+ r − i
h
]
q
)
RT
(h−1)
a−r,b−s−1,k−i(q, t).
Using [7, Lemma 2.12], i.e. the identity
qi
[
h− 1
i
]
q
[
h+ r − i− 1
h
]
q
+
[
h− 1
i− 1
]
q
[
h+ r − i
h
]
q
=
[
r
i
]
q
[
h+ r − i− 1
h− i
]
,
we have
RT
(r,s,i)
a,b,k (q, t) = q
(i2)ta−r+b−s−k+i
[
r + s
r
]
q
b−s∑
h=1
[
r
i
]
q
[
h+ r − i− 1
h− i
]
RT
(h−1)
a−r,b−s−1,k−i(q, t)
and now summing over r and i we get
RT
(s)
a,b,k(q, t) =
a∑
r=1
k∑
i=0
q(
i
2)ta−r+b−s−k+i
[
r + s
r
]
q
b−s∑
h=1
[
r
i
]
q
[
h+ r − i− 1
h− i
]
RT
(h−1)
a−r,b−s−1,k−i(q, t).
Making the substitutions
• a 7→ n
• b 7→ m
• s 7→ r − 1
• r 7→ s
• i 7→ h
• h 7→ u
we get
RT
(r−1)
n,m,k(q, t) =
n∑
s=1
k∑
h=0
m−r+1∑
u=1
q(
h
2)tm+n−r−s−k+1
×
[
r + s− 1
s
]
q
[
s
h
]
q
[
u+ s− h− 1
s− 1
]
RT
(u−1)
n−s,m−r,k−h(q, t)
and now replacing RT
(r−1)
n,m,k(q, t) with PF
2
q,t(m\r, n)
⋆k we get the recursion in Theorem 4.8, as desired. 
5. Symmetric functions
In this section we prove a few identities of symmetric functions.
5.1. Two identities.
Theorem 5.1. Let m,n, k ∈ N, m ≥ 0, n ≥ 0 and n ≥ k ≥ 0. Then
〈∆hmen+1, sk+1,1n−k〉 = 〈∆
′
em+n−k−1
em+n, hmhn〉.(75)
In particular
〈∆hmen+1, sk+1,1n−k〉 = 〈∆hnem+1, sk+1,1m−k〉.(76)
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Proof. Using (46), we have
〈∆hmen+1, hk+1en−k〉 = 〈∆hmen−ken+1, hn+1〉
(using (48)) = 〈∆enem+n−k, emhn−k〉
(using (46)) = 〈∆enemem+n−k, hm+n−k〉
(using (48)) = 〈∆em+n−k−1em+n, hmhn〉.
Now using this identity, (23) and the classical
hk+1en−k = sk+2,1n−k−1 + sk+1,1n−k ,(77)
we get
〈∆hmen+1, sk+1,1n−k〉 =
∑
j≥0
(−1)j〈∆hmen+1, hk+1+jen−k−j〉
=
∑
j≥0
(−1)j〈∆em+n−k−1−jem+n, hmhn〉
= 〈∆′em+n−k−1em+n, hmhn〉.
This proves (75). Now (76) follows immediately from the fact that the right hand side of (75) is obviously
symmetric in m and n. 
For the next theorem we need the following lemma from [7].
Lemma 5.2 ([7, Lemma 5.2]). For every n, k ∈ N, with n > k ≥ 1, β ⊢ n, we have
en−k−1[Bβ − 1]Bβ =
∑
γ⊂kβ
c
(k)
βγBγTγ .(78)
Theorem 5.3. Let m,n, k ∈ N, m ≥ 0, n ≥ 0 and m ≥ k ≥ 0. Then
m−k+1∑
r=1
tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉 = 〈∆hmen+1, sk+1,1n−k〉.(79)
21
Proof. Using (44), we have
m−k+1∑
r=1
tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉
=
m−k+1∑
r=1
tm−k−r+1
∑
µ⊢n
(1 − qr)hr[(1 − t)Bµ]
Πµ
wµ
hm−r−k+1[Bµ]ek[Bµ]Tµ
=
∑
µ⊢n
(
m−k+1∑
r=1
tm−k−r+1(1− qr)hr[(1− t)Bµ]hm−r−k+1[Bµ]
)
Πµ
wµ
ek[Bµ]Tµ
(using (51)) =
∑
µ⊢n
(
m−k+1∑
r=1
Π
−1∇Em−k+1,r[X ]
∣∣
X=MBµ
)
Πµ
wµ
ek[Bµ]Tµ
(using (42)) =
∑
µ⊢n
(
Π
−1∇em−k+1[X ]
∣∣
X=MBµ
) Πµ
wµ
ek[Bµ]Tµ
(using (53)) =
∑
µ⊢n
∑
γ⊢m−k+1
Tγ
MBγ
wγ
H˜γ [MBµ]
Πµ
wµ
ek[Bµ]Tµ
=
∑
γ⊢m−k+1
∑
µ⊢n
TµM
Πµ
wµ
Tγ
Bγ
wγ
ek
[
MBµ
M
]
H˜γ [MBµ]
=
∑
γ⊢m−k+1
∑
µ⊢n
TµM
Πµ
wµ
Tγ
Bγ
wγ
∑
α⊃kγ
d(k)αγ H˜α[MBµ]
(using (24)) =
∑
γ⊢m−k+1
∑
α⊃kγ
MΠα
∑
µ⊢n
Tµ
H˜µ[MBα]
wµ
TγBγ
d
(k)
αγ
wγ
(using (54)) =
∑
γ⊢m−k+1
∑
α⊃kγ
MΠαhn
[
MBα
M
]
TγBγ
d
(k)
αγ
wγ
(using (29)) =
∑
α⊢m+1
∑
γ⊂kα
MΠαhn [Bα]TγBγ
c
(k)
αγ
wα
=
∑
α⊢m+1
M
Πα
wα
hn [Bα]
∑
γ⊂kα
TγBγc
(k)
αγ
(using (78)) =
∑
α⊢m+1
M
Πα
wα
hn [Bα] em−k[Bα − 1]Bα
(using (45)) =〈∆hnem+1, sk+1,1m−k〉
(using (76)) =〈∆hmen+1, sk+1,1n−k〉

The following corollary is an immediate consequence of the results in this section.
Corollary 5.4. Let m,n, k ∈ N, m ≥ 0, n ≥ 0 and m ≥ k ≥ 0. Then
m−k+1∑
r=1
tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉 = 〈∆
′
em+n−k−1
em+n, hmhn〉.(80)
6. Main results
Our polynomials RPq,t(m\r, n)
⋆k give a combinatorial interpretation for certain symmetric functions.
The following theorem is the main result of the present article.
Theorem 6.1. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m+ 1, we have
RPq,t(m\r, n)
⋆k = tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉.
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Proof. It’s enough to show that RPq,t(m\r, n)
⋆k and
tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉
satisfy the same recursion. We already gave the one for RPq,t(m\r, n)
⋆k.
First of all, we need to look at Theorem 1.6. Then we slightly change the statement. If we allow h to
be 0 in the third sum, then since F
(d,ℓ)
n,0 = 0 unless n = ℓ = d = 0, the only extra term in the sum is the
one with ℓ = j, n = k + ℓ, k = d+ s, and in that case its value agrees with the term
χ(n = k + ℓ) q(
k−d
2 )
[
n− 1
ℓ
]
q
[
k
d
]
q
so it follows that we can allow the sum to start from 0 if we delete that initial term. Then we make the
following substitutions:
• n 7→ n+m− k − r + 1
• ℓ 7→ m− k − r + 1
• d 7→ n− k
• k 7→ s
and we get the following recursion (with s 7→ h, h 7→ j, and j 7→ u as indices).
F
(n−k,m−k−r+1)
n+m−k−r+1,s =
n+m−k−r+1−s∑
u=0
k∑
h=0
n+m−k−r+1−s−u∑
j=0
tn+m−k−r+1−s−u
× q(
h
2)
[
s
h
]
q
[
s+ u− 1
u
]
q
[
h+ u+ j − 1
u
]
q
F
(n−k−s+h,m−k−r+1−u)
n+m−k−r+1−s−u,j
Now, recall from (41) that
en
[
X
1− qr
1− q
]
=
n∑
k=1
[
k + r − 1
k
]
q
En,k
and the definition
F
(d,ℓ)
n,k = 〈∆hℓ∆en−ℓ−dEn−ℓ,k, en−ℓ〉,
so, replacing this in the recursion, we get
〈∆hm−k−r+1∆ekEn,s, en〉 =
n+m−k−r+1−s∑
u=0
k∑
h=0
n+m−k−r+1−s−u∑
j=0
tn+m−k−r+1−s−u
× q(
h
2)
[
s
h
]
q
[
s+ u− 1
u
]
q
[
h+ u+ j − 1
j
]
q
〈∆hm−k−r+1−u∆ek−hEn−s,j , en−s〉
that, since En,j = 0 if j > n, and m− k − r + 1 > 0, we can rewrite as
〈∆hm−k−r+1∆ekEn,s, en〉 =
n+m−k−r+1−s∑
u=0
k∑
h=0
tn+m−k−r+1−s−u
× q(
h
2)
[
s
h
]
q
[
s+ u− 1
u
]
q
〈∆hm−k−r+1−u∆ek−hen−s
[
X
1− qu+h
1− q
]
, en−s〉
Multiplying by
[
r+s−1
s
]
q
and summing over s from 1 to n, we get
〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉 =
n∑
s=1
n+m−k−r+1−s∑
u=0
k∑
h=0
tn+m−k−r+1−s−u
× q(
h
2)
[
r + s− 1
s
]
q
[
s
h
]
q
[
s+ u− 1
j
]
q
〈∆hm−k−r+1−u∆ek−hen−s
[
X
1− qu+h
1− q
]
, en−s〉.
and now multiplying by tm−k−r+1 and noticing that ei = 0 if i < 0, we get
tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉
=
n∑
s=1
m−k−r+1∑
u=0
k∑
h=0
tm+n−r−s−k+1q(
h
2)
[
r + s− 1
s
]
q
[
s
h
]
q
[
s+ u− 1
u
]
q
× tm−k−r+1−u〈∆hm−k−r+1−u∆ek−hen−s
[
X
1− qu+h
1− q
]
, en−s〉.
Finally, with the substitution u 7→ u−h, and recalling that h ranges from 0 to k and one of the q-binomials
drops to 0 if u < h, we get
tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉
=
n∑
s=1
m−r+1∑
u=1
k∑
h=0
tm+n−r−s−k+1
[
r + s− 1
s
]
q
q(
h
2)
[
s
h
]
q
[
s+ u− h− 1
u− h
]
q
× t(m−r)−(k−h)−u+1〈∆h(m−r)−(k−h)−u+1∆ek−hen−s
[
X
1− qu
1− q
]
, en−s〉.
which is exactly the recursion for RPq,t(m\r, n)
⋆k. The initial conditions are easy to check. 
Corollary 6.2. For m ≥ 0, n ≥ 0, k ≥ 0, and 1 ≤ r ≤ m+ 1, we have
PF
2
q,t(m\r, n)
⋆k = tm−k−r+1〈∆hm−k−r+1∆eken
[
X
1− qr
1− q
]
, en〉
The following corollary is an immediate consequence of Theorem 6.1 and Theorem 5.1. It extends the
main results in [2].
Corollary 6.3. For m ≥ 0, n ≥ 0, k ≥ 0, we have
RPq,t(m,n)
⋆k = 〈∆hmen+1, sk+1,1n−k〉(81)
The following corollary is an immediate consequence of Corollary 6.2 and Corollary 5.4. It settles the
“hh” case of the Delta conjecture in [18].
Corollary 6.4. For m ≥ 0, n ≥ 0, k ≥ 0, we have
PF2q,t(m,n)
⋆k = 〈∆′em+n−k−1em+n, hmhn〉(82)
7. Labelled parallelogram polyominoes
As for Dyck paths, we can add labels to parallelogram polyominoes to get more general objects.
Definition 7.1. A labelled parallelogram polyomino is a standard (i.e. not reduced) parallelogram
polyomino in which every vertical step is assigned a label, that must be a positive integer, and these are
increasing along columns.
Let LP(m,n) be the set of labelled parallelogram polyominoes of size m× n.
7.1. The statistic pmaj. We can use a variation of the algorithm in Definition 4.4 to define a statistic
pmaj on these objects.
Definition 7.2. We define the statistic pmaj on a labelled parallelogram polyomino LP of size m × n
as follows.
Let C1 be the multiset containing the labels appearing in the first column of LP , and let w1 := maxC1.
For i > 1, at step i, if gi = 1 (i.e. the i-th step of the green path is vertical) let Ci = Ci−1 \ {wi−1}; if
gi = 0 (i.e. the i-th step is horizontal) let Ci be the multiset obtained from Ci−1 by replacing wi−1 with a
0, and then adding all the labels in the column of the LP containing the i-th green step. Next, let wi :=
max {a ∈ Ci | a ≤ wi−1} if it is non-empty, and wi := max Ci otherwise. Set w := w1w2 · · ·wm+n−1.
Finally, we define pmaj(LP ) := maj(wm+n−1wm+n−2 · · ·w1). See Figure 11 for an example.
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Figure 11. A labelled parallelogram polyomino with pmaj word w = 421000073000008600.
The following theorem says that this new pmaj statistic generalizes the bounce.
Theorem 7.3. If m ≥ 1, n ≥ 1, and LP is a labelled parallelogram polyomino of size m × n such
that the label in the i-th row is equal to i for all i, then pmaj(LP ) = bounce(LP ) − (m + n− 1). Else,
pmaj(LP ) ≤ bounce(LP )− (m+ n− 1).
Obviously, here the bounce statistic is computed ignoring the labels.
Proof. Let’s prove the equality first. Let r be the number of consecutive vertical steps at the beginning
of the red path. It is clear that this number is both the highest label in the first column, and the number
of 1’s in the bounce word. Hence, we must have wi = r − i + 1 for i ≤ r. Then, using an argument
similar to the one in the proof of Theorem 4.7, we can deduce that wi = 0 for r + 1 ≤ i ≤ r + s, and
wr+s+1 6= 0, where s is the number of 1¯’s in the bounce word. As in Theorem 4.7, the bounce points
correspond to the descents of w reversed, and the additive factor m+ n− 1 takes into account the fact
that there are exactly m+ n− 1 nonzero labels in the bounce word, so each one contributes at least 1.
The thesis follows.
If the labels are arranged in any different way, then the highest label in the first column is greater or
equal than r, hence the first 0 in w can occur at position r+1 or later, and the number of 0’s we write can
only increase if we rearrange the labels. This means that the first descent contributes for m+ n− r − s
or less to the pmaj. The same argument holds for all the other descents, so in general we have the stated
inequality. 
Computer verification suggests that the following conjecture holds.
Conjecture 7.4. For m ≥ 1, n ≥ 1, it holds
∆hm−1en =
∑
P∈LP(m,n)
qarea(P )tpmaj(P )xP .
Here by xP we denote the product of the xi as i runs over the labels of P .
8. Partially labelled Dyck paths
In [18], the authors introduce another set of objects, involved in a generalization of the Delta conjecture.
These objects are partially labelled Dyck paths.
Definition 8.1. A partially labelled Dyck path is a parking function in which we allow the labels to
assume the value 0, except the first one.
Here the word partially means that the 0 labels should be ignored when computing the monomials
involved in the statements of the conjectures, in a sense that we will clarify later. See Figure 12 for an
example.
Notice that, since 0 is the minimum value a label can assume, and the first label cannot be a 0, then all
the 0 labels are attached to valleys (i.e. to vertical steps preceded by horizontal steps). We sometimes
call these blank valleys.
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Figure 12. A partially labelled Dyck path with 6 nonzero labels and 6 zero labels.
These objects inherit the statistics area and dinv from parking functions, and using Definition 4.4, also
the statistic pmaj.
Let us consider the partially labelled Dyck paths of size m+ n+ 1 with n+1 nonzero labels, m 0 labels
(that must be valleys), and k decorated rises. Let PDP(m,n)⋆k be this set. In [18], the authors give the
following conjecture.
Conjecture 8.2 ([18, Conjecture 7.4]). For m ≥ 0, n ≥ 0, k ≥ 0, it holds
∆hm∆
′
en−ken+1 =
∑
P∈PDP(m,n)⋆k
qdinv(P )tarea(P )xP .
Here by xP we denote the product of the xi as i runs over the nonzero labels of P . We claim that, in
this statement, we can replace dinv with pmaj, i.e.
Conjecture 8.3. For m ≥ 0, n ≥ 0, k ≥ 0, it holds
∆hm∆
′
en−k
en+1 =
∑
P∈PDP(m,n)⋆k
qarea(P )tpmaj(P )xP .
Other than computer verification, in support of our conjecture, we have some specializations in the cases
m = 0, i.e. in the Delta conjecture case, and k = n. Ifm = 0, the predicted scalar product with ejhn−j+1
is exactly the combinatorial interpretation with the second bounce (denoted bounce′) of [7, Theorem 6.2].
If k = n, we have some statistics preserving bijections that allow us to rewrite the conjecture in terms
of polyominoes.
8.1. A statistics preserving bijection. There is an interesting connection between parallelogram
polyominoes and a special subset of partially labelled Dyck paths.
Theorem 8.4. For m ≥ 0 and n ≥ 0, there is a bijection η : PDP(m,n)⋆n → LP(m+1, n+1) such that
area(P ) = area(η(P ))− (m+ n− 1) and pmaj(P ) = pmaj(η(P )) for all P ∈ PDP(m,n)⋆n.
Proof. Let P ∈ PDP(m,n)⋆n. Write its area word (the usual one for Dyck paths), colouring in green
the numbers corresponding to rows containing a valley, and in red the other ones (for example, the Dyck
path in Figure 12 has area word 012221232333).
Now, draw the red path of the polyomino as follows: running over the letters of the area word, draw a
vertical step if the letter is red, and a horizontal step if it is green. Whenever you draw a vertical step,
attach the label in the corresponding row (there must be one, since vertical steps correspond to rows
that do not contain valleys). End with an extra horizontal step.
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Next, draw the green path as follows. Start with a horizontal step, then draw a horizontal green step
x+ 1 rows below each horizontal red step, where x is the value of the green letter corresponding to that
horizontal red step. Then, connect them with vertical steps to get a lattice path from (0, 0) to (m,n).
See Figure 13 for an example.
It is not hard to see that this is a bijection (its inverse is quite straightforward) and it maps area to the
sum of the green letters in the area word, which is exactly the area of the polyomino minus m + n − 1
(since, in Figure 13, each letter denotes the number of squares strictly below the one containing it). It
also preserves pmaj by construction, since the algorithm to compute it coincide step by step. 
0
1
2 2 2 1
2
3 2
3 3 3
1
2
5
4
6
3
Figure 13. The image of the partially labelled Dyck path in Figure 12, together with
its new area word (left) or the regular labelling (right).
8.2. A new dinv statistic on parallelogram polyominoes. The bijection we just defined gives a
new coding for parallelogram polyominoes (using the area word of the corresponding partially labelled
Dyck path), together with a new dinv statistic, which can be seen directly on labelled parallelogram
polyominoes as follows.
Definition 8.5. We define the statistic dinv on a labelled parallelogram polyomino with new area word
a1a2 · · · am+n−1 as the number of inversions, i.e. the pairs (i, j) with ai red, such that one of the following
holds:
• i > j, ai = aj, and either aj is green or the label attached to the vertical red step corresponding
to ai is greater than the one attached to the step corresponding to aj ;
• i < j, ai = aj+1, and either aj is green or the label attached to the vertical red step corresponding
to ai is greater than the one attached to the step corresponding to aj .
This definition also applies to unlabelled parallelogram polyominoes assuming that the third condition
(the one regarding the label corresponding to aj) always holds, or equivalently that the labels are attached
in a suitable canonical ordering (i.e. attaching the labels from 1 to n starting from the red 0, then to
the 1’s, next to the 2’s, and so on, going left to right on each level). This dinv statistic on labelled
polyominoes answers the question in [1, Equation (8.14)].
8.3. A bounce statistic on partially labelled Dyck paths. The bijection in Theorem 8.4 gives also
an implicit definition of a bounce statistic on partially labelled Dyck paths in PDP(m,n)⋆n. We can draw
a bounce path as usual for Dyck paths, but going diagonally in columns containing (blank) valleys, and
bouncing whenever the path leaves the main diagonal (see Figure 14).
By construction, this bounce statistic agrees with the pmaj if the red labels are assigned from 1 to n+ 1
going bottom to top. In fact, in each run of the pmaj word w, we have a number of letters different
from 0 equal to the number of vertical steps in the corresponding part of the bounce path, and a number
of 0’s equal to the number of diagonal steps in the same part: that’s because 0’s correspond to blank
valleys, and blank valleys correspond to diagonal steps; any other letter corresponds to a vertical step of
the path which is not a blank valley, and these correspond to vertical steps of the bounce path.
References
[1] J.-C. Aval, F. Bergeron, and A. Garsia, Combinatorics of labelled parallelogram polyominoes, J. Combin. Theory Ser.
A 132 (2015), 32–57. MR3311337
[2] Jean-Christophe Aval, Michele D’Adderio, Mark Dukes, Angela Hicks, and Yvan Le Borgne, Statistics on parallelogram
polyominoes and a q, t-analogue of the Narayana numbers, J. Combin. Theory Ser. A 123 (2014), 271–286. MR3157811
27
0
0
0
0
0
0
0
0
0
1
1
1
0¯ 1
1
1
1¯ 1¯ 1¯ 1¯ 1¯ 1¯ 2
2
2
Figure 14. A partially labelled Dyck path with it bounce path shown (left), and the
corresponding polyomino (right). The blue labels on the left are the ones corresponding
to vertical or diagonal steps of the bounce path. Vertical steps of the bounce path on the
left correspond to vertical ones on the right, while diagonal steps on the left correspond
to horizontal ones on the right.
[3] F. Bergeron and A. M. Garsia, Science fiction and Macdonald’s polynomials, Algebraic methods and q-special functions
(Montréal, QC, 1996), 1999, pp. 1–52. MR1726826
[4] F. Bergeron, A. M. Garsia, M. Haiman, and G. Tesler, Identities and positivity conjectures for some remarkable
operators in the theory of symmetric functions, Methods Appl. Anal. 6 (1999), no. 3, 363–420. Dedicated to Richard
A. Askey on the occasion of his 65th birthday, Part III. MR1803316
[5] François Bergeron and Mark Haiman, Tableaux formulas for Macdonald polynomials, Internat. J. Algebra Comput.
23 (2013), no. 4, 833–852. MR3078059
[6] E. Carlsson and A. Mellit, A proof of the shuffle conjecture, ArXiv e-prints (August 2015), available at 1508.06239.
[7] M. D’Adderio and A. Vanden Wyngaerd, Decorated Dyck paths, the Delta conjecture, and a new q,t-square, ArXiv
e-prints (September 2017), available at 1709.08736.
[8] A. Garsia, J. Haglund, J. B. Remmel, and M. Yoo, A proof of the Delta Conjecture when q = 0, ArXiv e-prints
(October 2017), available at 1710.07078.
[9] A. M. Garsia and J. Haglund, A proof of the q, t-Catalan positivity conjecture, Discrete Math. 256 (2002), no. 3, 677–
717. LaCIM 2000 Conference on Combinatorics, Computer Science and Applications (Montreal, QC). MR1935784
[10] A. M. Garsia and M. Haiman, A remarkable q, t-Catalan sequence and q-Lagrange inversion, J. Algebraic Combin. 5
(1996), no. 3, 191–244. MR1394305
[11] A. M. Garsia, M. Haiman, and G. Tesler, Explicit plethystic formulas for Macdonald q, t-Kostka coefficients, Sém.
Lothar. Combin. 42 (1999), Art. B42m, 45. The Andrews Festschrift (Maratea, 1998). MR1701592
[12] Adriano Garsia, Jim Haglund, Guoce Xin, and Mike Zabrocki, Some new applications of the Stanley-Macdonald Pieri
rules, The mathematical legacy of Richard P. Stanley, 2016, pp. 141–168. MR3617221
[13] Adriano M. Garsia and Mark Haiman, A graded representation model for Macdonald’s polynomials, Proc. Nat. Acad.
Sci. U.S.A. 90 (1993), no. 8, 3607–3610. MR1214091
[14] J. Haglund, A proof of the q, t-Schröder conjecture, Int. Math. Res. Not. 11 (2004), 525–560. MR2038776
[15] J. Haglund, M. Haiman, N. Loehr, J. B. Remmel, and A. Ulyanov, A combinatorial formula for the character of the
diagonal coinvariants, Duke Math. J. 126 (2005), no. 2, 195–232. MR2115257
[16] , A combinatorial formula for the character of the diagonal coinvariants, Duke Math. J. 126 (2005), no. 2,
195–232. MR2115257
[17] J. Haglund, J. Morse, and M. Zabrocki, A compositional shuffle conjecture specifying touch points of the Dyck path,
Canad. J. Math. 64 (2012), no. 4, 822–844. MR2957232
[18] J. Haglund, J. Remmel, and A. T. Wilson, The Delta Conjecture, ArXiv e-prints (September 2015), available at
1509.07058.
[19] James Haglund, The q,t-Catalan numbers and the space of diagonal harmonics, University Lecture Series, vol. 41,
American Mathematical Society, Providence, RI, 2008. With an appendix on the combinatorics of Macdonald polyno-
mials. MR2371044
[20] Mark Haiman, Hilbert schemes, polygraphs and the Macdonald positivity conjecture, J. Amer. Math. Soc. 14 (2001),
no. 4, 941–1006. MR1839919
[21] , Vanishing theorems and character formulas for the Hilbert scheme of points in the plane, Invent. Math. 149
(2002), no. 2, 371–407. MR1918676
[22] Nicholas A. Loehr, Combinatorics of q, t-parking functions, Adv. in Appl. Math. 34 (2005), no. 2, 408–425. MR2110560
[23] Nicholas A. Loehr and Jeffrey B. Remmel, Conjectured combinatorial models for the Hilbert series of generalized
diagonal harmonics modules, Electron. J. Combin. 11 (2004), no. 1, Research Paper 68, 64. MR2097334
[24] I. G. Macdonald, Symmetric functions and Hall polynomials, Second, Oxford Mathematical Monographs, The Claren-
don Press, Oxford University Press, New York, 1995. With contributions by A. Zelevinsky, Oxford Science Publications.
MR1354144
[25] Marino Romero, The delta conjecture at q = 1, Trans. Amer. Math. Soc. 369 (2017), no. 10, 7509–7530. MR3683116
28
[26] Richard P. Stanley, Enumerative combinatorics. Vol. 2, Cambridge Studies in Advanced Mathematics, vol. 62, Cam-
bridge University Press, Cambridge, 1999. With a foreword by Gian-Carlo Rota and appendix 1 by Sergey Fomin.
MR1676282
[27] Andrew Timothy Wilson, Generalized Shuffle Conjectures for the Garsia-Haiman Delta Operator, ProQuest LLC,
Ann Arbor, MI, 2015. Thesis (Ph.D.)–University of California, San Diego. MR3407349
[28] M. Zabrocki, A proof of the 4-variable Catalan polynomial of the Delta conjecture, ArXiv e-prints (September 2016),
available at 1609.03497.
Université Libre de Bruxelles (ULB), Département de Mathématique, Boulevard du Triomphe, B-1050
Bruxelles, Belgium
E-mail address: mdadderi@ulb.ac.be
Universitá di Pisa and Université Libre de Bruxelles (ULB), Dipartimento di Matematica, Largo Bruno
Pontecorvo 5, 56127 Pisa, Italia
E-mail address: iraci@student.dm.unipi.it
29
