This article describes the design, rationale, and system performance of a rapid imaging near-infrared diffuse optical tomography system that is capable of collecting tomographic measurements at video rate. Data-acquisition speed of 35 frames/ s is achieved by spectral encoding of the sources, followed by spectral decoding of all detection channels in parallel in a spectrometer and using charge-coupled-device ͑CCD͒-based detection. The combination of spectral decoding of the source lights horizontally in a spectrometer and spatial separation of the detector positions vertically at the entrance slit provides separate data for the entire set of source-detector pairs which can be acquired at the frame rate of the CCD camera. The described system features eight sources at an overall 785 nm center band with an average of 1.25 nm spacing in wavelength and eight detectors evenly deployed in a 27 mm array designed for imaging with small animal tissues. The system performs with localization error of 2.5 mm, and absorption recovering uncertainty of 16.7%. The point spread function of the imaging is estimated to be 4.1 mm when near to the edge and 10.4 mm at the center of the imaging array. Capture of transient changes of absorption coefficient in a dynamic phantom are also presented.
I. INTRODUCTION
Near-infrared diffuse optical tomography ͑NIR-DOT͒ has been developing and evolving continuously over the past 15 years. Many systems exist today for use in experimental studies and clinical trials, and in general no two systems are the same. Systems can generally be separated into different application areas, including animal tomography systems, [1] [2] [3] neonate brain tomography systems, 4, 5 extremity imaging systems, 6 and female breast tomography systems. [7] [8] [9] [10] [11] [12] [13] While the field has expanded and promising results are continuously being demonstrated, one of the most elusive problems has been designing systems which are technologically capable of rapid imaging. This issue is especially curious, given the fact that laser and detection technologies in optics has some of the fastest systems available for all radiation sources. In a recent Letter, we reported on a design for a rapid video-rate tomography system 14 using spectral encoding of the source light. This system has the beneficial feature of no moving parts and provides a system whereby data coming from all sources and all detectors are acquired simultaneously. In this report, this system is outlined in detail and the specifications of the working prototype are rigorously evaluated.
The historical developments which have led to creation of NIR-DOT have largely resulted in tomography systems which were optimized for signal accuracy and high numbers of point measurements, rather than speed of acquisition. The wide dynamic range required together with the low signal levels being detected at the furthest source-detector locations has led to many designs which are flexible, yet require sequential switching of the source to different locations. One of the faster optical switches can achieve switching rates near 2 -100 Hz, but the frequency decreases with the number of channels. 15 While many systems are slow in their switching speed, Barbour and co-workers 6, 16 have developed one system for rapid switching of the source with a high-speed rotating optical switch, and this device has been commercialized for use in physiology studies. In that case, the full frame rate is near 2 -3 Hz, as the light is switched between 32 source positions with only milliseconds of time at each fiber locations, and can achieve higher frame rates with fewer source positions. Another key innovation which has been attempted to reduce the need for sequential switching has been the use of frequency-domain encoding of the source light intensity, allowing a decoding of the individual sources at the output of the tissue. This approach was demonstrated by Fantini et al. 17 and Francheschini et al. 18 for utilizing lasers at different wavelengths simultaneously, and utilized by Siegel et al. 19 and Brukilacchio et al. 20 for encoding lasers of the same wavelength but with different spatial positions. While these approaches have provided fundamentally new insight into how to design NIR tomography systems, there is still an inherent limitation that dynamic changes in tissue faster than a few hertz cannot be resolved when used in a tomographic mode. Yet, in principle, the hardware detection capabilities of optical systems are perfectly suited to detecting signals up to hundreds of hertz, or even much faster if sufficient light intensity could be input into the tissue. Imaging of physiological phenomena such as the heartbeat of a rodent requires sampling of at least 15 Hz to capture the 6 -7 Hz heartbeat motion. Similarly, the ability to quantify the rate of uptake of injected agents in tissue is thought to correlate to tissue vascular perfusion, and would require sampling faster than 10 Hz. The approach presented here provides a method to introduce all sources and all detectors simultaneously with no moving parts and still retaining the dynamic range of the detector as marketed by separating the signals spatially prior to detection. The light for each source position is generated by a different laser, with wavelength values offset by 1.25 nm each sequentially. These are then all allowed to be always on during the imaging, and in each detection channel the light is spread out spatially based upon the source wavelengths by passing the mixed detection signal from each fiber through a spectrometer. The data are then collected at the frame rate of the charge-coupled device ͑CCD͒ camera, and the average intensities are extracted for tomographic processing. In this article, the system is outlined in detail and the performance characteristics are specified. The performance of the tomographic system as a whole is outlined with basic tissue-simulating phantom studies to characterize the accuracy in contrast reconstruction and localization.
II. SOURCE ENCODING TECHNIQUES IN NEAR-INFRARED DIFFUSE OPTICAL TOMOGRAPHY

A. The requirement of source-detector pair decoding in optical tomography
Tomographic imaging requires measurements from multiple source-detector pairs. In DOT Refs. 20 and 21 strong scattering of photons by tissue hinders direct travel between a source and a detector location. The measurements obtained from multiple sources and multiple detectors may be expressed by ͑the following equations are derived by assuming a linear model for simplicity; however, all of the following derivations can also be shown for a nonlinear model͒
where Y denotes the detector outputs, M is the number of detectors, X represents the source inputs, N is the number of sources, and ⌿ is the weight matrix governed by the imaging geometry and the medium optical property. The output of individual detector is then represented by
which indicates that the output of each single detector contains a mixture of signals originated from all sources. Tomographic image reconstruction, however, demands that individual signals corresponding to each source-detector pair be separately acquired. The separation of individual sourcedetector signals can only be implemented through encoding/ decoding of sources which generate the signals. This can be illustrated by analyzing two simplified situations. Consider the geometry of an imaging array with single source and multiple detectors, the detector outputs are
where it is clear that there is a unique correspondence for the signal from the single source to each detector by 1 → m. Consider the other geometry for multiple sources and a single detector, the detector output becomes
implies that source-based encoding/decoding is required to separate signals from different source-detector pairs.
B. Source-based encoding/decoding techniques
Time-series multiplexing
Perhaps the most straightforward and commonly used method for encoding is sequentially turning on the sources at different locations, or time-series multiplexing, as depicted in Fig. 1͑a͒ . This encoding technique can be intuitively described as
where T NϫN is an operator representing time-series multiplexing of
͑8͒
where denotes the turn-on sequence of the sources from 1-N. The output of each detector at the multiplexing sequence of n is then
͑9͒
where ␦͑ − n͒ is a delta function. Equation ͑9͒ gives the decoded signal for a specific source-detector pair n → m. The advantage of this time-series multiplexing encoding/ decoding technique is that, at any instant, each photodetector receives the signal illuminated from only one source, therefore the dynamic range of each detector ͑denoted by I max ͒ is attributed exclusively to the detection of single sourcedetector signal. However, the complete data acquisition from entire source-detector pairs has to be performed at a total period of ͑N −1͒ · ⌬t 0 , where ⌬t 0 is the multiplexing timing for each step, with the sequentially decoded signals from all source-detector pairs expressed by The 0 Mϫ1 in Eq. ͑10͒ represents a zero column vector with M elements. The vast majority of all optical and x-ray tomography methods use this approach in imaging.
Frequency multiplexing
Frequency multiplexing is a commonly implemented source-encoding method ͓as shown in Fig. 1͑b͔͒ , where the sources are modulated at different frequencies of n = 0 + ␦ n upon the same base band of 0 . Similar to Eq. ͑7͒, the output of detector can be expressed by
where F NϫN n is an operator representing frequency multiplexing of ͑12͒ and the output of each detector is approximately
͑13͒
Note that the exact signal is not precisely a pure cosine wave due to the response of the laser and the detector to modulation is not entirely linear with the applied current, however, this mathematical description can suffice for this description.
Here mn x n is the modulation depth and k nm is the dc bias offset due to the fact that the laser must operate with a positive output. By demodulation of y m at 0 and bandpass filtering of which at ␦ n , the signal corresponding to the source-detector pair of n → m is decoded to be
and the overall detector output for all decoded sourcedetector pairs is
The advantage of source-detector encoding/decoding by frequency multiplexing is the simultaneous measurement of signals from all source-detector pairs as a result of parallel light delivery. However, since the decoding has to be performed after photoelectronic conversion where the dynamic range issue comes up, the parallel light collection of the signal from multiple sources by the same detector reduces the detectable dynamic range corresponding to each sourcedetector pair to an average of
It is expected that the detectable dynamic range of each source-detector signal is linearly reduced with more sources adding on, and the lowest level signals are potentially buried under the noise present in the higher-intensity signals. To fully understand the limiting factors in this type of a system, and compare to future systems, an analysis of signal to noise would be required, and the limiting contribution to noise in the ideal case is shot noise.
C. Spectral encoding
The technique detailed in this study for separating source-detector pairs is by spectral encoding of the source ͓see Fig. 1͑c͔͒ . If the sources are operated at different wavelengths, the encoded signal after transmitting through the medium becomes
where ⌫ NϫN n , the spectral-encoding operator, has the structure of ͑18͒ with ͗ n ͘ representing the source wavelength. If a spectrometer is used at the detection side, the signals can be spatially spread to provide decoded measurement of
for source-detector pair n → m. The entire source-detector pairs are decoded as
which can then be acquired simultaneously by photodetectors with multiple channels. This approach performs decoding of all source-detector pairs prior to the photoelectronic conversion as compared with either time-series multiplexing or frequency multiplexing where the photoelectronic detection is performed along with or prior to the decoding. This superior feature in parallel light delivery renders that in principle adding on more sources will not cause reduction in signal dynamic range, so long as the source spectra can be differentiated by the spectrometer, as different detector elements then sense the different signals thereby maintaining each detectors full dynamic range.
III. SYSTEM DESIGN AND INSTRUMENTATION
The block diagram of this video-rate NIR tomography system is shown in Fig. 2͑a͒ . In this device, the sources are encoded spectrally by operating at different emission wavelengths, and the signals from simultaneously excited sources are separated spectrally with a high-resolution spectrometer prior to the parallel detection by multichannel detectors. The spectral band gap between the sources is sufficient to allow separation by the spectrometer, yet the overall spectral band-width of the sources is small enough to provide effectively the same or near-uniform attenuation in tissues. This robust technique leads to parallel sampling of all sources at all detection locations, thus a completely decoded tomographic data set with full dynamic range of the signals is available for simultaneous acquisition. In this prototype system, a high-frame-rate CCD camera is used to take advantage of the convenient video-streaming capture of two-dimensional ͑2D͒ data, with which a data acquisition speed of 35 frames/ s has been achieved. 14 In this article the intention is to report the design rationale and system performance of the current version of a CCD-based video-rate NIR tomography system suitable for small animal studies of physiology.
The photograph of this CCD-based video-rate NIR tomography system is shown in Fig. 2͑b͒ . The system is composed of five subunits, namely, a spectrally encoded source, a fiber optic/imaging array, parallel data acquisition, data manipulation, and image reconstruction/display. These functional units will be described in detail in the following sections.
A. Spectrally encoded source for parallel light delivery
The system uses eight laser diodes ͑LDs͒ for excitation through individual fibers. The spectral encoding of the source requires that each LD operates at a different wavelength. However, in order to minimize the nonuniformity of tissue absorption among lights from different sources, the source wavelength separation should be maintained at a small range. As a matter of fact, LD sources can be spectrally encoded, simply and effectively by the use of a number of single-mode lasers manufactured for the same spectral band whose emission wavelengths can be varied slightly by adjusting the laser operating temperature.
The wavelength of the LD is a function of both operating temperature and driving current. The wavelength stability of the LD against temperature and current may be expressed by
where a 1 corresponds to a redshift in wavelength with temperature at constant current, and a 2 corresponds to a blueshift in wavelength with current at constant temperature. By operating the LD in constant-current mode and adjusting the LD temperature, the emission wavelength can be tuned with a typical tuning sensitivity of 0.1-0.3 nm/°C. The eight LDs are in 785 nm band, with a specification of 140 mA operating current and 50 mW output power ͑Hi-tachi HL-7851G͒, while 10 mW of output power is actually used. Each LD is housed individually in a mount ͑TCLDM9, Thorlabs, Inc͒ equipped with thermal-electric cooler ͑TEC͒ and a temperature sensor. The TEC module is powered by a board-level TEC controller ͑TCM1000T, Thorlabs, Inc.͒ with control range between 40 and 10°C, and the LD is driven by a board-level constant-current driver ͑LD1255͒ with 250 mA driving capacity. The dc powers of each TEC controller board and LD driver board are individually regulated by dedicated linear power supplies equipped with transientabsorbing components.
B. Fiber optics and the imaging array
The laser emissions are collimated and focused onto individual SMA-terminated 600 m fibers. All eight source fibers are polished at the tissue contact end and deployed evenly in a circular imaging array geometry for tomography ͓see Fig. 3͑a͒ for the photograph͔. This fiber array has a diameter of 27 mm, which is designed to fit a rat's cranium for small animal imaging. There are eight detector fibers positioned evenly in the same circular geometry and interspersed between every two source fibers. These detector fibers are bare 800 m ones enclosed in homemade light-tight sleeves, and are aligned vertically against the spectrometer entrance slit. The eight fibers are packaged inside a 10 mm diameter fiber adaptor that is inserted to the spectrometer entrance aperture, and the fiber adaptor has one fiber integrated in addition to the eight detector fibers to be used for monitoring the LD emission stability. Although TEC modules are used to stabilize LD emission, occasional jittering of the LD emission might occur due to mode hopping. The LDs are operated at constant-current mode under regulated temperature; however, fluctuation of the output power can occur more frequently in certain ranges of current and temperature. In order to dynamically monitor the possible wavelength shift and power fluctuation of each LD, a sampling fiber has been built to each LD channel, however, it was also found that simply operating the lasers within specific ranges of temperature and current provided stable intensities with sufficient tolerance. As shown in Fig. 3͑b͒ , the sampling fiber is 100 m multimode with its SMA terminator glued to a miniature of 1 mm edge-length right-angle prism. This sampling fiber is inserted to the collimating path of the laser beam to collect a small fraction of the light. The eight sampling fibers, each of 100 m in diameter, are then grouped together and coupled to an 800 m fiber by a custom-made coupler ͓see inset the in Fig. 3͑b͔͒ . A cylinder with 600 m aperture enclosing the eight sampling 100 m fibers is placed cocentric against another cylinder holding an 800 m fiber. This ensures all lights from the eight sampling fibers be coupled to the 800 m fiber. This coupled 800 m fiber is then aligned in the spectrometer entrance slit with the other eight detection fibers coming from the imaging array. The nine fibers are spaced 0.896 mm center to center, and they occupy 8.01 mm vertical height in total.
C. Parallel data acquisition
The vertically aligned fibers implicitly differentiate the detectors by the location of the signal vertically incident on the CCD chip, whereas the signal from each fiber carries the information of spectrally encoded sources that is decoded horizontally by the spectrometer. The spectrometer has a 300 mm focal length with a holographic grating blazed at 1200 lines/ mm ͑SpectraPro 300i model, Acton Research, Inc.͒. The magnification ratio of this spectrometer is 1:1, therefore the focused image of the nine fibers on the CCD detection plan has a height of 8.01 mm. The Cascade 512F ͑Roper Scientific, Inc.͒ camera used for data acquisition has a CCD chip of size of 8.2ϫ 8.2 mm 2 and 512ϫ 512 pixels, with 16-bit intensity resolution. The nominal dispersion of the 1200 g / mm grating is 2.7 nm/ mm, which determines the upper limit of the overall spectral band of source encoding ⌬ to be 29.6 nm assuming that a total width of 8.0 mm of CCD chip is used for image acquisition. The throughput of the spectrometer was measured to be 14% efficiency from input to output, and while this limits the efficiency of the system, it is constant across the detected range and between detector fibers. The Cascade 512F has quantum efficiency near 40% at the 785 nm wavelength, and a dark current of 1 e / pixel/ s and a readout noise near 1 e / s when used in the "on-chip multiplication-gain" mode.
The Cascade 512F CCD has a maximum frame rate of 29 Hz at the smallest exposure time possible ͑estimated to be 1 ms͒ for full pixel frames, and faster readout for binned pixel frames. A proprietary video-streaming software STREAMPIX ͑Norpix, Inc.͒ has been used to acquire the CCD data at a frame rate of 35 Hz for 5 ms exposure time and 
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Video-rate diffuse optical tomography Rev. Sci. Instrum. 76, 124301 ͑2005͒ vertical binning of 2 ͑resulting pixel size of 512ϫ 256͒. Faster frame rates over 60 Hz can be achieved with less exposure time combined with more binning in vertical dimension; however, data acquisition at video rate of 35 frames/ s was adopted in this system to accommodate acceptable signal-to-noise quality in the intensity data. The STREAMPIX software transfers each frame to the hard disk after each acquisition, and the saved data are currently processed offline for tomographic image reconstruction and display.
D. Data calibration
The result of the horizontal spectral decoding of the sources combined with vertical spatial separation of the detectors is a two-dimensional intensity map for all sourcedetector pairs. One example of such an intensity map acquired by the CCD is shown in Fig. 4͑a͒ . The eight vertical columns from left to right correspond to the signals from sources 1-8, respectively. Within each column, the eight rectangular blocks counting from the top represent the detectors 1 through 8 that are aligned vertically in the spectrometer entrance slit. The bottom row with blocks of uniform intensity is the extra channel for monitoring the emission stability of the eight lasers. The 64-decoded source-detector pairs, or termed here as regions of interest ͑ROIs͒ for convenience, can be denoted by z mn , where m , n =1,2, ... ,8. The intensity pattern within each ROI is mapped in Fig. 4͑b͒ . Along the vertical direction the contour represents the light intensity profile of the detector fiber that is exposed to the entrance slit. The vertical intensity pattern in each ROI is relatively uniform as a result of slit width ͑125 m͒ much less than the fiber diameter ͑800 m͒. Along the horizontal direction the contour represents the spectrometer point FIG. 3 . ͑Color online͒ In ͑a͒ a photograph of the imaging array is shown. The square and the triangle annotated on the exterior ring represent the source fiber and detector fiber, respectively. In ͑b͒ the reference sampling at each source channel is shown. A microprism is attached to the SMA fiber terminator tip to collect the sampling light from the collimated source beam. The inset indicates the coupling mechanism between the eight of the 100 m sampling fibers and a single 800 m fiber, which is connected to the spectrometer.
FIG. 4. ͑Color online͒
In ͑a͒ the raw data are shown as captured by the CCD camera. The markers S1,…,S8 at the top stand for sources 1-8, and the markers D1,…,D8 at the right side indicate the detection fibers 1-8. The "Ref" at the right represents the reference sampling from all sources. It should be pointed out that the gray scale has been set to show low-intensity signals, thus the highest intensity signal shows up as saturated but actually is not. In ͑b͒ the typical intensity profile is shown, as taken within each block in ͑a͒ representing one source-detector pair. The intensity data inside the dashed rectangle are processed to obtain one signal for each source-detector pair.
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spread function convolved with the slit width profile. To obtain a single measurement signal z mn for each ROI, the intensity level within each of the blocks enclosed by the dashed rectangle is averaged along the vertical direction first, and the maximum value along the other dimension is calculated. The 64 ROIs in the image data correspond to a total of four different source-detector distances. For a homogenous medium, the 16 z mn corresponding to each source-detector distance should be identical to each other, therefore this feature can be used to calibrate the detected signal to compensate any nonuniformity among different source-detector channels. For the circular geometry used in this system, the relation between signal intensity Z and the source-detector distance approximately satisfy the formula,
where K and ␣ are constants determined by the optical property of the medium and the source intensity. [23] [24] [25] [26] While this linear equation may not show parametric agreement with diffusion theory and experimental results, it is generally observed that the data do follow the linear model, thus this equation is used for calibrating the different channels. By fitting the measurement from a known homogeneous phantom to Eq. ͑22͒, a 2D intensity correction matrix with element represented by z mn corr is calculated that accounts for the coupling nonuniformity among all source-detector pairs. For the heterogeneous object that has a global background property close to that of the homogeneous phantom used for calibration, the measurement data z mn of the heterogeneous object is corrected by
After intensity correction, the column data corresponding to the signals from each source are rearranged to such that the 8 ϫ 8 matrix becomes a single column of 64 data values for image reconstruction. The correction for tissue coupling is fairly precise with this method when the system is always used with intralipid fluid coupling to the tissue to be imaged. This system is designed for small animal imaging where the tissue is coupled with a continuous matching fluid of intralipid, and this same medium is used for the homogeneous phantom. Thus, the calibration procedure handles both the tissue coupling and the fiber/detector response all in one calibration factor. The correction strategy is found to be fairly precise.
E. Image reconstruction
The image reconstruction is an absolute static reconstruction algorithm based on difference data measured before and after addition of the inclusion. A finite-element method ͑FEM͒ is used as a general and flexible method for solving the forward problem in arbitrary geometries. The approach, used in most of our previous studies in near-infrared tomography, assumes that the volume to be imaged is homogeneous and fits for the estimated coefficient values, and then the perturbations from the homogeneous image are reconstructed on top of the homogeneous values. This approach is a hybrid between absolute imaging and difference-based imaging. In the inverse problem, where the aim is to recover internal optical property distributions from boundary measurements, it is assumed that optical absorption and reduced scatter are expressed in a basis with a limited number of dimensions ͑less than the dimension of the finite-element system matrices͒, and in this article a regular linear pixel basis is used. To find the unknown optical-absorption images from intensity data it is assumed that the reduced scattering properties are known a priori and an iterative LevenbergMarquardt algorithm is used whereby
where b is the difference data vector, a is the solution update vector, is the regularization factor, and J is the Jacobian matrix for the model. Previous publications provide a more in-depth detail of the reconstruction algorithm.
27-29
IV. SYSTEM FUNDAMENTAL FEATURES
This video-rate NIR tomography system has been configured for data acquisition rate at 35 frames/ s with a CCD exposure time of 5 ms and vertical binning of pixels in pairs ͑2 pixels binned͒. The calibration and other measurements reported in this article were conducted under these parameter settings unless otherwise specified.
A. CCD detection linearity
The response of the CCD signal level as a function of the input light intensity were measured by applying single source and single detector fibers to a solid phantom. The source fiber was connected to one LD source, and the detector fiber was one of the eight fibers connected to the spectrometer. The source-detector distance and the maximum source power were set so that the CCD will not be saturated. The error bars in Fig. 5 give the response of the CCD measurement at different input light intensities, where each data point is an average out of ten repeated measurements. The maximum counting level of this 16-bit CCD is 65 536, while 
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Video-rate diffuse optical tomography Rev. Sci. Instrum. 76, 124301 ͑2005͒ the baseline count level was found to be around 3000. This very high baseline is attributed primarily to the ambient light leakage into the system as well as the dark current which is set by the operating temperature of CCD, however, it is also stable and can be subtracted from the signal without much loss of stability. This approach preserves the signal range of 0-62 536 vesus the original 0-66 536 range. The CCD is cooled to around −10°C for most of the work done here, so the dark current is a little higher than might be achieved with better temperature optimization. Also, while the system is completely sealed, it is expected that the majority of the baseline is crosstalk between channels coming in from the input fiber. Within the detectable range, the CCD has shown good linearity versus input light level, as shown in Fig. 5 . The S / N ratio does not show a pattern consistent with shotnoise limited operation, as the system is designed to operate at higher-intensity signal levels than this. Further reduction of the background dark current would allow optimization of this.
B. Vertical streaking of the CCD signal
The CCD intensity resolution of 16 bits corresponds to a dynamic range of 48 dB. The actual dynamic range of the CCD is degraded by the dark count level described in Sec. IV A, whereas it is further limited by vertical streaking ͑see Fig. 6͒ , which is a natural artifact of the frame-transfer process. This CCD operates in frame-transfer mode for highspeed imaging; unfortunately this data acquisition mode introduces significant vertical streaking, or smearing during the transfer process since the light is continuously incident upon the CCD chip during adjacent frame exposures. The vertical data shift rate of this CCD is 2 s/row, resulting t trans = 0.512 ms in order to completely transfer the data of 256 rows ͑corresponding to vertical binning of 2͒ to the memory. For a frame rate of 35 Hz, the actual integration time between each frame is t frame = 28.6 ms. The ratio of the vertical smearing level to the detected maximum intensity can therefore be estimated by = t trans t frame . ͑25͒
The smearing ratio measured from 100 repeated measurements is 0.017, very close to the estimation value of 0.018 calculated by the equation above. The detected dynamic range of the light intensity is therefore bounded by this smearing to be as low as 18 dB. Removal of this streaking effect is possible with gated intensifiers or with a fast shutter.
C. Crosstalk
In this system, the sources are delivered in parallel, and the signals are acquired simultaneously from all detection channels. The crosstalk between adjacent detection channels is expected due to the light coupling among the bare fibers inside the fiber adaptor connected to the spectrometer slit. However, the vertical smearing is found to be dominant between adjacent detection channels, thus the actual crosstalk between detection channels could not be measured with CCD acquisition, and so is thought to be lower than the dynamic range resolution of the CCD. In terms of the crosstalk between adjacent sources, since the signals from different sources are separated by the spectrometer in horizontal direction and there is no known horizontal smearing effect in CCD unless it is saturated, the crosstalk between sources is not a concern in this system as long as the spectral band gap between sources is sufficient for the sources to be differentiated by the spectrometer.
D. Wavelength stability and signal intensity fluctuation
The spectral encoding/decoding in this system requires a stable LD emission wavelength, and the reliability of image reconstruction is governed by the stability of the signal intensity between successive image acquisitions. Figure 7͑a͒ gives an example of the emission profile of eight LDs tested with single detector fiber placed at equal distances to the eight sources. Wavelength stability was monitored by calculating the peak positions of LD emission profile, as in Fig.  7͑a͒ , and the intensity fluctuation was monitored by measuring the intensity level in each of 64 ROIs, as in Fig. 4͑a͒ . A total of 300 frames of data were taken for short-term measurement in 1 min, and for long-term measurement in 30 min, respectively. The wavelength standard deviation was calculated for each of eight LDs, and the intensity fluctuation was averaged for all 64 ROIs. The results are shown in Table I .
The long-term wavelength drifting was found to be less than 0.21 nm, and more typically near 0.10 nm for seven of the eight lasers being used. The average 1.25 nm spacing between adjacent sources was chosen to ensure no overlapping of the source signals. The long-term intensity fluctuation with mean value of 1.2% in each detection channel was found to introduce a variation of 4.8% in the reconstructed absorption coefficient of a solid phantom, as shown in the inset of Fig. 7͑b͒.   FIG. 6 . Typical streaking effects existing with the frame-transfer CCD are illustrated in this image. The vertical light strip beside the bright region is due to the continuous incidence of the light upon the CCD chip during the frame-transfer process approximately 500 counts above the background level in this case.
V. SYSTEM PERFORMANCE
A. Point spread function estimation
The image resolution of the system is inherently bounded by the full width at half maximum ͑FWHM͒ of the point spread function ͑PSF͒ for the case where the image of a highly absorbing object is present in the medium. The recovered response field is the convolution of the object function with the PSF. To investigate the PSF of this system, images were taken by placing strong absorbers with diameters of 4.8, 4.0, 3.6, 3.2, 2.8, 2.4, and 2.0 mm at the center, as well as close to the edge of the imaging field, respectively. These absorbers were immersed in the background medium of 0.5% intralipid solution that was held in a translucent cup fitting precisely to the imaging array. The images and crosssectional profiles across the absorbers are shown in Fig. 8͑a͒ for the two cases of center and edge locations, respectively. The cross-sectional profiles were than deconvolved by the absorber object diameter to estimate the PSF of the system. The FWHM of the cross-sectional profiles before and after deconvolutions is compared in Fig. 8͑b͒ for center and edge locations, respectively. The average FWHM of the estimated PSF at center location is 10.4 mm, and that of the estimated PSF at edge location is 4.1 mm. A 6 mm strong absorber was then placed at different radial positions with 1 mm spacing along a diameter ͓shown in Fig. 9͑a͔͒ , and the FWHMs of the cross-sectional profiles deconvolved with the object function were calculated. The results in Fig. 9͑b͒ indicate that the PSF, or the resolution, gradually degrades from the circumference to the center. This is anticipated due to the degradation of the detection sensitivity at imaging area farther from the detector fibers. 
B. Localization accuracy along radial and circumferential directions
Using the same cross-sectional profiles listed in Fig.  9͑a͒ , the center positions of the absorber along the diameter have been calculated with a weighted-centroid method. 30 The measurements and the actual location settings are compared in Fig. 9͑c͒ . The overall radial localization error was found to be 2.5 mm on average.
The localization accuracy along the circumferential directions was measured by placing an absorber at 16 source/ detector locations. The absorber locations along the circumferential direction gave an overall average error of 2.3 mm.
C. Uniformity of absorption coefficient measurement
Uniformity of the absorption coefficient measurement was investigated along the radial and circumferential directions. Cylindrical phantoms with diameters of 6, 7, 8, 9, 10, 12, 14, and 16 mm were machined out of one solid phantom having absorption coefficient of 0.0042 mm −1 and scattering coefficient of 1.45 mm −1 . Depending on the size of the phantom, each phantom was placed at radial positions selected from −8, −6, −4, −2, 0, 2, 4, 6, and 8 mm, and the reconstructed absorption coefficients were grouped based on the radial locations. Figure 10͑a͒ gives an example of the reconstructed images for a 9 mm phantom, and Fig. 10͑b͒ lists the grouped measurements. The mean value of the reconstructed absorption coefficients out of 60 measurements is 0.0038 and that gives an error of 9.5% with respect to the actual value.
The 9 mm phantom used in the above measurement was placed aside 16 source/detector locations interspersed every 22.5°to evaluate the measurement uniformity of the absorption coefficient along the circumferential direction. The re- FIG. 9 . ͑Color online͒ ͑a͒ Images of a 6 mm strong absorber placed at different radial positions are shown. In ͑b͒ the change of the resolution from the edge of the array to the center is quantified. In ͑c͒ the localization error from the edge to the center is shown, and the average accuracy is found to be 2.5 mm. 
D. Linearity of absorption coefficient reconstruction
The response of the system measurement to the absorption coefficient change has been evaluated. A solid phantom with a 6.35 mm hole filled with 1 ml of 1% intralipid solution was placed in the imaging array, and stock solution of 0.2% ink was dropped to the intralipid solution in fixed drops of 0.01 ml. The reconstructed absorption coefficients shown in Fig. 11 reveal clear linearity with respect to the actual ink concentrations.
E. Imaging multiple objects
The capability of imaging multiple objects is qualitatively demonstrated in Fig. 12 where one, two, three, and four absorbers were immersed successively into the intralipid solution. Objects at multiple locations can be clearly identified, while the presence of more objects has the overall effect of lowering the recovered absorption of each of the other objects. This is a well-known feature of diffuse imaging. 24, 26, 28 The ability to recover multiple objects helps to confirm that the system will perform well in more complex tissues such as small animal studies.
VI. RESULTS OF IMAGING TRANSIENT CHANGES IN ABSORPTION
At frame rate of 35 Hz, the system is capable of imaging not only moving targets 14 but also capable of taking the "snapshot" of transient changes in object optical properties. One example of this is shown in Fig. 13 in the imaging of real-time changes of absorption coefficients when ink was continuously injected to intralipid solution contained within a hole in a solid tissue phantom. The images of the phantom at six discrete timings and the continuous absorption coefficient changes of the solution are plotted in Fig. 13͑a͒ and 13͑b͒, respectively. Slow ink injection started at approximately after 2 s, and stopped at approximately after 9 s. A total of 350 frames were taken in 10 s. The gradual increasing of the absorption coefficient after the injection and the reaching of a plateau before stopping the injection are very clearly captured.
VII. DISCUSSION
Video-rate tomography is used in many situations in medical imaging, most commonly in ultrasound, where the direct reflection of the signal is used for display. In projection-based tomography, all types of imaging modalities require decoupling of the signal from different sources. While this can be done electronically in many cases, a major strength of optics is the ability to separate signals spatially through dispersion at gratings or prisms. The design presented here is an approach in solving this problem which has 
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previously not been demonstrated. The key feature of this design is the use of a different diode laser at each wavelength, which is carefully set by temperature and driving current to be offset from all other lasers. The separation of each of these wavelengths in the detection channel with a high-resolution spectrometer is fairly straightforward, yet never before demonstrated in tomography. The spectrometer throughput was lower than would be desired ͑14% efficiency͒, however, higher throughput spectrometers are available with holographic gratings, albeit at a higher overall cost. However, this efficiency was still sufficient to allow imaging through several centimeters of tissue, and this is actually not the limiting factor in the performance of the system. Dynamic range issues were more problematic than the overall sensitivity. The use of a fast CCD camera enabled convenient simultaneous video-rate acquisition of all ROIs that have been decoded by the spectrometer. In the system designed here, there was a lower dynamic range of the detection than would be desired, mainly due to the vertical smearing of the CCD during the readout phase. The smearing of the CCD can be eliminated in future work by use of a gated intensifier prior to the CCD camera which has capability to cut the intensity transmission among adjacent CCD pixels with a frame rate that matches the CCD exposure. Alternatively fast shutters can be obtained which would also work to gate out the light during the readout phase of the CCD. Nevertheless, the overall dynamic range and sensitivity of CCD were adequate for imaging smaller and lower contrast objects in the medium. When imaging larger sized objects or objects with strong global absorption, the CCD dynamic range limited the ability for accurate tomographic recovery of the absorption coefficient values. For these types of imaging applications, multichannel photodetectors with higher dynamic range or sensitivity, such as photomultiplier tubes ͑PMTs͒ and avalanche photodiodes ͑APDs͒ may be more desirable.
Any improvement in dynamic range will have a direct impact on the ability to resolve subtler contrast changes in the diffusing tissue medium. Ongoing efforts in improving this video-rate system include the use of multichannel PMT or APD arrays that can be used for parallel acquisition of spectrally decoded signals with higher sensitivity and potentially more controllable dynamic range per detector. There is also a design to implement frequency domain light source delivery and detection within the spectral-encoding design, to provide phase-shift information of light passing through the scattering medium. This information is required for separating the reconstruction of the medium's reduced scattering coefficient image from the medium absorption coefficient image. 21, 31 All of the eight LDs in the current system belong to the 785 nm band. If other groups of LDs in different bands are implemented, this system will be capable of differentiating the changes of different chromophores in tissue, namely, oxyhemoglobin versus deoxyhemoglobin. When more LDs at different bands are incorporated, the spectral coverage of the spectrometer must be lowered to match the spectral range of the different LD bands. A trade-off will then exist between the overall spectral range and the spectral separation of the LDs within a single band. Current plans are to implement this second wavelength band and provide video-rate images of relative hemoglobin concentration and relative oxygen saturation for imaging small animals during physiology studies.
There are clearly ways in which this system could be improved, with the primary place being an increase in the available dynamic range. Use of a gated or shuttered camera system which minimized the streaking of the data on the CCD during readout is a primary area for improvement. This can be eliminated by having each detection channel fed to its own spectrometer as well, thereby eliminating the need for frame transfer during detection.
Another area of research to examine is if the use of the wavelength band across 8.75 nm for all the sources affects the observed attenuation in each source-detector pair. The central hypothesis in developing this system is that the absorption coefficient of tissues varies little over this 8.75 nm bandwidth, and so all light detected effectively sense the same absorption coefficient. The broadband features of hemoglobin and water would tend to agree with this hypothesis, and the bands can be chosen carefully to be centered on regions of relatively flat attenuation. However, future studies might address this concern about how the variation in attenuation across the band would affect the resulting data, and if source-specific extinction coefficients need to be used to correct for this effect.
