Abstract In this paper, we primarily consider the following semilinear elliptic equation
Introduction
In this paper, we are mainly concerned with the nonexistence of positive supersolution to the following semilinear elliptic equation    −∆u = h(x, u) in Ω, u 0 on ∂Ω,
where Ω is a punctured or an exterior domain in R N with N 3; that is, Ω = R N \ O, here O is a bounded, closed smooth subset of R N and h : Ω × R + → R is a measurable function, here R + = [0, +∞). We assume, unless otherwise specified, that N 3 throughout the paper. Without loss of generality, we also assume that O ⊂ B R (0), where B R (0) represents the ball with the radius R, centered at the origin. A typical punctured domain is Ω = R N \ {0}, and a typical exterior domain is Ω = R N \ B R (0) with O = B R (0). A function u ∈ C 2 (Ω) is said to be a positive supersolution of (1.1) if u(x) > 0 and −∆u(x) h(x, u) for all x ∈ Ω.
The existence and nonexistence of solution or supersolution to problem (1.1) have attracted great attentions for many years; see [2-6, 12, 13, 17, 19, 23, 25-27] and the references therein. In the special case that h only depends on u, given R 0 > 0, Alarcon, Melian and Quaas [2] proved that problem (1. (1.
2)
The traditional method to establish nonexistence results for solution or supersolution to (1.2) is to make use of the fundamental solution and Hadamard property ( [5, 7, 8, 13] ). It is worth mentioning that if p = −2, problem (1.2) in a bounded domain is used to describe the MEMS model ( [21, 24] ), and if p = −1, problem (1.2) is related to the study of singular minimal hypersurfaces with symmetry ( [29, 34] ). When V (x) = (1+|x|) β and Ω is a punctured or an exterior domain, Bidaut-Véron [7] and Bidaut-Véron and Pohozaev [8] showed that problem (1.2) has no solution if p N + β N − 2 := p * β with β ∈ (−2, 2).
On the other hand, when Ω = R N \ {0} and V (x) = |x| a0 (1 + |x|) β−a0 with a 0 ∈ (−N, +∞) and β ∈ (−∞, a 0 ), Chen, Felmer and Yang [15] derived infinitely many positive solutions of (1.2) if p ∈ p * β , N + a 0 N − 2 ∩ (0, +∞).
Armstrong and Sirakov [5] and Chen and Felmer [13] dealt with the more general potential
where β > −2 and τ ∈ R. Especially, [5, Theorem 3 .1] and [13, Theorem 1.1] imply the following result:
• Let β ∈ (−2, 2). Problem (1.2) with Ω = R N \ B e (0) has no positive supersolution provided that either p < p * β , τ ∈ R or p = p * β , τ 0. In the current paper, we will provide a sharp improvement of the above result; indeed, we can conclude the following:
• Let β > −2. Problem (1.2) with Ω = R N \ B e (0) has no positive supersolution provided that either (1.2) with Ω = R N \B ℓ (0) has positive supersolution for properly large ℓ provided that either p > p * β , τ ∈ R or p = p * β , τ < −1 (see Proposition 4.2) . As a consequence, the above results show that both p = p * β and τ = −1 are the critical values for the existence of positive supersolution to (1.2) .
For the more general nonlinear problem (1.1), let us assume that
if (b) fails, we assume that (b1) there exists σ 1 ∈ (0, 1) such that for any t > 0,
and (b2) there exists σ 2 > 0 such that for any t > 0,
Then we have We would like to mention that (H)-(a) means that h is linear or superlinear, (H)-(b) is related to the subcritical case while (H)-(b1)(b2) deal with the critical case. As one will see below, Theorem 1.1 allows us to obtain some optimal nonexistence results of positive supersolution to problem (1.2).
To prove Theorem 1.1, it turns out that a nonexistence result of positive supersolution of the linear Hardy elliptic problem (2.1) (see Section 2) is vital in our analysis. Such a nonexistence result can be established by Agmon-Allegretto-Piepenbrink theory [1] ; in this paper, we shall provide a different proof which seems simpler.
Another focus of our paper is on the following semilinear elliptic system:
It is known that Liouville-type theorems for system (1.3) have been established (see [16, 22, 32, 33, 35] ) primarily on the whole space Ω = R N . In particular, when h 1 (x, u, v) = v p , h 2 (x, u, v) = u q , the nonexistence of positive solution to (1.3) in Ω = R N has been investigated by [16, 33, 35] in the subcritical case that 1
It seems that there is little research work devoted to the nonexistence/existence of solution/supersolution to (1.3) when Ω is an exterior domain. We say a function pair
For system (1.3), two functionsh 1 ,h 2 are involved to control functions h 1 , h 2 respectively.
(SH) Suppose that the nonnegative functionh
(a) the maps t →h 1 (x, s, t), s →h 2 (x, s, t) are nondecreasing and for any x ∈ R N \ B e (0),
if (b) fails, we assume that (b1) there exist positive constants σ 3 , σ 4 with either σ 3 < 1 or σ 4 < 1, such that for any t > 0, lim inf
and (b2) if σ 3 < 1, σ 4 1 there exists σ 5 > 0 such that for any t > 0, lim inf
if σ 3 1, σ 4 < 1, there exists σ 6 > 0 such that for any t > 0,
Then we can state
withh 1 ,h 2 fulfilling (SH). Then system (1.3) has no positive supersolution.
Assumption (SH)-(b) is related to the subcritical case, (SH)-(b2) says that one of the nonlinearities is critical, and (SH)-(b3) represents that both nonlinear terms are critical. In particular, when the nonlinearities h 1 , h 2 take the form
, we are able to clarify the nonexistence and existence of positive supersolution in terms of the parameters p 1 , p 2 , q 1 , q 2 , τ 1 and τ 2 ; see Proposition 4.3 and Proposition 4.4 for the precise details.
The rest of the paper is organized as follows. In Section 2, we show the nonexistence of supersolution of a linear Hardy problem. In Section 3, we prove our main results Theorems 1.1 and 1.2. In Section 4, we apply Theorems 1.1 and 1.2 to two concrete examples to obtain sharp nonexistence results.
Nonexistence of positive supersolution of a linear Hardy problem
In this section, we shall investigate the linear elliptic problem with Hardy potential:
The nonexistence result of positive supersolution to (2.1) reads as follows. 
Then problem (2.1) has no positive supersolution.
We remark that (N − 2) 2 /4 is the best constant in the Hardy-Sobolev inequality
Related Hardy problems have been studied extensively; one may refer to, for instance, [9-11, 14, 20] . In particular, the authors [14] considered the Hardy problem −∆u = . To this end, they used new distributional identities to classify the isolated singular solution of −∆u = µ |x| 2 u + f in D \ {0} and find fundamental solutions of −∆u = µ |x| 2 u in R N . It is worth noting that [18, 30, 31] indicate that the nonexistence of positive supersolution to (2.1) can be obtained by using Agmon-Allegretto-Piepenbrink theory [1] . We will provide a different and elementary proof. Our strategy is to employ the Kelvin transform to transfer the unbounded domain Ω into a bounded one containing the origin.
For the linear elliptic equation involving the general homogeneous potential in the punctured domain R N \ {0}: 
Theorem 2.2 is optimal in a certain sense, and it also reveals essential differences between problem (1.1) with a punctured domain and problem (1.1) with an exterior domain; see the following remark. Remark 2.3. Concerning Theorem 2.2, we would like to make some comments as follows.
(i) When α < 2, µ > 0, one can easily see from the proof of Theorem 2.2 that the linear problem
has no positive supersolution for any ℓ > 0; (ii) When α > 2, µ > 0, problem (2.4) has positive supersolution for properly large ℓ; this can be seen from Proposition 4.2(i) below (by taking p = 1, β < −2, τ = 0 there). Such a result is in sharp contrast with the above (i) and Theorem 2.
3) (and so problem (2.4)) has positive supersolution by considering the fundamental solutions of Hardy operators; one can refer to, for example, [14] . Hence, for α = 2, µ = (N − 2) 2 /4 is the critical value of existence of positive supersolution of problems (2.3) and (2.4).
Proof of Theorem 2.1
In the case that β = −2 and so the critical exponent p * β = 1, problem (2.1) is related to the Hardy-Leray potentials. The following result plays an essential role in the proof of Theorem 2.1. 
has no positive solution.
Proof of Theorem 2.1. We argue indirectly and suppose that u is a positive supersolution of (2.1).
The main idea below is to reflect Ω to a bounded punctured domain through the Kelvin transform and then to obtain a contradiction by Lemma 2.4. Without loss of generality, we may assume that Ω is a connected exterior domain satisfying 0 ∈ Ω. Denote by
Clearly, Ω ♯ is a bounded punctured domain. By direct computation, for x ∈ Ω ♯ , we have
Then for x ∈ Ω ♯ , using the fact that ∆(|x| 2−N ) = 0, we observe that
. Thus, we notice that V * is continuous in
Because of (2.2), it follows that lim inf
which in turn implies that there exist µ 1 > (N − 2) 2 /4 and r 1 > 0 such that
Denote u 0 = u ♯ − ϕ 0 , where ϕ 0 is the unique positive solution of Then u 0 satisfies u 0 = 0 on ∂B r1 (0) and
As a consequence, u 0 is a positive solution of (2.5) with D = B r1 (0), µ = µ 1 and f = f * . This contradicts Lemma 2.4. Thus, (2.1) admits no positive supersolution, and the proof is complete. ✷
Proof of Theorem 2.2
Proof of Theorem 2.2. On the contrary, suppose that problem
has a positive supersolution u 0 , that is,
, a contradiction can be seen directly from Theorem 2.1. When α < 2, (2.6) can be written as
where
This contradicts Theorem 2.1.
When α > 2, it follows from (2.6) that there existsf 0 such that
Denote by ϕ 0 the unique positive solution of
, and v 0 := u 0 − ϕ 0 is bounded from below and is a solution of
which admits a unique positive bounded solution, denoted by z 0 . For any small ǫ > 0, set
Then there exists r ǫ ∈ (0, r µ ) such that lim ǫ→0 + r ǫ = 0 and ψ ǫ v 0 on B rǫ (0). By the classical comparison principle, we have
Sending ǫ → 0 , we can conclude v 0 z 0 > 0 in B rµ (0) \ {0}. Furthermore, we see that v 0 = 0 on ∂B rµ (0) and
Thus, we obtain a contradiction with Theorem 2.4 and the proof ends. ✷ Elementary computation yields , we have
and so
Now, with the aid of the function w 0 , we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We use a contradiction argument and suppose that (1.1) has a positive supersolution u.
By the positivity of u, one can find a constant c 0 > 0 such that
Hence, Lemma 3.1 gives u(x) c 0 |x| 2−N , ∀ |x| e. 
using the assumption (H)-(b1)(b2). Under (H)-(b1), by (3.3), there exists
In light of (3.1) (by taking σ = 1 − σ 1 > 0 there), one can find t 1 ∈ (0, m0 3(N −2)σ1 ) and ̺ 1 ̺ 0 such that
Then by Lemma 3.1, it follows that
with θ 1 = 1 − σ 1 . As a next step, we are going to improve the decay of u at infinity by an induction argument. To this end, let {θ j } j be the sequence generated by
In view of (H)-(a), we may assume that σ 2 1, where σ 2 > 0 appears from the assumption (H)-(b2). Furthermore, by observing that lim j→+∞ θ j = +∞, one can assert that there exists j 0 ∈ N such that θ j0 σ 2 and θ j0−1 < σ 2 .
(3.8)
We now claim that for any integer j, there exist ̺ j ̺ 0 and t j > 0 such that
Indeed, when j = 1, (3.9) has been proved above. Assume that (3.9) holds for some j, we will show that (3.9) holds true for j + 1. Notice that there exists r j ̺ j such that
By (H)-(a)(b1), (3.5) and (3.9), we obtaiñ
Taking σ = 1+θ j −σ 1 > 0 in (3.1), and then using Lemma 3.1 (by comparing u with |x| 2−N (ln |x|) θj +θ1 ), we can conclude that
for some t j+1 > 0 and ̺ j+1 r j . This verifies the previous claim (3.9). Therefore, (3.8) and (3.9) imply that
By (H)-(b2), there exist ̺ > ̺ j0 and ǫ 0 > 0 such that
Clearly, u is a positive supersolution of
which is a contradiction with Theorem 2.1. Thus, (1.1) admits no positive supersolution. The proof is complete. ✷ Thus, it follows from (SH)-(a) that
If (SH)-(b) holds, we then have lim inf
By taking V (x) =h if (3.14) holds), we see that u (or v) is a positive supersolution of
. This is impossible due to Theorem 2.1. Therefore, (1.3) has no positive supersolution.
If (SH)-(b) fails, we continue to prove the nonexistence result in Theorem 1.2 under the assumption (SH)-(b1)(b2)(b3). There are three cases to distinguish as follows.
Case 1: 0 < σ 3 < 1, σ 4 1. By (3.12) and the assumption (SH)-(a), we havẽ
Then u verifies that
By virtue of the assumption (SH)-(a)(b1), there exists ρ 0 e such that
where 
This implies that (H)-(b1) holds. Moreover, (SH)-(b2) indicates thath satisfies (H)-(b2
for some ρ 0 > e and
Proceeding similarly as in (3.6), one can assert that for some t 0 > 0 and ρ 1 > ρ 0 ,
and v(x) t 0 |x| 2−N (ln |x|)
Then, reasoning as in the part of the claim (3.9), we have
. Therefore, there exists a large integer j * such that
Thus, we obtain
This then yields
By the assumption (SH)-(b3), there exist ̺ > ρ j * and ǫ 0 > 0 such that
), u is a positive supersolution of
contradicting Theorem 2.1. As a consequence, (1.3) has no positive supersolution in Case 3. The proof is now complete. ✷
Application: two examples
In this section, we shall use two typical examples to illustrate the optimality of the nonexistence results obtained by this paper. Proof. We shall apply Theorem 1.1 to obtain the desired results. It suffices to check the condition (H).
We first verify (i). When p = 1, the nonexistence follows from Theorem 2.1 directly. Clearly, the condition (H)-(a) is fulfilled once p > 1. We also note that 
If p = p * β and τ 0, by taking
Furthermore, let us choose
Therefore, h satisfies the assumption (H)-(b1)(b2). Thus, the assertion (i) is proved. We next verify the assertion (ii). Arguing indirectly, we suppose that (1.1) has a positive bounded supersolution u. Denoteh
where M = 1 + sup x∈Ω u(x) > 1. Then, it is easily checked that , it immediately follows from (3.1) that
One can easily see that there exists a large constant ℓ > e such that −∆w 0 (x) h(x, w 0 (x)), ∀ |x| > ℓ.
Hence, w 0 is a desired supersolution. When p = p * β , we have β + (2 − N )p = −N . Similarly as above, for some large ℓ > e, problem (1.1) has a positive supersolution
where −τ − 1 > 0 by our assumption τ < −1. So when β > −2, (4.2) holds if we take σ > −τ −1 p * β −1 . When β −2, then p * β − 1 0 and (4.2) is satisfied if we just take σ = 1. In each case, the supersolution w 0 is bounded in R N \ B ℓ (0). ✷ Our second example is the following one:
Proposition 4.3. Assume that
where p 1 , q 2 1, p 2 , q 1 0, β 1 , β 2 > −2 and τ 1 , τ 2 ∈ R. Problem (1.3) has no positive supersolution if one of the following conditions holds:
Proof. In order to apply Theorem 1.2, we only need to check that the nonlinearities h 1 , h 2 satisfy (SH).
First of all, when p 1 , q 2 1, h 1 , h 2 satisfy (SH)-(a). We further note that
Condition (i) implies that β 1 + N − (N − 2)(p 1 + q 1 ) > 0 and condition (ii) implies that β 2 + N − (N − 2)(p 2 + q 2 ) > 0. Hence, in each of these cases, (SH)-(b) holds, and so (1.3) has no positive supersolution. Thus, the Proposition holds in case (i) and case (ii). = t q1 (ln |x|) τ2+σ5p2 , ∀ |x| > e.
Since p 2 , q 1 0 and p 2 + q 1 > 0, we may choose either σ 5 > 0 or σ 6 > 0 such that τ 2 + σ 5 p 2 > 0 or τ 1 + σ 6 q 1 > 0.
According to the above analysis, it is easily seen that (SH)-(b1)(b2)(b3) are fulfilled when one of the cases (iii), (iv) and (v) holds. Thus, Theorem 1.2 applies to assert that (1.3) has no positive supersolution in each of such cases. The proof is complete. ✷
In what follows, we will establish the existence of positive supersolutions to system (1. 
