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Abstract : Motivated by recent researches in metagenomic classification tasks, this
paper investigates the problem of finding interpretable concepts from training data in
which the number of features is larger than the number of samples. In this setting, the
classification problem is modeled as a combinatorial optimization problem, in which
the aim of the learner is to find a {−1, 0, +1}-weighted linear threshold function that
minimizes the hinge loss induced from the training data. Two methods are analyzed and
experimented: convex optimization that applies randomized rounding to the optimum in
the convex hull of the concept class, and supermodular minimization that performs a
local search in the concept class, with a guarantee on the approximate solution for the
subclass of {0, 1}-weighted threshold functions.
Mots-clés : High-dimensional data, linear boolean concepts, combinatorial optimiza-
tion, convex relaxation, submodular optimization, randomized rounding
1. Introduction
1.1. Motivation
Classification tasks in which the number of features n is much larger than
the number of samples m has gained interest in the past decade in Machine
Learning (ML). Such classification tasks, often written n≫ m (Hastie et al.,
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2005), are in sharp contrast with the Data Mining paradigm in which m may
be several orders of magnitude larger than n. Applications of classification
tasks from high dimensional data have grown significantly in genomics post-
genomics and more generally in computational biology. From theoretical
point of view, the major issues arising from this setting are high variance
and over-fitting. For these reasons, the analysis of n≫ m tasks requires new
procedures which depart from the usualm > n setting.
Gene Expression data that are nowadays well known by many ML prac-
ticians are typically constituted of hundreds of samples (m ≃ 100) and ten
thousands of features (n ≃ 10000). A density m/n of 1% is very typical and a
large literature has explored the pitfalls related to directly applying standard
approaches in such cases (Hanczar et al., 2007). In the past five years, thanks
to the development of metagenomic approaches, the capacity to extensively
explore microbiota composition and its variations with environmental chal-
lenges has considerably changed (Riesenfeld et al., 2004). In fact, our view
of the microbial world and its impact on human health is changing radically
with the ability to sequence uncultured or unculturable microbes sampled di-
rectly from their habitats, as made possible by faster and cheaper emerging
NGS (Next Generation Sequencing technologies). It represents a paradig-
matic shift in the analysis of habitat biodiversity (human, soil or ocean mi-
crobiome). Such recent developments provide researchers with metagenomic
data as counts for millions of different batteries. It corresponds to a decrease
by two orders of magnitude compared with traditional microarray data of the
density mentioned above which becomes as low as 0, 01%. However, in such
settings, the issues of over-fitting and noise-discovery (Ioannidis, 2005) has
never been so high. In a nutshell, one of the key problem in metagenomic data
is to find accurate, stable and interpretable models of molecular signatures.
1.2. Application context
Next-generation sequencing (NGS) technologies has already allowed the pub-
lication of a first human gut microbial gene catalogue based on the analysis
of 124 Europeans gut microbiota (Qin et al., 2010). In the context of the FP7
EU program MetaHIT (Metagenomics of the human Intestinal Tract) lead by
Prof. Dusko Ehrlich (Ehrlich & Consortium, 2010; Arumugam et al., 2011)
111 lean individuals (BMI<25 kg/m2) and 154 obese individuals (BMI>30
kg/m2) were included in the studied cohort. Common clinical and biological
phenotypes have been collected as well as an analysis of their gut microbiota
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where counts for several millions bacterial genes where reported thanks to
NGS technology.
In this paper, we present the models and algorithms we designed with these
goals in mind. However, the dataset we used to run our experiments only
contains a small fraction of all features we expect to have in the near future:
This dataset has 38 individuals and 69 features. Each feature represents the
activity of a bacterial gene and has been carefully selected by biologists.
The biologists with whomwe have worked were eager to have interpretable
models as their ultimate objective is to understand the etiology of various
morbid phenotypes.
1.3. The Model
In this paper, the model we have decided to explore consist in {−1, 0,+1}-
weighted linear threshold functions, which are conceptually simpler than the
standard real-weighted linear threshold functions, also known as “percep-
trons”. Our discrete model has a simple and direct interpretation as a presence
of inhibiting and activating genes. Furthermore, this simplicity decreases the
structural risk of over-fitting. In this setting, the problem n > m is viewed
as a combinatorial optimization problem. Specifically, the task is to find a
discrete n-dimensional linear model that minimizes the cumulated loss over a
training set ofm examples.
Despite the crucial importance of finding simple and interpretable linear
models, there has been relatively few investigations in the study of integer-
weighted linear threshold functions. A notable exception is the work by Golea
& Marchand (1993a,b) who investigate the learnability issue of perceptrons
with binary weights. In particular, they demonstrate that the problem of find-
ing a {0, 1}-weighted linear threshold function that minimizes the cumulative
zero-one loss (i.e. the number of classification errors) in a training set is
NP-hard, even in the “realizable” case where the data can be separated by a
function in this concept class.
In order to circumvent this computational barrier, the error measure ex-
amined in this study is the hinge loss, a well-known surrogate of the zero-one
loss endowed with remarkable geometric properties. Namely, the hinge loss is
convex and, for certain subclasses of discrete linear concepts, supermodular.
Based on these properties, we propose two methods for minimizing the cu-
mulative hinge loss of a training set. The first method operates in the convex
relaxation of the concept class and uses randomized rounding, while the sec-
ond method directly search an approximation of the optimum in the concept
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class by exploiting the supermodularity of the loss function.
2. Problem Setting
A ternary-weighted linear threshold concept is a pair (c, r)where c is a vector
in {−1, 0,+1}n and r is a nonnegative real capturing the threshold or offset.
In gene expression data, ci = 0 indicates that the ith gene is inexpressive,
ci = +1 indicates that the ith gene is expressive with activating role, and
ci = −1 indicates that the ith gene is expressive with inhibiting role. Given an
instance x inRn, the label assigned by (c, r) to xt is defined by sgn(〈c,x〉−r).
Two natural classes of concepts arise from this setting. The first class is
the family Cr[0, 1] of r-threshold boolean functions. When the threshold r is
clear from the context, each concept in this class is simply represented as a
boolean vector c in {0, 1}n. The second class is the family C0[−1, 0,+1] of
zero-threshold ternary functions. Here, a concept is represented as a vector
c ∈ {−1, 0,+1}. A concept c is k-sparse if ‖c‖1 ≤ k, that is, the number of
non-zero weights in c is less than or equal to k.
An example is a pair (x, y) where x is an instance in Rn+ and y is a label in
{−1,+1}. A training set is a collection {(xt, yt)}mt=1 of examples.
A loss function is a map ℓ : {−1, 0,+1}n × Rn × {−1,+1} such that
ℓ(c;x, y) measures the discrepancy between the predicted value 〈c,x〉 and
the true label y. For a concept c and a training set S = {(xt, yt)}mt=1, the
cumulative loss of c with respect to S is given by L(c;S) =
∑m
t=1 ℓ(c;xt, yt).
Based on this performance measure, the combinatorial optimization problem
investigated in this study is described as follows.
Loss Minimization over {−1, 0,+1}n
Given
• a target concept class C ⊆ {−1, 0,+1}n,
• a training set S = {(xt, yt)}mt=1,
• a loss function ℓ,
Find a concept c ∈ C that minimizes L(c, S).
Recall that the zero-one loss is the loss function defined by ℓ01(c;x, y) = 1
if sgn(〈c,x〉 − r) 6= y and ℓ01(c;x, y) = 0. For this loss function the mini-
mization problem over binary-weighted or ternary-weighted linear threshold
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concepts is known to be NP-hard, even in the ideal case where the training
set is separable by the concept class (Golea & Marchand, 1993a). For this
reason, we shall concentrate on the hinge loss a well-known surrogate of the
zero-one loss defined as follows:
ℓγ(c;x, y) =
1
γ
max[0, γ − y(〈w,x〉 − r)] where γ ∈ R+
Intuitively, the hinge loss penalizes a concept for any margin less than γ.
By a direct reduction from the Binary Integer Programming problem, the min-
imization problem with the hinge loss is still NP-hard, even when the data is
separable. However, the crucial difference with the zero-one loss lies in the
fact that the hinge loss is convex and, for some concept classes, also super-
modular. Such useful properties will be exploited in the remaining sections.
Reduction to Binary Weights. Instead of coping with ternary weights, we
can use a simple trick to reduce our minimization problem to a binary min-
imization problem. The idea is to duplicate attributes in the following way:
to each instance x ∈ Rn we associate an instance x′ ∈ Rd where d = 2n
and x′ = (x1,−x1, x2,−x2, · · · , xn,−xn). Given a binary-valued concept
c
′ ∈ {0, 1}d, we can recover the ternary-valued concept c ∈ {−1, 0,+1}n
by setting ci = c′2i−1 − c
′
2i for each i ∈ [n]. Based on this transformation,
it is easy to see that ℓ(c′;x′, y) = ℓ(c;x, y), and hence, L(c′; {(x′t, yt)}) =
L(c; {(xt, yt)}). Thus, if c′ minimizes the cumulative loss on the training set
S ′ = {(x′t, yt)}, then c minimizes the cumulative loss on S = {(xt, yt)}. If,
in addition, c′ is k-sparse, then c is k-sparse.
In the following section, we will present algorithms able to learn concepts
from the class C0[0, 1]. In fact, with the help of this reduction, the algorithms
of the next section can also learn concepts from C0[−1, 0,+1].
3. Convex Formulation
In this section, we shall tackle the problem of learning concepts in C0[0, 1]
by exploiting the property that the hinge loss is convex. The overall idea is
to first relax the combinatorial optimization problem into a convex optimiza-
tion problem, which will give us a vector of real valued weights. Then, to
obtain weights in {0, 1}d, we shall apply to this real valued vector a random-
ized rounding procedure. We will begin by tackling the non sparse learning
problem.
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Figure 1: Convex Rounding
Input: A convex loss function L and a training set S
(1) solve wˆ = argmin{Lγ(w;S) : w ∈ Rd+, ‖w‖∞ ≤ 1}
(2) Build the concept c ∈ {0, 1}d as follows: for each i ∈ [d], ci is set to 1 with
probability wˆi
(3) Return c
3.1. Non sparse algorithm
For a class of concept C ⊆ {0, 1}d, we denote by conv(C) the convex hull
of C. In particular, if C = {0, 1}d, then conv(C) = [0, 1]d. To convexify our
learning problem, we shall replace the discrete constraint c ∈ {0, 1}d by a
continuous constraint wˆ ∈ [0, 1]d, and since the hinge loss ℓγ is convex, then
for any training set S of size m the task of finding a vector wˆ ∈ [0, 1]d that
minimizes Lγ(w;S) can be solved in time polynomial in d and m. In order
to get {0, 1}-valued concept c, we need a final step called the randomized
rounding procedure. Since wˆ is a point in the convex hull of {0, 1}d, we draw
the random concept c in {0, 1}d from the following distribution: each value ci
is chosen independently to be 1 with probability wˆi. Therefor, we know that
wˆ = E[c] where c is the random concept.
The resulting algorithm called convex rounding is specified in Figure 1. In
our implementation of this algorithm, we used a linear programming software
(CVXOPT) to solve the optimization problem. Note that this optimization
problem can easily be solved online with projection gradient techniques for
example.
We note in passing that our optimization problem in the polytope [0, 1]d can
be viewed as an optimization problem over Rd+ under the l∞-norm constraint.
Also note that this algorithm has not been designed to generate k-sparse solu-
tions.
When does the convex relaxation directly yield binary weights ? At the
end of the convex optimization step, the learning algorithm generates a weight
vector wˆ. The accuracy of our algorithm depends heavily on this vector. If it
is the case that most weights of wˆ are already in {0, 1}, then these weights will
remain unchanged by the randomized rounding procedure, and c will be quite
close to wˆ. Thus, the randomized rounding will not degrade the accuracy too
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Figure 2: The solution to the convex relaxation coincindes with the solution
to the original problem
much. Figure 2 illustrates this by representing a case where wˆ and c coincide.
On his figure, the objective function is represented by ellipses. The four dots
at the corner of the squares are the vectors {0, 1}2. The vector wˆ positioned
on the cross is the optimal solution both to the relaxed problem and to the
discrete problem.
Increasing the margin parameter γ also increases the likelihood that weights
become binary. In a similar way, this phenomenon appears in the Lasso fea-
ture selection procedure, where the weight vector are more likely to fall on a
vertex of the ℓ1 ball as the margin increases. To illustrate this, consider figure
3, where the number of non-zero weights is plotted as a function of γ. For
sufficiently big γ, note that all weights are binary.
Also, consider the regularization path on figure 4. In this figure, the value
of the first 20 weights have been plotted as functions of γ. For low values of
the margin (left of the graph), most weights oscillate between 0 and 1, and for
larger margins, nearly all weights become binary: their value is either 0 or 1.
In conclusion, depending on the margin, we may or may not need a ran-
domized rounding pass. Also, when the margin is low, weights of wˆ are not
binary and the randomized rounding procedure might by harmful.
In the experimental section, figure 7 on which we can see the empirical
error rate before and after rounding confirms this fact: when the margin is
low, the randomized rounding adds a huge amount of error.
To strengthen our analysis, the following proposition bounds the differ-
CAp 2012
Figure 3: Number of weights whose value is exactly 0 or 1. As the margin γ
grows, nealy all the 138 weights become binary.
ence between the loss of randomized rounded vector c and the optimal binary
weight vector. As expected, this gap between the randomized rounding solu-
tion and the optimal one is proportional to 1
γ
. Interestingly, the average loss
(not the cumulative loss) does not depend either on d nor on m. A crucial
parameter is thus the ℓ1 norm of the examples.
Proposition 1 For any training set S = {(xt, yt)}
m
t=1, let X1 = maxt ‖xt‖1,
and let c∗ ∈ {0, 1}d be an optimal solution of the combinatorial loss mini-
mization problem over S using the hinge loss. If c is the solution returned by
the algorithm in Figure 1, then the following holds:
E[L(c, S)] ≤ L(c∗, S) + m
X1
2γ
Proof (The proof is inspired by lemma A.1 and A.2 in Shalev-Shwartz et al.
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Figure 4: Regularization path showing the variation of the 20 first weights
(2010)))
E [L(c;S)]− L(c∗;S) ≤ E [L(c;S)− L(wˆ;S)]
≤
m∑
t=1
E [ℓ(c;xt, yt)− ℓ(wˆ;xt, yt)] (1)
≤
1
γ
m∑
t=1
E [|〈c,xt〉 − 〈wˆ,xt〉|] (2)
≤
1
γ
m∑
t=1
√
E
[
(〈c,xt〉 − 〈wˆ,xt〉)
2
]
(3)
=
1
γ
m∑
t=1
√
E
[
(〈c,xt〉 − E 〈c,xt〉)
2
]
≤
1
γ
m∑
t=1
√
V ar (〈c,xt〉) (4)
=
1
γ
m∑
t=1
√√√√ d∑
i=1
x
2
t,iV ar(ci)
≤
1
γ
m∑
t=1
√√√√ d∑
i=1
x
2
t,i
4
(5)
≤
1
2γ
m∑
t=1
√√√√( d∑
i=1
|xt,i|
)2
(6)
≤
mX1
2γ
(7)
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Figure 5: Intersection of the l1 ball of radius 2, of the l∞ ball of radius 1 for
non negative coordinates
Inequation 2 comes from the fact that the hinge loss is 1
γ
-Lipschitz. In-
equation 3 follows from Jensen’s inequality. In inequation 4, we recognize
the formula of the variance (note V ar). Because V ar(aX) = a2V ar(X)
and because the variance of a bernouilli random variable is bounded by 1
4
,
inequation 5 follows.
3.2. Sparsity
The Convex Rounding algorithm produces binary weights, but does not en-
courage sparsity. To generate k-sparse concepts, we have to find the convex
hull of the set of all constraints including the k-sparsity. The class of concepts
we wish to learn is {c ∈ {0, 1}d : ‖c‖
1
≤ k}. The convex hull of this set
is the intersection of Rd+, the l∞ ball of radius 1, and the l1 ball of radius k.
Figure 5 represents this convex hull for d = 3 and k = 2. On this figure, the
vertices are all points with binary coordinates except point (1, 1, 1), which has
more than k ones.
We will call Sparse Convex Rounding the convex rounding algorihm in
which the sparsity constraints have been added. Note that the optimization
problem (step 1 of the algorithm) can still be formulated as a linear optimiza-
tion problem.
This new algorithm yields two nice guarantees: First, the bound of propo-
sition 1 still holds, and the proof does not require any modification. Also, the
only guarantee we get w.r.t. sparsity is the following:
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Proposition 2 Let c be the output of the Sparse Convex Rouding algorithm
ran with parameter k. Then, E[‖c‖
1
] = k
The proof is straightforward, and follows from linearity of expectation.
4. Supermodular Minimization
In this section, we shall concentrate on the class Cr[0, 1] of r-threshold boolean
functions. As specified previously, any concept in this class can be encoded
as a vector c in {0, 1}n. For any instance xt in Rn+, the label predicted by c
on xt is given by sgn(〈c,xt〉 − r).
Given two concepts c and c′ in {0, 1}n, we write c ≤ c′ if ci ≤ c′i for
all i ∈ [n]. It is well-known that the boolean hypercube {0, 1}n equipped
with the partial ordering ≤ is a complete and distributive lattice, in which
the meet operation is the boolean conjunction ∧ and the join operation is
the boolean disjunction ∨. Based on these considerations, a pseudo-boolean
function f : {0, 1}n → R is called supermodular if:
f(c ∨ c′) + f(c ∧ c′) ≥ f(c) + f(c′) for all c, c′ ∈ {0, 1}n
In a dual way, f is called submodular if−f is supermodular. We say that f is
monotone increasing (resp. monotone decreasing) if, for all c, c′ ∈ {0, 1}n,
c ≤ c′ implies f(c) ≤ f(c′) (resp. f(c) ≥ f(c′)). In the setting suggested by
our optimization problem, the interest of supermodular functions arises from
the following property.
Proposition 3 Let S = {xt, yt}
m
t=1 be a training set and γ > 0 a margin
parameter. Then, the function f : {0, 1}n → R+ given by:
f(c) =
m∑
t=1
max[0, γ − yt(〈c,xt〉 − r)]
is supermodular.
Proof Let gt and ht be two supermodular functions such that gt − ht is ei-
ther monotone increasing or monotone decreasing. Then, by (Lovász, 1983,
Proposition 2.2.), the function max(gt, ht) is also supermodular. Now, sup-
pose that gt is the constant function 0 and ht is the linear function given by
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Figure 6: Supermodular Local Search
Input: A class Cr of r-threshold boolean concepts; a supermodular function f
Initialization: Set c ← 0
(1) compute c∗ = argmin(f(c′) : ‖c− c′‖1 = 1)
(2) if f(c∗) < (1− ǫ/n2)f(c) set c ← c∗ and goto 1
(4) return c
ht(c) = γ − yt(〈c,xt〉 − r). If yt = +1 then 0 − ht(c) is monotone in-
creasing. Dually, if yt = −1 then 0 − ht(c) is monotone decreasing. There-
fore, max(0, ht(c)) is supermodular. Since supermodularity is preserved un-
der summation, the result follows.
In general, minimizing a supermodular function f over a {0, 1}n is NP-
hard. However if f is supermodular and monotone decreasing then the mini-
mization problem can be approximated within a ratio of 1− 1/e using a simple
greedy algorithm suggested by Nemhauser et al. (1978). Many efforts have
been focused on designing heuristics for arbitrary supermodular functions.
Perhaps one of the most noteworthy algorithms is the local search technique
proposed by Vondrák (2007) which yields a deterministic 1/3-approximation.
In Figure 6 is presented a variant of Vondrák’s algorithm, adapted for
supermodular minimization. In step (1), the algorithm considers all binary
weight vectors at a hamming distance of 1 of the current vector, and selects
the best one. In step (2), we have the stopping condition. Note that during a
single run, the number of iterations cannot be higher than the total number of
features d. During a single iteration, the algorithm considers dweight vectors,
and evaluates them on the whole dataset. Thus, the overall complexity of this
algorithm is O(md2).
Based on (Vondrák, 2007, Theorem 2.9.) and Proposition 3, we get the
following result.
Theorem 4 Let Cr be the class of r-threshold concepts over {0, 1}
n. For
any training set S = {(xt, yt}
m
t=1, let c
∗ be a concept in Cr that minimizes
Lγ(c;S). Then, the supermodular local search algorithm returns a solution
c ∈ Cr such that:
L(c, S) ≤ (1/3 − o(1))L(c∗, S)
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Figure 7: Empirical error rate of the non-rounded linear separator (dashed
line) versus error rate of the concept after randomized rounding
(straight line).
Concerning the class of zero-threshold concepts over {−1, 0,+1}n, we
cannot guarantee such a result because the hinge loss is no longer super-
modular. However, our local search algorithm can be used as a basis for a
random-restart hill climbing technique that conducts a series of local searches
from randomly generated initial states until an acceptable accuracy is found.
Actually, the random-restart hill-climbing technique is one of the most com-
mon approaches to tackle combinatorial optimization problems.
The performance of this technique is evaluated below.
5. Experiments
In this section, we briefly discuss the experiments ran on the metagenomic
dataset with the ConvexRounding algorithm as well as the Supermodular Lo-
cal Search algorithm. As mentioned before, this dataset contains 38 examples
and 69 real-valued features. The dataset is divided into two well balanced
classes: obese people and non obese. To apply our binary weights learning
algorithms to this ternary weights learning problem, the features have been
doubled as explained in section 2..
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Figure 8: Empirical error rate of the submodular optimization algorithm, for
various values of γ.
Figure 7 represents the error rate of the ConvexRounding algorithm. More
precisely the upper curve represents the error rate of c (the rounded vector of
weights) and the lower curve shows the error rate of wˆ, before the rounding
was applied. The x-axis corresponds to various values of γ. It is interesting
to note that when the margin is low, the randomized rounding procedure is
extremely harmful. This is consistent with the explanation given in section 2.
The Supermodular Local Search (figure 8) is also evaluated for various
values of γ. Both algorithms exhibit a ’U’ shaped error rate which is not
surprising. It appears from these figures that the Supermodular Local Search
dominates the Convex Rounding algorithm.
For low values of γ, the rounding procedure results in a huge drop of per-
formance compared to the non-rounded solution. Similarly, for very low val-
ues of γ, the submodular optimization algorithm also performs quite badly.
This can be explained by the fact that as γ grows, the objective function has
less and less non linearity, and thus optimizing this objective function with
0, 1 constraints becomes much easier.
Also note for γ ∈ [5, 25], the submodular algorithm performs nearly as
well as the non-rounded convex relaxation. This is both surprising and non
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surprising. Let us first look at the non-surprising aspect. Because we have
more features than examples, it is likely that there exist many linear separators
(including {−1, 0, 1} valued separators) achieving low error rates. Thus, the
convex relaxation should not yield significantly better results than the optimal
ternary weighted separator. The more surprising aspect is that the submodular
algorithm reaches an optimal solution, eventhough the problem is known to
be NP-hard.
6. Conclusions
In this paper, we have proposed two algorithms to tackle NP-hard learning
problems. The first algorithm is based on a convex relaxation (in a similar
fashion as the Lasso) and the second algorithm is based on Supermodular
maximization procedures. Both algorithms were theoretically analysed and
tested on a metagenomic dataset.
The experiments should be considered as very preliminary. In the near-
future, we are expecting to have datasets with a very large number of features.
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