Tcanslational kinetic-energy distributions of mass-selected ions have been measured in diffuse, low-current Townsend-type discharges at high electric field-to-gas density ratios (EjN) in the range of 1 x 10-18_2 X 10-11 Vm2 (1-20 kTd). The discharges were generaied in Ar and N2 under uniform-field conditions and ion energies were measured using a cylindrical-mirror energy analyzer coupled to a quadrupole mass spectrometer. The mean ion energies determined from measured energy distributions of Ar+ in Ar and N2+ in N2 are compared with the mean energies predicted from solutions of the Boltzmann transport equation based on the assumption that symmetric resonant charge transfer is the predominant ion-neutral interaction. The results for Ar+ and N2+ are consistent with predictions made using a constant (energy independent) cross section for which an effective ion temperature can be defined. However, for both ions, the measured mean energies tend to fall increasingly below the predicted values as E j N increases. The possible causes and significance of the differences between the measured and calculated mean ion energies are examined by considering collisions other than charge-transfer that can affect ion energies as well as uncertainties in the charge-transfer cross sections used in the calculations. Measurements were also made of the relative contributions from N+ and Ar2+ to the ion ftux. Over the E j N range of interest, N+ accounts for less than 15% ofthe ion ftux in nitrogen and Ar2+ accounts for less than 5% of the ion ftux in argon. PACS number(s): 52.40.-w
I. INTRODUCTION
The importance of resonant charge-transfer processes in determining the kinetic-energy distributions of ions in radio-frequency (rf) discharges has become evident from numerous recent investigations [1] [2] [3] [4] [5] [6] 8) . The results of these investigations for argon have stimulated discussion about the relative roles played by charge transfer versus other elastic and inelastic ion-neutral collisions in affecting ion energies within the discharge sheath region [7, [9] [10] [11] . Charge transfer has also been invoked to explain the observed energies of positive ions in the cathode fall region of dc glow discharges [12] [13] [14] [15] [16] [17] .
Velocity distributions of Ar+ in Ar have been measured by Ong and Hogan [18) in a uniform-field drift tube for electric field-to-gas density ratios (EIN) up to 1063-65lX/95/5 1(6)/6036(11)/$06.00 3.2 X 10-19 Vm2 (320 Td). They found that the measured distributions showed increasing deviations from a Maxwellian distribution as E IN was increased. It has been shown [15, [19] [20] [21] from solution of the Boltzmann equation in one dimension that if resonant charge transfer is the dominant interaction with a constant, energy independent cross section QCT then the ion-energy distribution should be of a Maxwellian form from which an effective ion "temperature" T+ can be defined and is given by (1) where e is the electron charge and k is the Boltzmann constant. The assumptions that lead to Eq. (1) will be examined in the next section. The corresponding ion drift velocity is given by - (2) where M is the ion mass.
Makabe and Shinada [22) have pointed out difficulties with the ion sampling procedures used in drift-tube experiments such as those performed by Ong and Hogan [18) , which can lead to distortions in measured ion-51 6036 @1995 The American Physical Society velocity distributions. Lin and Bardsley [23] had previously argued that differences between measured and calculated ion-velocity distributions are probably due to effects of discrimination in the experimental sampling. Using computer simulations, Skullerud and Holmstrom [24] have demonstrated that the velocity distribution of ions in a drift tube measured by the retarding potential difference (RPD) method will differ considerably from the distribution in the "boundary-free" transport region. This difference arises from the influence of ion absorption and reflection at the analyzer boundary and is greatest for the low-energy end of the distribution. They also argue that similar effects could distort results from drifttube-mass-spectrometer experiments. It has been shown from Monte Carlo simulations [25] that deviations from the Maxwellian form for ion-velocity distributions occur in cases where resonant charge transfer is not the dominant ion-atom interaction such as for K+ transport in Ar. There have also been several reports [22, [26] [27] [28] [29] of enhancements in the high-energy tails. of ion-energy distributions measured in drift tubes for cases where resonant charge transfer does not necessarily dominate. Mase and co-workers [30] have shown experimentally that at sufficiently high E /N there may not be enough collisions on average to establish the equilibrium condition required for validity of the Boltzmann transport equation. Under these conditions, the observed distributions deviate from those that apply under equilibrium conditions, e.g., a Maxwellian distribution, as manifested by an enhancement in the high-energy tail. At extremely low pressures, the ion-energy distribution in a uniform-field drift tube will assume a "beamlike" characteristic and exhibit a narrow peak at the maximum energy determined by the product of applied electric field and total drift length. This has been observed [30] for Ar+ in Ar where, under equilibrium conditions, charge transfer is expected to dominate.
Deviations from equilibrium behavior in electron transport have been investigated under a variety of conditions and shown to occur for E/N as low as 3 x 10-19 Vm2 (300 Td) [31] [32] [33] [34] . Less is known about the conditions under which nonequilibrium transport can be expected for ions when charge transfer is the dominant collision process.
The extent to which resonant charge transfer is the dominant ion-molecule interaction at relatively high E /N where inelastic collisions can occur for systems like Ar+ in Ar or N2+ in N2 is still debatable. Even at relatively low E /N (below 2 x 10-18 V m 2), the theoretical ion drift velocity of Ar+ in Ar based on a charge-transfer model is higher than that determined from experiment [19, 35] . The reason for this discrepancy is unclear, but suggests possible problems with the charge-transfer crosssection and/or ion-mobility measurements. It should be noted, as pointed out by Phelps and Jelenkovic [36] , that the values of kT + that apply for cases where resonant charge transfer dominates are significantly higher than kTeff calculated from drift velocities using the Wannier approximation [37, 38] , where T is the gas temperature and Vd is the ion drift velocity. This is seen by substituting W + from Eq. (2) for Vd into Eq. (3), which in the high-field limit gives
where the second term on the right-hand side of Eq. (3) is assumed to dominate over the first term.
There is experimental evidence [36, 39] that, at E/N greater than 10-17 V m2, electronic excitation of Ar in Ar+ -Ar collisions begins to become significant. The effect of inelastic collisions involving electronic excitation on the kinetic-energy distribution of Ar+ would likely be most evident at the high-energy tail for energies above 10 eV.
For N2+ in N2, there is the possibility that inelastic collisions involving vibrational excitation will occur at energies below 10 eV [40] . There is also evidence [34] in this case of electronic excitation to the B2~~state of N2+ at high E/N. As in the case of Ar+ in Ar, inelastic collision processes will tend to reduce the mean ion energy below that predicted by assuming that charge transfer is the only ion-molecule interaction. The possible effect of inelastic processes on the shape of the energy distribution is still unresolved.
The relative contribution of N+ to the ion flux for a Townsend discharge in nitrogen has been the subject of debate [34, 41, 42] . The transport of N+ in N2 will obviously not be predominantly affected by resonant charge transfer. Because of a lack of charge transfer and the fact that the momentum-transfer cross section for N+ -N2 collisions falls considerably below that for N2+ -N2 collisions at energies above 1 eV [40] ,it can be argued that N+ should have a higher mean energy than N2+. Moreover, it is known that N+ formed by dissociative ionization processes can have kinetic energies considerably in excess of the thermal energy [43, 44] , and it has been noted [26] that this could have a perturbing effect on fragment-ion energy distributions measured in drift tubes, especially if a significant fraction of the observed ions are formed near the sampling location.
In the work described here, ion kinetic-energy distributions of mass-selected ions were measured from diffuse, low-pressure (Townsend) discharges in Ar and N2 at relatively high E/N in the range of 1 x 10-18_2 X10-17 V m2 (1 to 20 kTd). The purposes of this investigation are (1) to determine if there is any evidence of nonequilibrium behavior in the transport of ions and (2) to determine the extent to which ion transport is consistent with predictions based on a simplified, one-dimensional equilibrium model that includes only resonant symmetric charge transfer. The relative contributions of the minor ions N+ and Ar2+ to the ion transport have also been measured. The results presented here supplant those given in our earlier preliminary report [45] . (4) II. THEORY (3) In this section, the theory that leads to Eq. (1) is extended to allow for an energy-dependent charge-transfer cross section. The basis for the theory is otherwise the same as discussed by previous authors [15, 19, 20] . The following assumptions are made (1) the ion motion takes place in a constant uniform electric field, (2) charge transfer is the predominant ion-neutral interaction, and (3) equilibrium conditions apply so that ion transport satisfies the one-dimensional Boltzmann transport equation. The form of the steady-state Boltzmann equation that incorporates these assumptions can be written as [20] aah(v) Because charge transfer is an interaction that effectively causes the ion to stop and then start again with zero velocity in the positive z direction, the velocity distribution function can be written as [20] where C is a normalization constant and s(v..) is a step function defined such that s(v..) = 0 for v.. 
If QCT is assumed to be independent of energy, i.e., QCT = A', where A' is a constant, then Eqs. (9)- (11) give
which has a Maxwellian form that yields an effective ion temperature given by Eq. (1). This distribution is denoted by f m (c) and is referred to here as the "Maxwellian approximation. " If QCT has an energy dependence of the form (13) where A and /3 are constants, then we obtain
The normalization factor C' is obtained using Eq. (11) . In this case, the distribution does not have a Maxwellian form, and therefore, a "temperature" cannot be defined. The function given by Eq. (14) is referred to here as the "Boltzmann approximation" and is denoted by fb(c).
as required. Of particular relevance to the analysis of the data on energy distributions presented in this work are the fractional differences in the mean relative slopes of
where (c) is the mean ion energy. Figure 1 shows the total resonant symmetric charge- transfer data for Ar+ -Ar and N2+ -N2 collisions that have been used in the present analysis together with corresponding fits to the data of the form indicated by Eq. (13) . The cross-section data are those recommended by Phelps [40] , and were derived from various sources [46] [47] [48] [49] . The horizontal arrows indicate the values for A' (constant QCT) that were assumed for the Maxwellian approximation. The values for A', A, and /3 used in the analysis discussed here are listed in Table I togeth~r with values for~. that were calculated for the indicated values of the mean ion energy. The mean ion energies were selected to lie within the ranges corresponding to the values for E /N covered in the experiments described here. It is seen from the~. values that the slopes of In[fb(c)] and In[Jm(c)] versus c curves differ by less than 10% over most of the energy range of interest. As shown below, fits to the experimental data using both fb(c) and f m (c) typically yield the same results for mean ion energy to within the scatter and uncertainties in the data, i.e., it is difficult to distinguish between the two forms for the distribution from the experimental data and the effect of including the energy dependence for the chargetransfer cross section is of little or no consequence for either Ar+ in Ar or N 2+ in N 2 when E /N is within the range consideredhere. In general,it can be expected that C9 Scope 27 k.Q -the mean ion energies calculated using measured energy distributions will be insensitive to minor changes in the distribution profiles.
III. EXPERIMENT
The experimental setup is shown diagrammatically in Fig. 2 . The configuration of the discharge cell is similar to that used in earlier work [50] . It consisted of two parallel circular stainless-steel electrodes 4.2 cm in diameter separated by a distance of 1.4 cm. The discharge occurs between the electrodes that are surrounded by a cylindrical quartz insulator as shown in the figure. The ions were sampled through a O.l-mm-diameter aperture in the cathode. The high voltage was applied to the anode and the cathode was connected to ground through a 27-kO resistor. The electrode separation is large enough to insure that d» .A,where .Ais the mean-free ion path, and small enough to avoid significant perturbation of the electric field on the axis defined by the sampling aperture due to charging of the quartz surface. The results are insensitive to small variations of d around the value selected.
The gas pressure in the discharge cell was measured Experimental arrangement. Shown are the discharge cell, external circuit, ion-transfer optics (ITO), cylindrical mirror energy selector (CMA), and the quadrupole mass spectrometer (QMS). The baratron is an electronic capacitance manometer to measure the gas pressure in the discharge volume. The components within the dashed box are contained in the vacuum system. 
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Scope with a baratron and was maintained at a constant value to within :f:0.13 Pa in the range of 17'(~45.0 Pa. The gas number density N was calculated from the pressure using the ideal gas law. The electric-field strength was assumed to be uniform and given by VI d, where V is the voltage measured across the electrodes. The maximum uncertainties in E IN result primarily from drift or fluctuations in the gas pressure and are estimated to range from :f:4.0 x 10-21 Vm2 at low EIN ("" 2 x 10-18 Vm2) to :H.O x 10-19 Vm2 at high EIN ("" 20 x 10-18 Vm2).
Kinetic-energy distributions of specific, mass-selected ions were measured using a differentially pumped cylindrical mirror analyzer (CMA) coupled to a quadrupole mass spectrometer (QMS). The configuration is similar to that used recently by Kumar and Ghosh [16] to measure ion-energy distributions from glow discharges in nitrogen. The CMA-QMS system used in the present work is identical to that described by Olthoff and co-workers [4] for measurement of ions from rf glow discharges in argon. In the present work, measurements were made both with and without the stainless-steel sampling cone. This is the cone with a 1.00mm aperture shown in Fig.  2 . Measurements were also made both with the lens elements of the ion-transfer optics (ITa) grounded to the same potential as the cathode and with the ITa operated in the normal einzellens mode. With the sampling cone in place, tests were performed to determine the effect of varying the cone-to-cathode spacing from 4 to 10 mm. It was found that all of the operating configurations yielded results that agreed to within the estimated uncertainties discussed below, thus indicating that effects of angular spread in ion trajectories due to nonaxial velocity components did not significantly perturb the measured "axial" energy distributions.
Ion kinetic-energy distributions were measured under conditions where the mass spectrometer was tuned to a specific mass-to-charge ratio while the potential difference between the CMA and ITa was scanned so that the observed ions always passed through the analyzer with a fixed energy of 20 eV. The energy resolution of the CMA was maintained at 2.0 eV (full width at half maximum) over the entire energy range scanned. Using a . K+ ion beam, it was determined that the transmission of the CMA-QMS was constant up to an ion energy of about 150 eV. Above this energy there was a decrease in the transmission due to limitations on the operating voltages of the QMS. The drop off in ion intensity seen in our earlier preliminary results [45] at about 50 eV could not be reproduced in subsequent measurements, and was most likely an instrumental effect due to misalignment andlor improper tracking of the mass-spectrometer operating voltage with ion energy. During operation of the discharge, the currents 11 and 12, respectively, to the cathode and anode, were measured simultaneously. When an insulator was inserted behind the anode (see Fig. 2 ), it was found that /1/12 = 1.0 over the entire E IN range that was investigated for both gases. When the insulator was removed, it was found that 12 could become significantly greater than 11 at EIN values greater than 10-17 Vm2 (10 kTd) due to the possible occurrence of discharges on the "back side" of the anode. The energy distributions obtained when 12 exceeded 11 were, nevertheless, in agreement with those obtained when the insulator was present and 11 = 12.
The discharge was operated in the Townsend regime where the current is nearly independent of the measured gap voltage [51] . The voltages in this case correspond to points on the "left-hand" side of the Paschen minimum [36, 52, 53] . Shown in Fig. 3 is an example of a Paschen curve for argon determined for the experimental conditions described here. Indicated are the E IN values of 17.4 x 10-18 Vm2 and 2.3 x 10-18 Vm2 at which some of the results reported below were obtained. The measured ion-energy distributions were insensitive to discharge current selected within the "flat" part of the characteristic voltage-current curve corresponding to the Townsend discharge region. The ion signal levels increased approximately linearly with current within this region as expected. The small decrease of current with voltage across the gap for Townsend discharges in pure -argon reported in some earlier works [54, 55] was not always evident for the conditions used in the present experiments. The upper limit on the discharge current that could be used was determined by the onset of discharge instabilities manifested by the occurrence of large current pulses or oscillations that are the prelude to the formation of a normal glow discharge [51, 56] . This oscillatory or pulsating behavior has been reported previously and is known to be influenced by the configuration of the external circuit [57J. It is worth noting that the ion-energy distributions measured under glow discharge conditions differed considerably from those reported here for a diffuse Townsend discharge. For all the measurements reported in this work, the discharge current was between 2.0 and 3.0 p,A for argon and between 5.0 and 8.0 p,A for nitrogen.
Both the argon and nitrogen experiments were performed using high purity gases (99.999% purity). It was found, nevertheless, that effects of cell contaminants, particularly water vapor desorbing from the insulator, could be observed during the first few hours of discharge operation. The presence of H20 was periodically monitored by tuning the QMS to detect ions at mass-to-charge ratios of 17 u and 18 u, corresponding, respectively, to OH+ and H20+. In the case of nitrogen, the presence of water vapor caused a large signal (sometimes comparable in intensity to that for N2+) to appear at a mass-to-charge ratio of 29 u corresponding to the ion N2H+. This ion is known [58] [59] [60] to be formed by the fast reaction, (17) To avoid possible effects of contaminants such as H20, measurements of ion-energy distributions were not performed until the ion signals associated with contaminants, e.g., N2H+ and OH+, reached levels that were at least an order of magnitude below those for the ions of interest, e.g., Ar+ and N2+.
The surfaces of the stainless-steel electrodes were polished before they were inserted into the discharge cell. It was found, nevertheless, that, except for low-energy discrimination effects discussed in the next section, the measured energy distributions were not noticeably affected by the condition of the electrode surfaces.
IV. ANALYSIS AND RESULTS

Examples of measured ion-energy distributions are shown in Figs. 4 and 5, respectively, for Ar+ in Ar and N2+ in N2.
No data are shown for energies below 10 eV where it was found from independent tests at low E /N using a drift tube that there were severe discrimination effects [61] . In addition to problems noted by others [22] [23] [24] , there is evidence that the ion discrimination at low energies is also due in part to effects of surface charging at or near the sampling apertures [4] . Indicated are fits to the data using the "Boltzmann" form for three different energy ranges and the corresponding values obtained for the cross-section parameter A in units of (eV)13 x 10-20 m2. The parameter (3 was kept at a constant value of 0.111. (12) and (14) . As examples, the lines shown in Fig. 4 correspond to c1/2frn(c) and those in Fig. 5 to c1/2/b(c). The three different lines that are shown correspond to least-squares fits using the three different energy ranges (A, B, and C) shown in the figures. The normalization of each fit has been made slightly different to displace the lines so that they can be distinguished easily. The data selected for fitting were restricted to the range 120 eV 2:c 2:20 eV where there was no evidence of significant distortion due to effects of energy-dependent transmission or discrimination. In making fits to the experimental data, A' and A in Eqs. (12) and (14) were treated as free parameters.
From the fitted forms of the kinetic-energy distributions, the mean ion energies were computed using
where x = m or b, depending on which form was used.
The mean energies experimentally determined by this method were compared with those predicted using the frn(c) and fb(c) obtained with the values for A', A, and {3given in Table I from fits to the charge-transfer crosssection data (see Fig. 1 ). The analysis used here to determine experimental mean energies relies on an accurate determination of the high-energy tail of the distribution and the assumption that it can be extrapolated to low energies using one or both of the forms corresponding to frn(c) and fb(c). We would argue that, given the limited understanding of low-energy discrimination effects, the analysis method employed here is the best that can be considered at the present time.
The results from the analysis of the measured energy distributions to determine mean ion energies are shown in Figs. 6 and 7, respectively, for argon and nitrogen. In addition to the mean energies for N2+, Fig. 7 shows mean energies for N+ estimated from the experimental data assuming a Maxwellian form for the energy distributions. The dot-dash line is simply a linear fit to the N+ data and has no theoretical significance. The open symbols in both Figs. 6 and 7 denote data taken under conditions where .(1) the insulator was inserted behind the anode, (2) the sampling cone was removed, and (3) all ITO elements were grounded. The closed symbols correspond to the opposite set of conditions where (1) the insulator was removed, (2) the sampling cone was inserted, and (3) the ITO was used to focus ions into the energy analyzer. The ion signal levels at a given E j N were generally higher for the latter set of conditions.
The figures show predicted and experimentally determined mean energies obtained using both the Maxwellian and Boltzmann approximations. The error bars corre-. spond to the uncertainties associated primarily with variations in the results determined from selecting different energy ranges for fitting to the assumed forms of the distributions (see Figs. 4 and 5) . Each data point corresponds to a value obtained by taking the full energy range (range C in Figs. 4 and 5) . The error limits correspond to the high-and low-energy extremes, e.g., ranges A and B in Figs. 4 and 5. These uncertainties are an indication of how well the measured distributions can be represented by the assumed forms !b(c) and !m(c). The deviations from these forms are relatively small, but tend to increase at the high ends of the E j N ranges considered.
Other sources of uncertainty were generally of much lower significance than those associated with the fitting of the data. The largest of these other sources is that arising from uncertainties in the ion-energy scale. In our earlier work [4] , energy shifts as large as 3.5 eV were noted. These shifts were attributed to charge buildup on the inner surface of the sampling cone. In the present work, the uncertainties in the energy scale due to shifts Another relatively minor source of systematic error that could affect the scatter in the data is that associated with drift in the discharge conditions that define EjN, e.g., gas pressure and applied voltage. However, the results obtained using different operating configurations mentioned above generally tend to agree to within the uncertainties associated with fitting of the data. For Ar+ in Ar, the mean energies determined from both experimental data and theory using !m (c) tend to fall systematically below those determined using !b(c). Independent of the assumed form for the energy distribution, the experimental mean energies for Ar+ are lower than predicted, and this deviation from prediction is greatest and most significant at higher EjN (greater than 6.0 x to-18 V m2). Despite the difficulties mentioned in the preceding section, the results for Ar+ are consistent with those given in our earlier primary work [45] for EjN > to-18
Vm2.
The experimental mean energies obtained for N2+ in N2 are seen in Fig. 7 to fall consistently below the predicted values throughout the E j N range considered. There are no significant differences between the results for N2+ obtained using the two different distributions. The results for N+ show more uncertainty than those for N2+ due to the lower N+ signal levels.
The relative contribution of N+ to the ion flux hitting the cathode was estimated from the data using the assumption of Maxwellian distributions in the formula where the summations and integrations are performed over an energy interval Cb~C~Co in which discrimination effects are not significant and IN+(ci) and IN2+(ci) are the recorded currents (or ion counts) at equal numbers of discrete nominal energy values Ci' This method of estimation avoids the issue of possible differences in the levels of low-energy discrimination for the two types of ions. Maxwellian distributions determined from fits to the experimental data were used in Eq. (19) . The results of this estimate are compared in Table II for different E /N with a cruder estimate from the raw data given by (20) where n is the total number of recorded data points. The results from the two methods of estimation are in reasonable agreement, thus suggesting levels of discrimination that are nearly equal for the ions N+ and N2+. It is seen that the relative contribution of N+ increases with E /N, but is always less than 15% of the N2+ flux. In the case of argon, an estimate was also made of the relative Ar2+ flux. Because the poor quality of the Ar2+ data did not permit a reasonable determination of the energy distribution function, the estimates were only made using the raw data, i.e., (21) The results of these estimates for different E /N are given in Table III . It is seen that the relative contribution of Ar2+ to the ion flux is always less than 5% of that from Ar+. The present results for the Ar2+ /Ar+ intensity ratio are consistent with those given in our earlier preliminary report [45] .
Unlike the results from glow discharges [4, 5] , there was no evidence of significant dimer (Ar2+) formation. Con- here are not expected to be favorable for the production of Ar2+. The formation of this ion requires low-energy collisional stabilization and is, therefore, most likely to occur in the low-field regions of a discharge [4, 5, 62, 63] .
V. DISCUSSION AND CONCLUSIONS
A. Argon
For E/N in the range of 1 x 10-18_20 X 10-18 Vm2, the measured Ar+ kinetic-energy distributions in Ar are consistent with equilibrium-type distributions derived from solutions of the one-dimension Boltzmann transport equation. The differences between the distributions obtained with and without an assumed energy dependence of the predominant symmetric resonant charge-transfer cross section are not significant and are generally smaller than, or comparable to, the uncertainties that arise from choosing different energy ranges to fit the data. The energy distributions appear to be adequately approximated by a Maxwellian form which justifies the assignment of an effective ion temperature used in earlier work, to model discharges in argon at high E/N [36, 39] .
It was found, however, that the mean ion energy tends to fall systematically below that which is predicted fISsuming that charge transfer is the only ion-neutral interaction. The difference between predicted and experimentally determined mean ion energies increases with increasing E / N, thus suggesting that the effects of energy loss resulting from collisions other than charge transfer are influencing the distribution of ion energies.
In considering possible energy loss by collisions other than resonant charge transfer, it should be noted, as pointed out in a recent communication by Phelps [9] , that momentum transfer in elastic ion-atom collisions cannot be treated as distinct from momentum transfer due to symmetric charge transfer. Symmetric charge transfer is often observationally treated as equivalent to a process in which ions are elastically scattered in the backward direction (through 180°); although theoretically it necessarily involves an electron-transfer process in order for it to occur with significant probability. The theory [47, [64] [65] [66] shows that symmetric charge transfer occurs in approximately half of the elastic collisions of the ions with like neutral species. It can, therefore, be argued that momentum transfer associated with forward elastic scattering cannot be a significant mechanism for energy loss during ion transport.
Energy losses due to the spin exchange process, are also possible. However, the translational energy loss in such collisions is small (less than 0.2 eV) and the cross section is significant only at energies above about 10 eV [63, [67] [68] [69] . It is unlikely, therefore, that this process is responsible for a major energy reduction in ion transport. Significant energy loss per collision can occur in cases where there is electronic excitation or ionization. Evidence of electronic excitation from Townsend discharges in argon at relatively high E IN has been reported in earlier work [36, 39] . The rates for ionization and excitation leading to ultraviolet (UV) emissions from ion-atom collisions in argon have been estimated here using cross sections recommended by Phelps [40] and both the pre-. dicted and experimentally determined ion-energy distribution functions. The ratio of these excitation-ionization rates to the charge-transfer rates were calculated using
where Quv(c) and Qe(c) are, respectively, the cross sections for UV excitation ax:d ionization. An upper limit on the relative energy loss rates was also estimated using L = (.6.cUV+e)Ruv+e,
where (.6.cUV+e) and (.6.cCT) are, respectively, the mean effective energy losses due to electronic excitation and charge transfer. A reasonable upper limit can be calculated by letting (.6.cUV+e) assume the value 15.75 eV corresponding to the ionization potential of argon. Table IV lists the values that were obtained for the ratios given by Eqs. (23) and (24) . It is seen that the ratio of the rate of UV excitation plus ionization to the rate for charge transfer increases by about a factor of 4 as E IN is TABLE IV. Calculated ratios of the rate coefficients for UV excitation plus ionization to that for symmetric charge transfer in the case of Ar + transport in Ar at different E / N.
The calculations were performed using both the predicted and experimentally determined Ar+ energy distribution functions fb(e,E/N).
Also shown are the corresponding calculated "maximum" ratios in the energy loss rates (L).
increased from 2.2 to 19.4 x 10-18 V m2, independent of whether the predicted or experimentally determined energy distribution functions are used. However, the rate of UV excitation plus ionization is always less than 7% of that for charge transfer. The maximum energy loss rate due to electronic excitation is less than 4% of that for charge transfer at all E IN, There is, therefore, reason to doubt that the magnitude of the differences between the predicted and measured mean Ar+ energies at high E IN seen in Fig. 4 are consistent with the ratios of rates determ3nedfrom Eqs. (23) and (24) .
It should be noted that most of the discrepancy between the predicted and experimentally determined mean ion energies can be removed by making an 18% increase in the total charge-transfer cross section at all energies in the range considered (see Fig. 1 ). It is difficult to know if this is a reasonable adjustment, but it is conceivable that at least part of the difference between the measured and predicted results can be accounted for by uncertainties in the assumed cross section. In arriving at a recommended cross section for Ar+ -Ar charge transfer, Phelps [40] argued that adjustments of more than 20% should be made in the cross-section values derived from measured differential scattering cross sections for energies below 15 eV [70, 71] .
The results shown in Fig. 6 , when extrapolated to higher E IN, appear to be inconsistent with preliminary results [45] for EIN 2: 2.0 x 10-17 V m2 using the retarding potential difference (RPD) method with a similar discharge cell. The RPD results tend to yield mean ion energies that are higher than predicted from the Maxwellian approximation, i.e., from Eq. (1); whereas the present results are, if anything, lower than predictions. It should be noted, however, that the energy distributions determined by the RPD method do not conform to the Maxwellian approximation, and show evidence of deviations from equilibrium behavior. Similar deviations from equilibrium behavior were evident from RPD results obtained from Ne+-Ne in Townsend discharges at high EIN [72] .
A disadvantage of the RPD method is that the identity of the ions observed is unknown. The energy distributions detern:.ined by this method could be affected by contributions from other ions such as Ar2+. However, the results given in Table III indicate that Ar2+ is a minor ion, and its relative contribution to the ion flux does not increase significantly with EIN up to 2.0 X 10-17 Vm2 (20 kTd).
B. Nitrogen
As in the case of Ar+ in Ar, the measured kineticenergy distributions of N2+ in N2 are consistent with equilibrium distributions derived from solutions of the one-dimensional Boltzmann transport equation. One is again justified in defining an effective ion temperature for N2+ within the EIN range of 1.0-20.0 x 10-18 Vm2, Also, like Ar+ in Ar, the mean energies determined from the measured distributions tend to fall below the predicted values at all E IN. It is possible that at least part of the difference between the measured and predicted mean energies results from the effect of vibra- Although energy loss by electronic excitation can be inferred from previous reports [34] , this mechanism is not expected to be any more effective in reducing the mean ion energy than vibrational excitation for the E IN range considered here. It can be inferred from the above estimates that the contributions from inelastic collisions should not reduce the mean ion energies significantly below those predicted assuming symmetric charge transfer is the only process that can occur. It is again possible that part of the discrepancy between the predicted and measured mean energies for N2+ is a consequence of uncertainties or errors in the charge-transfer cross section. However, we caution against using the results reported here to "correct" the charge-transfer cross section without performing a more complete analysis of ion transport, e.g., based on a numerical solution of the Boltzmann transport equation, which takes into account all relevant collisional excitation processes.
The results listed in Table II 10-18 Vm2. This trend is expected because the mean electron energy in the discharge will increase with E IN causing an increase in the rate for dissociative ionization [43] leading to N+ formation. Although it is possible that N+ is also formed by ion-molecule collisions, it is presumed here that this mechanism makes only a minor contribution compared with electron-impact processes. The mean energies for N+ are significantly higher than those for N2+, and the difference between the mean energies of these two ions is greatest at the lowest E IN. Higher mean energies for N+ can be expected because symmetric charge transfer is not a dominant ion-molecule interaction in this case. Moreover, the momentumtransfer cross section for N+ -N2+ is markedly below that for N2+ -N2 over the kinetic-energy region of relevance here [40] . Some of the measured N+ energy distributions exhibited evidence of deviations from Maxwellian behavior in the high-energy tails. However, the data obtained from the present experiment had too much scatter and lack of reproducibility at high energies (> 100 eV) to permit reliable estimates of the deviations from equilibrium behavior. In the case of N+ transport in N2, it is clear that much more experimental and theoretical work is required.
