One-way wavefield extrapolation methods are routinely used in 3D depth migration algorithms for seismic data. Due to their efficient computer implementations, such one-way methods have become increasingly popular and a wide variety of methods have been introduced. In salt provinces, the migration algorithms must be able to handle large velocity contrasts since the velocities in salt are generally much higher than in the surrounding sediments. This can be a challenge for one-way wavefield extrapolation methods. We present a depth migration method using one-way propagators within lateral windows for handling the large velocity contrasts associated with salt-sediment interfaces. Using the adaptive windowing, we can handle the large perturbations locally in a similar fashion as the beamlet propagator, hence limiting the impact of the errors on the global wavefield. We demonstrate the performance of our method by applying it to synthetic data from the 2D SEG/EAGE A-A' salt model and an offshore real data example.
INTRODUCTION
Accurate imaging of seismic data in areas with strong velocity contrast is becoming increasingly important as the search for hydrocarbons enters areas with very complex geology.
Currently there is large interest in salt provinces, for example the Gulf of Mexico. When salt is present, the migration algorithm must be able to handle large velocity contrasts since the velocity in salt is generally much higher than in the surrounding sediments. The salt bodies will act as acoustic lenses, spreading or concentrating energy in a "random way" (O'Brien and Gray, 1996) . Proper handling of these focusing effects in the migration algorithm is crucial for getting a proper migrated image of the sub-salt structures.
Several migration methods are routinely used in sub-salt imaging. They are normally classified as either Kirchhoff (Schneider, 1978) or wavefield extrapolation migrations depending on the underlying assumptions (Bleistein, 1987; Gazdag, 1978; Stolt, 1978) . Kirchhoff methods explicitly impose a high-frequency assumption on the wave equation and typically use ray-tracing based methods to model the wave propagation in the subsurface. In areas with complex geology where multi-pathing occures, Kirchhoff methods may not provide reliable subsurface images (Biondi, 2006) . Many wavefield methods are based on frequency domain one-way extrapolation of the wavefield since such operators are computationally cheap and robust. These methods naturally handle multi-pathing and can give better subsurface images in areas with complex geology. Different implementations can handle varying degrees of lateral velocity variation, but in general, the cost of these methods increases as a function of medium complexity. All one-way methods split the velocity model into a set of depth slabs and then apply the wavefield extrapolator to the wavefield, stepping it down into the model, one depth step at a time. There are three main families of frequency based 2 one-way extrapolators; space domain; wavenumber domain; and mixed space-wavenumber domain operators, each class with its own strengths and weaknesses. Here, we will focus on the mixed space-wavenumber domain operators which can only handle limited lateral velocity variation in a given depth slice. Ferguson and Margrave (2005) introduced the notion of planned seismic imaging, where in each depth slab they select one propagator that is optimal from a performance objective in order to overcome some of the problems caused by this limitation.
When the lateral velocity contrast is small (or smooth), the split-step operator (Stoffa et al., 1990 ) is both cheap and accurate. The generalized-screen (Wu and Huang, 1992; Rousseau and de Hoop, 2001 ) and the Fourier finite-difference (Ristow and Rühl, 1994) operators can handle larger velocity contrasts, but are computationally more expensive.
The split-step, generalized-screen and Fourier finite-difference methods are all based on the thin-slab approximation. A laterally invariant background velocity is defined and the resulting velocity perturbations may be large. Since these methods assume small lateral perturbations, they are no longer valid in the presence of large velocity variations, usually found at salt/sediment interfaces. Gazdag and Sguazzero (1984) introduced the phase-shift plus interpolation (PSPI) method, where the wavefield is globally downward continued using a collection of reference velocities to accommodate lateral velocity variations, and a subsequent interpolation in space-domain to reconstruct the extrapolated wavefield. (See e.g. Bagaini et al. (1995) for details on how to extract a set of reference velocities.) The cost of this approach is proportional to the number of reference velocities which may be large. A generalized-screen propagator was presented by Jin and Wu (1999) and Wu and Jin (1997) using a windowed Fourier transform (WFT) approach. However, the broadly overlapping windows in the spatial Gabor transform involving a window construction, in which a split-step propagator is used with a local background velocity.
Recently, the beamlet propagator (Wu et al., 2000) has been introduced. This approach uses a local reference velocity and can in principle handle media with very strong lateral velocity variations. In the beamlet method, the velocity model for each slab is divided into lateral regular windows, where the local (windowed) velocity is again analyzed and separated into a background and a perturbation part. This will give a more accurate operator since the local perturbations will be smaller, except for in windows that contain, for example, a salt boundary. By decomposing the velocity model into regular windows in a standard salt-sediment setting, most neighboring windows would have small perturbations that can be handled as one larger window by a cheap propagator.
We build on these ideas and present an extrapolation operator that in lateral windows within a slab uses an optimal local extrapolator. The scheme is especially targeted for sub-salt imaging where we have to handle the large velocity contrasts associated with the salt-sediment interfaces. For each slab of the velocity model, we will first identify the "interesting" areas in the medium, i.e. we find the areas with high lateral medium perturbations.
Next, we perform an adaptive windowing construction by separating the model into sediments, salt and the salt boundary. With this approach, we avoid the redundancy imposed by regular windowing. Finally, we choose an appropriate extrapolation operator for each window. We introduce a partition of unity to do the adaptive operator composition. The resulting operator handles the large lateral velocity perturbations locally, hence like the beamlet method (Chen et al., 2006) , it limits the spatial influence of any errors this intro-4 duces in the global wavefield. We demonstrate the accuracy of the method with application to a standard synthetic data set and a field data example.
ONE-WAY WAVEFIELD EXTRAPOLATION
For simplicity in the further developments, we will only consider an isotropic 2D medium.
Let z denote the preferred direction of propagation, and x the transverse direction. We will introduce an operator for one-way wave extrapolation along the z-direction of the model. To do this, it is convenient to slice the velocity model into thin slabs in this preferred direction, making each layer have a thickness ∆z. We can proceed by separating each slice of the velocity model into a background part v 0 (z), and a perturbation part δv(x, z) such that
In this setting, we have a single reference-velocity profile v 0 (z), and a spatially varying velocity perturbation δv(x, z). Hence, in each slab the wavefield will be propagated through the reference velocity and then corrected for the spatially varying perturbation or screen (Wu and Huang, 1992) . For this approach to be valid, we have to fulfill the thin-slab approximation within each layer of the velocity model (of thickness ∆z):
is small. The last part is of concern for mixed space-wavenumber domain methods, as are used here, since the true slowness for the extrapolation is constructed as a perturbation away from a reference. If this perturbation becomes large, the quality of the slowness approximation will necessarily deteriorate or become impractical to compute.
In a source free region the scalar wave equation can be written as
5 where Ψ denotes the wavefield, k(x, z, ω) = ω/v(x, z) is the wave number, v(x, z) is the scalar wave speed (velocity), and ω is the circular frequency. With the above assumptions, the wavefield Ψ(x, z + ∆z, ω), at the next depth level z + ∆z, can be approximated by the following downward continuation operator applied to the wavefield at the current depth level z
where
The operator is applied for each single frequency, and the complete wavefield is downward continued by acting on all frequency components. The symbol α is defined as the thin-slab
where the superscript sign corresponds to backward(-) and forward(+) propagation. The vertical wavenumber is given as
Propagating the wavefield using equation 3 is expensive (Holberg, 1988) . The computational cost of propagating the wavefield using equation 3 one depthstep ∆z for each frequency ω number of samples M in the computational grid and is proportional to M log M , which provides a significant cost reduction. For the split-step, generalized-screen and Fourier finite-difference methods, the background medium v 0 (z) is assumed constant within each thin slab ∆z, (Stoffa et al., 1990; Wu and Huang, 1992; Rousseau and de Hoop, 2001; Ristow and Rühl, 1994) .
LATERAL ADAPTIVE WINDOWS
In our new extrapolator, we will adapt the method described above, but we will do so for individual lateral windows. In a typical slab, we will have three kinds of windows:
windows that only contain sediments, windows that contain a salt-sediment interface and windows that only contain salt. In a standard salt-sediment geology, the only windows with any challenging velocity contrast will be those that contain the boundary. Hence, we can apply a cheap operator, like split-step, in all windows except for those with a salt-sediment boundary.
More formally, for each depth level z in the model, we find a collection of boundary points
, where x j , j = 1 . . . N denotes the lateral samples where we go from sediments to salt, or vice versa. We define x 0 and x N +1 to be the first and last lateral samples in the model, respectively. Further, we choose a collection of window functions {φ j }
where χ S is an appropriate window-function such that we have a partition of unity on each slab, i.e. j φ j (x) = 1 for all x, and the brackets denotes the support points of the window function. The coefficient c denotes the half number of samples on the window that is not 7 tapered, while the coefficient K denotes the half number of samples on the tapered part of the window, as illustrated in Figure 1 . We have defined the window functions in equation 7
such that neighboring windows have intersecting support by K sample points. This provides an interaction between the wavefields in neighboring windows such that energy is also exchanged between windows. That is, energy from a sediment or salt window is allowed to propagate into a neighboring window containing the salt-sediment interface. The choice of the parameter K depends on both the thickness ∆z of the slab and the wave velocity v.
[ Figure 1 about here.]
After identifying all salt-sediment interfaces within a thin slab, the total wavefield in this slab Ψ can be represented as the superposition of its windowed components,
where {φ j } 2N j=1 is the partition of unity.
For each window j, we assign a suitable extrapolation operator P j , thus the wavefield on the next depth is given by
where Ψ j is defined in equation 8. The overlapping windowed wavefield components Ψ j are propagated within each window, and the superposition of all windows produce the wavefield at the next depth level. We choose each P j in a "planned" fashion according to the local velocity contrast in the window. For windows with small contrast, we can use a simple operator like the split-step, while we can use a more accurate operator in the windows containing the salt-sediment interface.
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Velocity treatment
In this section we describe and compare the velocity treatment in the method described above with the generalized screen, Fourier finite-difference and beamlet methods. Since the the velocity decomposition in the generalized screen and Fourier finite-difference approaches are the same as for the split-step method, we will refer to these as split-step decomposition.
To illustrate the velocity model decomposition in the split-step and the beamlet methods, we will use the 2D SEG/EAGE A-A' salt model (Aminzadeh et al., 1997) .
[ 
NUMERICAL RESULTS
Model of vertical interface
To compare the accuracy between the lateral adaptive windowed extrapolation method and alternative methods, we first produce a snapshot in a vertical model of an impulse response with alternative one-way methods. We define a vertical model by
where x s denotes the lateral location of the impulse. The high-velocity area is assumed to be salt, while the low-velocity area is assumed to be the surrounding sediments. We place the source at the top of the model with lateral position x s = 5 km and record the wavefield in the model at time t = 1.0 s. The theoretical wavefront is shown with a dashed line.
Figure 5 (a) illustrates the impulse response using the split-step method interleaved with the velocity model. Here the background velocity is taken to be the minimum velocity in each slab; hence the wavefront in the slower part of the model is accurate. In the faster part of the model, the perturbations are large; hence the wavefront is not correctly placed for larger angles. The placement of the wavefront can be improved for larger angles by using the more accurate second order Fourier finite-difference operator, described by Ristow and Rühl 10 (1994) , as shown in Figure 5 (b). The snapshot of the wavefront for the lateral adaptive windowed extrapolator is shown in 5 (c), where we have used the split-step operator as P j in all windows. We chose K = 4 and c = 8 in equation 7. With this method, the wavefront is more correctly positioned. We notice a minor ringing in the snapshot produced by the lateral adaptive windowed extrapolator.
[ Figure 5 about here.]
Imaging the 2D SEG/EAGE A-A' salt model
Our first test of migration using lateral adaptive windows is on the 2D SEG/EAGE A-A' salt model. This model contains sediments surrounding a salt body, giving large lateral medium perturbations in addition to having a complex structure. We compare the migrated images with and without the lateral adaptive windowing. The model has 150 samples in depth z and 1200 samples in the lateral direction x, with dx = dz = 24.38 m. See Figure 2 . A common-shot section was produced with 325 shots where each shot had 176 receivers with 626 samples pr. trace, and sampling interval dt=8 ms. The first shot is located on trace 336 in the velocity model, and the shot spacing is 2 samples. Figure 6 shows a subsection of the common-shot prestack depth migrated images both with and without the lateral adaptive windowing scheme. Figure 6 (a) shows the image migrated with the split-step operator. In Figure 6 (b), the lateral window operator is used, where we used the split-step operator in the sediments, the phase-shift operator in the salt, and an extended split-step operator (Kessinger, 1992) in the salt-sediment interfaces. We chose K = 4 and c = 8 in equation 7.
Compared to the split-step method, the lateral windowing method focuses the energy better below the salt, in addition to image the base of salt better.
[ Figure 6 about here.]
Field data example
To further test the lateral adaptive wave-extrapolation method, we consider a field dataset.
The dataset is aquired in the south Atlantic, and the subsurface contains strong lateral velocity variations assosiated with salt-sediment interfaces. The dataset is migrated using a split-step propagator, a second order Fourier finite-difference propagator and the lateral adaptive scheme. In the lateral adaptive method, we used a split-step operator in the sediment velocities, a phase-shift in the salt velocities and a second order Fourier finitedifference operator in the salt-sediment velocity interfaces. Further, we set c = K = 8 in determining the adaptive window sizes as described in equation 7. In figure 7 we see the result after migration using the lateral adaptive scheme. Notice that (z 1 , x 1 ) is some reference point in the subsurface. We have circled in on an area of interest in the presens of salt velocities where our results are compared with migration using the split-step and an second order Fourier finite-difference scheme. The comparisons are illustrated in figure 8.
In figure 8 a) we show the result using our lateral adaptive scheme. Notice that (z 0 , x 0 ) is some reference point in the subsurface. In figure 8 b) and c) we show the results from the split-step and the Fourier finite-difference migration, respectively.
From the results, the proposed method gives better focusing in some places. It also do a better job in imaging some dipping events. We also notice that with our method we see more coherent energy in the deeper part of the image.
[ The computational cost of propagating the wavefield one depthstep ∆z with the proposed scheme can be described relative to the cost of an FFT. E.g., if we let n j denote the number of samples in the j-th computational window, the cost is proportional to C, where
13 and where l and k are the relative cost of the operators used in the windows with and without challenging velocity contrasts, respectively. If we use a second order Fourier finitedifference operator in the salt-sediment windows and a split-step operator in the remaining windows, we have l ≈ 2 and k ≈ 1.
CONCLUSIONS
In this paper, we have developed a new method for subsalt imaging by introducing laterally adaptive windows and one-way extrapolation operators. This method allows for one-way extrapolation in media with large lateral velocity variations. We have given examples by using cheap propagators, and improved the subsalt resolution. The choice of operator on the lateral windows with large perturbations should be one which handles lateral variations well, while a cheap operator can be used on areas with small perturbations. Figure 4: Velocity-model decomposition for the lateral adaptive window method with (a) the background velocity v 0 and (b) the velocity perturbations δv. The decomposition only differ from the split-step decomposition ( figure 3 (a-b) ) in the presence of salt
