Let µ be a finite non-negative Borel measure. The classical Lévy-Raikov-Marcinkiewicz theorem states that if its Fourier transformμ can be analytically continued to some complex halfneighborhood of the origin containing an interval (0, iR) thenμ admits analytic continuation into the strip {t: 0 < t < R}. We extend this result to general classes of measures and distributions, assuming non-negativity only on some ray and allowing temperate growth on the whole line.  2004 Elsevier Inc. All rights reserved.
Introduction
Let µ be a finite Borel measure, and denote byμ its Fourier transform,
The following principle is well known in harmonic analysis: Suppose µ is a positive finite Borel measure. If its Fourier transformμ is 'smooth' at the origin then it is 'smooth' on the whole real line. For example [4, Theorem 2.1.1], ifμ is 2n-times differentiable at the origin, n 1 being a natural number, then it is 2n-times differentiable on the whole real line and |μ (2n) (t)| |μ (2n) (0)|, t ∈ R. For a manifestation of the principle for non-analytic infinite differentiability see [1] .
The following result due to P. Lévy and D. Raikov (see, e.g., [4, Theorem 2.2.1, p. 24]) deals with real analyticity: If the Fourier transformμ coincides in a real neighborhood (−a, a) of the origin with a function analytic in a rectangle {t: | t| < a, −R < t < R}, thenμ admits analytic continuation to the strip {t: | t| < R}.
As a generalization of the real analyticity in (−a, a) ⊂ R, one can consider a weaker property of a function g to be the boundary value of a function analytic in a complex upper half-neighborhood of (−a, a):
(A) g coincides in a real neighborhood (−a, a) of the origin with a function analytic in a rectangle {t: | t| < a, 0 < t < R} and continuous in its closure.
Marcinkiewicz (see, e.g., [4, Theorem 2.2.3, p. 25]) showed that the principle also works with this generalized real analyticity. We state this result in the following form.
Lévy-Raikov-Marcinkiewicz theorem. Suppose µ is a non-negative finite Borel measure whose Fourier transform satisfies assumption (A). Thenμ admits analytic continuation into the strip {t: 0 < t < R} and is representable there by the absolutely convergent integral (1).
It is convenient for us to consider also the property to be the boundary value of a function analytic in a complex lower half-neighborhood of (−a, a):
(−A) g coincides in a real neighborhood (−a, a) of the origin with a function analytic in a rectangle {t: | t| < a, 0 > t > −R} and continuous in its closure.
One can easily reformulate the Lévy-Raikov-Marcinkiewicz theorem for this case. This paper is devoted to extensions of the Lévy-Raikov-Marcinkiewicz theorem to some general classes of measures and distributions assuming non-negativity only on a halfline.
Statement of results
We show that the assumptions of the Lévy-Raikov-Marcinkiewicz theorem can be substantially relaxed: It is enough to assume non-negativity of µ on some half-line (b, +∞). Moreover, one can also allow a temperate growth of µ on this half-line:
where C and N are some positive constants. Observe that the Fourier transform of measures µ satisfying (2) exists in the sense of distributions. Measures satisfying (2) form a subset of the set of temperate distributions (t.d.). We refer the reader to the book [3] for the terminology related to temperate distributions and their basic properties. We shall say that a t.d. g satisfies assumption (A) if the restriction of g to (−a, a) agrees (as a temperate distribution) with a function analytic in the rectangle {t: | t| < a, 0 < t < R} and continuous in its closure. The following theorem extends the Lévy-Raikov-Marcinkiewicz theorem to temperate distributions. Changing roles of f andf and using the well-known identityf = 2πf , one can reformulate Theorem 2 as follows. We also give a variant of Theorem 2 for L 2 -functions. In this case the assertion of Theorem 2 can be sharpened: The following version of Theorem 3 for a finite Borel measure may be of interest because it gives conditions on the Fourier transform of such a measure under which its absolute continuity in a neighborhood of the origin implies its absolute continuity on the whole real line.
Theorem 5. Let µ be a finite Borel measure on R. Assume that it is absolutely continuous in a neighborhood of the origin (−a, a), and its density satisfies condition (−A). If the Fourier transformμ of µ is non-negative on a ray (b, ∞), b ∈ R, then µ is absolutely continuous on R and its density is the angular boundary value of a function analytic in the strip {t: −R < t < 0} and belonging to the Hardy class H 1 in any rectangle
This paper is an extended version of [5] where the results of this paper were announced without proof. Note that Theorem 2 has important applications to the well-known prob-lem (see [2, 7] ) of oscillation of real functions having a spectral gap at the origin. These applications are considered in [6] .
Auxiliary result
In this section we shall prove the following To prove Proposition 1 we need
Lemma 1. Let f be a non-negative temperate distribution. Assume that its Fourier transformf coincides in a neighborhood of the origin with a function analytic in a rectangle {t: −r < t < R, −a < t < a}. Thenf coincides on the whole real axis R with a function (denote it also byf ) analytic in the strip {t: −r < t < R} and representable there in the form
where µ f is a non-negative finite Borel measure on R and the integral converges absolutely.
Proof.
It is well known (see, e.g., [3, p. 38] ) that f is a non-negative locally finite Borel measure (µ f , say). Let us show that, for each non-negative ϕ ∈ S, one has
Let ψ ∈ D be non-negative and such that ψ(0) = 1, where D = C ∞ 0 (R). It can be readily seen that
in S-topology.
In virtue of (5), the left-hand side has finite limit f, ϕ as h → 0. Since ψ(hx) → 1 pointwise, the Fatou lemma implies finiteness of the integral in (4). Using dominated convergence theorem, we get (4). 
Sincef is an analytic function in a neighborhood of the origin, we have for sufficiently small h,
Sinceφ h → (2π) −1 pointwise as h → 0, we derive with help of the Fatou lemma that
Thus, the distribution f is a finite non-negative measure µ f . Applying the Lévy-Raikov theorem, we get assertion of Lemma 1. 
Since f 1 has a compact support [−β − δ, β + δ], then, by the Paley-Wiener-Schwartz theorem [3, Theorem 7.3.1, p. 181],f 1 is the restriction to R of an entire function (we denote it also byf 1 ) of exponential type admitting the estimate
where C and N are positive constants. By the assumptions of Proposition 1, the distribution f 2 =f −f 1 coincides in a neighborhood of the origin with a function analytic in {−r < t < R, −a < t < a}. Since the distribution f 2 is non-negative, we can apply Lemma 1 and conclude thatf 2 coincides on R with a function analytic in strip {t: −r t R} and representable there by the absolutely convergent integral (3). Therefore (6) and (7) imply the assertion of Proposition 1. 2
Proofs of Theorems 1-5
Proof of Theorem 2. Without loss of generality we may assume that b = 0, so that the t.d. f is non-negative on the positive ray.
The proof of Theorem 2 will be divided into several steps.
Step 1. Let 0 χ δ 1 (δ > 0) be a C ∞ -function equal to 1 on (−∞, 0) and 0 on (δ, ∞). Set
Evidently, Step 2. Let us show that
hold in S -topology. The proofs of these relations are similar, so we prove only the first relation. For any ψ ∈ S, we have
Since χ δ e ·ηψ → χ δψ as η → +0 in S-topology, we see that
Step 3. Let ϕ and ϕ h have the same meaning as in the proof of Lemma 1. Sinceφ h ∈ D, the distributionŝ
are C ∞ -functions by Theorem 4.1.1 [3, p. 88] . Note that
Step 4. By the assumptions of Theorem 2, the t.d.f coincides on (−a, a) with a function analytic in {t: −a < t < a, 0 < t < R}. Then, for 0 < h < a, the t.d.f h coincides with a function analytic in the rectangle {t: | t| < a − h, 0 < t < R} in a neighborhood of the origin.
Let us show that
is the boundary value on R of a function analytic in the upper (lower) half-plane and continuous in its closure. Again, we can restrict ourselves by the functionf 
This function is also analytic in the upper half-plane and according to (9) we have
The limit in (12) is uniform in ξ on each finite interval. Indeed,
It remains to observe that
in any seminorm of the space S uniformly in ξ on each finite interval.
Remark. In a similar way it can be shown that each derivative off h 1 (ξ + iη) tends as η → +0 to the corresponding derivative of (f 1 * φ h )(ξ ) uniformly in ξ on each finite interval. So in factf h 1 is the boundary value on R of a function analytic in the upper halfplane and infinitely differentiable in its closure. We will not use this fact.
Step 5. From (11) we derive that
The function in the left-hand side is analytic in the lower half-plane and continuous in its closure. The function in the right-hand side is analytic in rectangle
and continuous in its closure. Thereforef h 2 admits analytic continuation into (14). Theorem 7.1.15 [3, p. 166 ] implies that the distributionf h 2 (=f 2 * φ h ) is the Fourier transform of the distribution 2πf 2 ϕ h which is non-negative by the construction of f 2 . Therefore we may apply Lemma 1 tof h 2 . We see that this function admits analytic continuation into strip {t: 0 < t < R} (and, hence, half-plane {t: t < R}) and is representable there in the form
where µ f 2 is the non-negative measure representing f 2 and the integral converges absolutely.
Step 6. We have just proved that all members of equality (13) can be considered as analytic in the region (14). Therefore this equality holds true in (14). Let us consider it at point t = iη, 0 < η < R. Taking into account (15), we can write it in the form
It was mentioned in Step 1 thatf 1 is analytic in the upper half-plane. By the assumptions of the theorem,f is analytic in {t: −a < t < a, 0 < t < R}. Therefore the limit as h → +0 of the right-hand side of (16) exists (and is equal tof (iη) −f 1 (iη)). Since ϕ h → (2π) −1 pointwise, we conclude by the Fatou lemma that
for 0 < η < R and, hence, for −∞ < η < R. Let us write down the equality (13) for 0 < h < a/2 at an arbitrary point of the rectangle {t: | t| < a/2, 0 < t < R},
Now, let h → +0. The limit of the right-hand side evidently isf (t) −f 1 (t). Using (17) and dominated convergence theorem, we can take limit under the integral sign in the left-hand side, and we obtain the following equality in the mentioned rectangle:
Step 7. The equality (19) can be rewritten in the form
It has been shown that it holds true in the rectangle {t: | t| < a/2, 0 < t < R}. But the first term of right-hand side is (see Step 1) analytic in the upper half-plane and has growth not exceeding a power of |t| in any strip of kind {t: 0 < r 1 t r 2 < ∞}. The second term of right-hand side is analytic and bounded in the half-plane {t: t r 2 < R} because the integral converges there absolutely and uniformly by virtue (17). Taking into account thatf 1 (· + iη) →f 1 in S -topology (see (9)), we get the assertion of Theorem 2. 2 Proof of Theorem 4. If in the proof of Theorem 2 one assumes that f ∈ L 2 (R), then we have
andf 1 belongs to the Hardy class H 2 in any strip of kind {t: 0 < t < r < ∞}. Since the measure µ f 2 coincides (in the distributional sense) with the function f 2 , we conclude that dµ f 2 = f 2 dx. Therefore (17) is equivalent to
and, in particular, we get f 2 ∈ L 1 (R). Hencê
admits the analytic continuation from R to the half-plane {t: t < R} and tends to 0 at ∞. Sincef =f 1 +f 2 , we obtain the desired conclusion. 2
Remark. The question arises whetherf belongs to H 2 in {t: 0 < t < R}. In general, the answer is negative, moreover,f may not belong to H 2 even in any smaller strip. A counterexample can be constructed in the following way. It suffices to construct a non-negative function f ∈ L 2 (R + ) satisfying conditions:
Indeed, (i) implies thatf can be analytically extended to the whole plane, and, hence, the conditions of Theorem 6 are satisfied for f . On the other hand, (ii) implies (by the Parseval equality) thatf (· + iη) / ∈ L 2 (R) for any η > 0 and, hence,f does not belong to H 2 in any parallel strip lying in the upper half-plane.
A function f satisfying (i) and (ii) can be taken in form
where the parameters 0 < δ k < 1/2 and 0 < α k < 1/2 are defined by the equations
Indeed, for η > 0,
by the second of the conditions (21). Finally, for η > 0,
also by the second of conditions (21).
Proof of Theorem 1. If in the proof of Theorem 2 one assumes that f is a temperate measure µ, then f 1 and f 2 are also temperate measures, µ 1 and µ 2 say, defined by
The proof of Theorem 2 shows that µ 2 (≡ µ f 2 ) is a non-negative finite measure on R + satisfying (17). Therefore |µ|(R + ) |µ|((0, δ)) + µ 2 (R + ) < ∞ and hence |µ|(R) < ∞. Moreover,μ 2 is analytic in {t: t < R}, continuous and bounded in {t: t R 1 < R}. Since |µ|(R − ) < ∞, the functionμ 1 (t) is analytic in the upper halfplane and continuous in its closure. In the proof of Theorem 2 (Step 7) it had been shown thatμ(t) =μ 1 (t) +μ 2 (t) for 0 < t < R. Sinceμ is the boundary value ofμ(t) on R in S -topology, we get the assertion of the theorem. 2
Proof of Theorem 5. Let a measure µ satisfy conditions of Theorem 5. Set f =μ. This is a continuous bounded function on R, and we shall consider it as a distribution from S . The conditions of Theorem 5 imply that f is non-negative on the positive ray, and the distributionf = 2πμ coincides in (−a, a) with a function analytic in {0 < t < R, −a < t < a}. Hence, f satisfies the conditions of Theorem 2 and therefore all arguments from its proof are applicable.
The distributions f 1 , f 2 defined by (8) are now continuous bounded functions on R with supp
is the boundary value of a functionf h 1 (t) (f h 2 (t)) analytic in the upper (lower) half-plane. Furtherf h 2 (t) admits analytic continuation to the half-plane {t: t < R}, is representable there by formula (15), and
Let us show that the following estimate holds for any 0 < h < 1:
where C is a positive constant depending on neither t nor h. Since f 1 is a continuous bounded function on R with supp f 1 ⊂ (−∞, δ], then its Fourier transformf 1 is analytic in the upper half-plane and satisfies the inequality
Noting that
we get from (23),
It follows from (15) 
in the sense of weak-star convergence. Therefore we can pass to the limit as h = h k → 0 under the integral sign in (25) and obtain 1 2πi
where ν is a measure on ∂Π A defined by
(A 2 − t 2 )2π dμ(ζ ) for ζ ∈ [−A, A]. The equality (26) means that the integral in its right-hand side is a Cauchy integral of measure. By the well-known theorem of brothers Riesz, the measure ν is absolutely continuous with respect to the Lebesgue measure on ∂Π A and its density coincides with the angular boundary values of (A 2 − t 2 )f (t), t ∈ int Π A . Moreover, the latter function belongs to H 1 in int Π A . Using the arbitrariness of choice of A, we get the assertion of Theorem 5. 2
