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Предложен алгоритм распознавания рукопечатных символов с использованием структурно-
признакового метода, основанного на выделении дескрипторов формы. Алгоритм предполагает предва-
рительную скелитизацию символа, разбиение области символа на блоки, описание символа с помощью 
дескрипторов и сравнение их с эталонными. В работе также представлены результаты исследований 
по оценке эффективности разработанного алгоритма, который позволяет распознавать рукопечатные 
символы с точностью, достигаемой 96 %. К достоинству алгоритма следует отнести и небольшой 
набор эталонов, что способствует более высокому быстродействию, не ухудшая вероятность пра-
вильного распознавания. Таким образом, разработанный алгоритм может использоваться для повыше-
ния качества функционирования различных систем оффлайн распознавания, например, в банковских 
структурах при заполнении заявлений на оформление пластиковых карточек, прием платежей, денеж-
ные переводы и т.д.  
 
Введение. Распознавание рукопечатных символов (написанных от руки печатными буквами) 
весьма актуально для различных видов современных наукоемких технологий, использующих процесс 
оптического ввода документов: автоматическая обработка платежных ведомостей в банках, результатов 
анкетирования или голосования, пенсионных форм и т.д. [1, 2]. Причем область применения распознава-
ния символов непрерывно расширяется [1]. Для решения такой задачи существует ряд алгоритмов и про-
граммных средств.  
Так, в работе [3] представлена программа распознавания рукописных прописных русских букв и 
цифр на основе метода сравнения с эталонными изображениями соответствующих символов. Однако 
данный алгоритм обладает рядом существенных ограничений, поэтому для повышения точности распо-
знавания отдельных символов необходимо выполнять горизонтальную и вертикальную проверку сим-
метричности образа, наличия замкнутых областей (О, В, Д, Р и др.), количество отрезков и дуг, их вза-
имное расположение и ориентация (требуется векторизация изображения).  
В статье [4] рассматривается обработка рукопечатных символов на основе распознавания их скелет-
ного представления. Следует отметить, что при данном подходе повышение точности распознавания осу-
ществляется за счет значительного увеличения временных затрат. Суть алгоритма, рассмотренного в [4], 
заключается в разбиении изображения на трапеции и выделении узловых областей. Недостатком алго-
ритма является то, что при таком подходе не учитываются некоторые особенности почерков.  
Кроме данных алгоритмов известны и другие методы распознавания печатного текста [5 – 8], ко-
торые удовлетворяют основным требованиям систем автоматизации документооборота.  
Однако создание нового программного продукта в данной области по-прежнему остается актуаль-
ной задачей и требует разработки новых, более эффективных алгоритмов распознавания и проведения 
исследований в связи со специфическими требованиями по разрешению, быстродействию, надежности 
распознавания и объему памяти, которыми характеризуется каждая конкретная задача разработки про-
блемно-ориентированной системы автоматического ввода в компьютер бумажной документации.  
 
1. Структурно-признаковый метод распознавания 
Для построения систем оптического распознавания текстов эффективным является структурно-
признаковый метод, который использует преимущества признакового и структурного подхода и позволя-
ет в значительной мере исключить недостатки, присущие каждому из указанных подходов по отдельно-
сти. В основе структурно-признакового метода лежит использование дескриптора формы символа, позво-
ляющего представить изображение в виде набора признаковых элементов, связанных между собой n-
арными отношениями, задающими структуру символа. Эти отношения, характеризующие расположение 
дескрипторов друг относительно друга, образуют структурные элементы, составляющие символ. Так, 
например, концевая область – это один из типов n-арных отношений между дескрипторами. Другие от-
ношения задают пространственное расположение образующих символ элементов. Таким образом, такой 
подход предполагает распознавание символов на основе выделения дескрипторов формы и их сравнения 
с эталонными значениями. Эталон характеризуется следующими параметрами:  
- имя;  
- обязательные и вспомогательные дескрипторы формы;  
- отношения между структурными элементами;  
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- отношения, связывающие структурные элементы с описывающим прямоугольником символа; 
- атрибуты, используемые для выделения структурных элементов;  
- атрибуты, используемые для проверки отношений между элементами;  
- атрибуты, используемые для оценки качества элементов и отношений;  
- позиция, с которой начинается выделение элемента (отношения локализации элементов). 
Структурные элементы, выделяемые для класса изображений, имеют три значения приоритета: 
высокий, средний и низкий. Высоким приоритетом обладает дескриптор «Концевая», средним – струк-
турные элементы: примыкания и изгибы, а в качестве низких по приоритету дескрипторов формы высту-
пают прямые с различной пространственной ориентацией.  
В качестве отношений используются связи между дескрипторами формы, которые определяются 
взаимным расположением на изображении (например, положение концевой относительно условного де-
ления символа на три части). 
При выявлении признаков элементов и отношений применяются конкретизирующие параметры, 
позволяющие доопределить структурный элемент или отношение при использовании этого элемента в 
эталоне конкретного класса. Для структурных элементов конкретизирующими могут являться, например, 
параметры, задающие диапазон допустимой области определения дескриптора, а для отношений – пара-
метры, задающие предельное допустимое расстояние между характерными точками структурных эле-
ментов в отношении. 
Конкретизирующие параметры используются также для вычисления качества конкретного струк-
турного элемента изображения.  
Следует отметить, что построение дескрипторов формы для распознаваемого объекта – процесс 
сложный и трудоемкий, а база изображений, которая используется для отладки описаний, должна содер-
жать примеры хороших и предельно допустимых изображений для каждой графемы.  
 
2. Описание алгоритма распознавания 
Разработанный алгоритм распознавания рукопечатных символов предполагает выполнение сле-
дующих этапов: фильтрация полутонового изображения; адаптивная бинаризация заданных областей; 
фильтрация бинарного изображения; сегментация слов; сегментация символов; скелетизация символов; 
описание символа с использованием дескрипторов формы; получение вектора дескрипторов и сравнение 
его с базой векторов. 
 
2.1. Фильтрация полутонового изображения. Первым этапом обработки изображений является 
уменьшение шумов входного изображения f для повышения качества распознавания символов [9]. Для 
обработки полутоновых изображений традиционно используется масочная фильтрация. При обработке 
изображений используется декартова система координат с началом в левом верхнем углу области и с 
положительными направлениями из этой точки вправо и вниз. В данном алгоритме используется макси-
мальная фильтрация с апертурой, имеющей центральную симметрию, при этом ее центр располагается в 
текущей точке фильтрации. Формальное обозначение описанной процедуры представляется в виде 
, 0..
( , ) max ( ( , ))
x y N
g x y f x y , 
где N×N – размер области поиска максимума; f – исходное изображение; g – полученное изображение. 
На рисунке 1 показан пример выполнения максимальной фильтрации символа. 
 
  
а) б) 
Рис. 1. Выполнение фильтрации полутонового изображения:  
а – исходное изображение; б – результат фильтрации 
 
2.2. Адаптивная бинаризация. При бинаризации изображения яркость каждого пикселя f(x, y) 
сравнивается с пороговым значением яркости T. Если значение яркости пикселя выше значения яркости 
порога, то на бинарном изображении соответствующий пиксель будет «белым» или «черным», в против-
ном случае [10] 
1,если ( , ) ;
( , )
0,если ( , ) ,
f x y T
g x t y t
f x y T
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где N×N – размер области поиска порога; T – порог бинаризации; М×М – размер области изображения.  
Адаптивная бинаризация используется при обработке полутоновых изображений невысокого ка-
чества, на которых из-за неравномерности фона обычная бинаризация дает плохие результаты. Функция 
сглаживания результирующего растра при адаптивной бинаризации позволяет получить удовлетвори-
тельный результат без использования дополнительных фильтров (см. рис. 2). 
При адаптивной бинаризации для каждого пикселя изображения f определяются [11]: 
1) в окрестности пикселя исходного изображения f выбирается область размерами N×N, где рас-
считывается порог T. Причем порог рассчитывается по формуле: 
, ,
min( ( , )) max( ( , ))
,
2
x y N x y N
f x y  + f x y
T =   
где Т – порог бинаризации, определенный в локальной области; min – минимальное значение яркости; 
max – максимальное значение яркости; 
2) если f(x, y) > T, результат 1, иначе 0. 
 
 
 
 
 
а) б) 
Рис. 2. Результат выполнения адаптивной бинаризации:  
а – исходное изображение; б – результат бинаризации 
 
2.3. Фильтрация бинарного изображения. Суть алгоритма фильтрации бинарного изображения 
заключается в использовании области размерами N×N в окрестности точки с координатами (x, y), где на-
ходится количество белых пикселей [9]. Применение этого фильтра приводит к уменьшению шума, так 
как количество белых пикселей сравнивается с некоторым порогом Т. 
1
, 0..
1
, 0..
1, если ( , ) ;
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0, если ( , ) ,
x y N
x y N
f x y T
g x y
f x y T
 
где f – исходное изображение; g – полученное изображение; f1(x, y) – пиксель изображения, соответст-
вующий белому цвету.  
 
Величина порога Т естественным образом влияет на результат обработки. Однако, варьируя 
значение порога, можно усилить подавление отдельных шумов на изображении и ослабить подавле-
ние других.  
Пример применения логической фильтрации приведен на рисунке 3. 
 
 
 
 
 
а) б) 
Рис. 3. Применение фильтрации бинарного изображения:  
а – исходное изображение; б – результат фильтрации 
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2.4. Сегментация слов. Исходными данными для алгоритма сегментации слов служит изображе-
ние одной текстовой строки, которое получается из исходного изображения документа (рис. 4).  
 
 
Рис. 4. Результат сегментации слова 
 
Для сегментации слов необходимо выделить абсолютные пределы слова на общем растре изобра-
жения, используя условия: 
in ik
in ik
( )( ) 0 ( )( ) 0
h ( , ), ,  h ( , ), ,
( )( ) 1 ( )( ) 1
( )( ) 0 ( )( ) 0
w ( , ), , w ( , ), ,
( )( ) 1 ( )( ) 1
0... , 0.. ,
x r y x r yf f
f x y если f x y если
f x y t f x y t
x y x yf t f t
f x y если f x y если
f x r y f x r y
t N r M
 
 
где f – выделенная строковая область; hin – ордината верхнего угла; hik – ордината нижнего угла;  
win – абсцисса крайнего левого положения слова; wik – абсцисса крайнего правого положения слова;  
t – диапазон, на котором определяется наличие черных пикселей; N – ширина области сегментации;  
М – высота области сегментации. 
Алгоритм сегментации слов основывается на том, что средняя яркость в интервалах между слова-
ми 
pI  ниже диапазона средней яркости в изображениях слов iI . Для всех пиксельных столбцов исходно-
го изображения строки необходимо найти их средние значения яркости и определить среднее значение 
яркости для данного изображения строки:  
p
( , ) ( , )
; ,k ki
p i
f x y g x y
I I
k k
I I
 
где f – область «черных» пикселей; g – область «белых» пикселей; k – количество пикселей в областях. 
Работа алгоритма сегментации слов заключается в последовательном анализе множества средних 
значений яркости столбцов (y1, …, yn) и выявлении множества пар индексов (yli, yri) пиксельных строк, 
соответствующих левой yli и правой yri границам изображения слова номер i. Средняя яркость в интерва-
лах между словами должна быть невелика (в идеальном случае она равна нулю). Поэтому ее левую гра-
ницу (начало слова) можно выразить через среднюю яркость изображения строки.  
Ключевым звеном сегментации слов является выделение пробела (рис. 5).  
 
 
Рис. 5. Результат сегментации пробела 
 
Пробел между словами может быть определен по расстоянию между соседними символами по 
формуле: 
( )
2
( )
ik in
ik in
w w
p
h h
, 
где р – признак выделенного пробела. 
2.5. Сегментация символов. В большинстве изображений слов символы расположены близко 
друг к другу и межсимвольные интервалы не так ярко выражены, как в случае межстрочных интервалов 
или интервалов между словами. Исходными данными для алгоритма сегментации символов служит изо-
бражение области слова, которое получается из изображения текстовой строки после применения к нему 
алгоритма сегментации слов. 
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Алгоритм сегментации символов основывается на том, что средняя яркость в межсимвольных ин-
тервалах 
pI , по крайней мере, ниже средней яркости в изображениях символов iI . Поставленная задача 
решается путем последовательного горизонтального, а затем вертикального применения масок для за-
данной области. При горизонтальной и вертикальной обработке символа необходимо руководствоваться 
направленной связностью областей символа, определяемой масками W1…W8 (рис. 6). 
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Рис. 6. Направленные маски,  
используемые для определения связности областей сегментированного символа 
 
При сегментации символов учитывается пропорциональность символа, т.е. отношение p высоты hsym 
символа к ширине wsym определяется как 
0,25
sym
sym
w
p
h
. 
Результат сегментации символов приведен на рисунке 7. 
 
 
 
Рис. 7. Результат сегментации символов 
 
2.6. Скелетизация 
Процесс выделения скелета символа выполняется по следующим этапам: 
1) выделение контура символа таким образом, чтобы внутри этого контура находилась бы линия 
толщиной не менее одного пикселя; 
2) пошаговое удаление внешнего контура; 
3) проведение последовательных этапов морфологической обработки: дилатации и эрозии. Дила-
тация позволит соединить разрывы, которые образовались на этапе 2. Эрозия приведет к утоншению; 
4) фильтрация полученного скелета символа от шумов, которые могут возникнуть на этапе 3. 
Чтобы выделить контур символа, необходимо воспользоваться правилом «жука» [12]. Математи-
чески движение жука можно представить в виде системы уравнений: 
1,  если ( , ) 1 ( , 1)4 1;
( , )
0,если ( , ) 0 ( , 1) 1,
f x y и f x y
g x y
f x y и f x y
 
где g – массив выделенного контура, полученный методом жука; f – входной сигнал символа. 
Далее выполняется масочная фильтрация (рис. 8) скелетизированного символа для поиска отдель-
ных несвязных областей. 
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0 0
0 0 0
x
W x
x
 
0 0 0 0 0
2 0 0
0 0 0 0 0
W x x x  
0 0 0 0 0
0 0
3 0 0
0 0
0 0 0 0 0
x x x
W x x x
x x x
 
 
Рис. 8. Маски, используемые при фильтрации скелетизированного символа 
Примечание. x – элемент бинарного изображения. 
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Замыкание представляет собой последовательно выполненные две морфологические операции ди-
латацию и эрозию [9]: 
B·S = (B  S )·ΘS, 
где S – структурирующий элемент типа «квадрат» размерами 3×3; B – входящее изображение. 
 
В результате скелетизации и фильтрации символа, а затем последовательного применения дила-
тации и эрозии обеспечивается удовлетворительная скелетизация и заполнение разрывов исходного 
символа (рис. 9). 
 
  
а) б) 
  
в) г) 
 
Рис. 9. Результаты поэтапной скелетизации символа:  
а – выделение контура символа;  
б – получение скелета символа путем двойного вычитания контура символа;  
в – фильтрация полученного скелета (разрыв); г – размыкание и  замыкание символа, окончательный скелет символа  
 
2.7. Описание символа с использованием дескрипторов формы. Для алгоритма распознава-
ния рукопечатных символов выбрана область фиксированного размера 8×8, где определяется следующий 
из набора примитивов (рис. 10) дескриптор. 
 
а) б) в) г)
д) е) ж) з)
 
а) б) в) г)
д) е) ж) з)
 
    а)                    б)                         в)                             г)          д)                             е)                        ж)                     з) 
и) к) л)
 
и)                                 к)                            л)  
 
Рис. 10. Дескрипторы формы:  
а – концевая; б – примыкание 1-й степени; в – примыкание 2-й степени; г – изгиб вверх; д – изгиб вниз; 
е – изгиб влево; ж – изгиб вправо; з – вертикальная прямая; и –  горизонтальная прямая; 
к – наклон слева направо; л – наклон справа налево 
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Данные дескрипторы (см. рис. 10) объединены в следующие семейства: 
- К – семейство концевых; 
- СПИ – семейство прямых и изгибов; 
- ППС – примыкание первой степени; 
- ПВС – примыкание второй степени. 
Определение структур посредством выделения дескрипторов формы предполагает выполнение 
следующих шагов:  
- поиск положения концевых, который сводится к однозначному определению пересечения при-
митива с блоком;  
- определение примыкания и изгибов, которые предназначены для установления точного места со-
единения либо перегиба в символе;  
- фильтрация внутриокрестных ПВС для устранения избыточности;  
- удаление смежных СПИ, ППС и ПВС, которые не несут смысловой нагрузки на весь процесс 
распознавания.  
Для каждого семейства дескрипторов формы определены цифровые обозначения. Это в конечном 
итоге позволяет определить количество в каждой пространственной области двумерного массива деск-
рипторов. По каждому набору примитивов формируется вектор-дескриптор, который используется при 
сравнении со структурой эталонных вектор-дескрипторов. Определение дескрипторов в разных областях 
достигается путем условного разбиения относительно символа на три горизонтальные области: верхняя, 
центральная и нижняя.  
 
3. Результаты исследований алгоритма 
Для проведения экспериментов предлагаемый алгоритм распознавания рукопечатных символов 
реализован на языке С++. Разработка и тестирование системы проводилась на компьютере AMD Athloln 
3,2 ГГц, 1024 МБ ОЗУ. Эксперименты проводились для распознавания букв русского языка, используя 
базу данных из 1600 символов, порядка 50 символов для каждой буквы. При этом использовались четыре 
различных базы данных эталонных символов. На рисунках 11 – 14 в качестве примера показаны резуль-
таты исследований для первой базы данных эталонных символов. 
 
 
 
Рис. 11. Пример эталонных символов  
 
 
 
Рис. 12. Некоторые правильно распознанные символы 
 
Следует отметить, что часть рукопечатных символов распознаны как неправильные.  
На рисунке 13 символ «Я» был распознан как «А», «В» – как «О», «X» – как «А», «А» как «Д», 
«Щ» как «Ш», «З» как «Э», «У» как «Ч». Если дескрипторы отличаются от эталонных, то символ счита-
ется нераспознанным.  
По символам, представленным на рисунке 14, наблюдалось значительное отклонение по дескрип-
торам семейства СПИ, поэтому они не были распознаны. 
 
     
Рис. 13. Неправильно распознанные символы  Рис. 14. Нераспознанные символы 
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Данные по нераспознанным и неправильно распознанным рукопечатным символам, усредненные 
для четырех различных баз данных эталонных символов, представлены на рисунке 15. 
 
 
 
Рис. 15. Процент неправильно распознанных и нераспознанных символов 
 
По результатам исследований установлено также, что для повышения эффективности работы алго-
ритма необходимо, чтобы размер символом был более восьмидесяти процентов от области ячейки, конце-
вые находились в своих областях (верхней, центральной или нижней), пропорции символа не нарушались. 
 
Заключение. Разработка новых программных продуктов для оптического ввода документов в на 
стоящее время является актуальной задачей. Еѐ решение требует разработки новых, более эффективных 
алгоритмов распознавания рукопечатных и рукописных символов в связи со специфическими требова-
ниями по быстродействию, надежности распознавания и другими требованиями, которыми характеризу-
ется каждая конкретная задача разработки проблемно-ориентированной системы автоматического ввода 
в компьютер бумажной документации.  
Проведенный анализ существующих методов показал, что одним из эффективных методов распо-
знавания является метод, использующий структурно-признаковый анализ. На базе данного метода разра-
ботан алгоритм распознавания рукопечатных символов, основными этапами которого являются:  
- фильтрация полутонового изображения; 
- адаптивная бинаризация заданных областей; 
- фильтрация бинарного изображения; 
- сегментация слов; 
- сегментация символов; 
- скелетизация символов; 
- описание символа с использованием дескрипторов формы; 
- получение вектора дескрипторов и сравнение его с базой.  
Разработан набор признаков и их геометрическое взаимодействие между собой, по которым проис-
ходит сравнение текущего символа с эталонными.  
В результате проведенных экспериментальных исследований установлено: 
- созданный алгоритм позволяет распознавать символы с достаточно высокой точностью, дости-
гаемой 96 % для букв русского алфавита; 
- символы, у которых дескрипторы семейств К, ППС и ПВС имеют несколько схожих эталонов 
разных групп символов, наблюдается процент ошибочного распознавания. К таким символам относятся: 
«Н», «З», «Э», «А», «Д», «Я»; 
- максимальный процент распознавания у тех символов, которые имеют группу эталонов на 
один символ. Примером таких символов являются: «Ж», «Р», «И», «Ю», «М», «Ч». 
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RECOGNITION  HANDPRINTING CHARACTERS  
USING STRUCTURAL ANALYSIS OF FEATURE 
 
A. VIKHROV, R. BOGUSH, D. GLUKHOV 
 
Тhe algorithm of recognition handprinting characters using structural-of feature-based method for allo-
cating descriptors form. The algorithm assumes the provisional skelitization symbol, a symbol of division into 
blocks, the description of a character using descriptors and comparing them with the reference. The paper also 
presents the results of studies to assess the effectiveness of the developed algorithm, the algorithm can recognize 
handprinting characters with precision, achieved 96 %. The advantage of the algorithm should also include a 
small set of standards, which contributes to higher speed, without compromising the probability of correct rec-
ognition. Thus, the developed algorithm can be used to improve the performance of different systems offline rec-
ognition, for example, in banking structures in completing the application for registration of plastic cards, col-
lect payments, money transfers. 
 
