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ABSTRACT
Habitat and environmental monitoring is a driving application for
wireless sensor networks. We present an analysis of data from a
second generation sensor networks deployed during the summer
and autumn of 2003. During a 4 month deployment, these net-
works, consisting of 150 devices, produced unique datasets for
both systems and biological analysis. This paper focuses on nodal
and network performance, with an emphasis on lifetime, reliabil-
ity, and the the static and dynamic aspects of single and multi-hop
networks. We compare the results collected to expectations set dur-
ing the design phase: we were able to accurately predict lifetime of
the single-hop network, but we underestimated the impact of multi-
hop trafﬁc overhearing and the nuances of power source selection.
While initial packet loss data was commensurate with lab experi-
ments, over the duration of the deployment, reliability of the back-
end infrastructure and the transit network had a dominant impact
on overall network performance. Finally, we evaluate the physical
design of the sensor node based on deployment experience and a
post mortem analysis. The results shed light on a number of de-
sign issues from network deployment, through selection of power
sources to optimizations of routing decisions.
Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks:]: Network Archi-
tectureandDesignWirelessCommunications; C.3[Special-Purpose
And Application-Based Systems]: Real-Time and embedded sys-
tems; C.4 [Performance of Systems]: Design Studies
General Terms
Performance, Design, Implementation
Keywords
Sensor Networks, Habitat Monitoring, Microclimate Monitoring,
Network Architecture, Long-Lived Systems, Application Analysis
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A broad class of applications are within the reach of contempo-
rary wireless sensor networks (WSNs). These applications share
a common structure, where ﬁelds of sensors are tasked to take pe-
riodic readings, and report results and derived values to a central
repository. There are both scientiﬁc and commercial applications,
for example: microclimate monitoring, plant physiology, animal
behavior [16], precision agriculture [2, 4], structural monitoring
[5] and condition-based maintenance. These sense-and-send appli-
cations have widely-varying sampling rates and network bandwidth
demands.
In the context of habitat and environmental monitoring, WSNs
offer signiﬁcant advantages. Individual devices can be made suf-
ﬁciently numerous to take measurements at many locations of in-
terest, and mitigate errors arising from the interpolation and ex-
trapolation from coarser-grained samples. They can be sufﬁciently
small to be co-located with phenomena of interest without altering
the parameters to be measured. And they can be unobtrusively em-
beddedintheenvironmentwithoutcreatingconspicuouslandmarks
that change the behaviors of its inhabitants.
Long-term unattended operation enables measurement at spatial
and temporal scales impractical with human observers or sparsely
deployed instruments. The lifetimes made possible with contempo-
rary low-power microelectronics can prolong the duration of exper-
imental observations. At the same time, automation improves the
data quality and uniformity of measurement, while reducing data
collection costs as compared with traditional human-centric meth-
ods. Devices can operate for prolonged periods in habitats that are
inhospitable, challenging or ecologically too sensitive for human
visitation. Unobtrusive observation is key for studying natural phe-
nomena.
WSNs offer more capabilities than standalone dataloggers and
wired instrumentation. Wireless telemetry is valuable because it
minimizes observer effects, study site intrusions and environmental
alterations. For example, visits to study areas to monitor and down-
load loggers are no longer necessary, while health and status of in-
strumentation can be monitored remotely. More general network-
ing offers great beneﬁts, such as continuously updated databases of
sensor readings accessible through the web, access to live readings
from individual sensors, and is key to distributed in-network pro-
cessing. These capabilities may yield new experimental designs,
and paradigms for data publication, dissemination, and scientiﬁc
collaboration.
We have incrementally deployed several sensor networks of in-
creasing scale and physical extent in a wildlife preserve. While
amassing a novel dataset for biological analysis, the annotated data
are interesting from a systems perspective. The packet logs from
a single-hop and multi-hop network reveal insight on lifetimes,
packet yields, network structure and routing. For example, someFigure 1: Geospatial distribution of petrels obtained by direct human observation (left) and a particular feature of the habitat
(average temperature at midnight in the burrows (center) and on the surface (right) collected from out sensor network)
nodes ran for nearly four months but some for just a few days.
Analysisrevealschangesinnetworkstructureandperformanceover
the lifetime of the deployment. Though the application was sim-
ple, it exhibited interesting and unexpected behaviors after its ini-
tial setup. Although it is representative of applications with low
sampling and bandwidth demands, its architecture and implemen-
tation are general and thus provides a reference point for others in
this space.
The remainder of this paper presents an analysis of that data col-
lected during the summer and autumn of 2003 from two sensor
network deployments on Great Duck Island, Maine. It is organized
as follows: Section 2 describes the application, system architec-
ture and realization. Section 3 is an analysis of the data. Section 4
presents experiences and lessons learned. Section 5 discusses re-
lated works and Section 6 concludes.
2. SYSTEM
Anticipating to the analyses in Section 3, this section presents
background on the application, the system architecture and its im-
plementation. In particular, it describes the tiered network architec-
ture typical of habitat monitoring applications and the design and
implementation of its core components.
2.1 Application Background
John Anderson was studying the distribution and abundance of
sea birds on an offshore breading colony on Great Duck Island,
Maine. Hewantedtomeasuretheoccupancyofsmall, underground
nestingburrows, andtheroleofmicro-climaticfactorsintheirhabi-
tat selection. We hypothesized that a sensor network of motes with
appropriate sensors, with TinyOS components for low-power rout-
ing and operation, could log readings in a web-accessible database.
It seemed plausible that passive infrared (PIR) sensors could di-
rectly measure heat from a seabird, or that temperature/humidity
sensors could measure variations in ambient conditions resulting
from prolonged occupancy. We also wanted, in a modest way,
to translate the vision for sensor networks to a concrete reality.
This simple application would require creating a complete hard-
ware/software platform, ﬁrmly grounded in the needs of a tradi-
tional ecological study. It emphasized small mote size, long life-
time, unattended operation, and caused us to consider the veriﬁca-
tion and ground-truth of sensor readings.
Among the life scientists, Graphical Information Systems (GIS)
have become the lingua franca for the visual presentation, analysis
and exchange of geospatial data. We imagined a system capable of
producing animal density GIS plots like Figure 1, and at the con-
clusion of 2003, the system could generate such visualizations for
micro-climate data. The ﬁrst GIS plot shows predicted population
density on the island based upon direct inspection of burrow occu-
pancy from an entire season of sampling - months of labor resulting
in a single plot. The latter two plots show temperatures in the un-
derground burrows and at the corresponding points on the surface.
Data for these was collected by our sensor network at midnight on
a typical summer evening. Darker colors are warmer temperatures,
lighter colors correspond to cooler temperatures, and and shaded
area of similar colors are isoplethic temperature regions.
Cooling surface temperatures are apparent, whereas the buffer-
ing and insulating properties of the burrows cause them to maintain
a nearly constant temperature. Hot-spots in underground burrows
are of special interest. For these hot-spots there is mounting evi-
dence from direct inspection and acoustic playbacks that a resident
petrel produces the heat. Once the correlation between warmer bur-
row temperatures and occupancy can be deﬁnitively established,
expected population density visualizations could be replaced by
nightly, or even hourly, sensor data. This would represent a fun-
damental advancement towards the understanding the distribution
and abundance of this species.
2.2 Architecture
The system we deployed has the tiered architecture shown in
Figure 2. The lowest end consists of sensor nodes that perform
communication, computation and sensing. They are typically de-
ployed in sensor patches. Depending on the application, they might
form a linear transect, a grid region, or a volume of nodes nodes for
three-dimensional monitoring. Each sensor patch has a gateway
that sends data from the patch through a transit network to a remote
base station via the base station gateway. We expect mobile ﬁeld
tools will allow on-site users to interact with the base station and
sensor nodes to aid the deployment, debugging and management of
the installation. The base station provides Internet connectivity and
database services. It should handle disconnected operation from
the Internet. Remote management facilities are a crucial feature
of a base station. Typically the sensor data is replicated off-site.
These replicas are located wherever it is convenient for the users of
the system. In this formulation, a sensor network consists of one
or more sensor patches spanned by a common transit network and
base station.
Sensor nodes are small, battery-powered devices capable of gen-
eral purpose computation, bi-directional wireless communication,
and application-speciﬁc sensing. The sizes of nodes are commen-
surate with the scale of the phenomenon to be measured. Their life-
time varies with duty cycle and sensor power consumption; it can
be months or years. They use analog and digital sensors to sam-Site WAN Link
Client Data Browsing
and Processing Base station
Verification Network
Single Hop Network
Multi Hop Network
Internet
Gateway
Gateway
Gateway
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Figure 2: Architecture of the habitat monitoring system
ple their environment, and perform basic signal processing, e.g.,
thresholding and ﬁltering. Nodes communicate with other nodes
either directly or indirectly by routing through other nodes.
Independent veriﬁcation networks collect baseline data from ref-
erence instruments that are used for sensor calibration, data valida-
tion, and establishing ground truth. Typically veriﬁcation networks
utilize conventional technologies and are limited in extent due to
cost, power consumption and other deployment constraints.
2.3 Implementation
The deployment was a concrete realization of the general archi-
tecture from Figure 2. The sensor node platform was a Mica2Dot,
a repackaged Mica2 mote produced by Crossbow, with a 1 inch
diameter form factor. The mote used an Atmel ATmega128 mi-
crocontroller running at 4 MHz, a 433 MHz radio from Chipcon
operating at 40Kbps, and 512KB of ﬂash memory. The mote inter-
faced to sensors digitally using I2C and SPI serial protocols and to
analog sensors using the on-board ADC. The small diameter circuit
boards allowed a cylindrical assembly where where sensor boards
were end caps with mote and battery internal. Sensors could be
exposed on the end caps; internal components could be protected
by O-rings and conformal coatings. This established a mechanical
design where sensor board and battery diameters were in the 1 to
1.5 inch range but the height of the assembly could vary.
We designed two different motes for the application, burrow
motesfordetectingoccupancyusingnon-contactinfraredthermopiles
and temperature/humidity sensors and weather motes for monitor-
ing surface microclimates. The burrow mote had to be extremely
small to be deployed unobtrusively in nests typically only a few
centimeters wide. Batteries with lithium chemistries were chosen
Figure 3: Mote conﬁgurations used in the deployment: weather
mote (left) and burrow mote (right)
because discharge voltages remained in tolerance for mote, radio
and sensors almost to the end of the battery lifetime. We elected
not to use a DC boost converter because it introduces noise and in-
creases power consumption. The mote’s operation and the quality
of its sensor readings depends upon the voltage remaining within
tolerance. Should the voltage fall outside the operating range of the
mote, radio, or sensors, the results are unpredictable.
2.3.1 Burrow and Weather Motes
Burrow motes monitor temperature, humidity and occupancy of
nestingburrowsusingnon-contactpassiveinfraredtemperaturesen-
sors. They have two sensors: a Melexis MLX90601 non-contact
temperature module and a Sensirion SHT11 temperature and hu-
midity sensor. The Melexis measures both ambient temperature
(± 1
◦C) and object temperature (± 2
◦C). The Sensirion measures
relative humidity (± 3.5% but typically much less) and ambient
temperature (± 0.5
◦C), which is used internally for temperature
compensation. The motes used 3.6V Electrochem SB880 batteries
rated at 1Ahr, with a 1mA rated discharge current and a maximum
discharge of 10mA. The 25.4mm diameter by 7.54mm tall dimen-
sions of the cell were well suited for the severely size constrained
burrow enclosures.
Weather motes monitor temperature, humidity, and barometric
pressure. (Theyalsomeasureambientandincidentlight, bothbroad
spectrum as well as photosynthetically active radiation, but these
were not used in this application.) They have the following sen-
sors: Sensirion SHT11, Intersema MS5534A barometer, 2 TAOS
TSL2550 light sensors, and 2 Hamamatsu S1087 photodiodes. The
Intersema measures barometric pressure (± 1.5 mbar) and ambient
temperature (± 0.8
◦C) used for compensation. The motes used
2.8V SAFT LO34SX batteries rated at 860mAhr, with a 28mA
rated discharge current and a maximum discharge exceeding 0.5A.
A 25.6mm diameter by 20.3mm height were similar to the Elec-
trochem, permitting a similar packaging technique. The battery
exhibits a ﬂat voltage proﬁle for nearly its entire lifetime.
2.3.2 Mote-based Networks
In order to conduct viable ecological studies, we need to provide
reliable measurements every hour. In both networks we oversam-
pled the environment, and sent the data in a streaming fashion over
an unreliable channel. Such approach required maintenance mini-
mal state within the network, while allowing for reconstruction of
environmental data at the resolutions required by life scientists.
The ﬁrst network deployed was an elliptical single hop network.
The total length of the ellipse was 57 meters. The network gate-
way was at the western edge. Nodes in this network performed no
routing, they sampled their sensors every 5 minutes and sent results
to their gateway. The gateway system was built around two motes
communicating over a wired serial link. One of the motes used
a TESSCO 0.85dBi omni-directional antenna to interface with the
sensor patch. The second mote in the gateway used a Hyperlink
14dBi yagi for a long distance point-to-point link to the base sta-
tion. At the base station, about 120 meters away, another mote
equipped with the yagi antenna received packets from the patch.
The second deployed network was a multi-hop network with a
kite-shape to the southwest and a tail to the northeast. Its total
length is 221 meters with a maximum width of 71m at the south-
west but it narrows to 8m at the northeast. Nodes in this network
sampled every 20 minutes and routed packets destined for its gate-
way. The gateway system conﬁguration was nearly identical to the
one used by the single hop network. The sensor patch interface of
the gateway periodically sent out routing beacons to seed the net-
work discovery process.To eliminate the potential interference between the networks, we
conﬁgured them to operate on different radio frequencies: single-
hop network communicated in 433 MHz band, and the multi-hop
in 435 MHz band. Similarly, the long point-to-point links were
conﬁgured tousethe differentfrequencies (915and 916MHz), also
non-interfering with patch networks.
2.3.3 Veriﬁcation Network
To understand the correlation between infrared sensor readings
from burrow motes and true occupancy, the veriﬁcation network
collected 15 second movies using in-burrow cameras equipment
with IR illuminators every 15 minutes. Using a combination of off-
the-shelfequipment–cables, 802.11b, poweroverEthernetmidspans,
and Axis 2401 camera servers–eight sites were instrumented and
ﬁve operated successfully. All veriﬁcation network equipment was
physically distinct from the transit and sensor networks with the
exception of the laptops at the base station. Scoring the movies
by hand in preparation for analysis with sensor data is underway.
Evaluation of biological data is not the focus of this paper, so we
will not examine the overall impact of the veriﬁcation network.
2.3.4 WAN and Base Station
A DirecWay 2-way satellite system provided WAN connectiv-
ity with 5 globally routable IP addresses for the base stations and
other equipment at the study site. This provided access to the Post-
greSQL relational databases on the laptops, the veriﬁcation im-
age database, administrative access to network equipment, mul-
tiple pan-tilt-zoom webcams and network enabled power strips.
A remote server computed the set of database insertions and up-
loaded the differences every 20 minutes via the satellite link. Were
the link unavailable, updates were queued for delivery. The re-
mote databases were queried by replicas for missing data upon
link reconnection. Although the upstream bandwidth was small
(128Kbps), we did not witness overruns. The base station, satel-
lite link and supporting equipment were powered by a standalone
photo-voltaic system with an average daily generating capacity of
6.5kWh/day in the summer.
2.4 Media Access and Routing
Thenetworksoftwarewasdesignedtobesimpleandpredictable.
The radio was duty cycled in our deployments with a technique
called low power listening [8]. Low power listening periodically
wakes up the node, samples the radio channel for activity, and then
returns to sleep if the channel is idle. Packets sent to a low power
listeningnodemustbelongenoughthatthepacketisdetectedwhen
the node samples the channel for activity. Once activity is found,
the node stays awake and receives the packet, otherwise it goes
back to sleep.
The single hop network utilized low power listening but with
normal sized packets to its transit gateway. Packets with short
preambles can be used because the gateway does not duty cycle
the radio – instead it is always capable of receiving packets. The
sensor nodes periodically transmitted their sensor readings. They
used low power listening to allow the base station to issues com-
mands to change their sample rate, to read calibration data them,
and to ping the node for health and status information.
Themulti-hopnetworkintegratedlowpowerlisteningwithadap-
tive multi-hop routing developed by Woo [20]. Each node selected
its parent by monitoring the channel and using the path it expected
to be most reliable. Nodes periodically broadcasted their link qual-
ity estimates to their neighbors every 20 minutes. This data was
used to ﬁnd reliable bidirectional links. The nodes communicated
with each other using low power listening and long packets. We
Table 1: Power proﬁles for single- and multi-hop deployment.
Energy refers to the cost of a single operation. To assess the
average power drawn by a subsystem, the cost of a single oper-
ation is divided by the period between these operations. Once
the rates are set, the average power consumption of the overall
application is the sum of power consumed by all subsystems.
The battery capacity and average power are neccessary to esti-
mate the projected lifetime.
Subsystem Energy Single-hop Multi-hop
period power period power
(mJ) (s) (µW) (s) (µW)
Baseline sleep - - 56 - 56
Timer 0.0034 62 62
Incoming packet detection 0.465 1.085 465 0.540 930
(low power listening)
Packet transmission 3.92 300 14 - -
(short preamble)
Packet transmission 39.2 - - 600 64.4
(long preamble)
Climate sensing 36.4 300 120 1200 31
Occupancy sensing 35.3 300 118 1200 29
Weather mote (w/o forwarding & overhearing)
Average power 717 1142
Expected life (days) 140 90
(860 mAh battery2.8V)
Burrow mote (w/o forwarding & overhearing)
Average power 714 1141
Expected lifetime (days) 127 80
(1000mAh battery3.6V)
estimated a network neighborhood size of 10 nodes. Given the
neighborhood size and sampling rate, we calculated that a 2.2%
radio duty cycle would maximize the node’s lifetime. We deployed
the nodes with these settings and allowed them to self-organize and
form the network routing tree.
The software for the burrow and weather motes implement a
sense-and-send architecture. Once per sampling period, each mote
samplesitsensors, composesthevaluesintoasinglenetworkpacket,
and sends it to the base station. Single hop motes sample every ﬁve
minutes and multi-hop motes every twenty minutes. Each mote
listens for incoming packets and dispatches to message handlers
upon receipt. When destined for the mote, command interpreter
processes the packet, e.g., to change sampling rates or respond to a
ping request. Otherwise, the routing subsystem forwards the packet
towards its destination.
3. ANALYSIS
This section analyzes the performance of the sensor networks
from a systems perspective, considering power consumption, net-
work structure, routing and packet yields. The ﬁrst deployment
started June 8th with the incremental installation of a single hop
network. At its peak starting June 16th, the network had 49 motes
(28 burrow and 21 weather). A second deployment began July 8th
with the incremental installation of a multi-hop network. At its
peak starting August 5th, the network had a total of 98 motes (62
burrow and 36 weather). During their combined 115 days of oper-
ation, the networks produced in excess of 650,000 observations.
3.1 Lifetime
The design goal was to provide observations for an entire four
month ﬁeld season. We ﬁrst examine the lifetime of single- and0 20 40 60 80 100 120 140
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Figure 4: Node lifetimes in the single hop network
multi-hop motes and compare the achieved performance with esti-
mates. Wenotethatthelifetimesareimpactedbythedata-collecting
infrastructure: severe weather (hurricane Isabel) forced the base
station to be shut down between September 15 and October 9, and
the photo-voltaic panels were disconnected for the winter on Octo-
ber 20. In lifetime analysis, we examine the ﬁrst and last recorded
reading, and consequently, we underestimate the lifetime of motes
that ceased operation because of base station outages.
The simple structure of the single-hop network makes its power
analysis straightforward. Table 1 summarizes the primary power
consumption in the system. The original estimates were for 140
days of operation for weather motes and 127 days of operation for
burrow motes. In the multi-hop network, motes were expected to
last 90 and 80 days, respectively. These estimates were derived
without accounting for overhearing or impact of packet forward-
ing. In addition, we expect the estimates for the burrow motes
overestimate the lifetime, since in active state, the power drawn
signiﬁcantly exceeds the battery rating. Such load would decrease
the effective battery capacity, though we were unable to quantify
that effect prior to the deployment.
Figure 4 shows the observed distribution of mote lifetimes in
days in the single hop networks for both weather and burrow motes.
We have met the lifetime goals for weather motes – they were op-
erational at the end of deployment, after over 120 days of oper-
ation. While some burrow motes operated for over 90 days, the
median operation was signiﬁcantly shorter than our estimate, at 52
days. Two key differences are responsible for this: different power
source (heavily taxed by the peak load of the burrow mote) and the
harsher operating environment than that of weather motes. We ex-
amine the battery performance in more detail below, and analyze
the impact of the environment by examining the physical condition
of recovered motes in Section 4
Figure 5 shows the distribution of mote lifetimes in days in the
multi-hop network. The median lifetime for weather motes is 63
days. It appears at the peak of the histogram, corresponding to
motes deployed in July and last reporting on September 15, just be-
fore a 23-day gap in data logging. Burrow motes, as in a single hop
case, show lifetimes considerably shorter than expected: the me-
dian life is 34 days, or under 45% of the original estimate. Nearly
25% of these sensors lasted fewer than 20 days, a mere quarter of
the original estimate.
We expect that the shortened lifetime of the multi-hop motes is a
direct result of overhearing trafﬁc. In burrow motes, we expect that
added load will impact battery capacity; we estimate the overhear-
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Figure 5: Node lifetimes in the multi-hop network
ing impact from the approximate connectivity and routing graphs.
Based on the median lifetime of weather motes, we calculate that
the median power draw to be 1600 µW. The estimate discounting
the overhearing was 1141 µW, implying that the power draw just
attributed to overhearing is over 450 µW. That is 8 times more than
the cost of transmission in the multi-hop network! We next exam-
ine the battery voltage to determine whether node attrition was a
result of depleted batteries.
The batteries used in both burrow and weather motes have ﬂat
discharge curves – the battery voltage stays nearly constant over
90% of their capacity, then drops abruptly. Two factors affect the
batteryvoltagesensedbythemote: ambienttemperatureandmote’s
current draw. All nodes deployed in this study can sense temper-
ature, so it is possible to normalize the battery voltage readings to
a reference temperature. While this temperature-adjusted voltage
is a poor measure of remaining capacity, low battery voltage can
indicate either excessive current drain or a nearly spent battery.
Figure 6 shows the average voltages reported by motes during
their last three hours of operation. A threshold is highlighted on
each graph showing the lowest voltage at which a mote will reli-
ably operate. Any device that reported voltages below that cutoff
has essentially exhausted its supply, but managed to get a last few
reports out. On the other hand, the sharp drop-off in the battery
discharge curves implies that a device may not always be able to
successfully report once the battery voltage is too low. The voltage
thresholds, based on the battery documentation, were selected to be
2.7V for the weather and 3.0V for the burrow motes. We highlight
the battery voltage over time for a few selected motes: we plotted
the trajectory of the daily voltage for one long lived and one short
lived in each mote population. These traces demonstrate examples
of both a constant voltage through most of node’s life; as well as
either a rapid drop in battery voltage or a silent stop at the end of
operation.
The clustering of points at particular lifetimes is an artifact of the
basestationshutdownsdiscussedabove. Inthemulti-hopnetworks,
nearly 40% of devices are clustered at the lifetimes corresponding
to the September shutdown. Since most of the motes form clusters
above the threshold voltage (i.e., they still may have remaining en-
ergy), we can conclude that the base station outages have had an
impact on mean mote lifetime.
Of the original 21 single hop weather motes, 15 were operating
at the end of the season on October 20th, and all show relatively
high battery voltages. Improper sealing may play a part in shorten-0 20 40 60 80 100 120 140
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Figure 6: Mote voltage at the end of operation. The cutoff voltages are conservative and have been selected from battery datasheets.
The dotted and dashed trails illustrate average daily voltages from representative motes; these are in line with the discharge curves
in the datasheets.
ing the lifespan of the 6 remaining motes.
1 Only 3 of the multi-hop
weather motes were prematurely terminated because of clear bat-
tery problems.
The burrow motes exhibit a similar pattern of end-of-life volt-
ages. In the single hop case, motes drain their battery thoroughly: 8
motes fall below the conservative 3V threshold. We observe a sharp
voltagedropattheendofbatterycapacity–itispossiblethatthere-
maining experienced a drop so rapid that it was not recordable. The
multi-hop burrow motes exhaust their supply rapidly – we record 7
devices reporting below-threshold voltage readings, and disappear-
ing within the ﬁrst 20 days. Five other burrow motes stop reporting
data within the ﬁrst 5 days. The battery is heavily taxed to source
current for the long preambles in packet transmission and supply
energy to overhear the multi-hop trafﬁc in the neighborhood. We
attempt to verify the second hypothesis below, in subsection 3.2.
3.2 Multi-hop network structure
Both weather and burrow motes participate in the same multi-
hop network, thus we evaluate them together in the context of net-
work topology. Here we evaluate the network structure. The next
section examines the dynamic behavior of the routing algorithm.
The low-power listening technique that formed the link layer in
the multi-hop network, lowers the cost of listening, while increas-
ing the cost of both transmitting and receiving. Overhearing is
costly – there is no early packet rejection, and a packet transmission
typically results in the entire one-hop neighborhood receiving the
packet. Consequently, the connectivity of the network has an im-
pact on the power consumption of individual nodes. Due to packet
size limitations, we did not log the information about neighborhood
1When we recovered a subset of deployed motes in 2004, 75%
of short-lived single-hop weather nodes showed moisture on the
inside of the package, vs. 25% of long-lived nodes. Unfortunately,
for other devices, there was no correspondence between longevity
and water exposure.
sizes or packet overhearing; we only recorded partial information
about the routing tree (the immediate parent). We approximate the
connectivity graph from the parent-child relation: the parent selec-
tion algorithm, by design, chooses only symmetric links. For each
node, we assume that it can hear all parents it chose during the
deployment, as well as all of the nodes that at any point became
its children. To estimate the overhearing cost, we assume that a
node hears every transmission within its neighborhood, that leads
to some overestimation of heard trafﬁc. On the other hand, the
approximation disregards all sibling relations, and accounts only
packets that were successfully delivered to the base station. We ex-
pect the balance of these feature to result in overhearing estimate
that falls below the actual cost.
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Figure 7: Distribution of children in the routing graph.
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Figure 8: Multi-hop network stability over time. The top graph shows the size of the multi-hop network. Parent change rate is shown
in the middle ﬁgure. The bottom graph shows the state of the base station logging the data. The base station exhibits a number of
outages that impact both the observed network size and the calculation of parent change rates.
redundant routes. For our purposes, we deﬁne a network topology
to be robust if a node has more than a single route to the patch gate-
way. Any node that chooses more than a single parent thought its
lifetime has redundant paths. Only 9 motes out of 101 chose only
a single parent; in 6 cases that parent was the gateway to the tran-
sit network. The average number of parents for a node is 5.8. We
conclude that the deployment placement results in a robust routing
tree.
When all communication is symmetric (from the routing per-
spective), availability of many parent choices implies high rate of
overhearing. On the other hand, only the nodes that actually route
trafﬁc for others need to listen continually for incoming trafﬁc. As
shown in Figure 7, a large portion of the network – 32% – consisted
of leaf nodes that never route any packets. These nodes present a
clear opportunity for substantial optimization. A leaf node does not
need to generate routing beacons – such optimization cuts the origi-
nating trafﬁc and decreases the trafﬁc within the one hop neighbor-
hood. A more advanced system, that actually rejects forwarding
packets would be even more beneﬁcial.
Burrow motes are in fact much more energy limited than the
weather motes, and under most circumstances they should behave
as leaf nodes. The deployment did not speciﬁcally enforce this,
and consequently 48 of the burrow motes were used as parents at
some point during their operation; on average these motes routed
75 packets during their lifetimes, with maximum of 570 packets.
While the packets routed through the burrow motes were a small
fraction of the overall trafﬁc (3600 of 120000 packets), prevent-
ing these nodes from routing trafﬁc would have been a simple op-
timization. Over its lifetime, an average burrow mote overheard
nearly 17000 packets (by contrast, the longest lasting burrow mote
sourced only about 5300 observations), a signiﬁcant burden on the
limited power supply. Overhearing reduction, while more complex
to implement than restricted route selection, needs to be considered
in deploying nodes on a limited energy budget.
3.3 Routing Stability
Lab measurements have documented routing stability over pe-
riods of hours. We evaluate the stability over weeks and months
in a real world deployment. Previously published results show the
random ﬂuctuations in link quality world. In addition, the incre-
mental installation of nodes as well as attrition contribute to parent
switching.
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Figure 9: CDFs of parent-child relationship lengths and pack-
ets delivered through those links. Long-lived, stable links (ones
that delivered more than 100 packets) constitute 15% of all
links, yet they are used for more than 80% of the packets.
We begin by looking at the lengths of parent-child relationships
within the routing tree. Figure 9 shows a CDF of both the links
and the packets delivered over them. Link longevity is measured as
a number of consecutive packets successfully delivered through a
particular parent. We only count packets sourced rather than routed
through the link since packets are sourced at a ﬁxed rate. Because0 0.5 1 1.5 2
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Figure 10: Distribution of parent change rates
of great range in the link longevity, it is appropriate to plot it on
a logarithmic scale. Most links are short lived: the median link is
used to deliver only 13 packets. However, most packets are trans-
mitted over stable stable links. We observe an 80-20 behavior: 80%
of the packets are delivered over less than 20% of all links. These
stable links last for more than 100 packets – or more than a day and
a half. While the distribution may be skewed by nodes that com-
municate directly with the root, it still can be used to choose the
beaconing rates for updating routes.
Another way to look at the stability of the tree is to look at the
number of parent changes per time window. Because of the ﬂuctu-
ating network size, we normalize the number of parent changes by
the number of motes active over that particular window. Window
size affects the analysis and we chose a window of 6 hours, longer
than the median longevity of the link. Figure 8 offers a time series
view of the multi-hop network. In order to understand its stabil-
ity over time, we look at two related variables: network size and
quality of data logging. Recall that the multi-hop network was in-
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Figure 11: Packet delivery CDF on the ﬁrst day of complete
deployment of the single-hop (June 18, 2003) and the multi-
hop network (August 6, 2003). multi-hop weather motes had a
median packet delivery of 42 packets (58%). All other motes
achieved a median packet yield of over 70%.
stalled in 3 stages, concluding with a deployment of burrow motes
onAugust5. Priortoburrowmoteinstallation, weseeastablemote
population. The parent change rate spikes rapidly after the installa-
tion of each mote group installation, but settles quickly. After the
initial parent turnover, the network is stable; this matches the stabil-
ity results in [20]. After the deployment of burrow motes the parent
change rate remains high at 50% of the node count for a week. This
behavior is likely caused by a set of nodes choosing between a few
equally good links. The behavior is not directly caused by changes
in population size – a period at the end of August corresponds to a
similar mix of motes is accompanied my motes disappearing, and
yet the parent change rate is nearly 0.
Figure 10 shows the distribution of change rates. Over 55% of
time intervals corresponded to times with no changes in the links;
75% experienced less that 0.1 parent changes per 6 hour interval.
In a few intervals, the entire network changed routing topology.
3.4 Packet Delivery Effectiveness
Now we examine the effectiveness of packet delivery mecha-
nisms. Recall that both single- and multi-hop networks used the
streaming data architecture and relied on oversampling (3x). Previ-
ous studies using the same multi-hop routing algorithm reported a
90% packet yield across a 6-hop network [20]. We study the packet
delivery over both the short and long term to determine whether the
streaming data approach, with no acknowledgments or retransmis-
sions, is sufﬁcient. We note that the networks were operating at
a very low duty cycle and that collisions or network congestion
should be insigniﬁcant.
Figures 11 and 12 show the packet yields from the 4 different
kinds of motes. Figure 11 shows the packets delivered to the base
station during the ﬁrst full day of deployment of each network. The
results meet expectations set in the indoor lab environment: the
weather motes, on average, deliver well over 70% of the packets.
The single-hop burrow motes deliver similar yield. The multi-hop
burrow motes perform worse (with a median yield of 58% ) but
within tolerance: the application oversampled the biological signal
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Figure 12: Daily packet delivery CDF over the entire length
of the deployment. Motes in the single-hop network deliver a
median yield of 70% of packets. The multi-hop network fares
much worse, with multi-hop burrow nodes delivering a median
yield of just 28%.by 3x. Figure 12 plots the CDF of the packet yields for each mote
over every day that mote was active, i.e., delivered a packet. The
results are satisfactory for the single hop: the median yield still re-
mains over 70%. In contrast to Figure 11, the distribution contains
many mote-days with substandard performance. On the ﬁrst day,
no mote delivered fewer than 35% of its packets; over the course of
the deployment nearly a quarter of the motes performed that badly.
The situation is worse in the multi-hop network: the weather motes
deliver a median yield of a mere 28%, a performance that jeop-
ardizes the required delivery rates. Some portion of this is due
to partial day outages at the base station, but other factors are in-
volved. For example, in the time series in Figure 8, we observe the
entire multi-hop network disappear for at least 6 hours (e.g., August
29, and a number of occasions between October 9 and 20). These
losses affect the entire network (even the nodes directly communi-
cating with the patch gateway!). The underlying reason for such a
correlated outage is likely to correspond to either transit network
problems or gateway failures.
To quantify the impact of correlated losses within the multi-hop
network, we model the packet losses. The multi-hop network per-
forms no retransmissions. Individual links are lossy and we expect
them to deliver similar packet rates to the single-hop network. In
addition, the nodes are subject to correlated failures. The combina-
tion of these two loss processes results in a delivery rate that is an
exponentially decaying function of mote depth.
Figure 13 shows packet yield for each multi-hop mote as a func-
tion of its average depth in the routing tree, weighted by number
of packets. If we assume that the base station and transit links
behave the same as the patch network, the packet yield P could
be modeled as l
d where l is link quality and d is a packet depth.
The best ﬁt link quality l is 0.72 and the mean squared error is
0.03, for both weather and burrow motes. This result is consistent
the mean packet delivery in the single hop network in Figure 11
as well as the link quality data reported in [20] (0.7 and 0.73 for
weather and burrow, respectively). It is better than the mean packet
yield over the lifetime of the single hop network. A more realis-
tic packet yield model includes the correlated outages that affect
the network regardless of the depth. Under these assumption, the
model takes a form Al
d, where A corresponds to that determin-
istic loss for all motes. The best ﬁt parameters curves from this
model are shown in Figure 13. The MSE is 0.015 for burrow motes
and 0.025 for weather motes. The average link quality estimate of
nearly 0.9 shows that the routing layer picks high quality links but
the deterministic loss A is also high: 0.57 and 0.46 for weather and
burrow motes respectively. These parameters indicate that the best
way to improve the packet yields would be to focus on the depth-
independent delivery problems.
We conclude that the best-effort delivery in the networking layer
was sufﬁcient in the single hop network but not the multi-hop case.
Lab experiments typically focus on just the multi-hop network per-
formance; the data from the deployment suggests that base station,
transit network and patch gateway have a tremendous impact on a
deployed application over its lifetime. Packet delivery needs im-
provement in the system-wide sense. A communication protocol
that addresses independent, local losses (like link-level retransmis-
sions), but ignores the wider spread, correlated outages is not sufﬁ-
cient. End-to-end or custody-transfer approaches may be necessary
to address reliable packet delivery.
4. DISCUSSION
This section discusses insights we have gained from the data
analysis as well as deploying and working with sensor networks
in the ﬁeld. In some cases, we recommend functionality for fu-
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Figure 13: Packets delivered v. average depth. We model
packet delivery as a function of the Al
d, where l is link qual-
ity, d is the average depth in the routing tree, and A repre-
sents packets lost for reasons unrelated to multi-hop routing,
like base station or transit network outage
ture systems. In others, we talk about our struggles with primitive
tools for the on-site installation and remote monitoring of sensor
networks.
4.1 Node Reclamation
Reclamation is an important practical issue: though researchers
often talk about disposable sensor networks, the cost, size, and pol-
lution impact of the devices make reclamation an important ﬁnal
step of an application deployment. Because burrow and weather
motes are small, inconspicuous devices, they were easily misplaced
in the ﬁeld. Even with GPS locations, motes deployed in spring
were difﬁcult to ﬁnd when overgrown by summer vegetation. In
our deployment, survey ﬂags also identiﬁed their positions. Armed
with GPS coordinates and ﬂag aids, we launched a recovery effort
during the summer of 2004. Of 150 devices deployed in the pre-
vious year, we recovered 30 burrow motes and 48 weather motes.
The rest of the devices were unrecoverable: either they were moved
by animals or their recovery would disturb an active habitat. Exam-
ination of the recovered devices allows for a post mortem critique
of the application and a more direct evaluation of the packaging.
As sensor networks grow in size, we expect the node reclamation
to become a crucial part of application planning and deployment
cycle. We expect that ﬁeld tools will aid the recovery process in
several ways. By integrating with GPS and accessing the location
data, the tools will be able to guide the scientist in the ﬁeld to a
last known location of a mote, even if this mote is no longer func-
tioning. When the network is operating and is actively providing
localization service, the ﬁeld tool should integrate with that ser-
vice. Finally, the tool could provide direct support for RF direction
and range ﬁnding (e.g., a directional antenna and an RSSI readout)
to guide the scientist to the functioning device in the absence of a
more sophisticated localization service.
4.2 Physical Design
There were several interdependent constraints on packaging and
power. The mica2dot form factor was predetermined. We wanted a
waterproof enclosure design with an internal battery compartment
that was small enough for the burrows yet expandable to hold alarger battery in the weather motes. From these constraints, the
remaining packaging and power issues and solutions followed. In
retrospect, correct approach would be to co-design boards and en-
closures with respect to their speciﬁc suite of sensors and known
environmental conditions.
We produced cylindrical enclosures with threaded end caps from
off-the-shelf stock plastic rods on a lathe. In retrospect, more so-
phisticated enclosures may have been advantageous and more cost
effective for several reasons. First, the enclosures required adhesive
sealant in addition to O-rings to form a watertight seal; this made
both assembly and disassembly time consuming. Second, both the
mica2dot and the initial enclosure design assumed an internal an-
tenna. When no internal geometry would provide sufﬁcient com-
munication range, we decided to modify the enclosure to accom-
modate a standard whip antenna. This design choice complicated
assembly (the antenna connector needed to be lined up with the
hole absent mechanical guides) and compromised the packaging
integrity (we joked that the last step in creating a watertight seal
is drilling a hole for the antenna). A new design could properly
integrate an antenna into the package or onto the PCB. Third, al-
though the package did not require tools to assemble, the screw-on
end caps could not be as tightly ﬁtted as alternative designs that use
screws. Fourth, the enclosure dimensions limit the choice of bat-
teries to esoteric cells. A new custom design could make a broader
range of less expensive, high capacity cells available. Finally, lack
of externally visible signals (like LEDs) made it difﬁcult to imme-
diately verify the liveness of the device – on several occasions we
found it necessary to disassemble a device just to turn it on. Over-
all, we found that the packaging choices hamstrung our ability to
deploy individual motes quickly.
The motes recovered in the summer 2004 gave us an opportunity
to directly evaluate the packaging effectiveness. External antennas
were exposed to wildlife and directly demonstrated risks associated
with exposed wires: of the 78 motes, only 13 had fully intact anten-
nas, 6 antennas showed bite marks, but were otherwise unaffected.
The remaining antennas were either shortened or removed by an-
imals. The package did not provide complete weather-prooﬁng:
6 burrow motes (20%) and 11 weather motes (22%) had visible
droplets of water inside when their enclosures were opened. On the
other hand, the breach of package integrity corresponded to short-
ened lifetime only in single-hop weather motes, which were the
ﬁrst type of devices we deployed. A more sophisticated package
might include sensors inside the enclosure to detect condensation;
such solution is being employed by researchers at UCLA in the
ESS deployment.
For sensor networks to scale to hundreds and thousands of nodes,
motes can be touched just once. Assembling a mote, program-
ming it in a test ﬁxture, enclosing it in a package, positioning it the
ﬁeld, and acquiring its survey GPS location is impractical for large
numbers of motes. Even the end user who receives a complete,
pre-assembled mote ready for deployment faces usability problems
of scale. Ideally, the mote should be a completely encapsulated,
or packaged, with only the sensors exposed, a non-contact on/off
switch, and robust network booting and reprogramming. Issues
of programming and network construction should be handled with
tools that operate on aggregates of nodes rather than individuals
wherever possible.
4.3 Mote Software
The shorter lifespan of burrow motes in the multi-hop network
was surprising - nearly 50% less than expected as shown in Fig-
ure 4. We were unable to deﬁnitively determine the root cause of
burrow mote failures although were able to identify a few poten-
tial factors. In this section we identify solutions that may assist in
future deployments with root cause analysis.
Power monitoring: When using batteries with a constant oper-
ating voltage, such as the lithium batteries used in our deployment,
battery voltage does not indicate how much capacity is remaining.
A more adequate measure of how much work has been performed
by the node is needed to calculate each node’s expected lifetime.
Since our deployment, we have implemented energy counters at
the MAC layer and in our sensing application. Each counter keeps
track of the number of times each operation has occurred (e.g.,
sensing, receiving or transmitting bytes, total amount of time the
CPU is active). By keeping track of this data, nodes can report on
the number of packets forwarded or overhead. A more complete
and automated approach to power proﬁling is described in [15] We
can improve our lifetime estimate through additional health infor-
mation from each mote. Metrics, such as these energy counts, are
crucial to predicting the performance of the deployed network.
Integrated Data-logging: In the current system, packets are
sentwithoutanyacknowledgmentsorretransmissions. Sensorread-
ingscanbelostatanylevelofthenetworkfromthenodetothebase
station gateway. However, nodes at each level of the network could
log data into local non-volatile memory as it heads towards the base
station.
A protocol can attempt to incorporate data logging with reli-
able message delivery or custody transfer protocols to reduce data
loss. For example, given 512KB of local storage, 64 byte sensor
readings, and a sampling interval of 20 minutes, each node could
store 113 days of its own readings. This buffering could mitigate
downtime at the added expense of buffering packets along the path.
The buffering is free unless the packet is written to ﬂash memory;
writing ﬂash memory is approximately four times more costly than
sending the message.
Integrated logging allows nodes to retain data when disconnec-
tions occur. A node may be disconnected from another mote (such
as a parent), the gateway, the base station gateway, one of the base
stations, or the data base service. Since large scale deployments are
relatively costly, it may be worth taking measures to retain the data
if the reduction in longevity can be tolerated.
Finally integrated logging allows for a much more thorough post
mortem analysis. The information contained in those logs could
allow a sensor network developer to analyze the network neighbor-
hoods and topology over time, as such it would be an invaluable
debugging and analysis tool.
4.4 External Tools
Currently a great deal of expertise is required to install these net-
works; rather we would prefer to enable the specialist and the non-
specialist alike to accomplish that easily. We identify two levels of
tools that provide assistance when deploying sensor networks: ﬁeld
tools that run on small, PDA-class devices and client tools that run
on larger laptops class machines situated either at the local ﬁeld
station or more distantly at businesses or universities many miles
away. For each class, we note the functionality that would be use-
ful from our own experiences in the ﬁeld. Additionally we would
like to stress the utility of backend analysis and visualization tools
being available from the start of the deployment.
Field Tools Functionality:
1. Run self-check. Before placing a mote in the ﬁeld, where
is may not be touched again for months or years, it should
be possible to run a ﬁnal self diagnostic to verify the mote’s
health. If the device is healthy, it can be left alone, but other-
wise repairs must be taken.2. Show network neighborhood. While incrementally deploy-
inganetworkintheﬁeld, oftentimesoneneedstoseewhether
a mote has been placed within range of the rest of the net-
work. Placement is often guided by non-networking factors,
e.g., factors of biological interest.
3. Show network statistics. While within range of the mote, it
canbeusefultoqueryitforbasicpacketlevelstatistics. Once
a mote has joined a network, it can be useful to monitor how
well its networking subsystem is operating before moving
onto new locations.
Client Tools Functionality:
1. Re-task nodes (reprogram the sensor network). From time to
time, application software upgrades and patches will become
available and it will become necessary to upgrade application
software. It should be possible to do this from a ﬁeld station
or remotely on the Internet.
2. Show who-can-hear-whom relationships. Show the graph es-
timating the radio neighborhoods around each node as well
as the routing tree currently in use for the network. This is
typical of the diagnostic information that technicians would
need to monitor network operation.
3. Show when mote lasted reported in. Report when each mote
was last heard from. This is a very common and very useful
statistic for the layperson looking for signs of a malfunction-
ing mote or network.
The usefulness of these tools is suggested by a large number of
scenarios that arose in the study area. Although the spatial distribu-
tion of nodes was driven by the interests of our biologist, these tools
can show the density of each level of the multi-hop network. A
simple GUI could display when each node was last heard from. An
optional alarming mechanism to notify on-site staff when a node
failed to report is needed functionality for non-technical on-site
staff.
Backend Analysis and Visualization: The back-end infrastruc-
turesuchasthetransitnetwork, basestationsandrelationaldatabases
weredeployedbeforethemotessothatpacketlogswerereadytobe
captured as soon as sensors nodes began to report in. When deploy-
ing new motes, it was possible to see their records being inserted
into the database and thus know they were alive. This was a primi-
tive but sufﬁcient means of creating a network when combined with
the ability to issue SQL queries against the growing database. The
queries allowed one to retrieve statistics such as the network size
and when motes were last heard from. A web-based time series vi-
sualizationwasusedimmediatelytotracktheoccupiedburrows(by
ecologists) and to verify sensing accuracy (by computer scientists).
A variety of tools have since been developed for data analysis
as well as network monitoring. Ideally, these GUIs, visualizations,
and statistical tools should be available at deployment time as well
to enrich the suite to client tools that are available. The statistics
one performs on a corpus of data, such as lifetime analysis or volt-
age proﬁling, may have great practical utility during phases of net-
work construction and early days or weeks of operation as well.
Many of the graphs in Section 3 would be of interest to practition-
ers deploying their own large scale sensor networks out in the ﬁeld.
The MoteView tool from Crossbow is an example of a deployment
and monitoring program of this sort.
5. RELATED WORK
Historically, there have been differences between data loggers
and wireless devices like burrow and weather motes. Most impor-
tantly, loggers lacked networking and telemetry. Although some
vendors have development environments for OEMs, data loggers
have been primarily turn-key, rather than ﬂexible devices with open
programming environments. Data loggers, such as the Hobo [12],
can be larger and, some would argue, more expensive. Some mod-
els require external wiring to adjacent equipment. Previously, due
to size, external wiring, and organism disturbance, data loggers
were found to be unsatisfactory for use on the island.
Vendors such as Campbell Scientiﬁc and Onset Computer Cor-
poration now offer radio telemetry systems [14, 3]. This provides
wirelessconnectivitytoremoteloggersfordailydataofﬂoad. These
systems support potentially hundreds of loggers, with repeaters ex-
tending the multi-kilometer link distance. The ad hoc networking
within sensor networks remains a distinguishing feature.
Other habitat monitoring studies used one or a few sophisticated
weather stations an “insigniﬁcant distance” from the study area.
With this method, biologists cannot gauge whether a weather sta-
tion, for example, actually monitors a different micro-climate due
to its distance from the organism being studied. A few widely-
spaced instruments may give biologists a distorted view of local
phenomena. Instead, we wanted to enable monitoring on the scale
of theorganism, in our casea bird, andthemicroclimates of distinct
nesting areas [6, 17].
HabitatmonitoringwithWSNshasbeenstudiedbyothers. Cerpa
et. al. [1] propose a multi-tiered architecture for habitat monitor-
ing. The architecture focuses primarily on wildlife tracking instead
of habitat monitoring. A PC104 hardware platform was used for
the implementation with future work involving porting the software
to motes. Work with a hybrid PC104 and mote network has been
done to analyze acoustic signals [19]; long term results and relia-
bility data may be pending. Wang et. al. [18] implement a method
to acoustically identify animals using a hybrid iPaq and mote net-
work.
GlacsWeb [11] is a system that exhibits characteristics at the in-
tersection of the WSN and telemetry augmented datalogging. The
overall architecture is similar to GDI system architecture. The de-
vices within a patch (GlacsWeb Probes) are a design point close to
motes; the transit network is very reminiscent of the commercial
datalogging equipment, both in hardware capability (e.g., power-
ful radios) and in software design (store and forward architecture,
daily scheduled communication).
ZebraNet [10] is a WSN for monitoring and tracking wildlife.
ZebraNet nodes are signiﬁcantly larger and heavier than motes.
The architecture is designed for an always mobile, dynamic, multi-
hop wireless network. In most respects, this design point is sig-
niﬁcantly different from our domain of stationary sensor network
monitoring.
At UC James Reserve in the San Jacinto Mountains, the Extensi-
ble Sensing System (ESS) monitors ambient micro-climate below
and above ground, avian nest box interior micro-climate, and ani-
mal presence in 100+ locations within a 25 hectare study area. In-
dividual nodes with up to 8 sensors are deployed along a transect,
and in dense patches, crossing all the major ecosystems and envi-
ronments on the Reserve. The sensor data includes temperature,
humidity, photosynthetically active radiation (PAR), and infrared
(IR) thermopile for detecting animal proximity.
ESS is built on TinyDiffusion [7, 13] routing substrate, running
across the hierarchy of nodes. Micro nodes collect low bandwidth
data, and perform simple processing. Macro sensors organize the
patches, initiate tasking and process the sensor patch data further.
They often perform functions of both cluster heads and patch gate-ways. In case of a macro sensor failure, the routing layer automat-
ically associates macro sensors with the nearest available cluster-
head. The entire system is time-synchronized, and uses SMAC for
low power operation. Data and timestamps are normalized and for-
warded to an Internet publish-and-subscribe middleware subsystem
called Subject Server Bus (SSB), whereby data are multicast to a
heterogeneous set of clients (e.g., Oracle, MatLab, and LabVIEW)
for processing and analysis of both historical and live data streams.
ESS makes an aggressive use of hierarchy within a patch; the diver-
sity of sensors can also be used for veriﬁcation of data. The SSB
is a noteworthy departure from the architecture in Figure 2 – it al-
lows for natural integration of triggered features into the system in
addition to data analysis.
California redwoods are such large organisms that their life cy-
cle can be measured through microclimate observations. Having
developed models for their metabolism, biologists are now using
sensor networks to verify and reﬁne these models. The sensor net-
work measures direct and incident photosynthetically active radia-
tion (PAR), temperature, and relative humidity. In the fall of 2003,
70 nodes were deployed on a representative tree in the middle of
the forest, reporting data every minute. Biologists intend to grow
the network to both interior and edge trees in a grove.
The network collecting this information is an instantiation of the
Tiny Application Sensor Kit (TASK) [9]. The macro sensors in
the patch run a version of TinyDB query processing engine that
propagates queries and collects results from a multi-hop network.
There is no separate transit network – the patch bridges directly
to the base station. The base station runs a TASK server that logs
data, queries and network health statistics. TASK server is capable
of running on a macro sensor. Deployment and in the ﬁeld de-
bugging are aided by a PDA-class device running a ﬁeld tool, that
allows for connectivity assessment and direct querying of individ-
ual sensors. To achieve low power operation, the entire network is
time-synchronized and duty-cycled. TASK has a health query as
one of the options, which could obtain voltage, routing, neighbor-
hood and other networking state that could facilitate the analyses in
Section 3.
6. CONCLUSIONS
We have presented the system architecture, implementation, and
deployment of two wireless sensor networks. These networks used
a total of 150 nodes in both single-hop and multi-hop conﬁgu-
rations. During four months of operation, they compiled a rich
dataset with more than 650,000 records that are valuable both to
biologists and computer scientists. This paper analyzed this data
from a systems perspective of lifetime, network structure, routing
and yield.
Lifetime estimates based on micro-benchmarks accurately pre-
dicted the single-hop mote longevity but diverged for multi-hop
motes. We believe that moisture penetrating enclosures caused at-
trition in both networks. This obscures the fundamental roles that
overhearing and routing packets have on longevity. A sense-and-
send application design and best-effort routing layer was sufﬁcient
for the single-hop network. About 50% of the losses in the multi-
hop routing tree, can be modeled as a deterministic factor; the re-
maining losses show the expected exponential decay of yield as a
function of depth. Each of the packet loss components represents
area for improvement, and may need to be addressed differently –
custody transfer mechanisms may be a suitable way to handle the
deterministic losses, while link-level retransmissions would elimi-
nate the depth-dependent loss.
Motes with smaller battery capacities were observed routing on
behalf of motes with larger battery capacities. While routing could
be done preferentially by motes with larger batteries, reducing the
burden of large packet preambles represents a larger potential sav-
ings. Time synchronized low power listening stacks, such as the
ones being developed by Crossbow, begin to address this by syn-
chronizing senders and receivers sufﬁciently to allow receivers to
remain asleep during more of the preamble reception time, awaking
slightly before the arrival of the packet payload.
After the initial setup, the network exhibited stable periods of
organization punctuated by periods of increased re-parenting rates.
This was caused primarily from the incremental addition of motes.
In general, more than 80% of the packets were routed using less
than 20% of the links. Across quantized 6-hour time intervals, in
over 50% there were no re-parenting in the network, and in more
than 75% there were less than 10% re-parentings. Base station
availability, which reﬂects the reliability of the Windows laptops,
backgroundservicesforloggingdataintoPostgres, andphoto-voltaic
power was lower than expected and resulted in lost data.
We have another year of experience with the practical challenges
of deploying sensor networks in the ﬁeld. We have identiﬁed the
need to eliminate the logistical overheads required to install each
mote, and the need for ﬁeld tools for in-situ installation and mon-
itoring. We discussed the potential value of logging sensor read-
ings to local storage to allow post-deployment reclamation of data
that was not successfully sent to the base station. While not a re-
placement for reliable networking, it may be appropriate for de-
ployments where motes can be reclaimed in good working condi-
tion. Reclamation in our case was complicated because motes were
often moved and buried by animals.
Workingindoorsandintheﬁeldallowssensornetworkresearchers
to compare laboratory results with observations from the real world
over a period of months. In a number of cases (e.g., lifetime pre-
diction for the single-hop network), the micro-benchmarks trans-
fered well into a deployed application. In other cases (e.g., the
lower packet yields from the multi-hop network) we saw an in-
teresting departure from the expected behavior. Often these new
behaviors emerged as the network was reconﬁgured, expanded, or
re-deployed; others were an artifact of aging. Many of those be-
haviors cannot be observed without building complete systems and
deploying them in realistic conditions.
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