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Kurzfassung 
Durch das Abschalten der künstlichen Verschlechterung des GPS-Signals im Jahr 2000 und die 
Fortschritte in der digitalen und analogen Halbleitertechnik hat die Verbreitung von Satellitennavi-
gationssystemen für eine Vielzahl von Anwendungen dramatisch zugenommen. Neben dem bisher 
in der Regel genutzten US-amerikanischen „Navstar GPS“ sind jedoch weitere Satellitennavigati-
onssysteme in Planung oder schon verfügbar. Das russische „GLONASS“-System ist seit Ende 
2009 wieder vollständig etabliert und das europäische System „Galileo“ sowie das chinesische Sys-
tem „COMPASS“ befinden sich im Aufbau. Eine vollständige Konstellation aus vier unabhängigen 
„Global Navigation Satellite Systems“ (GNSSs) wird es zukünftigen Nutzern ermöglichen, die Ge-
nauigkeit, die Verfügbarkeit sowie die Integrität der Positionsbestimmung signifikant zu steigern.  
Die vorliegende Dissertationsschrift ist daher der Konzeption und dem Entwurf eines flächen- und 
energie-effizienten digitalen GNSS-Empfängers gewidmet. Zur strukturierten Analyse von 
GNSS-Empfängerarchitekturen und Empfängerparametern wird eine Methodik erarbeitet, welche 
ausgehend von einer konkreten Anwendung effiziente Lösungen identifiziert. Der Ansatz nutzt da-
bei Optimierungen auf allen Ebenen des Entwurfsablaufs vom Algorithmus bis zur physikalischen 
Implementierung. 
Für den Korrelator wird ein flexibles Modell eingeführt, welches eine frühzeitige Bewertung ver-
schiedener Implementierungen sowie einen Abtausch zwischen Fläche und Verlustleistung (Kosten) 
gestattet. Die Auswirkungen der Korrelatorkanalparameter auf das Signal-Rausch-Verhältnis (Nut-
zen) werden durch theoretische Analysen bestimmt sowie durch Simulationen und Messungen vali-
diert. Zur effizienten Realisierung der zentralen Recheneinheit, welche die steigenden Rechenleis-
tungsanforderungen insbesondere für die Positionsschätzung erfüllen muss, wird ein für den Einsatz 
in GNSS-Empfängern optimierter, „Application Specific Instruction Set Processor“ (ASIP) einge-
setzt. Die Arbeit beschreibt die Entwurfsraumuntersuchung und die Steigerung der Effizienz des 
ASIPs durch Modifikationen des Instruktionssatzes sowie durch Verwendung anwendungsspezifi-
scher Coprozessoren. Ausgehend von Instruktionssatzerweiterungen erlaubt eine Erweiterung der 
ASIP-Architektur zu einem „Single Instruction Multiple Data“ (SIMD) Prozessor eine echtzeitfähi-
ge Realisierung eines „Software Defined Radio“ (SDR) Empfängers und erhöht damit die Flexibili-
tät des GNSS-Empfängers.  
 
 
    
1 Einleitung 
Satellitenbasierte Navigation ist heute eine Schlüsseltechnologie mit einer Vielzahl von Anwendun-
gen und einer stetig steigenden Verbreitung [1]. Die am weitesten verbreiteten Anwendungen sind 
Fahrzeugführung [2-4] und die, in so genannten „Smart Phones“ integrierten, Location Based Ser-
vices (LBS) [5]. Hierbei erhält der Nutzer, abhängig von seiner Position, Informationen z.B. über 
die Wetterlage oder interessante Orte in der Umgebung. Darüber hinaus spielt die Satellitennaviga-
tion auch für den weltweiten Zeittransfer eine entscheidende Rolle  und wird z.B. bei der Synchro-
nisierung der Aktienmärkte und Mobilfunkbasisstationen eingesetzt [1]. 
Die Anforderungen an den Satellitennavigationsempfänger sind dabei: 
- Verfügbarkeit:  Möglichkeit die Position zu bestimmen;  
     Für die Bestimmung der drei Empfängerkoordinaten und  
     der Empfängerzeit ist der Sichtkontakt zu mindestens vier 
     Satelliten erforderlich. 
- Genauigkeit:   Abweichung von der tatsächlichen Position;  
     Diese wird beeinflusst durch die Genauigkeit der Messung zu  
    einem Satelliten und der geometrische Konstellation der  
     zur Positionsbestimmung verwendeten Satelliten. 
- Time-To-First-Fix (TTFF): Erforderliche Zeit zur ersten gültigen Positionsbestimmung. 
Da die meisten Anwendungen von Satellitennavigationsempfängern ein portables Endgeräte ver-
langen spielt zudem die Mobilität, d.h. die Größe des Satellitennavigationsempfängers und die be-
nötigte Energie pro Positionsbestimmung eine entscheidende Rolle. Nicht zuletzt sind insbesondere 
für Massenmarktanwendungen (z.B. Empfänger in den schon erwähnten Smart Phones) die Kosten 
des Empfängers ein entscheidender Parameter.  
Aktuelle GPS-Empfänger erfüllen die beschriebenen fünf Anforderungen für eine Vielzahl von 
Anwendungen noch nicht vollständig und es kann davon ausgegangen werden, dass insbesondere 
bei einer Verbesserung der Verfügbarkeit und einer deutlichen Reduktion der Kosten sowie der be-
nötigten Energie pro Positionsbestimmung, eine Vielzahl neuer Anwendungen entsteht.  
Diese Arbeit untersucht Ansätze die gezeigten Anforderungen an Satellitennavigationsemp-
fänger durch Optimierung der Empfänger-Hardware und Software zu erfüllen. 
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Zur Verbesserung der Genauigkeit, Verfügbarkeit und einer Reduktion der TTFF wird in dieser Ar-
beit eine so genannter multioperabler Global Navigation Satellite System- (GNSS1-) Empfänger 
vorgeschlagen. Dieser soll im Vergleich zum aktuellen Stand der Technik, nicht nur das 
US-amerikanische NavStar GPS zur Positionsbestimmung nutzen, sondern zusätzlich das schon 
existierende russische System GLONASS und das sich im Aufbau befindlichen europäische System 
Galileo sowie das chinesische System COMPASS unterstützen. Nach einem vollständigen Aufbau 
aller Systeme steht einem multioperablen Empfänger die vierfache Satellitenanzahl zur Positionsbe-
stimmung zur Verfügung, was insbesondere die TTFF und die Verfügbarkeit der Positionsbestim-
mung z.B. in stark bebauten Gebieten (so genannten Urban Canyons) oder bei starker Vegetation 
verbessert. Neben diesen beiden Parametern wird die geometrische Konstellation (quantifiziert 
durch den so genannten Dilution of Precision- (DOP-) Wert, der multiplikativ in die Positionsbe-
stimmung und hiermit auch die Genauigkeit eingeht [6]) verbessert. Simulationen in [7, 8] für eine 
Konstellation aus GPS, Galileo und GLONASS zeigen, dass sich die Anzahl der sichtbaren Satelli-
ten gegenüber einem GPS-Empfänger ungefähr verdreifacht und sich der DOP-Wert im Mittel auf 
ca. die Hälfte reduziert, was einer Verbesserung der Positionsgenauigkeit um den Faktor zwei ent-
spricht. 
Der Verbesserung von Genauigkeit, Verfügbarkeit und TTFF stehen erhöhte Kosten eines 
GNSS-Empfängers und eine höhere benötigte Energie pro Positionsbestimmung, bedingt durch eine 
komplexere Empfänger-Hardware und –Software, gegenüber. Darüber hinaus besteht die Forderung 
nach hoher Flexibilität, um auf der vorgestellten Empfänger-Hardware auch kommende, leistungs-
starke Algorithmen zur Positionsbestimmung (z.B. unter Verwendung von zusätzlichen Sensorin-
formationen) sowie neue GNSS-Signale und Anwendungen unterstützen zu können. 
Die vorgestellten gegensätzlichen Anforderungen, die beim Empfängerentwurf zu berücksichtigen 
sind, sind in Abbildung  1.1 qualitativ zusammengefasst. Zur Lösung des Konflikts zwischen den 
steigenden Anforderungen an Satellitennavigationsempfänger und daraus folgenden steigenden An-
forderungen an die Rechenleistung auf der einen Seite und der Forderung nach maximaler Mobilität 
und minimalen Empfängerkosten auf der anderen Seite verfolgt diese Arbeit zwei Ansätze: 
1. Die vorgeschlagene Empfängerarchitektur soll alle verfügbaren GNSS unterstützen. 
2. Der Empfänger soll als Flächen- und Energie-effizientes CMOS-Makro für die Verwendung 
in einem System-on-Chip (SoC) konzipiert werden und ein Maximum an Flexibilität zur 
Unterstützung neuer, leistungsstarker Navigationsalgorithmen besitzen.  
  
                                                 
1
 Global Navigation Satellite System, beschreibt die Gesamtheit aller verfügbaren Satellitennavigationssysteme. Um 
Empfänger zu kennzeichnen, welche die Möglichkeit bieten Signale von unterschiedlichen GNSSs zu empfangen und 
bei der Positionsbestimmung in Kombination zu nutzten, werden neben der allgemeinen Bezeichnung 
GNSS-Empfänger auch noch interoperabler, multioperabler oder Multi-Constellation-Empfänger verwendet. 
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Für das CMOS-Makro folgt die Notwendigkeit 
a. einer leistungsstarken, programmierbaren und anwendungsspezifischen zentralen 
Recheneinheit (Application Specific Instructionset Processor bzw. ASIP) anstelle ei-
nes Standardprozessors,  
b. der Entwicklung einer Methodik zur Realisierung einer optimierten, effizienten Ba-
sisbandverarbeitung und 
c. einer minimalen Schnittstellenkomplexität. 
 
Abbildung  1.1: Schematische Darstellung des vorgestellten Konflikts  
beim Entwurf eines Satellitennavigationsempfängers 
Abbildung  1.2 zeigt exemplarisch die Integration des vorgeschlagenen optimierten GNSS-SoC-
Makros in ein bestehendes Multimedia-SoC, wie es z.B. in einem Smart Phone verwendet werden 
kann. 
 
Abbildung  1.2: Integration des optimierten GNSS-Empfänger-SoC-Makros  
in ein bestehendes Multimedia-SoC 
Zur Darstellung der vorgestellten Optimierungsideen ist diese Arbeit wie folgt gegliedert: 
Kapitel  2 gibt einen einleitenden Überblick über das Konzept der Satellitennavigation und fasst die 
zur Positionsbestimmung erforderlichen Informationen zusammen. Im Anschluss wird die Signal-
struktur eingeführt, welche genutzt wird, um die relevanten Informationen vom Satelliten zum 
Empfänger zu übertragen. Ausbreitungseffekte, die Amplitude und Laufzeit des Satellitensignals 
beeinflussen, werden nachfolgend kurz zusammengefasst bevor die Architektur des 
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GPS-Empfängers im Detail beschrieben wird. Für den Vergleich der Leistungsfähigkeit verschiede-
ner Satellitennavigationsempfängers werden Leistungskennwerte eingeführt und deren Abhängig-
keit vom Verhältnis der Signalleistung zur Rauschleistungsdichte angegeben. Das Kapitel schließt 
mit der Vorstellung verschiedener Empfängerarchitekturen und einem Vergleich der Siliziumfläche, 
welche für die signalverarbeitenden Komponenten verschiedener kommerzieller Sin-
gle-Chip-Empfängers benötigt wird. 
Die in Kapitel  2 ermittelten Flächenanteile zeigen, dass der Korrelator einen signifikanten Anteil 
der Gesamtfläche des Empfängers benötigt. Daher wird für diese Komponente in Kapitel  3 ein Kos-
ten-Nutzen-Modell hergeleitet, welches eine systematische Untersuchung des Entwurfsraums er-
möglicht. Für eine vorgegebene Anwendung können mit dem eingeführten Modell effiziente Korre-
latorarchitekturen identifiziert werden. Das Modell ermöglicht außerdem eine quantitative 
Bestimmung der Abhängigkeit der Quantisierungsverluste (d.h. Reduktion des Sig-
nal-Rausch-Verhältnisses) von der benötigten Siliziumfläche sowie der benötigten Energie 
(AE-Kosten) einer CMOS-Implementierung. Damit kann das Modell genutzt werden, um eine effi-
ziente Verteilung eines vorgegebenen Quantisierungsfehlerbudgets vorzunehmen. Zur Reduktion 
der erforderlichen Siliziumfläche des Korrelators werden abschließend Untersuchungen von Mehr-
fachnutzungskonzepten vorgestellt. 
Nach der Untersuchung des Korrelators wird nachfolgend die Optimierung der zentralen Rechen-
einheit gezeigt. Hierzu beschreibt Kapitel  4 den im Empfänger verwendeten Positionsschätzungsal-
gorithmus, welcher auf der zentralen Recheneinheit ausgeführt wird. Zur Steigerung der Effizienz 
und zur Lösung des Konfliktes zwischen einer gleichzeitigen Forderung nach hoher Rechenleistung 
und minimalen Kosten der zentralen Recheneinheit führt Kapitel  5 die Idee eines ASIPs für 
GNSS-Empfänger ein. Das Kapitel zeigt detailliert die Optimierungen des ASIP-Instruktionssatzes 
sowie die Kopplung des ASIPs und eines optimierten anwendungsspezifischen Coprozessors. 
Kapitel  6 erweitert den GPS-Empfänger zu einem GNSS-Empfänger, welcher die Signale von GPS, 
Galileo und GLONASS gleichzeitig zur Positionsschätzung nutzt. Einführend werden die Systeme 
verglichen, die erforderlichen Änderungen am Empfänger beschrieben und die Verbesserungen, die 
ein GNSS-Empfänger gegenüber einem GPS-Empfänger bei der Positionsbestimmung erreicht, zu-
sammengefasst. Der zweite Teil von Kapitel  6 beschreibt, zur Erhöhung der Flexibilität, die Opti-
mierung eines anwendungsspezifischen Prozessors zur Berechnung der Korrelation auf einer pro-
grammierbaren Hardware in Echtzeit. 
 
    
2 Satellitennavigationsempfänger 
Als Grundlage für die Entwicklung des ASIP-basierten GNSS-Empfängers stellt dieses Kapitel das 
Grundkonzept der satellitenbasierten Navigation dar, welches für alle existierenden und angekün-
digten GNSSs genutzt wird. Im Anschluss an diese allgemeine Einleitung erfolgen am Beispiel von 
GPS die Beschreibung des verwendeten Satellitensignals und eine detaillierte Erläuterung der Sig-
nalkomponenten sowie deren Aufgabe bei der Positionsbestimmung eines GPS-Empfängers.  
Das Satellitensignal unterliegt bei der Übertragung zum Empfänger verschiedenen Ausbreitungsef-
fekten, welche Amplitude, Form und Laufzeit des Signals beeinflussen. Für die Verwendung in spä-
teren Kapiteln erfolgen daher eine Analyse der Ausbreitungseffekte und die Modellierung des Sig-
nals am Empfänger. Die Verarbeitung des empfangenen Signals im GPS-Empfänger wird auf 
Systemebene beschrieben. Die Signalverarbeitungsblöcke, welche den Empfang und die Extraktion 
der zur Positionsbestimmung notwendigen Daten aus dem Signal ermöglichen, werden zusammen 
mit der analytischen Beschreibung dargestellt. Um einen abschließenden Vergleich kommerzieller 
GPS-Empfänger zu ermöglichen, werden Leistungskennwerte in Abhängigkeit vom C/N0 und Im-
plementierungsformen eingeführt1.  
2.1 Konzept der Satellitennavigation 
Alle in dieser Arbeit betrachteten GNSSs sind passive Systeme. Das bedeutet, dass in der Regel 
kein Rückkanal vom Empfänger zum Satelliten besteht2. Der Ansatz ein passives System zu ver-
wenden hat mehrere Vorteile. Für militärische Anwendungen ist von Interesse, dass eine Ortung der 
Empfänger nicht möglich ist. Der kommerzielle Bereich profitiert davon, dass ein passives System 
die Anzahl der Nutzer nicht limitiert. Zusätzlich ermöglicht ein passives System eine energieeffizi-
entere Implementierung der Empfänger, da diese keine hohe Sendeleistung zur Übertragung von 
Daten zum Satelliten benötigen.  
Die vorgestellten GNSSs basieren im Gegensatz zu früheren Navigationssystem (z.B. Transit [6]) 
auf dem Prinzip der Trilateration. Bei der Trilateration wird die Position des Empfängers aus der 
bekannten Position der Sender (Satelliten) und der Entfernungsmessung zwischen jedem Sender 
                                                 
1
 Eine Erweiterung der GPS-spezifischen Betrachtungen in diesem Kapitel auf weitere GNSSs erfolgt in Kapitel  6.1. 
2
 Für Galileo besteht ein Rückkanal für den so genannten Search-and-Rescue (SAR) Dienst 
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und Empfänger bestimmt. Hierbei müssen die Sender untereinander synchronisiert sein. Eine an-
schauliche Deutung der Positionsbestimmung erfolgt, indem um jeden Satelliten eine Kugelschale 
mit dem Radius der gemessenen Entfernung gelegt wird. Für drei Satelliten ergeben sich zwei 
Schnittpunkte, wovon einer unterhalb der Satelliten in der Nähe der Erdoberfläche liegt und als 
Empfängerposition angenommen wird.  
Die mathematische Fassung des Problems ergibt ein Gleichungssystem mit den drei unbekannten 
Empfängerkoordinaten (x, y, z) zum Empfangszeitpunkt, der bekannten Satellitenpositionen zum 
Sendezeitpunkt für K Satelliten ( )()()( ,, kkk zyx ) und den Entfernungen zu den Satelliten )(kr  
.
..1)()()(
)(
2)(2)(2)()(
xx −=
=−+−+−=
k
kkkk Kkzzyyxxr
 ( 2.1) 
Für die Lösung des Gleichungssystems sind wie bei der geometrischen Interpretation und bei Aus-
schluss einer Lösung mindestens drei Satelliten erforderlich. 
Da in der Regel die Uhren im Empfänger und im Satelliten nicht synchronisiert sind, wird Glei-
chung ( 2.1) um den unbekannten Zeitunterschied δt zwischen Empfänger und Systemzeit ergänzt. 
Dabei wird angenommen, dass die Uhren aller Satelliten synchron untereinander und mit der 
GPS-Systemzeit laufen3. Atmosphärische Effekte und Modellfehler werden als korrigiert betrachtet, 
so dass sich die korrigierte so genannte Pseudodistanz ),()( bkc xρ  für den Satelliten k als 
Kktcbbb kkc ..1δmit                      ),( )()( =⋅=+−= xxxρ  ( 2.2) 
ergibt. 
In Gleichung ( 2.2) bestimmt b den so genannten Empfängerbias in Meter, der sich aus dem Emp-
fängeruhrenfehler δt multipliziert mit der Lichtgeschwindigkeit c ergibt. x beschreibt die Empfän-
gerkoordinaten (x, y, z) und x(k) die Koordinaten des Satelliten k zum Sendezeitpunkt 
),,( )()()( kkk zyx . 
Zur Lösung dieses nichtlinearen Gleichungssystems wird Gleichung ( 2.2) im Punkt (xi, bi), welcher 
der aktuellen Schätzung der Nutzerposition und des Empfängerbias entspricht, mittels Taylorrei-
henentwicklung linearisiert 
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( 2.3) 
Daraus folgt  
                                                 
3
 Dies wird durch das Kontrollzentrum und die Monitoring-Stationen sichergestellt. 
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Dieses Gleichungssystem lässt sich in Matrixschreibweise als 






∆
∆
⋅=∆
b
T
ρ
xG  ( 2.5) 
darstellen. Dabei ergeben die gesuchten Lösungen ∆x = (x-xi, y-yi, z-zi) und ∆b = (b-bi) den unbe-
kannten Korrekturvektor des Verfahrens, um den die geschätzten Parameter im Iterationsschritt i 
korrigiert werden. ∆ρ ist die Differenz zwischen der gemessenen Pseudorange x,  und der, 
auf Basis der Satellitenposition und geschätzten Empfängerposition zum Zeitpunkt i, geschätzten 
Pseudorange 
x	, 	. G beschreibt die Geometriematrix 
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die die Richtungsvektoren zu den Satelliten zusammenfasst. Das vorgestellte Verfahren arbeitet zur 
Bestimmung der Empfängerposition und –zeit iterativ.  
Zur Initialisierung des Algorithmus wird in der Regel b0 = 0 und (x0, y0, z0) = (0, 0, 0) oder die letzte 
bekannte Position verwendet. Im ersten Schritt wird die Geometriematrix G und der Differenzvek-
tor zwischen geschätzter und gemessener Pseudorange ∆ρ bestimmt. Danach wird durch Lösen des 
Gleichungssystems der Korrekturvektor [∆x, ∆b]T berechnet und die aktuelle Position und Empfän-
gerzeit durch Korrektur der vorherigen Schätzung bestimmt. 
Die iterative Berechnung wird abgebrochen, wenn der Betrag des Korrekturvektors einen festgeleg-
ten Grenzwert (z.B. 1 cm) unterschreitet oder eine vorgegebene maximale Anzahl an Iterationen er-
reicht wurde.  
2.2 Komponenten und Verarbeitung des GPS-Satellitensignals 
Für die Bestimmung seiner Position benötigt ein GPS-Empfänger, wie im vorherigen Abschnitt er-
läutert, die Position der Satelliten zum Sendezeitpunkt und Entfernungsmessungen zu den Satelli-
ten. Im Fall von GPS erfolgt die Bestimmung der Satellitenposition im Empfänger auf Basis der so 
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genannten Ephemeriden4. Hierbei handelt es sich um Parameter, welche den Orbit, die Lage des 
Orbits im Raum sowie die Position des Satelliten auf dem Orbit zu einer definierten Zeit charakteri-
sieren. Da eine Synchronisierung der Satelliten untereinander und zur GPS-Systemzeit erforderlich 
ist, werden neben den Ephemeriden noch Zeitkorrekturinformationen übertragen.  
Die Ephemeriden und Zeitkorrekturinformationen bilden zusammen mit weiteren Korrekturinfor-
mationen (z.B. Modellparametern für die Korrektur der Laufzeit durch die Atmosphäre) sowie den 
Almanachdaten die Navigationsdaten, welche die eigentlichen Nutzdaten des Systems darstellen. 
Bei den Almanachdaten handelt es sich um ungefähre Bahninformationen für alle Satelliten des 
Systems. Auf Basis dieser Daten kann ein Empfänger die vollständige Satellitenkonstellation be-
stimmen und für den Empfänger sichtbare Satelliten vorausberechnen.  
Abbildung  2.1 zeigt die Signalgenerierung im Satelliten. Zentrales Element ist der Prozessor der un-
ter anderem die Kommunikation mit der Bodenstation übernimmt.  
 
Abbildung  2.1: Vereinfachte Darstellung der GPS-Signalerzeugung 
Als Ausgangspunkt für die Frequenzgenerierung werden mehrere Atomuhren verwendet. Der Fre-
quenzgenerator erzeugt daraus die Basisfrequenz (10,23 MHz) für die Generierung der 
GPS-Signale. Im Signalgenerator werden das frei verfügbare GPS-Signal (CA-Code) und das ver-
schlüsselte GPS-Signal (Y-Code) erzeugt5. 
                                                 
4
 Für das ebenfalls in dieser Arbeit betrachtete System GLONASS erfolgt eine Bestimmung der Satellitenposition auf 
Basis von Position, Geschwindigkeit und Beschleunigung des Satelliten zu einem definierten Zeitpunkt. 
5
 In dieser Arbeit wird nur das frei verfügbare Signal im L1-Band betrachtet. 
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Abbildung  2.2 zeigt schematisch die Funktion des Signalgenerators und des anschließenden Modu-
lators im Zeit- und Frequenzbereich für den auf der L1-Frequenz frei verfügbaren CA-Code6. 
 
Abbildung  2.2: GPS-Signalgenerator im Satelliten (Darstellung im Zeit- und Frequenzbereich) 
Für die Darstellung des Leistungsdichtespektrums (PSD) im Frequenzbereich wird für die Naviga-
tionsdaten und den CA-Code vereinfacht eine unendliche Folge von zufälligen Pulsen mit gleicher 
Wahrscheinlichkeit der Polarität angenommen. Eine exakte Betrachtung für eine zeitlich begrenzte 
sich wiederholende Folge erfolgt in [6].  
Die betrachtete unendliche Folge von Rechteckpulsen mit der zufälligen Polarität +1 oder -1 ergibt 
im Frequenzbereich eine si²-Verteilung7. Da die Navigationsnachricht mit einer Bit-Länge von 
TD = 20 ms bzw. einer Rate von 1/TD = 50 Hz uncodiert8 übertragen wird, ist die 
Null-zu-Null-Bandbreite der si²-Verteilung in diesem Fall 2/TD = 100 Hz.  
Die Null-zu-Null-Bandbreite des Signals wird im nachfolgenden Schritt durch die Mo-
dulo2-Addition mit dem CA-Code mit einer Rate von 1/TCA = 1,023 MHz9 und einer Länge von 
                                                 
6
 C/A (Coarse Acquisition)-Code für GPS 
7
 si(x) = sin(x) / x 
8
 Für Galileo und SBAS erfolgt im Gegensatz zu GPS eine Faltungskodierung der Navigationsdaten. Für das 
GLONASS System werden die Daten mit einer zusätzlichen Manchester-Codierung und außerdem differentiell übertra-
gen. 
9
 Im Gegensatz zu einem Datensignal werden die Bits des CA-Codes als Chip bezeichnet, da sie keine Nutzinformation 
beinhalten. Die Rate 1/TCA wird daher auch als Chip-Rate bezeichnet. 
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1 ms im Sinne eines Code Division Multiple Access (CDMA) Direct Spread Spectrum Sequence 
(DSSS) Verfahrens [9] von 100 Hz auf 2,046 MHz erhöht. Durch die Spreizung des Signals auf ei-
ne Bandbreite, welche um ein Vielfaches größer ist als die ursprüngliche Datenbandbreite, wird die 
Leistung über einen größeren Frequenzbereich verteilt und der Maximalwert der Leistungsdichte 
sinkt. 
Das Basisbandsignal moduliert im abschließenden Schritt das L1-Trägersignal. Im Zeitbereich führt 
dies zu 180°-Phasensprüngen des Trägersignals (Binary Phase Shift Keying). Im Frequenzbereich 
hat das Signal nach diesem Schritt eine Mittenfrequenz von fL1. Vor dem Senden wird das Signale 
auf ungefähr 27 Watt verstärkt und mit einem Filter der Bandbreite 20 MHz gefiltert.  
Das gesendete Signal eines Satelliten lässt sich, bei Vernachlässigung der Filterung im Satelliten, 
zusammengefasst schreiben als 
)2cos()()()( satL1sat φpi +⋅⋅⋅⋅⋅⋅= tftDtCAAts     mit     .2sat satCA ⋅=  ( 2.7) 
Hierbei ist Asat die Amplitude des Sendesignals, Csat die sich hieraus ergebende Leistung, CA(t) der 
CA-Code, D(t) die gesendeten Navigationsdaten, fL1 die L1-Trägerfrequenz und φsat die Phasenlage 
des Signals im Satelliten. Das gesamte am Empfänger eintreffende Signal ergibt sich aus der Über-
lagerung der Signale aller sichtbaren Satelliten. 
2.3 Ausbreitungseffekte 
Das im vorherigen Abschnitt beschriebene Satellitensignal unterliegt bei der Übertragung vom Sa-
telliten zum Empfänger verschiedenen Ausbreitungseffekten, welche die Laufzeit des Satellitensig-
nals und die Signalstärke beeinflussen. Zusätzlich verändert sich die Frequenz des Empfangssignals 
durch den Dopplereffekt. 
 
Abbildung  2.3: Schematische Darstellung der betrachteten Ausbreitungseffekte  
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In Abbildung  2.3 sind die unterschiedlichen Ausbreitungseffekte dargestellt. Dies sind Pfadverlust, 
Laufzeitverzögerung und Dämpfung durch Ionosphäre und Troposphäre sowie Mehrwegeausbrei-
tung und Dämpfung, hervorgerufen durch lokale Gegebenheiten am Empfänger, wie z.B. Bebauung 
[10] oder Vegetation [11]. Zu diesen kommen noch gezieltes Stören des Satellitenempfangs und die 
Störung durch Überlagerung der Signale aller sichtbaren Satelliten am Empfänger. 
Tabelle  2.1 gibt eine Übersicht über die Sendeleistung sowie für zwei exemplarische Elevations-
winkel die Gewinne und Verluste, die die Signalleistung am Empfänger beeinflussen. 
Tabelle  2.1: Abschätzung des C/N0-Wertes und des Signal-Rausch-Verhältnisses 
  90° Elevation 5° Elevation 
Sendeleistung des Satelliten  Csat 27 W 27 W 
Satellitenantennengewinn  GT 10,5 17 
Effektiv abgestrahlte Leistung PEIRP = Csat·GT 283 W 458 W 
Pfadverlust  L = 1/(4·pi·R²) 1,95·10-16 m-2 1,20·10-16 m-2 
Empfangene Leistungsdichte Prcv = PEIRP·L 5,52·10-14 W/m2 5,50·10-14 W/m2 
Effektive Antennenfläche  GA = λ²/4·pi 2,87·10-3 m2 2,87·10-3 m2 
Atmosphärenverlust  Latm = 0,5 dB 0,89 0,89 
Effektive Empfangsleistung Peff = Prcv·GA·Latm 1,41·10-16 W 1,41·10-16 W 
Gewinn typische Patch-Antenne Gant 2,5 0,4 
Signalleistung C  
(keine Bandbegrenzung) C = Gant·Peff -154,5 dBW -162,5 dBW 
C/N0 N0 = 201 dBW/Hz 46,5 dB Hz 38,5 dB Hz 
Signal Rausch Verhältnis SNR = PS / PN BW = 2 MHz -16,5 dB  -24,5 dB 
Für die angegebenen Parameter und Berechnungen in Tabelle  2.1 ergibt sich eine für eine typische 
Patch-Antenne garantierte minimale Empfangsleistung von ca. -162,5 dBW bis -154,5 dBW [6, 12, 
13] und entsprechend ein C/N0-Wert von 38,5 – 46,5 dB Hz.  
Das Rauschen wird als AWGN10-Rauschen mit einer konstanten Rauschleistungsdichte 
von -201 dBW/Hz angenommen [6]. Die Rauschleistungsdichte wird maßgeblich durch die Anten-
ne und den Low-Noise-Verstärker (LNA) im Frontend bestimmt (siehe Kapitel  2.4.1). Das SNR ist 
das Verhältnis der Signalleistung PS zur Rauschleistung PN und ist für eine, für GPS-Empfänger ty-
pische, Frontend-Filter-Bandbreite von 2 MHz angegeben.  
Wird näherungsweise, wie oben beschrieben, das Leistungsdichtespektrum einer unendlich langen 
Zufallsfolge angenommen, ergibt sich für den CA-Code eine si²-Funktion mit einem Maximum von 
ungefähr -220 dBW/Hz.  
                                                 
10
 Additive White Gaussian Noise (AWGN) 
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Zur Anschauung ist in Abbildung  2.4 die logarithmierte spektrale Leistungsdichte des empfangenen 
Signals nach dem LNA, aufgeteilt in Signalanteil (schwarz) und Rauschanteil (grau), für den be-
trachteten Fall dargestellt. Das Maximum des Signalanteils am Ausgang des LNAs ist um 20 dB 
bzw. einen Faktor 100 kleiner als der Rauschanteil. 
 
Abbildung  2.4: Spektrale Leistungsdichte von Signal-(schwarz) und  
Rauschanteil (grau) nach dem LNA 
Neben dem Pfadverlust spielen vor allem lokale Dämpfungseffekte in der Umgebung des Empfän-
gers (z.B. Vegetation und Bebauung) für die empfangene Signalstärke eine entscheidende Rolle. In 
Gebäuden wird das Signal unter typische Bedingungen um 10-45 dB gedämpft (siehe [12] und 
[14]). Vegetation verursacht typischerweise eine Dämpfung von 5-15 dB (siehe [15-17]). 
Im Gegensatz zum Vakuum ist die Ausbreitungsgeschwindigkeit des Satellitensignals in der Iono-
sphäre reduziert. Der Laufzeitunterschied beträgt 1-3 m (in der Nacht) und bis zu 5-15 m (am Tag). 
In einem L1-GPS-Empfänger wird dieser Laufzeitfehler durch ein einfaches Modell, dessen Para-
meter in den Ephemeriden enthalten sind, korrigiert.
 
Aufwendigere Korrekturansätze verwenden 
Zweifrequenzempfänger oder die Daten der Satellitenzusatzsysteme (z.B. EGNOS, WAAS). Die 
Troposphäre führt zu einer Dämpfung des Signals von 0,5 dB, die auch in der Tabelle  2.1 berück-
sichtigt ist. 
Ein Faktor, welcher darüber hinaus die Positionsgenauigkeit des Empfängers entscheidend beein-
flusst, ist die Mehrwegeausbreitung, die vor allem in bebauten Gebieten und in Gebieten mit erhöh-
tem Vegetationsaufkommen auftritt. In Satellitennavigationssystemen führt die Mehrwegeausbrei-
tung zu einer verfälschten Laufzeit- und Entfernungsmessung, da die exakte Synchronisation durch 
eine verfälschte Kreuzkorrelationsfunktion nicht mehr fehlerfrei möglich ist. Die fehlerhafte Ent-
fernungsmessung zu einigen Satelliten führt im Anschluss zu einer fehlerhaften Bestimmung der 
Empfängerposition. Die Reduktion des Mehrwegeausbreitungsfehlers kann auf Software- und 
Hardware-Ebene erfolgen. Eine genaue Analyse erfolgt z.B. in [18-20]. In dieser Arbeit sind für die 
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Entwurfsraumuntersuchungen insbesondere die Kosten für die erforderlichen Veränderungen an der 
Korrelator-Hardware und der Korrelatorkontrolle sowie die daraus resultierende verbesserte Genau-
igkeit bei der Positionsschätzung von Interesse (siehe [21] und Kapitel  3.2). 
2.4 Architektur eines GPS-Empfängers 
In diesem Unterkapitel wird die vollständige Signalverarbeitung eines Standard GPS-Empfängers 
auf Blockschaltbildebene dargestellt, um die Grundfunktionalität und die maßgeblichen Komponen-
ten einzuführen.  
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Abbildung  2.5: Blockschaltbild eines GPS-Empfängers 
Die Signalverarbeitung im Empfänger hat die Aufgabe, die Spreizung und Modulation des Signals 
im Satelliten (siehe Abbildung  2.2) rückgängig zu machen und die Navigationsdaten zu dekodieren 
sowie die Laufzeit des Satellitensignals zu extrahieren. Die signalverarbeitenden Blöcke eines 
GPS-Empfängers sind, wie in Abbildung  2.5 dargestellt, ein analoges Frontend, der Korrelator (be-
stehend aus N parallelen Korrelatorkanälen), die Korrelatorkontrolle und die Berechnung von Posi-
tion, Geschwindigkeit und Zeit (PVT). In diesem Unterkapitel erfolgt eine Zuordnung der Signal-
verarbeitungsschritte zu den Empfängerkomponenten des Blockschaltbilds. Hardware-Implemen-
tierungsformen für GPS-Empfänger werden am Ende des Kapitels vorgestellt.  
Das an der Antenne eintreffende Signal hat, nach den Betrachtungen in Kapitel  2.3, ein Signal-
Rausch-Verhältnis von -20 dB. Der Anteil eines Satelliten	 wird unter Berücksichtigung der 
Ausbreitungseffekte aus Kapitel  2.3 als  
)())(2cos()()()( rL1 tntfftDtCAAtr d ++⋅+⋅⋅⋅−⋅−⋅= φpiττ     mit     CA ⋅= 2  ( 2.8) 
beschrieben. Dabei bestimmt τ die Ausbreitungsverzögerung vom Satelliten zum Empfänger. Der in 
Kapitel  2.3 beschriebene Pfadverlust wird durch die reduzierte Amplitude A und Leistung C des 
Empfangssignals gegenüber dem Sendesignal berücksichtigt (Csat >> C). Zusätzlich muss eine ver-
änderte Mittenfrequenz des Signals (fL1 + fd), hervorgerufen durch den Dopplereffekt, beachtet wer-
den. n(t) beschreibt additives Gaussches Rauschen mit einer konstanten spektralen Leistungsdichte 
N0/2. Das Verhältnis der Leistung C des Signals zu der Rauschleistungsdichte N0 bestimmt wesent-
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lich die Akquisitionsdauer, Genauigkeit und Bit-Fehlerrate eines GPS-Empfängers (siehe Kapi-
tel  2.6). 
2.4.1 Analoges Frontend 
Im Frontend (siehe Abbildung  2.6) erfolgen zunächst eine Verstärkung mit einem LNA, dann eine 
Filterung mit einem Bandpass (BPF), eine Verstärkerstufe auf der L1-Frequenz und eine anschlie-
ßende Konvertierung auf eine Zwischenfrequenz (ZF), welche in der Regel 1-10 MHz beträgt.  
 
Abbildung  2.6: Schematische Darstellung des analogen GPS-Frontends 
Das Signal wird auf der ZF mit einem Bandpass gefiltert, um Alias-Effekte bei der abschließenden 
Analog-Digital-Wandlung zu vermeiden. Vor der AD-Konvertierung wird der Signalpegel mit einer 
steuerbaren Verstärkereinheit, Automatic Gain Control (AGC), angepasst. Die Gesamtverstärkung, 
die in kommerziellen GPS-Frontends erreicht wird, beträgt ca. 100 dB [6, 22]. Die 
AD-Konvertierung wird mit einer Sampling-Frequenz fs = 1/Ts durchgeführt. Die Sampling Fre-
quenz liegt für kommerzielle GPS-Frontends zwischen 5-20 MHz. Die Ausgangs-Bit-Breite wADC 
des analogen Frontends ist bei Empfängern für den Massenmarkt in der Regel 1-2 Bit [23]. Bei 
hochgenauen Empfängern oder Empfängern, die resistent gegen Störsignale sein müssen, sind 
Bit-Breiten von größer 8 Bit üblich. 
2.4.2 Vereinfachter Korrelatorkanal 
Das digitale Signal nach dem Frontend kann bei Vernachlässigung des Rauschterms und bei einer 
Normierung der Amplitude auf den Wertebereich [-1..1] für die Abtastzeitpunkte n·Ts geschrieben 
werden als 
.mit )2cos()()()(
s
ZF ssZFsss Tnf
nTnfTnDTnCATny ⋅=+⋅⋅⋅⋅⋅⋅⋅⋅=⋅ φpi  ( 2.9) 
Die Frequenz fZF beinhaltet dabei auch den Doppler-Effekt. Das Signal y(n·Ts) ist das Eingangssig-
nal für den Korrelatorkanal. Zur Vereinfachung der Darstellung wird, wie in der Literatur üblich 
[24], Ts = 1 gesetzt. 
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Abbildung  2.7 zeigt das vereinfachte Schema des Korrelatorkanals. Das eingehende Signal r(n) 
wird mit einem lokal erzeugten Kosinussignal g(n) mit der geschätzten Frequenz ZFˆf  und der ge-
schätzten Phase ZFˆφ  multipliziert und tiefpassgefiltert. 
)ˆˆ2cos()( ZFZF φpi +⋅⋅= nfng
∑
=
int
1
N
n
 
Abbildung  2.7: Vereinfachtes Modell des Korrelatorkanals 
Das Mischen ins Basisband erfolgt im Korrelatorkanal, um die durch den Doppler-Effekt veränderte 
Zwischenfrequenz zu berücksichtigen zu können. Nach dem Tiefpassfilter, welcher die Spiegelfre-
quenzen unterdrückt, liegt dann das Signal 
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vor. Nach dem Mischvorgang werden die Basisbanddaten mit dem lokal generierten Referenzcode 
c(n) multipliziert und über die Dauer Tint akkumuliert.  
Die Anzahl der Abtastwerte Nint die akkumuliert werden, ist abhängig von der Sampling-Frequenz 
fs = 1/Ts sowie der Integrationszeit Tint und ergibt sich zu Nint = Tint/Ts. Im Folgenden soll Tint eine 
Periode des Referenzcodes betragen (d.h. Tint = 1 ms). Nach [15] folgt für den Erwartungswert der 
Summation und der Bedingung, dass D(n) konstant über dem Integrationsintervall der Länge Tint ist, 
d.h. es liegt keine Bit-Grenze der Navigationsdaten im Integrationsintervall 
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In ( 2.11) ist R(τ ) der Wert der Autokorrelationsfunktion des CA-Codes für eine relative Verschie-
bung von τ. Für Werte von -1 < τ  < 1 hat die Autokorrelationsfunktion, für den angenommenen 
unendlich langen Zufallscode, eine Dreiecksform mit dem Maximum bei τ = 0 (siehe [24] und Ab-
bildung  2.9).  
Die Summe in Formel ( 2.11) wird für die nachfolgenden Berechnungen als Näherung einer numeri-
schen Integration aufgefasst werden. Damit folgt 
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so dass sich abschließend die folgende Abhängigkeit des Erwartungswertes E[IP,Σ] von den Parame-
tern ∆f, ∆φ, τ und Tint ergibt 
26 Kapitel  2: Satellitennavigationsempfänger 
.)(si)cos()()(
2
1][E intintΣP,P fTTfnDRII ∆⋅⋅⋅∆+⋅∆⋅⋅⋅≈= piφpiτ  ( 2.13) 
Abbildung  2.8 zeigt diese Abhängigkeit von τ  und ∆f für Tint = 1 ms und ∆φ = 0, welche auch als 
Ambiguity-Funktion bezeichnet wird [25]11. Das bedeutet, dass in diesem Diagramm der Korrelati-
onswert von eingehendem und lokal erzeugtem Signal für Verstimmungen der Frequenz (∆f ) und 
einen Unterschied in der Code-Phase τ  gezeigt wird. Der maximale Ausgangswert der Korrelation 
wird nur erreicht, wenn die Zeit- und der Frequenzunterschied zwischen den beiden Signalen gegen 
Null gehen. Für eine Vergrößerung des Wertes Tint zeigt Formel ( 2.13), dass die Hauptkeule der si²-
Funktion in ∆f-Richtung schmaler wird.  
 
Abbildung  2.8: GPS-Empfängersuchraum für Zeitverzögerung τ und Frequenz-Offset ∆f 
(normiert, Tint = 1 ms, TCA = 1/1,023 MHz, kein Rauschen) 
Die Aufgabe des Satellitennavigationsempfängers ist, unter der Annahme, dass keine Abschattung 
oder Mehrwegeausbreitung vorliegt, das Auffinden (Akquisition) und Verfolgen (Tracking) des 
Maximums der Ambiguity-Funktion und damit die Minimierung der Parameter ∆f, ∆φ  und τ. 
Für die Akquisition, d.h. die initiale Suche nach Satellitensignalen, kann die Abbildung  2.8 auch als 
Suchraum für einen bestimmten Satelliten interpretiert werden, welcher für die Codephase von 
[0..1022] und für die typische Dopplerfrequenz von ca. -5 kHz bis 5 kHz reicht12. Da sich die Para-
                                                 
11
 Die Ambiguity-Funktion ist für eine unendlich lange Zufallsfolge dargestellt. 
12
 Diese Werte berücksichtigen nur die Dopplerverschiebung, welche durch die Relativbewegung von Satellit und Emp-
fänger verursacht wird. Der Suchraum muss erweitert werden, wenn zusätzlich die Oszillatorungenauigkeit oder die 
Empfängergeschwindigkeit berücksichtigt werden soll. 
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meter ∆f und ∆φ kontinuierlich durch die Relativbewegung von Satellit und Empfänger und das 
Empfängerrauschen verändern, ist nach der Akquisition eine Regelung der Parameter notwendig 
(Tracking). In Abbildung  2.5 übernimmt die Korrelatorkontrolle die Aufgabe dieser Regelung der 
lokalen Oszillatoren und die Minimierung der Parameter ∆f, ∆φ  und τ. 
2.4.3 Komplexer Korrelatorkanal 
Aus Formel ( 2.13) ist ersichtlich, dass mit dem in Abbildung  2.7 eingeführten vereinfachten Korre-
latorkanal eine Regelung dieser Parameter nicht möglich ist. Eine Veränderung der Parameter 
τ, ∆φ  und ∆f wird zwar erkannt, da der Integrationswert kleiner oder größer wird, aber nicht deren 
Richtung, da in Formel ( 2.13) der Kosinusterm und R(τ ) gerade Funktionen sind.  
 
Abbildung  2.9: Komplexer Korrelatorkanal (schematisch) und Integrationsergebnisse für exakte  
Synchronisierung von eingehendem und lokal erzeugtem Signal 
Zur Regelung der Frequenz des Basisbandmischers und der Code-Phase bzw. Frequenz werden zu-
sätzliche Messwerte auf der Korrelationsfunktion R(τ ) (Abbildung  2.8) genutzt. Zur Regelung der 
Trägerfrequenz, d.h. zur Minimierung von ∆f und ∆φ , wird das eingehende Signal nicht nur mit 
dem Kosinus (Inphasen-Pfad), sondern zusätzlich mit dem Sinus (Quadratur-Phase) multipliziert. 
Der sich ergebende komplexe Korrelatorkanal ist in Abbildung  2.9 dargestellt. Damit ergibt sich 
analog zu der Betrachtung für den Inphasen-Pfad für den Quadratur-Pfad 
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Im Blockschaltbild (Abbildung  2.9) wird ein zusätzliches Integrationsregister für QP eingeführt. Ei-
ne Regelgröße wird durch den so genannten Diskriminator in der nachfolgenden Korrelatorkontrol-
le (siehe Abbildung  2.5) zu  
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berechnet. Diese Regelgröße Dcarr muss in der Korrelatorkontrolle durch Anpassung der Trägerpha-
se und der Trägerfrequenz minimiert werden.  
Für die Bestimmung von τ wird der Korrelator jeweils im Inphasen- und Quadratur-Pfad um zwei 
Korrelatoren erweitert. Diese Korrelatoren nutzen eine Codefolge, welche im Standardkorrelatorka-
nal um eine halbe Chip-Länge vor- bzw. nacheilen. Die Erzeugung dieser Code-Varianten erfolgt in 
der Regel in einer so genannten Delay-Line. Die beiden Korrelationsergebnisse IL und IE haben im 
synchronisierten Zustand den gleichen Betrag, welcher halb so groß wie der Maximalwert ist (siehe 
Abbildung  2.9). Die Werte berechnen sich für den Inphasen-Pfad zu 
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Für die Code-Phasenregelung berechnet die Korrelatorkontrolle (Abbildung  2.5) auf Basis der In-
tegrationswerte IE, QE, IL und QL den Diskriminator 
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In Summe benötigt der verwendete Standardkorrelator daher sechs Korrelationsregister 
(Abbildung  2.9). Eine detaillierte Kosten-/Nutzenanalyse für den vorgestellten Korrelatorkanal er-
folgt im Kapitel  3. Die in der Abbildung dargestellten Ausgangssignale der Messregister werden 
vom PVT-Block für die Berechnung der Position verwendet. Eine Erläuterung der Aufgabe der 
PVT erfolgt in Kapitel  4. 
2.4.4 Korrelatorkontrolle 
Die Korrelatorkontrolle berechnet die oben beschriebenen Diskriminatoren Dcarr und Dcode (siehe 
( 2.15) bzw. ( 2.17)) auf Basis der Integrationsregister. Zusätzlich wird das berechnete Fehlersignal 
mit einem Loop-Filter der Bandbreite BL,code bzw. BL,carr gefiltert.  
Die geglätteten Fehlergrößen Dcarr,lp und Dcode,lp werden im Anschluss in einen Regelwert für den 
Träger- oder Codefrequenzgenerator umgesetzt. Diese Regelwerte sind in Abbildung  2.5 als Trä-
gerkontrolleingang bzw. Code-Kontrolleingang dargestellt. 
In Abbildung  2.10 ist die Standardrealisierung der Korrelatorkontrolle gezeigt. Aufwendigere Rea-
lisierungen und Modifikationen, z.B. für den Empfang und das Tracking des Satellitensignals vom 
europäischen Navigationssystem Galileo werden in [26] vorgestellt.  
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Abbildung  2.10: Schematische Darstellung der Korrelatorkontrolle für Code- und Trägerfrequenz 
Die Korrelatorkontrolle hat wie oben beschrieben die Aufgabe, die lokalen Oszillatoren so zu re-
geln, dass eingehendes und lokal erzeugtes Signal phasengleich sind. Zeitlich gesehen muss die 
Korrelatorkontrolle dazu die in Abbildung  2.11 gezeigten Schritte sequentiell ausführen.  
 
Abbildung  2.11: Zeitlicher Ablauf der Positionsbestimmung 
Nach dem Einschalten sucht der Empfänger die sichtbaren Satelliten und synchronisiert sich, wie 
im Kapitel  2.4.3 gezeigt, auf deren Signale (Akquisition). Während der Akquisition wird der Such-
raum aus Dopplerfrequenz und Code-Phase (Abbildung  2.8) in diskreten Schritten nach dem Ma-
ximum durchsucht. In diesem Schritt spielt die Trägerphasendifferenz ∆φ noch keine Rolle, so dass 
der Betrag aus der Prompt-Komponente des Inphasen- und des Quadratur-Pfades bzw. die Einhül-
lende des komplex betrachteten Signals als Entscheidungsparameter  
2
P
2
P QIV +=  ( 2.18) 
zur Akquisition genutzt wird. Überschreitet der Wert V einen vorher bestimmten Schwellwert Vth, 
wird in den Zustand „Pull-in“ gewechselt. Zu diesem Zeitpunkt ist, durch die Diskretisierung des 
Suchraums, nicht sichergestellt, dass das absolute Maximum der Funktion in Abbildung  2.8 gefun-
den wurde. Daher wird während des Pull-in die Code-Phase sowie die Trägerfrequenz und -phase 
des lokal generierten Signals mit dem eingehenden Signal durch die vorher beschriebene Regelung 
sukzessive synchronisiert. Nachdem Trägerfrequenz und -phase synchronisiert wurden, folgt der 
Zustand „Tracking“. In diesem Zustand werden Trägerfrequenz und -phase sowie die 
Code-Frequenz kontinuierlich nachgeregelt und die Navigationsdaten im Pfad IP dekodiert.  
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2.4.5 PVT 
Die PVT hat die Aufgabe, aus den Werten der Messregister (siehe Abbildung  2.9), welche synchron 
mit dem Messsignal in allen Korrelatorkanälen und damit für alle empfangenen Satelliten bestimmt 
werden, die Entfernung zwischen Satellit und Empfänger zu berechnen. Eine Korrektur der be-
stimmten Messwerte erfolgt auf Basis der aus den Navigationsdaten gewonnen Informationen (d.h. 
Uhrenkorrekturinformationen und Modell der Atmosphärenlaufzeitverzögerung). Die Satellitenpo-
sitionen werden aus den dekodierten Ephemeriden bestimmt. Mit diesen Informationen kann die 
Berechnung der Empfängerposition erfolgen. Eine genaue Beschreibung des in dieser Arbeit ver-
wendeten Positionsberechnungsalgorithmus erfolgt in Kapitel  4. Als Kernpunkt dieser Arbeit be-
schreibt Kapitel  5 die Optimierung des Prozessors für den PVT-Algorithmus sowie eine detaillierte 
Performance-Analyse. 
2.5 GPS-Empfänger Leistungskennwerte 
Zur Messung der Leistungsfähigkeit eines GPS-Empfängers existieren verschiedene Parameter, 
welche je nach Anwendung eine unterschiedlich wichtige Rolle bei der Implementierung einneh-
men. Tabelle  2.2 fasst die in dieser Arbeit zur Charakterisierung von GPS-Empfängern verwendeten 
Leistungskennwerte zusammen, die nachfolgend erläutert werden. Im Anhang  A.3 erfolgt, anhand 
der aufgeführten Parameter, ein Vergleich kommerzieller Empfänger.  
Tabelle  2.2: Parameter zur Klassifikation der Leistungsfähigkeit eines GPS-Empfängers 
Parameter Beschreibung 
TTFF 
Time To First Fix 
Akquisitionszeit + Empfang der Navigationsdaten 
Genauigkeit Abweichung zur bekannten Position 
Empfindlichkeit Erforderliche Signalstärke zur Akquisition und Tracking 
Die TTFF setzt sich aus der Akquisitionszeit (Tacq), d.h. der Zeit, die zur Synchronisation der Trä-
ger- und Code-Phase des Empfängers mit dem eingehenden Signal sowie der Da-
ten-Bit-Synchronisation erforderlich ist und der Zeit zum Lesen der vollständigen Navigationsdaten 
(TNavData) zusammen 
.TTFF NavDataacqcold TT +=  ( 2.19)
 
Weitere Beiträge, wie z.B. der Start des Empfängers oder die Zeit zur Berechnung einer 
PVT-Lösung, wie es in [27] mit in die Akquisitionszeit einbezogen wird, werden in dieser Arbeit 
wegen des geringen Einflusses nicht betrachtet. Das Laden der vollständigen Navigationsnachricht 
benötigt nach [27] bei ausreichendem C/N0 mindestens TNavData = 35,5 s. Die TTFF kann daher ohne 
die Verwendung von Zusatzinformationen oder noch im Empfänger verfügbaren Navigationsdaten 
nicht kleiner sein. 
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Die Genauigkeit beschreibt den absoluten Fehler der Positionsschätzung zur realen Position. Der 
Fehler hängt maßgeblich von nicht berücksichtigten Laufzeitverzögerungen in der Atmosphäre, 
nicht berücksichtigte Fehler in den Ephemeriden und der Satellitenuhr und dem Empfängerrauschen 
ab.  
Das Empfängerrauschen setzt sich aus verschiedenen Rauschquellen zusammen. Die wichtigsten 
sind Rauschen durch Antennen, Verbindungsleitungen und Verstärker. Diese beeinflussen direkt die 
Genauigkeit des Trackings, wobei das Code-Tracking den weitaus größeren Einfluss bei der Positi-
onsbestimmung hat.  
Tabelle  2.3: Standardabweichung der verschiedenen Fehlereinflüsse 
Systemsegment Fehlerquelle Standardabweichung 
Satellitensegment Satellitenuhr, Frequenz- und Phasenungenauigkeiten 3,5 m 
Kontrollsegment Ephemeriden (z.B. Vorhersage- und Modellfehler) 4,3 m 
Nutzersegment Ionosphärenverzögerung 2,3 m 
 Troposphärenverzögerung 2,0 m 
 Mehrwegeausbreitung 1,2 m 
 Empfängerrauschen (Code-Tracking) 1,5 m 
 σUERE (Root Mean Square) 6,6 m 
Der in Tabelle  2.3 angegebene Fehler durch das Empfängerrauschen stellt eine untere Grenze dar 
und ist z.B. bei reduziertem Signal-Rausch-Verhältnis signifikant höher (siehe Kapitel  2.6). Die 
Entfernungsmessung zu einem Satelliten werden in dem User Equivalent Range Error σUERE zu-
sammengefasst. 
Der σUERE wirkt sich abhängig von der Satellitenkonstellation auf die Genauigkeit σ  der Positions-
schätzung aus. Mit der Dilution of Precision (DOP), welche die Satellitengeometrie charakterisiert 
(siehe Kapitel  4.1.5), und dem Empfängerrauschen σUERE ergibt sich die Standardabweichung als 
.DOPUERE ⋅= σσ  ( 2.20) 
Ein optimaler DOP-Wert wird bei einem Szenario mit vier Satelliten erreicht, wenn drei Satelliten 
gleichmäßig am Horizont verteilt sind und ein Satellit im Zenit steht. Da in diesem Fall σUERE durch 
Mehrwegeausbreitung und ein geringes C/N0 für die Satelliten am Horizont sehr groß werden kann, 
wird für die bestmögliche Präzision eine geeignete Kombination aus DOP und σUERE  gesucht. 
Als letzter Parameter in Tabelle  2.2 spielt die Empfindlichkeit insbesondere für die Akquisition eine 
Rolle und beschreibt das erforderliche C/N0, welches für eine erfolgreiche Synchronisation von Sa-
tellit und Empfänger erforderlich ist. Dieser Wert stellt eine kritische Grenze für den 
GPS-Empfänger dar, da eine erfolgreiche Akquisition generell ein um 10 dB besseres C/N0 erfor-
dert als das Verfolgen der Satelliten.  
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2.6 Auswirkung eines verringerten C/N0 auf die Empfängerleistung 
Das Verhältnis von der den Empfänger erreichenden Signalleistung C (siehe Tabelle  2.1) zu der als 
konstant angenommenen Rauschleistungsdichte N0 hat einen direkten Einfluss auf die Empfindlich-
keit und damit auf die Dauer der Akquisition. Außerdem beeinflusst der C/N0-Wert die Genauigkeit 
der Entfernungsmessung zu den Satelliten sowie die Bit-Fehlerrate der Navigationsdaten. In diesem 
Kapitel werden die quantitativen Abhängigkeiten dieser Parameter vom C/N0 für den Standardemp-
fänger eingeführt.  
2.6.1 Akquisitionszeit 
Für die Bestimmung der Akquisitionszeit werden zunächst die Randbedingungen (Suchstrategie, 
Testalgorithmus) festgelegt. Bei der Akquisition wird, wie im vorherigen Abschnitt beschrieben, ein 
dreidimensionaler Suchraum aus der Pseudo-Zufalls-Code-Nummer (PRN-Nummer), Code-Phase 
und Dopplerfrequenzverschiebung durchsucht. In diesem Unterkapitel erfolgt die Untersuchung der 
Akquisitionszeit für einen Satelliten (Tacq), so dass der Suchraum zwei Dimensionen hat. Im An-
schluss die TTFF für den vollständigen Empfänger bestimmt werden. Für die Akquisition wird der 
Suchraum (siehe Abbildung  2.8) in beiden Dimensionen (Dopplerfrequenz und Code-Phase) diskre-
tisiert und in so genannte Such-Bins aufgeteilt. Die Code-Phasenebene wird in Standardempfänger 
in Halb-Chipabständen durchsucht. Das ergibt für GPS eine Anzahl der abzusuchende Phasen von 
Ncode = 2046. Für die Dopplerfrequenzebene ergibt sich die Schrittweite in Abhängigkeit von der In-
tegrationsdauer Tint, da, wie im Kapitel  2.4, gezeigt die Unsicherheit in der Frequenzebene von Tint 
abhängt. Die Schrittweite berechnet sich nach [28] zu 
.
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Mit der maximalen Dopplerverschiebung fd,max, welche durch die Relativbewegung von Satellit und 
Empfänger und die Oszillatorungenauigkeit des Empfängers verursacht wird, ergeben sich dann Nf 
Suchschritte als 
⋅⋅= f
f
N d
d
2 max,f  ( 2.22) 
Für jedes Such-Bin wird V nach Formel ( 2.18) bestimmt und mit einem definierten Schwellwert Vth 
verglichen.  
In dieser Arbeit wird mit dem Tong-Detektor [28] ein Suchverfahren mit variabler Verweilzeit in 
jeder Zelle verwendet. Für das Absuchen des Suchraums werden in der Literatur verschiedene Stra-
tegien vorgeschlagen [9, 27]. In dieser Arbeit erfolgt das Absuchen der Zellen seriell, d.h. die Such-
Bins des Suchraums werden sequentiell auf vorhandene Signale getestet. Dabei wird zunächst die 
Code-Ebene und im Anschluss die Frequenzebene durchsucht. Für die nachfolgenden Untersuchun-
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gen wird angenommen, dass für eine erfolgreiche Akquisition auf Basis der seriellen Suche im Mit-
tel nur die Hälfte der Bins getestet werden muss, d.h. 
.
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Die Zeit, die für das serielle Absuchen des vollständigen Suchraums eines Satelliten benötigt wird, 
lässt sich mit der Suchrate RS (die Anzahl der Zellen, die pro Sekunde untersucht werden) bestim-
men als 
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Pfa beschreibt die Wahrscheinlichkeit einer fehlerhaften Akquisition (d.h. ein Signal wird erkannt, 
obwohl Phase, Frequenz oder PRN nicht übereinstimmen). Insgesamt ergeben sich, unter den 
Randbedingen aus [28], die in Tabelle  2.4 dargestellten Kennwerte für das Beispiel des 
Tong-Search-Detektors.  
Tabelle  2.4: Darstellung der theoretisch ermittelten Akquisitionsdauer für eine serielle Suche mit 
verschiedenen kohärenten Integrationszeiten Tint (für Pfa = 0,16) 
Tint in s Nbins Rs in Bins/s Tacq in s C/N0 in dB Hz 
1 6,14·104 380 160 37,9 
2 1,23·105 190 650 34,9 
5 3,07·105 76 4040 30,9 
10 6,14·105 38 16200 27,9 
20 1,23·106 19 64600 24,9 
Diese Tabelle ermöglicht zum einen die Abschätzung der benötigten Akquisitionszeit in Abhängig-
keit vom Signal-Rausch-Verhältnis. Sie zeigt zum anderen für die Akquisition von Satelliten mit ei-
nem geringen Signal-Rausch-Verhältnis einen deutlichen Anstieg der Akquisitionszeit Tacq und be-
legt damit die Forderung nach einem möglichst geringen C/N0-Verlust im Korrelatorkanal sowie 
nach dedizierten Akquisitionseinheiten, welche parallel den Korrelationswert für mehrere 
Code-Phasen bestimmen. 
2.6.2 Tracking-Genauigkeit 
Die Tracking-Genauigkeit für den Code spielt, wie im Abschnitt  2.5 erläutert, bei der Bestimmung 
der Entfernung zwischen Satellit und Empfänger und damit der Positionsgenauigkeit eines 
GPS-Empfängers eine Rolle. Die Genauigkeit des Träger-Trackings bleibt wegen des deutlich ge-
ringeren Einflusses auf die Positionsgenauigkeit unberücksichtigt.  
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Die nachfolgenden Betrachtungen zur Genauigkeit beziehen sich auf den eingeschwungenen Zu-
stand der Regelschleifen. Die Tracking-Genauigkeit lässt sich für einen kohärenten und einen nicht 
kohärenten Diskriminator [28] in erster Näherung mit  
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 ( 2.26) 
abschätzen. Dabei ist BL,code die Bandbreite des Tracking-Loops, welche durch die Realisierung des 
Diskriminators und des Loop-Filters in der Korrelatorkontrolle bestimmt wird (siehe Kapitel  2.4.4).  
 
Abbildung  2.12: Abhängigkeit des Tracking-Fehlers vom C/N0  
(Werte für Tint = 20 ms, d = 1, BL,code = 2 Hz, TCA = 1/1,023 MHz)  
Der Abstand zwischen Early- und Late-Korrelator ist wie in Abbildung  2.9 mit d (in Vielfachen ei-
nes Code-Chips) bezeichnet und die Dauer eines CA-Code-Chips mit TCA. Wie bei der vorher be-
trachteten Akquisitionszeit wird die Tracking-Genauigkeit durch das C/N0 bestimmt. Der Einfluss 
dieses Parameters auf die Standardabweichung der Positionsschätzung ist in Abbildung  2.12 für den 
kohärenten und nicht kohärenten Diskriminator gegeben. Es zeigt sich, dass der Fehler für den ko-
härenten Diskriminator deutlich kleiner ist als der Fehler des nicht-kohärenten Diskriminators. Der 
Vorteil der Verwendung eines nicht-kohärenten Diskriminators ist die Vernachlässigung der Phase 
des Trägersignals. Dies ist insbesondere zu Beginn des Pull-ins wichtig, wenn die Trägerkomponen-
ten des eingehenden und lokal erzeugten Signals noch nicht in Phase sind.  
Werte der Standardabweichung unter 10 m können nach den angestellten Betrachtungen nur für 
Signale mit einer C/N0 > 30 dB erreicht werden, unabhängig ob ein kohärenter oder nicht kohären-
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ter Diskriminator genutzt wird. Eine weitere Steigerung des C/N0-Wertes hat jedoch einen immer 
geringeren Einfluss auf die Tracking-Genauigkeit. 
In Abbildung  2.12 ergibt sich für ein C/N0 von 45 dB (siehe Tabelle  2.1) Tracking-Fehler von ca. 
1,5 m, was dem im Fehler-Budget angenommenen Wert für den Tracking-Fehler (siehe Tabelle  2.3) 
entspricht. 
2.6.3 Bit-Fehlerrate 
Für den letzten entscheidenden Parameter, die Bit-Fehlerrate der Navigationsdaten, lässt sich die 
Abhängigkeit vom C/N0 mit einer Datenrate der Navigationsnachricht RD = 50 Hz bestimmen als 
CA
0
CA
C/N
erfc
2
1
R
P = . ( 2.27) 
Die Abhängigkeit ist in der folgenden Abbildung dargestellt. Für den Empfang der Navigations-
nachricht wird mindestens eine Bit-Fehlerwahrscheinlichkeit von kleiner 10-5 benötigt [28, 29]. Wie 
in Abbildung  2.13 gezeigt, ist hierzu mindestens ein C/N0 von 27 dB erforderlich ist. Es zeigt sich 
außerdem, dass für C/N0-Werte > 20 dB schon kleine Änderungen des C/N0 eine deutliche Redukti-
on der Bit-Fehlerrate bewirken. Die Bit-Fehlerwahrscheinlichkeit kann damit, noch vor dem Car-
rier-Tracking, der limitierende Faktor bei der Positionsbestimmung in Situationen mit geringem 
C/N0-Wert sein. Liegen aktuelle Ephemeriden im Empfänger vor, entfällt diese Schranke in deren 
Gültigkeitszeitraum. 
 
Abbildung  2.13: Bit-Fehlerwahrscheinlichkeit in Abhängigkeit vom C/N0 
Die Ergebnisse dieses Unterkapitels ermöglichen eine erste Abschätzung der Leistungsfähigkeit des 
entwickelten GPS-Empfängers und der gewählten Parameter anhand von Standardmodellen für die 
Genauigkeit, die Akquisitionszeit und die Bit-Fehlerwahrscheinlichkeit. Die Modelle erlauben ins-
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besondere konkrete quantitative Aussagen über die Auswirkungen von Quantisierungsverlusten im 
Digitalteil des Empfängers (siehe Kapitel  3) auf die vorgestellten Empfängerkennwerte.  
2.7 Implementierungsformen für GPS-Empfänger 
Das in Abschnitt  2.4 vorgestellte Blockschaltbild der GPS-Empfängerarchitektur wird in kommer-
ziellen Empfängern abhängig von der Anwendung auf die konkrete Hardware abgebildet. In ersten 
kommerziell verfügbaren GPS-Empfängern [30] wurden Korrelator, Navigationsprozessor und ana-
loges Frontend in dedizierten Chips implementiert. Der Trend der Integration von möglichst vielen 
Elementen auf einem Chip führte zu weiteren Implementierungsformen [31], welche in 
Abbildung  2.14 gezeigt sind und die kurz vorgestellt werden.  
 
Abbildung  2.14: GPS-Empfänger Implementierungsformen 
Die Single Chip Architektur erlaubt eine einfache Integration in bestehende Systeme, da eine gerin-
ge Anzahl an externen Komponenten benötigt wird. Korrelatorkontrolle und Positionsberechnung 
erfolgen auf einem eingebetteten Prozessor. Korrelatorkanal und Frontend sind als dediziertes Mak-
ros auf dem SoC ausgeführt. Die Ausgangsdaten eines Single-Chip Empfängers sind die Position, 
Geschwindigkeit und Zeit, welche generell im NMEA-Format [32] ausgegeben werden.  
GPS-Multimedia-Prozessoren stellen die neueste Entwicklung dar und kombinieren einen 
GPS-Empfänger mit einem leistungsstarken Prozessor und z.B. Einheiten für die Grafikbeschleuni-
gung und Fließkommaberechnung. Diese Architektur erlaubt eine einfache Integration in Navigati-
onsgeräte mit einem Minimum zusätzlicher Komponenten. Zielanwendungen sind u.a. Navigations-
geräte, welche über eine grafische Kartendarstellung verfügen.  
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Im Gegensatz dazu wird bei der Host-Based-Architektur die Berechnung der Nutzposition und -zeit 
ausgelagert. In der Regel ist diese Implementierungsform für Mobiltelefone oder PDAs geeignet, da 
die Positionsschätzung bei Bedarf auf dem Hauptprozessor gerechnet werden kann. Der Vorteil die-
ser Implementierung ist eine deutlich reduzierte Siliziumfläche, da Speicher und Prozessor für das 
GPS-Empfänger-Makro entfallen können. Die Regelung der Korrelatorkanäle erfolgt durch eine 
Zustandsmaschine, welche auf dem Chip integriert ist. Die Ausgangsdaten des 
Host-Based-Empfängers sind entweder die Messdaten des Korrelators oder Entfernungsangaben zu 
den Satelliten. Host-Based-Empfänger sind insbesondere für die Realisierung eines Assisted-GPS 
(A-GPS) Empfängers geeignet [33]. 
Eine Implementierung als Software Defined Radio (SDR) Empfänger ist aktuell vor allem in der 
Forschung von Belang. Bei dieser Implementierung werden die digitalen Frontend-Daten über einen 
Dual-Port-Speicher oder eine schnelle Datenverbindung an einen Prozessor gegeben. Korrelation, 
Korrelatorkontrolle und Positionsbestimmung werden in Software realisiert. Das SDR-Konzept er-
laubt maximale Flexibilität und bietet sich vor allem für die Evaluierung von Algorithmen an. Ak-
tuelle Implementierungen zeigen einen ersten Trend Richtung Massenmarkt [34, 35].  
Eine Zusammenstellung kommerzieller GPS-Empfänger erfolgt im Anhang  A.3. 
2.8 Single-Chip-Implementierungen 
In den Veröffentlichungen [23, 36, 37] werden Single-Chip-GPS-Empfänger CMOS-Implemen-
tierung vorgestellt. In Tabelle  2.5 sind die relevanten Kennwerte der Empfänger und die Flächenan-
teile der Empfängerblöcke zusammengestellt, die aus den Chip-Layout-Bildern gewonnen wurden. 
Die Flächenwerte für [23] und [36] beziehen sich auf eine 180 nm CMOS Technologie, während 
der Empfänger von Texas Instruments in einer 90 nm Technologie gefertigt ist. 
Tabelle  2.5: Allgemeine Kennwerte und Flächenverteilung für Single-Chip-GPS-Empfänger 
 Flächenanteil (geschätzt) 
 A  #ch wADC Frontend Speicher CPU Basisband Rest 
Sony [36] 40 mm² 12 1 11 % 35 % 54 % 
ST Microelectronics [23] 23 mm² 12 1 23 % 32 % 5 % 25 % 15 % 
Texas Instruments [37] 13 mm² -- 4 39 % 35 % 1,6 % 22 % 2,4 % 
Tabelle  2.5 zeigt, dass die Größe des analogen Frontends nahezu unabhängig von der verwendeten 
Technologie ist. Die größere Fläche des Sony Empfängerdigitalteils ist auf eine zusätzliche Akqui-
sitionseinheit zurückzuführen. Nach Speicher und analogem Frontend hat die Basisbandverarbei-
tung (d.h. Korrelator [23] und Korrelator/Akquisitionseinheit [36]) den größten Anteil an der Fläche 
des Single-Chip-Empfängers. Für den Texas Instruments Empfänger ist zu beachten, dass die Ba-
sisbandverarbeitung ein Digitalsignal mit wADC = 4 Bit verwendet. 
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2.9 Zusammenfassung und Bewertung  
Im vorangegangenen Kapitel erfolgten ausgehend vom grundsätzlichen Konzept der Satellitennavi-
gation eine Beschreibung der für die Positionsbestimmung erforderlichen Signalkomponenten und 
die Darstellung der Generierung des Signals im Satelliten. Es wurde gezeigt, dass Navigationsdaten 
und Entfernungsmessungen von mindestens vier Satelliten zur Positionsschätzung erforderlich sind. 
Bei Abschattung (z.B. in Häuserschluchten) ist daher unter Umständen keine GPS-Positionsbestim-
mung mehr möglich. In diesen Fällen kann durch den Empfang und die Verarbeitung der Signale 
weiterer GNSSs, d.h. Sichtverbindung zu mehr Satelliten, weiterhin eine Position bestimmt werden 
(siehe Kapitel  6.1). 
Das am Empfänger eintreffende Signal und die Signalverarbeitung im Empfänger wurden im Detail 
beschrieben. Anschließend wurde die Abhängigkeit der Genauigkeit, der Akquisitionsdauer und der 
Bit-Fehlerrate vom C/N0-Wert quantitativ aufgezeigt. Es zeigt sich, dass sich bei 
C/N0-Werten < 35 dB Hz, auch für eine Verbesserungen von 3 dB, die Positionsgenauigkeit signifi-
kant verbessert und sich die Akquisitionszeit um einen Faktor vier verkürzt. Zudem kann die Bit-
fehlerrate der Navigationsdaten für C/N0-Werten kleiner als 27 dB Hz eine Positionsbestimmung 
verhindern13.  
Die vorgestellten CMOS-Single-Chip-Empfängerimplementierungen zeigen, dass der Korrelator ei-
nen signifikanten Anteil der Siliziumfläche eines GPS-Empfängers benötigt. Kapitel  3 stellt zur Op-
timierung eine Methodik vor, mit der ein vorgegebener Quantisierungsverlust (d.h. eine Reduktion 
des C/N0) bei minimalen Kosten erreicht werden kann. 
Die unterschiedlichen Implementierungsformen zeigen, dass ein vollständiges GPS-Empfän-
ger-SoC-Makro (analoges Eingangssignal, digitales PVT-Ausgangssignal) sowohl für Sin-
gle-Chip-Empfänger als auch für Multimedia-GPS-Empfänger eine vielversprechende Komponente 
ist. Der Vorteil dieser Architektur gegenüber einem Host-Based-Ansatz ist die geringe Schnittstel-
lenkomplexität und die gekapselte Signalverarbeitung. Dieser Ansatz soll daher auch in dieser Ar-
beit verfolgt werden. Die vorgestellte Software-Defined-Radio-Empfängerarchitektur ist zum jetzi-
gen Zeitpunkt, wegen der hohen Rechenleistungs- und Speicheranforderungen noch nicht für den 
Massenmarkt geeignet. 
Als zentrale Recheneinheit, d.h. zur Realisierung der Korrelatorkontrolle und Positionsschätzung, 
wird in kommerziellen Empfängern ein Standardprozessor (meist ein ARM7) genutzt. Da die Re-
chenleistungsanforderungen für komplexere Positionsschätzungsalgorithmen und die Verarbeitung 
von Daten mehrerer Satellitensysteme deutlich steigen, werden hier in Zukunft leistungsstärkere 
Prozessoren oder zusätzliche Coprozessoren gefordert. Kapitel  5 führt im Gegensatz zu den kom-
                                                 
13
 In diesem Fall müssen aktuelle Navigationsdaten von externen Quellen (Assisted-GPS) oder, wenn vorhanden, aus 
dem Speicher des Empfängers bezogen werden. 
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merziell verwendeten Prozessoren einen ASIP und eine ASIP/Coprozessor-Architektur als zentrale 
Recheneinheit ein. 
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3 Korrelator 
Die Untersuchungen im Kapitel  2.8 haben gezeigt, dass der Korrelator für die betrachteten 
GPS-Empfänger über 20% der Fläche einer CMOS-Implementierung benötigt. Verglichen mit den 
vorgestellten Empfängern, steigt dieser Flächenanteil für kommerzielle Empfänger der nächsten 
Generation, die einige tausend Korrelationswerte parallel berechnen [38], weiter an. Eine Flächen- 
und Energie-effiziente Implementierung des Korrelators ist daher entscheidend für die effiziente 
Realisierung des vollständigen GPS-Empfängers. 
 
Abbildung  3.1: Vereinfachtes Blockschaltbild des Korrelators 
Der Korrelator in Abbildung  3.1 besteht aus N parallelen Korrelatorkanälen, die in der Regel wäh-
rend des Trackings jeweils einem Satelliten zugeordnet sind und dessen Signal empfangen und de-
kodieren. Wegen der Parallelität in der Architektur beziehen sich die in diesem Kapitel beschriebe-
nen Untersuchungen und Optimierungen daher zunächst auf einen Korrelatorkanal. 
Bei der Hardware-Implementierung des Korrelatorkanals treten Quantisierungsverluste durch endli-
che Wortbreiten im Datenpfad auf. Diese Verluste verringern den C/N0-Wert verglichen mit einer 
fließkommagenauen Implementierung. Die quantitative Auswirkung dieser C/N0-Verluste auf die 
Akquisitionszeit, die Genauigkeit und die Bit-Fehlerrate kann mit den Abhängigkeiten in Kapi-
tel  2.6 bestimmt werden. Für größere Bit-Breiten des Datenpfades fallen die Quantisierungsverluste 
tendenziell geringer aus, während die Kosten (d.h. Siliziumfläche und Verlustleistung) steigen. Ziel 
dieses Kapitels ist es daher eine Methodik zu entwickeln, mit der ein vorgegebenes Budget für den 
Quantisierungsverlust kostenminimal erreicht wird. 
Im nachfolgenden Unterkapitel werden die aus der Literatur bekannten Quantisierungsverluste des 
Analog-Digital-Wandlers (ADCs) zusammengefasst. Die analytische Berechnung der Quantisie-
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rungsverluste im Basisbandmischer ist aus der Literatur nicht bekannt und wird daher im Anschluss 
hergeleitet. Kapitel  3.2 beschreibt die Herleitung der Kostenfunktion des Korrelatorkanals und die 
Anwendung des Modell für drei exemplarische Fälle: 
1. Quantitative Bestimmung der Flächenanteile der Korrelatorkanalkomponenten. 
2. Identifikation effizienter Korrelatorkanal-Implementierungen. 
3. Untersuchung von Mehrfachnutzung. 
3.1 Analytische Bestimmung des Quantisierungsverlustes im Korre-
latorkanal 
Für die nachfolgenden analytischen Betrachtungen der Quantisierungsverluste im Korrelatorkanal 
wird das vereinfachte Blockschaltbild des Inphasen-Prompt-Pfades in Abbildung  3.2 verwendet.  
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Abbildung  3.2: Vereinfachtes Blockschaltbild des Korrelatorkanals mit einem Integrationsregister 
3.1.1 Quantisierungsverluste durch im ADC 
Am Ausgang des ADCs liegt das Signal wertdiskret und zeitdiskret vor. Für die nachfolgenden Un-
tersuchungen werden, wie in [39] vorgeschlagen, ausschließlich die Verluste durch die 
Wert-Diskretisierung betrachtet, da wie in [40] gezeigt die Verluste durch die Zeitdiskretisierung 
nur einen sehr geringen Einfluss haben. Im Folgenden werden wertdiskrete, zeitkontinuierliche 
Größen mit einer Tilde (z.B. das ADC-Ausgangssignal ) gekennzeichnet. 
Für die Quantisierungsverluste des ADCs werden die in [15, 39-41] hergeleiteten Werte angenom-
men. Für die Herleitungen wird vorausgesetzt, dass die Signalleistung des gespreizten Signals um 
Größenordnungen kleiner ist als die Leistung des Rauschens, was nach den Betrachtungen im Kapi-
tel  2.3 zutrifft. Zusätzlich wird die Filterung im analogen Frontend vernachlässigt. 
Der Quantisierungsverlust im ADC ergibt sich unter diesen Randbedingungen als 
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In einem GPS-Empfänger sollte daher bei festgelegtem Eingangsintervall R des ADCs die Stan-
dardabweichung des Eingangssignals σr über die AGC im analogen Frontend so geregelt werden, 
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dass der Verlust minimiert wird. In der nachfolgenden Tabelle ist das Verhältnis /ZF,min für 
ADC-Bit-Breiten von wADC = 1 bis 6-Bit angegeben, welche den minimalen Quantisierungsverlust 
FADC,min ergeben.  
Tabelle  3.1: Optimales Verhältnis R/σr,min abhängig von der ADC-Ausgangswortbreite wADC 
wADC 1 2 3 4 5 6 
/ZF,min - 1,97 3,46 4,57 5,42 6,10 
FADC,min in dB 1,94 0,54 0,16 0,047 0,014 0,004 
3.1.2 Quantisierungsverluste im Basisbandmischer 
Nach dem ADC folgt im Signalpfad, wie in Abbildung  3.2 gezeigt, der Basisbandmischer. Die 
Auswirkung einer Quantisierung wird isoliert von den Effekten der Quantisierung des ADCs be-
trachtet. Für die analytische Betrachtung wird ein idealisiertes, nicht quantisiertes Eingangssignal 
)(* ty
 ohne den CA-Code und Navigationsdaten genutzt 
.)2cos()(* ZF tfAty ⋅⋅⋅⋅= pi  ( 3.2) 
Da beide Signalkomponenten nur einen Phasensprung von pi zur Folge haben, wird der Quantisie-
rungsverlust durch diese Vereinfachung nicht beeinflusst. Zur Bestimmung des Quantisierungsver-
lustes wird zunächst das SNR eines fließkommagenauen Mischers1 definiert. Hierfür gilt, dass g(t) 
gegeben ist als 
)2cos()( ZF φpi ∆+⋅⋅⋅= tftg . ( 3.3) 
Der Winkel φ∆ , d.h. der Phasenunterschied zwischen lokal erzeugtem und eingehendem Signal, 
wird über dem Intervall [0, 2pi ) als gleichverteilte, dem Empfänger bekannte Zufallsvariable ange-
nommen2. Eine statistische Betrachtung erlaubt im Folgenden eine vollständige analytische Be-
schreibung der Quantisierungsverluste äquivalent zu den aus der Literatur bekannten Betrachtungen 
des ADC-Quantisierungsverlustes [39]. Im Gegensatz zu den in der Literatur beschriebenen Ansät-
zen [12, 42] wird aber zur Bestimmung der Quantisierungsverluste des Mischers hierzu kein gleich-
verteiltes Quantisierungsrauschen vorausgesetzt. 
Der vereinfachte Mischvorgang des verrauschten Eingangssignals ( )()(* tnty + ) mit dem lokalen, 
nicht quantisierten Mischersignal g(t) ist in Abbildung  3.3 gezeigt. Nach dem Mischer ergibt sich 
der Signalanteil als )(*)( tytg ⋅  und der Rauschanteil als )()( tntg ⋅ . 
                                                 
1
 Zur übersichtlicheren Darstellung wird im Folgenden statt Basisbandmischer vereinfacht die Bezeichnung  Mischer 
verwendet. 
2
 Die Information über den Phasenunterschied zwischen eingehendem und lokal erzeugtem Signal wird durch die nach-
folgende Korrelatorkontrolle gewonnen. 
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Abbildung  3.3: Isolierte Darstellung des idealisierten Mischers  
Zur Bestimmung des Quantisierungsverlustes FBB soll der Quotient aus Signal-Rausch-Verhältnis 
eines quantisierten Mischers und eines idealen (nicht quantisierten) Mischers verwendet werden  
.
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Das Signal-Rausch-Verhältnis des idealen Mischers ist durch 
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gegeben, wenn berücksichtigt wird, dass das Rauschen und das Mischersignal unkorreliert sind 
[24]. E[·] bestimmt dabei den Erwartungswert. 
Die b-Bit Quantisierung3 des Mischersignals g(t) wird durch eine Kennlinie mit äquidistanten 
Quantisierungsabständen und einer mid-riser-Charakteristik beschrieben. Für die nachfolgenden 
Untersuchungen wird der Quantisierungsprozess mit b-Bit mit dem Symbol )(q ⋅b  abgekürzt, so 
dass sich das wertdiskrete Signal als 
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( 3.6) 
ergibt. Das Symbol    ⋅ entspricht dabei einem Abrunden auf die betraglich kleinere Ganzzahl 
(floor-Funktion). Das Signal  hat k = 0..2b-1 diskrete Ausgangswerte, die mit  bezeichnet 
werden. 
Für das b-Bit-quantisierte Mischersignal ergibt sich das SNR als 
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Die Quantisierung des Mischersignals führt den Quantisierungsverlust FBB ein, der mit ( 3.5) und 
( 3.7) als 
                                                 
3
 In diesem Unterkapitel wird zur besseren Übersichtlichkeit der analytische Herleitung die Bitbreite des Mischer 
wBB,mixer als b bezeichnet. 
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angegeben werden kann. Für den Fall einer 1-Bit-Quantisierung kann FBB direkt berechnet werden. 
Hierzu werden  
1]))(2E[sign(cos]))(([qE 2ZF21 =∆+⋅⋅⋅= φpi tftg  ( 3.9) 
und 
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bestimmt. Zusätzlich ergibt sich  
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Es ergibt sich ein konstanter Quantisierungsverlust von dB91,082BB ≈= piF . Für eine 
b-Bit-Quantisierung müssen die Gleichungen ( 3.9) und ( 3.10) angepasst werden. 
Damit ergibt sich die Varianz des quantisierten Mischersignals als 
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Zur Bestimmung der Varianz des quantisierten Mischersignals wird die Wahrscheinlichkeit }~P{ kg  
in Abhängigkeit von der Eingangsintervallbreite R des Quantisierers benötigt. Aus [28] ist die 
Wahrscheinlichkeitsdichte (PDF) eines sinusförmigen Signals x gegeben als 
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Daraus ergibt sich die Wahrscheinlichkeit, mit der ein quantisierter Ausgangswert kgˆ
 
auftritt, als 
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N(x) ist dabei unter Berücksichtigung, dass N(x < -1) = 0 sein muss, gegeben als 
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Für den Erwartungswert der Multiplikation des idealen Eingangssignals mit dem quantisierten Mi-
schersignal ergibt sich 
∫
−
∞→
⋅=⋅
T
T
bTb
ttgty
T
tgty d))((q)(*
2
1lim))]((q)(*[E
 
                            .d)2(sin(q)2sin(2
4
4
∫
−
∆+⋅⋅⋅⋅⋅⋅=
T
T
b tTtTtAT
φpipi  
 
( 3.15) 
Der Integralausdruck lässt sich als 
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( 3.16) 
schreiben. Die Integrationsgrenzen für das Integral ergeben sich aus der Umkehrfunktion des Mi-
schersignals für das Quantisierungsintervall k als 
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Damit folgt für den Erwartungswert 
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Der mit ( 3.8) berechnete SNR-Verlust eines quantisierten Mischersignals ist in Abbildung  3.4 in 
Abhängigkeit von der Eingangsintervallbreite R gezeigt. Wie für den ADC ist die Auswahl der Ein-
gangsintervallbreite, außer für den Fall des 1-Bit-Quantisierers, für eine Minimierung des Quanti-
sierungsverlustes entscheidend. 
 
Abbildung  3.4: Analytische Bestimmung des Quantisierungsverlusts des Basisbandmischers 
 
Abbildung  3.5: Gesamtquantisierungsverlust des Korrelatorkanals
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Eine Kombination der analytisch hergeleiteten Werte FADC und FBB ergibt den Gesamtquantisie-
rungsverlust des Korrelatorkanals, welcher in Abbildung  3.5 gezeigt ist. Für die Darstellung ergibt 
sich die Ausgangswortbreite als Addition der Eingangswortbreiten (d.h. wBB = wADC + wBB,mixer). 
Die Darstellung zeigt die Einträge für den minimalen Quantisierungsverlust des ADCs FADC,min aus 
Tabelle  3.1.  
3.2 Parametrisierbare Kostenfunktion des Korrelatorkanals 
Abbildung  3.5 zeigt, dass sich der Quantisierungsverlust für größere Bitbreiten wADC und wBB redu-
ziert. Gleichzeitig steigt jedoch für Multi-Bit-ADCs, d.h. wADC > 1, die Kosten des analogen Front-
ends, da statt eines einfachen Komparators komplexere Strukturen und zusätzlich eine AGC einge-
setzt werden (siehe [22], [39], [43] und [44]). Hinzu kommt, dass für größere Bit-Breiten des ADCs 
die Kosten des Digitalteils steigen, da sich die Bit-Breite des Datenpfades erhöht. 
In diesem Unterkapitel werden daher Kostenfunktionen für den GPS-Korrelatorkanal hergeleitet, 
welche zur Identifikation effizienter Implementierungen dienen.  
Der Ansatz zur Verwendung des Modells ist in Abbildung  3.6 dargestellt. 
 
Abbildung  3.6: Schätzung der Kosten unter Verwendung des parametrisierbaren Korrelatormodells 
Ausgehend von der konkreten Anwendung werden zunächst die grundlegenden Empfängerparame-
ter definiert. Hierzu gehören die benötigten Messdaten des Korrelatorkanals oder die unterstützten 
Satellitennavigationssysteme. Danach erfolgen für diese Parameter eine genaue Spezifikation. Zu-
dem erfolgt eine Angabe der Grenzwerte für die tolerierte maximale Fläche und Verlustleistung des 
Korrelators. Die Spezifikation bestimmt die Auswahl einer geeigneten Kanalarchitektur. So wird in 
kommerziellen Empfängern zum parallelen Empfang mehrerer Satelliten die Anzahl der parallelen 
Kanäle erhöht [45]. Vollständig serielle Implementierungen nutzen nur einen Korrelatorkanal. Eine 
weitere Möglichkeit ist, Teile des Korrelatorkanals mehrfach zu nutzen, um die erforderliche Fläche 
zu reduzieren. Das in den folgenden Unterkapiteln vorgestellte Modell bietet die Möglichkeit die 
Architektur des Korrelatorkanals auf die Basiszellen der verwendeten Technologie abzubilden (z.B. 
ALUTs [46], LEs [47], Standardzellen [48] oder DPG-Komponenten [49]) und die Fläche und Ver-
lustleistung des Korrelators auf Basis der Charakteristik dieser Basiszellen zu bestimmen. Werden 
 3.2 Parametrisierbare Kostenfunktion des Korrelatorkanals 49 
die spezifizierten Anforderungen nicht erfüllt, können die Architektur verändert oder die eingesetz-
ten Basiszellen ausgetauscht werden. 
In dieser Arbeit wird das Modell am konkreten Beispiel der Abbildung auf eine 90 nm 
CMOS-Standardzellentechnologie gezeigt. Die verwendeten Basiszellen, deren benötigte Fläche 
und die Energie pro Schaltvorgang sind aus [48] übernommen und in Tabelle  3.2 für die verwende-
ten Zellen dargestellt. Für die Verlustleistungsbestimmung wird eine Schaltaktivität an den Zellein-
gängen von 0,5 angenommen. Die Frequenz ergibt sich aus den Modellen in Kapitel  3.2.1 bis  3.2.4. 
Tabelle  3.2: Energie pro Schaltvorgang und Fläche für Basiszellen des parametrisierbaren Korrela-
torkostenmodells für eine 90 nm CMOS-Standardzellentechnologie 
Zellenname Beschreibung Energie pro Schaltvorgang  
in µW/MHz 
Fläche in µm² 
DFFRQ getaktetes D-Flip-Flop mit Reset-Eingang 0,013 15 
ADD Volladdiererzelle 0,021 17 
AND AND-Gatter 0,003 3,5 
XOR XOR-Gatter 0,004 5,6 
MX2 2-auf-1 Multiplexer 0,006 6,4 
Ausgangspunkt für die nachfolgende Untersuchungen ist das in Abbildung  3.7 dargestellte Korrela-
tormodell, welches aus Abbildung  2.9 abgeleitet wurde.  
 
Abbildung  3.7: Parametrisierbares Model des Korrelatorkanals 
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Die dargestellten Parameter des Datenpfades sind mit den entsprechenden Erläuterungen in An-
hang  A.4 zusammengefasst. Die Parameter wADC und wBB,mixer ergeben sich aus den theoretischen 
Untersuchungen des vorangegangenen Unterkapitels. Für die Bit-Breite des Basisbandsignals wBB 
wird vereinfachend angenommen, dass sie sich aus der Addition von wADC und wBB,mixer bestimmen 
lässt. 
Die Parameter wLUT, wDCO,carr und wDCO,code ergeben sich durch Vorgaben der Korrelatorkontrolle 
und werden für die Untersuchungen als gegeben angenommen. Die Breite der Integrationsregister 
wird aus der Integrationszeit Tint, der Sample-Frequenz fs und der Bit-Breite des Basisbandsignals 
wBB bestimmt. Die Anzahl der Integrationsregister und die Länge der Delay-Line (in Samples) LDelay 
bestimmen sich zum einen aus dem betrachteten GNSS (z.B. benötigt Galileo für ein Tracking ohne 
Mehrdeutigkeiten in der Regel zwei Integrationsregister mehr als GPS [50]) und zum anderen aus 
dem gewünschten Parallelitätsgrad des Korrelatorkanals, um z.B. die Akquisition zu beschleunigen.  
Das in Abbildung  3.7 dargestellte Modell des Korrelatorkanals ist in vier Unterblöcke aufteilt, die 
nachfolgend detailliert untersucht werden. 
1. Trägersignalgenerator 
2. PRN-Code-Generierung 
3. Code-DCO 
4. Mischer/Akkumulator 
Die Fläche des Integrators ist dabei abhängig von der Anzahl der Integrationsregister Nint. Für die 
Fläche des Korrelators wird angenommen, dass sie sich aus der Anzahl der Kanäle N multipliziert 
mit der Korrelatorkanalfläche ergibt. Zusätzlich benötigt der Korrelator eine Schnittstelle zum Pro-
zessorbus und einen Zwischenspeicher für die Messwerte.  
3.2.1 Trägersignalgenerator 
Der Trägersignalgenerator erzeugt zur Transformation des eingehenden Signals ins Basisband ein 
wert- und zeitdiskretes Sinus- und Kosinussignal mit gleicher über den Inkrementwert  
(DCOcarr,inc,reg) einstellbarer Frequenz. Im digitalen Empfänger erfolgt die Erzeugung des Sinus- und 
Kosinusmischsignals mit einem digitalen, gesteuerten Oszillator (DCO siehe Abbildung  3.8) und 
jeweils einer Look-up-Table (LUT) für das Sinus- und Kosinussignal. 
Der Kern der Hardware-Realisierung des DCOs ist ein Register, dessen Inhalt kontinuierlich um ei-
nen von der Korrelatorkontrolle vorgegebenen Wert (DCOcarr,inc,reg) inkrementiert wird. Der Inkre-
mentwert wird durch die Korrelatorkontrolle berechnet und anschließend mit einem Steuersignal 
(load) in den DCO geschrieben. Nach Ablauf einer Codeperiode beendet ist (period) wird der 
neue Inkrementwert verwendet.  
Die wLUT MSBs des Code-Registers zeigen einen linearen, treppenförmigen Verlauf und werden als 
Adresse für eine Sinus- und Kosinus-LUT genutzt. Die Frequenzauflösung carrf∆ des DCOs ergibt 
sich mit der Bit-Breite wDCO,carr des DCO-Registers zu carrDCO,2/carr wsff =∆ . 
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Für die genaue Bestimmung der Entfernung zum Satelliten wird die Phase des Trägersignalgenera-
tors verwendet. Die wcarr,meas MSBs des Akkumulationsregisters werden daher über den Ausgang 
carr_phase an den Messwertspeicher gegeben. 
Zur Analyse der Kosten ist das Modell des Träger-DCOs in Abbildung  3.8 auf Wortebene gezeigt. 
Das Modell basiert auf Multiplexern (MX2), Addierern (ADD) und Registern (DFFRQ). 
 
Abbildung  3.8: Interner Aufbau des Träger-DCOs (DCOcarr) 
Wichtigster Parameter für das Kostenmodell ist die Wortbreite der Register und des Addierers im 
Datenpfad (wDCO,carr). Für die Kosten des Basisbandmischers spielt außerdem der Parameter wLUT 
für die Anzahl der LUT-Einträge und Wortbreite der LUT-Einträge wBB,mixer eine Rolle. Die LUT 
für Kosinus und Sinus wird im Modell als Binärbaum aus Multiplexern angenommen. 
3.2.2 Code-DCO 
Der Aufbau des Code-DCO, die Ansteuerung sowie die Genauigkeitsbetrachtung erfolgt analog 
zum Träger-DCO. Im Gegensatz zum Träger-DCO wird jedoch nur das MSB als Takteingang für 
den PRN-Code-Generator nach außen geleitet. 
 
Abbildung  3.9: Interner Aufbau des Code-DCOs (DCOcode) 
3.2.3 PRN-Code-Generierung 
Das Blockschaltbild der GPS-PRN-Code-Generierung ist in Abbildung  3.10 dargestellt. Die Regis-
ter G1 und G2 sind als lineare, rückgekoppelte Schieberegister ausgeführt. Durch Vorgabe eines 
Initialwerts im Register G2, kann ein, gegenüber des durch G1 erzeugten Codes, verschobener 
PRN-Code ausgewählt werden. Jedem Satelliten ist in diesem Sinne eine eindeutige Verschiebung 
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zwischen beiden Codes zugeordnet, so dass in Summe ein für jeden Satelliten eindeutiger, kombi-
nierter Code entsteht. Wie für die schon beschriebenen DCOs wird der Wert vom Prozessor geladen 
(load) und zum Abschluss einer PRN-Code-Periode (period) übernommen. Der Eingangswert für 
die Schieberegister ergibt sich als eine Modulo2-Addition bzw. XOR-Verknüpfung verschiedener 
Abgriffe des G1 bzw. des G2 Registers. Die Ausgangswerte der beiden Schieberegister werden 
Modulo2-addiert und an die Delay-Line gegeben.  
Der Korrelator verfügt über zwei Taktdomänen. Die Schieberegister G1 und G2 in Abbildung  3.10 
sind mit der vom Code-DCO generierten Code-Clock (code_clk siehe Abbildung  3.9) getaktet. 
Zusätzlich zu den Registern G1, G2 und G2_reg besteht der Block aus einer Delay-Line, welche als 
FIFO-Registerkette realisiert ist und je nach Satellitennavigationssystem eine bestimmte Anzahl 
(Nint,reg) verzögerter Varianten (z.B. Early, Prompt, Late in Abbildung  2.9) des Codes erzeugt. Die 
Delay-Line ist im Vergleich zum Code-Generator, wie auch die übrigen Blöcke des Korrelatorka-
nals, mit der Sample-Frequenz fs des analogen Frontends getaktet. 
Zusätzlich zum Code Generator wird für GPS ein 10-Bit-Zähler benötigt, der für die Entfernungs-
messung die Nummer des aktuell erzeugten CA-Code-Chips bestimmt. 
Der PRN-Code-Generator generiert zum Ende einer Code-Periode das period-Signal für die übri-
gen Korrelatorkanalkomponenten. Eine CA-Code-Periode ist vergangen, wenn im Register G1 wie-
der ausschließlich Einsen stehen. Der zur Detektion erforderliche Decoder wird durch einen Binär-
baum aus Und-Gatter realisiert. 
 
Abbildung  3.10: Schieberegisterbasierte Implementierung des GPS-CA-Code-Generators 
3.2.4 Mischer/Akkumulator 
In diesem Block werden die eingehenden digitalen Frontend-Samples y(n) im ersten Schritt ins Ba-
sisband transformiert. Im Anschluss erfolgt die XOR-Verknüpfung mit dem lokal erzeugten, in der 
Delay-Line verzögerten Code c(n). Die abschließende Akkumulation besteht aus einem rückgekop-
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pelten Addierer und einem Register, in welches nach einer vollständigen Code-Periode (period) 
das Korrelationsergebnis geschrieben wird. Abbildung  3.11 zeigt die Realisierung für den Inpha-
sen-Prompt-Pfad (Ergebnis der Korrelation IP siehe Abbildung  2.9). Zur Realisierung des komple-
xen Korrelatorkanals (Abbildung  2.9) werden zwei Basisbandmischer sowie sechs Akkumulatoren 
und Code-Mischer benötigt. 
 
Abbildung  3.11: Interner Aufbau des Korrelators  
Basiselemente des Blocks sind, wie bei dem Trägersignalgenerator, Register, Addierer und Multi-
plexer. Die benötigte Breite des Integrationsregisters bestimmt sich aus der Integrationszeit Tint, der 
Sample-Frequenz fs und der Bit-Breite wBB. 
3.2.5 Anwendung des Modells 
Das in den vorherigen Abschnitten hergeleitete Modell des Korrelatorkanals wird im Folgenden zur 
Bestimmung der Flächenanteile der Komponenten, zur Identifikation effizienter Korrelatorimple-
mentierungen sowie zur Untersuchung von Mehrfachnutzungsansätzen genutzt. 
Quantitative Bestimmung der Flächenanteile der Korrelatorkanalkomponenten  
Zur gezielten Optimierung können, neben den absoluten Flächenwerten des Korrelatorkanals, als 
weitere wichtige Information die Anteile der Unterblöcke an der Gesamtfläche auf Basis des Mo-
dells geschätzt werden. Die Werte für den Mischer/Akkumulator sind weiter aufgeteilt in die arith-
metischen Komponenten und die Register des Blocks. Tabelle  3.3 zeigt die Verteilung für vier typi-
scherweise verwendete Parameterkombinationen. 
Die Werte aus Tabelle  3.3 zeigen, dass schon für den Standardkorrelatorkanal mit sechs Integrati-
onsregistern die Fläche für die Akkumulatoren dominiert.  
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Tabelle  3.3: Mit dem Modell geschätzte Flächenanteile der Teilkomponenten des Korrelatorkanals 
    Mischer/Akkumulator 
wADC, wBB,mixer, Nint,reg Acarr,gen Acode,dco APRN-Gen Aarith Aint,reg 
2, 2, 2 26 % 23 % 12 % 11 % 28 % 
2, 2, 3 22 % 19 % 10 % 13 % 35 % 
2, 2, 16 7 % 6 % 3 % 21 % 62 % 
4, 4, 3 22 % 18 % 10 % 17 % 33 % 
 
Identifikation effizienter Korrelatorkanal-Implementierungen 
Das vorgestellte Modell ermöglicht neben der beschriebenen Schätzung der Flächenanteile eine ers-
te grobe Abschätzung der benötigten dynamischen Verlustleistung4. Als Basis dienen in diesem Fall 
die für jede Standardzelle angegebene Energie pro Schaltvorgang aus Tabelle  3.2, die Taktdomänen 
(load-Signal und period-Signal mit einer Update-Rate von 1 kHz sowie clk-Signal mit der 
Sample-Frequenz fs) und einer definierten Schaltaktivität der Register5.  
 
Abbildung  3.12: SNR-Verlust im Korrelatorkanal abhängig von den normierten AE-Kosten;  
(DCO-Wortbreiten jeweils 29-Bit, Nint,reg = 3, fs = 16,368 MHz) 
Abbildung  3.12 stellt die Kombination des theoretisch ermittelten SNR-Verlustes (siehe Abbil-
dung  3.5) in Abhängigkeit von den durch das Modell geschätzten AE-Kosten dar. Das Kostenmo-
                                                 
4
 Für die gegebene 90 nm Technologie wird Verlustleistung durch Leckströme als vernachlässigbar klein angenommen. 
5
 Für die Schaltaktivität wird vereinfacht angenommen, dass sie unabhängig von der Bit-Wertigkeit im Register ist.  
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dell basiert auf einer 90 nm CMOS-Standardzellentechnologie. In der Abbildung liegen die effi-
zienten Implementierungen auf der grau eingezeichneten Front. Für diese Implementierungen gilt, 
dass eine weitere Verringerung des SNR-Verlustes nur durch eine Erhöhung der AE-Kosten erreicht 
werden kann.  
Abbildung  3.12 zeigt, dass die Erhöhung der ADC-Wortbreite den deutlicheren Einfluss auf den 
SNR-Verlust hat. Die Werte berücksichtigten dabei noch nicht die steigenden Kosten des Analogen 
Frontends (z.B. durch die Verwendung eines Multi-Bit-ADCs). Die Abbildung zeigt, dass unabhän-
gig von der ADC-Wortbreite ein Mischersignal mit mindestens 2-Bit eingesetzt werden sollte, da 
dies die Kosten nur geringfügig erhöht, den SNR-Verlust aber um ca. 0,7 dB reduziert. 
Auf Basis der Abbildung  3.12 kann ein Abtausch des SNR-Verlustes und der entstehenden Kosten 
erfolgen. Ausgehend von einem vorgegebenen SNR-Budget kann mit diesen Ergebnissen eine effi-
ziente Implementierung des Korrelatorkanals identifiziert und anschließend in VHDL oder Verilog 
beschrieben werden. Eine Optimierung erfolgt nach dem Ablauf in Abbildung  3.6. 
Untersuchung von Mehrfachnutzung 
Zur Reduktion der erforderlichen Fläche des Korrelatorkanals werden in diesem Abschnitt die fol-
genden Mehrfachnutzungskonzepte berücksichtigt. 
1. Mehrfachnutzung eines Korrelatorkanals. 
2. Mehrfachnutzung der Arithmetik in einem Korrelatorkanal. 
3. Mehrfachnutzung im Code- und Trägergenerator.  
Abbildung  3.13 zeigt einen Korrelator mit Nch Korrelatorkanälen gemäß Abbildung  3.7 für eine 
vollständige Mehrfachnutzung.  
 
Abbildung  3.13: Mehrfachgenutzter Korrelator 
Die arithmetischen Komponenten, d.h. der Basisbandmischer, der Code-Mischer und der Addierer 
des Akkumulators sind jeweils nur einmal vorhanden. Ebenso wurden alle Kanäle sowie der Inpha-
sen- und Quadraturpfad zusammengefasst. Innerhalb der DCOs für den Code und den Träger erfolgt 
die Mehrfachnutzung des Addierers unter den Nch Kanälen. Der dargestellte Fall stellt damit den 
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maximalen Mehrfachnutzungsgrad dar. Zunächst soll angenommen werden, dass die Architektur 
mit unbegrenzter Frequenz betrieben werden kann. Für diesen Fall stellt Abbildung  3.14 die Flä-
chenersparnis im Vergleich zu einer Standardkorrelatorarchitektur dar. Es zeigt sich, dass die Flä-
chenersparnis für große Werte von Nch und Nint,reg in Sättigung läuft (ca. 12 %).  
 
Abbildung  3.14: Flächenersparnis bei Mehrfachnutzung in Abhängigkeit der  
mehrfach genutzten Korrelatorkanälen und Integrationsregistern 
Dies liegt maßgeblich daran, dass der Anteil, der Arithmetik, die durch Mehrfachnutzung eingespart 
wird, für große Werte von Nint,reg und Nch wie in Tabelle  3.3 sinkt. Für einen Standardkorrelator ei-
nes GPS- (Nint,reg = 3) bzw. Galileo-Empfängers6 (Nint,reg = 5) ergibt sich (für Nch = 12) eine Flä-
chenersparnis von 5 % bzw. 7 % (siehe Abbildung  3.14). Da für die Mehrfachnutzung die benötigte 
Taktfrequenz des Addierers für eine Sampler-Rate von fs =16,367 MHz und einen Gali-
leo-Korrelatorkanal bei 2 · Nch · Nint,reg · fs ≈ 2 GHz liegt, wird der Addierer als Carry-Save-Addierer 
aufgebaut7. Der kritische Pfad der Architektur wird dabei durch den Addierer bestimmt, da die 
Laufzeit durch die Multiplexer des Akkumulators, bei einer Realisierung als Baumstruktur (7 Stu-
fen), unter der des Addierers liegt. Die Implementierung eines vollständig mehrfach genutzten Kor-
relatorkanals ist nach diesen Untersuchungen für 12 Kanäle und Nint,reg = 5 möglich, erreicht aber 
trotz Vernachlässigung der Verdrahtung nur eine geringe Flächenreduktion (< 10 %). 
Durch die Mehrfachnutzung wird auf die Integrationsregister sequentiell zugegriffen. Dies ermög-
licht die Verwendung eines SRAM-Speichers anstelle der Register. Mit den Flächenabschätzungen 
für Speicher mit getrenntem Lese- und Schreibzugang aus [51] und [52] und mit der konservativen 
Annahme, dass die Ansteuerlogik für beide Realisierungen identisch ist, ergeben sich die in Abbil-
                                                 
6
 Der Galileo-Korrelator soll hier nur als Beispiel für die Verwendung mehrerer Integrationsregister erwähnt werden. 
Eine genauere Betrachtung erfolgt in Kapitel  6.1 
7
 Für das Modell wird angenommen, dass jeweils 3 Wertigkeiten mit einem Carry-Ripple-Addierer gerechnet werden. 
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dung  3.15 dargestellten Ergebnisse. Es zeigt sich, dass durch diesen Ansatz die Fläche für den GPS- 
und Galileo-Korrelator um ca. 30 % bzw. 40 % reduziert werden kann. Das noch vorhandene Opti-
mierungspotential (maximal ca. 60 % Flächenersparnis) ist insbesondere für Korrelatorkanäle mit 
einer größeren Anzahl an Integrationsregistern von Interesse [21].  
 
Abbildung  3.15: Flächenersparnis bei Verwendung eines SRAM-Speichers 
Sollte die maximale Taktfrequenz ein beschränkender Faktor sein, sollte nach den hier dargestellten 
Ergebnissen zunächst eine Mehrfachnutzung der Integrationsregister erfolgen, da dies die deutlich 
höhere Flächenersparnis zu Folge hat. 
3.3 Zusammenfassung und Bewertung 
Trotz einer vereinfachten Betrachtung stellt das in diesem Kapitel beschriebene Kos-
ten-Nutzen-Modell ein wichtiges Werkzeug bei der systematischen Untersuchung des Entwurfs-
raums und der effizienten Implementierung des Korrelators dar. 
In diesem Kapitel wurde zunächst eine analytische Herleitung des Quantisierungsverlustes für den 
Analog-Digital-Wandler angegeben und für den Basisbandmischer hergeleitet. Im Anschluss wurde 
ein Kostenmodell für den Korrelatorkanal vorgestellt. Durch das Modell konnten die Flächenanteile 
der Komponenten des Korrelatorkanals bestimmt werden. Die Flächenverteilung stellt im An-
schluss eine wichtige Entscheidungsbasis für die Optimierungen dar. Das vorgestellte Kos-
ten-Nutzen-Modell ergibt sich durch Kombination des SNR-Verlustes und der AE-Kosten. Mit die-
sem Modell kann ein Abtausch von AE-Kosten und SNR-Verlust erfolgen sowie die Kosten für 
eine SNR-Verbesserung bestimmt werden. 
Auf Basis des Modells wurden außerdem Mehrfachnutzungskonzepte für den Korrelatorkanal un-
tersucht. Die Untersuchungen zeigen, dass bei Vernachlässigung des Verdrahtungsaufwandes eine 
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Reduktion der erforderlichen Fläche von lediglich ca. 10 % erreicht werden kann. Da jedoch durch 
Mehrfachnutzung die Integrationsregister sequentiell angesteuert werden, wird für die Integrations-
werte die Verwendung eines SRAM-Speichers an Stelle der Register ermöglicht. Mehrfachnutzung 
der arithmetischen Komponenten und Verwendung eines SRAM-Speichers für das Speichern der 
Integrationswerte reduziert die Fläche eines GPS- bzw. Galileo-Korrelators um 30 % bzw. 40 %. 
 
 
 
    
4 PVT-Algorithmus 
Die zentrale Recheneinheit hat, wie in Kapitel  2.7 gezeigt, die Aufgabe die Funktionen der Korrela-
torkontrolle und den PVT-Algorithmus zu berechnen. Die Optimierungen der zentralen Rechenein-
heit für die Realisierung der Korrelatorkontrolle wurden in [53, 54] detailliert vorgestellt und sollen 
in dieser Arbeit nicht weiter betrachtet werden.  
Dies und das folgende Kapitel beschreiben den Positionsschätzungsalgorithmus und die Optimie-
rung eines anwendungsspezifischen Prozessors zur Realisierung dieses Algorithmus. Die Aufgabe 
des PVT-Algorithmus ist die Schätzung der aktuellen Empfängerposition und der aktuellen Emp-
fängerzeit. Schematisch ist der Algorithmus in Abbildung  4.1 dargestellt.  
 
Abbildung  4.1: Schematische Darstellung des Algorithmus zur Positionsberechnung 
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Eingangsdaten des Algorithmus sind die Navigationsdaten und die Korrelatormessregister für jeden 
verfügbaren Satelliten. Basis für die Bestimmung dieser beiden Größen sind die Ausgangsdaten des 
in Kapitel  2 beschriebenen Korrelatorkanals und der Korrelatorkontrolle.  
Diese Ausgangsdaten sind zum einen Grundlage für die Berechnung der Flugzeit und der Entfer-
nung zwischen Satellit und Empfänger (Pseudodistanz) und ergeben außerdem die Navigationsda-
ten (Ephemeriden) des sendenden Satelliten, welche für die Bestimmung der Satellitenposition not-
wendig sind. Für die strukturierte Implementierung und zur Identifikation und Analyse 
zeitkritischer Abschnitte wurde der beschriebene Algorithmus in Unterfunktionen aufgeteilt. Im 
Anschluss erfolgen die Beschreibung und Implementierungsaspekte der jeweiligen Unterfunktio-
nen. 
4.1 PVT-Funktionsumfang 
Für die Untersuchungen in dieser Arbeit wurde ein Standardalgorithmus zur Positionsschätzung auf 
Basis von NavStar GPS in C implementiert [55]. Dieses Programm soll im folgenden Kapitel zum 
quantitativen Vergleich unterschiedlicher Prozessorarchitekturen bezüglich der Ausführungszeit 
und benötigten Energie pro Positionsbestimmung genutzt werden.  
Der Algorithmus lässt sich für die quantitativen Untersuchungen in Kapitel  5 in die folgenden Un-
terfunktionen aufteilen:  
• Initialisierung und Bestimmung gemeinsam genutzten Faktoren  
• Schätzung der Satellitenpositionen: 
o Berechnung der GPS-Systemzeit und Anomalie 
o Schätzung der Satellitenposition  
• Korrektur der gemessenen Pseudodistanz: 
o Berechnung von Azimut- und Elevationswinkel, unter dem der betrachtete Satellit 
dem Empfänger erscheint 
o Korrektur der Ausbreitungsverzögerung, hervorgerufen durch Ionosphäre und Tro-
posphäre 
• Iterative Approximation der Empfängerposition: 
o Aufstellen der Geometriematrix G nach Gleichung ( 2.6): 
 Berechnung des Differenzvektors von aktuell geschätzter Empfänger- und 
Satellitenposition  
 Normierung des Differenzvektors 
o Berechnung der Differenz ∆ρ von gemessenem und geschätztem Abstand 
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• Transformation der Position in ECEF-Koordinaten in WGS84-Koordinaten, Berechnung der 
GMT 
• Berechnung der DOP-Werte zur Entkopplung der geometrischen Konstellation und der 
Empfängergenauigkeit sowie zur Bewertung der Qualität der Positionsschätzung 
Die einzelnen Abschnitte werden in den folgenden Unterkapiteln verkürzt beschrieben, um einen 
Überblick über die zu erwartende Rechenkomplexität zu geben. Eine detaillierte Beschreibung des 
Algorithmus zur Positionsberechnung kann [6, 15, 28] entnommen werden. 
Der PVT-Algorithmus startet mit einigen initialen Berechnungen, in deren Rahmen eine Schätzung 
der so genannten Sichtvektoren zwischen Empfänger und Satellit vorbereitet wird. Diese Vektoren 
werden für die Anwendung der Korrekturmodelle für ionosphärische und troposphärische Ausbrei-
tungsverzögerung benötigt und nutzen die letzte bekannte Position von Satellit und Empfänger.  
4.1.1 Berechnung von Systemzeit, Anomalie und Satellitenposition 
Nach den initialen Berechnungen werden in mehreren Schritten approximativ die Positionen sämtli-
cher Satelliten geschätzt, deren Signale empfangen werden können [28].  
Die Schätzung der Satellitenposition erfolgt bei GPS auf Basis von fünf Keplerparametern, welche 
die elliptische Umlaufbahn der Satelliten beschreiben und der Referenzzeit der Ephemeriden (toe). 
Um nichtideale Effekte in die Berechnung einzubeziehen, werden zusätzlich 10 weitere Keplerpa-
rameter genutzt. Die insgesamt 16 Parameter [6] werden von dem jeweiligen Satelliten innerhalb 
der Navigationsdaten an den Empfänger übertragen und erlauben eine Charakterisierung der Um-
laufbahn, deren Lage im Raum und eine Schätzung der Satellitenposition auf der Umlaufbahn, ba-
sierend auf der aktuellen Empfängerzeit. 
Die eigentliche Berechnung der Satellitenposition erfolgt in mehreren Schritten, die in [28] zusam-
mengefasst sind. Zunächst wird die aktuelle Systemzeit basierend auf der Zeitangabe in den Ephe-
meriden („Time of the Week“) berechnet. Da diese Zeitangabe nur alle sechs Sekunden übertragen 
wird und daher keine ausreichende Genauigkeit liefert, werden zusätzlich für die Schätzung der Sa-
tellitenposition Messdaten aus den Korrelatorregistern verwendet. Mit der geschätzten Empfänger-
zeit wird die Differenz zwischen dieser und der toe bestimmt. Ein entscheidender Parameter, wel-
cher aus den Ephemeriden gewonnen wird, ist die mittlere Anomalie, die eine lineare Beziehung 
zwischen der Zeit und der Position des Satelliten auf der Umlaufbahn herstellt. Aus der mittleren 
Anomalie werden die nicht linear von der Zeit abhängige exzentrische und daraus die wahre Ano-
malie bestimmt.  
Zusätzliche Parameter aus den Ephemeriden können mit Hilfe der wahren Anomalie und der aktuel-
len GPS-Systemzeit ausgewertet werden. Die Berechnungen resultieren in der Satellitenposition im 
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rotierenden ECI-System. Für die Positionsschätzung werden die Satellitenpositionen in das kartesi-
sche ECEF-System transformiert und ermöglichen so eine gemeinsame Darstellung der Positionen 
des Empfängers und sämtlicher sichtbarer Satelliten. 
Eine erste Analyse des Algorithmus zur Berechnung der Satellitenposition auf Basis der Ephemeri-
den zeigt die häufige Verwendung von Sinus- und Kosinusfunktionen. Algorithmische Variationen 
des Algorithmus aus [28] werden nicht betrachtet. 
4.1.2 Korrektur der Pseudodistanz 
Nach der Berechnung der Satellitenpositionen werden mit der geschätzten Empfängerposition Azi-
mut- und Elevationswinkel für jeden Satelliten bestimmt. Azimut- und Elevationswinkel spezifizie-
ren die Blickrichtung zwischen Empfänger und Satellit. Die Winkel werden zur Korrektur von io-
nosphärischen und troposphärischen Störeinflüssen benötigt, die mit dem Einfallswinkel und damit 
der Lauflänge in der jeweiligen Atmosphärenschicht zusammenhängen. Zusätzlich können die 
Winkel für eine optimierte Positionsschätzung verwendet werden. So können z.B. Satelliten mit ei-
nem Elevationswinkel von < 10° von der Positionsschätzung ausgeschlossen werden, um z.B. 
Mehrwegeausbreitung zu reduzieren. 
Der implementierte Algorithmus berücksichtigt zur Korrektur der Pseudodistanzen ein Ionosphä-
renmodell, dessen Parameter Teil der Navigationsnachricht eines Satelliten sind. Das verwendete 
Modell nutzt neben der geschätzten Empfängerposition zusätzlich die aktuelle Tageszeit, da iono-
sphärische Störungen insbesondere von der Intensität der Sonneneinstrahlung abhängen. Detaillierte 
Informationen über das Ionosphärenmodell, welches im NavSTaR GPS verwendet wird, sind in 
[56] beschrieben. Das verwendete vereinfachte Troposphärenmodell berücksichtigt neben dem Ele-
vationswinkel lediglich die Höhe, auf der sich der Empfänger befindet [57]. Aufwendigere Korrek-
turalgorithmen, welche auf empirischen Daten beruhen, werden in dieser Arbeit nicht genutzt. 
Für die Berechnung von Azimut- und Elevationswinkel und für die Korrektur der Pseudodistanzen 
wird eine große Anzahl von trigonometrischen Funktionen verwendet. Mögliche Erweiterungen des 
hier vorgestellten einfachen Algorithmus sind z.B. die Verarbeitung von Daten aus zwei Frequenz-
bereichen oder die Verwendung von Korrekturdaten eines geostationären Zusatzsystems. 
Sofern die Positionen von mindestens vier Satelliten bestimmt werden können und alle Messdaten 
aus den Korrelatorregistern vorliegen, erfolgt im Anschluss an die in diesem Abschnitt vorgestellten 
Berechnungen die iterative Approximation der Position des Empfängers. Aus Gründen der Einfach-
heit ist ein iterativer Ansatz gewählt worden. Komplexere Algorithmen basieren häufig auf Kal-
man-Filtern, die die Streuung bei mehrfacher, aufeinander folgender Berechnung von Position, Ge-
schwindigkeit und Zeit reduzieren. 
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4.1.3 Lösung der Navigationsgleichung 
Ziel dieser Unterfunktion ist das Aufstellen und das Lösen des Gleichungssystems ( 2.5). Für den 
Fall, dass mehr als vier Entfernungsmessungen vorliegen (d.h. K > 4) handelt es sich um ein über-
bestimmtes Gleichungssystem, welches mit der Methode der kleinesten Fehlerquadrate gelöst wer-
den kann 
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 ( 4.1) 
Die Lösung des Ausgleichssystems kann weiter unterteilt werden in die Berechnung eines Matrix-
produktes, einer Matrixinversion und zweier Matrix-Vektor-Produkte. Effiziente Implementierun-
gen zur Lösung des Ausgleichssystems sind in [58] beschrieben. Den Untersuchungen im folgenden 
Kapitel liegt die Cholesky-Zerlegung zu Grunde. 
Versuche auf Basis von realen Daten zeigen, dass, in Abhängigkeit von einem vorgegebenen Betrag 
des Korrekturvektors von 0,1 m, bei dem ersten Aufruf der Funktion (Ausgangspunkt der Iteration 
ist der Erdmittelpunkt) zur Positions- und Zeitberechnung circa fünf Iterationen (siehe innere 
Schleife in Abbildung  4.1) zur Approximation der Empfängerposition nötig sind. Da bei den nach-
folgenden Positionsschätzungen in der Regel nicht der Erdmittelpunkt sondern die letzte berechnete 
Position als Ausgangspunkt gewählt werden kann, genügen circa zwei bis drei Iterationen. 
Eine Analyse des Positionsschätzungsalgorithmus zeigt im Gegensatz zur Berechnung der Satelli-
tenposition, dass maßgeblich Fließkommamultiplikationen, -additionen und –divisionen verwendet 
werden. Lediglich die Berechnung der Elemente der Hauptdiagonalen der oberen und unteren Drei-
ecksmatrix im Rahmen des Cholesky-Verfahrens benötigt zusätzlich die Wurzelfunktion. Trigono-
metrische Funktionen werden in dieser Unterfunktion nicht benötigt. In [59] wird gezeigt, wie die 
Anzahl der erforderlichen Zyklen mit Hilfe einer veränderten Arithmetik optimiert werden kann. 
Neben diesen arithmetischen Optimierungen, welche die erforderliche Rechenleistung reduzieren, 
können veränderte Algorithmen die Navigationsperformance verbessern. Insbesondere Filter (Kal-
man- und Partikelfilter [60-62]) bzw. eine Gewichtung der verwendeten Pseudodistanzen 
(Weighted Least Squares [6]) können, bei erhöhtem Rechenaufwand, die Positionsschätzung ver-
bessern. 
4.1.4 Koordinatentransformation 
Nach erfolgreicher Schätzung der Position des Empfängers in ECEF-Koordinaten erfolgt eine 
Transformation in das verbreitete WGS84-Koordinatensystem. In diesem System wird die Position 
in Längen- und Breitengrad sowie der Höhe über einem Ellipsoid angegeben, der die Erdoberfläche 
annähert [6]. Zusätzlich erfolgt eine Transformation der Empfängerzeit in die Weltzeit (GMT). Die 
Koordinatentransformation basiert maßgeblich auf der Verwendung von trigonometrischen Funkti-
onen. 
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4.1.5 DOP-Berechnung 
Zum Abschluss des vorgestellten Algorithmus zur Positionsschätzung werden Qualitätswerte für 
die Positionsschätzung (DOP-Werte) bestimmt. Die berechneten Größen bewerten die Satelliten-
konstellation und die daraus resultierende Güte der gesamten Positionsberechnung.  
Anschaulich ist die Auswirkung von unterschiedlichen geometrischen Konstellationen in Abbil-
dung  4.2 gezeigt. Es zeigt sich, dass sich ein Messfehler in den Pseudodistanzen bei einer ähnlichen 
Einfallsrichtung der Satellitensignale deutlich stärker auswirkt als bei unterschiedlichen Einfalls-
richtungen und dadurch zu einer größeren Schnittfläche führt. 
Für die DOP-Berechnung werden die Elemente der Hauptdiagonalen der Matrix (GTG)-1 verwen-
det, wobei G die bekannte Geometriematrix ist. Je nach verwendeten Elementen der Hauptdiagona-
len können so Aussagen über die maximal erreichbare Genauigkeit in der Vertikalen- (VDOP), Ho-
rizontalen- (HDOP) oder der Positionsdomäne (PDOP) gegeben werden. 
 
Abbildung  4.2: Geometrische Interpretation eines DOP-Wertes 
Abbildung  4.3 zeigt die Auswirkungen des PDOP-Wertes auf die Positionsgenauigkeit für eine rea-
le 24 Stunden Messung mit einem hochgenauen Empfänger der Universität Delft [63]. Im Mittel 
zeigt sich eine lineare Abhängigkeit der beiden Größen. 
Mit dem berechneten PDOP-Wert lässt sich so die Messgenauigkeit von der geometrischen Kons-
tellation der Satelliten entkoppeln. Der Fehler in der Messgenauigkeit (σUERE) setzt sich dann nur 
noch aus den unbekannten Systemfehlern (Ephemeriden und Satellitenuhr), den nicht korrigierbaren 
Ausbreitungsfehlern (Ionosphäre, Troposphäre, Mehrwegeausbreitung) und den Empfängerfehlern 
zusammen. Für die Messung in Abbildung  4.3 lässt sich σUERE = 2 m bestimmen. Damit kann σURE 
zum von der Geometrie entkoppelten Vergleich von Empfängern genutzt werden. 
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Abbildung  4.3: Darstellung der Abhängigkeit des Positionsfehlers von der geometrischen Konstel-
lation der Satelliten charakterisiert durch den PDOP 
4.2 Zusammenfassung und Bewertung 
Der in diesem Kapitel vorgestellte Algorithmus stellt nur die Basisanforderung an einen 
GPS-Empfänger dar. Im folgenden Kapitel werden Untersuchungen für eine Realisierung dieses 
Algorithmus auf einem ASIP angestellt, um quantitative Aussagen über die erforderliche Rechen-
leistung der einzelnen Blöcke und mögliche Optimierungen auf Prozessorseite zu treffen. Die erfor-
derlichen Erweiterungen für einen GNSS-Empfänger werden in Kapitel  6.1 beschrieben. 
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5 ASIP-Entwicklung für GPS-Empfänger 
Dieses Kapitel beschreibt, zur Erhöhung der Flächen- und Energieeffizienz, den Einsatz eines an-
wendungsspezifischen Prozessors (ASIPs) als zentrale Recheneinheit eines GPS-Empfängers.  
In diesem Kapitel erfolgen zunächst eine ASIP-Motivation und eine kurze Einführung des Ent-
wurfsablaufs und der ASIP-Software-Entwicklung. Das beschriebene Profiling der Positionsbe-
rechnung identifiziert rechenintensiven Unterfunktionenfunktionen und erlaubt eine gezielte Opti-
mierung des ASIPs und der Software. 
Die Optimierungen in diesem Kapitel umfassen Modifikationen des Instruktionssatzes, der Soft-
ware-Bibliotheken und die Ankopplung eines anwendungsspezifischen Coprozessors. Die Energie 
pro Positionsbestimmung sowie die benötigte Siliziumflächen werden für die vorgestellten 
ASIP-Versionen in einer 90 nm CMOS-Standardzellentechnologie angegeben. 
5.1 ASIP-Motivation 
Die Verwendung anwendungsspezifischer Prozessoren wird motiviert durch die Beobachtung, dass 
Implementierungen von Algorithmen der digitalen Signalverarbeitung auf unterschiedlichen Hard-
ware-Plattformen eine unterschiedliche Flächen- und Energieeffizienz erreichen. In diesem Ent-
wurfsraum besteht ein direkter Zusammenhang zwischen verfügbarer Flexibilität der Plattform und 
deren Effizienz bei der Implementierung des Algorithmus. Die maximale Flexibilität bieten Soft-
ware-programmierbare Lösungen wie General Purpose (GP) Prozessoren. Der maximale Durchsatz 
einer Implementierung auf einem GP-Prozessor ist durch die sequentielle Abarbeitung der Befehle 
limitiert. Eine Spezialisierung auf eine Klasse von Anwendungen, z.B. Bildverarbeitung oder Fre-
quenzanalyse, ermöglicht es digitalen Signalprozessoren (DSPs) für diese Anwendungsklasse Flä-
chen- und Energieeffizienz gegenüber den GP-Prozessoren um ungefähr eine Größenordnung zu 
erhöhen. Ermöglicht wird dies durch zusätzliche Instruktionen, welche in den DSP-Instruktionssatz 
eingefügt werden und welche häufig benötigte Operationen, wie z.B. eine Multiply-Accumulate 
(MAC) Operation, in einem Prozessortakt berechnen können. Die Flächen- und Energieeffizienz 
kann um weitere 1,5 – 2 Größenordnungen gesteigert werden, wenn die Anwendung auf einem 
Field Programmable Gate Array (FPGA) realisiert wird. FPGAs gehören zur Klasse der rekonfigu-
rierbaren Architekturen, welche aus einer großen Anzahl gleichartiger konfigurierbarer Basiszellen 
bestehen. Die Effizienz wird insbesondere für die Realisierung regulärer Arithmetik, durch die 
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mögliche parallele Verarbeitung, gesteigert. Die effizienteste Möglichkeit eine Anwendung zu rea-
lisieren, ist die Implementierung als Application Specific Integrated Circuit (ASIC). Nach der Ferti-
gung ist für ASICs die Funktionalität festgelegt. Die gegebene Anwendung wird aber mit maxima-
ler Effizienz realisiert. ASICs können weiter unterschieden werden in Realisierungen, welche auf 
Standardzellen basieren und physikalisch optimierte Implementierungen. Für Standardzellen ist der 
Entwurfsaufwand für die Realisierung der Schaltung verglichen mit einem physikalisch optimierten 
Entwurf in der Regel geringer, da hier, ausgehend von einer Hardwarebeschreibungssprache, eine 
Synthese erfolgt, die die gewünschte Hardware-Beschreibung auf die vorhandenen Zellen einer 
Zellbibliothek abbildet.  
An verschiedenen Implementierungen zeigt sich, dass der Entwurfsraum der beschriebenen Hard-
ware-Plattformen fünf Größenordnungen in der Effizienz und mit programmierbaren, rekonfigu-
rierbaren und dedizierten Plattformen drei Implementierungsklassen umfasst. Bei der Implementie-
rung von Algorithmen der digitalen Signalverarbeitung besteht daher die Schwierigkeit in der 
Partitionierung des Algorithmus, der Einschätzung der benötigten Flexibilität jedes Blocks, der Ab-
bildung des Blocks auf die jeweilige Hardware-Plattform und die plattformabhängige Optimierung 
der Implementierung. 
Die bisher angestellten Betrachtungen sind quantitativ in Abbildung  5.1 dargestellt. Für das darge-
stellte Diagramm wurden Standardalgorithmen der digitalen Signalverarbeitung, z.B. Bildverarbei-
tung, Quellencodierung, auf verschiedene Hardware-Plattformen abgebildet und jeweils optimiert 
[64].  
 
Abbildung  5.1: Energie- und Flächeneffizienz abhängig Hardware-Architekturen 
Im Anschluss wurden Energieeffizienz (MOPS/mW) und Flächeneffizienz (MOPS/mm²) bestimmt 
und in das Diagramm eingetragen. Es zeigt sich eine Gruppenbildung von Implementierungen auf 
derselben Hardware-Plattform. Zusätzlich wird der Trend, dass flexible Architekturen eine geringe-
re Effizienz aufweisen, bestätigt. Zur Bestätigung des Diagramms für GPS-Empfänger wurde ein 
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GPS-Korrelatorkanal auf einem GP-Prozessor, einem DSP, einem FPGA und in einer 180 nm Stan-
dardzellentechnologie realisiert. Es zeigt sich in Abbildung  5.1, dass sich Flächen- und Energieeffi-
zienzwerte in die jeweiligen Gruppen einordnen. 
Die anwendungsspezifischen Prozessoren (ASIPs) sind qualitativ in Abbildung  5.1 eingetragen. und 
schließen die Lücke zwischen programmierbarer und rekonfigurierbarer Hardware [65]. Ein für 
GPS-Anwendungen optimierter ASIP wird daher in dieser Arbeit genutzt, um die Flächen- und 
Energieeffizienz der zentralen Recheneinheit zu erhöhen. Der ASIP-Ansatz kann außerdem, wie für 
DSPs, genutzt werden, um die Rechenleistung für die betrachtete Anwendung zu steigern. Durch 
Verwendung komplexerer Algorithmen, wie z.B. Kalman Filter für inertiale Navigation, aufwendi-
ge Loop-Filter und multioperable PVT, kann damit auch die Navigationsperformance verbessert 
werden. 
5.2 ASIP-Entwurfsablauf und Software-Entwicklung 
ASIPs besitzen, verglichen mit GP-Prozessoren und DSPs, durch die mögliche Modifikation des In-
struktionssatzes und der Prozessorarchitektur einen zusätzlichen Freiheitsgrad. Um den sich erge-
benden multidimensionalen Entwurfsraum systematisch zu untersuchen, sind neue Ansätze und 
Entwicklungswerkzeuge erforderlich, welche zusammen mit dem, für die ASIP-Entwicklung ge-
nutzten Ausgangsprozessor, im Folgenden eingeführt werden. 
5.2.1 Entwurfsablauf und Hardware-Synthese 
Die Beschreibung der ASIP-Architektur, die automatisierte Erstellung der Software-Werkzeuge und 
die Generierung der Hardware-Beschreibung erfolgt auf Basis der Prozessorbeschreibungssprache 
LISA (Language for Instruction Set Architectures) [66, 67] und mit Hilfe des Processor Designers. 
Der Entwurfsablauf ist schematisch in Abbildung  5.2 dargestellt. Der ASIP-Entwurfsablauf für ver-
schiedene Empfängerplattformen basiert in der Regel auf der LISA-Beschreibung einer Architektur 
eines minimaldimensionierten Ausgangsprozessors, welcher in groben Zügen mit der Zielarchitek-
tur übereinstimmt. Durch diesen Ansatz wird der Entwurfsaufwand erheblich reduziert. Für den 
Ausgangsprozessor werden die Low-Level Software-Werkzeuge Assembler, Disassembler und 
Linker automatisiert generiert [68-70]. 
Die Erstellung eines Compilers für die Hochsprachen C und C++ erfolgt mit dem Werkzeug CoSy 
Express [71]. Mit Hilfe des generierten Compilers kann die Übersetzung der in C/C++ geschriebe-
nen Anwendung in ein auf dem ASIP ausführbares Programm erfolgen. Eine genauere Beschrei-
bung der Software-Entwicklung für den ASIP erfolgt in Kapitel  5.2.2.  
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Abbildung  5.2: ASIP-Entwurfsablauf 
Parallel zur Generierung der Software-Werkzeuge erfolgt die Generierung eines zyklengenauen Si-
mulators, welcher eine funktionale Analyse der Anwendung erlaubt. Der Simulator wird zusätzlich 
eingesetzt, um die erforderlichen Zyklen, die zum Ausführen der Anwendung notwendig sind, zu 
bestimmen und mit einem Profiler laufzeitintensive Abschnitte der Anwendung zu identifizieren. 
Der Simulator stellt damit das zentrale Werkzeug für gezielte Optimierungen dar. Eine Optimierung 
der Prozessorarchitektur und des Instruktionssatzes erfolgt in der Regel iterativ. Wie in Abbil-
dung  5.2 gezeigt, realisieren die bisher genannten Schritte die Evaluierung der Anwendung und sind 
in der linken Hälfte des Diagramms angesiedelt.  
Die automatisierte Erstellung der Hardwarebeschreibung des entwickelten ASIPs ist in Abbil-
dung  5.2 im rechten Teil gezeigt. Ebenso wie die Software-Werkzeuge wird die Hardwarebeschrei-
bung in VHDL oder Verilog auf Basis der LISA-Architekturbeschreibung des ASIPs generiert. Der 
erzeugte Code kann im nächsten Schritt zur funktionalen Verifikation und zum Aufbau von Echt-
zeit-Prototypen auf FPGAs abgebildet werden. Eine genaue Analyse der erforderlichen Siliziumflä-
che und der Verlustleistung des ASIPs kann auf Basis einer Standardzellensynthese des 
VHDL/Verilog-Codes erfolgen. Mit der Verlustleistung und der Fläche kann eine Kostenanalyse 
erfolgen. Zur Minimierung der Fläche und Verlustleistung, aber auch zur Bestimmung der maximal 
möglichen Taktfrequenz des Designs, wird der rechte Zweig des Diagramms (Abbildung  5.2) ge-
nutzt. Wie im linken Zweig des Diagramms (Evaluierung der Anwendung) wird auch im rechten 
Zweig (Implementierung der Hardware) ein iterativer Ansatz gewählt, um die Entwurfsvorgaben zu 
erreichen. 
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5.2.2 Softwareentwicklung 
Wie im vorherigen Abschnitt beschrieben, werden beim ASIP-Entwurf Assembler, Linker und Si-
mulator auf Basis der Architekturbeschreibung erzeugt. Mit diesen Werkzeugen können in Assemb-
ler beschriebene Anwendungen in ausführbare Programme übersetzt und getestet werden. Der 
Compiler, welcher für die Software-Entwicklung in C/C++ erforderlich ist, wird mit dem Compiler 
Designer [72] und dem CoSy Express System [71] erstellt.  
 
Abbildung  5.3: Darstellung des CoSy-basierten Compilers 
Dabei erfolgen das Abbilden der ASIP-Instruktionen auf eine Zwischenrepräsentation (IR) und das 
Scheduling der Operationen mit Hilfe einer grafischen Oberfläche (Compiler Designer). Der Com-
piler Designer generiert eine Compiler-Spezifikation und übergibt diese zusammen mit der Archi-
tekturbeschreibung in der so genannten Code Generator Description (CGD) Datei [73] an das CoSy 
Express System. 
Der generierte Compiler besteht aus verschiedenen unabhängig voneinander operierenden so ge-
nannten Engines (siehe Abbildung  5.3 und [74]), welche auf verschiedenen Ebenen Optimierungs- 
oder Generierungsaufgaben übernehmen. Auf der Ebene der Zwischenrepräsentation (CCMIR) er-
folgen durch die Engines erste maschinenunabhängige Optimierungen. Nachfolgend übernehmen 
maschinenabhängige Engines im Backend Generator, z.B. die Register-Allokation, Scheduling und 
die Generierung des Assembler Codes. 
Neben dem Compiler stellt das CoSy-System generische Standardbibliotheken zur Verfügung [75]. 
In diesen Bibliotheken sind z.B. die mathematischen Funktionen (Fließkommaoperationen, trigo-
nometrische Operationen, etc.) in C implementiert. Mit dem für die Architektur erstellten Compiler 
können diese Bibliotheken auf den erstellten ASIP portiert werden.  
5.2.3 Architektur des LTRISC32p5 
Ein Startpunkt für die Entwicklung eines anwendungsspezifischen Prozessors sind die mit der Pro-
zessor Designer Umgebung mitgelieferten Prozessormodelle (z.B. FFT-Prozessor, DSP-Prozessor, 
VLIW, SIMD, RISC). Eine Analyse der Aufgaben, die ein Prozessor in einem Standard Single Chip 
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GPS-Empfänger (siehe Kapitel  2) zu bearbeiten hat, d.h. Korrelatorkontrolle und Positionsschät-
zung, zeigt, dass eine RISC-Architektur einen guten Ausgangspunkt für weitere Optimierungen dar-
stellt. In Kapitel  6.2 werden für die Implementierung eines SDR-Prozessors, im Gegensatz zum hier 
gewählten RISC-Ausgangsprozessor, ein SIMD und ein VLIW genutzt. 
Der in dieser Arbeit verwendete Ausgangsprozessor wird im Folgenden als LTRISC32p5 bezeich-
net. Bei diesem Ausgangsprozessor handelt es sich um einen Prozessor in Harvard Architektur. Der 
LTRISC32p5 verfügt über einen Programm- und einen Datenspeicher, welche jeweils eine Breite 
von 32-Bit haben. Intern besteht der LTRISC32p5 aus einer fünfstufigen Pipeline-Architektur mit 
den Stufen Fetch (FE), Decode (DE), Execute (EX), Memory (MEM) und Writeback (WB). Der 
Prozessor basiert auf der in [76] vorgestellten Architektur und ist in Abbildung  5.4 schematisch ge-
zeigt.  
 
Abbildung  5.4: Schematische Darstellung der Architektur des LTRISC32p5 [77] 
Der LTRISC32p5 verfügt über ein Registerfile mit sechzehn 32-Bit-Registern und eine Schnittstelle 
zum Programm- und Datenspeicher. Die ALU realisiert logische und arithmetische Operationen mit 
bis zu drei Operanden. Ein dedizierter Multiplizierer ist standardmäßig nicht implementiert. Der 
LTRISC32p5 verfügt über Instruktionen für das Ausführen von bedingten und unbedingten Sprün-
gen und ermöglicht über Bypass-Logik und Bypass-Pfad ein Forwarding von Operanden.  
Der folgende Abschnitt beschreibt die Abbildung des Positionsschätzungsalgorithmus auf den 
LTRISC32p5 und die erforderlichen Prozessorzyklen. Mit den Zyklen und der aus der Synthese 
gewonnenen Verlustleistung kann im Anschluss die benötigte Energie für eine Positionsschätzung 
bestimmt werden. Mit der ebenfalls aus der Synthese bekannten erforderlichen Siliziumfläche wer-
den so die verschiedenen in dieser Arbeit betrachteten Prozessorarchitekturen anhand der 
AE-Kosten verglichen. 
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5.3 Implementierung der PVT auf dem LTRISC32p5 
Der in Kapitel  4.1 vorgestellte Algorithmus zur Positionsschätzung wurde auf dem LTRISC32p5 
implementiert und die erforderlichen Prozessorzyklen pro Aufruf der Unterfunktion der Positions-
schätzung und die Anzahl der Aufrufe pro Positionsschätzung bestimmt. Da bei den meisten Funk-
tionen die Anzahl der Aufrufe oder die erforderlichen Zyklen pro Aufruf von der Anzahl der sicht-
baren und in der Berechnung verwendeten Satelliten abhängt, wurde diese mit exemplarischen 
Szenarien für fünf, sieben und neun Satelliten bei der Untersuchung berücksichtigt. Die Darstellung 
der Ergebnisse ist in Abbildung  5.5 gezeigt. Diese Darstellung wurde in der Optimierungsphase für 
jeden in diesem Kapitel untersuchten Prozessor erstellt.  
 
Abbildung  5.5: Erforderliche Rechenzyklen der Positionsschätzung auf einem LTRISC32p5 
In der Abbildung sind die Unterfunktionen der PVT farblich kodiert, während die Anzahl der Satel-
liten durch verschiedene Symbole unterschieden wird. Zum Vergleich der Implementierungen sind 
die Bereiche, in denen eine konstante Anzahl von Gesamtzyklen (die sich aus dem Produkt von 
Zyklen/Aufruf und der Anzahl der Aufrufe ergibt) erforderlich ist, im Diagramm durch gestrichelte 
Linien dargestellt.  
Es zeigt sich, dass drei verschieden Klassen von Unterfunktionen existieren. Zunächst gibt es Funk-
tionen, deren Zyklenzahl und Anzahl der Aufrufe unabhängig von der Anzahl der empfangenen Sa-
telliten sind. Im Gegensatz dazu hängt bei Funktionen, wie z.B. der Berechnung des DOP-Wertes 
und der Inversion der Matrix, die Anzahl der benötigten Rechenzyklen von der Anzahl der berück-
sichtigten Satelliten ab. Zuletzt kann die Zahl der empfangenen Satelliten noch die Anzahl der Auf-
rufe bestimmen. Dies tritt z.B. bei Funktionen auf, welche die Satellitenposition oder die Korrektu-
ren für die Ionosphäre oder Troposphäre berechnen. Insgesamt ergibt sich die gesamte Zahl an 
erforderlichen Zyklen für die betrachtete Funktion aus der Multiplikation des Abszissen- und Ordi-
natenwertes im Diagramm, so dass die gestrichelten Linien in der Abbildung Punkte zeigen, welche 
eine konstante Rechenleistung erfordern. 
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Für das Diagramm gilt, dass die erforderliche Rechenleistung vom Ursprung bis zur rechten oberen 
Ecke steigt. Funktionen im oberen rechten Bereichen sind daher interessante Kandidaten für Opti-
mierungen. In Abbildung  5.5 zeigt sich, dass die höchste Rechenlast durch die Satellitenpositions-
berechnung verursacht wird. Die große Anzahl an Zyklen pro Aufruf resultiert für diese Funktion 
aus der Verwendung von trigonometrischen Funktionen, welche für die Berechnung der Satelliten-
position auf der Umlaufbahn erforderlich sind. Da die Anzahl der Aufrufe nicht reduziert werden 
kann, werden die Zyklen pro Aufruf in den folgenden Unterkapiteln verringert. 
Die Summation aller Einträge im Diagramm in Abhängigkeit von der Anzahl der empfangenen Sa-
telliten ergibt die für die Positionsschätzung erforderlichen Gesamtzyklen. Im Anschluss kann aus 
den Gesamtzyklen und einer vorgegebenen Taktfrequenz des ASIPs die benötigte Zeit und daraus 
die maximal erreichbare Update-Rate der Positionsbestimmung ermittelt werden.  
Für die vorgestellten Untersuchungen wird umgekehrt vorgegangen. Abhängig von der Anwendung 
werden eine maximale Taktfrequenz des Prozessors und eine Update-Rate der Positionsbestimmung 
vorgegeben und im Anschluss untersucht, ob die gegebene ASIP-Architektur die Anforderungen er-
füllt. Werden die Anforderungen nicht erfüllt, sind weitere Optimierungen erforderlich. Für den 
Fall, dass die Anforderungen der Anwendung übererfüllt werden, kann eine Reduktion der Taktfre-
quenz des ASIPs erfolgen. Dies führt zu einer geringeren dynamischen Verlustleistung des ASIPs. 
Zusätzlich können die überschüssigen Zyklen genutzt werden, um die Qualität des Algorithmus zu 
steigern.  
Für die Summation der Einträge ergibt sich für den Ausgangsprozessor LTRISC32p5 eine Gesamt-
zyklenanzahl von ca. 75 Millionen Zyklen für die Verarbeitung von sieben Satellitensignalen 
5.4 Realisierung der PVT auf Standard Prozessoren 
Um die Leistungsfähigkeit des entwickelten ASIPs einordnen zu können, wurde der 
PVT-Algorithmus in einem ersten Schritt auf zwei Prozessoren implementiert, die in kommerziellen 
GPS-Empfängern eingesetzt werden. Der ARM7TDMI wird als zentrale Einheit in GPS-Empfän-
gern von SiRF [78], ST Microelectronics [79] und uBlox [80] für die Positionsschätzung und die 
Korrelatorkontrolle eingesetzt. Eine detaillierte Beschreibung der ARM-Architektur ist in [81] ge-
geben. Der LEON 2 Prozessor ist ein frei verfügbarer Prozessor für eingebettete Systeme. Dieser in 
Grenzen konfigurierbare Prozessor wird z.B. in dem Nemerix GPS-Basisband Chip NJ1030A ver-
wendet [82].  
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Tabelle  5.1: Vergleich der erforderlichen Zyklen für die Bearbeitung von mathematischen Fließ-
kommaoperationen auf LTRISC32p5, ARM7TDMI und LEON2  
 LTRISC32p5 ARM7TDMI LEON2 
Addition 4130 78 420 
Subtraktion 4230 80 450 
Multiplikation 4550 73 400 
Division 7300 540 1600 
Kosinus 124000 2180 12000 
Sinus 112000 2100 11900 
Arcus-Tangens 104000 4100 14800 
Arcus-Sinus 167000 3770 16500 
Quadratwurzel 121000 1230 1100 
Tabelle  5.1 vergleicht die erforderlichen Prozessorzyklen für die mathematischen Grundoperationen 
und die trigonometrischen Funktionen in Fließkommaarithmetik auf dem LTRISC32p5, dem 
ARM7TDMI und dem LEON 2. Die Werte wurden für den LTRISC32p5 mit dem Processor De-
bugger bestimmt [83]. Für den ARM7TDMI wurde der ARMulator verwendet [84]. Die Simulation 
und das Profiling für den LEON 2 erfolgte mit TSIM2 [85], wobei zu beachten ist, dass in der ver-
wendeten Konfiguration und den dazugehörigen Compiler-Einstellungen die Unterstützung für eine 
1-Zyklus Integer Multiplikation/Division aktiviert ist, d.h. maximale Hardware-Ressourcen benötigt 
werden. Es ist zu erkennen, dass der ARM7TDMI mit Abstand die besten Performance-Werte er-
reicht. Die Auswirkungen dieser deutlichen Unterschiede zeigen sich bei der Anzahl der erforderli-
chen Prozessorzyklen für die Positionsberechnung bei einem Szenario mit sieben sichtbaren Satelli-
ten für die drei Prozessorarchitekturen (siehe Tabelle  5.2). 
Tabelle  5.2: Vergleich der erforderlichen Zyklen für die Positionsschätzung auf dem LTRISC32p5, 
ARM7TDMI und LEON2 
 LTRISC32p5 ARM7TDMI LEON2 
Zyklen für die PVT-Berechnung 75·106 0,94·106 4,6·106 
5.5 Optimierungsansätze des LTRISC32p5 
Die große Anzahl der erforderlichen Zyklen für die Positionsbestimmung resultiert für den 
LTRISC32p5 maßgeblich aus der Verwendung der in Kapitel  5.2.2 beschriebenen generischen Bib-
liotheken. Dieser Ansatz ist für die ASIP-Hardware-Entwicklung unumgänglich, da hierdurch ein 
Maximum an Flexibilität gegeben ist. Er zeigt jedoch für die Realisierung aufwendiger Algorithmen 
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auf Basis von Fließkommaoperationen, wegen der Emulation dieser Funktionen in Software, eine 
äußerst geringe Performance.  
Die in dieser Arbeit verwendeten Optimierungen basieren auf zwei Ansätzen, die in [65] zur Opti-
mierung von anwendungsspezifischen Prozessoren unter Verwendung von „special purpose hard-
ware“ vorgestellt werden: 
• Funktionale Einheiten 
• Coprozessoren 
Weitere Ansätze aus [65], wie z.B. spezialisierte Speicher- oder Kommunikationsarchitekturen, 
werden im Rahmen dieser Arbeit nicht betrachtet.  
Die beiden Ansätze unterscheiden sich in der Art der Integration. Die funktionalen Einheiten wer-
den in die Pipeline des Prozessors integriert und erweitern in der Regel den Instruktionssatz des 
Hauptprozessors. Eine weit verbreitete Instruktion, die nach diesem Schema eingebunden wird, ist 
die Multiply Accumulate (MAC) Instruktion in DSPs. Ein Coprozessor ist meist über einen Spei-
cher, einen Bus oder Spezial-Interface an den Hauptprozessor gekoppelt und übernimmt, gesteuert 
von diesem, eine klar definierte Aufgabe. Coprozessoren benötigen in der Regel mehrere Takte, um 
die Aufgabe zu bearbeiten. 
5.6 ASIP-Optimierungen für die Positionsschätzung 
Dieses Unterkapitel beschreibt Optimierungen des ASIPs, ausgehend von den verwendeten Biblio-
theken. In Anlehnung an die optimierten Implementierungen für ARM und LEON 2 werden die 
Funktionen in Assembler optimiert und in Bibliotheken abgelegt. Falls erforderlich wird der In-
struktionssatz um zusätzliche Instruktionen ergänzt. Dieser Schritt entspricht den in [65] beschrie-
benen Optimierungen eines ASIPs durch funktionale Einheiten bzw. durch anwendungs- und pro-
zessorspezifische Optimierung der Software. Für die Einordnung der nachfolgenden Optimierungen 
ist in Abbildung  5.6 der Instruktionsbaum des LTRISC32p5 dargestellt. Die in der Architekturbe-
schreibung verwendeten Operationen sind auf die fünf Pipeline-Stufen aufgeteilt. Zu beachten ist, 
dass in dieser Darstellung zur Übersichtlichkeit nur der für die Optimierungen relevante Funktions-
pfad der ALU-Operationen (alu) weitergeführt wurde.  
Die Wurzel des Instruktionsbaums ist die Funktion main, die in jedem Prozessorzyklus aufgerufen 
wird. Die fetch Funktion liest den Befehl aus der Speicherzelle, welche durch den Programmzäh-
ler bestimmt ist. In der folgenden Pipeline-Stufe wird das Befehlswort in der Funktion decode de-
kodiert und die entsprechende Unterfunktion aufgerufen.  
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Abbildung  5.6: Instruktionsbaum des LTRISC32p5 
Für die ALU-Instruktionen erfolgt in der Execute-Stufe zunächst die Durchführung der bypass 
Funktion, welche die Multiplexer vor der ALU in Abbildung  5.4 schaltet, so dass entweder Werte 
aus dem Registerfile oder aus den Bypass-Registern gewählt werden können. Danach erfolgt die 
Durchführung etwaiger Schiebeoperationen (shift) des zweiten Operanden in Abhängigkeit vom 
Wert des dritten Operanden. Abschließend wird der Opcode der ALU-Instruktion ausgewertet (op-
code) und die entsprechende Instruktion ausgeführt. Das Resultat der ALU-Berechnung wird in der 
Writeback-Stufe in das Zielregister geschrieben. 
5.6.1 Optimierungen der Bibliotheksfunktionen 
Zur Optimierung der Standard- und die Fließkommabibliotheken wird der in Abbildung  5.7 gezeig-
te Ansatz verwendet. Ausgangspunkt der Optimierungen sind die Profiling-Ergebnisse, die in Ab-
bildung  5.5 gezeigt sind. Das Profiling erlaubt eine Identifikation der rechenintensiven Funktionen 
des Algorithmus, die im Anschluss optimiert werden.  
Bei der Realisierung von Fließkommainstruktion doppelter Genauigkeit werden Mantissen mit einer 
Wortbreite von 52-Bit addiert bzw. subtrahiert. Da in diesem Fall die Operanden eine größere 
Wortbreite als der Datenpfad des Prozessors haben, wurden Instruktionen in den ASIP integriert, 
welche eine beschleunigte Addition bzw. Subtraktion in Abhängigkeit von den Flag-Registern des 
Prozessors erlauben. Für die Addition und Subtraktion wurden Instruktionen ergänzt, für die das 
Endergebnis vom Übertrags-Flag (Carry-Flag) abhängt. Zusätzlich sind Instruktionen erforderlich, 
welche das Carry-Flag setzen, wenn Überläufe auftreten bzw. das Carry-Flag als zusätzlichen Ope-
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randen bei der Ausführung einer Addition/Subtraktion verwenden. Entsprechende Instruktionen 
addc, subc, adds, subs, adcs und subcs wurden parallel zu den bestehenden Operationen add 
und sub in den Instruktionsbaum in die Pipeline-Stufe Execute eingefügt. 
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Abbildung  5.7: Optimierungsansatz für ASIP-Bibliotheken 
Für eine beschleunigte Normalisierung wird in den optimierten Fließkommabibliotheken eine Ope-
ration zum Zählen der führenden Nullen genutzt, welche als Instruktion clz in den Instruktionssatz 
integriert wurde. Im Instruktionsbaum wird die neue Instruktion parallel zu den arithmetischen und 
logischen Instruktionen eingefügt. Parallel zur clz Instruktion wurde eine Bit-Clear-Instruktion 
(bic) eingefügt, welche das gezielte Löschen von Bits in einem Datenwort erlaubt. 
Die hinzugefügten Instruktionen müssen für den hier beschriebenen Ansatz nicht in den Compiler 
integriert werden, da sie explizit in der Assembler-Beschreibung der optimierten Funktion aufgeru-
fen werden.  
Im Gegensatz dazu wird die in den Prozessor integrierte vorzeichenlose und vorzeichenbehaftete 
32-Bit-Multiplikation (umul bzw. smul), nachdem sie in die ALU der Prozessorbeschreibung in 
der Execute-Stufe eingefügt wurde, in den Compiler integriert und kann somit auch ohne die Ver-
wendung von Inline-Assembly genutzt werden. Für die Multiplikation ist dieser Weg realisierbar, 
da die IR-Vorschrift für eine Multiplikation existiert und eine Abbildung der Assembler Instruktion 
ohne Einführung einer neuen IR-Instruktion möglich ist. Für die 64-Bit-Multiplikation wurde unter 
Verwendung der umul eine Optimierung der Bibliotheksfunktion vorgenommen. Für eine weiter-
gehende Optimierung wurde die Instruktion umull in den Instruktionssatz integriert. Diese reali-
siert eine vorzeichenlose Multiplikation von zwei 32-Bit-Registern und speichert das Resultat in 
zwei 32-Bit-Ergebnisregistern.  
Da die Instruktion umull zwei Ergebnisregister modifiziert, ist für die Integration dieser Instruktion 
in die Prozessorbeschreibung das Aufdoppeln des Bypass Pfades und das Anpassen der Funktion 
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bypass() erforderlich. Nach einer funktionalen Verifikation mit Hilfe des Processor Debuggers 
werden die optimierten Funktionen in den entsprechenden Bibliotheken ersetzt und stehen bei der 
Software-Entwicklung ohne Modifikationen des Quellcodes zur Verfügung.  
 
Abbildung  5.8: Vergleich der Zyklenzahlen für den Ausgangsprozessor (LTRISC32p5) und den 
GNSS-ASIP mit den mathematischen Funktionen der CoSy-Bibliothek 
Während des Optimierungsprozesses kann die Auswirkung jeder Änderung auf Software- und 
Hardware-Ebene mit Hilfe des Processor Designers und des Processor Debuggers analysiert wer-
den, so dass das Kosten-Nutzen-Verhältnis jeder Änderung bestimmt werden kann. 
Nachdem die Optimierungen der Bibliotheken durchgeführt und der Prozessor um die beschriebe-
nen Instruktionen (Flag-Operationen, 32-Bit-Multiplikation, Count-Leading-Zeros, Bit-Clear) er-
weitert wurde, ergeben sich für die untersuchten Funktionen der Positionsschätzung die in Abbil-
dung  5.8 dargestellten Zyklenzahlen. Durch die Optimierungen erfolgt eine Reduktion der 
erforderlichen Zyklen von 75 Millionen auf 1,9 Millionen [55, 86], so dass die Anzahl der erforder-
lichen Zyklen in der Größenordnung kommerzieller Prozessoren liegt. Nachteil der beschriebenen 
Optimierung ist die enge Abhängigkeit der Optimierungen und der Prozessorarchitektur, welche die 
Flexibilität und die Portabilität der programmierten Bibliotheken einschränkt.  
5.6.2 Verwendung optimierter mathematischer Funktionen 
Um die Performance für die mathematischen und trigonometrischen Funktionen, welche standard-
mäßig in der mathematischen Bibliothek realisiert sind, weiter zu steigern, wurden Teile der 
newlib [87] Bibliothek eingebunden. Bei der newlib C Bibliothek handelt es sich um eine Zu-
sammenstellung von mathematischen Funktionen, die für die Verwendung in eingebetteten Syste-
men optimiert wurde. Durch die Verwendung der newlib Bibliothek werden insbesondere die er-
forderlichen Zyklen für die Bestimmung der Pseudorange-Matrix und des DOP-Wertes reduziert.  
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Abbildung  5.9: Vergleich der Zyklenzahl des GNSS-ASIP mit mathematischen Funktionen der Co-
Sy-Bibliothek und unter Verwendung der newlib Bibliothek 
Dies ist insbesondere auf die verbesserte Realisierung der Wurzelfunktion in doppelter Fließkom-
magenauigkeit zurückzuführen. Da z.B. die Berechnung der Matrixinversen vollständig auf Basis 
von Addition, Subtraktion, Multiplikation und Division erfolgt, bleibt die Zyklenzahl mit und ohne 
Verwendung der newlib Bibliothek konstant. Die Reduktion der Zyklen in Abhängigkeit von der 
Funktionsgruppe ist in Abbildung  5.9 gezeigt. Für das Gesamtszenario ergibt sich eine Reduktion 
auf 1,4 Millionen Zyklen bzw. auf 74 % der vorher benötigten Zyklen. 
Tabelle  5.3: Vergleich der Zyklen zur Ausführung der Basisoperationen 
 LTRISC32p5 GNSS-ASIP Speedup ν 
Addition 3980 100 40 
Subtraktion 4080 100 40 
Multiplikation 6350 120 50 
Division 10380 710 14 
Kosinus 170400 3210 52 
Sinus 154100 3120 48 
Arcus-Kosinus 296470 5680 51 
Arcus-Sinus 249010 6020 40 
Quadratwurzel 175450 1440 120 
 
Die optimierte Version wird im Folgenden als GNSS-ASIP bezeichnet. Tabelle  5.3 zeigt einen Ver-
gleich der erforderlichen Zyklen für mathematische und trigonometrische Instruktionen für den 
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Ausgangsprozessor (LTRISC32p5) und den GNSS-ASIP.  
Der dargestellte Speedup-Faltor ν ergibt sich nach ( 5.1) als 
1
Zyklen#
Zyklen#
optimiert
miertnicht_opti
−=ν  ( 5.1)
 
Es zeigt sich, dass die Laufzeit (in Zyklen) der einzelnen Instruktionen durch die Anpassung der 
Fließkommabibliotheken und die Verwendung der newlib Bibliothek um einen Faktor 14 bis 120 
reduziert werden kann.  
5.6.3 Bestimmung und Vergleich der Verlustleistung und Siliziumfläche 
Da die Kosten für die beschriebenen Erweiterungen steigen, fasst Tabelle  5.4 die Fläche, Verlust-
leistung (bei einer Taktfrequenz von 20 MHz) und die maximal erreichbare Taktfrequenz für die 
verschiedenen ASIP-Architekturen zusammen.  
Tabelle  5.4: Vergleich der erforderlichen Fläche, Verlustleistung und maximalen Taktrate für die 
betrachteten Prozessormodifikationen in einer 90 nm Standardzellentechnologie. 
 LTRISC32p5 GNSS-ASIP 
Fläche in mm² 0,048 0,079 
Verlustleistung in mW 0,43 0,56 
Taktfrequenz in MHz 83 59 
Es zeigt sich, dass Fläche und Verlustleistung für den GNSS-ASIP signifikant steigen. Bei den Er-
gebnissen ist zu beachten, dass die Synthese mit einer Flächenoptimierung durchgeführt wurde. 
5.6.4 Vergleich des GNSS-ASIPs mit LEON 2 und ARM7TDMI 
Ein Vergleich der Energie pro Positionsbestimmung, der Siliziumfläche, der erforderlichen Zyklen 
und der AE-Kosten ist für die drei Prozessoren in Tabelle  5.5 gegeben. 
 Die Ergebnisse zeigen, dass durch eine anwendungsspezifische Optimierung der ASIP-Architektur, 
des Instruktionssatzes und der verfügbaren Rechenleistung eine Reduktion der AE-Kosten des 
GNSS-ASIPs um 42 % gegenüber dem ARM7TDMI erreicht werden konnte. Die hier betrachtete 
Anwendung ist dabei die Standard-PVT in einem Satellitennavigationsempfänger. Für Anwendun-
gen, die die Rechenleistungsanforderungen erhöhen, wird im nächsten Unterkapitel ein anwen-
dungsspezifischer Coprozessor eingeführt, der diese erhöhten Rechenleistungsanforderungen erfüllt 
und Flächen- und Energieeffizienz verbessert. 
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Tabelle  5.5: Vergleich der Energie pro Positionsschätzung (Szenario mit sieben Satelliten) und der 
erforderlichen Siliziumfläche für ARM7TDMI, LEON 2 und GNSS-ASIP 
 GNSS-ASIP LEON 2 ARM7TDMI 
Zyklen pro PVT 1,44·106 4,6·106 0,93·106 
Energie pro Positions-
schätzung in mJ 
4,1·10-2 13,7·10-2 5,6·10-2 
Fläche in mm² 0,079 0,052 0,1 
AE-Kosten in mJ mm² 3,2·10-3 7,1·10-3 5,6·10-3 
5.7 Verwendung eines anwendungsspezifischen Coprozessors 
Im vorherigen Kapitel wurden funktionale Einheiten und Bibliotheksoptimierungen genutzt, um die 
Leistungsfähigkeit des ASIPs zu steigern. In diesem Kapitel wird ein weiterer in [65] beschriebener 
Ansatz, d.h. ein flexibler anwendungsspezifischer Coprozessor [88-90] zur Reduktion der für die 
PVT erforderlichen Zyklen genutzt. Die nachfolgenden Untersuchungen der Architektur aus ASIP 
und Coprozessor sollen neben einer Steigerung der Rechenleistung zeigen, ob sich, trotz der ver-
größerten Fläche und der gestiegenen Verlustleistung, die Energie pro Positionsberechnung durch 
eine Verminderung der Zyklen reduzieren lässt.  
Der Coprozessor erlaubt, ähnlich wie der ASIP, eine Konfiguration des Funktionsumfangs und da-
mit eine Anpassung an die Anwendung. Die Kopplung von ASIP und Coprozessor erfolgt unter 
Verwendung von neu eingeführten ASIP-Instruktionen und einer Erweiterung der ASIP-Schnitt-
stellen.  
Im Folgenden wird in einem ersten Schritt die Architektur des Coprozessors eingeführt. Im zweiten 
Schritt wird die Kopplung von ASIP und Coprozessor beschrieben. Erforderliche Modifikationen 
des ASIP-Instruktionssatzes und der ASIP-Architektur werden vorgestellt. Die erforderliche Ener-
gie pro Positionsberechnung wird bestimmt und der Entwurfsraum verschiedener Coprozessoren 
detailliert anhand der AE-Kosten analysiert. Den Abschluss dieses Unterkapitels bilden Optimie-
rungen der ASIP/Coprozessor-Architektur. Zum einen wird die für die Anwendung optimale Wort-
breite des Coprozessors bestimmt, zum anderen erfolgt eine Optimierung der Soft-
ware-Unterstützung. 
5.7.1 CORDIC-Coprozessor 
Der verwendete Coprozessor basiert auf dem CORDIC-Algorithmus und Implementierungsformen 
aus [91-93] Der CORDIC-Algorithmus erlaubt eine effiziente Berechnung von trigonometrischen 
und mathematischen Funktionen in Hardware. Für die Implementierung wurde die Ganzzahlimple-
mentierung in [93] auf ein Fließkommaformat mit variabler Mantissenbreite umgestellt  
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Der Coprozessor entspricht, bei maximal möglicher Mantissenbreite, dem IEEE 754 Standard für 
doppelte Fließkommagenauigkeit, die für die nachfolgenden Untersuchungen zunächst als Aus-
gangspunkt angenommen wird. Der entwickelte Coprozessor ermöglicht, je nach gewähltem Koor-
dinatensystem, Modus und Vorbelegung der Eingangsregister, die Berechnung der in Tabelle  5.6 
gezeigten Funktionen in einer maximalen Anzahl von Nit Zyklen. Der Parameter n für die Berech-
nung von Sinus und Kosinus bestimmt sich dabei durch die Anzahl der gesetzten Bits in der binären 
Darstellung von mod(xmant, pi). Ein Vergleich der Werte in Tabelle  5.1 mit den Werten in Tabelle  5.6 
zeigt die deutliche Reduktion der erforderlichen Zyklen bei der Coprozessor-basierten Berechnung 
von Fließkommaoperationen. 
Tabelle  5.6: Unterstütze Funktionen und maximal erforderliche Zyklen des CORDIC-Coprozessors 
Operation Koord. Modus Nit 
sin(x), cos(x) Zirkular Rotation 53+n 
arcsin(x) Zirkular Vektor 103 
arctan(x) Zirkular Vektor 52 
arctan2(x,y) Zirkular Vektor 52(+1) 
x·y, x+y - - 1 
x/y Linear Vektor 52 
ln(x) Hyperbolisch Vektor 65 
sqrt(x) Hyperbolisch Vektor 55 
 
Ein Flussdiagramm des CORDIC-Coprozessors ist in Abbildung  5.10 gezeigt. Zunächst erfolgen 
eine funktionsspezifische Initialisierung der Register und eine Vorverarbeitung der Datenpfadein-
gänge. Die Vorverarbeitung stellt sicher, dass der Algorithmus konvergiert und führt hierzu, falls 
erforderlich, eine initiale Rotation durch. Nachfolgend werden die CORDIC-Gleichungen [92] für 
x, y und z iterativ berechnet. Ein Konvergenztest bestimmt, ob die gesuchte Lösung gefunden wurde 
und bricht gegebenenfalls die Iteration ab.  
Die Anzahl der Iterationen Nit, die für die Berechnung des Ergebnisses erforderlich sind, hängt da-
her von der ausgewählten Funktion sowie von den Eingangswerten ab. Die iterative Berechnung 
kann zusätzlich, abhängig von der Anzahl der durchgeführten Zyklen, abgebrochen werden. Das 
Ergebnis aus den iterativen CORDIC-Gleichungen wird im Anschluss, je nach berechneter Funkti-
on, nachverarbeitet und ausgegeben.  
Die Kostenanalyse des Coprozessors erfolgt auf Basis einer 90 nm CMOS-Standardzellenimple-
mentierung für verschiedene Funktionsumfänge und eine parallele Implementierung der 
CORDIC-Gleichungen. Um die nachfolgende Entwurfsraumuntersuchung zu unterstützen, sind die 
Funktionen des Coprozessors zu Versionen zusammengefasst. 
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Abbildung  5.10: Flussdiagramm für den verwendeten CORDIC-Algorithmus 
Die Gruppierung der Funktionen ergibt sich aus Implementierungsdetails des 
CORDIC-Algorithmus. So wird bei einer CORDIC-basierten Berechnung des Sinus automatisch 
der Kosinus mit erzeugt. Die Fließkommaaddition ist zudem erforderlich, um die 
CORDIC-Gleichungen zu berechnen, und daher implizit vorhanden. Die erste Version (v1) unter-
stützt daher Sinus, Kosinus und Addition und stellt die elementare Implementierung des 
CORDIC-Algorithmus dar.  
Tabelle  5.7: Unterstützte Coprozessor-Funktionen und benötigte Siliziumfläche 
Version Funktionen Fläche in mm² 
v1 sin, cos, add 0,059 
v2 v1 + [arctan, arctan2] 0,063  
v3 v2 + [arcsin, div] 0,072  
v4 v3 + [mul] 0,120  
v5 v4 + [sqrt] 0,140  
Für die Berechnung des Arcustangens mit einem oder zwei Argumenten ist im Unterschied zu der 
ersten Version nur eine Auswertung des z Registers und eine veränderte Vor- und Nachverarbeitung 
erforderlich. Der erforderliche Flächenbedarf der untersuchten Versionen (v1..v5) ist in Tabelle  5.7 
gezeigt. Die maximal und minimal benötigte Fläche für die untersuchten Coprozessor-Versionen 
unterscheiden sich nach den Ergebnissen in Tabelle  5.7 um einen Faktor 2,3. Eine von der Anwen-
dungsseite mögliche Reduktion des Funktionsumfangs hat daher das Potential auch die erforderli-
che Fläche des Gesamtsystems aus Prozessor und Coprozessor deutlich zu reduzieren. Für effizien-
tes Gesamtsystem werden Funktionen, welche häufig vom Algorithmus verwendet werden, auf den 
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Coprozessor ausgelagert, während wenig genutzte Funktionen auf dem ASIP in Software emuliert 
werden.  
Die konkrete Abbildung, d.h. welche Funktion in Software emuliert und welche Funktion auf den 
Coprozessor ausgelagert wird, bestimmt sich anhand der Anwendung, der Verlustleistung von ASIP 
und Coprozessor und eines detaillierten Profilings. In diesem Kapitel wird für die GPS-Positions-
schätzung eine effiziente Implementierung gesucht. 
5.7.2 Kopplung von ASIP und Coprozessor 
Ein Vorteil des ASIP-Ansatzes im Vergleich zu Standardprozessoren ist die flexible Kopplung von 
Coprozessor und ASIP [94]. Zur Kopplung wurde die Schnittstelle des ASIPs um die erforderlichen 
Steuersignale des Coprozessors erweitert. Zusätzlich wurden vier 32-Bit breite Datenausgänge und 
zwei 32-Bit breite Dateneingänge eingefügt. Die Verwendung von Ein- und Ausgängen mit einer 
Bit-Breite von mehr als 32-Bit ist in der verwendeten Entwicklungsumgebung nicht möglich. Ein 
Zusammenführen der Ausgänge des ASIPs, bzw. ein Aufteilen der Ergebnisse der CP-Berechnung 
erfolgt daher durch externe Logik.  
Zur Unterstützung der Coprozessor-Instruktionen wurde der Instruktionssatz wie in Abbildung  5.11 
erweitert. In der Decode-Stufe wurden drei zusätzliche Funktionen eingeführt. Für den Coprozes-
sor-Zugriff wurden jeweils ein Zweig für das Ausführen einer Funktion mit einem Operanden 
(arg1_func) und ein Zweig für das Ausführen einer Funktion mit zwei Operanden (arg12_func) 
eingefügt. Diese Funktionen aktivieren in der Execute-Stufe das Schreiben des Enable-Signals 
(wren), die Auswahl der Funktion (wr_mode) und das Schreiben der Argumente (wr_arg1 bzw. 
wr_arg12). Diese Befehle der Execute-Stufe modifizieren direkt die Ausgangsleitungen des Pro-
zessors (siehe Abbildung  5.11). Als weiterer Instruktionszweig wurde in der Decode- und Execut-
e-Stufe ein Zweig für das Lesen der Coprozessor-Ergebnisse eingefügt (get_res_dc und 
get_res_ex). Diese Instruktion übernimmt die Daten in der Execute-Stufe direkt von den Eingän-
gen.  
Die Prozessorbeschreibung wurde zur Realisierung der Kopplung um eine Deaktivierung der Pipe-
line erweitert. Hierzu wurde auf der obersten Hierarchieebene der Prozessorbeschreibung (in der 
main-Funktion) das externe Signal proc_sleep eingefügt. Wird dieses Signal gesetzt, erfolgt kein 
weiteres Laden, Dekodieren der Befehle und kein Schieben der Pipeline bis der Coprozessor die ak-
tuelle Berechnung beendet und den ASIP reaktiviert hat. Das Einlesen der vom Coprozessor be-
rechneten Ergebnisse erfolgt mit dem Befehl get_res_ex in der Pipelinestufe MEM. Der Befehl 
übernimmt das extern angelegte obere und untere 32-Bit-Datenwort und speichert den Inhalt in den 
zwei angegebenen Registern.  
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Abbildung  5.11: Erweiterung des ASIP-Instruktionsbaums 
Das Timing-Diagramm eines Zugriffs auf den Coprozessor ist in Abbildung  5.12 gezeigt. Der 
Modus, die Argumente der zu berechnenden Funktion und das Aktivierungssignal (clk_en) werden 
vom ASIP gesetzt. Der Coprozessor wird daraufhin aktiviert und beginnt mit der iterativen 
Berechnung der Funktion. 
 
Abbildung  5.12: Timing Diagramm eines Coprozessor Zugriffs 
Nach der Übernahme der Steuer- und Datensignale deaktiviert der Coprozessor den ASIP. Nach 
Abschluss der Berechnung reaktiviert der Coprozessor den ASIP und übergibt die berechneten 
Ergebnisse. Abschließend erfolgt eine Deaktivierung des Coprozessors. Die Softwareunterstützung 
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der Coprozessor-Funktionen erfolgt durch das Einbinden einer neuen Bibliothek. In dieser 
Bibliothek sind die vom Coprozessor unterstützen Funktionen durch Assembler-Inline-Funktionen 
unter der Verwendung der neu in den ASIP integrierten Coprozessor-Instruktionen implementiert. 
Die Verwendung von Inline-Instruktionen übernimmt dabei für den Software-Entwickler die 
Aufgabe der Bereitstellung der notwendigen Variablen für die Inline-Assembler-Funktion und die 
Rückgabe der Ergebnisse. Für die Verwendung des Coprozessors sind daher keine Anpassungen 
des Quellcodes erforderlich. Bei der Verwendung eines Sinus wird statt der Implementierung in der 
CoSy-Bibliothek die Coprozessor-Realisierung ausgewählt. Die Generierung des Coprozessors und 
der Software-Bibliotheken wird durch eine gemeinsame Definitionsdatei unterstützt, in der die 
Funktionen, die auf den Coprozessor ausgelagert werden, zusammengefasst sind. 
5.7.3 Ergebnisse der Kosten-Nutzen-Analyse 
Abbildung  5.13 zeigt die benötigten Prozessorzyklen für die Positionsschätzung in Abhängigkeit 
vom verwendeten Coprozessor (v1..v5). Zusätzlich zu den oben beschriebenen Coprozes-
sor-Versionen erfolgte zu Vergleichszwecken eine Bestimmung der erforderlichen Zyklen für einen 
Coprozessor, welcher Fließkommamultiplikation und -addition unterstützt (muladd). Die Version 
muladddiv unterstützt zudem noch eine Fließkommadivision. Ausgangspunkt für die Optimierun-
gen ist der GNSS-ASIP aus dem vorherigen Unterkapitel.  
Durch die Verwendung des Coprozessors werden die benötigten Zyklen, wie erwartet, reduziert. 
Die maximal mit dem Coprozessor v5 erreichbare Reduktion beträgt ca. eine halbe Größenordnung. 
Eine wichtige Aussage der Untersuchungen ist, dass die Verwendung eines reinen Fließkomma-
Coprozessors (mulladd) oder (muladddiv) eine deutlich geringere Zyklenreduktion erreicht als 
der verwendete CORDIC-Coprozessor. Diese beiden Coprozessoren werden daher nicht weiter be-
trachtet. 
 
Abbildung  5.13: Vergleich der Zyklen für verschiedene ASIP/Coprozessor-Konfigurationen 
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Da die beschriebene Reduktion der erforderlichen Zyklen und die Erweiterung des Coprozessors ei-
nen erhöhten Flächen- und Verlustleistungsbedarf zur Folge haben, sollen im Folgenden die anfal-
lenden Kosten, d.h. Fläche und die Energie pro Positionsschätzung für die betrachteten Coprozesso-
ren analysiert werden.  
Das Hinzufügen der oben beschriebenen Coprozessor-Schnittstelle und das Erweitern der Pipeline 
(siehe Abbildung  5.11) führen zu einer Vergrößerung der Fläche des ASIPs, wie in Tabelle  5.8 ge-
zeigt ist. 
Tabelle  5.8: Flächen und Verlustleistungswerte für den ASIP mit und ohne Coprozessor-Interface 
 Fläche in mm² Verlustleistung bei 20 MHz in mW  
GNSS-ASIP 0,079 0,56 
+ Coprozessor Schnittstelle 0,10 0,73 
Mit den Flächen- und Verlustleistungswerten für die verschiedenen Coprozessor-Versionen aus Ka-
pitel  5.7.1 kann im Folgenden für den verwendeten GPS-Empfänger-Algorithmus die effizienteste 
Implementierung im Sinne der AE-Komplexität gesucht werden.  
Abbildung  5.14 zeigt einen Vergleich der AE-Komplexität bei der Berechnung der PVT auf dem 
GNSS-ASIP und den vorgestellten ASIP-Coprozessor Versionen. Bezüglich der AE-Komplexität 
liefert der ASIP mit angekoppeltem, vollständig ausgebautem Coprozessor (v5), keinen Effizienz-
vorteil verglichen mit dem GNSS-ASIP. Vorteilhaft ist lediglich die höhere Rechenleistung.  
 
Abbildung  5.14: AE-Kosten beim Empfang von 7 Satelliten 
5.7.4 Optimierungen und erweiterte Untersuchungen 
Reduktion der Mantissenbreite 
Um die Flächen- und Energieeffizienz weiter zu erhöhen, erlaubt der Coprozessor eine Anpassung 
des verwendeten Fließkommaformates. Ausgehend von einer IEEE 754 Arithmetik ist eine flexible 
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Einstellung der Mantissenbreite möglich. Um die Auswirkung der Mantissenbreite auf die Genau-
igkeit der Positionsschätzung zu untersuchen, wurden Monte-Carlo-Simulationen der Positions-
schätzung an einem synthetisch erzeugten Szenario durchgeführt. Für jedes der Szenarien wurden 
vier Satelliten zufällig verteilt, um von der Konstellation und damit vom DOP-Wert unabhängig zu 
werden. Im Anschluss wurde die Position mit einem Least-Squares-Algorithmus für verschiedene 
Mantissenbreiten berechnet. 
 
Abbildung  5.15: Wahrscheinlichkeit eine vorgegebene Genauigkeit abhängig von der  
Mantissenbreite zu erreichen 
Abbildung  5.15 zeigt die Wahrscheinlichkeit, dass durch die Verwendung einer reduzierten Mantis-
senbreite ein zusätzlicher Positionsfehler von 1, 2 oder 5 m eingeführt wird. Die Abbildung zeigt, 
dass für eine Mantissenbreite von 28-Bit, mit einer Wahrscheinlichkeit von über 95 % (CEP95 
[95]), sichergestellt werden kann, dass der durch den Coprozessor zusätzlich eingeführte Fehler 
kleiner als 1 m ist. Damit ist dieser Fehlerbeitrag kleiner als die Beiträge durch das Empfängerrau-
schen und die Mehrwegeausbreitung.  
Wird nach dieser Untersuchung die Mantissenbreite des Coprozessors angepasst, können die in Ta-
belle  5.7 gezeigten Flächenwerte um 30 % reduziert werden. 
Optimierung des Coprozessor-Zugriffs 
Der Zugriff auf den CORDIC-Coprozessor findet für den ASIP über Inline-Assembly Instruktionen 
[96] statt. Diese Instruktionen werden vom Compiler-Generator unterstützt und lassen sich leicht in 
den bestehenden C-Code integrieren, ohne Modifikationen an der Compiler-Beschreibung durchzu-
führen. Eine genauere Betrachtung des Assembler-Codes, welcher bei der Verwendung des be-
schriebenen Ansatzes erzeugt wird, zeigt jedoch, dass durch eine Optimierung des Coprozes-
sor-Zugriffs die Zyklenzahl weiter reduziert werden kann.  
Bei der Verwendung von Inline-Assembly Funktionen werden zunächst die Inhalte der GP-Register 
auf dem Stack gesichert. Da die in der Inline Funktion durch den Coprozessor-Zugriff veränderten 
Register a priori bekannt sind, ist dieser Schritt bei der Coprozessor-Kopplung nicht notwendig und 
entfällt in der optimierten Version. Zudem wurden unnötige Registertransfers vermieden. Durch 
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diese Optimierungen ist eine weitere Reduktion der Zyklen der ASIP-Coprozessor-Architektur für 
die Verarbeitung der Positionsschätzung möglich. Die Auswirkungen dieser Zyklenreduktion auf 
die AE-Kosten ist in Abbildung  5.16 dargestellt. Die Quadrate kennzeichnen Implementierungen 
auf einem Prozessor wohingegen die übrigen Symbole für ASIP-Coprozessor-Architekturen genutzt 
werden. 
 
Abbildung  5.16: AE-Kostenvergleich der betrachteten Prozessoren, Coprozessor mit reduzierter 
28-Bit Mantissenbreite (cp_opt) und optimierter Ansteuerung (asm_if)  
Insgesamt reduzieren sich die AE-Kosten durch die beschriebenen Optimierungen auf 55 % des 
GNSS-ASIPs. 
5.8 Zusammenfassung und Bewertung 
Diese Kapitel beschreibt die Verwendung eines anwendungsspezifischen Prozessors als zentrale 
Recheneinheit in GPS-Empfängern. Ziel der Verwendung des ASIPs ist die Reduktion der Energie 
pro Positionsbestimmung unter Berücksichtigung der erforderlichen Siliziumfläche der zentralen 
Recheneinheit. Die beschriebenen Optimierungen auf Hardware- und Software-Ebene reduzieren 
die AE-Kosten für die PVT-Berechnung, verglichen mit kommerziellen Prozessoren, um mehr als 
40 %. 
Eine weitere Optimierungsstrategie, die in dieser Arbeit untersucht wurde, basiert auf einem an-
wendungsspezifischen Coprozessor, welcher an den optimierten GNSS-ASIP gekoppelt wird. Die 
Ergebnisse zeigen, dass eine Verwendung von Coprozessoren, welche Multiplikation, Addition und 
Division unterstützen, nicht die gewünschte Reduktion der AE-Kosten zur Folge hat. Grund dafür 
ist die große Anzahl an trigonometrischen Operationen, welche im Rahmen der PVT-Berechnung 
benötigt werden. Zur weiteren Optimierung wurde daher ein CORDIC-basierter Coprozessor, wel-
cher eine flexible Mantissenbreite des Fließkommaformats unterstützt, an den ASIP gekoppelt. Die 
AE-Kosten konnten, verglichen mit dem optimierten GNSS-ASIP, um weitere 45 % gesenkt wer-
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den. Der vorgestellte GNSS-ASIP ist damit eine vielversprechende Lösung für energiekritische 
Empfängerimplementierungen. Nachteil dieser Version ist die vergrößerte benötigte Fläche (ca. 
Faktor 3). 
Für nicht flächenkritische Anwendungen erreicht diese Architektur eine Steigerung der Rechenleis-
tung um einen Faktor 7-8, verglichen mit dem optimierten GNSS-ASIP. Damit ist sie eine interes-
sante Plattform für die nächste Generation von Satellitennavigationsempfängern, welche z.B. zu-
sätzlich die Daten von Beschleunigungs- und Drehratensensoren verarbeiten müssen. 
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6 Erweiterung des Standardempfängers 
Dieses Kapitel beschreibt Erweiterungen der in den vorherigen Kapiteln entwickelten Stan-
dard-GPS-Empfängerarchitektur. 
Das erste Unterkapitel erweitert den bisher beschriebenen GPS-Empfänger zu einem 
GNSS-Empfänger. Für GPS, Galileo und GLONASS wird, ausgehend von einer parametrisierbaren 
Beschreibung des Satellitensignals, die konkrete Signalstruktur des jeweiligen Systems eingeführt. 
Die zum Empfang notwendigen Erweiterungen der Empfänger-Hardware bzw. Software werden 
vorgestellt. Die Verbesserung der Verfügbarkeit und Genauigkeit eines GNSS-Empfängers vergli-
chen mit einem konventionellen GPS-Empfängers werden abgeschätzt. 
Die Flexibilität eines GNSS-Empfängers kann erhöht werden, wenn die Korrelation nicht durch de-
dizierte Hardware (siehe Kapitel  3) berechnet wird, sondern eine Berechnung vollständig in Soft-
ware erfolgt [97, 98]. Die Software-basierte Berechnung der Korrelation in Echtzeit erfordert auf 
einem Standardprozessor eine sehr hohe Rechenleistung. Das zweite Unterkapitel beschreibt einen 
anwendungsspezifischen Prozessor (ASIP), der die Korrelation in einem vollständig Soft-
ware-basierten GNSS-Empfänger (GNSS-SDR) berechnet. Um die Realzeitverarbeitung der Ein-
gangsdaten bei einer minimaler Taktfrequenz des Prozessors zu ermöglichen, nutzt der entwickelte 
ASIP eine, auf eingeführten Spezialinstruktionen basierende, parallele Verarbeitung der Eingangs-
daten. 
6.1 Erweiterung zu einem GNSS-Empfänger 
Dieses Unterkapitel beschreit die Optimierung des bestehenden GPS-Empfängers bezüglich der 
Navigationsperformance. Hierzu wird der Empfänger zu einem GNSS-Empfänger erweitert.  
6.1.1 Parametrisierbares Satellitennavigationssignal 
Im Zeitbereich kann das gesendete GNSS-Signal für die in dieser Arbeit betrachteten Systeme (aus-
gehend von ( 2.7)) als Kombination unterschiedlicher Signalkomponenten dargestellt werden. Die 
hier vorliegende Beschreibung wurde im Vergleich zu ( 2.7) für die Satellitennavigationssysteme der 
nächsten Generation um einen Unterträger S(t) erweitert. Die hier verwendete Signalbeschreibung 
orientiert sich dabei an der Beschreibung aus [6] und [99] 
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Dabei beschreibt D(t) die Navigationsdaten, welche bei einigen Systemen codiert übertragen wer-
den. CA(t) bezeichnet den zur Spreizung des Signals genutzten PRN-Code mit einer Code-Rate fCA, 
S(t) den für Binary Offset Carrier (BOC) Signale erforderlichen Unterträger mit einer Frequenz fs, 
Csat die Leistung des Signals, fc die Trägerfrequenz des entsprechenden Satellitensystems und φsat 
die Phase des Trägersignals [99]. 
Die für ein Satellitensystem verwendete Modulationsform wird durch CA(t) und S(t) bestimmt und 
beeinflusst das Basisbandsignal und damit die Form der spektralen Darstellung. In dieser Arbeit 
werden die bei GPS, GLONASS und Galileo verwendeten Modulationsarten BPSK-, BOC- und 
MBOC-Modulation berücksichtigt. Die Generierung des generischen Satellitensignals ist in Abbil-
dung  6.1 gezeigt, wobei zu beachten ist, dass alle verwendeten Frequenzen aus einer zentralen Fre-
quenzquelle erzeugt werden und damit synchronisiert sind.  
In der Darstellung werden für ein BPSK-Signal z.B. die Parameter 021 == ww  gesetzt. Für ein 
BOC-Signal ist 01 ≠w und 02 =w . Bei der Erzeugung eines MBOC-Signals sind w1 und w2 un-
gleich 0. Die Zuordnung der Modulationsform zu dem jeweiligen GNSS erfolgt in den nachfolgen-
den Abschnitten. 
 
Abbildung  6.1: Erzeugung des generischen GNSS-Signals 
Das Leistungsdichtespektrum ergibt sich für ein BPSK- bzw. ein BOC-Basisbandsignal mit der in 
[99] vorgeschlagenen Notation BOC(fs, fCA) als 
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Der für GPS und GLONASS relevante Fall der BPSK-Modulation ist in dieser Beschreibung für 
n = 1 enthalten. Das Spektrum für die MBOC-Modulation ergibt sich als Addition der beiden ge-
wichteten Teilspektren. Eine Darstellung der für diese Arbeit relevanten GNSS-Spektren ist in Ab-
bildung  6.3 gezeigt. 
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6.1.2 GLONASS 
Das russische System GLONASS ist seit 1996 nutzbar. Dennoch wurde es in den vergangenen Jah-
ren wenig beachtet, da die Anzahl der aktiven Satelliten wegen der geringen Lebensdauer und aus 
finanziellen Gründen sehr gering war und meist für eine Positionsbestimmung nicht ausreichte. Bei 
GLONASS werden aktuell zwei Frequenzen im L1- und L2-Band genutzt, wobei sich diese Arbeit 
auf die Signale im L1-Band (im Bereich 1598,0625 MHz bis 1609,3125 MHz) beschränkt. Zur Un-
terscheidung der GLONASS-Frequenzen von den GPS- und Galileo-Frequenzen wird für die Bän-
der generell die Bezeichnung G1 und G2 gewählt.  
Wie GPS ist GLONASS ein militärisches System, welches auf der G1-Frequenz ein freies Signal 
mit einem öffentlich zugänglichen PRN-Code sendet. Der markanteste Unterschied zwischen GPS 
und GLONASS ist das veränderte Zugriffsverfahren. Bei GLONASS wird im Gegensatz zu GPS 
ein FDMA-Ansatz verwendet. Der aufgeprägte PRN-Code mit einer Länge von 511 Chips und einer 
Chip-Frequenz von 0,511 MHz wird daher nur zur Bestimmung der Entfernung und nicht zur Tren-
nung der Satelliten genutzt. Jeder Satellit sendet den gleichen PRN-Code CA(t) auf einer satelliten-
abhängigen Trägerfrequenz fc = fG1,k, wodurch eine geringere Störanfälligkeit gegen schmalbandige 
Störer im Gegensatz zu GPS erreicht wird. Ein Unterträger wird nicht verwendet (w1 = w2 = 0), 
.6..7mit MHz 56250MHz1602G1, −=⋅+= k,kf k  ( 6.4) 
Ein weiterer Unterschied zum amerikanischen GPS und zum europäischen Galileo ist die Übertra-
gung und der Inhalt der Navigationsdaten D(t). GLONASS-Satelliten übertragen – mit Ausnahme 
des Zeitstempels – die Navigationsdaten in einer relativen Codierung und zudem zusätzlich ver-
knüpft mit einer 100 Hz Mäander-Sequenz. 
Im Gegensatz zu GPS beinhalten die Navigationsdaten keine Bahndaten der Satelliten, sondern Ort, 
Geschwindigkeit und Beschleunigung des jeweiligen Satelliten zu einem definierten Zeitpunkt. Ne-
ben diesen Unterschieden wird eine eigene Zeitreferenz verwendet. Diese Differenz kann laut 
GLONASS-ICD [100] entweder durch Hinzunahme einer weiteren Entfernungs- bzw. Zeitmessung 
zu einem GPS-Satelliten oder mit dem in den GLONASS-Navigationsdaten übertragenen Zeitunter-
schied GPSτ  aufgelöst werden. Im erstgenannten Fall ist somit eine gemischte Konstellation mit 
mindestens fünf Satelliten erforderlich im Gegensatz zu einer Ein-System-Konstellation, bei der 
vier Satelliten in Reichweite des Empfängers genügen würden. 
6.1.3 Galileo 
Galileo ist das erste zivile globale Satellitennavigationssystem. Das Projekt wird zusammen von der 
Europäischen Union und der Europäischen Weltraumbehörde (ESA) durchgeführt. Im Gegensatz zu 
GPS und GLONASS wird Galileo neben einem offenen Dienst (OS) einen Dienst für Polizei und 
weitere hoheitliche Einrichtungen (PRS) und einen kommerziellen Dienst (CS) anbieten. Der kom-
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merzielle Dienst ist ein Versuch, vom Nutzer Gebühren für einen Navigationsdienst einzunehmen. 
Der Nutzer soll dafür beispielsweise eine garantierte Verfügbarkeit und Genauigkeit erhalten. 
Der erste Testsatellit GIOVE-A wurde Ende 2005 in der Umlaufbahn installiert und übertrug im 
Frühjahr 2007 die ersten Navigationssignale. GIOVE-B sendete nach seinem Start im April 2008 im 
Mai die ersten Navigationssignale [101]. Beide Satelliten sind eine wichtige Grundlage für eine ers-
te Konstellation mit 14 Satelliten, die nach aktuellen Plänen 2014 ihren Betrieb aufnehmen soll.  
Für den offenen Dienst verwendet Galileo unter anderem das so genannte E1-Band, welches eine 
mit dem GPS-L1-Band identische Mittenfrequenz besitzt und im Folgenden ausschließlich betrach-
tet werden soll fc = fE1 = fL1. Das Kürzel E wird hier zur Unterscheidung vom GPS-L1-Band be-
nutzt. Zur Trennung und zur Erzeugung minimaler Interferenz zwischen den Systemen verwendet 
Galileo eine Erweiterung der BOC-Modulation, bei der ein Unterträger S(t) auf den PRN-Code mo-
duliert wird. Vorrangiges Ziel dieser neuartigen Modulationsform [99] und deren Erweiterungen 
[102, 103] ist eine möglichst geringe Störung der bestehenden GNSSs durch die neuen Gali-
leo-Signale und eine verbesserte Genauigkeit. Galileo verwendet für das OS-Signal im E1-Band ei-
ne CBOC-Modulation auf Basis einer BOC(1,1)-Modulation. Bei dieser Modulationsform wird ein 
Anteil der Energie des Gesamtsignals in einem BOC(6,1)-Signal übertragen. Die Notation für das 
Gesamtsignal BOC(6, 1, 1/11) bedeutet, dass dieses Signal aus der Addition von BOC(1,1) und 
BOC(6,1) besteht und dass die Energie des BOC(6,1)-Signals β = 1/11 der Gesamtenergie beträgt. 
Die Erzeugung des CBOC-Signals ist in Abbildung  6.2 dargestellt.  
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Abbildung  6.2: Erzeugung des Galileo CBOC-Signals 
Galileo überträgt zusätzlich einen so genannten Pilot-Code, welcher nicht durch ein Datensignal 
moduliert wird und daher eine Verlängerung der Integrationszeiten ermöglicht (unterer Zweig in 
Abbildung  6.2). Der Pilot-Code wird als so genannter Tired-Code übertragen [104]. Hierbei wird 
die Polarität einer vollständigen CA-Code Periode durch die Wertigkeit eines weiteren Codes be-
stimmt. Der für den Galileo OS im E1-Band verwendete PRN-Code wird im Gegensatz zu GPS und 
GLONASS nicht mit einem Schieberegister erzeugt. Die verwendeten Codes wurden auf eine mög-
lichst geringe Interferenz mit den bestehenden Systemen optimiert [1] und müssen im Empfänger 
aus einem Speicher gelesen werden. 
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Für den Empfang der Navigationsdaten des offenen Dienstes im E1-Band müssen Nachrichten des 
Typs I/NAV verarbeitet werden. Diese Daten werden mit einer Rate von 250 Hz übertragen. Die 
Daten-Bits werden zusätzlich mit einem Faltungscodierer der Rate 1/2 quellencodiert und können 
im Empfänger mit einem Viterbi-Decoder dekodiert werden. 
Galileo verwendet wie auch GLONASS eine eigene Zeitreferenz (Galileo System Time; GST). Die 
Auflösung der Zeitdifferenz erfolgt mit den Parametern der Gruppe GST-GPS aus den Gali-
leo-Navigationsdaten oder auf Basis einer zusätzlichen Messung. 
6.1.4 COMPASS 
Im Gegensatz zu den bisher beschriebenen Systemen soll das chinesische System COMPASS oder 
BEIDOU-2 aus 30 Medium Earth Orbit (MEO) Satelliten und aus zusätzlich fünf Satelliten in ei-
nem geosynchronen Orbit (GSO) bestehen [105]. COMPASS wird einen offenen und einen autori-
sierten Dienst anbieten. Die Frequenzbänder werden grundsätzlich mit B abgekürzt. Für einen 
GNSS-Empfänger ist vor allem das B1-BOC interessant, welches auf der gleichen Mittenfrequenz 
wie GPS und Galileo übertragen wird (fc = fB1) und zudem ein mit Galileo identisches Modulations-
verfahren verwendet.  
Zum Zeitpunkt dieser Arbeit sind zwei Satelliten des Systems bereits im Orbit. Der erste 
MEO-Satellit wurde am 14. April 2007 gestartet. Eine erste Messung und eine Entschlüsselung des 
PRN-Codes wurden in [106] vorgestellt. Die Messungen zeigen die frei verfügbaren Signale in den 
Bändern B1-B3. Am 14. April 2009 wurde ein zusätzlicher geostationärer Satellit in den Orbit ge-
bracht. 
Zum Zeitpunkt dieser Arbeit ist für das chinesische COMPASS noch keine System- oder Signalbe-
schreibung verfügbar. 
6.1.5 Vergleich der GNSS-Spektren 
In Abbildung  6.3 sind die Spektren der vier im L1-Band vorhandenen GNSS-Signale dargestellt. 
Die Signalleistung wurde für diese Darstellung bei allen Systemen auf 1 W normiert. In der Abbil-
dung ist der Unterschied zwischen dem FDMA-Zugriffsverfahren von GLONASS im Gegensatz zu 
dem CDMA-Verfahren von GPS, Galileo und COMPASS klar zu erkennen. Jeder der 
FDMA-Kanäle hat dabei eine Bandbreite der Hauptkeule von ungefähr 1 MHz im Gegensatz zu 
2 MHz bei GPS und 4 MHz bei Galileo und COMPASS. 
Ebenfalls zu erkennen ist die BOC(1,1)-Modulation des Galileo Signals, welche in zwei Maxima 
rechts und links der GPS-BPSK-Hauptkeule resultiert. Für COMPASS sind die beiden Signale B1 
und B1-2 dargestellt. Das Signal B1-BOC ist in der spektralen Darstellung mit dem Galileo Signal 
identisch. Eine detaillierte Auflistung der Daten der vorgestellten Satellitensysteme folgt im An-
hang. 
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Abbildung  6.3: Darstellung der GNSS-Spektren jeweils normiert auf 1 W (Stand 2010) 
6.1.6 GNSS-Empfänger 
Dieser Abschnitt beschreibt zusammengefasst die für den Empfang und die Positionsschätzung er-
forderlichen Modifikationen an dem in Kapitel  2 bis Kapitel  5 beschriebenen Empfänger. 
Antenne und Frontend 
Für die Erweiterung auf einen GNSS-Empfänger müssen die in Kapitel  2.4 beschriebene Antenne 
und das analoge Frontend über eine ausreichende Bandbreite zum Empfang der Daten verfügen. 
Entsprechend Abbildung  6.3 ist für den kombinierten Empfang von GPS und Galileo die doppelte 
Bandbreite eines Standard GPS-Empfängers erforderlich. Weitere Modifikationen am Frontend sind 
wegen der identischen Mittenfrequenz nicht erforderlich. Für den Empfang von 
GLONASS-Signalen erhöht sich der Aufwand zum einen durch die unterschiedlichen Mittenfre-
quenzen (fG1,k ≠ fL1, fE1) und zum anderen durch das verwendete Zugriffverfahren (FDMA)1. Wie in 
Abbildung  6.3 zu erkennen, verwendet GLONASS einen 15 MHz breiten Frequenzbereich bei 
1,602 GHz, in dem für jeden Satelliten ein Kanal vorgesehen ist (siehe Abbildung  6.3). Für den 
Hardware-effizienten kombinierten Empfang von GPS, Galileo und GLONASS-Satelliten existie-
ren für die Realisierung des Frontends verschiedene Ansätze [35, 43, 107].  
In der kommerziellen Lösung [107] verdoppelt sich der Hardware-Aufwand durch die Verwendung 
von zwei diskreten Frontend-ICs, welche die Signale von GPS und Galileo sowie GLONASS ge-
                                                 
1
 Der Vorteil dieses Ansatzes ist die Störsicherheit gegenüber schmalbandigen Störern. Außerdem werden die 
GLONASS-Frequenzkanäle nicht durch andere Systeme überlagert, so dass keine Inter-System-Interferenz auftritt.  
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trennt verarbeiten. Vorteilhaft bei dieser Implementierung ist die reduzierte Sampling-Frequenz für 
jedes Frontend.  
In einem weiteren Ansatz [43] werden die Signale von GPS und GLONASS gemeinsam auf eine 
Zwischenfrequenz gemischt. Nach dieser ersten Mischerstufe hat das GPS-Signal eine Zwischen-
frequenz von fZF = 4,096 MHz. Das GPS-Signal wird im Anschluss auf der Zwischenfrequenz gefil-
tert, verstärkt und einem Analog-Digital-Wandler (fs = 24,552 MHz) zugeführt. Für GLONASS er-
folgen eine weitere komplexwertige Mischung mit anschließender Filterung und 
Analog-Digital-Wandlung. 
Der in dieser Arbeit verwendete Ansatz erlaubt den Empfang von GPS- und GLONASS-Signalen 
mit nur einem Frontend bei einer Sampling-Frequenz von ca. 20 MHz. Im Folgenden wird der 
Mischervorgang schematisch gezeigt, welcher bei geringem Mehraufwand sowohl den Empfang 
des GPS-Signals als auch des zukünftigen europäischen Satellitennavigationssystems Galileo und 
des russischen Systems GLONASS mit einer Sampling-Frequenz von unter 20 MHz erlaubt.  
Die Grundidee basiert auf einem Einseitenband-Mischer (Image Rejection Mischer) [108, 109] mit 
einer ersten Mischfrequenz von fLO = 1,589 MHz. Der Vorteil der beschriebenen Methode liegt da-
rin, dass nur zwei ADCs mit einer Sampling-Frequenz fs = 80 MHz benötigt werden und dass der 
zweite Mischvorgang durch eine einfache digitale Schaltung erfolgen kann. Zudem erhöht der An-
satz während des Entwicklungsstadiums durch die Implementierung des fs/4-Mischers z.B. auf einer 
FPGA-Plattform die Flexibilität der Architektur (siehe Abbildung  6.4). Am Ausgang des 
fs/4-Mischers liegen GPS und Galileo auf dem Differenzsignal und GLONASS auf dem Summen-
signal und können digital in den Korrelatorkanälen weiterverarbeitet werden. 
 
Abbildung  6.4: Schematische Darstellung des General GNSS-RX-Frontend 
Korrelatorkanal 
Die Erweiterung des Korrelatorkanals zur Verarbeitung von GLONASS-Signalen beschränkt sich 
auf die Verwendung eines anderen Code-Generators, der dann für alle Satelliten identisch ist. Die 
Trennung der Satelliten durch FDMA wird durch unterschiedliche Inkrementwerte des Trä-
ger-DCOs berücksichtigt. Die Integrationszeit darf wegen der erwähnten Mäander-Sequenz auf den 
Navigationsdaten nur maximal 10 ms betragen. 
Da Galileo eine speicherbasierte Code-Erzeugung vorsieht [104], wird statt des Schieberegis-
ter-basierten Code-Generators ein 4-kBit großer lokaler Speicher und ein entsprechender Adress-
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zähler in jedem Galileo-Kanal vorgesehen (siehe Abbildung  6.5). Bei einer Beschränkung auf das 
BOC(1,1)-Signal kann der vorhandene Unterträger durch verschiedene Methoden entfernt werden 
[26, 99, 110]. Eine hardware-effiziente Implementierung nutzt das höchstwertige Bit des 
Code-DCOs als Unterträger.  
Für den in dieser Arbeit verwendeten Tracking-Ansatz [50] ist eine Erweiterung des Korrelatorka-
nals um zwei Integrationsregister (Very Late (VL), Very Early (VE)) im Inphasen- und Quadra-
tur-Pfad notwendig (siehe Abbildung  6.5), um die Synchronisation auf ein Nebenmaximum der Ga-
lileo-Autokorrelationsfunktion zu verhindern. Das Kostenmodell wird wie in Kapitel   3.2 
beschrieben entsprechend angepasst.  
 
Abbildung  6.5: Schematische Darstellung des GNSS-Korrelatorkanals  
(Änderungen gegenüber GPS-Korrelatorkanal in grau) 
Positionsschätzung 
Die kombinierte Positionsschätzung von GPS, Galileo und GLONASS basiert auf den gemessenen 
Pseudoranges zum jeweiligen Satelliten, welche auf Basis der Informationen in den Navigationsda-
ten korrigiert werden. Zusätzlich wird die Position des Satelliten zum Sendezeitpunkt benötigt (Ka-
pitel  4). Die Satellitenpositionsberechnung unterscheidet sich für die drei Satellitensysteme. Wäh-
rend GPS und Galileo die Satellitenposition auf Basis der Ephemeriden (Kapitel  4) bestimmen, wird 
bei GLONASS die aktuelle Position, Geschwindigkeit und Beschleunigung eines Satelliten zu ei-
nem definierten Zeitpunkt übermittelt. Im Mittel reduziert sich durch diesen Ansatz die erforderli-
che Zyklenzahl für eine Satellitenpositionsbestimmung bei GLONASS im Vergleich zu GPS und 
Galileo auf ca. 50 %.  
Für den verwendeten Least-Squares-Ansatz zur Positionsbestimmung verändert sich der Rang der 
zu invertierenden Matrix für einen GNSS-Empfänger, wenn keine identischen Zeitsysteme verwen-
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det werden. Es wird angenommen, dass GPS und Galileo synchronisiert sind, so dass in diesem Fall 
der Zeitunterschied zwischen GLONASS und GPS/Galileo aufzulösen ist [111, 112].  
Gleichung ( 2.6) muss entsprechend um den Zeitunterschied ΔGLO ergänzt werden, so dass G um 
eine Spalte erweitert werden muss. G besteht außerdem aus den Richtungsvektoren zu den K 
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Performance-Gewinn des GNSS-Empfängers 
In [7, 8] werden Simulationsergebnisse vorgestellt, welche die Sichtbarkeit und die DOP-Werte für 
eine kombinierte Nutzung der drei Satellitensysteme GPS, GLONASS und Galileo zeigen. Die Er-
gebnisse gelten für Elevationswinkel größer als 5°. Nach diesen Simulationen sind im Mittel unge-
fähr 7 GPS-Satelliten sichtbar. Für eine Konstellation mit GPS und Galileo ergeben sich im Mittel 
ungefähr 16 sichtbare Satelliten. Die Zahl steigt weiter auf 23, wenn GPS, Galileo und GLONASS 
genutzt werden. Es folgt, trotz der verschiedenen Anordnungen der GNSS-Konstellationen, unge-
fähr eine Verdreifachung der sichtbaren Satelliten (siehe Tabelle  6.1).  
Tabelle  6.1: Anzahl der sichtbaren Satelliten für verschiedene GNSS-Konstellationen  
(keine Abschattung) 
Konstellation Sichtbare Satelliten 
(Min … Max) 
Im Mittel sichtbare Satelliten 
GPS 5 … 9 6 
Galileo 7 … 11 7 
GPS + Galileo 12 … 19 14 
GPS + Galileo + GLONASS 16 … 28 21 
Die Ergebnisse in [7] für eine kombinierte Nutzung von GPS und Galileo in einem Urban Canyon 
von 15 m Höhe und 20 m Breite zeigen, dass eine Positionsbestimmung nur mit einer kombinierten 
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Nutzung von GPS und Galileo möglich ist. Neben einer besseren Sichtbarkeit verbessert sich auch 
die geometrische Anordnung der Satelliten bzw. der DOP-Wert und damit die Positionsgenauigkeit 
(siehe Kapitel  4). Simulationen in [7, 8] zeigen die resultierenden DOP-Werte für eine Gesamtkons-
tellation bestehend aus zwei bzw. drei Satellitensystemen. Es zeigt sich, dass der mittlere 
DOP-Wert für eine Gesamtkonstellation bei 1,24 liegt und damit ungefähr nur halb so groß ist wie 
der DOP-Wert von GPS und Galileo allein. Die kombinierte Konstellation profitiert zusätzlich von 
unterschiedlichen Charakteristika der Einzelkonstellationen. So hat GPS eine schlechtere Abde-
ckung an den Polen als Galileo und GLONASS. Zuletzt wird durch die kombinierte Nutzung der 
drei GNSSs die Integrität der Messung, d.h. der Vertrauenswert der Positionsschätzung, deutlich er-
höht, was insbesondere für sicherheitskritische Anwendung vorteilhaft ist.  
6.2 ASIP-Optimierung für ein GNSS-SDR 
Die bisher vorgestellten Modifikationen und Optimierungen des LTRISC32p5 (siehe Kapitel  5) be-
zogen sich auf den Instruktionssatz, die Bibliotheken und die Verwendung eines Coprozessors. In 
diesem Unterkapitel wird die Architektur des Ausgangsprozessors für einen 
SDR-GNSS-Empfänger beschrieben. Hierzu wird zusätzlich zu den bisher präsentierten Optimie-
rungen die Prozessorarchitektur, ausgehend von einer RISC-Architektur, für diese Anwendung op-
timiert. Neben dem LTRISC32p5, welcher auf einer RISC-Architektur basiert, wird dazu in diesem 
Kapitel eine SIMD-Architektur vorgestellt, welche für die Berechnung der Korrelation in Software 
optimiert wurde [113, 114]. 
Verglichen mit dem Standard-GPS-Empfänger wird bei der SDR-Implementierung der vollständige 
Empfänger bis auf das analoge Frontend in Software realisiert. Damit ist der deutlichste Unter-
schied, dass keine dedizierte Hardware zur Implementierung der Korrelation verwendet wird. Die 
Implementierung der Korrelation findet bei diesem Ansatz zur Erhöhung der Flexibilität in Soft-
ware auf dem Prozessor statt und erlaubt damit z.B. die Modifikation der Datenpfadwortbreite zur 
Verbesserung des Signal-Rauschverhältnisses. 
Der Ansatz, die Korrelation in Software zu implementieren, ist vor allem in Bereichen verbreitet, 
wo eine erhöhte Flexibilität gefordert ist. Die Implementierung von Software-basierten 
GPS-Empfängern war jedoch bis vor einigen Jahren nur auf sehr leistungsfähigen GP-Prozessoren 
in Echtzeit möglich. Die Schwierigkeiten bei der Implementierung der Software-Korrelation liegen 
zum einen in der hohen Datenrate der Eingangsdaten und der notwendigen parallelen Verarbeitung 
der Signale von mehr als vier Satelliten. Zum anderen stellt die lokale Erzeugung der PRN-Codes 
und des Sinus/Kosinus-Signals für den Basisbandmischer eine speicher- und rechenintensive Auf-
gabe dar. 
Die erste echtzeitfähige Implementierung einer Software-Korrelation auf einem Gene-
ral-Purpose-Prozessor wurde in [115] vorgestellt. Der gpSrx wurde in einem ersten Schritt auf ei-
nem 650 MHz und einem 1,2 GHz Prozessor implementiert und erlaubt eine Verarbeitung von vier 
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bzw. sechs Kanälen in Echtzeit. Für diese Implementierungen wurden keine architekturspezifischen 
Befehle des Prozessors verwendet. Eine Portierung des gpSrx auf einen Texas Instruments DSP und 
eine Optimierung der Software-Korrelation für den Instruktionssatz des DSPs ermöglicht ebenfalls 
den Empfang und die Verarbeitung von vier Satellitensignalen in Echtzeit [116], jedoch bei einer 
reduzierten Taktrate von 160 MHz. Eine erste Optimierung der Software-Korrelation unter Ver-
wendung architekturspezifischer SIMD-Befehle wird in [117] beschrieben.  
Ein weiterer Ansatz, welcher in [97, 118, 119] eingeführt wird, speichert mehrere Samples des mit 
2-Bit digitalisierten Datenstroms in einem 32-Bit Wort und verarbeitet diese parallel. Für den vor-
gestellten Algorithmus sind nur logische Verknüpfungen erforderlich, wodurch die Implementie-
rung der Software-Korrelation auf einem 1,73 GHz PC die Verarbeitung von 12 Satelliten in Echt-
zeit zulässt.  
Weitere Ansätze der Software-Korrelation, welche auf ähnlichen Ideen basieren, werden in [120-
122] vorgestellt. Eine Analyse der unterschiedlichen Implementierungen zeigt die maßgeblichen 
Schwierigkeiten der Implementierung der Software-Korrelation für mobile Anwendungen auf. 
1. Für die Echtzeitfähigkeit wird eine Taktfrequenz des Prozessors von ungefähr 1 GHz benö-
tigt. Dies hat seinen Ursprung in der sequentiellen Verarbeitung der Software-Korrelation.  
2. Das Erzeugen des lokalen Signals, welches zur Korrelation und damit zur Dekodierung der 
Daten und zur Entfernungsmessung zu dem jeweiligen Satelliten erforderlich ist, ist in Echt-
zeit kaum realisierbar. Eine Berechnung des lokalen Signals für alle benötigten Frequenzen, 
Code-Phasen und Trägerphasen im Voraus ist aufgrund des benötigten Speicherplatzes von 
einigen 100 GByte nicht möglich. 
3. Für mobile Anwendungen sind die vorgestellten Ansätze wegen der hohen erforderlichen 
Taktfrequenz des Prozessors und der resultierenden Verlustleistung nicht geeignet.  
Die Arbeiten [97, 118, 119] zeigen, dass durch das parallele Verarbeiten der Eingangsdaten ein 
deutlicher Geschwindigkeitsvorteil erreicht werden kann. Der ASIP-Ansatz hat daher für die Im-
plementierung der Software-Korrelation das Potential, die benötigte Taktfrequenz durch Verwen-
dung von Spezialinstruktionen für die parallele Verarbeitung der Eingangsdaten deutlich zu redu-
zieren, damit die Effizienz zu erhöhen und so die Software-Korrelation für mobile Anwendungen zu 
ermöglichen. Durch die Flexibilität einer programmierbaren Lösung können kürzere Produktzyklen 
bei einfacher Erweiterbarkeit schon gefertigter Empfänger realisiert werden. Im Folgenden werden 
verschiedene ASIP-Architekturen als Plattform für die Software-Korrelation untersucht und die er-
forderlichen Rechenzyklen und Fläche verglichen. Ziel der Untersuchungen ist die Entwicklung ei-
nes ASIPs, welcher die Verarbeitung von mindestens vier Satelliten in Echtzeit bei geringsten mög-
lichen Hardware-Kosten ermöglicht. 
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6.2.1 Kennzahlen  
Zur Untersuchung der im Folgenden vorgestellten Implementierungen werden zwei Kennzahlen 
eingeführt, welche einen Vergleich der Implementierungen und eine Quantifizierung der Optimie-
rungen ermöglichen. Die Eingangsgrößen sind die erforderlichen Zyklen für die Soft-
ware-Korrelation von 1 ms Eingangsdaten (CyclesSWC,1ms) und die maximale Taktfrequenz der 
ASIPs (fmax,ASIP). Es ist zu beachten, dass für die Berechnung der Kennzahlen nur die Zyklen der 
Software-Korrelation berücksichtigt werden. Die erforderliche Regelung der Oszillatoren für die 
Generierung des Trägersignals und des PRN-Codes findet für die funktionale Analyse statt, wird 
aber in den Zyklenzahlen nicht berücksichtigt. 
Die Kennzahl C vergleicht die aktuelle Implementierung mit einer Implementierung in reiner Ganz-
zahlarithmetik, welche im Abschnitt  6.2.2 vorgestellt wird  
.
/
/
sInteger,1mSWC,integerASIP,max,
SWC,1msASIPmax,
Cyclesf
Cyclesf
C =  ( 6.7) 
Ein Wert von C > 1 zeigt eine bessere und ein Wert von C<1 eine schlechtere Performance vergli-
chen mit der Integer-Implementierung an. Um die Echtzeitfähigkeit der Implementierungen zu er-
fassen, bezeichnet B die Anzahl der in Echtzeit verarbeitbaren Kanäle und ist definiert als 
.int
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B  ( 6.8) 
Die Untersuchungen in den folgenden Unterkapiteln setzen eine Sample-Frequenz des Frontends 
von fs = 5,714 MHz und eine Integrationszeit Tint = 1 ms voraus. Für höhere Sample-Frequenzen er-
höht sich die erforderliche Rechenleistung linear. Für eine Verlängerung der Integrationszeit Tint 
ändert sich B nicht, da die erforderlichen Zyklen im Nenner der Gleichung ( 6.8) ebenfalls linear von 
der Integrationszeit abhängen. 
6.2.2 Implementierung der Software-Korrelation auf dem LTRISC32p5 
In diesem Abschnitt werden zwei Standardimplementierungen eines Software-Korrelators auf ei-
nem ASIP vorgestellt. Die beiden Implementierungen werden als Benchmark-Implementierung für 
die entwickelten ASIP-Architekturen verwendet. Zusätzlich werden Möglichkeiten der Optimierung 
des ASIPs für die Software-Korrelation identifiziert [114]. 
Ganzzahl-Implementierung 
Zur funktionalen Verifikation und zum Vergleich mit den in dieser Arbeit entwickelten 
ASIP-Optimierungen wird eine Standardimplementierung der Software Korrelation verwendet. Für 
diese und alle folgenden Implementierungen liegen die Eingangsdaten und die lokal erzeugten 
Prompt sowie Early-Minus-Late-(EmL)-Codes im Datenspeicher. Zusätzlich werden die Sinus- und 
Kosinusterme im Datenspeicher abgelegt.  
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Eine schematische Darstellung des Ganzzahl-basierten Korrelators ist für den In-Phasen-Zweig in 
Abbildung  6.6 gezeigt. Wie gezeigt wird für die nachfolgenden Untersuchungen die Korrelation mit 
einem vorausberechneten EmL-Replika des Codes vorgenommen. Dies verringert die Anzahl der 
durchzuführenden Korrelationen zu Lasten des erforderlichen Datenspeichers für die PRN-Codes. 
Die Verifikation des Software-Korrelators erfolgt auf Basis eines zweidimensionalen Akquisitions-
plots (siehe Abbildung  2.8). Dieser Plot erlaubt neben der funktionalen Verifikation eine Quantifi-
zierung des Signal-Rausch-Verhältnisses. 
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Abbildung  6.6: Schematische Darstellung des Korrelatorkanals mit Prompt und EmL-Zweig 
Dies wird im Folgenden verwendet, um die Performance bei verschiedenen Bit-Breiten im Daten-
pfad abschätzen zu können. Generell gelten die in Kapitel  2 hergeleiteten Aussagen zum Korrela-
torkanal für den Fall der Software-Korrelation analog. 
Tabelle  6.2: Vergleich von Performance und Kosten der Ganzzahl-Implementierung der  
Software-Korrelation 
 ohne Multiplizierer mit Multiplizierer 
 Stratix II TSMC180 Stratix II TSMC180 
ZyklenSWC,Integer,1ms 1,96·106 0,48·106 
fmax,ASIP,Integer 75 MHz 170 MHz 64 MHz 67 MHz 
Tabelle  6.2 vergleicht die Implementierungen des Ganzzahlansatzes in einer 180 nm 
CMOS-Technologie und auf einem FPGA für einen ASIP mit und ohne dedizierten Multiplizierer. 
Es zeigt sich, dass durch das Einführen des Multiplizierers eine deutliche Reduktion der erforderli-
chen Zyklen erreicht wird. Dennoch folgt, dass eine Verarbeitung in Echtzeit auf Grund des niedri-
gen Prozessortaktes nicht erreicht werden kann. 
Bit-weise parallele Verarbeitung 
Im Vergleich zur Ganzzahlimplementierung nutzt die Bit-weise parallele Implementierung die pa-
rallele Verarbeitung der Eingangsdaten. Das bedeutet, dass aufeinanderfolgende digitale Front-
end-Samples in einem 32-Bit Wort gespeichert sind. Im Datenpfad wird im Anschluss eine Verar-
beitung der Daten nur mit logischen Operationen auf Bit-Ebene vorgegeben. Die entwickelte 
Software basiert auf dem Algorithmus, der in [97, 118, 119] vorgestellt wurde. Die erforderlichen 
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Zyklen für die Bit-weise parallele Verarbeitung sind in Tabelle  6.3 gezeigt. Die Verwendung eines 
dedizierten Multiplizierers erhöht die Performance nur geringfügig, da dieser nur für Adressrech-
nungen eingesetzt wird.  
Tabelle  6.3: Vergleich der Kosten der Bit-weisen parallelen Implementierung der  
Software-Korrelation 
 ohne Multiplizierer mit Multiplizierer 
 Stratix II TSMC180 Stratix II TSMC180 
ZyklenSWC,1ms 0,14·106 0,12·106 
fmax,ASIP 75 MHz 63 MHz 64 MHz 63 MHz 
C 3,1 2,3 3,0 2,7 
Wie beim Ganzzahlansatz erreicht auch der Ansatz für die Bit-weise parallele Verarbeitung nicht 
die Performance der Echtzeitverarbeitung. Eine Analyse der beiden Algorithmen konnte keinen kla-
ren Ansatzpunkt für Spezialinstruktionen und Optimierungen des ASIPs liefern. Dies liegt daran, 
dass die Berechnung der Korrelation nur Standardoperationen verwendet, welche auch von Gene-
ral-Purpose-Prozessoren unterstützt werden.  
6.2.3 GNSS-SDR-ASIPs Architekturen 
Die folgenden Kernideen für die Entwicklung eines GNSS-SDR-ASIPs basieren auf den Untersu-
chungen in der Literatur und dem vorangegangenen Abschnitt und dienen als Lösungsansätze für 
die in der Einleitung zu Kapitel  6.2 beschriebenen Probleme. 
1. Der entwickelte ASIP soll auf Instruktionsebene die Eingangsdaten parallel verarbeiten. 
2. Der Speicherbedarf soll durch die Verwendung funktionaler Einheiten reduziert werden, 
welche z.B. die lokale Mischfrequenz in Echtzeit erzeugen. 
3. Der Ansatz soll den Abtausch von Durchsatz und Genauigkeit/Empfindlichkeit durch eine 
flexible Datenpfadwortbreite ermöglichen. Für die parallele Verarbeitung von Eingangsda-
ten in einem 32-Bit Datenwort bedeutet dies, dass z.B. acht 4-Bit Worte oder sechzehn 2-Bit 
Worte parallel verarbeitet werden. 
Im Folgenden werden zwei ASIP-Architekturen für die Implementierung eines GNSS-SDR unter-
sucht:  
1. Reduced Instruction Set Computer (RISC) 
2. Single Instruction Multiple Data (SIMD) 
RISC-Ansatz 
Ausgangspunkt für die Untersuchungen des GNSS-SDR-ASIPs ist, wie oben erwähnt, der 
LTRISC32p5. Für den RISC-basierten Ansatz wurden zusätzliche Befehle in den Instruktionssatz 
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integriert, welche die parallele Verarbeitung der Eingangsdaten durch spezielle Instruktionen, unter-
stützt [97]. Insbesondere werden die Basisbandmischung und die Korrelation optimiert. Es wurden 
verschiedene Optimierungsansätze untersucht und neue Instruktionen in den Instruktionssatz des 
ASIPs eingeführt [114]. In dieser Arbeit soll nur die effizienteste Lösung vorgestellt werden, wel-
che zugleich die maximale Flexibilität durch Verwendung einer einstellbaren Bit-Breite im Daten-
pfad bietet. Die Einstellung der Bit-Breite kann dabei zur Laufzeit mit dem Setzen eines Prozes-
sor-Flags erfolgen und ermöglicht einen Abtausch von Performance und SNR-Verlust im 
Datenpfad.  
Für die Transformation ins Basisband wurde eine Operation (flexsmul) in den ASIP integriert, 
welche abhängig von dem Inhalt des Flags die Transformation ins Basisband realisiert. Hierzu wer-
den für minimalen Verlust an SNR (Flag = 1) vier 4-Bit-Samples der Eingangsdaten mit 4-Bit Si-
nus- bzw. Kosinuswerten zu vier 8-Bit-Sample-Basisbanddaten verknüpft. Für maximalen Durch-
satz (Flag = 0) können mit dem gleichen Prozessor acht 2-Bit-Eingangsdaten mit acht lokalen 
Mischer-Samples der Auflösung 2-Bit in acht 4-Bit-Basisbanddaten transformiert werden. Für 
Flag = 1 ist der voll parallele Mischvorgang ins Basisband schematisch in Abbildung  6.7 gezeigt. 
 
Abbildung  6.7: Schematische Darstellung der Funktion flexsmul 
Zur Optimierung der Korrelation, welche nach der Basisbandmischung erfolgt, wurde eine Instruk-
tion flexmac zur Beschleunigung der parallelen Verknüpfung der Basisbanddaten mit dem lokalen 
Code-Replika und anschließender Akkumulation in den ASIP integriert. Die Bit-Breite der Ein-
gangsdaten dieser Instruktion hängt wie beim Basisbandmischer von dem gewählten Modus ab. Für 
die erhöhte Bit-Breite (Flag = 1) ist die Operation in Abbildung  6.8 schematisch dargestellt. Für 
diesen Fall werden in einem Takt vier 2-Bit-PRN-Samples mit vier 8-Bit-Basisbanddaten verknüpft, 
aufsummiert und zu dem aktuellen Akkumulatorinhalt addiert. Eine Darstellung des PRN-Codes als 
2-Bit-Wert ist nötig, da eine Korrelation mit einem EmL-Replika erfolgt, welches über drei Wertig-
keiten (z.B. -2, 0, 2) verfügt (vgl. Abbildung  6.6). 
Die quantitativen Ergebnisse der vorangegangenen Untersuchung sind in Tabelle  6.4 zusammenge-
fasst. Die Ergebnisse zeigen, dass für eine FPGA-Implementierung bei der Einstellung für maxima-
len Durchsatz nur ein Kanal in Echtzeit berechnet werden kann. Für die Implementierung in 
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CMOS-Standardzellen kann für zwei bzw. drei Kanäle die Software-Korrelation für die geringere 
der beiden möglichen Auflösungen berechnet werden. 
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Abbildung  6.8: Schematische Darstellung der Funktion flexmac 
Die Fläche des Prozessors mit den eingeführten Zusatzinstruktionen ist nur unwesentlich größer als 
die des Ausgangsprozessors. 
Tabelle  6.4: Performance und Kostenvergleich für die RISC-Implementierung 
 Stratix II TSMC180 TSMC90 
ZyklenSWC,1ms 67 000 / 38 000 
fmax,ASIP 70 MHz 80 MHz 125 MHz 
Fläche 3000 ALUTS 188 000 µm² 49 000 µm² 
C (Flag = 1/Flag = 0) 6,1 / 11,8 4,2 / 8,3 6,1 / 11,7 
B (Flag = 1/Flag = 0) 0 / 1 1 / 2 1 / 3 
Die Performance reicht in keinem Modus und auf keiner Hardware-Plattform aus, um eine für die 
Positionsschätzung minimale erforderliche Anzahl von vier Satelliten in Echtzeit zu verarbeiten 
(B ≥ 4). 
SIMD 
Eine weitere Steigerung des GNSS-SDR-Empfänger Durchsatzes wird durch die Verwendung einer 
zusätzlichen Single Instruction Multiple Data (SIMD) Einheit ermöglicht, welche die Anzahl der 
parallel berechneten Korrelationswerte erhöht. Die SIMD-Einheit besitzt eine eigene Pipeline mit 
den Stufen Decode, Execute, Memory und Writeback und acht frei nutzbare Register. Wie in Ab-
bildung  6.9 dargestellt, sind die Bypass-Register (BPR und BPV) in der SIMD-Einheit doppelt aus-
geführt, um 128-Bit Zwischenergebnisse speichern zu können. 
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Abbildung  6.9: Schematische Darstellung der SIMD-Erweiterung 
Abbildung  6.9 zeigt vereinfacht die Kopplung von RISC-Prozessor und SIMD-Einheit. Für die dar-
gestellte Kombination aus RISC und SIMD-Einheit wurde die Schnittstelle zum Datenspeicher au-
ßerdem auf 64-Bit erweitert. 
Aus der RISC-ALU werden die Befehle flexmac und flexsmul (siehe vorheriger Abschnitt) ent-
fernt. Die neu in die SIMD-ALU eingeführten SIMD-Operationen sind simd_flexsmul (multi-
pliziert sechzehn 4-Bit-Werte oder zweiunddreißig 2-Bit-Werte) und simd_flexmac (akkumuliert 
16 bzw. 32 Basisbandwerte in einem Takt). Die Operation simd_flexmac liest dabei den alten 
Akkumulatorwert aus den Registern des RISC-Prozessors, berechnet den neuen Wert und schreibt 
diesen in das RISC-Register zurück. 
Tabelle  6.5: Performance und Kostenergebnisse der SIMD-Implementierung 
 Stratix II TSMC180 TSMC90 
ZyklenSWC,1ms 23 000 / 11 000 
fmax,ASIP 57 MHz 85 MHz 140 MHz 
Fläche 8100 ALUTS 410 000 µm² 100 000 µm² 
C (Flag = 1/Flag = 0) 18,0 / 39,8 15,3 / 34,0 22,6 / 49,8 
B (Flag = 1/Flag = 0) 2 / 5 3 / 8 6 / 13 
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Ergebnisse 
Abbildung  6.10 ordnet die erreichte Performance der vorgestellten SIMD-Implementierung in das 
in [115] eingeführte Diagramm ein. Für das Diagramm wurde eine Sample-Rate der Daten von 
fs = 4,48 MHz angenommen und die Zeit bestimmt, welche der SIMD-Prozessor benötigt, um 1 Se-
kunde lange Eingangsdaten für 6 Satelliten zu verarbeiten.  
 
Abbildung  6.10: Bearbeitungszeit für die Software-Korrelation in Abhängigkeit vom Prozessortakt 
Echtzeitfähig in diesem Sinne sind alle Implementierungen, welche unter einem Ordinatenwert von 
1 s liegen. Die Ergebnisse zeigen, dass der entwickelte GNSS-SDR-ASIP für die mit Abstand nied-
rigsten Taktfrequenzen die Verarbeitung der Daten in Echtzeit ermöglicht. 
6.3  Zusammenfassung und Bewertung 
Kapitel  6 zeigt die Erweiterungen des Entwurfsraums in den Dimensionen Navigationsperformance 
und Flexibilität. 
Zur Optimierung der Navigationsperformance wurde in diesem Kapitel gezeigt, wie die Abde-
ckung, Integrität und Genauigkeit durch die Verwendung aller verfügbaren Satellitennavigations-
systeme signifikant erhöht werden kann. Diese Vorgehensweise ist nicht für alle Anwendungen ge-
eignet, da bei der Erweiterung eines GPS-Empfängers auf einen GNSS-Empfänger die Kosten 
deutlich steigen. Dies trifft insbesondere für die Frontend-Hardware bei der Verwendung von 
GLONASS und die deutlich vergrößerte Fläche des Korrelators für Galileo zu. Einen interessanten 
Ansatz zur Verlustleistungsreduktion stellen flexible Plattformen dar, welche dynamisch je nach 
Empfangssituation und Anwendung einige Empfängerfunktionalitäten aktivieren oder abschalten. 
So kann der Empfang von GLONASS-Satelliten z.B. bei beschränkter Himmelssicht zugeschaltet 
werden, um eine Kontinuität der Positionsbestimmung zu gewährleisten.  
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Soll der Empfänger flexibl programmierbar sein, stellt der eingeführte SDR-GNSS-Empfänger eine 
vielversprechende Plattform dar, da hier die Empfänger-Software (einschließlich der Korrelation), 
z.B. nach Modifikationen der Signalverarbeitungsalgorithmen oder einer Änderung des Standards 
(z.B. von BOC nach CBOC [123]), angepasst werden kann. Die vorgestellten Ergebnisse zeigen, 
dass eine Software-Korrelation auf einem optimierten ASIP für 13 Satelliten bei einer Taktfrequenz 
von 140 MHz möglich ist und liegt damit um eine Größenordnung unter der bekannter Implemen-
tierungen. Die Realisierung des SDR-GNSS-Empfängers ist jedoch nicht geeignet für Anwendun-
gen, die eine geringe Chip-Fläche fordern. Dies liegt maßgeblich an dem erforderlichen Speicher 
für die PRN-Codes, der eine Größe zwischen zwei und elf Megabyte haben muss [97, 114], da die 
Erzeugung der PRN-Codes nicht in Echtzeit möglich ist 
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7 Zusammenfassung 
Diese Arbeit beschreibt die Entwurfsmethodik für den Digitalteil eines Satellitennavigationsemp-
fängers, welcher die Informationen aller bestehenden GNSSs für die Positionsbestimmung nutzt. Im 
Detail werden Korrelatorkanal, Korrelatorkontrolle und Positionsschätzung sowie die Kosten bei 
der Abbildung auf konkrete Hardware-Architekturen betrachtet. Die Ergebnisse dieser Arbeit erlau-
ben einen systematischen Entwurf von GNSS-Empfängern, welche für die betrachtete Anwendung 
eine effiziente Lösung darstellen. Hierzu werden für jede Komponente auf verschiedenen Entwurfs-
ebenen detaillierte Kosten-Nutzen-Untersuchungen durchgeführt. 
Im Detail werden für den Korrelatorkanal Modelle abgeleitet, welche die Quantisierungsfehler cha-
rakterisieren, welche durch begrenzte Bit-Breiten im Datenpfad eingeführt werden. Im Gegensatz 
zu bisherigen Veröffentlichungen in diesem Bereich erfolgt in dieser Arbeit die Betrachtung des 
SNR-Verlustes durch den quantisierten Mischer auf statistischer Basis. Das Ergebnis der Untersu-
chungen ist ein Nutzenmodell, welches für eine gegebene Kombination von Datenpfadparametern 
den Gesamtverlust im SNR angibt. Die Auswirkung des Verlustes im Signal-Rausch-Verhältnis 
kann im Anschluss mit den vorgestellten Abhängigkeiten (siehe Kapitel  2.6) in konkrete Empfän-
gerparameter wie TTFF, Positionsgenauigkeit und Empfindlichkeit überführt werden. Erstmalig 
wurde in dieser Arbeit das Nutzen-Modell für den Korrelatorkanal um ein parametrisierbares Kos-
tenmodell erweitert. Die Bedeutung der hier gezeigten modellbasierten Kosten-Nutzen-Betrachtung 
des Korrelatorkanals wird dabei in den kommenden Jahren immer wichtiger, da ähnliche Strukturen 
in dedizierten, massiv parallel aufgebauten Akquisitionseinheiten verwendet werden. Zusätzlich 
steigt die Zahl der benötigten Korrelatorkanäle z.B. für die aufkommenden Mehrantennenempfän-
ger [124] deutlich an. 
Zur Realisierung der Korrelatorkontrolle und zur Berechnung der Positionslösung wurde in dieser 
Arbeit als Neuerung ein für GNSS-Anwendungen optimierter Prozessor (GNSS-ASIP) eingeführt. 
Ziel dieses neuen Ansatzes ist es, insbesondere für multioperable Satellitennavigationsempfänger, je 
nach Anwendung, die benötigte Energie pro Positionsbestimmung und erforderliche Siliziumfläche 
der zentralen Recheneinheit zu reduzieren oder durch eine höhere verfügbare Rechenleistung die 
Qualität der Navigationslösung zu verbessern.  
114 Kapitel  7: Zusammenfassung  
In dieser Arbeit wurden Optimierungen auf Software- und Prozessorarchitekturebene vorgestellt, 
welche die Effizienz des Satellitennavigationsempfängers erhöhen. Hierzu wurde zunächst eine 
Standard-Implementierung der GPS-Navigationslösung auf einem Template-ASIP realisiert und die 
erforderliche Rechenleistung bestimmt. Optimierungen der ASIP-Software-Bibliotheken und Er-
weiterungen des ASIP-Instruktionssatzes sowie die erreichten Effizienzwerte wurden vorgestellt. 
Der Vergleich mit Implementierungen der Positionslösung auf eingebetteten Prozessoren, welche in 
kommerziellen Empfängern verwendeten werden, zeigt, dass durch Verwendung des ASIPs als 
zentrale Recheneinheit die Effizienz signifikant gesteigert werden kann. 
Als weiteren Optimierungsansatz wurde in dieser Arbeit ein anwendungsspezifischer Coprozessor 
entwickelt, welcher eine beschleunigte Berechnung von häufig in der Positionslösung genutzten 
Funktionen (d.h. mathematische Fließkommaoperationen und trigonometrische Funktionen) unter-
stützt. Die Bit-Breite des Coprozessor-Datenpfades sowie der unterstützte Funktionsumfang können 
zur Erhöhung der Effizienz anwendungsspezifisch angepasst werden. Bezüglich der AE-Kosten 
zeigt sich, dass die ASIP/Coprozessor-Architektur mit der reinen ASIP-Lösung vergleichbare Werte 
erreicht, wenn der Coprozessor doppelte Fließkommagenauigkeit unterstützt. Eine Optimierung der 
Mantissenbreite, wie sie in dieser Arbeit gezeigt wurde, zeigt jedoch, dass eine Reduktion der 
Bit-Breite auf 28-Bit keinen signifikanten Fehler in die Navigationslösung einführt. Für diese Vari-
ante des Coprozessors reduzieren sich die AE-Kosten um 16 % gegenüber der Software-basierten 
Positionsberechnung auf dem GNSS-ASIP. Eine Optimierung des Coprozessor-Zugriffs ermöglicht 
eine weitere Reduktion der AE-Kosten auf 55 % der GNSS-ASIP-Implementierung.  
Die beschriebenen Ansätze wurden zunächst für einen GPS-Empfänger vorgestellt und im An-
schluss für einen GNSS-Empfänger erweitert. Obwohl GNSS-Empfänger, insbesondere für profes-
sionelle Anwendungen und Basisstationen verfügbar sind, stellen kommerzielle GNSS-Empfänger 
für den Massenmarkt, welche ebenfalls das russische GLONASS unterstützen, eine Seltenheit dar. 
Der entwickelte GNSS-Empfänger unterstützt den Empfang von GPS, GLONASS, Galileo und 
EGNOS. In der Arbeit wurde gezeigt, dass sich die Standardabweichung der Positionsschätzung, 
durch die im Mittel verbesserte geometrische Konstellation der Satelliten, für einen 
GPS/GLONASS/Galileo-Empfänger ungefähr halbiert während sich die Verfügbarkeit der Positi-
onsbestimmung verdreifacht. 
Die vorgestellte flexible Empfängerarchitektur, insbesondere des Korrelators, ermöglicht dabei eine 
vereinfachte Erweiterung des Empfängers, der dadurch eine sehr interessante Ausgangsplattform 
für eine Vielzahl von Anwendungen ist. Die steigende Rechenleistung durch die Verarbeitung meh-
rerer Satellitensysteme, aufwendigere Positionsschätzungsalgorithmen, Mehrantennenempfänger 
und die Verwendung zusätzlicher externer Sensoren kann durch die beschriebene Architektur flexi-
bel bereitgestellt werden. Die vorgestellte Methodik erlaubt es modular die Rechenleistung zu erhö-
hen und ermöglicht eine frühzeitige Abschätzung der Kosten. 
Als eine Neuerung auf dem Gebiet der Satellitennavigationsempfänger wurde ein ASIP-basierter 
GNSS-SDR-Empfänger in dieser Arbeit eingeführt. Durch Modifikation der ASIP-Architektur, 
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ausgehend von einem RISC-basierten Prozessor bis hin zu einem SIMD-basierten Software Defined 
Radio Prozessor für GNSS-Anwendungen, konnte die Flexibilität und die Leistungsfähigkeit des 
vorgestellten ASIP-Ansatzes gezeigt werden. In dieser Arbeit konnte, verglichen mit Werten aus 
der Literatur, eine deutliche Reduktion der Zyklenzahl für die Software-Korrelation erreicht wer-
den. Nach den hier vorgestellten Untersuchungsergebnissen ist eine Echtzeitverarbeitung der Soft-
ware-Korrelation auf einem ASIP möglich. Zur funktionalen Verifikation wurde der 
GNSS-SDR-ASIP auf ein FPGA abgebildet. Nachteil des SDR-GNSS-Ansatzes ist die große Spei-
cherkapazität, die für das Ablegen der PRN-Codes benötigt wird und die die Fläche des Empfängers 
dominiert. 
Im Rahmen der Arbeit wurde eine Vielzahl von Echtzeit Demonstratoren entwickelt (siehe Aufstel-
lung im Anhang), welche eine funktionale Überprüfung der entwickelten Ansätze in Echtzeit und 
Langzeitmessungen zur Bestimmung der Navigationsleistung ermöglichen. Für Untersuchungen auf 
algorithmischer Ebene wurde ein vollständiger MATLAB-basierter GNSS-Empfänger aufgebaut.  
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A Anhang 
A.1 Vergleich der GNSS-Systemeigenschaften 
In Tabelle A. 7.1 sind die wichtigsten Parameter der beschriebenen GNSSs zusammengefasst 
(Stand: 15.5.2010). Die Daten umfassen den Open Service des jeweiligen Systems im L1-Band im 
Bereich 1,55-1,61 GHz und basieren auf den Angaben in [100, 104, 105, 125]. Für COMPASS sind 
die bis zu diesem Zeitpunkt bekannten Daten für das B1-BOC-Signal, welches für den Open Ser-
vice genutzt wird, in der Tabelle eingetragen.  
Tabelle A. 7.1: Vergleich der bestehenden und angekündigten GNSSs im L1-Band 
 GPS Galileo GLONASS COMPASS 
Modulation 
(Open Service, L1) 
CDMA, 
BPSK(1) 
CDMA, 
MBOC 
FDMA CDMA 
MBOC 
Trägerfrequenz in MHz 1575,42 1575,42 1,602+n·0,5625 1575,42 
Chip-Rate in MHz 1,023 1,023 0,511 1,023 
C/A-Code Länge 1023 4092 511 2046 
Null-zu-Null-Bandbreite in MHz 2,046 4,092 1,023 4,092 
C/A-Code Generierung LFSR Speicher LFSR LFSR 
Bit-Rate der Navigationsdaten in Hz 50 250 50 50 
Minimale erforderliche empfangene  
Leistung zur Akquisition in dBm 
-158 -157 -161 n.a. 
Anzahl der Satelliten  31 2 23 1 
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Echtzeit GNSS-Demonstrator 
Abbildung A. 7.1 zeigt die schematische Darstellung des GNSS-Demonstrators. Der Demonstrator 
ist als Host-Based-Architektur aufgebaut. Die zweite Mischerstufe und der Korrelator sind auf dem 
FPGA realisiert. Die Regelung der Korrelatoren erfolgt durch einen ASIP, welcher auf dem FPGA 
instanziiert wird. Ausgangsdaten des FPGAs sind die Navigationsdaten und die Entfernungsmes-
sungen (Pseudoranges). Die Positionsberechnung und die Darstellung erfolgt durch den Host-PC. 
Der Aufbau erlaubt insbesondere während der Untersuchung von Empfängeralgorithmen ein Ma-
ximum an Flexibilität. 
 
Abbildung A. 7.1: Schematische Darstellung des Host-Based GNSS-Demonstrators 
Abbildung A. 7.2 zeigt die grafische Oberfläche des GNSS-Demonstrators. Im oberen linken Be-
reich werden die Position und die DOP-Werte dargestellt.  
 
Abbildung A. 7.2: Grafische Oberfläche des GNSS-Demonstrators 
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Außerdem werden die sichtbaren Satelliten, die geometrische Konstellation und der Positionsplot 
angezeigt. Im oberen rechten Teil werden die aktuell empfangenen Satelliten und die Messdaten 
aufgelistet. Eine farbliche Kodierung zeigt den aktuellen Zustand des jeweiligen Satelliten. 
GNSS-Hardware-in-the-Loop-Simulator 
Zur Untersuchung von SNR-Verlusten des Korrelatorkanals für eine Vielzahl von Parametern wur-
de ein Hardware-in-the-Loop-Simulator auf Basis eines FPGAs entwickelt. Auf dem FPGA sind ein 
Satellitensimulator und ein generischer Korrelatorkanal realisiert. Die Parameter des Korrelatorka-
nals werden über den Steuerungs-PC eingestellt. Die Berechnung des SNR-Verlustes erfolgt auf 
Basis des Mittelwertes und der Varianz, die auf dem FPGA bestimmt und an den Steuerungs-PC 
übertragen werden. Die Übertragungsstrecke besteht aus einem Up-Converter, einem konfigurierba-
ren Dämpfungsglied und einem GNSS-Frontend. 
 
Abbildung A. 7.3: Schematische Darstellung des Hardware-in-the-Loop-Simulators 
Der Hardware-in-the-Loop-Simulator [126] erlaubt eine Verifikation der theoretischen Betrachtun-
gen und Simulationen aus Kapitel  3.1. 
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Dieser des Anhangs beschreibt einige kommerzielle Empfängerarchitekturen und deren Kennwerte. 
Dabei soll keine vollständige Aufstellung der verfügbaren Empfänger erfolgen, sondern ein Über-
blick über den Stand der Technik geliefert werden. Der Stand der Technik bezieht sich entweder auf 
die Architektur des Empfängers oder auf die Leistungskennwerte (siehe Kapitel  2.5). Eine im 
GNSS-Bereich anerkannte Quelle [127] für einen Überblick über die aktuelle Landschaft der 
GNSS-Empfängerhersteller liefert [128]. Das Ranking (Stand: April 2010), welches Innovations- 
und Implementierungskriterien berücksichtigt, sieht wie folgt aus: 
1. Broadcom Corporation 
2. SiRF Technolgy Inc. 
3. Texas Instruments Inc. 
4. Qualcomm Inc. 
5. ST Microelectronics 
6. u-blox AG 
7. Atheros Communications Inc. 
Die Firmen, welche in dieser Liste erscheinen und deren Reihenfolge im Ranking haben sich in den 
letzten Jahren stark verändert. Als klarer Trend ist der Einstieg großer Firmen aus dem Bereich der 
Halbleiter und Kommunikationstechnik zu erkennen. Insbesondere Broadcom, Atheros und NXP 
haben hierzu kleinere Firmen wie GloNav, uNav und Global Locate und deren Empfängerkonzepte 
aufgekauft, wie nachfolgend erläutert wird. 
Broadcom 
Der von Broadcom entwickelte Chip BCM4750 [129] basiert auf der Signalverarbeitung, die von 
Global Locate entwickelt wurde [130] und die in [33, 38, 131] detailliert beschrieben wird. Die 
grundsätzliche Idee basiert auf einer kombinierten Verwendung von Assisted-GPS (A-GPS) und ei-
ner Basisbandeinheit mit einer großen Anzahl paralleler Integrationsregister (siehe Abbildung  2.9) 
im Korrelatorkanal. In Abbildung  2.14 besteht der Block „Korrelator“ in der Host-Based Empfän-
gerarchitektur aus einer großen Anzahl paralleler Korrelatoren. Ziel ist es durch die Verwendung 
der A-GPS-Daten aus dem Mobilfunknetz den Suchraum in der Frequenzebene und der PRN-Code 
Ebene einzuschränken. Hierdurch kann die Integrationszeit bei gleicher TTFF deutlich verlängert 
und in der Folge die Empfindlichkeit um ca. 10 dB erhöht werden. Die Code-Phasenebene wird 
gleichzeitig mit mehr als 16000 Korrelatoren durchsucht und die Ergebnisse in einem RAM gespei-
chert. Die Integrationsergebnisse können vom Host-Prozessor (z.B. dem Mobilfunkprozessor) gele-
sen und ausgewertet werden. Hierdurch wird die übliche Trennung von Akquisition und Tracking 
unnötig, da die Ergebnisse aller Code-Phasen direkt vorliegen. 
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Die neuste Entwicklung von Broadcom ist der Multimedia-Prozessor BCM4760, welcher neben 
dem vorgestellten Broadcom GPS-Empfänger einen ARM11 Prozessor und Coprozessoren (z.B. 
GPU, FPU, Verschlüsselungseinheit) enthält. Zusätzlich verfügt der BCM4760 zum Anschluss von 
externen Sensoren über einen Analog-Digital-Wandler. 
SiRF 
SiRF bietet mit dem SiRFstarIII einen sehr verbreiteten Empfängerchip an. Es existieren Versionen 
in einer Single-Chip-Architektur oder für Host-Based-Empfänger [45, 78]. Die große Verbreitung 
des SiRFstarIII beruht auf der sehr guten Empfindlichkeit, der schnellen Akquisition und 
Re-Akquisition bei einem kurzzeitigen Ausfall des Satellitensignals. Insgesamt erfolgt die Akquisi-
tion mit mehr als 200000 äquivalenten Korrelatoren, was auf einen FFT-basierten Akquisitionspro-
zess schließen lässt. Für das Verfolgen der Satelliten stehen 20 parallele Korrelatorkanäle zur Ver-
fügung. Zentrale Einheit des SiRFstarIII ist ein ARM7 Prozessor mit SRAM und Flash Speicher, in 
dem die GPS-Software gespeichert ist.  
Als neuste Entwicklung bietet SiRF, wie Broadcom, Multimedia Prozessoren mit integriertem 
GPS-Basisband an. Das aktuellste Modell dieser Empfängerklasse ist der SiRFPrima, welcher ne-
ben GPS auch Galileo unterstützen wird [132]. Der SiRFPrima verfügt über einen ARM11 Prozes-
sor, einen GPU, eine FPU und zusätzliche Peripherie für Multimediaanwendungen. Der Chip wird 
in einer 65 nm CMOS-Technologie gefertigt und benötigt ein externes RF-Frontend.  
Qualcomm 
Qualcomm bietet das so genannte gpsOne an. Dieses System ist für Mobiltelefone optimiert und 
nutzt Zusatzdaten, welche von einem Location Server bereitgestellt werden. In [133, 134] wird die 
Architektur, welche von der Firma SnapTrack Inc. entwickelt wurde, vorgestellt und motiviert. 
SnapTrack wurde im Jahr 2000 von Qualcomm gekauft, wo die gpsOne Architektur jetzt weiter-
entwickelt und vertrieben wird. Die SnapTrack Architektur unterscheidet sich von einer konventio-
nellen Architektur in mehreren Punkten. Erstens basiert die Korrelation und damit die Positions-
schätzung auf digitalisierten Frontend-Daten, welche im Speicher abgelegt wurden. Dies ist der 
deutlichste Unterschied zu einer Positionsbestimmung mit einem klassischen Korrelatorkanal, wel-
cher die Daten kontinuierlich verarbeitet. Grundsätzlich steigt bei der SnapTrack Architektur die 
Empfindlichkeit des Empfängers abhängig von der Länge des aufgenommenen Datensatzes. Zur 
Korrelation wird ein FFT-basierter Matched Filter eingesetzt. Um die Empfindlichkeit des Empfän-
gers zu erhöhen werden Zusatzdaten genutzt. Diese enthalten die PRN-Nummern der Satelliten, 
welche für die nächstgelegene Mobilfunkbasisstation sichtbar sind. Zusätzlich können aus einer ge-
ografischen Datenbank die Höhen bezogen werden, so dass auf eine Entfernungsmessung verzichtet 
werden kann (d.h. 3≥K in Formel ( 2.2)).  
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Tabelle A. 7.2 vergleicht kommerzielle GPS-Empfänger. Die Auswahl der hier dargestellten Emp-
fänger basiert maßgeblich auf den Kriterien aus Kapitel  2, wobei nur Empfänger aufgeführt werden, 
für die ausreichend Informationen verfügbar sind, was insbesondere bei den Empfängern von 
Broadcom, Texas Instruments und Qualcomm nicht der Fall ist. 
Tabelle A. 7.2: Vergleich kommerzieller Single-Chip und Host-Based-Empfänger 
 
Broadcom beschreibt in [129] eine Host-Based-Architektur mit einer Verlustleistung von 13 mW 
für kontinuierliches Tracking von 24 Satelliten mit einer Empfindlichkeit von -162 dBm. Für den 
GPS-Empfänger von Texas Instruments stehen keine detaillierten Informationen zur Verlustleis-
50
16
20
20
48
12
16
K
a
näle
 (T
rack)
1
 M
io
.
 (eff
.)
k
.A
.
200
 000
 (eff
.)
200
 000
 (eff
.)
dedizie
rt
32
8
K
a
näle
 (Akq
.)
1
 s
2
,5
 s
1
,0
 s
1
,0
 s
1
,0
 s
1
,0
 s
1
,5
 s
TTFF
 (h
ot)
64
 m
W
223
 m
W
50
 m
W
50
 m
W
47
 m
W
70
 m
W
45
 m
W
V
e
rlu
stleistu
ng
 
(T
rack)
k
.A
.
k
.A
.
k
.A
.
k
.A
.
k
.A
.
94
 m
W
60
 m
W
V
e
rlu
stleistu
ng
 
(Akq
.)
<
 2
,5
 m
<
 2
,0
 m
<
 2
,5
 m
<
 2
,5
 m
<
 2
,5
 m
<
 2
.5
 m
<
 1
,0
 m
G
e
n
a
uigkeit
-160
 dB
m
-159
 dB
m
-159
 dB
m
-159
 dB
m
-163
 dB
m
-161
 dB
m
-162
 dB
m
E
m
pfindlichkeit
 
(T
rack)
<
 32
 s
<
 39
 s
<
 35
 s
<
 35
 s
<
 35
 s
<
 34
 s
<
 33
 s
TTFF
 (cold)
-143
 dB
m
-146
 dB
m
-142
 dB
m
-142
 dB
m
-148
 dB
m
k
.A
.
-147
 dB
m
E
m
pfindlichkeit
 
(Akq
.)
Single
 C
hip
Single
-C
hip
Single
-C
hip
Single
-Chip
H
ost
-B
ased
C
hip
-S
et
Single
-C
hip
Typ
u
-blo
x
5
STA8058
SiR
F
sta
rIII
 
G
SC3LTif
SiRF
sta
rIII
 
G
SC
3LTif
SiR
F
sta
rIV
G
SD
4t
O
PUS
IIIe
z
AR
1520
N
a
m
e
u
-blo
x
ST
 M
icro
SiR
F
SiR
F
SiRF
eR
ide
Athe
ros
H
e
rstelle
r
50
16
20
20
48
12
16
K
a
näle
 (T
rack)
1
 M
io
.
 (eff
.)
k
.A
.
200
 000
 (eff
.)
200
 000
 (eff
.)
dedizie
rt
32
8
K
a
näle
 (Akq
.)
1
 s
2
,5
 s
1
,0
 s
1
,0
 s
1
,0
 s
1
,0
 s
1
,5
 s
TTFF
 (h
ot)
64
 m
W
223
 m
W
50
 m
W
50
 m
W
47
 m
W
70
 m
W
45
 m
W
V
e
rlu
stleistu
ng
 
(T
rack)
k
.A
.
k
.A
.
k
.A
.
k
.A
.
k
.A
.
94
 m
W
60
 m
W
V
e
rlu
stleistu
ng
 
(Akq
.)
<
 2
,5
 m
<
 2
,0
 m
<
 2
,5
 m
<
 2
,5
 m
<
 2
,5
 m
<
 2
.5
 m
<
 1
,0
 m
G
e
n
a
uigkeit
-160
 dB
m
-159
 dB
m
-159
 dB
m
-159
 dB
m
-163
 dB
m
-161
 dB
m
-162
 dB
m
E
m
pfindlichkeit
 
(T
rack)
<
 32
 s
<
 39
 s
<
 35
 s
<
 35
 s
<
 35
 s
<
 34
 s
<
 33
 s
TTFF
 (cold)
-143
 dB
m
-146
 dB
m
-142
 dB
m
-142
 dB
m
-148
 dB
m
k
.A
.
-147
 dB
m
E
m
pfindlichkeit
 
(Akq
.)
Single
 C
hip
Single
-C
hip
Single
-C
hip
Single
-Chip
H
ost
-B
ased
C
hip
-S
et
Single
-C
hip
Typ
u
-blo
x
5
STA8058
SiR
F
sta
rIII
 
G
SC3LTif
SiRF
sta
rIII
 
G
SC
3LTif
SiR
F
sta
rIV
G
SD
4t
O
PUS
IIIe
z
AR
1520
N
a
m
e
u
-blo
x
ST
 M
icro
SiR
F
SiR
F
SiRF
eR
ide
Athe
ros
H
e
rstelle
r
 A.3 Vergleich ausgewählter kommerzieller GPS-Empfänger 123 
tung, TTFF oder Kanalanzahl zur Verfügung. Aus [135] kann abgeleitet werden, dass es sich um 
eine Host-Based-Architektur handelt. Für den Empfänger von Qualcomm stehen keine Informatio-
nen zur Verfügung. Informationen können lediglich aus [133, 134] bezogen werden, da hier die 
verwendete SnapTrack™ Technologie beschrieben wird. 
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Korrelatorkanalparameter 
Parameter
 
Abhängigkeiten
 
Beschreibung 
Tint Empfängerparameter Integrationszeit 
fs Empfängerparameter Sample-Frequenz des digitalen Frontends 
wADC theoretische Untersuchungen 
(siehe Kapitel  3.1) 
Ausgangs-Bit-Breite des ADCs 
wLUT Korrelatorkontrolle,  fs Eingangsbitbreite der Look-Up-Table für  
das lokale Mischsignal 
wBB,mixer Theoretische Untersuchungen Bit-Breite des lokalen Mischsignals 
wDCO,carr Korrelatorkontrolle,  fs Bit-Breite des DCO-Registers für den Träger 
Nint,reg Empfängerparameter, GNSS Anzahl der Integrationsregister 
wDCO,code Korrelatorkontrolle,  fs Bit-Breite des DCO-Registers für den Code 
LDelay GNSS,  fs Länge der Delay-Line in Samples 
wcarr,meas Empfängerparameter Bit-Breite des Trägerphasenmessregisters 
wcode,meas Empfängerparameter Bit-Breite des Code-Phasenmessregisters 
wcyc,cnt Empfängerparameter Bit-Breite des Träger-Periodenzählers 
 
abgeleitete Parameter 
wBB wADC + wBB,mixer Bit-Breite des Basisbandsignals 
wint Tint,  fs,  wBB Wordlänge des Integrationsregisters  
 
Korrelator-Kostenfunktionen 
Zusammenstellung der Korrelatorkanal Kostenformeln 
AKK = Acarr,gen + APRN,gen + Acode,DCO + AKorr  . 
 
Die benötigte Fläche ergibt sich für den Basisbandmischer als 
 Acarr,gen = Acarr,DCO + 2·ALUT  
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mit 
 Acarr,DCO = wDCO,carr · (3 · ADFFRQ + AADD + 2 ·AMX2) + wcyc,cnt · (ADFFRQ + AADD) , 
 
.)1(2 MX2LUTmixerBB,LUT AwwA ⋅−⋅⋅=  
 
Die Kosten Code-DCO ergeben sich als 
Acode,DCO = wDCO,code · (3 · ADFFRQ + AADD + 2 ·AMX2) . 
 
Die Fläche für die PRN-Code-Generierung kann nach den vorherigen Betrachtungen wie folgt ab-
geschätzt werden 
 APRN = ADelay-Line + ACA-Gen + Achip-cnt + Adecode 
mit 
 ADelay-Line = LDelay · ADFFRQ , 
 ACA-Gen = 7 · AXOR + 10 · (3 · ADFFRQ + 2 · AMX2) , 
 Achip-cnt = 10 · (ADFFRQ + AADD)  und  
 Adecode = 9 · AAND . 
 
Die Fläche des Basisbandmischers, des Code-Mischers und des Akkumulators kann abgeschätzt 
werden als 
Amixer,acc = Nint,reg · (Aint + AXOR) + 2 · ABB,mixer 
mit 
Aint = wint · (2 · ADFFRQ + AADD + AMX2)  und 
ABB,mixer = (wBB,mixer · wADC) · AADD 
und der vorgegebenen Anzahl an Integrationsregistern Nint,reg.  
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