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Abstract 
The data center of tomorrow is a data center made up of heterogeneous systems, which will run 
heterogeneous workloads. The systems will be located as close as possible to the data. Heterogeneous 
systems will be equipped with binary, biological inspired and quantum accelerators. These architectures 
will be the foundations to address challenges. Like an orchestra conductor, the hybrid cloud will make it 
possible to set these systems to music thanks to a layer of security and intelligent automation.  
 
  
Introduction 
Classical computing has experienced remarkable progress guided by Moore's Law. The law tells us that 
every two years, we double the number of transistors in a processor and at the same time we increase 
performance by two or reduce costs by two. This pace has slowed down over the past decade and we 
are now seeing a limit. This forces a transition.  We must rethink information technology (IT) and in 
particular move towards heterogeneous system architectures with specific accelerators in order to meet 
the need for performance (1). The progress that has been made on raw computing power has 
nevertheless brought us to a point where biologically inspired computing models are now highly 
regarded in the state of the art (2) (3) (4).  
Artificial intelligence (AI) is also an area bringing opportunities for progress but also challenges. The 
capabilities of AI have greatly increased in their ability to interpret and analyze data. AI is also 
demanding in terms of computing power because of the complexity of workflows. At the same time, AI 
can also be applied to the management and optimization of entire IT systems (1).  
In parallel of conventional or biological-inspired accelerators, programmable quantum computing is 
emerging thanks to several decades of investment in research in order to overcome traditional physical 
limits. This new era of computing will potentially have the capacity to make calculations that are not 
possible today with conventional computers. Future systems will need to integrate quantum computing 
capabilities to perform specific calculations. Research is advancing rapidly since IBM made 
programmable quantum computers available to the cloud for the first time in May 2016 and announced 
its ambition to double the quantum volume each year named as Gambetta's law.  
The cloud is also an element that brings considerable challenges and opportunities in IT and it has an 
important role to play. The data centers of tomorrow will be piloted by the cloud and equipped with 
heterogeneous systems that will run heterogeneous workloads in a secure manner. The data will no 
longer be centralized or decentralized but will be organized as hubs. The computing power will have to 
be found at the source of the data which today reaches extreme volumes. Storage systems are also full 
of challenges to promote availability, performance, management but also data fidelity. We have to 
design architectures allowing to extract more and more complex and often regulated data which poses 
multiple challenges, in particular security, encryption, confidentiality or traceability.  
The future of computing, described by Dario Gil and William Green (1), will be built with heterogeneous 
systems made up of classical computing called binary or bit systems, biologically inspired computing 
and quantum computing called quantum or qubit systems (1). These heterogeneous components will 
be orchestrated and deployed by a hybrid cloud architecture that masks complexity while allowing the 
secure use and sharing of private and public systems and data.      
  
1. Binary systems       
  
The first binary computers were built in the 1940s: Colossus (1943) and then ENIAC (IBM - 1945). 
Colossus was designed to decrypt German secret messages and the ENIAC computer was designed 
to calculate ballistic trajectories. The ENIAC (Electronic Numerical Integrator and Computer), is in 1945 
the first fully electronic built to be Turing-complete: it can be reprogrammed to solve, in principle, all the 
computational problems. The ENIAC was programmed by women, called "ENIAC women". The most 
famous of them were Kay McNulty, Betty Jennings, Betty Holberton, Marlyn Wescoff, Frances Bilas and 
Ruth Teitelbaum. These women had previously performed ballistic calculations on mechanical desktop 
computers for the military. The ENIAC then weighed 30 tons, occupied an area of 72 m2 and consumed 
140 kilowatts.  
Regardless of the task performed by a computer, the underlying process is always the same: an instance 
of the task is described by an algorithm which is translated into a sequence of 0 and 1, to give rise to 
execution in the processor, memory and input / output devices of the computer. This is the basis of 
binary calculation which in practice is based on electrical circuits provided with transistors which can be 
in two modes: " ON " allowing the current to pass and " OFF " the current does not pass. From these 0 
and these 1 we have therefore developed over the past 80 years a classical information theory 
constructed from Boolean operators (XAND, XOR), words (Bytes), and a simple arithmetic based on the 
following operations : " 0 + 0 = 0, 0 + 1 = 1 + 0 = 1, 1 + 1 = 0 (with restraint), and check if 1 = 1 , 0 = 0 
and 1 ≠ 0).  
Of course, from these operations it is possible to build much more complex operations that computers 
can perform millions of billions of times per second for the most powerful of them. All this has become 
so "natural" that we completely forget that each transaction on a computer server, on a PC, a calculator, 
a smartphone breaks down into these basic binary operations. In a computer, these 0 and 1 are 
contained in "BInary digiTs " or " bits" which represent the smallest amount of information contained in 
a computer system. 
The electrical engineer and mathematician Claude Shannon (1916-2001) was one of the founding 
fathers of information theory. For 20 years, Claude Shannon worked at the Massachusetts Institute of 
Technology (MIT) and in addition to his academic activities, he worked at the Bell laboratories. In 1949, 
he married Madame Moore. During the Second World War, Claude Shannon worked for the American 
secret services, in cryptography, in order to locate messages hidden in German codes. One of his 
essential contributions concerns the theory of signal transmission (5) (6) (7). It is in this context that he 
developed an information theory, in particular by understanding that any data, even voice or images, 
can be transmitted using a sequence of 0 and 1. 
The binary used by conventional computers appeared in the middle of the 20th century, when 
mathematics and information were combined in a new way to form information theory, launching both 
the computer industry and telecommunications. The strength of the binary lies in its simplicity and 
reliability. A bit is either zero or one, a state which can be easily measured, calculated, communicated 
or stored (1). This powerful theory allowed to build today’s systems that are running critical workloads 
around the world. Thanks to this method, various calculation and data storage systems have emerged 
up to the storage of digital data on a DNA molecule (8). Indeed, a DNA molecule is intended to store 
genetic information thanks to the four nitrogenous bases which compose a DNA molecule (A, C, T, and 
G). It is now possible to transcribe digital data into a new genetic code. DNA sequencing then reads the 
stored information. The encoding is automated by software. A DNA molecule is 3 billion nucleotides 
(nitrogenous bases).  
Today, we have examples of binary systems with incredible possibilities. A first example is the 
mainframe today called IBM Z. An IBM Z processor, Single Chip Module (SCM), uses Silicon On 
Insulator (SOI) technology at 14 nm. It contains 9.1 billion transistors. There are 12 cores per PU SCM 
at 5.2GHz. This technology allows with a single system to be able to process 19 billion encrypted 
transactions per day and 1000 billion web transactions per day. All IBM Z installed in the world today 
process 87% of bank card transactions and 8 trillion payments per year (9). 
We can also cite the most powerful computers in the world, Summit and Sierra respectively. They are 
located in the Oak Ridge Laboratory in Tennessee and the National Lawrence Laboratory in Livermore, 
California. These computers help model supernovas or new materials, explore solutions against cancer, 
study genetics and the environment. Summit is capable of delivering a computer power of 200 petaflops 
with a storage capacity of 250 petabytes. It is composed of 9216 IBM Power9 CPUs, 27648 NVIDIA 
Tesla GPUs and a network communication of 25 Gigabyte per second between the nodes. Despite 
everything, even the most powerful computer in the world, equipped with GPU accelerators, cannot 
calculate everything. 
 
2. Biologically inspired systems       
  
The term AI as such appeared in 1956. Several American researchers, including John McCarthy, Marvin 
Minsky, Claude Shannon and Nathan Rochester of IBM, very advanced in research that used computers 
for other than scientific calculations, met at the University of Dartmouth, in the United States. Three 
years after the Dartmouth seminar, the two fathers of AI, McCarthy and Minsky, found the AI lab at MIT. 
There was a lot of investment, too much ambition, to imitate the human brain, and a lot of hope that was 
not realized at the time. The promises were broken. A more pragmatic approach appeared in the 1970s 
and 1980s, which saw the emergence of machine learning and the reappearance of neural networks in 
the late 1980s. This more pragmatic approach, the increase in computing power and the explosion of 
data has made it possible for AI to be present in all areas today, it is a transversal subject. The massive 
use of AI poses some challenges such as the need to label the data at our disposal. The problem with 
automation is that it requires a lot of manual work. AI needs education. This is done by tens of thousands 
of workers around the world which does not really look like what you might call a futuristic vision. Another 
challenge is the need for computing power. AI needs to be trained and for this AI is more and more 
greedy in terms of calculations. The training requires a doubling of the computing capacities every 3.5 
months (10). Several approaches are currently used and envisaged. Today for example, as for the 
Summit supercomputer, the calculation of certain workloads is deported to accelerators such as GPUs. 
There are others such as for example FPGAs (Field Programmable Gate Arrays or "programmable logic 
networks") which can realize the desired digital functions. The advantage is that the same chip can be 
used in many different electronic systems.    
Progress in the field of neuroscience will allow the design of processors directly inspired by the brain. 
The way our brain transmits information is not binary. And it is thanks to Santiago Ramón y Cajal (1852-
1934), Spanish histologist and neuroscientist, Nobel Prize in physiology or medicine in 1906 with 
Camillo Golgi that we know better the architecture of the nervous system. Neurons are cellular entities 
separated by fine spaces, synapses, and not fibers of an unbroken network (11). The axon of a neuron 
transmits nerve impulses, action potentials, to target cells. The next step in developing new types of AI-
inspired and brain-inspired processors is to think differently about how we compute today. Today one 
of the major performance problems is the movement of data between the different components of the 
von Neumann architecture: processor, memory, storage. It is therefore imperative to add analog 
accelerators. What dominates numerical calculations today and in particular deep learning calculations 
is floating point multiplication. One of the methods envisaged as an effective means of gaining 
computational power is to go back by reducing the precision also called approximate calculation. For 
example, 16-bit precision engines are more than 4x smaller than 32-bit precision engines (1). This gain 
increases performance and energy efficiency. In simple terms, in approximate calculation, we can make 
a compromise by exchanging numerical precision for the efficiency of calculation. Certain conditions are 
nevertheless necessary such as developing algorithmic improvements in parallel to guarantee iso-
precision (1). IBM recently demonstrated the success of this approach with 8-bit floating point numbers, 
using new techniques to maintain the accuracy of gradient calculations and updating weights during 
backpropagation (12) (13). Likewise, for the inference of a model resulting from the deep learning 
algorithm training, the unique use of whole arithmetic on 4 or 2 precision bits achieves an accuracy 
comparable to a range of popular models and data sets (14). This progression will lead to a dramatic 
increase in computing capacity for deep learning algorithms over the next decade.   
Analog accelerators are another way of avoiding the bottleneck of von Neumann's architecture (15) (16). 
The analog approach uses non-volatile programmable resistive processing units (RPUs) that can 
encode the weights of a neural network. Calculations such as matrix or vector multiplication or the 
operations of matrix elements can be performed in parallel and in constant time, without movement of 
the weights (1). However, unlike digital solutions, analog AI will be more sensitive to the properties of 
materials and intrinsically sensitive to noise and variability. These factors must be addressed by 
architectural solutions, new circuits and algorithms. For example, analogous non-volatile memories 
(NVMs) (17) can effectively speed up backpropagation algorithms. By combining long-term storage in 
phase change memory (PCM) devices, quasi-linear updating of conventional CMOS capacitors and new 
techniques to eliminate device-to-device variability, significant results began to emerge for the 
calculation of Deep Neural Network (18) (19) (20). The research also embarked on a quest to build a 
chip directly inspired by the brain (21). In an article published in Science (22), IBM and its university 
partners have developed a processor called SyNAPSE which is made up of a million neurons. The chip 
consumes only 70 milliwatts and is capable of 46 billion synaptic operations per second, per watt, literally 
a synaptic supercomputer holding in a hand. We have moved from neuroscience to supercomputers, a 
new computing architecture, a new programming language, algorithms, applications and now a new 
chip called TrueNorth (23). TrueNorth is a neuromorphic CMOS integrated circuit produced by IBM in 
2014. It is a manycore processor network, with 4096 cores, each having 256 programmable simulated 
neurons for a total of just over one million neurons. In turn, each neuron has 256 programmable 
synapses allowing the transport of signals. Therefore, the total number of programmable synapses is 
slightly more than 268 million. The number of basic transistors is 5.4 billion. Since memory, computation 
and communication are managed in each of the 4096 neurosynaptic cores, TrueNorth bypasses the 
bottleneck of the von Neumann architecture and is very energy efficient. It has a power density of 1 / 
10,000 of conventional microprocessors.       
  
3. Quantum systems: Qubits        
Quantum bits - or qubits - combine physics with information and are the basic units of a quantum 
computer. Quantum computers use qubits in a computational model based on the laws of quantum 
physics. Properly designed quantum algorithms are capable of solving problems of great complexity by 
exploiting quantum superposition and entanglement to access an exponential state space, then by 
amplifying the probability of calculating the correct response by constructive interference. 
It was from the beginning of the 1980s, under the impulse of the physicist and Nobel Prize winner 
Richard Feynman, that the idea of the design and development of quantum computers was born: Where 
a " classical " computer works with bits of values 0 or 1, the quantum computer uses the fundamental 
properties of quantum physics and is based on "quantum bits (qubits)". Beyond this technological 
progress, quantum computing opens the way to the processing of computer tasks whose complexity is 
beyond the reach of our current computers. 
At the beginning of the 20th century the theories of so-called “classical” physics were unable to explain 
certain problems observed by physicists. They must therefore be reformulated and enriched. Under the 
impetus of scientists, it will evolve initially towards a "new mechanics" which will become "wave 
mechanics" and finally "quantum mechanics". Quantum mechanics is the mathematical and physical 
theory that describes the fundamental structure of matter and the evolution over time and space of the 
phenomena of the infinitely small. An essential notion of quantum mechanics is the duality “wave - 
particle”. Until the 1890s, physicists considered that the world was composed of two types of objects or 
particles: on the one hand those which have a mass (like electrons, protons, neutrons, atoms…), and 
on the other hand those which do not have one (like photons, waves…). For the physicists of the time, 
these particles are governed by the laws of Newtonian mechanics for those which have a mass and by 
the laws of Electromagnetism for the waves. We therefore had two theories of " Physics " to describe 
two different types of objects. Quantum mechanics invalidates this dichotomy and introduces the 
fundamental idea of the particle wave duality. The particles of matter or the waves must be treated by 
the same laws of physics. It is the advent of wave mechanics which will become quantum mechanics a 
few years later. Big names are associated with the development of quantum mechanics such as Niels 
Bohr, Paul Dirac, Albert Einstein, Werner Heisenberg, Max Planck, Erwin Schrödinger and many others. 
Max Planck and Albert Einstein, being interested in the radiation emitted by a heated body and in the 
photoelectric effect, were the first to understand that the exchanges of light energy could only be done 
by "packet". Moreover, Albert Einstein obtained the Nobel Prize in physics following the publication of 
his theory on the quantified aspect of energy exchanges in 1921. Niels Bohr extended the quantum 
postulates of Planck and Einstein from light to matter, by proposing a model reproducing the spectrum 
of the hydrogen atom. He obtained the Nobel Prize in physics in 1922, by defining a model of the atom 
which dictates the behavior of quanta of light. Passing from one energy level to another lower, the 
electron exchanges a quantum of energy. Step by step, rules were found to calculate the properties of 
atoms, molecules and their interactions with light.                   
From 1925 to 1927, a whole series of works by several physicists and mathematicians gave substance 
to two general theories applicable to these problems: 
• The wave mechanics of Louis de Broglie and especially of Erwin Schrödinger; 
• The matrix mechanics of Werner Heisenberg, Max Born and Pascual Jordan. 
These two mechanics were unified by Erwin Schrödinger from the physical point of view, and by John 
von Neumann from the mathematical point of view. Finally, Paul Dirac formulated the synthesis or rather 
the complete generalization of these two mechanics, which today we call quantum mechanics. The 
fundamental equation of quantum mechanics is the Schrödinger equation. 
Quantum computing started with a small, now famous, conference in 1981, jointly organized by IBM and 
MIT, on the physics of computing. The physicist Nobel laureate Richard Feynman challenged computer 
scientists to invent a new type of computer based on quantum principles to better simulate and predict 
the behavior of the actual material (24): "I'm not satisfied with all the analyzes that go with just classical 
theory, because nature is not classic, damn it, and if you want to make a simulation of nature, you better 
do it with quantum mechanics…”. 
Matter, Feynman explained, is made up of particles such as electrons and protons that obey the same 
quantum laws that would govern the operation of this new computer. Since then, scientists have tackled 
Feynman's double challenge: understanding the capabilities of a quantum computer and figuring out 
how to build one. Quantum computers will be very different from today's computers, not only in what 
they look like and how they are made, but, more importantly, in what they can do. We can also quote a 
famous phrase from Rolf Landauer, a physicist who worked at IBM: " Information is physical ". The 
computers are of course physical machines. It is therefore necessary to take into account the energy 
costs generated by calculations, recording and reading of the information bits as well as energy 
dissipation in the form of heat . In a context where the links between thermodynamics and information 
were the subject of many questions, Rolf Landauer , sought to determine the minimum amount of energy 
necessary to manipulate a single bit of information in a given physical system. There would therefore 
be a limit, today called the Landauer limit and discovered in 1961, which defines that any computer 
system is obliged to dissipate a minimum of heat and therefore consume a minimum of electricity. This 
research is fundamental because it shows that any computer system has a minimum thermal and 
electrical threshold that we cannot exceed. This will mean that we will reach the minimum consumption 
of a computer chip and that it will not be able to release less energy. It is not for now, but scientists 
explain that this limit will be especially present when designing quantum chips. Recent work by Charles 
Henry Bennett at IBM has consisted in a re-examination of the physical bases of information and the 
application of quantum physics to the problems of information flows. His work has played a major role 
in the development of an interconnection between physics and information.    
For a quantum computer the qubit is the basic entity, representing, like the "bit", the smallest entity 
allowing to manipulate information. It has two fundamental properties of quantum mechanics: 
superposition and entanglement.      
A quantum object (on a microscopic scale) can exist in an infinity of states (as long as one does not 
measure this state). A qubit can therefore exist in any state between 0 and 1. Qubits can take both the 
value 0 and the value 1, or rather "a certain amount of 0 and a certain amount of 1", as a combination 
linear of two states denoted | 0> and | 1>, with the coefficients 𝛂 and 𝛃. So, where a classic bit describes 
"only" 2 states (0 or 1), the qubit can represent an "infinity". This is one of the potential advantages of 
quantum computing from the point of view of information theory. We can get an idea of the superposition 
of states using the analogy of the lottery ticket: a lottery ticket is either winning or losing once we know 
the outcome of the game. However, before the draw, this ticket was neither a winner nor a loser. It just 
had a certain probability of being a winner and a certain probability of being a loser; it was both a winner 
and a loser at the same time. In the quantum world, all the characteristics of particles can be subject to 
this indeterminacy: for example, the position of a particle is uncertain. Before the measurement, the 
particle is neither at point A, nor at point B. It has a certain probability of being at point A and a certain 
probability of being at point B. However, after the measurement, the state of the particle is well defined: 
it is at point A or at point B. 
Another amazing property of quantum physics is entanglement. When we consider a system composed 
of several qubits, they can sometimes “link their destiny”, that is to say not to be independent of each 
other even if they are separated in the space (while the "classic" bits are completely independent of 
each other). This is called quantum entanglement. If we consider a system of two entangled qubits then 
the measurement of the state of one of these two qubits gives us an immediate indication on the result 
of an observation on the other qubit. 
To naively illustrate this property, we can also use an analogy here: imagine two light bulbs, each in two 
different houses. By entangling them, it becomes possible to know the state of a bulb (on or off) by 
simply observing the second, because the two would be linked, entangled. And this, immediately and 
even if the houses are very far from each other. 
This entanglement phenomenon makes it possible to describe correlations between qubits. If we 
increase the number of qubits, the number of these correlations increases exponentially: for N qubits 
there are 2n correlations. It is this property which gives the quantum computer the possibility of carrying 
out manipulations on gigantic quantities of values, quantities beyond the reach of a conventional 
computer.  
Building a quantum computer relies on the ability to develop a computer chip on which qubits are 
engraved. From a technological point of view, there are several ways of constituting qubits, they can be 
made of atoms, photons, electrons, molecules or superconductive metals. In most cases, in order to 
function, a quantum computer needs extreme conditions to operate, such as temperatures close to 
absolute zero. The choice of IBM for example, is to use superconducting qubits, constructed with 
aluminum oxides (this technology is also called: transmons qubits). As mentioned above to allow and 
guarantee the quantum effects (superposition and entanglement) the qubits must be cooled to a 
temperature as close as possible to absolute zero (i.e. around -273 ° C). At IBM this operating threshold 
is around 20 milliKelvin! IBM demonstrated the ability to design a single qubit in 2007 and 2016 and 
announced the availability in the cloud of a first operational physical system with 5 qubits and a 
development environment "QISKit" (Quantum Information Science Kit), allowing to design, test and 
optimize algorithms for commercial and scientific applications. The "IBM Q Experience" initiative is a 
first in the industrial world. Since 2017, IBM has been building an ecosystem of companies, universities, 
research organizations and startups: the "IBM Q Network" which has more than 100 members. IBM has 
built several systems ranging from 5 to 53 qubits (25). The number of qubits will progressively increase 
but this is not enough. In the race to develop quantum computers, beyond qubits, other components are 
essential. We speak of “quantum volume” as a relevant measure of performance and technological 
progress (26). We also define "quantum advantage" is the point from which quantum computing 
applications will offer a significant and demonstrable practical advantage that exceeds the capabilities 
of conventional computers alone. The concept of quantum volume was introduced by IBM in 2017. It is 
beginning to spread to other manufacturers. Quantum volume is a measure that determines the power 
of a quantum computer system, taking into account both gate and measurement errors, crosstalk of the 
device, as well as the connectivity of the device and the efficiency of the circuit compiler. The quantum 
volume can be used for any NISQ quantum computer system based on gates and circuits. For example, 
if you lower the error rate of x10 without adding extra qubits you can have a quantum volume increase 
of 500x. On the contrary, if you add 50 additional qubits but you not decrease error rates, you can have 
an increase quantum volume of 0x. Adding qubits isn't everything. And of course, you need to be able 
to run tasks on these machines, which is why IBM has developed a specific programming library called 
QISKit (Quantum Information Science Kit). It is an open-source library for the Python language, available 
on qiskit.org. Its development is very active, all the contributors, including IBM, regularly update the 
functionality of this programming environment.  
Quantum computers will be added to conventional computers to address problems that are today 
unsolved. Conventional computers can, for example, calculate complex problems that a quantum 
computer cannot. There are problems that both classical and quantum computers can solve. And finally, 
challenges that a conventional computer cannot solve but that a quantum computer can address. Many 
applications are possible in the field of chemistry, materials science, machine learning or optimization. 
For example, it is impossible to fully represent the molecular configuration of caffeine on today's most 
powerful supercomputers, but we could represent it using 160 qubits. No conventional computer in the 
world can calculate exactly (that is to say without any approximation) the energy of the caffeine 
molecule, however of medium size with about forty atoms, it is too complex a problem. We need 
approximately 1048  bits to represent the energy configuration of a single caffeine molecule at time t. 
Today quantum computers are used to treat simple chemistry problems, that is to say with a small 
number of atoms, but the objective is of course to be able to address much more complex molecules 
(27) (28). Chemistry is not the only area concerned. For a conventional computer, making the product 
of two numbers and obtaining the result is a very simple operation: 7 * 3 = 21 or 6739 * 892721 = 
6016046819. This remains true for very large numbers. But the opposite problem is much more complex. 
Knowing a large number N, it is more complicated to find P and Q such that: P x Q = N. It is this difficulty 
which is at the basis of current cryptographic techniques. For such a problem, by way of example, it is 
estimated that a problem which would last 1025 days on a conventional computer, could be resolved in 
a few tens of seconds on a quantum machine. We speak for this case of exponential acceleration. With 
quantum computers, we can approach problems in a whole new way by taking advantage of 
entanglement, superposition and interference: modelling the physical procedures of nature, performing 
a lot more scenario simulations, or getting better optimization solutions, find better models in AI / ML 
processes. In these categories of problem eligible for quantum computers there are many cases of 
optimization, in the fields of logistics (shortest path), finance (risk assessment, evaluation of asset 
portfolios), marketing, industry and the design of complex systems (29) (30) (31) (32) (33) (34) . The 
field of AI (35) (36) is also an active research field, and learning methods for artificial neural networks 
are starting to emerge, so it is the whole of the human activities concerned by the processing of 
information that is potentially concerned with the future of quantum computing. The domain of 
cybersecurity and cryptography is also a subject of attention. The Shor algorithm was demonstrated 
over 20 years ago and it could weaken the encryption commonly used on the internet. We will have to 
wait until the quantum machines are powerful enough to process this particular type of calculation, and 
on the other hand encryption solutions are already known and demonstrated beyond the reach of this 
algorithm. Quantum technology itself will also provide solution to protect data. 
Therefore, the field of quantum technologies and quantum computing in particular is considered 
strategic, and Europe, France and many other countries support research efforts in this area. In France, 
IBM has chosen to create a center of expertise on quantum computing within its Montpellier site, to 
serve as support for the development of quantum computing in France and to support IBM's offer on the 
national market. In this logic, a collaboration project was set up with the support of the Occitanie region 
with the University of Montpellier: “QuantUM Project”.  
If we take the use cases by industrial field, we can find many in banks and financial institutions: improve 
trading strategies, improve management of client portfolios and better analyze financial risks. A quantum 
algorithm in development, for example, could potentially provide quadratic acceleration when using 
derivative pricing - a complex financial instrument that requires 10,000 simulations to be valued on a 
conventional computer, would only require 100 quantum operations on a quantum device. 
One of the use cases of quantum is the optimization of trading. It will also be possible for banks to 
accelerate portfolio optimizations such as Monte Carlo simulations. The simulation of buying and selling 
of products (trading) such as derivatives can be improved thanks to quantum computing. The complexity 
of trading activities on the financial markets is skyrocketing. Investment managers struggle to integrate 
real constraints, such as market volatility and changes in client life events, into portfolio optimization. 
Currently, the rebalancing of investment portfolios that follow market movements is strongly impacted 
by calculation constraints and transaction costs. Quantum technology could help reduce the complexity 
of today's business environments. The combinatorial optimization capabilities of quantum computing 
can enable investment managers to improve portfolio diversification, rebalance portfolio investments to 
more precisely respond to market conditions and investor objectives, and to streamline more cost-
effective transaction settlement processes. Machine learning is also used for portfolio optimization and 
scenario simulation. Banks and financial institutions such as hedge funds are increasingly interested 
because they see it as a way to minimize risks while maximizing gains with dynamic products that adapt 
according to new simulated data. Personalized finance is also an area explored. Customers demand 
personalized products and services that quickly anticipate changing needs and behaviors. There are 
small and medium sized financial institutions that can lose customers because of offers that do not favor 
the customer experience. It is difficult to create analytical models using behavioral data fast enough and 
precisely to target and predict the products that some customers need in near real time. A similar 
problem exists in detecting fraud to find patterns of unusual behavior. Financial institutions are estimated 
to lose between $10 billion and $ 40 billion in revenue annually due to fraud and poor data management 
practices. For customer targeting and forecast modeling, quantum computing could be a game-changer. 
The data modeling capabilities of quantum computers are expected to be superior in finding models, 
performing classifications, and making predictions that are not possible today with conventional 
computers due to the challenges of complex data structures. Another use case in the world of finance 
is risk analysis. Risk analysis calculations are difficult because it is difficult to analyze many scenarios. 
Compliance costs are expected to more than double in the coming years. Financial services institutions 
are under increasing pressure to balance risk, hedge positions more effectively and perform a wider 
range of stress tests to comply with regulatory requirements. Today, Monte Carlo simulations - the 
preferred technique for analyzing the impact of risk and uncertainty in financial models - are limited by 
the scaling of the estimation error. Quantum computers have the potential to sample data differently by 
testing more results with greater accuracy, providing quadratic acceleration for these types of 
simulations.  
              Molecular modeling allows for discoveries such as more efficient lithium batteries. Quantum 
computing will empower model atomic interaction much more precisely and at much larger scales. We 
can give again the example of the caffeine molecule. New materials will be able to be used everywhere, 
whether in consumer products, cars, batteries, etc. Quantum computing will allow molecular orbit 
calculations to be performed without approximations. Another application is the optimization of a 
country's electricity network, more predictive environmental modeling and the search for energy sources 
with lower emissions. Aeronautics will also be a source of use cases. For each landing of an airplane, 
hundreds of operations are set up: crew change, refueling, cleaning the cabin, baggage delivery, or 
inspections. Each transaction has sub operations. (The refueling requires a tanker available, a truck 
driver and two people to fill, in advance it must be sure that the tanker is full). So, in total hundreds of 
operations and that for only one aircraft landing in limited hours. Now, with hundreds of aircraft landing 
and sometimes delayed flight, the problem is becoming more and more complex. It is then necessary in 
real time to recalculate everything for all planes. Electric vehicles have a weakness: the capacity and 
speed of charging their batteries. A breakthrough in quantum computing made by researchers from IBM 
and Daimler AG (37), could help meet this challenge. The car manufacturer Daimler is very interested 
in the impact of quantum computing on the optimization of transport logistics, up to predictions on future 
materials for electric mobility, in particular the next generation of batteries. There is every reason to 
hope that quantum computers will yield initial results in the years to come to accurately simulate the 
chemistry of battery cells, aging processes and the performance limits of battery cells.  
The execution time of a specific solution can take too much time. Take the example of the 
traveling salesman who must visit 15 cities. The number of possibilities to go through this or that city is 
15! or 1,307,674,368,000 possibilities. If the number increases significantly, classical computers can 
take years to compute. This problem of the commercial traveler can be extended in many fields such as 
energy, telecommunications, logistics, production chains or resource allocation. For example, in sea 
freight, there is a great complexity in the management of containers from start to finish: loading, 
conveying, delivering then unloading in several ports in the world is a multi- parameter problem can be 
addressed by quantum computing. A better understanding of the interactions between atoms and 
molecules will make it possible to discover new drugs. Detailed analysis of DNA sequences will help 
detect cancer earlier by developing models that will determine how diseases develop. The advantage 
of quantum will be to analyze in detail on a scale never reached the behavior of molecules. Chemical 
simulations will allow the discovery of new drugs or better predict protein structures, scenario simulations 
will better predict the risks of a disease or its spread, the resolution of optimization problems will optimize 
the chains of distribution of drugs, and finally the use of AI will speed up diagnoses, analyze genetic 
data more precisely.     
  
  
Conclusion 
  
The data center of tomorrow is a data center made up of heterogeneous systems, which will run 
heterogeneous workloads. The systems will be located as close as possible to the data. 
Heterogeneous systems will be equipped with binary, biological inspired and quantum accelerators. 
These architectures will be the foundations to address challenges. Like an orchestra conductor, the 
hybrid cloud will make it possible to set these systems to music thanks to a layer of security and 
intelligent automation.  
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Abstract  
Le centre de données de demain est un centre de donnée composé de systèmes hétérogènes, qui 
tournerons des charges de travail hétérogènes. Les systèmes seront localisés au plus près des 
données. Les systèmes hétérogènes seront dotés d’accélérateurs binaire, d’inspiration biologique et 
quantique.  Ces architectures seront les fondations pour relever les défis non résolus aujourd’hui avec 
des applications dans tous les secteurs allant de la recherche et l’industrie mais aussi des applications 
sociétales. Tel un chef d’orchestre, le cloud hybride permettra grâce à une couche de sécurité et 
d’automatisation intelligente de mettre ces systèmes en musique.  
 
  
Introduction 
L’informatique classique a connu des progrès remarquables guidées par la loi de Moore. Celle-ci nous 
dit que tous les deux ans, nous doublons le nombre de transistors dans un processeur et nous 
augmentons par la même occasion les performances par deux ou réduisons les coûts par deux. Cette 
cadence a ralenti au cours de la dernière décennie et nous assistons aujourd’hui à un plafonnement. 
Ce ralentissement oblige à une transition. Nous devons repenser l’informatique et notamment aller vers 
des architectures de systèmes hétérogènes dotés d'accélérateurs afin de répondre au besoin de 
performances dans des enveloppes de coûts traditionnelle (1). Les progrès qui ont été fait sur la 
puissance de calcul brute nous ont néanmoins amenés à un point où les modèles de calcul d'inspiration 
biologique basés sur des réseaux de neurones sont désormais hautement considérés dans l'état de l'art 
(2) (3) (4). L’intelligence artificielle (IA) est également un domaine amenant des opportunités de progrès 
mais aussi des défis. Les capacités de l’IA ont considérablement augmenté dans leur capacité à 
interpréter et analyser des données. L’IA est aussi exigeante en termes de puissance de calcul à cause 
de la complexité des workflows. Dans le même temps, l'IA peut également être appliqué à la gestion et 
à l'optimisation de systèmes informatiques entiers (1). En parallèle des accélérateurs classiques ou 
d’inspiration biologique, l’informatique quantique programmable émerge grâce à plusieurs dizaines 
d’années d’investissement dans la recherche dans un but de surmonter les limites physiques 
traditionnelles. Cette nouvelle ère de l’informatique va potentiellement avoir les capacités de faire des 
calculs aujourd’hui non possibles par des ordinateurs classiques mais aussi non possibles pour les 
ordinateurs classiques, binaires, de demain. Les futurs systèmes devront intégrer des capacités 
d’informatiques quantiques pour effectuer des calculs spécifiques. La recherche avance rapidement 
puisque IBM a mis à disposition des ordinateurs quantiques programmables pour la première fois sur 
le cloud en mai 2016 et a annoncé son ambition de doubler le volume quantique chaque année. On 
parle de la loi de Gambetta. Le cloud est aussi un élément qui apporte des défis et des opportunités 
considérables dans l’informatique. Le cloud est capable de fournir des capacités de calcul complexe et 
géographiquement répartie dans l’économie mondiale connectée. Le cloud a un rôle important à jouer. 
Les centres de données de demain seront piloté par le cloud et équipés de systèmes hétérogènes qui 
tourneront des « workload » hétérogènes de manière sécurisé. Les données ne seront plus centralisées 
ou décentralisées mais seront organisé en « hub ». La puissance de calcul devra se trouver à la source 
de la donnée qui aujourd’hui arrive à des volumes extrêmes. Les systèmes de stockage sont aussi 
pleins de défis pour favoriser la disponibilité, la performance, la gestion mais aussi la fidélité des 
données. Nous devons concevoir des architectures permettant d’extraire de la valeur des données de 
plus en plus complexes et souvent régulés qui pose de multiples défis, notamment la sécurité, le 
chiffrement, la confidentialité ou la traçabilité.  L'avenir de l'informatique sera construit avec des 
systèmes hétérogènes composé d’informatique classique dit systèmes binaire ou bits, d’informatique 
d’inspiration biologique et d’informatique quantique dit systèmes quantique ou qubits (1). Ces 
composants hétérogènes seront orchestrés et déployés par une structure cloud hybride qui masque la 
complexité tout en permettant l'utilisation et le partage sécurisés des systèmes et des données privés 
et publics.  
  
1. Les systèmes binaires 
Les premiers ordinateurs binaires furent construits dans les années 40 : Colossus (1943) puis 
ENIAC (IBM - 1945). Colossus a été conçu pour déchiffrer des messages secrets allemands et l’ENIAC 
conçu pour calculer des trajectoires balistiques. L'ENIAC (acronyme de l'expression anglaise Electronic 
Numerical Integrator And Computer), est en 1945 le premier ordinateur entièrement électronique 
construit pour être « Turing-complet » : il peut être reprogrammé pour résoudre, en principe, tous les 
problèmes calculatoires. L’ENIAC a été programmé par des femmes, dites les « femmes ENIAC ». Les 
plus célèbres d’entre elles étaient Kay McNulty, Betty Jennings, Betty Holberton, Marlyn Wescoff, 
Frances Bilas et Ruth Teitelbaum. Ces femmes avaient auparavant effectué des calculs balistiques sur 
des ordinateurs de bureau mécaniques pour l’armée. L’ENIAC pèse alors 30 tonnes, occupe une 
surface de 72 m2 et consomme 140 kilowatts. Quelle que soit la tâche effectuée par un ordinateur, le 
processus sous-jacent est toujours le même : une instance de la tâche est décrite par un algorithme qui 
est traduit en une suite de 0 et de 1, pour donner lieu à l’exécution dans le processeur, la mémoire et 
les dispositifs d’entrée/sortie de l’ordinateur. C’est la base du calcul binaire qui en pratique repose sur 
des circuits électriques dotés de transistors pouvant être dans deux modes : « ON » permettant au 
courant de passer et « OFF » le courant ne passe pas. A partir de ces 0 et ces 1 on a donc développé 
au cours des 80 dernières années une théorie de l’information classique construite à partir d’opérateurs 
Booléens (XAND, XOR), de mots (Octets), et une arithmétique simple basée sur les opérations 
suivantes : « 0+0=0, 0+1=1+0=1, 1+1=0 (avec une retenue), et vérifier si 1=1 , 0=0  et 1≠0). Bien 
entendu à partir de ces opérations il est possible de construire des opérations beaucoup plus complexes 
que les ordinateurs peuvent effectuer des millions de milliards de fois par seconde pour les plus 
puissants d’entre eux. Tout cela est devenu tellement « naturel » que l’on oublie totalement que chaque 
transaction sur un serveur informatique, sur un PC, une calculette, un smartphone se décompose en 
ces opérations binaires élémentaires. Dans un ordinateur, ces 0 et 1 sont contenus dans des « BInary 
digiTs » ou « bits » qui représentent la plus petite quantité d’information contenue dans un système 
informatique. L’ingénieur en génie électrique et mathématicien Claude Shannon (1916-2001) fut l’un 
des pères fondateurs de la théorie de l’information. Pendant 20 ans, Claude Shannon a travaillé au 
Massachusetts Institute of Technology (MIT) et parallèlement à ses activités académiques, il a travaillé 
aux laboratoires Bell. Il se marie en 1949 à Madame Moore. Pendant la Seconde Guerre mondiale, 
Claude Shannon travaille pour les services secrets américain, en cryptographie, afin de localiser des 
messages cachés dans des codes allemands. Une de ses contributions essentielles concerne la théorie 
de la transmission des signaux (5) (6) (7). C’est dans ce contexte qu’il mit au point une théorie de 
l’information notamment en comprenant que toute donnée, même la voix ou des images, peut se 
transmettre à l’aide d’une suite de 0 et de 1.  
Le binaire utilisés par les ordinateurs classiques est apparu au milieu du 20e siècle, lorsque les 
mathématiques et l'information ont été combinées d'une manière nouvelle pour former la théorie de 
l'information, lançant à la fois l'industrie informatique et les télécommunications. La force du binaire 
réside dans sa simplicité et sa fiabilité. Un bit est soit zéro soit un, un état qui peut être facilement 
mesuré, calculé, communiqué ou stocké (1). Lorsqu'ils sont fournis avec la même entrée binaire, les 
programmes classiques produisent toujours la même sortie. Cela nous a permis de créer des systèmes 
incroyablement robustes et fiables pour gérer des charges de travail à volume élevé. Grâce à cette 
méthode, différents systèmes de calculs et de stockage de données ont vu le jour jusqu’au stockage de 
données numériques sur une molécule d’ADN (8). En effet, une molécule d’ADN est destinée à stocker 
de l’information génétique grâce aux quatre bases azotées qui composent une molécule d’ADN (A, C, 
T, et G). Il est aujourd’hui possible de transcrire des données numériques en un nouveau code 
génétique. Le séquençage ADN permet ensuite de lire l’information stockée. L’encodage est lui 
automatisé via un logiciel. Une molécule d’ADN c’est 3 milliards de nucléotides (base azotées). Nous 
avons aujourd’hui des exemples de systèmes binaires avec des possibilités incroyables. Un premier 
exemple, c’est le mainframe aujourd’hui appelé IBM Z. Un processeurs IBM Z, Single Chip Module 
(SCM), utilise une technologie Silicon On Insulator (SOI) à 14 nm. Il contient 9.1 milliards de transistors. 
Il y a 12 cœurs par PU SCM à 5.2GHz. Cette technologie permet avec un seul et même système de 
pouvoir traiter 19 milliards de transactions encryptées par jour et 1000 milliards de transaction web par 
jour. L’ensemble des IBM Z installés dans le monde traitent aujourd’hui 87% des transactions par carte 
bancaire et 8 mille milliards de payement par an (9). Nous pouvons aussi citer les ordinateurs les plus 
puissants du monde, respectivement nommés Summit et Sierra. Ils sont installés dans le Laboratoire 
d’Oak Ridge dans le Tennessee et dans le Laboratoire National Lawrence à Livermore en Californie. 
Ces ordinateurs aident à modéliser des supernovas ou des nouveaux matériaux, explore des solutions 
contre le cancer, étudie la génétique et l’environnement. Summit est capable de délivrer une puissance 
de 200 petaflops avec une capacité de stockage de 250 petabytes. Il est composé de 9216 IBM Power9 
CPUs, 27648 NVIDIA Tesla GPUs et une communication réseau de 25 Gigabyte par seconde entre les 
nœuds. Malgré tout, même l’ordinateur le plus puissant du monde, doté d’accélérateurs GPUs, ne peut 
pas tout calculer.  
2. Les systèmes d'inspiration biologique 
Inspirés par les neurosciences et combinant la biologie et l'information, les systèmes de deep learning 
ont été conçus pour atteindre et même dépasser les performances humaines sur de nombreuses tâches 
cognitives. Ces systèmes utilisent des réseaux neuronaux pour créer des modèles d'IA. Ces modèles 
d'IA sont formés en apprenant à partir de grands ensembles de données. L’expression IA en tant que 
telle apparaît en 1956. Plusieurs chercheurs américains, dont John McCarthy, Marvin Minsky, Claude 
Shannon et Nathan Rochester d'IBM, très en pointe dans des recherches qui utilisent des ordinateurs 
pour autre chose que des calculs scientifiques, se sont réunis à l’université de Dartmouth, aux Etats-
Unis. Trois ans après le séminaire de Dartmouth, les deux pères de l'IA, McCarthy et Minsky, fondent 
le laboratoire d’IA au MIT. Il y a eu beaucoup d’investissement, une trop grande ambition, imiter le 
cerveau humain, et beaucoup d’espoir non concrétisé à l’époque. Les promesses ont été non tenues.  
Une approche plus pragmatique est apparue dans les années 70 et 80 qui a vu l’émergence du machine 
learning et la réapparition des réseaux de neurones à la fin des années 80. Cette approche plus 
pragmatique, l’augmentation de la puissance de calcul et l’explosion des données ont permis 
qu’aujourd’hui l’IA s’invitent dans tous les domaines, c’est un sujet transversal. L’utilisation massive d’IA 
pose quelques défis comme le besoin de labéliser les données à notre disposition. Le problème avec 
l’automatisation c’est qu’elle demande beaucoup de travail manuel. L’IA a besoin d’éducation. Cela est 
fait par des dizaines de milliers de travailleurs autour du monde ce qui ne ressemble pas vraiment à ce 
que l’on pourrait appeler une vision futuriste. Un autre défi c’est le besoin en puissance de calcul. L’IA 
a besoin d’être entrainée et pour cela l’IA est de plus en plus gourmande en moyen de calculs. 
L’entrainement demande un doublement des capacités de calcul tous les 3.5 mois (10). Plusieurs 
approches sont aujourd’hui utilisées et envisagées. Aujourd’hui par exemple, comme pour le 
supercalculateur Summit, le calcul de certaines charges de travail est déporté vers des accélérateurs 
comme les GPUs. Il en existe d’autre comme par exemple les FPGAs (Field Programmable Gate Arrays 
ou "réseaux logiques programmables) qui peuvent réaliser la ou les fonctions numériques voulues. 
L'intérêt est qu'une même puce peut être utilisée dans de nombreux systèmes électroniques différents.  
Le progrès dans le domaine des neurosciences va permettre de designer des processeurs directement 
inspirés du cerveau. La façon que notre cerveau transmet l’information n’est pas binaire. Et c’est grâce 
à Santiago Ramón y Cajal (1852-1934), histologiste et neuroscientifique espagnol, prix Nobel de 
physiologie ou médecine en 1906 avec Camillo Golgi que nous connaissons mieux l’architecture du 
système nerveux. Les neurones sont des entités cellulaires séparées par de fins espaces, les synapses, 
et non des fibres d’un réseau ininterrompu (11). L’axone d’un neurone transmet des influx nerveux, des 
potentiels d’action, à des cellules cibles. La prochaine étape en ce qui concerne le développement de 
nouveaux types de processeurs spécialisés pour l’IA et inspirés par le cerveau c’est de penser 
différemment la manière dont on calcul aujourd’hui. Aujourd’hui un des problèmes majeurs de la 
performance c’est le mouvement des données entre les différents composants de l’architecture de von 
Neumann : processeur, mémoire, stockage. Il est donc impératif d’ajouter des accélérateurs 
analogiques. Ce qui domine aujourd’hui les calculs numériques et notamment les calculs de deep 
learning est la multiplication en virgule flottante. Une des méthodes envisagées comme un moyen 
efficace de gagner en puissance est de revenir en arrière en réduisant la précision également appelé 
calcul approximatif. Par exemple, les moteurs de précision 16 bits sont plus de 4x plus petits que les 
moteurs de précision 32 bits. Ce gain augmente les performances et l'efficacité énergétique. En termes 
simples, dans le calcul approximatif, nous pouvons faire un compromis en échangeant la précision 
numérique contre l'efficacité du calcul. Certaines conditions sont néanmoins nécessaires comme 
développer en parallèle des améliorations algorithmiques pour garantir une iso-précision (1). IBM a 
récemment démontré le succès de cette approche avec des nombres virgule flottante à 8 bits, en 
utilisant des nouvelles techniques pour maintenir la précision des calculs de gradients et la mise à jour 
des poids pendant la rétropropagation (12) (13). De même pour l’inférence d’un modèle issu de 
l’entrainement d’algorithme de deep learning, l’utilisation unique de l'arithmétique entière sur 4 ou 2 bits 
de précision atteignent une précision comparable à une gamme de modèles de réseaux de neurones 
et ensembles de données populaires (14). Cette progression conduira à une augmentation 
spectaculaire de la capacité de calcul pour les algorithmes de deep learning au cours de la prochaine 
décennie. 
Les accélérateurs analogiques sont une autre voie évitant le goulot d'étranglement de l’architecture de 
von Neumann (15) (16). L'approche analogique utilise des unités de traitement résistives 
programmables (RPUs) non volatiles qui peuvent encoder les poids d’un réseau neuronal. Des calculs 
comme la multiplication matricielle ou vectorielle ou les opérations des éléments matricielles peuvent 
être effectués en parallèle et en temps constant, sans mouvement des poids (1). Dans une architecture 
de puce analogique, le réseau IA est alors représenté par des tableaux liés entre eux. Des fonctions 
d'activation non linéaires sont insérées dans la connexion entre les tableaux et peuvent être effectuées 
soit dans l'espace numérique, soit en analogique. Les poids étant stationnaires, le trafic de données est 
considérablement réduit, ce qui atténue le goulot d'étranglement de von Neumann. Cependant, 
contrairement aux solutions numériques, l’IA analogique sera plus sensible aux propriétés des 
matériaux et intrinsèquement plus sensible au bruit et à la variabilité. Ces facteurs doivent être traités 
par des solutions architecturales, des nouveaux circuits et algorithmes. Par exemple, les mémoires non-
volatile (NVM) analogues (17) peuvent efficacement accélérer les algorithmes de « backpropagation ». 
En combinant le stockage à long terme dans des dispositifs de mémoire à changement de phase (PCM), 
la mise à jour quasi-linéaire des condensateurs CMOS conventionnels et des nouvelles techniques pour 
éliminer la variabilité d’un appareil à l’autre, des résultats significatifs ont commencés à émerger pour 
le calcul de DNNs (Deep Neural Network) (18) (19) (20). Ces expériences ont utilisé une approche mixte 
matériel-logiciel, combinant des simulations logicielles d'éléments de système faciles à modéliser avec 
précision (tels que des appareils CMOS) avec une implémentation matérielle complète des composants 
PCM. La recherche s’est également lancée dans une quête afin de construire une puce directement 
inspirée du cerveau (21). Dans un article publié dans Science (22), IBM et ses partenaires universitaires 
ont mis au point un processeur appelé SyNAPSE qui est composé d'un million de neurones. La puce 
ne consomme que 70 milliwatts et est capable de 46 milliards d'opérations synaptiques par seconde, 
par watt, littéralement un superordinateur synaptique tenant dans une paume de main. Nous sommes 
passés des neurosciences aux superordinateurs, à une nouvelle architecture informatique, à un 
nouveau langage de programmation, à des algorithmes, à des applications et maintenant à une nouvelle 
puce qui s’appelle TrueNorth (23). TrueNorth c’est un circuit intégré CMOS neuromorphique produit par 
IBM en 2014. Il s’agit d’un réseau de processeur « manycore », avec 4096 cœurs, chacun ayant 256 
neurones simulés programmables pour un total d'un peu plus d'un million de neurones. À son tour, 
chaque neurone possède 256 synapses programmables permettant le transport des signaux. Par 
conséquent, le nombre total de synapses programmables est légèrement supérieur à 268 millions. Le 
nombre de transistors de base est de 5,4 milliards. Étant donné que la mémoire, le calcul et la 
communication sont gérés dans chacun des 4096 cœurs neurosynaptiques, TrueNorth contourne le 
goulot d'étranglement de l'architecture von Neumann et est très économe en énergie. Il a une densité 
de puissance de 1/10 000 des microprocesseurs conventionnels. 
  
 3. Les systèmes quantiques : Qubits 
Les bits quantiques - ou qubits - combinent la physique avec l'information et sont les unités de base 
d'un ordinateur quantique. Les ordinateurs quantiques utilisent des qubits dans un modèle de calcul 
basé sur les lois de la physique quantique. Des algorithmes quantiques convenablement conçus sont 
capables de résoudre des problèmes de grande complexité en exploitant la superposition quantique et 
l'intrication pour accéder à un espace d'état exponentiel, puis en amplifiant la probabilité de calculer la 
bonne réponse par une interférence constructive. 
C’est à partir du début des années 1980, sous l’impulsion du physicien et prix Nobel Richard Feynman 
que germe l’idée de la conception et du développement d’ordinateurs quantiques : Là où un ordinateur 
« classique » fonctionne avec des bits de valeurs 0 ou 1, l’ordinateur quantique utilise les propriétés 
fondamentales de la physique quantique et repose sur des « quantum bits (qubits) ». Au-delà de ce 
progrès technologique, l’informatique quantique ouvre la voie au traitement de tâches informatiques 
dont la complexité est hors de portée de nos ordinateurs actuels.   
Au début du XXième siècle les théories de la physique dite « classique » sont dans 
l’impossibilité d’expliquer certains problèmes observés par les physiciens. Elles doivent donc être 
reformulées et enrichies. Sous l’impulsion des scientifiques, elle va évoluer dans un premier temps vers 
une « nouvelle mécanique » qui deviendra « mécanique ondulatoire » et finalement « mécanique 
quantique ». La mécanique quantique est la théorie mathématique et physique qui décrit la structure 
fondamentale de la matière et l’évolution dans le temps et dans l’espace des phénomènes de l’infiniment 
petit. Une notion essentielle de la mécanique quantique est la dualité « onde corpuscule ».  Jusqu’aux 
années 1890, les physiciens considèrent que le monde est composé par deux types d’objets ou de 
particules :  d’une part celles qui ont une masse (comme les électrons, les protons, les neutrons, les 
atomes …), et d’autre part celles qui n’en n’ont pas (comme les photons, les ondes …). Pour les 
physiciens de l’époque, ces particules sont régies par les lois de la mécanique Newtonienne pour celles 
qui ont une masse et par les lois de l’Electromagnétisme pour les ondes. Nous disposions donc de deux 
théories de la « Physique » pour décrire deux types d’objets différents. La mécanique quantique invalide 
cette dichotomie et introduit l’idée fondamentale de la dualité onde corpuscule. Les particules de matière 
ou les ondes doivent être traitées par les mêmes lois de la physique. C’est l’avènement de la mécanique 
ondulatoire qui deviendra quelques années plus tard la mécanique quantique. De grands noms sont 
associés au développement de la mécanique quantique comme par exemple Niels Bohr, Paul Dirac, 
Albert Einstein, Werner Heisenberg, Max Planck, Erwin Schrödinger et bien d’autres. Max Planck et 
Albert Einstein, en s’intéressant au rayonnement émis pas un corps chauffé et à l’effet photoélectrique, 
furent les premiers à comprendre que les échanges d'énergie lumineuse ne pouvaient se faire que par 
« paquet ». D’ailleurs, Albert Einstein obtient le prix Nobel de physique suite à la publication de sa 
théorie sur l’aspect quantifié des échanges d’énergie en 1921. Niels Bohr étendit les postulats 
quantiques de Planck et d'Einstein de la lumière à la matière, en proposant un modèle reproduisant le 
spectre de l'atome d'hydrogène. Il obtient le prix Nobel de physique en 1922, en définissant un modèle 
de l’atome qui dicte le comportement des quanta de lumière. En passant d’un palier d’énergie à un autre 
inférieur, l’électron échange un quantum d’énergie. Pas à pas, des règles furent trouvées pour calculer 
les propriétés des atomes, des molécules et de leurs interactions avec la lumière.  
De 1925 à 1927, toute une série de travaux de plusieurs physiciens et mathématiciens donna corps à 
deux théories générales applicables à ces problèmes : 
• La mécanique ondulatoire de Louis de Broglie et surtout de Erwin Schrödinger ; 
• La mécanique matricielle de Werner Heisenberg, Max Born et Pascual Jordan. 
Ces deux mécaniques furent unifiées par Erwin Schrödinger du point de vue physique, et par John von 
Neumann du point de vue mathématique. Enfin, Paul Dirac formula la synthèse ou plutôt la 
généralisation complète de ces deux mécaniques, que l'on nomme aujourd'hui la mécanique quantique. 
L'équation fondamentale de la mécanique quantique est l’équation de Schrödinger. 
L'informatique quantique a débuté lors d'une petite conférence, désormais célèbre, en 1981, organisée 
conjointement par IBM et le MIT, sur la physique de l'informatique. Le physicien lauréat du prix Nobel 
Richard Feynman a mis au défi les informaticiens d'inventer un nouveau type d'ordinateur basé sur des 
principes quantiques, afin de mieux simuler et prédire le comportement de la matière réelle (24): "Je ne 
suis pas satisfait de toutes les analyses qui vont avec juste la théorie classique, parce que la nature 
n'est pas classique, bon sang, et si vous voulez faire une simulation de la nature, vous feriez mieux de 
la faire avec la mécanique quantique..." 
La matière, a expliqué Feynman, est constituée de particules telles que des électrons et des protons 
qui obéissent aux mêmes lois quantiques qui régiraient le fonctionnement de ce nouvel ordinateur. 
Depuis, les scientifiques se sont attaqués au double défi de Feynman : comprendre les capacités d'un 
ordinateur quantique et trouver comment en construire un. Les ordinateurs quantiques seront très 
différents des ordinateurs d'aujourd'hui, non seulement en ce à quoi ils ressemblent et en quoi ils sont 
faits, mais, plus important encore, dans ce qu'ils peuvent faire. Nous pouvons également citer une 
phrase célèbre de Rolf Landauer, un physicien qui a travaillé chez IBM : « L’information est physique ». 
Les ordinateurs sont bien sûr des machines physiques. Il faut donc tenir compte des coûts énergétiques 
engendrés par des calculs, l'enregistrement et la lecture des bits d'information ainsi que des dissipations 
d'énergie sous forme de chaleur. Dans un contexte où les liens entre thermodynamique et information 
étaient l'objet de bien des interrogations, Rolf Landauer, a cherché à déterminer la quantité minimale 
d'énergie nécessaire pour manipuler un unique bit d'information dans un système physique donné. Il y 
aurait donc une limite, aujourd’hui appelée limite de Landauer et découvert en 1961, qui définit que tout 
système informatique est obligé de dissiper un minimum de chaleur et donc consommer un minimum 
d’électricité. Ces recherches sont fondamentales, car elles montrent que tout système informatique 
dispose d’un seuil thermique et électrique minimum que l’on ne pourra pas dépasser. Cela signifiera 
que l’on arrivera à la consommation minimum d’une puce informatique et qu’elle ne pourra pas dégager 
moins d’énergie. Ce n’est pas pour tout de suite, mais les scientifiques expliquent que cette limite sera 
surtout présente lors de la conception de puces quantiques. Les travaux récents de Charles Henry 
Bennett chez IBM ont consisté en un réexamen des bases physiques de l'information et l'application de 
la physique quantique aux problèmes des flux d'informations. Ses travaux ont joué un rôle majeur dans 
le développement d'une interconnexion entre la physique et l'information.  
Pour un ordinateur quantique le qubit est l’entité de base, représentant, à l’instar du « bit » la 
plus petite entité permettant de manipuler de l’information. Il possède deux propriétés fondamentales 
de la mécanique quantique : superposition & intrication. Un objet quantique (à l’échelle microscopique) 
peut exister dans une infinité d’états (tant qu’on ne mesure pas cet état). Un qubit peut donc exister 
dans n’importe quel état entre 0 et 1. Les qubits peuvent prendre à la fois la valeur 0 et la valeur 1, ou 
plutôt « une certaine quantité de 0 et une certaine quantité de 1 », comme une combinaison linéaire de 
deux états notés |0> et |1>, avec les coefficients 𝛂 et 𝛃. Donc là où un bit classique ne décrit « que » 2 
états (0 ou 1), le qubit peut en représenter une « infinité ». C’est un des avantages potentiels du calcul 
quantique du point de vue de la théorie de l’information. On peut se faire une idée de la superposition 
d’états en utilisant l’analogie du ticket de loterie : un ticket de loterie est soit gagnant, soit perdant une 
fois que l’on connaît le résultat du jeu. Par contre, avant le tirage, ce ticket n’était ni gagnant, ni perdant. 
Il avait simplement une certaine probabilité d’être gagnant et une certaine probabilité d’être perdant, il 
était en quelque sorte gagnant et perdant à la fois. Dans le monde quantique, toutes les caractéristiques 
des particules peuvent être sujettes à cette indétermination : par exemple, la position d’une particule 
est incertaine. Avant la mesure, la particule n’est ni au point A, ni au point B. Elle a une certaine 
probabilité d’être au point A et une certaine probabilité d’être au point B. Cependant, après la mesure, 
l’état de la particule est bien défini : elle est au point A ou au point B. 
L’intrication est une autre propriété étonnante de la physique quantique. Lorsque l’on considère 
un système composé de plusieurs qubits, il peut leur arriver de « lier leur destin » c’est-à-dire de ne pas 
être indépendants l’un de l’autre même s’ils sont séparés dans l’espace (alors que les bits « classiques » 
sont complètement indépendants les uns des autres). C’est ce que l’on appelle l’intrication quantique. 
Si l’on considère un système de deux qubits intriqués alors la mesure de l’état d’un de ces deux qubits 
nous donne une indication immédiate sur le résultat d’une observation sur l’autre qubit. 
Pour illustrer naïvement cette propriété on peut là aussi utiliser une analogie : imaginons deux 
ampoules, chacune dans deux maisons différentes. En les intriquant, il devient possible de connaître 
l’état d’une ampoule (allumée ou éteinte) en observant simplement la seconde, car les deux seraient 
liées, intriquées. Et cela, immédiatement et même si les maisons sont très éloignées l’une de l’autre. 
Ce phénomène d’intrication permet de décrire des corrélations entre les qubits. Si on augmente le 
nombre de qubits, le nombre de ces corrélations augmente exponentiellement : pour N qubits il y a 2n 
corrélations. C’est cette propriété qui confère à l’ordinateur quantique la possibilité d’effectuer des 
manipulations sur des quantités gigantesques de valeurs, quantités hors d’atteinte d’un ordinateur 
classique.  
Construire un ordinateur quantique repose sur la capacité de développer une puce informatique sur 
laquelle sont gravées des qubits. Du point de vue technologique, il existe plusieurs manières de 
constituer des qubits, ils peuvent être faits d’atomes, de photons, d’électrons, de molécules ou de 
métaux supraconducteurs. Dans la plupart des cas, pour pouvoir fonctionner, un ordinateur quantique 
a besoin de conditions extrêmes pour opérer comme par exemple des températures proches du zéro 
absolu. Le choix d’IBM par exemple, est d’utiliser des qubits supraconducteurs, construits avec des 
oxydes d’aluminium (on appelle aussi cette technologie : qubits transmons). Comme évoqué ci-dessus 
pour permettre et garantir les effets quantiques (superposition et intrication) les qubits doivent être 
refroidis à une température aussi proche que possible du zéro absolu (soit environ -273° C). Chez IBM 
ce seuil de fonctionnement est d’environ 20 milliKelvin. IBM a démontré la capacité de concevoir un 
qubit unique en 2007 et en 2016 et a annoncé la mise à disposition dans le cloud d’un premier système 
physique opérationnel doté de 5 qubits et d’un environnement de développement « QISKit » (Quantum 
Information Science Kit), permettant de concevoir, tester et optimiser des algorithmes pour des 
applications commerciales et scientifiques. L’initiative « IBM Q Experience » constitue une première 
dans le monde industriel. Ainsi depuis 2017, IBM construit un écosystème d’entreprises, d’universités, 
d’organismes de recherche et de startups : le « IBM Q Network » qui comporte plus de 100 membres. 
IBM a construit plusieurs systèmes allant de 5 à 53 qubits (25). Le nombre de qubits progressera au fur 
et à mesure mais cela ne suffit pas. Dans la course au développement d’ordinateurs quantiques, au-
delà des qubits, d’autres composantes sont essentielles. On parle de « volume quantique » comme une 
mesure pertinente de la performance et des progrès technologiques (26). On définit aussi « l'avantage 
quantique » c’est le point à partir duquel les applications du calcul quantique offriront un avantage 
pratique significatif et démontrable qui dépasse les capacités des seuls ordinateurs classiques. Le 
concept de volume quantique a été introduit par IBM en 2017. Il commence à se généraliser auprès 
d’autres constructeurs. Le volume quantique est une mesure qui détermine la puissance d'un système 
informatique quantique, tenant compte à la fois des erreurs de porte et de mesure, de la diaphonie de 
l'appareil, ainsi que de la connectivité de l'appareil et de l'efficacité du compilateur de circuits. Le volume 
quantique est utilisable pour tout système informatique quantique NISQ basé sur des portes et des 
circuits. Par exemple si vous baisser le taux d’erreurs de x10 sans ajouter de qubits supplémentaires 
vous pouvez avoir une augmentation du volume quantique de 500x. Au contraire, si vous ajoutez 50 
qubits supplémentaire mais que le taux d’erreur de baisse pas, vous pouvez avoir un volume quantique 
qui augmente de 0x. L’ajout de qubits ne fait pas tout. Et bien évidemment, il faut pouvoir exécuter des 
tâches sur ces machines, c’est pourquoi IBM a développé une bibliothèque de programmation 
spécifique appelée QISKit (Quantum Information Science Kit). Il s’agit d’une librairie open-source pour 
le langage Python, disponible sur qiskit.org. Son développement est très actif, l’ensemble des 
contributeurs, dont IBM, fait régulièrement évoluer les fonctionnalités de cet environnement de 
programmation.  
Les ordinateurs quantiques vont s’ajouter aux ordinateurs classiques pour adresser des 
problèmes qui sont aujourd’hui non résolus. Les ordinateurs classiques peuvent par exemple calculer 
des problèmes complexes que ne peut calculer un ordinateur quantique. Il y a des problèmes que les 
deux ordinateurs, classique et quantique, peuvent résoudre. Et enfin, des défis que ne peut résoudre 
un ordinateur classique mais qu’un ordinateur quantique pourra adresser. Beaucoup d’applications sont 
possible dans le domaine de la chimie, la science des matériaux, le machine learning ou l’optimisation.  
Par exemple, il est impossible de représenter complètement la configuration moléculaire de la caféine 
sur les super-ordinateurs les plus puissants d'aujourd'hui, mais nous pourrions la représenter en utilisant 
160 qubits. Aucun ordinateur classique au monde ne peut calculer de façon exacte (c’est-à-dire sans 
aucune approximation) l’énergie de la molécule de caféine, pourtant de taille moyenne avec une 
quarantaine d’atomes, c’est un problème trop complexe. Nous avons approximativement besoin de 
1048 bits pour représenter la configuration énergétique d’une seule molécule de caféine à un instant t. 
Aujourd’hui les ordinateurs quantiques sont utilisés pour traiter des problèmes de chimie simples c’est 
à dire avec un petit nombre d’atomes mais l’objectif est bien sûr de pouvoir adresser des molécules 
beaucoup plus complexes (27) (28). La chimie n’est pas le seul domaine concerné. Pour un ordinateur 
classique faire le produit de deux nombres et obtenir le résultat est une opération très simple : 7*3 = 21 
ou 6739*892721 = 6016046819. Cela reste vrai pour de très grands nombres. Mais le problème inverse 
est nettement plus complexe. Connaissant un grand nombre N, il est plus compliqué de trouver P et Q 
tel que : P x Q = N. C’est cette difficulté qui est à la base des techniques de cryptographie courantes. 
Pour un tel problème, à titre d’exemple on estime qu’un problème qui durerait 1025 jours sur un 
ordinateur classique, pourrait être résolu en quelques dizaines de secondes sur une machine quantique. 
On parle pour ce cas d’accélération exponentielle. Avec les ordinateurs quantiques, nous pouvons 
aborder les problèmes de manière entièrement nouvelle en tirant parti de l'intrication, de la superposition 
et des interférences : modéliser les procédures physiques de la nature, effectuer beaucoup plus 
simulations de scénarios, obtenir de meilleures solutions d’optimisation, trouver de meilleurs modèles 
dans les processus AI / ML. Dans ces catégories de problème éligibles aux ordinateurs quantiques on 
trouve beaucoup de cas d’optimisation, dans les domaines logistiques (plus court chemin), de la finance 
(estimation de risques, évaluation de portefeuilles d’actifs), du martketing (« maxcut », « clique »), de 
l’industrie et de la conception de systèmes complexes (satisfiabilité, parcours de graphes) (29) (30) (31) 
(32) (33) (34). Le domaine de l’IA (35) (36) est également un champ de recherche actif, et des méthodes 
d’apprentissage pour les réseaux de neurones artificiels commencent à voir le jour, c’est donc 
l’ensemble des activités humaines concernées par le traitement de l’information qui sont potentiellement 
concernées par l’avenir du calcul quantique. Le domaine de la cybersécurité et de la cryptographie est 
également un sujet d’attention. L’algorithme de Shor a été démontré voici plus de 20 ans et il pourrait 
rendre fragile le chiffrage communément utilisé sur internet. Il faudra attendre que les machines 
quantiques soient suffisamment puissantes pour traiter ce type de calcul particulier, et d’autre part des 
solutions de cryptage sont déjà connues et démontrées hors d’atteinte de cet algorithme. Parmi les 
solutions, il y a les technologies quantiques elles-mêmes qui permettent de générer et de transporter 
des clefs de cryptage de manière absolument inviolable.  
De ce fait le domaine des technologies quantiques et du calcul quantique en particulier est 
considéré comme un enjeu stratégique, et l’Europe, la France et bien d’autres pays soutiennent les 
efforts de recherche dans ce domaine. En France, IBM a choisi de créer un centre d’expertise sur le 
calcul quantique au sein de son site de Montpellier, pour servir de support au développement du calcul 
quantique et à soutenir l’offre d’IBM. Un projet de collaboration a été également mis en place avec le 
soutien de la région Occitanie avec l’Université de Montpellier : « Projet QuantUM ».  
 Si l’on prend les cas d’usages par seacteurs, nous pouvons en trouver de nombreux dans les 
banques et institutions financières : améliorer les stratégies de trading, améliorer les portefeuilles clients 
et mieux analyser les risques financiers. Un algorithme quantique en cours de développement, par 
exemple, pourrait potentiellement fournir une accélération quadratique dans les cas d'utilisation de la 
tarification des produits dérivés - un instrument financier complexe qui nécessite 10 000 simulations 
pour être évalué sur un ordinateur classique, ne nécessiterait que 100 opérations quantiques sur un 
appareil quantique. 
Un des cas d’usages du quantique est l’optimisation du trading. Il sera également possible pour les 
banques d’accélérer les optimisations de portefeuille comme les simulations de Monte Carlo. La 
simulation d’achat et vente de produits (trading) tels que les produits dérivés peuvent être amélioré 
grâce à l’informatique quantique. La complexité des activités de trading sur les marchés financiers 
monte en flèche. Les gestionnaires de placements peinent à intégrer des contraintes réelles, telles que 
la volatilité du marché et les changements des événements de la vie des clients, dans l'optimisation du 
portefeuille. Actuellement, le rééquilibrage des portefeuilles d'investissement qui suivent les 
mouvements du marché est fortement impacté par les contraintes de calcul et les coûts de transaction. 
La technologie quantique pourrait aider à réduire la complexité des environnements commerciaux 
d'aujourd'hui. Les capacités d'optimisation combinatoire de l'informatique quantique peuvent permettre 
aux gestionnaires de placements d'améliorer la diversification du portefeuille, de rééquilibrer les 
investissements de portefeuille pour répondre plus précisément aux conditions du marché et aux 
objectifs des investisseurs, et de rationaliser de manière plus rentable les processus de règlement des 
transactions. Le machine learning est aussi utilisé pour l’optimisation de portefeuille et la simulation de 
scenarios. Les banques et les institutions financière comme les hedge funds sont de plus en plus 
intéressé car ils y voient une façon de minimiser les risques tout en maximisant les gains avec des 
produits dynamiques qui s’adaptent en fonction de nouvelles données simulées. La finance 
personnalisée est aussi un domaine exploré. Les clients exigent des produits et services personnalisés 
qui anticipent rapidement l'évolution de leurs besoins et de leurs comportements. Des petites et 
moyennes institutions financières peuvent perdre des clients en raison d'offres qui ne privilégient pas 
l'expérience client. Il est difficile de créer des modèles analytiques qui passent au crible des monticules 
de données comportementales suffisamment rapidement et avec précision pour cibler et prévoir les 
produits dont certains clients ont besoin en temps quasi réel. Un problème similaire existe dans la 
détection des fraudes pour trouver des modèles de comportements inhabituels. On estime que les 
institutions financières perdent entre 10 et 40 milliards de dollars de revenus par an en raison de fraudes 
et de mauvaises pratiques de gestion des données. Pour le ciblage client et la modélisation des 
prévisions, l'informatique quantique pourrait changer la donne. Les capacités de modélisation des 
données des ordinateurs quantiques devraient s'avérer supérieures pour trouver des modèles, effectuer 
des classifications et faire des prédictions qui ne sont pas possibles aujourd'hui avec les ordinateurs 
classiques en raison des défis des structures de données complexes. Un autre cas d’usage dans le 
monde de la finance est l’analyse de risques. Les calculs de l'analyse des risques sont difficiles car il 
est difficile sur le plan informatique d'analyser de nombreux scénarios. Les coûts de mise en conformité 
devraient plus que doubler au cours des prochaines années. Les institutions de services financiers sont 
soumises à des pressions croissantes pour équilibrer les risques, couvrir les positions plus efficacement 
et effectuer un plus large éventail de tests de résistance pour se conformer aux exigences 
réglementaires. Aujourd'hui, les simulations de Monte Carlo - la technique privilégiée pour analyser 
l'impact du risque et de l'incertitude dans les modèles financiers - sont limitées par la mise à l'échelle 
de l'erreur d'estimation. Les ordinateurs quantiques ont le potentiel d'échantillonner les données 
différemment en testant plus de résultats avec une plus grande précision, fournissant une accélération 
quadratique pour ces types de simulations. 
 La modélisation moléculaire permet des découvertes telles que des batteries au lithium plus 
efficaces. Pouvoir modéliser les processus physiques de la nature permettra de développer de 
nouveaux matériaux avec des propriétés différentes. L’informatique quantique donnera les moyens de 
simuler les atomes ou interactions atomiques beaucoup plus précisément et à des échelles beaucoup 
plus grandes. On peut redonner l’exemple de la molécule de caféine. Des nouveaux matériaux vont 
pouvoir être utilisé partout que ce soit dans les produits de consommation, les voitures, les batteries, 
etc. L’informatique quantique permettra d’exécuter des calculs d’orbite moléculaire sans 
approximations. Une autre application est l’optimisation du réseau électrique d’un pays, une 
modélisation environnementale plus prédictive et la recherche de sources d’énergie à émissions plus 
faibles. L’aéronautique sera également source de cas d’usages. Dans le transport aérien, à chaque 
atterrissage d’un avion des centaines d’opérations se mettent en place :  Changement d’équipage, 
refueling, nettoyage de la cabine, livraison des bagages, inspections des éléments moteurs et train 
d’atterrissage. Chaque opération fait elle-même appel à des sous opérations (Pour le refueling il faut un 
camion-citerne disponible, un chauffeur du camion et 2 personnes pour le remplissage. Au préalable il 
faut bien sûr que le plein du camion-citerne a été fait etc.). Donc au total des centaines 
d’opérations/actions élémentaires à prévoir et cela pour tous les avions atterrissant dans le même 
créneau horaire. Imaginons un orage sur Paris qui force à retarder par exemple de 30mn l’atterrissage. 
Il faut alors en temps réel tout recalculer pour tous les avions. Les véhicules électriques ont une 
faiblesse : la capacité et la vitesse de charge de leurs batteries. Une percée en informatique quantique 
réalisée par des chercheurs d'IBM et de Daimler AG (37), la société mère de Mercedes-Benz, pourrait 
aider à relever ce défi. Le constructeur automobile Daimler, s'intéresse de près à l'impact de 
l'informatique quantique sur l'optimisation de la logistique des transports, jusqu'aux prédictions sur les 
futurs matériaux pour la mobilité électrique, notamment la prochaine génération de batteries. Il y a tout 
lieu d'espérer que les ordinateurs quantiques donneront des résultats initiaux dans les années à venir 
pour simuler avec précision la chimie des cellules de batterie, les processus de vieillissement et les 
limites de performance des cellules de batterie. Lorsque les temps d'exécution d'une solution précise 
prennent trop de temps, les entreprises se contentent de calculs inférieurs. Prenons l’exemple du 
voyageur de commerce qui doit visiter 15 villes. Le nombre de possibilités de passer par telle ou telle 
ville est de 15! soit 1 307 674 368 000 de possibilités. Ce problème du voyageur du commerce peut 
être étendu dans plein de domaine comme l’énergie, les télécommunications, la logistique, les chaines 
de productions ou l’allocation de ressources. Par exemple, dans le fret maritime, il y a une grande 
complexité dans la gestion des containers de bout en bout : charger, convoyer, livrer puis décharger 
dans plusieurs ports dans le monde est un problème multiparamétrique pouvant être adressé par 
l’informatique quantique. Une meilleure compréhension des interactions entre les atomes et les 
molécules permettra de découvrir de nouveaux médicaments. L’analyse en détail des séquences d’ADN 
permettra de détecter les cancers plus tôt en développant des modèles qui détermineront comment les 
maladies se développent. L’avantage du quantique sera d’analyser dans le détail à une échelle jamais 
atteinte le comportement des molécules ou nous permettre de mieux prédire les structures des 
protéines. Les simulations de scénarios permettront de mieux prédire les risques d’une maladie ou sa 
diffusion, la résolution de problèmes d’optimisations permettra d’optimiser les chaînes de distributions 
des médicaments, et enfin l’utilisation de l’IA permettra d’accélérer les diagnostics, d’analyser plus 
précisément les données génétiques.  
  
 Conclusion 
Le centre de données de demain est un centre de donnée composé de systèmes hétérogènes, qui 
tournerons des charges de travail hétérogènes. Les systèmes seront localisés au plus près des 
données. Les systèmes hétérogènes seront dotés d’accélérateurs binaire, d’inspiration biologique et 
quantique.  Ces architectures seront les fondations pour relever les défis non résolus aujourd’hui avec 
des applications dans tous les secteurs allant de la recherche et l’industrie mais aussi des applications 
sociétales. Tel un chef d’orchestre, le cloud hybride permettra grâce à une couche de sécurité et 
d’automatisation intelligente de mettre ces systèmes en musique.  
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