Introduction
It has been known for some time that hippocampal place cells respond not only to spatial aspects of an environment but also to non-spatial, "contextual" aspects, such as its colour. In addition, several experiments, models and theories of hippocampal function have suggested that the hippocampus has a role in processing context, be it context of a spatial nature (e.g., O'Keefe, Nadel, 1978; Nadel, Willner, 1980; Nadel et al., 1985; Redish, 2001) or context of a more general nature (e.g., Hirsh, 1974; Myers, Gluck, 1994; Rudy, O'Reilly, 1999; ). However, widespread usage of the term "context" in a variety of different settings has rendered the term somewhat ill-defined, and consequently of little heuristic value. We argue here in support of the view advanced by O' Keefe and Nadel (1978) and Nadel and Willner (1980) that context is a neural construct, rather than something that has a separate existence in the external world. Using data from recent recording studies of hippocampal cells in behaving rats, we propose a model of the contextual modulation of hippocampal place cells in which the contextual cues function to determine how place cells respond to their spatial inputs. We argue on the basis of these, and other, findings that the type of representation the hippocampus processes is best referred to as "spatial context" Good et al., 1998) .
Popular vs. scientific definitions of context
Most people know what "context" means. In the popular sense, it refers to the setting in which events take place, and it forms the background against which these events − in the foreground − occur. The context determines meaning in situations where the foreground events would otherwise be ambiguous (e.g., hearing a shout of 'Fire!' might mean something very different in a smoke-filled building from on a smoke-filled battlefield). Context, therefore, appears to have a superordinate role in the processing of stimuli. While this defines the general meaning of context, contexts exist within a particular area or domain, so that when one asks "In what context did event A happen?" the question refers to a specific context: a context that might be spatial, temporal, cultural, economic, social, etc., in nature.
A difficulty arising in studies of context is that the term is often used to refer either to external situations or stimuli or to the internal representation of these situations, an ambiguity that has left the concept open to different interpretations and thus provoked some controversy. In context conditioning studies, the "context" often refers to the conditioning chamber and the background of stimuli that make up the experimental environment, and a "change in context" means, for example, taking the animal from chamber A and placing it in chamber B. While it is clear that such context conditioning studies have contributed greatly to the idea that the hippocampus represents context, it hasn't always been clear what specific type of context (e.g., spatial contexts, or contexts of all natures) is being referred to.
Taking a slightly different view, in their elegant discussion of spatial context, Nadel and Willner (1980) argue that context is paradoxical: it both "is made up of" and "contains" the same stimuli. In other words, a given stimulus could be either a discrete cue or part of the context, depending on circumstances (which, in the laboratory, often means "depending on what the experimenter is interested in"). This ambiguity, they state, results from the way that elemental stimuli and contexts are processed in the brain. They present the case more explicitly in Nadel, Willner, and Kurz (1984) when, with reference to spatial contexts, they state that "…environmental contexts exist both as integrated ensembles (in the hippocampal map) and as collections of individual cues (in the neocortex)." In this sense, the relationship between contexts and discrete cues is again hierarchical, or superordinate − a notion that we began with in this discussion. Fundamentally, it results from the way the brain processes stimuli. This idea, while bringing us to the predominant modern idea of the neural representation of context, and specifically the hippocampal representation (e.g., Nadel and Willner, 1980; Myers and Gluck, 1994; Rudy and O'Reilly, 1999) , also shows us that context is best seen as a neural construct, rather than as something that actually exists in the external world. It is in keeping with O'Keefe and Nadel's discussion of space and the representation of spatial context (see O'Keefe and Nadel, 1978) .
In the present chapter, we hold with the above view that context is a neural construct. By this view, the brain processes stimuli and forms contextual representations, and it is these representations that give us the impression that "context" exists as a separate entity in the external world. Empirical and theoretical work has suggested that context serves to modulate the associations formed between stimuli (Nadel, Willner, 1980; Good, Honey, 1991) , and that the function of such a representation could be to allow an animal to learn several different things about the same set of stimuli, depending on the context in which they occurred. In thinking about how space is represented, it becomes apparent that a contextmodulated spatial representation could be of great use to an animal by, for example, allowing it to perform one kind of behaviour in one context and a different kind of behaviour in the same "place" in a different context. It may also, as Collett et al. pointed out in Chapter 4 of this volume, allow an animal to disambiguate spatially similar but physically separate environments. Extrapolating to humans, it might be that such a representation has evolved into a mechanism for allowing many different events occurring in the same place to be distinguished and indexed by non-spatial context cues, thus forming the basis of the human capacity for episodic memory. Speculative though these ideas are, it is nevertheless clear that the study of the neural basis of context representation in animals may provide important clues to the structure of both animal and human memory.
Wiltgen and Fanselow, in Chapter 5 of this volume, review the evidence that the hippocampus is the brain area most highly implicated in formation of a representation of spatial context. Taking this as our starting point, in the present chapter we explore the possible nature of this representation, including how it may develop with experience.
Place cells and context
As detailed in the previous chapters of Section II, place cells in the rodent hippocampus show spatially localised firing (O'Keefe and Dostrovksy, 1971) , the areas of which (the receptive fields) are called "place fields". Relatively small subsets of the place cell population are active in any one environment, and the active subset usually changes between different recording environments, as do the locations of place fields of cells common to those subsets. These discoveries (particularly that the primary correlate of place cell firing is spatial in nature) led to the development by O'Keefe and Nadel of the cognitive map theory of hippocampal function (O'Keefe and Nadel, 1978) . This theory proposes that the hippocampus represents, in its neural networks, map-like representations (cf. Tolman, 1948) of previously-experienced environments. The theory states that these spatial maps allow mammals to respond to a variety of demands: demands which may be of a navigational, mnemonic or spatial reasoning nature.
Despite the prominent spatial correlates of place cell firing, so-called "non-spatial" firing of hippocampal principal cells has been widely reported (e.g., Wible et al., 1986; Olton et al., 1989; Cohen, Eichenbaum, 1991; Wood et al., 1999; Hampson et al., 1999; Wood et al., 2000) . This has led several investigators to suggest that the spatial role of the hippocampus is a specific example of what is, in fact, a wider conjunctive or configural role of the hippocampus in general mnemonic processing, in which stimuli of many different natures are conjoined in the hippocampus to form both spatial and non-spatial memories (e.g., Cohen, Eichenbaum, 1991; Myers, Gluck, 1994; Rudy, O'Reilly, 1999; ); see also Wood, Chapter 16 of this volume). In this chapter we hold the view developed by Nadel and Willner (1980) that the hippocampus has a role in the representation not just of (geometric) space, but of a space that is characterised (in the sense of "given character") by the other stimuli that might also be present. This is the kind of space that Nadel and Willner called "context", and to which we will give the more specific term "spatial context". Note that while our discussion of context benefits from restricting the focus to spatial representations, it is possible that some of what we say below, at least in terms of how contextual stimuli affect hippocampal representations, could also be applied to nonspatial formulations of hippocampal function.
Since its inception, the cognitive map theory has provoked a large amount of research directed at elucidating the precise role the hippocampus plays in spatial cognition. Many studies have attempted to define the types of information that place cells receive, and how the hippocampus and nearby structures (such as entorhinal cortex and subiculum) process this information. Such experiments are usually conducted by recording cells in simple experimental settings where single stimuli or features can be manipulated, and have given us a general understanding of the basic properties of place cells. It is now well established that while each place cell usually has the same place field (i.e., it fires in the same location) when recorded under the same conditions (e.g., in room A), it often exhibits a novel firing pattern (i.e., it fires in a different, novel location, or does not fire at all) when recorded under novel conditions (e.g., in room B). This alteration in the place fields of the same cells when recorded under different conditions is called "remapping" (Muller, Kubie, 1987) ; Knierim, Chapter 12) , to reflect the assumption that it involves the activation of a new representation, or map, of the environment.
Remapping has been the recent focus of our experiments, because it provides important insights into the functioning of place cells. We have used the phenomenon to explore the ways in which place cell activity is modulated by changes in context. In so doing, we have been able to deduce how contextual information might affect the spatial firing of the cells, and also to determine that (at least under some conditions) different place cells receive different subsets of contextual information. From this observation, as we shall show, the inference can be drawn that a complete neural description of spatial context only comes together for the first time in the hippocampus.
Remapping
Place cell remapping is reviewed in detail by Knierim in chapter 12 of this volume, so we will discuss it only briefly here. It is traditionally subdivided into two types: rotational remapping, when place fields maintain their locations relative to each other (in terms of angles and distances) but rotate as a whole with respect to the environment (Muller, Kubie, 1987) , and complex remapping, when place fields do not maintain their relative locations but instead shift to unpredictable places or stop firing altogether (Bostock et al., 1991) . Rotational remapping happens when, for example, prominent cues in the environment are rotated (O'Keefe, Conway, 1978; Muller, Kubie, 1987) . Complex remapping has been shown to occur when one of a number of possible changes are made to the experimental situation (these will be discussed more fully below). To these remapping types we add a third, which we shall call geometric remapping, since it has been shown that when the recording environment is stretched (for example, from a square to a rectangle), place fields alter their shapes in subtle ways which suggest that they are governed by the walls of the environment (O'Keefe, . Strictly speaking, it is inaccurate to describe the alteration or deformation of place fields following rotational and geometric manipulations as "remapping" since the same representation is presumed to be present before and after the manipulation, albeit in a rotated or deformed state respectively (and not necessarily in a one-to-one correspondence with the manipulation). We will, however, continue to describe these changes as "remapping" for the sake of simplicity. After a complex remapping, by contrast, cells may change the locations of their place fields in a manner that cannot be predicted from knowing the change made to the environment, or they may start or stop firing altogether. This kind of remapping implies that a different representation is present from the one active before the manipulation was made: "different" because no simple transformation can apparently explain the relationship between the two. Complex remapping is often "complete" (affecting all simultaneously recorded cells) but may also, somewhat puzzlingly (in view of the cognitive map hypothesis) be "partial", affecting only some of them.
The study of place cell remapping helps us to discover the types of environmental information that place cells receive. Many investigators have argued that the firing of place cells cannot easily be explained as the result of sensory inputs impinging on the cell, but is better understood as a population phenomenon arising from an attractor network, instantiated by the highly interconnected CA3 auto-associative cell layer, in which each cell is driven as much as or more by other cells in the same cell layer as by the feedforward (sensory) inputs (Samsonovich, McNaughton, 1997; Tsodyks, 1999) . Attractor models are intuitively appealing, but fail to account completely for the growing body of evidence that there is often a relatively straightforward relationship between the sensory environment and the activity of place cells, and that manipulations of subsets of environmental cues can cause subsets of place cells to remap independently of others (O'Keefe, Shapiro et al., 1997; Tanila et al., 1997; Skaggs, McNaughton, 1998; Tanila, 1999; Jeffery, 2000; Lever et al., 2002) . The present chapter will suggest that study of sensory modulation of place cells can tell us a great deal about how their inputs interact to drive firing. The argument will be made that different kinds of information play different roles in governing the activity of place cells.
What information do place cells receive?
Demonstrations of place cell remapping of each type (rotational, complex, or geometric) imply that information specific to each class of remapping ultimately affects place cell firing. This further implies that place cells receive inputs, directly or indirectly, from structures in the brain that process rotational, complex, or geometric classes of information. For example, rotational remapping might occur in response to inputs from a structure that computes a representation of direction. Candidate areas for such a structure are those that contain head direction cells (Taube, 1998) : a claim that is supported by experiments which have shown a strong coupling between place cell rotations and head direction encoding in thalamic cells (Knierim et al., 1995) . Likewise, geometric remapping might be a response to inputs carrying information about the geometry of the environment (the sources of which are unknown at present).
Complex remapping is harder to elucidate because the conditions under which it occurs are so heterogeneous. It has been observed following changes to salient sensory stimuli, such as the colour of a cue card (Bostock et al., 1991) , the position of the experimental arena in the room (e.g., Hayman et al., 2002) , the task the rat performs in the environment (Markus et al., 1995) , the direction the rat takes along a narrow track (e.g., O'Keefe and Recce, 1993; Gothard et al., 1996) , or the internal state of the rat, such as its intention to make left or right turns at the end of a track (e.g., Wood et al., 2000) , among other factors. Because the non-spatial stimuli that cause place cells to show complex remapping have much in common with the kinds of stimuli that behavioural psychologists have manipulated in traditional contextual learning experiments, we refer to such influences on place cells as "contextual stimuli". This has led us to propose an operational definition of context: namely, "cues that cause place fields to switch on or off". For this reason, we shall refer to the information that elicits complex remapping as "contextual information", and shall give complex remapping the name of "contextual remapping". Rather than setting the metrics of the hippocampal representation (as geometric and directional information do), the information class that is involved in complex remapping − contextual information − determines which representation of spatial context is activated. Using this operational definition, which allows for precise characterisation of exactly which stimuli comprise a context, we come back to the suggestion of Nadel and Willner that [spatial] context is best thought of as a neural construct. In the remainder of this chapter, we explore the architecture of this construct.
The representation of spatial context
Two questions arise concerning contextual remapping:
(1) What constitutes a necessary and sufficient change in the experimental situation to induce contextual remapping?
(2) What is contextual information and how does it affect the hippocampal representation?
The answer to the first question is not straightforward because, as we stated above, many changes made in different sensory modalities or made to external or internal conditions have been shown to cause contextual remappings. Indeed, it is widely held that the function of the hippocampus is to be sensitive to environmental (or biological) changes and to rapidly respond to these changes by constructing new representations. However, there is a distinction made in the conditioning literature between tonic and phasic stimuli (see Nadel and Willner, 1980) which is useful here. The tonic stimuli in an environment are those stimuli that are static or unchanging over time, while the phasic stimuli are those that come and go or change over time. For example, in a typical conditioning experiment, the tonic stimuli are the conditioning chamber and all the background cues, which remain constant over the duration of the experiment, while the phasic stimuli include the discrete stimuli (such as tones and lights) used as conditioned stimuli. We can speculate that the features of the situation that go unchanged over long enough periods (the tonic stimuli) may affect place cell firing and thus will be important designators of spatial contexts. Indeed, there is evidence that the hippocampal representation becomes indifferent to stimuli that are "too" changeable (Jeffery, O'Keefe, 1999) . We note here that a tonic stimulus might also include information internal to the rat, such as its working memory of the task it is performing or the behaviour it is about to execute, thus explaining reports in the literature of complex remapping in response to changes in such stimuli (Wood et al., 2000; Markus et al., 1995) . Note also that not all tonic stimuli exert such an effect: for example, objects within the environment, while constant and unchanging over time, nevertheless fail to control the firing of place cells (Cressant et al., 1997) . We argue here that stimuli, tonic or phasic, that fail to modulate the spatial firing of place cells should not be regarded as contextual − at least, not in the sense of defining spatial context.
The answer to the second question is addressed in the studies outlined below. We explored two issues: first, how do the contextual inputs interact with spatial inputs onto place cells; and second, what is the nature of these contextual inputs?
Interaction of spatial and contextual inputs to place cells
An example of contextual remapping of place cells is shown in Figure 1 . In this experiment, place cells were recorded as a rat foraged in a black box (the first context) or an identically shaped and located white box (the second context). For simplicity, we henceforth refer to the change between black and white as a colour change. Note that the firing patterns of the cells were very different in the two boxes: two cells fired in only one of the boxes and the other two shifted their firing locations.
INSERT FIGURE 1 ABOUT HERE
The behaviour of a cell that switches on or off in response to context changes could, in principle, be explained by assuming the cell needs particular contextual inputs to drive it close enough to firing threshold for the spatial inputs to succeed in firing the cell and causing it to produce a place field. By this view, when the context changes and the correct contextual inputs are no longer active, the cell no longer crosses its firing threshold even when the rat is in the correct place. This explanation, however, fails to explain the behaviour of cells that shift their fields from one location to another in response to context changes. Such a cell must have two sets of spatial inputs, one determining the field in the black box and the other the field in the white box. The contextual signal must, therefore, somehow interact with the spatial inputs so that the cell correctly produces its black firing pattern in the black box and its white pattern in the white box . How does this happen?
Since the location of a cell's place field is determined by the walls of the recording environment (O'Keefe, , it is natural to suppose that remapping to a change in box colour might occur because the wall information supplied by a black box is different from that supplied by a white box (Burgess, Hartley, 2002) . Expressed another way, perhaps inputs to the cells from the walls are "colour-coded", so that they carry information not just about where the rat is with respect to (for example) the north and west walls, but where it is in relation to black (or white) north and west walls. Thus, changing the walls should change the field location accordingly − and, conversely, leaving the walls unchanged while altering other aspects of the box should not cause remapping. The alternative possibility is that the walls supply purely spatial information (telling the cell where to fire) and that the blackness or whiteness of the box − the context − arrives as a separate signal. In this model, spatial and contextual information are not equal in terms of their influence on the place cell, but exist in a hierarchical relationship in which one class of information controls responding to the other class.
We explored this issue by dissociating a change in context from the walls themselves (Jeffery and Anderson, submitted) . We constructed a recording box 72 cm square and 30 cm high, with walls painted black on one side and white on the other, and a changeable floor made from black or white foam-board. By turning the walls around and/or changing the floor, it was possible to create a box that was all-black, all-white, black walls with a white floor or white walls with a black floor. The question we asked was: could remapping be induced by changing the floor alone, even though place field location is determined by the walls?
Changing the entire box from black to white produced − as expected − reliable contextual remapping, of the kind shown in Figure 1 . However, dissociating a change to the floor from changes to the walls proved to be highly revealing. Only two of 28 analysed cells responded to changing of the walls alone, as would have been expected if the spatial information was colour-coded in the manner hypothesised above. A substantial proportion of cells (15 of the 28) responded only to changes in the floor (see Figure 2A for an example), remaining unchanged even when all four walls were changed. The remaining cells showed behaviour indicating an influence from both the floor and the walls. Clearly, then, the effect of the colour of the box (the contextual signal) can be experimentally dissociated from the spatial effect of the walls. The inference to be drawn from this experiment is that the contextual signal and the spatial signal influence place cells in different ways.
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We explain the above finding by assuming that a cell that remaps by shifting its firing location receives at least two sets of spatial inputs ( Figure 2B ), which are activated by the surface layout of the environmental boundaries (i.e., the walls) and hence are termed "boundary inputs". Each set of boundary inputs determines the location of a place field, and remapping consists of one set being switched off and, in this case, the second set being switched on. In the experiment just described, the boundary inputs were selected by the incoming non-spatial inputs which carried information about the floor colour. For reasons we described earlier, we refer to these non-spatial inputs as "contextual inputs". Thus, the contextual inputs cause remapping by selecting which spatial inputs will drive the place cell. This controlling relationship places the contextual cues higher in a superordinate relationship to the spatial stimuli, as Nadel and Willner (1980) suggested.
We note, as Nadel and Willner did also, that because contextual remapping occurs in response to quite different changes to the recording situation, contextual information most likely is not of a single type, and may arrive via different routes. All information of this nature, however, has the effect of causing the hippocampal representation to switch and can thus be considered to be contextual.
The nature of the contextual inputs
Given the evidence described above that some kind of contextual signal modulates the spatial firing of place cells, the question arises as to the nature of this signal. Do the place cells receive an already-assembled, compound representation of context, or do they receive an elemental one that they themselves collectively synthesise into a unitary representation? This question is of some theoretical importance, for two reasons. First, the hippocampus has long been thought to have a role in creating a compound representation from an incoming set of elements . Such representations have been called "configural", and are useful because they allow an animal to respond to the same stimulus in different ways depending on what other stimuli are simultaneously present. Despite the attractiveness of such a theory, studies of discrete-cue learning frequently fail to find a hippocampal role in configural processing (Davidson et al., 1993; Gallagher, Holland, 1992) . Perhaps, if the hippocampus does form stimulus configurations, it only does so using certain kinds of stimuli − i.e., contextual and spatial stimuli, rather than discrete cues. Therefore, the finding that place cells receive elemental contextual stimuli and construct a configural representation from them would be of direct relevance to the configural hypothesis of hippocampal processing.
Second, the question of whether the place cells receive elements of a context or an alreadyassembled signal is important because of the postulated role of the hippocampus in context processing. If the cells receive a pre-assembled contextual signal, this would imply that context was actually processed by some structure upstream of the hippocampus. Thus, the contribution of the hippocampus would be, perhaps, to add "place" to the contextual representation and convert it into a "spatial context". On the other hand, if the place cells receive elements of the context and process these elements collectively, as a population, then this would be evidence that the entire contextual representation is assembled here, with structures upstream merely passing along fragments of the available contextual elements. These two possibilities are diagrammed in Figure 3 .
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We created some simple compound contexts to explore this issue. We constructed four different recording boxes, 60 cm square and 50 cm high, that could be black or white, and lemon-scented or vanilla-scented. The clear Perspex walls and floor of the box were changed in colour using paper applied to the outside of the walls, so that the paper did not itself contribute an odour to the context. One set of walls and floor were wiped over with lemon food flavouring and a second set of walls and floor were scented vanilla in the same way. Black, white, lemon and vanilla were thus the four sensory "elements" (or "features") of the compound context, with each possible context possessing two of the elements (one of the colours and one of the odours). We manipulated the contexts by changing one or both elements independently, so that sometimes the colour changed, sometimes the odour changed and sometimes both changed.
Our first prediction was that any change in context, either of the colour alone, the odour alone or of both, would result in a complete remapping affecting all the place cells simultaneously, as many other contextual changes do (Bostock et al., 1991; Kentros et al., 1998; Jeffery et al., 2003) . In fact, we found that only 85% of cells remapped at all, the remainder firing the same way in all four environments. Thus, the remapping we saw in our fragmented contexts was not complete. We discuss possible reasons for this later.
Second, we thought that cells that did respond to context changes might all do so together. This might occur if, for example, a global, pre-configured contextual signal does input onto the place cells but not all cells respond to it. However, we found that this also was not the case. Of the cells that remapped when the box was changed in both colour and odour, some did so because they detected the colour change (7%), some because they detected the odour change (2%) and the majority because they detected both (76%). Of the cells detecting both, different cells remapped in different ways (Figure 4) , suggesting a heterogeneity of the contextual inputs onto these cells. Thus, of cells receiving a portion of the available contextual information, not all cells receive the same portion. This suggests that the contextual signal reaching the place cells is not an already-synthesised configuration, but arrives in fragments.
INSERT FIGURE 4 ABOUT HERE There were some interesting restrictions on the kinds of remapping pattern that we saw (see Figure 5 ). For example, although cells often had more than one independently remapping field, we never saw more than one of these fields active in any given context ( Figure 5A ). In cases where a cell expressed more than one field in the same environment, as sometimes happens, both subfields always remapped in the same way. We also never saw cells with identical fields in non-overlapping contexts (black lemon vs. white vanilla, or white lemon vs. black vanilla) that did not also express this field in at least one of the other contexts ( Figure 5B ). These restrictions supply constraints on the kinds of model that can explain the firing patterns we saw, as we discuss in the next section.
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It seems, then, that the contextual inputs reach place cells in fragments rather than as a unitary signal, so that a particular context can only be uniquely represented by the activity of a population of place cells. This supports the hypothesis that the place cells are indeed the site of assembly of the representation of spatial context. The nature of the modulation that we saw suggests the following model of how contextual stimuli and spatial stimuli interact.
A model of the contextual remapping of place cells
In our model, based on the above findings, we assume that three sets of inputs affect the activity of place cells in a given environment; these inputs bring the geometric, directional, and contextual information into the hippocampus (Figure 6 ). The model is currently agnostic with respect to how the directional inputs affect place cell firing and we will not discuss these inputs further, except to say that they somehow serve to orient the fields within the environment.
We suggest, for reasons explained below, that the geometric information comes directly from "boundary cells", which are hypothetical cells existing in a structure upstream of the hippocampus. These cells are partly driven by sensory information about the distance of the animal from the walls of the environment, and function to set the location of place fields within the recording apparatus. As mentioned earlier, a cell that expresses different fields in different environments must have more than one set of boundary inputs, the active set being determined by the other, non-spatial contextual stimuli that are also present. Thus, when the rat is placed into a new environment, elemental representations of these contextual stimuli are rapidly connected to the boundary cells and each boundary cell comes to be affected by its own private subset of the available contextual elements. The boundary cells can now activate hippocampal place cells in a context-dependent manner.
Note that the data upon which this model is based are not inherently symmetry-breaking with regard to which inputs control which, and it is equally plausible that boundary inputs could determine which context cues can drive a place cell. However, we think that it is likely that the boundary inputs form the final common pathway onto place cells, because recordings from entorhinal cortex, immediately upstream from the hippocampal place cells, have found cells with place fields that are not affected by context changes (Quirk et al., 1992) , but not context-responsive cells lacking spatial modulation.
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Why do we propose that the contextual information selectively activates hypothetical boundary cells rather than the place cells themselves? The reason derives from the observation that while individual place cells often had different place fields in environments possessing different colour-odour combinations, these fields did not ever occur together in the same environment (see Figure 5A ). Thus, each set of contextual cues was uniquely associated with only one set of boundary inputs and not the other. This implies that it is a given geometric representation upstream of the place cells (in the boundary cell layer), rather than the place cell itself, that is activated by the discriminative contextual stimuli.
Contextual modulation of the boundary inputs can account for the two ways in which a place cell can remap, which is either by shifting the location of its field, or by switching its field on or off without changing its location. In the former case, these place cells receive selectively activated inputs from more than one boundary cell, so that when the environment (and hence the contextual information) changes, one set switches off and another switches on, resulting in an apparent shift of the place field of the cell. In the latter case, place cells receive selectively activated inputs from only one boundary cell and so switch on and off between environments.
A few notes concerning the hypothetical boundary cells: they may themselves be formed as a result of inputs from several of Hartley et al.'s "boundary vector cells" which, they suggest, govern (in sets) the location of individual place fields (Hartley et al., 2000) . Also, there is no reason to suppose that different boundary cells cannot share common individual boundary inputs. Furthermore, it is interesting to speculate how a boundary cell would behave if recorded in the colour-odour combination environments we used in the place cell experiment. These cells should show spatially-localised firing in some or all of the environments, but should never show different place fields in different environments. If boundary cells remap, they should always do so by switching on or off.
As mentioned earlier, a puzzling observation in the above experiment was that despite the apparently independent modulation of boundary inputs by context, we never saw two boundary input sets active simultaneously. For example, we never saw a cell with one field modulated by colour and another by odour that expressed both fields together when the corresponding colour and odour were paired ( Figure 5A ). This suggests that the boundary inputs determining each field are not truly independent, but somehow "know" about each other. There are at least three reasons why this might be. The first is that perhaps the network properties of the whole system act to suppress one of the sets of boundary inputs so that only one can be active in any given environment. Theoretical work suggests that such a process might be due to the auto-associative recurrent CA3 network (Samsonovich, McNaughton, 1997; Doboli et al., 2000) . The second is that perhaps when one of the fields becomes activated in a given context, even when the rat leaves the region of that field (so that the cell no longer fires) the cell can somehow inhibit the other field directly. The third possibility is that during the rapid establishment of connections that occurs when a rat first enters a new environment, when connections from a given context form onto one of the boundary cells, they are simultaneously disconnected from the other boundary cells so that in future, that context can only activate one of the cell's possible fields. We return to this final possibility below, in our discussion of plasticity of the representation.
How do the contextual inputs modulate the boundary cells? There are various possibilities, and the data do not yet allow us to choose between them. One is that a given contextual input contacts a boundary cell and drives it up towards its firing threshold, so that the geometric inputs that have been stimulated by the proximity of the determinant walls can now push the cell above its firing threshold. An alternative is that the contextual inputs are always inhibitory, and that rather than activating one boundary cell, they block its rivals, so that it is left free to drive the place cell alone. A third possibility is that the inputs make presynaptic contact with the axon of the boundary cell as it contacts the place cell, so that it can facilitate (or, again, perhaps block) the effect of that synapse on the place cell.
On the basis of the above model, we propose an operational definition of "contextual stimuli": namely, those stimuli that switch on or off the geometric inputs to place cells. In this way a given spatial context can be thought of as that collection of stimuli that evokes a unique spatial firing pattern across the place cell population. By this definition, a representation of spatial context is assembled only at the level of the place cells themselves, using those place fields which are switched on by particular contextual elements. Our model predicts that upstream of the place cells there should exist cells with place fields that switch on or off between contexts (the boundary cells) and, perhaps, cells that fire all over the environment in one context but not another (putative "context cells").
Two other points regarding our model deserve mentioning. The first is that it offers an explanation for other results in the literature suggesting non-spatial correlates of place cell activity. Because the hippocampus is sensitive to contextual information, it is possible that the reports of so-called non-spatial firing of hippocampal pyramidal cells discussed at the beginning of this chapter may result from the fact that contextual information, as well as geometric and directional information, may be common to different locations in the task environment during the same stages of the task. For example, a well-documented putative non-spatial correlate of hippocampal pyramidal cell firing comes from delayed-match-tosample (DMS) or delayed-non-match-to-sample (DNMS) tasks, where cells have been reported to fire at a particular phase of the task, such as sampling or matching (e.g., DMS: Wible et al., 1986; DNMS: Hampson et al., 1999) . We suggest, as a possible explanation, that the phase information (as well as other common information such as the features of the box or lever) in itself comprises contextual information which trigger local contextual remapping. Other cell types (e.g., goal box-related firing: Wible et al., 1986 ; conjunctive cells, trial-type cells: Hampson et al., 1996) may be explained similarly. Thus, despite the apparent nonspatial firing correlates of these cells, they may still nevertheless be participating in representations of spatial context. While this suggestion does not eliminate the possibility that hippocampal representations can be non-spatial in nature, it does show that simple so-called "non-spatial" place cell correlates are not proof of such a possibility either.
The second point is that there is nothing about our definition of context, above, that precludes spatial information from forming contextual inputs to place cells. That is, although a place field is located by spatial information, this information may itself be contextually controlled by (the same or different) spatial information. For example, the remapping between a square and a circular environment seen by Lever et al. (2002, and Chapter 11, this volume) might occur because information about the shape of the environment (such as, for example, the presence or absence of corners) controls place fields in the same way as non-spatial information like colour and odour. Thus, what looks on the face of it like a geometric remapping may in fact be a contextual one, where "context" in this case includes spatial cues. A similar possible explanation holds for the findings of experiments by Jeffery (2000) and Hayman et al. (2002) , in which a box was moved between two locations in the laboratory, with the eventual development of partial remapping. The cells probably used information from cues in the room outside the recording box to distinguish the locations. However, place fields did not stretch or split, suggestive of a geometric remapping, but instead exhibited a complex remapping. The extramaze cues, therefore, although "spatial", may have acted in this experiment as contextual stimuli to control the presence or absence (rather than location) of place fields. At this level, the distinction between space and context looks somewhat blurred and we are reminded of Nadel and Willner's contention, discussed earlier, that a context both "is made up of" and "contains" certain (in this case spatial) stimuli. We argue, however, that by defining contextual stimuli as those cues that switch place fields on and off, we can circumvent this apparent ambiguity, suggesting that a given cue in the environment might act as a spatial cue, a contextual cue or both.
Acquisition of inputs to the spatial context representation
We turn now to the question of how our proposed architecture for the spatial context representation might be shaped by experience. Very little is known about how much place cell responding is learned and how much is hard-wired. As Lever et al. pointed out in Chapter 11 of this volume, there is nothing about the basic place field phenomenon that demands an experience-dependent component to the inputs onto the cells − place cells might be born with their connectivity already having been hard-wired. However, the prominent synaptic plasticity in the hippocampus, together with its role in both spatial learning and episodic memory, have suggested that the hippocampal representation should be highly modifiable. In recent years, evidence has been accumulating that place cell activity can indeed be altered by experience. Much of this evidence is reviewed by Lever et al. and Knierim in Chapters 11 and 12 . Here, we speculate on the role that experience-dependent plasticity might play in forming the two layers of connections in our model.
The first clear demonstration that the inputs to place cells might be plastic came from an experiment by Bostock et al. (1991) in which the white cue card in a cylindrical environment was replaced by a black one. Bostock et al. found that place cells initially responded to this change with a rotational remapping but then developed a complete, complex remapping, in which the cells shifted their fields or stopped firing in one of the two conditions. Kentros et al. (Kentros et al., 1998) blocked synaptic plasticity by blocking NMDA receptors, a procedure that prevents artificially induced synaptic plasticity (LTP) in many hippocampal synapses (Harris et al., 1984) . They found that although place cells remapped normally following a context change, the new firing pattern did not persist, so that re-introduction of the (now undrugged) rats to the new environment caused yet another complete remapping. This finding suggests that the firing pattern in a particular environment is not forced on the cells by their pre-existing connections (although the relationships between fields might be: see McNaughton et al., 1996) , but is established somewhat randomly when the animal first enters the environment and then becomes consolidated by experience.
More recently, a number of studies have also found experience-dependent development of partial complex remapping. As discussed earlier, we have found that place cells that failed to remap on initial exposure to identical but differently-located recording boxes gradually acquired the ability to distinguish the boxes, although a significant proportion of cells failed to acquire the discrimination after several days of experience (Jeffery, 2000; Hayman et al., 2002) . Likewise, Lever et al. recently saw a similar gradual development of partial remapping in cells that learned to distinguish a square environment from a circular one (Lever et al., 2002) . Thus, the representation of spatial context does appear to be learned, at least in part.
Based on the two-layer model we outlined in the previous section, we can postulate two kinds of learning process, one for each layer. First, the inputs from the boundary cells to the place cells might be modifiable, so that the walls to which a given place cell responds might be randomly determined to begin with and then rapidly strengthened as the rat explores the environment. Experimental evidence for this is currently somewhat scant, but is present in the findings of learned partial remapping discussed above. For a cell that previously fired in two environments (e.g., in both box location 1 and box location 2, for the Jeffery et al. 2000 experiment, and in both the square the circle, for the Lever et al. 2002 experiment) to stop firing in one of the environments, the connections from the walls to that cell must have become weakened so that the walls can now only drive the cell when paired with the correct environmental conditions. Thus, there seems to be at the very least a downregulation of boundary inputs (possibly via a long-term depression of the synapses). For the other kinds of remapping that have been observed previously, where the phenomenon tends to be complete, it is less certain that the plasticity occurred at the boundary cell-place cell synapse. It might, instead, occur at the upstream set of synapses: namely, the connections from the contextual inputs to the boundary cells. As with the boundary cell-place cell synapses, it might be that when a rat first enters a new environment, a random set of connections from the contextual inputs is first activated and then strengthened by experience.
Evidence for plasticity of the contextual inputs comes from reports that the amount of remapping seen in response to a context change seems to depend on the past experience of the rat. While remapping has tended to be complete in experiments in which rats were given extensive experience of the first context before being exposed to a second (e.g., Bostock et al., 1991; Muller, Kubie, 1987; Kentros et al., 1998; Kentros et al., 1998; Jeffery et al., 2003) , partial remapping has been seen more often when both contexts were experienced from the beginning (e.g., Jeffery, 2000; Skaggs, McNaughton, 1998; Lever et al., 2002) . In our experiment with the compound contexts, discussed earlier, rats that had had prior experience of two of the contexts before being exposed to the other two yielded a much higher percentage of remapping cells (Anderson and Jeffery, submitted) . Conversely, in two other experiments in our laboratory, where a box was changed from black to white only after many days of experience, remapping was complete (Jeffery et al., 2003; Hayman et al., 2002) . If our model is correct, the distinction between complete and partial remappings could occur as a function of the strength of connections between the cells representing the contextual stimuli and the boundary cells, where the strength of these connections is determined by the amount of experience the animal has had of the environment. According to this argument, complete contextual remappings of hippocampal place cells will occur when either (a) connections between the cells representing the contextual stimuli and all of the boundary cells are strengthened as a result of experience, or (b) connections between the cells representing contextual stimuli and the boundary cells that input to some place cells are strengthened as a result of experience, provided that these place cells are sufficiently strongly connected to all the remaining place cells (this process could occur in hippocampal area CA3). Partial contextual remappings will occur earlier in the animal's experience of the environment, when the strengths of these connections are not as great.
When a rat first enters a new environment, we can therefore postulate the following processes that may operate to refine the connections, thus permitting both the development of a stable spatial response on future exposures to that environment, and remapping on exposure to a new environment (Figure 7 ):
1. An activity-dependent strengthening (LTP) of the link between (initially randomly activated) boundary cells and a given place cell. This establishes henceforth the location of place fields for that environment, so that when the rat re-enters the environment the same firing pattern can be recruited.
2. A strengthening (also by LTP) of the link between the active contextual elements and active boundary cells. This means that in subsequent exposures to that environment, the same boundary cells − and hence fields − will be recruited by the contextual inputs present.
3. A weakening of the link between these contextual inputs and the weaker or inactive boundary cells (homosynaptic LTD), so that this context will in future only elicit one field from the place cell.
4. A weakening of the link between inactive contextual inputs and the active boundary cell (heterosynaptic LTD), so that this cell comes to be driven only by the relevant contextual elements.
INSERT FIGURE 7 ABOUT HERE
A consequence of these processes, if they occur, would be to reduce the likelihood that more than one boundary cell contacting the same place cell could become active in a given context, and it could explain why we never saw independently remapping subfields (belonging therefore to different boundary cells) active simultaneously.
Plasticity between context elements?
One final point with regard to plasticity of the context inputs onto boundary cells deserves comment, and this is the issue of whether the contextual inputs are always elemental, or whether they can be configured into what we call here "configural context fragments". This is a question of some theoretical interest because it pertains to the issue of whether the hippocampus participates in the formation of configural representations. In a configural context fragment, the elements black and lemon, for example, would have been combined so that a given boundary cell receives a single input containing information about both of these elements. On the one hand, it seems somewhat unlikely that the contextual stimuli could have been preserved in raw elemental form through so many neocortical processing steps, and the existence of sometimes highly complex context modulation (e.g., Wood et al., 2000) suggests that contextual information is probably at least partially configured by the time it reached the hippocampus. On the other hand, if this were the case, we might expect to have seen cases in which a single boundary cell happened to receive two non-overlapping configural context fragments, so that a place cell produced the same field in, say, black lemon and white vanilla contexts, but not in the others. Figure 5B illustrates a hypothetical example of such a pattern.
In fact, we did not see any clear examples of such "biconditional" remapping, arguing against the likelihood of such configural fragments driving the place representation. However, this may be because in this experiment, the rats did not experience any two contextual elements together more often than any two. If there is an experience-dependent component to contextual element configuration, so that only co-active elements become bound together, this experimental design might have inadvertently "broken up" any configural context fragments, or prevented them from forming. It remains an open question whether, if a rat experienced an environment in which some context elements always co-occurred, configural fragments might begin to form, eventually generating remapping patterns like the one shown in Figure 5B . We therefore prefer at present to remain agnostic on the question of whether subsets of contextual elements arrive separately or pre-configured.
Conclusions
In this chapter, we have argued that:
• Context is a neural construct, not something that exists in the external world;
• Three classes of information ultimately affect place cell firing, which we have called geometric, directional, and contextual. Place cells remap in different ways as a consequence of changes to this information, so that one can observe geometric, directional (or "rotational") and contextual remapping; • While the locations of place fields are controlled by geometric ("boundary") inputs, contextual information determines which place fields are expressed by the hippocampus at a specific time; • Therefore, the hippocampus represents spatial context; not just space, and not all contexts.
We have described a model of the contextual remapping of place cells, based on data from our experiments on contextual remapping, in which the geometric (or spatial) representations that determine the location in an environment of the place fields of active place cells are selectively activated by the contextual stimuli. We also suggest that the apparently non-spatial correlates of hippocampal place cell firing in some experiments may actually result from the contextually-induced instantiation of the same hippocampal representation at different locations in the task environment.
In experiments using "hybridised" contexts, we have found that different place cells receive (or respond to) different subsets of the available contextual information. Thus, a complete neural description of a given spatial context can only be obtained from a population of place cells. This finding supports the idea that the synthesis of a representation of spatial context happens within the hippocampus itself, and suggests that the place cells may collectively synthesise a configural representation using a mixture of spatial and contextual information. Our results therefore support the hypothesis that a function of the hippocampus is to assemble a configural representation of spatial context, for the purposes of enabling context-dependent behaviours and learning processes. In order to explain how such a cell can have two fields, each independently modulated by context, we suppose that the cell receives sets of location-specifying "boundary inputs," one set for each field it can express. To explain how the spatial firing of place cells can be altered by non-spatial changes to the environment, we have postulated that these boundary inputs are selected by the incoming contextual cues, in this case black ("B") and white ("W"). of the environment, contextual inputs (in this case, configural context fragments consisting of a colour and an odour paired) are randomly connected to boundary cells, which in turn are randomly connected to the place cells. When the rat is placed in an environment that activates one of these context fragments (in this case, black-lemon), the place cell is driven above its firing threshold and becomes active. Connections then change strength by becoming stronger if the cells were co-active (LTP − see 1 and 2) or weaker if they were not co-active (LTD).
(B) After learning, if the rat is placed back into the environment, then the strong connections from the context fragment drive the boundary cell and its associated place cell, but do not drive the other boundary inputs to that cell (because of homosynaptic LTD), and likewise, other contexts will not drive that boundary cell (because of heterosynaptic LTD). Thus, the cell now shows stability of firing in the original context, and remapping in a different context. Furthermore, no combination of contexts will cause both boundary cells to become simultaneously active, thus explaining why independently remapping fields never seem to cooccur in any environment.
