We study well-posedness and ill-posedness for Cauchy problem of the three-dimensional viscous primitive equations describing the large scale ocean and atmosphere dynamics. By using the Littlewood-Paley analysis technique, in particular Chemin-Lerner's localization method, we prove that the Cauchy problem with Prandtl number P = 1 is locally well-posed in the Fourier-Besov spaces [Ḟ B 
Introduction
The viscous primitive equations are a fundamental mathematical model in the field of fluid geophysics. It describes the large scale ocean and atmosphere dynamics, cf. the monograph [25, 43, 45] , for instance. The model reads as follows:      ∂ t u − ν∆u + Ωe 3 × u + (u · ∇)u + ∇p = gθe 3 in R 3 × (0, ∞),
where the unknown functions u = (u 1 , u 2 , u 3 ) and p denote the fluid velocity and the pressure, respectively, and θ is a scalar function representing the density fluctuation in the fluid (in the case of the ocean it depends on the temperature and the salinity, and in the case of the atmosphere it depends on the temperature), and ν, µ and g are positive constants related to viscosity, diffusivity and gravity, respectively. Moreover, Ω is the so-called Coriolis parameter, a real constant which is twice the angular velocity of the rotation around the vertical unit vector e 3 = (0, 0, 1), and N is the stratification parameter, a nonnegative constant representing the Brunt-Väisälä wave frequency. The ratio P := ν µ is known as the Prandtl number and B := Ω N is essentially the "Burger" number of geophysics. We refer the reader to see [2, 25, 43, 45] for derivation of this model and more detailed discussions on its physical background.
If θ ≡ 0, N = 0 and Ω = 0, then (1.1) reduces to the classical incompressible Navier-Stokes equations ∂ t u − ν∆u + (u · ∇)u = −∇p in R 3 × (0, ∞), divu = 0 in R 3 × (0, ∞), (1.2) which has drawn great attention during the past fifty more years. In 1964 Fujita and Kato [28] obtained the first result on well-posedness of the Cauchy problem of (1.2) and proved that it is locally well-posed in H s (R 3 ) for s ≥ 1 2 and globally well-posed in H 1 2 (R 3 ) for small initial data. These results were later extended to various other function spaces, cf. [9, 11, 24, 29, 30, 37, 38, 41, 44] and references therein. Particularly worth mentioning is that well-posedness has been established inḂ
−1+
3 p p,r (R 3 ) for 1 ≤ p < ∞, 1 ≤ r ≤ ∞ by Cannone [9] and Planchon [44] , in BM O −1 by Koch and Tataru [38] and in B −1,σ ∞,q (R 3 ) for 1 ≤ q ≤ ∞ and σ ≥ 1 − min{1 − 1 q , 1 q } by Cui [24] . On the other hand, the ill-posedness for Cauchy problem of (1.2) has been proved inḂ −1 ∞,q (R 3 ) for 1 ≤ q ≤ ∞, inḞ −1 ∞,r (R 3 ) for 2 < r ≤ ∞ and in B −1,σ ∞,q (R 3 ) for 1 ≤ q ≤ ∞ and 0 ≤ σ < 1 − min{1 − 1 q , 1 q }, cf. Bourgain and Pavlović [7] , Yoneda [48] , Wang [47] and Cui [24] , which imply that the well-posedness results obtained in [9, 44, 38, 24] are sharp.
If only θ ≡ 0 and N = 0 but Ω = 0, then (1.1) reduces to the incompressible rotating Navier-Stokes equation
3)
The topic of well-posedness and ill-posedness of the Cauchy problem of (1.3) have also been widely studied, cf. [2, 22, 23, 26, 27, 31, 32, 34, 35, 39, 40, 46] and the references therein. In particular, it has been proved that the Cauchy problem of (1.3) is globally well-posed for small initial data in F M −1 0 (R 3 ) by Giga et al. [31] , in H 1 2 (R 3 ) by Hieber et al. [32] , inḞ B
2−
3 p p,p (R 3 ) for 3 < p < ∞ andḞ B −1 1,1 (R 3 ) ∩Ḟ B 0 1,1 (R 3 ) by Konieczny and Yoneda [40] , inḞ B 2− 3 p p,r (R 3 ) for 1 < p ≤ ∞ and 1 ≤ r < ∞ by Fang et al. [26] and inḞ B −1 1,2 (R 3 ) by Iwabuchi and Takada [35] . Moreover, in [35] , the ill-posedness has been verified inḞ B −1 1,r (R 3 ) for 2 < r ≤ ∞, which implies that the well-posedness results inḞ [26] and [35] are sharp.
In this paper we study well-posedness and ill-posedness of the Cauchy problem of (1.1): 4 for arbitrary (i.e., not necessarily small) initial data under the assumptions that both Ω and N are sufficiently large (depending on the scale of the initial data). In [18] , Charve further considered global well-posedness of (1.4) in less regular initial value spaces. We also mention the interesting work of Charve and Ngo [20] on wellposedness of the problem (1.4) with anisotropic viscosities. Recently, Koba, Mahalov and Yoneda [36] proved global well-posedness of problem (1.4) for any given
with ∂ 2 u 1 0 − ∂ 1 u 2 0 = 0 in the special case Prandtl number P = 1 provided either condition (a): the absolute value of "Burger" number |B| < √ g and N is sufficiently large (depending on the scale of the initial data) or condition (b): the absolute value of "Burger" number |B| > √ g and both Ω and N are sufficiently large (depending on the scale of initial data) holds. They also obtained the global well-posedness of problem (1.4) for uniformly small initial data in [Ḣ
For the other related studies on the viscous primitive equations (1.1), we refer the interested reader to [1, 3, 4, 12, 13, 14, 16, 17, 19, 21] .
From the above review we see that concerning the well-posedness issue, there is a big gap between the standard Navier-Stokes initial value problem (1.2) and the initial value problem (1.4) of the primitive equations: We know that the problem (1.2) is well-posed in a lot of function spaces of negative regularity indices, so that it has at least local-in-time solutions for a large group of rough initial data. For the problem (1.4), however, existing results only show that it is locally well-posed in some function spaces of the regularity index s ≥ 1 2 . It is natural to ask whether similar results concerning well-posedness and ill-posedness of the initial value problem in function spaces of negative regularity indices as for the Navier-Stokes equations can be established for the primitive equations. This is the main motivation of the present work. However, due to the influence of the oscillations caused by the rotation (i.e., the term Ωe 3 × u) and the stratification (i.e., the terms gθe 3 and N 2 u 3 ), a big portion of the integral estimates for the Stokes semigroup {e t∆ } t≥0 (which relates to the Navier-Stokes equations) do not work for the Stokes-Coriolis-Stratification semigroup {T Ω,N (t)} t≥0 (see Section 2.1 for the definition) related to the primitive equations. Consequently, the usual function spaces used in the study of the Navier-Stokes equations such as the homogeneous and inhomogeneous Besov spacesḂ s pr (R 3 ) and B s pr (R 3 ) and the space BM O −1 (R 3 ) are not suitable for the primitive equations. In this work, as in [26, 35, 40] , we use the Fourier-Besov spaces [Ḟ B To give the precise statements of our main results, we first recall the definitions of the homogeneous Besov spacesḂ s p,r (R 3 ) and the Fourier-Besov spaceḞ B s p,r (R 3 ). As usual we denote by S (R 3 ) the space of Schwartz functions on R 3 , and by S ′ (R 3 ) the space of tempered distributions on R 3 . Choose two radial function ϕ, ψ ∈ S (R 3 ) such that their Fourier transform φ andψ satisfies the following properties:
and, furthermore,
Let ϕ j (x) := 2 3j ϕ(2 j x) and ψ j (x) := 2 3j ψ(2 j x) for all j ∈ Z. We define by ∆ j and S j the following operators in S ′ (R 3 ):
, where P[R 3 ] denotes the linear space of polynomials on R 3 . It is known that there hold the following decompositions
see [5] for reference. With our choice of ϕ and ψ, it is easy to verify that 
Fourier-Besov spaces are introduced in the literature very recently, and sometime they are entitled with other different names. An early paper by Cannone and Karch [10] studied well-posedness of the Cauchy problem of (1.2) in the space PM 2 , which is in fact the spacė [33] investigated well-posedness and ill-posedness for Cauchy problem of Keller-Segel system inḂ −2 q (2 ≤ q ≤ ∞), which is in fact the spaceḞ B −2
1,q (R 3 )(2 ≤ q ≤ ∞). Lei and Lin [41] proved global existence of mild solutions to the Cauchy problem of (1.2) in X −1 , which is in fact equal to the spaceḞ B −1 1,1 (R 3 ). Cannone and Wu [11] extended the result in [41] to the Fourier-Herz spaceḂ −1 q (1 ≤ q ≤ 2), which is in fact the spaceḞ B −1
and Liu and Zhao [42] considered the global well-posedness of the Cauchy problem of generalized magneto-hydrodynamic equations in the Fourier-Herz spacesḂ ) has some similar feature with that of the classical homogeneous Besov spacesḂ s p,r (R 3 ): they both measure regularity of a function u with index s which depicts the decay or increment speed of its Fourier transform u(ξ) as ξ → ∞ via dyadic decomposition. The only difference in their definitions is that for the Fourier-Besov spaces such measurement is made purely in the frequency space, while for the Besov spacesḂ s p,r (R 3 ) this is done in both frequency and physical spaces jointly. Precisely because in the definition of the Fourier-Besov spaces regularity of a function is measured purely through its frequencies, they are very useful in the study of partial differential equations which are not of purely dissipative type but instead of dissipative and dispersive joint type, such as the equations (1.1) and (1.3) . Relations between the Fourier-Besov spacesḞ B s p,r (R 3 ) and the homogeneous Besov spacesḂ s p,r (R 3 ) are as follows:
. These relations can be easily proved by using the Plancherel identity and the Hausdorff-Young inequality, cf. [35, 40] .
is defined to be the set of all strongly measurable func-
The main results of this paper are the following three theorems:
where
(for an arbitrarily chosen but fixed number α ∈ (0, 1)). Moreover, there exists a constant C > 0 independent of ν, Ω and N such that if
Theorem 1.5 Let Prandtl number P = 1, i.e., ν = µ, and r ∈ [1, 2] . Then for any
4 satisfying divu 0 = 0, there exists corresponding T > 0 such that problem
(for an arbitrarily chosen but fixed number α ∈ (0, 1)). Moreover, there exists a constant C > 0 independent of ν, Ω and N such that if 
Theorem 1.6
Let Prandtl number P = 1, i.e., ν = µ and 2 < r ≤ ∞. Then the (1.4) under the special case Prantl number P = 1. The condition P = 1 is imposed for similar technical reasons as in [36] ; to the present we are not clear whether this condition can be removed or not.
The proofs of Theorems 1.4 and 1.5 use the standard Picard iteration argument. The main point is that in order to get the sharp well-posedness results as stated in these theorems we must be very careful in the construction of the iteration scheme. Indeed, as well known, to get wellposedness of Cauchy problems of evolution equations in function spaces possessing sufficiently high regularity, there are many different choices of the iteration scheme. However, most of those schemes do not work in function spaces of low regularity. Concerning the problem (1.4), we shall use the same iteration scheme as that used in the literature [36] . Thanks to the hypothesis P = 1 or µ = ν, the semigroup T Ω,N related to that iteration scheme satisfies certain very nice estimates similar to those established for the semigroup related to the equations (1.3) in the literature [35] ; see Section 2 for details. The proof of Theorem 1.6 is much harder. We shall use some arguments similar to those in [6] and [35] to prove this theorem. Note that since in the present case we consider the stratification effects of the flow and one more unknown function θ than in [35] , the analysis is more involved; see Section 3 for details.
The rest of this paper is organized as follows. In Section 2 we first transform the initial value problem (1.4) into an equivalent integral equation (which is essentially the same as to construct an iteration scheme), next establish some linear estimates and product laws, and finally we present the proofs of Theorems 1.4 and 1.5. The last section is devoted to giving the proof of Theorem 1.6.
Throughout this paper, we shall use C and c to denote universal constants whose value may change from line to line. Both Fg andĝ stand for Fourier transform of g with respect to space variable, while F −1 stands for the inverse Fourier transform. Besides, since we only consider the case P = 1, we always assume that µ = ν.
2 Proofs of Theorems 1.4 and 1.5
In this section we present the proofs of Theorems 1.4 and 1.5. To this end, we first transform the Cauchy problem (1.4) into an equivalent integral equation, and next use the Littlewood-Paley analysis technique to establish some linear estimates and product laws.
Rewriting (1.4) into an integral equation
Lemma 3.3 in [36] , together with the fact e (A+B)t = e At e Bt for ν = µ, gives the explicitly expression of Stokes-Coriolis-Stratification semigroup T Ω,N (t)(t ≥ 0) corresponding to the linear problem of (2.1) via Fourier transform
Note that, denoting by M l jk (ξ) the (j, k)-th component of the matrix M l (ξ), it is obvious that non-vanishing M l jk (ξ) satisfies
Define the partial Helmholtz projection operator P = ( P jk ) 4×4 by
where δ jk is the Kronecker's delta notation and R j (j = 1, 2, 3) are the Riesz transforms on R 3 . Then, by using the Duhamel principle, we easily see that problem (2.1) is equivalent to the following integral equation
Linear estimates and product laws
Next we establish some basic estimates which will play a crucial role in the proofs of Theorems 1.4 and 1.5. We first consider linear estimates for the semigroup {T Ω,N (t)} t≥0 .
Lemma 2.1 Let T > 0, s ∈ R, p, r ∈ [1, ∞] and α ∈ [0, 1]. There exists a constant C > 0 such that
Proof. Since suppψ j ⊂ {ξ ∈ R 3 : 2 j−1 ≤ |ξ| ≤ 2 j+1 }, one has
for all t ≥ 0, which yields that
Thus, we have
Proof. By the definition of theL 
where 1 +
.
✷
We now turn to establish product laws.
Proof. Bony's decomposition (see [5, 8] ) for ∆ j (f g) reads
(2.9)
Then by the triangle inequalities in l p (Z) and L p (R), we have
For J 1 , Young's inequality and Hölder's inequality ensures that
since α > 0, where 1 r + 1 r ′ = 1. Hence, by the Young's inequality, we get
Similarly, we have
For J 3 , Young's inequality together with Hölder's inequality gives
, where 1 r + 1 r ′ = 1. Hence, by the Young's inequality, one has
since p > 1. Summing up, we arrive at
The above lemma excludes the end point case p = 1, which is considered in the following one. 
where I i (i = 1, 2, 3) are defined in (2.9). It is easy to check that the estimates for J 1 and J 2 in the proof of Lemma 2.3 also hold for the case that p = 1 with α ∈ (0, 1]. Thus, we only need to consider J 3 .
Applying Hölder's inequality and Young's inequality gives
, where the first inequality has used l 1 ֒→ l r and j∈Zψ j = 1, 
Proofs of Theorems 1.4 and 1.5
The proofs of Theorems 1.4 and 1.5 follow from the following standard Banach fixed point lemma combined with the estimates established in the previous section.
Lemma 2.5 (Cannone and Karch [10] ) Let (X , · X ) be a Banach space and B : X ×X → X a bounded bilinear form satisfying B(x 1 , x 2 ) X ≤ η x 1 X x 2 X for all x 1 , x 2 ∈ X and some constant η > 0. Then, if 0 < ε < 1 4η and if y ∈ X such that y X < ε, the equation x = y + B(x, x) has a solution in X such that x X ≤ 2ε. This solution is the only one in the ball B(0, 2ε). Moreover, the solution depends continuously on y in the following sense: if ỹ X ≤ ε, x =ỹ + B(x,x) and x X ≤ 2ε then
Let α ∈ (0, 1) be any given and fixed. For T > 0 to be specified later, let X α T be the function space introduced in Theorem 1.4. It is clear that X α T is a Banach space endowed with the norm
By applying Lemmas 2.2 and 2.3 with s = 2 − 3 p and ρ = 1, we arrive at
p,r (R 3 ) be given, then there exists T > 0 such that
With T > 0 specified in this way, Lemma 2.5 ensures that that there exists a unique solution v of (2.9) in the ball with center 0 and radius 
By using a standard density argument, we can further infer that
This proves the local well-posedness assertion in Theorem 1.4.
Next we assume that the condition (2.11) is satisfied. It follows from Lemma 2.1 with s = 2 − 3 p that there exists a constant C 1 > 0 such that
then the smallness condition (2.11) with X α T replaced by X α ∞ is satisfied. Then by deducing similarly as above we see that problem (2.9) has a unique solution v ∈ C [0, ∞);Ḟ B 3 Proof of Theorem 1.6
In this section we give the proof of Theorem 1.6. Similar to [35] , we shall use the following abstract result of Bejenaru and Tao [6] to prove Theorem 1.6.
Consider the abstract equation
where the initial data f takes values in some data space D, the solution u takes values in some solution space S, the linear operator L : D(L) ⊆ D → S is densely defined, and the 
. Theorem 1.5 implies that that for any 0 < α < 1 there exists corresponding ε > 0 such that there exists a solution map
which is continuous with respect to the norm topologies of D and S, where We shall prove by contradiction that the solution map (
is also continuous, where
However, in what follows we shall construct a sequence
and there exists a constant c > 0 independent of M ∈ N such that
for all sufficiently large M , and a contradiction follows.
We now construct our counterexample
otherwise, and χ ± j (ξ) = χ(ξ ∓ 2 j e 2 ) for j ∈ Z, where e 2 = (0, 1, 0). Then, we set the initial data
via Fourier transform as follows:
By the definition of norm ofḞ B −1 1,r , there exists C > 0 such that
Thus εC −1 f M ∈ B D and (3.2) is satisfied for all 2 < r ≤ ∞. Hereinafter, we omit the absolute constant εC −1 for simplicity and prove the property (3.3).
Let E be a measurable set in R 3 such that the Lebesgue measure of E is positive, there exists a constant c > 0 such that
and
Since E is bounded, there exists j 0 ∈ N such that j 0 j=−j 0ψ j (ξ) = 1 for ξ ∈ E. Thus there exists a constant C E > 0 such that
In what follows, we just need to estimate
. Now, we assume that N > 0. If N = 0, combining with θ 0 = (f M ) 4 = 0, we have θ ≡ 0. Then it becomes Cauchy problem of (1.3) which have discussed in [35] . Furthermore, we assume that N ≥ |Ω| ≥ 0. The argument of the case |Ω| ≥ N > 0 is similar.
For the sake of convenience in writing, we defineT i , i = 1, 2, 3 bŷ
where |ξ| and |ξ| ′ are defined as in (2.4). Moreover, we have the following key observations:
and P are defined as (2.5) (2.7) and (2.8), respectively.
By the similar argument of [35] , we arrive at
Here we have used the fact that (
In the following, we divide our calculations into two parts:
By the definition of T Ω,N (·), we see
On the estimate of K 111 (ξ, t) for ξ ∈ E. By the definition of T Ω,N , one has
We now estimate each term. It follows from the definitions of f M that
where we have used the support properties of χ
for t ∈ (0, 1 N ] and ξ ∈ E, there exists a constant 0 < c < 1 such that
and since
we then obtain
For J 113 , we have for ξ ∈ E that
Similarly,
(3.14)
Thus, noting that J 131 = J 113 , it follows from (3.13) and (3.14) that
For J 112 , we note that
for all τ ∈ (0, t) and all ζ ∈ R 3 . Hence, for ξ ∈ E one has
Since it holds that j 0 j=−j 0ψ j (ξ) = 1 for all ξ ∈ E, Young's inequality together with Hölder inequality, Lemma 2.1 and Lemma 2.4 ensures that
Similarly, we get
Therefore, by (3.12), (3.15) and (3.18)-(3.20), we have
On the estimate of K 121 (ξ, t) and K 112 (ξ, t) for ξ ∈ E. By the definition of T Ω,N (·), we see
The similar process for getting (3.13) gives 25) which yield that
(3.26)
And the similar arguments for getting (3.18) and (3.20) give rise to l=1,2,3
L 1k2
Therefore, it follows from (3.26) and (3.27) that
On the estimate of K 122 (ξ, t) for ξ ∈ E. By the definition of T Ω,N (·), we see On the estimates of K 131 (ξ, t), K 113 (ξ, t), K 123 (ξ, t), K 132 (ξ, t) and K 133 (ξ, t) for ξ ∈ E. By the definition of T Ω,N (·), together with the fact that (M 1 f M ) 3 = 0 and (M 3v ) 3 = 0 for all v ∈ [S ′ (R 3 )] 4 , one has Similar to (3.27), we obtain
And similarly, (ii) Estimates for K 2 (ξ, t) and K 3 (ξ, t) with ξ ∈ E Noticing that
for all τ ∈ (0, t) and all ζ ∈ R 3 , it is easy to observe for ξ ∈ E that K 2 (ξ, t) + K 3 (ξ, t) ≤ C(t + t 2 )
