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STABILITY AND CONVERGENCE OF THE SASAKI-RICCI FLOW
TRISTAN C. COLLINS
Abstract. We introduce a holomorphic sheaf E on a Sasaki manifold S and study two new notions
of stability for E along the Sasaki-Ricci flow related to the ‘jumping up’ of the number of global
holomorphic sections of E at infinity. First, we show that if the Mabuchi K-energy is bounded below,
the transverse Riemann tensor is bounded in C0 along the flow, and the C∞ closure of the Sasaki
structure on S under the diffeomorphism group does not contain a Sasaki structure with strictly
more global holomorphic sections of E , then the Sasaki-Ricci flow converges exponentially fast to
a Sasaki-Einstein metric. Secondly, we show that if the Futaki invariant vanishes, and the lowest
positive eigenvalue of the ∂¯ Laplacian on global sections of E is bounded away from zero uniformly
along the flow, then the Sasaki-Ricci flow converges exponentially fast to a Sasaki-Einstein metric.
1. Introduction
Sasaki geometry is a generalization of Ka¨hler geometry with applications to the AdS/CFT cor-
respondence in theoretical phyiscs. It is an important problem to determine when Sasaki-Einstein
metrics exist. When the basic first Chern class is non-positive, the existence theory is well developed
and generalizes the results of Aubin and Yau [1, 40]. However, when the basic first Chern class is
positive, there are known obstructions to the existence of Sasaki-Einstein metrics; see, for example,
the work of Futaki, Ono, and Wang [15], and Gauntlett, Martelli, Sparks and Yau [16]. It is ex-
pected that a suitably modified version of the famous conjecture of Yau [41] should hold in the Sasaki
setting; that is, existence of Sasaki-Einstein metrics with positive basic first Chern class should be
equivalent to some geometric invariant theory notion of stability. Recently, a flow approach to the
Sasaki-Einstein problem was developed by Smoczyk, Wang and Zhang in [33], where they introduced
the Sasaki-Ricci flow which generalizes the Ka¨hler-Ricci flow, and extended the results of Cao [7].
There is now a large body of work relating various notions of algebraic stability to convergence of the
Ka¨hler-Ricci flow; see for example [26, 35, 39] and the references therein. It is desirable to determine
whether analogues of these results hold in the Sasaki case. A particular form of stability which
arises in the Ka¨hler setting concerns the degeneration of eigenvalues of various Laplacians along the
flow. Phong and Sturm [27], and Phong, Song, Sturm and Weinkove [28] proved convergence of
the Ka¨hler-Ricci flow assuming a bound below for the Mabuchi functional and stability conditions
for the lowest positive eigenvalue of the ∂¯ Laplacian on T 1,0 vector fields (cf. condition(B) in [27],
and condition (S) in [28]). In [42], Zhang proved convergence of the flow under a non-degeneracy
condition for the ‘second’ eigenvalue of a modified Laplacian on smooth functions.
In the Sasaki case, it is natural to ask whether forms of stability analogous to those studied in
[27, 28, 42] are available, and whether they imply the convergence of the Sasaki-Ricci flow to a
transverse Ka¨hler-Einstein metric when the Futaki invariant vanishes or the Mabuchi functional is
bounded below. We aim to address these questions presently. We would like to point out a few simple
observations which hint at the difficulties ahead. Assume for simplicity that the Sasaki structure is
regular, so that the Sasaki manifold S is diffeomorphic to a Ka¨hler manifold S/U(1) with a principle
U(1) bundle. In this case, the stability conditions we seek are necessarily the pull back of the Ka¨hler
stability conditions under the quotient map π : S → S/U(1). The first observation is that pulling
back sections of the tangent bundle by π does not yield a module over the ring of smooth functions.
Thus, if we seek to generalize condition (B) of [27] or condition (S) of [28] we must work in the realm
of locally free sheaves of modules over the ring of basic functions. More generally, when the Sasaki
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structure is irregular, so that the leaf space of the Reeb foliation does not have the structure of a
Ka¨hler orbifold, how do we identify the space of “holomorphic vector fields”? A general approach
to this problem is to extend Ka¨hler notions of stability to Ka¨hler orbifolds and then formulate
some related notion of stability which behaves well under approximation by quasi-regular Sasaki
structures. We prefer the point of view which avoids these approximation techniques. In [6, 15, 24],
the Lie algebra of holomorphic Hamiltonian vector fields was identified as a central object of study
in the existence of Sasaki-Einstein and extremal Sasaki metrics. Is it possible to view these vector
fields as the kernel of a ∂¯ operator on the global sections of some sheaf E? More importantly, if
such an E exists, can we relate the convergence of the Sasaki-Ricci flow to the eigenvalues of the ∂¯
Laplacian on the global sections of E? In this paper we answer these questions in the affirmative.
We identify a sheaf E , called the sheaf of transverse foliate vector fields, which has a well defined
∂¯ operator, with the property that the global holomorphic sections of E correspond precisely to the
Hamiltonian holomorphic vector fields. We consider the following notions of stability;
(M) The Mabuchi energy is bounded below.
(F) The Futaki invariant vanishes.
(C) Let (ξ, η,Φ) be a Sasaki structure on S. Then the C∞ closure of the orbit of the triple (ξ, η,Φ)
under the diffeomorphism group of S does not contain any Sasaki structure (ξ∞, η∞,Φ∞)
with the property that the dimension of the space of global holomorphic sections of the sheaf
of transverse foliate vector fields with respect to (ξ∞, η∞,Φ∞) has dimension strictly higher
than the dimension of the space of global holomorphic sections of the sheaf of transverse
foliate vector fields with respect to (ξ, η,Φ).
Condition (C) generalizes condition (B) of [27]. In light of Proposition 5.4 below, condition (F) is at
least a priori weaker than condition (M). We refer the reader to §5 for details on the sheaf E , and
its holomorphic structure. Our first theorem extends Theorem 1 in [27].
Theorem 1.1. Let (S, ξ, η,Φ, g0) be a compact Sasaki manifold with c
B
1 (S) > 0. Assume that g(t)
is a solution of the Sasaki-Ricci flow with g(0) = g0, and (2n+2)g0 is in the basic first Chern class
of (S, ξ, η,Φ, g0). Assume that the transverse Riemann curvature is bounded along the flow.
(i) If condition (M) holds, then we have for any s ≥ 0
lim
t→∞
‖RT (t)− (2n + 2)gT (t)‖(s) = 0
where ‖ · ‖(s) denotes the Sobolev norm of order s with respect to the metric g(t).
(ii) If both conditions (M) and (C) hold, then the Sasaki-Ricci flow converges exponentially fast
in C∞ to a Sasaki-Einstein metric.
We remove the condition on the boundedness of RmT by introducing the stability condition (T),
which generalizes condition (S) of [28]. The following theorem extends the results of [28] , and [42].
Theorem 1.2. Let (S, ξ, η,Φ, g0) be a compact Sasaki manifold with c
B
1 (S) > 0. Assume that g(t)
is a solution of the Sasaki-Ricci flow with g(0) = g0, and (2n + 2)g0 ∈ cB1 (S). Let λt be the lowest
strictly positive eigenvalue of the Laplacian E := −(gT )jk¯∇Tj ∇Tk¯ acting on smooth global sections
of E1,0.
(i) If condition (F) and condition
(T) inft∈[0,∞) λt > 0
hold, then the metrics g(t) converge exponentially fast in C∞ to a Sasaki-Einstein metric.
(ii) Conversely, if the metrics g(t) converge in C∞ to a Sasaki-Einstein metric, then conditions
(F) and (T) hold.
(iii) In particular, if the metrics g(t) converge in C∞ to a Sasaki-Einstein metric, then they
converge exponentially fast in C∞ to this metric.
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The condition “(2n+2)g0 is in the basic first Chern class of (S, ξ, η,Φ, g0)” in the above Theorems
is not restrictive in light of the so-called “D- homothetic transformations” introduced by Tanno [36];
see §3. The outline of this paper is as follows; in §2 we provide an introduction to Sasaki geometry. In
§3 we discuss perturbations of Sasaki structures and the Sasaki-Ricci flow. We present an argument
for a specific choice of the initial value of the transverse Ka¨hler potential and point out a some
consequences of this normalization. We also present previous results on the Sasaki-Ricci flow which
we need. In §4 we extend the well known estimates of Hamilton [19] and Shi [32] for the Ricci flow
to the Sasaki-Ricci flow on compact Sasaki manifolds. In particular, we prove
Theorem 1.3. Let (S, g0) be a compact Sasaki manifold of dimension 2n+1, and suppose that g(t)
is a solution of the normalized Sasaki-Ricci flow, with g(0) = g0. Then, for each α > 0, and every
m ∈ N, there exists a constant Cm depending only on m,n and max{α, 1} such that if K satisfies
|RmT (x, t)|gT (x,t) ≤ K for every x ∈ S, and t ∈ [0,
α
K
]
then, the bound
max
{
|∇mRm(x, t)|g(t), |∇mRmT (x, t)|gT (x,t)
}
≤ Cmmax{K
1/2,K}
tm/2
holds for every x ∈ S and t ∈ (0, αK ].
In §5 we take up stability on Sasaki manifolds. We begin by discussing the Futaki invariant and
the Mabuchi energy, extending some well known results from the Ka¨hler theory to the Sasaki set-
ting. We then construct the sheaf E and discuss its properties. In §6 we prove Theorem 1.1 part (i),
and in §7 we reduce the proof of Theorem 1.1 part (ii) to obtaining a positive lower bound for the
smallest positive eigenvalue of the ∂¯ Laplacian on the global sections of E1,0. In §8 we complete the
proof of Theorem 1.1 by discussing some compactness results for Sasaki manifolds, and showing that
condition (C) implies a positive lower bound for the smallest positive eigenvalue of the ∂¯ Laplacian.
In §9 we prove Theorem 1.2.
Acknowledgements: I would like to thank my advisor Professor D.H. Phong for his guidance
and encouragement, as well as for suggesting this problem. I would also like to thank Professor
Valentino Tosatti for many helpful conversations.
2. Sasaki Manifolds and Transverse Ka¨hler Geometry
In this section we give a brief introduction to Sasaki geometry. For a more thorough introduction
we refer the reader to [4, 10, 34]. A Sasakian manifold of dimension 2n+1 is a Riemannian manifold
(S2n+1, g) with the property that its metric cone (C(S) = R>0 × S, g = dr2 + r2g) is Ka¨hler. A
great deal of the geometry of Sasaki manifolds is induced by the Euler vector field r∂r. One can
easily show that r∂r is real holomorphic, that is, Lr∂rJ = 0. A particularly important role in Sasaki
geometry is played by the Reeb vector field, which is naturally induced from the vector field r∂r.
Definition 2.1. The Reeb vector field is ξ = J(r∂r), where J denotes the integrable complex structure
on C(S).
Again, the Reeb field ξ satisfies LξJ = 0, and so ξ is real holomorphic. The restriction of ξ to the
slice {r = 1} is a unit length Killing vector field, and its orbits thus define a one-dimensional foliation
of S by geodesics called the Reeb foliation. Let Lξ be the line bundle spanned by the non-vanishing
vector field ξ. The contact subbundle D ⊂ TS is defined as D = ker η where η(X) := g(ξ,X). We
have the exact sequence
(1) 0→ Lξ → TS p−→ Q→ 0.
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The Sasakian metric g gives an orthogonal splitting of this sequence σ : Q→ D so that we identify
Q ∼= D, and TS = D ⊕ Lξ. Define a section Φ ∈ End(TS) via the equation Φ(X) = ∇Xξ. One can
then check that Φ|D = J |D and Φ|Lξ = 0, and that
Φ2 = −1 + η ⊗ ξ , and g(Φ(X),Φ(Y )) = g(X,Y )− η(X)η(Y )
for any vector fields X and Y on S. In particular, g|D is a Hermitian metric on D.
The identification Q ∼= D endows the quotient bundle Q with a transverse metric gT . There is a
unique, torsion-free connection on Q, which is compatible with the metric gT . This connection is
defined by
∇TXV =
{
(∇Xσ(V ))p , if X is a section of D
[ξ, σ(V )]p , if X = ξ
where ∇ is the Levi-Civita connection on (S, g), σ is the splitting map induced by g, and p : TS → Q
is the projection. This connection is called the transverse Levi-Civita connection as it is compatible
with gT , and torsion free with respect to the bracket induced on Q. We will denote by RmT the
curvature operator defined by the connection ∇T , RicT , and RT will denote the transverse Ricci
curvature of scalar curvature respectively. The geometry of the manifold S is largely controlled by
its transverse geometry. For local sections X,Y,Z,W of D, the curvature of (S, g) is related to the
curvature of (Q, gT ) by
(2)
Rm(X,Y,Z,W ) =RmT (X,Y,Z,W ) + g(Φ(X), Z)g(Φ(Y ),W )
− g(Φ(X),W )g(Φ(Y ), Z) + 2g(Φ(X), Y )g(∇ξX,W ).
The geometry orthogonal to the distribution D is uniform in the sense that for any vector fields
X,Y ∈ TS there holds
(3) Rm(X,Y )ξ = η(Y )X − η(X)Y,
(4) Rm(X, ξ)Y = η(Y )X − g(X,Y )ξ.
We refer the reader to [4, 15] for more on these standard formulae.
Definition 2.2. For x ∈ S, let orbξx denote the orbit of x under the action generated by the Reed
field. We define the transverse distance function dT : S × S → R by
dT (x, y) = inf
{p∈orbξx,q∈orbξy}
dist(p, q)
The transverse distance function played a crucial role in [10]. With these preparations, we see it
fitting to make a brief digression on coordinates. One can choose local coordinates (x, z1, . . . , zn) on
a small neighbourhood U of p such that
• ξ = ∂∂x
• η = dx+√−1∑nj=1 hjdzj −√−1∑nj=1 hj¯dz¯j
• Φ = √−1
{∑n
j=1
(
∂
∂zj
−√−1hj ∂∂x
)⊗ dzj −∑nj=1 ( ∂∂z¯j +√−1hj¯ ∂∂x)⊗ dz¯j}
• g = η ⊗ η + 2∑nj,l=1 hjl¯dzjdz¯l
• D ⊗ C is spanned by
Xj :=
∂
∂zj
−√−1hj ∂
∂x
Xj¯ :=
∂
∂z¯j
+
√−1hj¯
∂
∂x
where h : U → R is a local, basic function (ie. ∂∂xh = 0), and we have used hj = ∂∂zj h, and
hjl¯ =
∂2
∂zj∂z¯l
h. See, for example, [17]. We can additionally assume that in these coordinates hj(p)=0.
An important observation is that the transverse Christoffel symbols with mixed barred and unbarred
indices are identically zero. Moreover, the pure barred and unbarred Christoffel symbols are given
by the familiar formula from Ka¨hler geometry
(5) Γ˜kij = (g
T )kp¯∂ig
T
p¯j .
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Throughout this paper we will refer to these coordinates as preferred local coordinates.
Definition 2.3. A p-form α on (S, ξ, η,Φ, g) is called basic if ιξα = 0, and Lξα = 0. In particular,
a function f is said to be basic if Lξf = 0. The ring of smooth basic functions will be denoted by
C∞B ; it is clearly a sub-ring of C
∞.
The transverse complex structure Φ allows us to decompose ΛrB ⊗C = ⊕p+q=r Λp,qB . We can then
decompose dB = ∂B + ∂B, where ∂B : Λ
p,q
B → Λp+1,qB and ∂B : Λp,qB → Λp,q+1B . Any form α ∈ Λp,q
which satisfies ιξα = 0 can naturally be regarded as an element of Λ
p,qQ∗. The extra condition that
Lξα = 0 ensures that dα ∈ Λp+q+1Q∗. In particular, we can regard ∂¯B on basic forms as a map
∂¯B : Λ
p,qQ∗ → Λp,q+1Q∗, and similarly for ∂. The transverse metric induces L2 inner products on
each of these spaces and so, as in the Ka¨hler case, we may define the ∂B and ∂¯B Laplacians on the
bundles Λp,qB . For example, the ∂¯B Laplacian is given by B = (g
T )kj¯∇Tk∇Tj¯ . We now say a brief
word about volume forms and integration by parts on Sasaki manifolds. As noted before, the form
(12dη)
n ∧ η is a non-vanishing (2n+ 1)-form, and hence defines a volume form on S. One can check
that it agrees with the standard Riemannian volume form by looking in preferred local coordinates.
Furthermore, in preferred local coordinates we have
dµ := (
1
2
dη)n ∧ η = (√−1)nn! det(gTk¯j)dz1 ∧ dz¯1 ∧ · · · ∧ dzn ∧ dz¯n ∧ dx.
Combining this with the local formula (5) for the Christoffel symbols of Q, we note that the standard
integration by parts formulae from Ka¨hler geometry hold for the bundle Q, its duals, tensor powers
and wedge products. For example, we have;
Proposition 2.1. Let φ ∈ Λp,q−1B , ψ ∈ Λp,qB be two basic forms, the we have∫
S
(gT )ij¯∇Tj¯ φB¯Aψi¯D¯C(gT )C¯A(gT )D¯Bdµ = −
∫
S
φB¯A(g
T )ji¯∇Tj ψi¯D¯C(gT )C¯A(gT )D¯Bdµ
The proof of this proposition follows from the standard computation in the Ka¨hler setting, and so
we omit the details. The interested reader can find the computation in [21]. A transverse metric gT
is called a transverse Einstein metric if it satisfies RicT = κgT for some constant κ. In particular,
we observe that it is necessary that the basic first Chern class be signed. The following proposition
describes a well-known obstruction to the existence of a transverse Einstein metric. See, for example,
[15].
Proposition 2.2. The basic first Chern class is represented by κdη for some constant κ if and only
if c1(D) = 0, where D = ker η is the contact subbundle.
If gT is a transverse Einstein metric with Einstein constant κ, then one can check that the Sasaki
metric g is η-Einstein, satisfying
Ricg = (κ− 2)g + (2n+ 2− κ)η ⊗ η.
The metric g is Sasaki-Einstein if Ricg = λg. In particular, a Sasaki manifold admits a Sasaki-
Einstein metric if and only if it admits a transverse Einstein metric with Einstein constant equal
2n+2. In fact, we shall see that if κ > −2, then any transverse Einstein metric can be deformed to
a Sasaki-Einstein metric via the so called D-homothetic transformations.
3. Perturbations of Sasaki Structures and the Sasaki-Ricci Flow
A Sasaki manifold has a large number of defining structures. It is natural to ask what happens
when one perturbs these structures, individually or together. In this section we describe two types
of deformations of Sasaki structures, the second of which motivates the Sasaki-Ricci flow. We begin
by describing the D-homothetic deformations introduced by Tanno [36]. For a > 0, the rescaling
g′ = ag + (a2 − a)η ⊗ η, η′ = aη, , ξ′ = a−1ξ, Φ′ = Φ
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gives a Sasaki structure (ξ′, η′,Φ′, g′) with the same holomorphic structure on the cone, but with
radial variable r′ = ra. One can check that if gT is a transverse Einstein metric with Einstein
constant c > 0, then the D-homothetic deformation with a = c/2n gives a Sasaki-Einstein metric.
Throughout this paper, we shall assume that cB1 (S) > 0, and c1(D) = 0. By making a D-homothetic
deformation we may always assume that (2n+2)[12dη]B = c
B
1 (S). A second class of transformations
is described in the following proposition, which is proved in [15, 34].
Proposition 3.1. Fix a Sasaki manifold S = (S, g, η, ξ,Φ). Then any other Sasaki structure on S
with the same Reeb vector field ξ, the same complex structure on the cone C(S) = R × S, and the
same transversely complex structure on the Reeb foliation is related to the original structure via the
deformed contact form η′ = η + 2dcBφ, where φ is a smooth basic function that is sufficiently small.
Deformations of this type shall be referred to as deformations of type II, following [5]. This
motivates the definition of the space of Sasaki potentials;
Definition 3.1. Fix a Sasaki structure (ξ, η,Φ). We define the space of Sasaki potentials to be
Hη = {φ ∈ C∞B : η˜ = η + 2dcBφ is a contact 1-form}.
If η and η′ are related by some φ ∈ Hη, then we will say that η′ is in the Ka¨hler class of η.
Notice that under type II deformations the transverse metric is deformed by g˜T = gT + dBd
c
Bφ.
In [33] the flow
(6)
∂gT
∂t
= −RicTg(t) + κgT (t),
was studied. We will refer to this flow as the normalized Sasaki Ricci flow, as the volume is fixed
under the flow. When the initial metric satisfies κgT ∈ cB1 (S), it was shown that this flow can be
reduced to a transversely parabolic complex Monge-Ampe`re equation on the Sasaki potential, given
by
(7)
∂
∂t
φ = log det(gTk¯l + ∂l∂k¯φ)− log det(gTk¯l) + κφ− F,
where the function F is defined by RicT = κdηo + dBd
c
BF , according the transverse ∂∂¯-lemma of
[14]. It was proved in [33] that (6) is well-posed. By Proposition 3.1, the solution to equation (7)
defines a one parameter family of Sasaki structures with the same transverse complex structure,
the same Reeb field and the same complex structure on the cone. Moreover, it was shown that the
solution φ exists for all time, remains basic, and converges exponentially if c1B ≤ 0. The transverse
∂∂¯-lemma of [14] implies there is a basic function u : S → R so that
∂j∂k¯φ˙ = g˙
T
k¯j = −RTk¯j + gTk¯j = ∂j∂k¯u,
and so φ evolves by φ˙(t) = u(t) + c(t). We can use the function c(t) to adjust the initial value
φ(0). As in the Ka¨hler case, the specific choice for the initial value of φ plays an important role in
translating estimates for the transverse Ka¨hler potential to estimates for the transverse metric gT (t),
[25]. Below, we make the case that a similar choice for the initial value of φ as in [25] is preferred in
the Sasaki-Ricci flow. We first compute that
u˙ = Bu+ u+ a(t)
for some basic function a(t) depending only on t, which we fix by
∫
e−udµ = V ol(S). It will simplify
matters to define a probability measure on S by dρ := V ol(S)−1e−udµ. One can easily compute
that
(8) a(t) =
∫
S
udρ =
1
V ol(S)
∫
S
ue−udµ.
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In [10] (see also [21] for another approach) transverse W and µ functionals were introduced, and
shown to be monotone along the flow, thereby opening Perelman’s methods to the Sasaki setting.
The author applied these functionals to obtain a non-collapsing theorem for the Sasaki-Ricci flow,
and to extend Perelman’s uniform estimates for the Ka¨hler-Ricci flow to the Sasaki setting. The
precise results are;
Proposition 3.2 ([10] Proposition 7.1). Let gT (s) be a solution of the normalized Sasaki-Ricci flow,
and let ρ > 0. There exists a constant c > 0, depending only on g(0), and ρ such that for every
p ∈ S, and t ≥ 0 ∫
{y:dT (p,y)<r}
dµ > cr2n
Theorem 3.1 ([10] Theorem 1.3). Let g(t) be a solution of the normalized Sasaki-Ricci flow on a
compact Sasaki manifold (S, ξ) of real dimension 2n+ 1, and transverse complex dimension n, with
c1B(S) > 0. Let u ∈ C∞B (S) be the transverse Ricci potential. Then there exists a uniform constant
C, depending only on the initial metric g(0) so that
(9) |RT (g(t))| + |u|C1 + diamT (S, g(t)) < C
where diamT (S, g(t)) = supx,y∈S d
T (x, y).
It was pointed out in [21] that the transverse diameter bound in Theorem 3.1 implies a bound for
the diameter. We include the argument for completeness.
Lemma 3.1. There exists a constant C > 0, such that diam(S, g(T )) < C for all t along the
Sasaki-Ricci flow.
Proof. For every t ≥ 0, we have g(t)(ξ, ξ) = 1. In particular, if p ∈ S has orbξp closed, then the
length of the curve defined by orbξp is independent of t. Thus, the result is obvious in the regular
and quasi-regular cases. When the Sasaki structure is irregular, the results of Rukimbira [30, 31]
imply that there exists at least n+1 closed orbits of the Reeb field. Let p ∈ S be a point with closed
orbit, and let orbξp have length A. We have
d(x, y) ≤ dT (x, p) +A+ dT (y, p) ≤ 2diamT (S, g(t)) +A.
which completes the proof. 
We now discuss the choice for the initial value of the transverse Ka¨hler potential. Suppose that a
given flow φ satisfies φ(0) = c0, then one can easily check that φ˜ := φ+(c˜0−c0)eκt satisfies the same
flow with initial condition c˜0. This underlines the importance of choosing the initial value properly;
any two solutions with different initial value differ by terms diverging exponentially in time. We
introduce the quantity
(10) c0 =
∫ ∞
0
e−t‖∇φ˙‖2L2dt+
1
V ol(S)
∫
S
u(0)dµ0.
One easily checks that this does not depend on φ(0). The first indication that this is the correct
choice for φ(0) is that the bound in Theorem 3.1 implies
(11) sup
t≥0
‖φ˙‖C0 ≤ C.
To see this, observe that ∂B ∂¯B(u− φ˙) = 0, and so by the uniform bound for u it suffices to bound,
α(t) := V ol(S)−1
∫
S φ˙dµt. This is easily done by computing the evolution of α; see the computations
in [25]. The upshot of this is contained in the following;
Proposition 3.3. Let (S, ξ, η0,Φ, g0) be a compact Sasaki manifold with κ[
1
2dη0]B = c
B
1 (S) for any
constant κ. Consider the Sasaki-Ricci flow defined by (7). The we have the a priori estimates
sup
t≥0
‖φ‖C0 ≤ A0 <∞ ⇐⇒ sup
t≥0
‖φ‖Ck ≤ Ak <∞ ∀k ∈ N
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The estimates in Proposition 3.3 are the transverse parabolic version of Yau’s famous estimates
[40], or equivalently the parabolic version of El Kacimi-Alaoui’s generalization of Yau’s estimates
[14]. For the Ka¨hler-Ricci flow, these estimates are well known, and can be found, for example, in
[7, 25]. For the Sasaki-Ricci flow, the estimates can be found in [33]. In light of the uniform bound
for φ˙, it is straight forward to check that Proposition 3.3 holds.
4. Bernstein-Bando-Hamilton-Shi Estimates for the Transverse Curvature
In this section we prove Theorem 1.3, which follows essentially from the arguments in the Rie-
mannian case, and the curvature identities (2), (3), and (4). As the techniques used to prove this
theorem in the Riemannian case are purely local, one hopes that this result will carry over to the
Sasaki case. However, we must proceed with some care. For example, the standard commutation
formulae for the covariant derivative and the Laplacian do not apply to ‘tensors’ on the bundle Q.
In fact, the commutation relation which does hold involves not only the transverse Riemann tensor,
but also the full Riemann curvature; here the curvature identities (2), (3), and (4) are crucial. In
order to avoid being swamped by indices we introduce the following notation; if A and B are two
sections of TS∗⊗p⊗Q∗⊗q, we denote by A∗B any quantity obtained from A⊗B by summation over
paired indices, contraction with g, g−1, gT , or (gT )−1, and multiplication by constants depending
only on n, p and q.
Lemma 4.1. Suppose A ∈ TS∗⊗p ⊗Q∗⊗q. Then there is a constant C, depending only on p, q, and
n, such that the following commutation relation holds;
[∇,∆]A = RmT ∗ ∇A+A ∗ ∇RmT + C∇A.
Proof. The argument is elementary, and so we only provide a sketch. The key point is that com-
muting covariant derivatives yields an expression involving both the full Riemann tensor, and the
transverse Riemann tensor. In particular,
[∇,∆]A = RmT ∗ ∇A+Rm ∗ ∇A+A ∗ ∇Rm+A ∗ ∇RmT .
We now use the curvature relations (2), (3), and (4) to replace all the terms involving the full
curvature tensor with terms involving only the metric and RmT . Collecting terms, and observing
that any constants which appear depend only on n, p and q, the lemma is proved. 
Proof of Theorem 1.3. We begin by computing
(12)
∂
∂t
RmT −∆RmT = RmT ∗RmT .
We can now compute the evolution equation for |∇RmT |2. Before proceeding, we point out that
the quantity |∇RmT |2 involves both gT and g, as the covariant derivative ∇ takes arguments in TS.
However, by looking in preferred coordinates we clearly have ∇ ∂
∂x
RmT = 0, and so we see that the
norm |∇RmT |2 agrees with the norm when we replace g by gT , regarded as a bilinear form on TS.
With this in mind, we obtain
(13)
∂
∂t
|∇RmT |2 = ∆|∇RmT |2 − 2|∇2RmT |2 +RmT ∗ (∇RmT )∗2 + (∇RmT )∗2.
The last line follows by Lemma 4.1. We now consider the quantity F = t|∇RmT |2+β|RmT |2. Using
equations (12) and (13), we compute that
∂
∂t
F ≤ |∇RmT |2 + t ∂
∂t
|∇RmT |2 + β(RmT )∗3 + β∆|RmT | − 2β|∇RmT |2
≤ ∆F + (1 + c1t|RmT |+ c2t− 2β) |∇RmT |2 + c3|RmT |3.
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By assumption, |RmT | ≤ K if t ∈ [0, α/K]. Set 2β = 1 + c1α+ c2 αK , then
∂
∂t
F −∆F ≤ c3K3.
Applying the maximum principle yields F (x, t) ≤ βK2+c3βK3t. Using the definition of β we obtain
that there is a constant C4 depending only on n, and max{α, 1}, such that for every t ∈ (0, α/K]
we have
|∇RmT | ≤
√
F
t
≤ C4t−1/2max{K1/2,K}.
This proves the theorem in the case m = 1. The general case of m > 1 follows by making similar
adaptations to the Ka¨hler, or Riemannian case. See [9] for details in these cases. The curvature
equations (2), (3), and (4) show that our bounds for RmT extend to bounds for the full Riemann
tensor. 
Corollary 4.1. If RmT is uniformly bounded in C0 along the normalized Sasaki-Ricci flow, then for
any time A > 0, there is a constant CA,k depending only on |RmT |C0 , k and A, so that |RmT |Ck ≤
CA,k for all t ≥ A.
5. The ∂¯-operator on Foliate Vector Fields and Stability on Sasaki Manifolds
For the remainder of the paper we will be concerned with employing various types of stability
to prove the convergence of the Sasaki-Ricci flow. We begin by presenting two notions of stability
on Sasaki manifolds which generalize notions on Ka¨hler manifolds. Later, we shall introduce the
sheaf of transverse foliate vector fields, which seems central to the problem of stability on Sasaki
manifolds. We first define the Futaki invariant of a Sasaki manifold. In the Sasaki case, the Lie
algebra on which the Futaki invariant acts is the space of Hamiltonian, holomorphic vector fields.
Definition 5.1 ([15] Definition 4.5). Let Uα = I × Vα be a foliated coordinate patch, with I ⊂ R an
open interval, and Vα ⊂ Cn. Let πα : Uα → Vα be the projection. A complex vector field X on a
Sasaki manifold is called a Hamiltonian holomorphic vector field if
(i) dπα is a holomorphic vector field on Vα
(ii) the complex valued function uX :=
√−1η(X) satisfies
∂B¯uX = −
√−1
2
ιXdη.
Such a function uX is called a Hamiltonian function.
Remark. If X is a Hamiltonian holomorphic vector field, then in preferred local coordinates
(14) X = η(X)
∂
∂x
+
n∑
i=1
Xi
∂
∂zi
− η
(
n∑
i=1
Xi
∂
∂zi
)
∂
∂x
,
where the Xi are local, holomorphic basic functions.
The Futaki invariant was originally defined for Sasaki manifolds by Boyer, Galicki and Simanca
in [6], where it was considered to be a character on a quotient of the Lie algebra of “transversally
holomorphic” vector fields (see [6] Definition 4.5). In [15] Futaki, Ono and Wang recast the Futaki
invariant as a character of the Lie algebra on Hamiltonian holomorphic vector fields as defined above.
For our purposes, we are only concerned with the case when the distribution D has c1(D) = 0.
Theorem 5.1 ([6] Proposition 5.1, [15] Theorem 4.9). Let (S, g) be a Sasaki manifold with cB1 (S) >
0, and c1(D) = 0. Assume (2n + 2)g
T ∈ cB1 (S) and let u be the transverse Ricci potential for the
metric g, and let X be a holomorphic, Hamiltonian vector field. We define the Futaki invariant
futS(X) by the equation
futS(X) :=
∫
S
Xudµ.
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Then futS(X) is independent of the choice of Sasaki metric in (2n+ 2)
−1cB1 (S).
Remark. It is clear that the vanishing of the Futaki invariant is necessary for the existence of a
Sasaki-Einstein metric.
Later in this section we will provide an alternative characterization of the Futaki invariant as a
character on a certain subspace of the global sections of the soon-to-be-defined sheaf E , and show
that this characterization is equivalent to the above. We now introduce the Mabuchi energy on a
Sasaki manifold in the special case that c1(D) = 0;
Theorem 5.2 ([15] Theorem 4.12). Let (S, g) be a Sasaki manifold, with cB1 (S) = κ[dη0]B. Let η
′
be in the Ka¨hler class of η0. Let φt, t ∈ [a, b] be a path in Hη0 connecting η, η′. Then the Mabuchi
K-energy,
νη0(η
′) = −
∫ b
a
∫
S
φ˙t(R
T − R¯T )dµtdt,
is independent of the path φt.
In the Ka¨hler theory, the boundedness below of the Mabuchi K-energy is crucial to the existence
of canonical metrics. It is known that a bound below for the K-energy is not sufficient to guarantee
the existence of a Ka¨hler-Einstein metric; a counterexample is given by Tian’s unstable deformation
of the Mukai-Umemura threefold [8, 12, 13, 38]. However, Bando and Mabuchi proved that any
manifold that admits a Ka¨hler-Einstein metric ω necessarily has the K-energy bounded below on
the Ka¨hler class of ω [2, 3]. Their result extends to Sasaki manifolds.
Proposition 5.1. Suppose (S, ξ, η,Φ, g) is a Sasaki manifold with c1(D) = 0, and c
B
1 (S) = (2n +
2)[12dη]B . Assume that S admits a Sasaki-Einstein metric in the Ka¨hler class of g. Then the Mabuchi
K-energy is bounded below on [12dη]B .
Proof. The proof is a consequence of the work of Nitta and Sekiya [24]. The estimates in [24] imply
that the result of Bando and Mabuchi in [3] holds on Sasaki manifolds. That is, the Mabuchi K-
energy is bounded below on the set of Sasaki metrics with positive transverse Ricci curvature. It
is straight forward to check that the extension of the results of [3], due to Bando in [2] carries over
verbatim to the Sasaki setting. 
If gT (t) is evolving by the Sasaki-Ricci flow (6), then
(15) νη0(η(a)) =
∫ a
0
∫
S
u(RT − κn)dµtdt =
∫ a
0
∫
S
u(−Bu)dµtdt =
∫ a
0
∫
S
(gT )jk¯∂ju∂kudµtdt.
The last term in the above expression is precisely the integral of the L2 norm of ∂Bu regarded as a
section of Λ1,0Q∗.
A significant difficulty in extending the results of [27] is identifying the appropriate operator to
study and determining the domain on which to study it. As noted in the introduction, we are guided
primarily by the model case of a regular Sasaki manifold.
Definition 5.2. On an open subset U ⊂ S, let Ξ(U) be the Lie algebra of smooth vector fields on
U and let Nξ(U) be the normalizer of the Reeb field in Ξ(U),
Nξ(U) = {X ∈ Ξ(U) : [X, ξ] ∈ Lξ}.
We define a sheaf E on S by
E(U) := Nξ(U)/Lξ.
The sheaf E will be referred to as the sheaf of transverse foliate vector fields.
When there is some chance of confusion, for V ∈ TS we denote by [V ] the equivalence class of
V in Q. Recalling the exact sequence (1), the inclusion Nξ ⊂ TS induces an inclusion of sheaves
E ⊂ Q. The sheaf E is easily seen to be a locally free sheaf of C∞B -modules. When the Reeb
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field is regular or quasi-regular, the sheaf E descends through the quotient to the sheaf of smooth
sections of the tangent bundle of the Ka¨hler manifold or orbifold. E inherits a great deal of structure
from the vector bundle Q; the metric gT restricts to a metric on E , and it is easy to check that
the transverse complex structure Φ on Q restricts to an endomorphism of E , and hence splits E as
E = E1,0⊕E0,1. The key observation is that E has a well defined ∂¯ operator. Define a map e : Q→ Q
by e(V ) := ∇Tξ V . By the definition of ∇T , it is clear that E is precisely the kernel of the map e. In
particular, on E the covariant derivative ∇T descends to a well defined map dE : E → E ⊗Q∗. This
map is defined for [V ] ∈ E and [X] ∈ Q by
dE [V ]([X]) = ∇TX [V ],
and this is clearly independent of the representative of the equivalence class [X]. Moreover, the
transverse complex structure Φ yields a splitting E ⊗Q∗ = E ⊗ (Q∗)1,0 ⊕ E ⊗ (Q∗)0,1. The map dE
then splits as ∂E + ∂¯E . Hence, we have a well defined operator ∂¯E : E → E ⊗ (Q∗)(0,1). We can extend
the operator ∂¯E to a differential operator. Dualizing the exact sequence (1) we have an operator,
also denoted by ∂¯E satisfying
∂¯E : E → E ⊗ p†(Q∗) →֒ E ⊗ TS∗.
The metric gT induces L2 inner products on Γ(X, E1,0) and Γ (X, E1,0 ⊗ p†(Q∗)). We can then define
the formal adjoint of the ∂¯E -operator, denoted ∂¯
†
E , on smooth sections by the usual formula. One
easily computes using integration by parts that ∂¯†E [W ] = −(gT )jk¯∇Tj W pk¯ , and hence we can define
the Laplacian of E by
E [V ] = −(gT )jk¯∇Tj ∇Tk¯ V p.
We comment that at first glance this operator does not appear to be elliptic. However, by recalling
the definition of the bundle E , we see that
E [V ] = −(ξ∗ ⊗ ξ∗)∇Tξ ∇Tξ V p − (gT )jk¯∇Tj ∇Tk¯ V p,
which is clearly elliptic. Thus we can apply the usual elliptic theory. In a similar fashion we may
also define the ∂E Laplacian E . A standard integration by parts computation proves;
Proposition 5.2. For every [V ] ∈ Γ(S, E1,0), we have the Bochner-Kodaira formula for the Lapla-
cians E and E
‖∂E [V ]‖2L2 = ‖∂¯E [V ]‖2L2 +
∫
S
RTk¯jV
jV kdµ,
Proposition 5.3. We define the space H0(E1,0), which we refer to as the space global holomorphic
sections of the sheaf of transverse foliate vector fields, by
H0(E1,0) := Ker∂¯E
∣∣
E(1,0)
.
• H0(E1,0) has the structure of a finite dimensional Lie algebra over C.
• H0(E1,0) is isomorphic as a Lie algebra to the Lie algebra of holomorphic, Hamiltonian
vectorfields on S.
• The space H0(E1,0) depends only on the complex structure J on the cone, and the Reeb field
ξ, and the transverse holomorphic structure. In particular, dimH0(E1,0) is invariant along
the Sasaki Ricci flow.
Remark. The Lie algebra H0(E1,0) has appeared in the literature before, under a number of different
guises. In [23] it was proved that if the transverse scalar curvature of the Sasaki metric g is constant,
then H0(E1,0) is reductive. H0(E1,0) also played an important role in the work of Boyer, Galicki
and Simanca on extremal Sasaki metrics [6]. In [24] it was shown that if S admits a Sasaki-Einstein
metric gSE , G is the identity component of the automorphism group of the Sasaki structure, and O
is the orbit of gSE under the action of G, then the tangent space to O at the point gSE is isomorphic
to H0(E1,0).
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We delay the proof of Proposition 5.3 for a moment in order that we may discuss the local structure
of E . We feel this local picture is essential to understanding the structure we are describing abstractly
and so we shall be very explicit in this part of the development. Let U ⊂ S be an open subset of
S on which we have a preferred coordinate system, and suppose that [V ] ∈ Γ(U, E) is a section of E
over U . Over U we can write V = V i[∂zi ] + V
i¯[∂z¯i ]. Let V be any lift of [V ] to Nξ(U). In preferred
local coordinates
V = f
∂
∂x
+
n∑
i=1
V i
∂
∂zi
+
n∑
i=1
V i¯
∂
∂z¯i
.
As [V ] ∈ E , we necessarily have V i, V i¯ basic functions. If we restrict to [V ] ∈ E1,0, then V i¯ = 0. A
basis of Q0,1 over U is given by {[∂z¯j ]} where 1 ≤ j ≤ n. By definition, we compute
(16) ∂¯E [V ] =
n∑
i=1
∂j¯V
i
[
∂
∂zi
]
⊗ dz¯j .
Proof of Proposition 5.3. Since S is compact, the kernel of the self-adjoint elliptic operator E is
finite dimensional, and hence H0(E1,0) is a finite dimensional vector space over C. The Jacobi
identity shows that the Lie bracket on Ξ(S) descends to a Lie bracket on Γ(U, E). Moreover, the
local formulae show that the bracket preserves the decomposition E = E1,0 ⊕ E0,1. Computing
over an open set shows that the Lie bracket preserves the space H0(E1,0), and establishes the first
statement. We turn our attention to the second and third statements. Suppose [V ] ∈ H0(E1,0), then
equation (16) shows that condition (i) of Definition 5.1 is satisfied for any lift Vc := σ(V ) + cξ of
[V ]. It remains to show condition (ii) holds for some choice of c. Define c˜ := −ξ∗(σ([V ])). Using the
formula for η in preferred local coordinates yields uVc˜ = −
∑n
i=1 hiV
i. As ∂¯E [V ] = 0, equation (16)
shows that Vc˜ satisfies property (ii) of Definition 5.1. Conversely, suppose V is a Hamiltonian,
holomorphic vector field. The expression (14) for V , along with the remarks following Definition 5.1
show that V is in the normalizer of ξ and that [V ] ∈ H0(E1,0). Computing locally we see that the
Lie bracket commutes with these identifications. Finally, by Proposition 3.1 any Sasaki structure on
S with the same complex structure J on the cone, Reeb field ξ and transverse holomorphic structure
is related to the original Sasaki structure by deformations of type II. One can then easily check via
the above computations that H0(E1,0) is unchanged under these deformations. 
Corollary 5.1. The Futaki invariant defines a character on the Lie algebra H0(E1,0).
Remark. Corollary 5.1 is essentially a restatement of the original definition in [6]. However, the
identification of the Lie algebra which appears in [6] as the global holomorphic sections of the sheaf
E provides what we feel to be a particularly attractive definition of the Futaki invariant, which is
seen to generalize the Ka¨hler setting.
Proposition 5.4. Let (S, g0) be a Sasaki manifold with c
B
1 (S) > 0, and c1(D) = 0. Suppose that
(2n+ 2)[12dη0]B = c
B
1 (S). If νη0(η) > −∞ for every η in the Ka¨hler class of η0, then futS(X) ≡ 0.
Proof. Suppose νη0(η) > −C > −∞, but fut([X]) 6= 0 for some [X] ∈ H0(E1,0). We can assume
that Re(fut([X])) < 0, by replacing [X] with [−X], or [iX]. Let X = σ0([X]). The vector field X is
foliate, orthogonal ξ, and holomorphic. In preferred local coordinates we have X =
∑n
i=1X
i( ∂
∂zj
−√−1hj ∂∂x) for Xi basic, holomorphic functions, and h a local, real valued function. Define the
vector field X˜ on the cone C(S), by X˜(z, r) = Re(X)(z), where z ∈ S, and r is the radial variable
on the cone. The local formula shows X˜ is real holomorphic, and so LX˜J = 0, where J is the
complex structure on the cone. Let ρt be the local flow of Re(X) on S, and ρ˜t be the local flow of
X˜. Then ρ˜t is a biholomorphism, and it is clear that ρ˜t(z, r) = (Φt(z), r). In particular, (S, ρ
∗
t g)
is a Sasaki manifold with the same Reeb field, the same complex structure on the cone and the
same transversely holomorphic structure on the Reeb foliation. By Proposition 3.1 we have that
ρ∗tdη = dη + ∂B∂B¯ψt. We can now follow the argument in [37] to obtain the proposition. 
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Our primary concern will be sections of E induced from basic functions. In order to have our theory
sufficiently well adapted for our future applications we discuss this now. Given a basic function h,
∂¯Bh is a section of Λ
0,1
B . We then define V
j = (gT )jk¯∂k¯h. V defines a section of the quotient bundle
Q, and the splitting map σ satisfies σ([V ]) = V . Moreover, V lies in the normalizer of ξ in TS.
Thus, [V ] defines a global section of E1,0 over S. We now compute that
∂E [V ] =
n∑
l=1
∇Tl
(
(gT )jk¯∂k¯h
) [ ∂
∂zj
]
⊗ dzl =
n∑
l=1
(gT )jk¯∂l∂k¯h
[
∂
∂zj
]
⊗ dzl,
and so
(17) ‖∂E [V ]‖L2(E1,0⊗TS∗) =
∫
S
(gT )lp¯(gT )jk¯
(∇Tl ∇Tk¯ h) (∇Tp∇Tj¯ h
)
dµ.
Expressions such as these shall appear repeatedly in what is to follow. In order to simplify our
notation, we will use ∇ and ∇ to denote covariant derivative in the unbarred and barred directions.
For example, equation (17) can then be written as ‖∂E [V ]‖L2 =
∫
S |∇∇h|2dµ.
6. Proof of Theorem 1.1 part (i)
In this section we use the bound below for the Mabuchi functional to show that the L2 norm
of ∂Bu goes to zero as t → ∞, where u is the transverse Ricci potential, RTk¯j − gTk¯j = ∂j∂k¯u. The
uniform bounds for the transverse Riemann tensor allow us to employ an inductive argument to
obtain the decay to zero of all Sobolev norms of ∂Bu. The Mabuchi K-energy along the normalized
Sasaki-Ricci flow is given by (15). Thus, if the Mabuchi energy is bounded below on Hη0 then there
exists times tk → ∞ such that ‖∇u‖L2(tk) → 0. We can obtain convergence for the full sequence
by computing the evolution equation for the quantity Y (t) = ‖u‖L2 . Following the computations
in [27] we obtain
(18) ˙Y (t) = (n+ 1)Y (t)−
∫
S
|∂Bu|2RTdµ−
∫
S
|∇∇u|2dµ−
∫
S
|∇∇u|2dµ.
Applying the uniform bound for RT in Theorem 3.1, the argument from [27] carries over verbatim
to yield;
Lemma 6.1. Assume the Mabuchi K-energy is bounded from below on the Ka¨hler class of η0. Then
Y (t)→ 0 along the Ka¨hler-Ricci flow as t→∞.
Proof of Theorem 1.1 part (i). In light of Lemma 6.1, rearranging (18) and integrating with respect
to t gives, ∫ ∞
0
dt
∫
S
|∇∇u|2dµt +
∫ ∞
0
∫
S
|∇∇u|2dµt <∞.
We are in a position to apply our previous argument inductively. Define Yr,s(t) =
∫
S |∇s∇
r
u|2dµt.
Following the computations in [27], and making use of the uniform C∞ bounds on RmT and Rm
guaranteed by Theorem 1.3, we compute that
(19)
Y˙r,s(t) ≤C1Yr,s(t) +C2
(∫
S
|Dr+s−pu|2dµt
)1/2
Y 1/2r,s (t)
−
∫
S
|∇s+1∇ru|2dµt −
∫
S
|∇∇s∇ru|2dµt,
where summation over 1 ≤ p ≤ r+ s− 1 is understood. We now employ the argument in [27], which
carries over verbatim. 
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7. Convergence in presence of stability
We begin this section by manipulating the equation (18) into a more suggestive form.
(20) Y˙ (t) = −
∫
S
|∂Bu|2(RT − n)dµt −
∫
S
∇ju∇k¯u(RTk¯j − gTk¯j)dµt − 2
∫
S
|∇¯∇¯u|2dµt.
This follows by applying the Bochner-Kodaira formula obtained in Proposition 5.2 to the section of
E defined by V j = (gT )jk¯∂k¯u. For large time t, the first two terms on the right hand side can easily
be bounded by ǫY , by Theorem 1.1 part (i). In order to obtain the exponential decay of the quantity
Y , we must bound the last term in equation (20). Let λt be the smallest, strictly positive eigenvalue
of the Laplacian E,t. We include the subscript t to enforce that the metric g(t) is evolving. By the
elliptic theory we have
λt‖V − πtV ‖L2(E1,0) ≤
∫
S
|∂¯EV |2dµt,
where πt is the L
2 projection onto H0(E1,0) with respect to the metric gT (t). As in the Ka¨hler case,
we observe that for the section V ∈ E in question, we have by Corollary 5.1
‖πtV ‖2 = futs(πtV ).
Thus, equation (20) yields the inequality
(21)
Y˙ ≤− 2λtY + 2futS
(
πt(g
T )jk¯∂k¯u
)
−
∫
S
|∂Bu|2(RT − n)dµ −
∫
S
∇ju∇k¯u
(
RTk¯j − gTk¯j
)
dµ
We remark that equation (21) is completely general, and we view it as the motivating inequality for
the developments in this paper.
Proof of Theorem 1.1 part (ii). Since the Mabuchi functional is bounded below, Proposition 5.4 im-
plies that the Futaki invariant is zero. The uniform transverse curvature bound, and the conclusion
of Theorem 1.1 part (i) imply that for any ǫ > 0, there is a Tǫ such that, for every t ∈ [Tǫ,∞) we
have Y˙ (t) ≤ (−λt + ǫ)Y (t). It suffices to find a positive lower bound for λt. Condition (C) is tailor
made for the task.
Theorem 7.1. Let (S, ξ, η,Φ, g) be a compact Sasaki manifold of dimension 2n + 1. Assume that
the Sasaki structure (ξ, η,Φ, g) satisfies stability condition (C). Fix V,D, δ > 0, and constants Ck.
Then there exists an integer N and a constant C(V,D, δ, Ck, n,N) > 0 such that
C‖V ‖2 ≤ ‖∂¯EV ‖2, ∀ V ⊥ H0(E1,0)
for all Sasaki structures (S, ξ, η,Φ, g) with V olg(S) < V , and diamg(S) < D, and whose injectivity
radius is bounded below by δ, and the k-th derivative of whose curvature tensors are uniformly bounded
by Ck for all k ≤ N .
The proof of Theorem 7.1 is taken up in the next section. It follows that for t sufficiently large,
we have Y (t) ≤ Ce−ct. With the exponential decay of the L2 norm of |∇u| established, a straight
forward adaptation of the arguments in [27] yield the exponential decay of the L2 norms of ∇¯r∇su
where all norms are computed with respect to the evolving metric gT (t). The Sobolev imbedding
theorem with uniform constants then gives the exponential decay of the Ck norm of u for any k.
Since g˙T
k¯j
= ∂j∂k¯u, we have
∫∞
0 supS |g˙Tk¯j|gT (t)dt < ∞. A lemma of Hamilton ([20] Lemma 14.2)
allows us to conclude that the metrics gT
k¯j
on Q are uniformly equivalent. While Hamilton’s proof
is for metric tensors on the tangent bundle, one can easily check that the argument holds for vector
bundles. The uniform equivalence of the metrics gT imply that for any section W ∈ Q we have
|gTk¯j(T )W jW k − gTk¯j(S)W jW k| ≤ C|W |2t=0
(
e−cT − e−cS)
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As the last term goes to zero exponentially as S,T → ∞, we obtain the exponential convergence
of the transverse metrics to some metric gT
k¯j
which is equivalent to all the metrics gT
k¯j
(t). Iteration
yields exponential convergence in C∞. Since ∂j∂k¯h tends to zero, the limiting metric g
T
k¯j
(∞) is
Sasaki-Einstein. 
8. Compactness Theorems and the Proof of Theorem 7.1
Our main objective in this section is to prove Theorem 7.1, which will finish the proof of Theo-
rem 1.1. We begin by stating and proving a Sasaki version of Gromov compactness. This theorem is
well known, and follows easily from Hamilton’s compactness theorem [18] but we include the short
proof for completeness.
Theorem 8.1. Let (S, g) be a compact Sasaki manifold. Let g(t) be a sequence of Sasaki metrics
on S, and J(t) a sequence of complex structures on the cone C(S) such that (C(S), g¯(t) := dr2 +
r2g(t), J(t)) is Ka¨hler. Assume that the g(t)’s have bounded geometry in the sense that their volumes,
diameters, curvatures and covariant derivatives of their curvature tensor are all bounded from above,
and their injectivity radii are bounded below. Then there exists a subsequence {tj}, and a sequence of
diffeomorphisms Ftj : S → S such that the pulled back metrics F ∗tjg(tj) converge in C∞ to a smooth
metric g˜(∞). Moreover, on the cone, the lifted diffeomorphisms defined by F˜tj (r, z) := (r, Ftj (z))
have that the sequence F˜ ∗tjJ(tj)) converges in C
∞ to an integrable complex structure J˜(∞) on C(S).
Furthermore, the metric g˜(∞) is Sasaki with respect to the complex structure J˜(∞). In particular,
the Sasaki structures (ξ(tj), η(tj),Φ(tj), g(tj)) converge in C
∞ to a Sasaki structure (ξ˜, η˜, Φ˜, g˜).
Proof. The C∞ convergence part of this theorem is just Hamilton’s compactness theorem [18]. Thus,
we are reduced to showing that the complex structures converge. This follows essentially from the
proof of [27] Theorem 4, with the wrinkle that the cone C(S) is not compact. Consider instead the
truncated cone C˜(S) = ((12 , 1)×S). The argument in [27] shows that the complex structures converge
to an integrable complex structure J˜(∞) on compact sets making (C˜(S), J˜(∞), dr2 + r2g˜(∞)) into
a Ka¨hler manifold. We extend the complex structure to the whole cone by using the fact that
Lr∂rJ(tj) = 0, and that F˜tj∗r∂r = r∂r. 
Proof of Theorem 7.1. Let λt be the smallest positive eigenvalue of E , defined with respect to the
Sasaki structure s(t) := (ξ(t), η(t),Φ(t), g(t)). Suppose s(t) converges in C∞ to a Sasaki structure
s∞ := (ξ∞, η∞,Φ∞, g∞) and the dimension of the space of global holomorphic sections of the sheaf
of transverse foliate vector fields is the same for every N ≤ t ≤ ∞. The perturbation theory for
the Laplacian used in the proof of Theorem 3 extends to the global sections of the sheaf E , and we
obtain
(22) lim
t→∞
λt = λ∞.
We can now prove by contradiction: assume there exists a sequence of metrics g(t) with λt → 0.
By passing to a subsequence (not relabeled), we can apply Theorem 8.1 to obtain the existence of
diffeomorphisms Ft so that the pulled back Sasaki structure
s˜(t) := (F ∗t g(t), F
∗
t ξ(t), F
∗
t η(t), F
∗
t Φ(t))
converges in C∞ to a Sasaki structure s˜∞ = (ξ˜∞, η˜∞, Φ˜∞, g˜∞). By equation (22), the lowest positive
eigenvalue of s˜(t) converges to a strictly positive limit. Let E(t), E˜(t) be the sheaves defined by the
Sasaki structures s(t), s˜(t) respectively. Observe that the diffeomorphism Ft induces an isomorphism
of sheaves E(t) ∼= E˜(t). Moreover, Ft is an isometry which preserves the transverse holomorphic struc-
ture, and hence descends to an isometry of the quotient bundles Q(t), Q˜(t). Using the computations
in §5, it is then clear that the sheaves E(t), E˜(t) are isospectral, providing a contradiction.

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9. The Proof of Theorem 1.2
Note that in the proof of Theorem 1.1 we only needed a bound on the smallest positive eigenvalue
of E restricted to sections of E1,0 induced by basic functions. Rather than study the ∂¯E Laplacian
on global sections of E1,0 we are thus motivated to study the following operator on C∞B ;
L := −(gT )jk¯∇j∇k¯ + (gT )jk¯∇ju∇k¯.
Our developments will require the basic Sobolev and Lebesgue spaces, for which we refer the reader to
[11]. The operator L appeared in [10], where it was shown to be elliptic and self-adjoint with respect
to the L2 inner-product on H2B induced by the probability measure dρ defined in §3. Moreover, it
was shown that L has a complete spectrum of smooth, basic eigenfunctions {ψj}j∈N spanning L2B ,
with eigenvalues λj ≥ 1. This yields the Poincare´ inequality;
Lemma 9.1. Let u satisfy the equation gT
k¯j
−RicT
k¯j
= ∂j∂k¯u. Then the following inequality
1
V ol(S)
∫
S
f2e−udµ ≤ 1
V ol(S)
∫
S
|∇f |2e−udµ+
(
1
V ol(S)
∫
S
fe−udµ
)2
holds for all f ∈ C∞B (S).
Observe that if λt ≥ 1+ δ > 1, then a standard computation for the operator L suggests that the
final term in (20) can be controlled by −δY (t) (cf. equation (29) in [10]). However, as we are not
assuming a lower bound for the Mabuchi energy, it is no longer natural to work with Y (t). Instead,
we define
W (t) :=
1
V ol(S)
∫
S
(u− a)2e−udµ, Z(t) := ∂
∂t
a =
1
V ol(S)
∫
S
(|∇u|2 − (u− a)2) e−udµ,
where a(t) is defined by (8). The main result in this section is the following proposition.
Proposition 9.1. Assume that condition (F) holds on (n+1)−1cB1 (X), and that condition (T) holds
along the Sasaki-Ricci flow with initial value g0. Then there are constants b, C > 0 independent of t
so that W (t) ≤ Ce−bt, for every t ∈ [0,∞). Moreover,
‖u‖C0 + ‖∇u‖C0 + ‖RT − (2n + 2)n‖C0 ≤ Ce−
1
2(n+1)
bt
, t ∈ [0,∞).
The proof of Proposition 9.1 proceeds in several steps. First, we describe a smoothing lemma which
will reduce the proof of the proposition to proving the exponential decay of W . The important idea
of a smoothing lemma was first introduced by Bando [2], and appeared in [28]; it was subsequently
improved in [22].
Lemma 9.2. There exist positive constants δ,K depending only on n with the following property;
for any ǫ ∈ (0, δ], and any t0 > 0, if ‖u(t0)‖C0 ≤ ǫ, then
‖∇u(t0 + 2)‖C0 + ‖R(t0 + 2)− (2n + 2)n‖C0 ≤ Kǫ.
The proof of Lemma 9.2 is identical to the Ka¨hler case, and can be found in [28]. In order to prove
Proposition 9.1, we must first establish the exponential decay of W . We now describe a condition
under which such decay holds.
Proposition 9.2. Suppose there is a uniform constant δ > 0 independent of time so that
(23)
(1 + δ)
V
∫
S
(u(t)− a(t))2 e−u(t)dµt ≤ 1
V
∫
S
|∇u(t)|2e−u(t)dµt.
Then there are constants b, C > 0 independent of t so that W (t) ≤ Ce−bt.
The proof of this proposition requires the following lemma, which is a consequence of the devel-
opments in [10].
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Lemma 9.3. The transverse Ricci potential u(t), and its average a(t) satisfy the following inequal-
ities, where the constants C1 and C2 depend only on g0.
(i) 0 ≤ −a ≤ ‖u− a‖C0
(ii) ‖u− a‖n+1
C0
≤ C1‖∇u‖2C0‖u− a‖L2 ≤ C2‖∇u‖L2‖∇u‖nC0
Proof. We combine Lemma 9.1, Proposition 3.2 and follow the proof in [28]. 
Proof of Proposition 9.3. The proof follows essentially from the arguments in [42], and so we provide
only a sketch. We first claim that W (t)→ 0 as t→ ∞. To see this, observe that Z(t) ≥ δW (t) by
assumption. From Theorem 3.1 we have∫ ∞
0
Z(t)dt = lim
t→∞
a(t)− a(0) <∞.
Thus, Z(t)→ 0 along a subsequence tk →∞. The convergence of the full sequence is obtained as in
§6, by computing the evolution equation for W . Lemma 9.3, combined with the uniform bounds in
Theorem 3.1 imply that ‖u− a‖C0 ≤ AW (t)1/(2n+2), and so u→ a in C0 as t goes to infinity. The
result follows from elementary modifications to the proof of Lemma 2.4 in [42]. 
Lemma 9.3 and the uniform bounds for u in Theorem 3.1 imply that if W (t) decays exponentially,
then ‖u‖C0 decays exponentially. By Lemma 9.2, we see that the second statement in Proposition 9.1
follows from the exponential decay ofW (t). Our task is now reduced to showing that when conditions
(T) and (F) hold, the assumptions of Proposition 9.3 are satisfied. We begin by showing that if the
Futaki invariant vanishes and we have a non-degeneracy condition on the ‘second’ eigenvalue of L,
then (23) holds.
Proposition 9.3. Let ν(t) be the smallest eigenvalue of L larger than one. Assume that ν(t) ≥ 1+δ
for some δ > 0 uniformly along the flow. If the Futaki invariant vanishes, then (23) holds.
Proof. Fix a time t, and from now on suppress the t variable. Recall that in §5 it was pointed out
the (gT )ij¯∂j¯u defines a section of E1,0. For simplicity we denote this section by ∇u ∈ E1,0. Since
futS ≡ 0, we necessarily have ∇u ⊥ H0(E1,0) in L2(E1,0, dµ). Let π denote the orthogonal projection
to H0(E1,0) in the space in L2(E1,0, dρ). We decompose ∇u = π(∇u) + V , then we have
(24) 〈π(∇u), π(∇u)〉L2(E1,0,dµ) ≤ 〈V, V 〉L2(E1,0,dµ).
Let ν0 = 1 < ν1 < ν2 < . . . be the distinct eigenvalues of L acting on the function space H
2
B(dρ),
and let Ek be the eigenspace of νk. E0 and may be empty, and corresponds to those basic functions
which induce sections of H0(E1,0). Let u− a = u0 + u1 + . . . be the unique decomposition of u− a
into eigenfunctions uk ∈ Ek so that ui and uj are orthogonal in L2(dρ) for i 6= j. For k ≥ 1 we have
νk ≥ ν1 > 1 + δ uniformly along the flow, and so∫
S
(u− a)2dρ =
∑
k
∫
S
|uk|2dρ =
∑
k
λ−1k
∫
S
|∇uk|2dρ
≤
∫
S
|∇u0|2dρ+
∞∑
k=1
(1 + δ)−1
∫
S
|∇uk|2
=
∫
S
|∇u0|2 + (1 + δ)−1
∫
S
|V |2dρ
We claim that π(∇u) = ∇u0 as sections of E1,0. Assuming this for the moment, we obtain from (24)∫
S
|∇u0|2dρ ≤ e
− inf u
V ol(S)
〈V, V 〉L2(E1,0,dµ) ≤ eosc(u)
∫
S
|V |2dρ.
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It follows that∫
S
(u− a)2dρ ≤
∫
S
|∇u|2dρ− δ
1 + δ
∫
S
|V |2dρ ≤
(
1− δ
(1 + δ)(1 + eosc(u))
)∫
S
|∇u|2dρ.
From this, one easily shows that equation (23) holds. It suffices to establish the claim. In fact, we
shall prove something more general. Suppose that ψ is an eigenfunction of L with eigenvalue ν > 1.
By elliptic regularity, ψ ∈ C∞B . Denote by ∇ψ the global section of E1,0 induced by ∂¯Eψ; we claim
that ∇ψ ⊥ H0(E1,0) in L2B(dρ). To see this, let V ∈ H0(E1,0), and compute
〈V,∇ψ〉L2(dρ) =
∫
S
V i∂iψ¯e
−udµ
= ν−1
∫
S
V i(gT )lk¯
(−∇Ti ∂l∂k¯ψ¯ + ∂i∂k¯u∂lψ¯ + ∂k¯u∇Ti ∂lψ¯) e−udµ
= ν−1
∫
S
V i(gT )lk¯
(−∇Tl ∇Tk¯ ∂iψ¯ + (−RicTk¯i + gTk¯i)∂lψ¯ + ∂k¯u∇Ti ∂lψ¯) e−udµ
= ν−1
∫
S
V i∂iψ¯dρ,
where the last line follows by commuting covariant derivatives and integrating by parts. Since ν > 1,
we obtain the claim. 
Proof of Proposition 9.1. Let ν denote the first eigenvalue of L strictly larger than 1. In light of
Proposition 9.3, it suffices to show that when condition (T) holds there is a δ > 0 such that ν > 1+δ
along the flow. Let λ, λ˜ be the smallest positive eigenvalues of the ∂¯E operator acting on L
2(E1,0, dµ)
and L2(E1,0, dρ) respectively. That is, we have∫
S
|∇V |2dµ ≥ λ
∫
S
|V |2dµ, for all V ⊥ H0(E1,0) in L2(dµ)∫
S
|∇V |2dρ ≥ λ˜
∫
S
|V |2dρ, for all V ⊥ H0(E1,0) in L2(dρ)
One can easily check that e−osc(u)λ ≤ λ˜ ≤ eosc(u)λ, see for example [29, 42]. We now show that
ν > 1 + e−osc(u)λ, which suffices to establish Proposition 9.1. Let ψ ∈ L2B be an eigenfunction of
L with eigenvalue λ, and let ∇ψ denote the section of E1,0 induced by ∂¯Eψ. From the proof of
Proposition 9.3, we know that ∇ψ ⊥ H0(E1,0) in L2B(dρ). We have (cf. equation (29) in [10])
(ν − 1)
∫
S
|∇ψ|2dρ =
∫
S
|∂¯E∇ψ|2dρ ≥ λ˜
∫
|∇ψ|2dρ.
It follows that ν > 1 + e−osc(u)λ. By the uniform C0 bound for u in Theorem 3.1 we see that if
condition (T) holds, then there is δ > 0 such that ν > 1 + δ uniformly along the flow. 
The following general lemma gives a condition under which the Sasaki-Ricci flow converges; in
light of Proposition 9.1, it finishes the proof of Theorem 1.2.
Lemma 9.4. Assume that the transverse scalar curvature RT (t) along the Sasaki-Ricci flow satisfies∫ ∞
0
‖RT (t)− (2n+ 2)n‖C0dt <∞.
Then the metrics g(t) converge exponentially fast to a Sasaki-Einstein metric.
Proof. The Sasaki potential φ(t), satisfies equation (7), with F = u(0), and φ(0) = c0, where c0 is
defined by (10). For this particular choice of initial condition, Theorem 3.1 implies that ‖φ˙‖C0 ≤ C
uniformly along the flow. Now,
∂
∂t
log
(12dη)
n ∧ η0
(12dη0)
n ∧ η0
= −(RT − (2n + 2)n),
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and so our assumption implies∣∣∣∣∣log (
1
2dη)
n ∧ η0
(12dη0)
n ∧ η0
∣∣∣∣∣ =
∣∣∣∣
∫ t
0
(RT − (2n+ 2)n)dt
∣∣∣∣ ≤
∫ ∞
0
‖RT − (2n+ 2)n‖C0dt <∞.
Rearranging equation (7) as an equation for φ, and using the uniform bound for φ˙ we obtain that φ
is uniformly bounded. By Proposition 3.3, ‖φ‖Ck is uniformly bounded for each k ∈ N, where the Ck
norm is with respect to the initial metric gT (0). The uniform bounds on φ imply that the metrics
gT (t) are uniformly equivalent and uniformly bounded in C∞; in particular, RmT is uniformly
bounded. It follows that there exists a subsequence of times tm →∞ with φ(tm) converging in C∞
to smooth basic function φ(∞). By uniform equivalence we have∣∣B,g(0)u(tm)∣∣ ≤ C ∣∣B,g(t)u(tm)∣∣ ≤ C|RT (tm)− (2n+ 2)n|C0 −→ 0.
Thus, φ(∞) is a potential for a transversely Ka¨hler-Einstein metric. Let λt be the smallest positive
eigenvalue of E acting on smooth global sections of E1,0. We claim that λt ≥ λ > 0. If this
were not the case, then there is a further subsequence (not relabeled) such that g(tm) converges
in C∞ to a Sasaki metric g˜, and λtm → 0. We can now apply the arguments in the proof of
Theorem 7.1 in the special case that the Reeb field ξ and the transverse complex structure Φ are
fixed, and η(t) = η0+2d
c
Bφ(t). In particular, by Proposition 5.3 the dimension of the space of global
holomorphic sections of E1,0 is constant. We then obtain 0 = limm→∞ λtm = λ(g˜) > 0, which is
a contradiction. Proposition 5.1 implies that the Mabuchi K-energy is bounded below and so by
Lemma 9.1 we obtain the exponential decay to zero of Y (t) = ‖∇u‖2L2 . We claim that this implies
the exponential decay to zero of ‖∇u‖(s) for any Sobolev norm ‖ · ‖(s). This follows essentially from
the computations in §6. For example, rearranging equation (18), we get
(25) (n+ 1)Y (t)−
∫
S
|∂Bu|2RTdµ− ˙Y (t) =
∫
S
|∇∇u|2dµ+
∫
S
|∇∇u|2dµ.
Thus, the uniform bound for RT and the exponential decay of Y yields the exponential decay of
the right hand side of equation (25). We then proceed inductively, using the functions Yr,s(t) as
defined in §6 and and employing the aforementioned uniform curvature bounds (cf. equation (19)).
Since the transverse Ricci potential u is basic, and the metrics gT (t) are uniformly equivalent, the
Sobolev imbedding theorem yields the exponential decay to zero of ‖u‖Ck for any k, and hence
‖g˙T
k¯j
‖Ck = ‖RTk¯j − (2n + 2)gTk¯j‖Ck decays exponentially to zero for any k. 
Proof of Theorem 1.2. Part (i) follows from Proposition 9.1, and Lemma 9.4. Part (ii) follows from
the argument in the proof of Lemma 9.4. Part (iii) follows from part (ii) and part (i). 
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