This paper analyzes the diagnostic of near multicollinearity in a multiple linear regression from auxiliary centered regressions (with intercept) and non-centered (without intercept). From these auxiliary regression, the centered and non-centered Variance Inflation Factors are calculated, respectively. It is also presented an expression that relate both of them.
Introduction
Considering the following multiple linear model with n observations and k regressors :
where y is a vector with the observations of the dependent variable, X is a matrix containing the observations of regressors and u is a vector representing random disturbance (that is supposed to be spherical). When this model presents near multicollinearity, it is to say, when the linear relation between the regressors affects to the numerical and/or statistical analysis of the model, it is usual to transform the data (see, for example, Belsley [1] , Marquardt [4] or, more recently, Velilla [9] ). In these cases, the first column of matrix X is said to be composed by ones to denote that the model contains an intercept. Thus, X = [1 X 2 . . . X k ] where 1 n×1 = (1 1 . . . 1) t . This model is considered to be centered. On the other hand, transformed models are considered to be non-centered, since the transformations (centering, typification or standardization) imply the elimination of the intercept in the model. Note that even after transforming the data, it is possible to recover the original model (centered) from the estimations of the transformed model (non-centered model). However, in this paper we refer to centered and non-centered model depending on the inclusion of intercept. Thus, it is considered that the model is centered if
The main contribution of the paper is the analysis of the variance inflation factor, which is widely applied to detect multicollinearity in model (1) by considering that the auxiliary regression used to its calculation is centered or not. For a better understanding of this paper, could be interesting to distinguish between the following two kinds of near multicollinearity that can be found in model (1), (see Marquardt and Snee [3] ):
Non essential: Near linear relation between the intercept and at least one of the independent variables.
Essential: Near linear relation between at least two of the independent variables (excluding the intercept).
The structure of the paper is as follows: Section 2 presents some preliminaries and introduces the main questions that will be answered through the paper, Section 3 presents the non-centered auxiliary regressions and, finally, section 4 summarizes the main conclusions.
Preliminaries
Considering k = 3 in (1), Belsley [1] used the non-centered coefficient of determination (without considering the intercept) of the regression of X 3 as a function of X 2 to calculate the non-centered variance inflation factor (denoted as VIFnc) of the following regression:
Thus, Belsley [1] used the coefficient of determination of the following auxiliary regression:
taking into account the values 1 displayed in Table 1 . In these data, it is intuited the existence of near non-essential multicollinearity, it is to say, relation between the intercept and at least one of the independent variables of the model. By using the original variables applied by Belsley, the traditional VIF (from centered model, see Theil [8] ) provides a value equal to 1 (its minimum possible value), while the VIFnc is equal to 100032.1. However, if an additional variable is included (generated from a normal distribution with mean equal to 4 and variance equal to 16), X 4 , the following values are obtained for the VIF and the VIFnc of the three variables: Thus, the VIF is not detecting the existence of essential near multicollinearity, (see Salmerón et al [5] ) while the VIFnc does detect it. However, since the calculation of VIFnc excludes the constant term, the detected relation refers to the one between X 2 and X 3 , and not to the relation between X 2 and/or X 3 with the intercept. These results suggest a new definition of non-essential multicollinearity as the relation between at least two variables with little variability. Thus, the particular case when one of these variables is the intercept leads to the definition initially given by Marquardt y Snee [3] .
The following values are obtained for the VIF and VIFnc of the second and fourth variables, respectively:
1.143328, 1.765676, while, for the third and fourth: 1.072873, 1.766323.
Thus, it is not detected in any case a relation between X 2 or X 3 with the intercept. With these results and by following Salmerón et al [5] , it can be concluded that the VIF only detects the near essential multicollinearity and the VIFnc only detects the non essential near multicollinearity. It will be interesting to analyze if the VIFnc could also detect the essential one. It could be also interesting to determine a threshold for the VIFnc from which the multicollinearity will be considered worrying. On the other hand, given the model (1), the expression obtained for the variance of the estimator is given by:
where RSS j is the residual sum of squares (RSS) of the auxiliary regression of the −j independent variable as a function of the rest of independent variables. Taking into account the decomposition of the squared sums, this expression is equivalent to:
where SST j is the residual sum of squares (TSS) of the previous auxiliary regression. But, this decomposition is only verified if there is intercept in the auxiliary regression, in other case, it is not possible to state that expressions (2) and (3) are equivalent. In this case, while the participation in the calculation of var( β j ) was not showed, it is not appropriate to consider that the VIFnc is a factor that inflate the variance. Anyway, it is evident that the VIFnc is able to detect near multicollinearity in a linear regression model.
In the following section, we answer the following questions: a) Is the VIFnc a factor which inflate the variance?
b) What kind of multicollinearity is able to detect?
Finally, main results are presented in Section 4.
Auxiliary non-centered regressions
This section presents the calculation of the VIFnc considering that the auxiliary regression is noncentered, it is to say, it has no intercept. Firstly, it is presented how to calculate the coefficient of determination for non-centered models.
Non-centered coefficient of determination
Given the linear regression (1) with or without intercept, it is verified the following decomposition for the sum of squares:
where y represents the estimation of the dependent variable of the model fitted by ordinary least squares (OLS) and e = y − y the residuals obtained from that fit. In this case, the coefficient of determination is obtained by the following expression:
Comparing the decomposition of the sums of squares given by (4) with the traditionally applied to calculated the coefficient of determination in models with intercept as in model (1):
it is noted that both coincide if the dependent variable has zero mean. If the mean is different to zero, both models present the same residual sum of squares and different explained and total sum of squares. Thus, these models lead to the same value for the coefficient of determination (and, as consequence, for the VIF) only if the dependent variable presents a mean equal to zero.
Non-centered variance inflator factor
The VIFnc is obtained from expression:
, j = 2, . . . , k,
being R 2 nc(j) the coefficient of determination, calculated by following (5), of the non-centered auxiliary regression:
where X −j is equal to the matrix X after eliminating the variable X j , for j = 2, . . . , k, and it has not a vector of ones representing the intercept. In this case:
and then:
Thus, the VIFnc coincides to the expression given by Stewart [7] for the VIF and denoted as k 2 j , it is to say, V IF nc(j) = k 2 j . However, recently, Salmerón et al. [6] showed that the index presented by Stewart has been, even by the own Stewart, misleading identified as the VIF, verifying the following relation between both measures:
where X j is the mean of the −j variable of X. From expression (10) it is shown that the VIFnc and the VIF only coincide if the associated variable has zero mean, analogously to what happens in the decomposition of the sum of squares.
Does the VIFnc inflate the variance?
From expression (2) and considering that expression (9) can be rewritten as:
4 Conclusions
