A practical ab initio quantum-mechanical approach for calculations of free energies of molecules in solutions is developed. This approach treats the solute molecules by an explicit ab initio self-consistent-field approach while representing the solvent molecules by a pseudopotential. The solvation energies are evaluated by a free-energy perturbation approach that uses the distribution function associated with a classical force field as a reference state for the quantum-mechanical calculations. The performance of the method is examined by evaluating the solvation energy of an Li + ion. It is found that the calculation times are not much longer than that of the corresponding classical free-energy perturbation calculations.
I. INTRODUCTION
Quantum-mechanical calculations of chemical processes have progressed significantly in recent years due in part to the emergence of a new generation of fast computers. It is clearly possible now to evaluate reliable potential surfaces for small molecules in the gas phase by ab initio quantum-mechanical approaches (see, for example, Ref. I). However, most chemical and biological processes occur in solutions or related environments, 2 and ab initio calculations of solvated molecules are presently impractical. Thus it is essential to search for more effective methods for calculations of the properties of molecules in solutions.
Methods that treat the solute and a very small number of solvent molecules as a "supermolecule,,3-5 cannot provide the correct physics of solvation processes since such processes involve cooperative polarization of many molecules. For example, supermolecule approaches cannot give the correct potential surfaces for solvated ion pairs. Calculations that evaluate the solute potential surface and charge distribution by gas-phase ab initio approaches, and then use classical force fields to describe the solute-solvent interaction, can provide useful insight in some cases. 6 However, as was pointed out in Ref. 7 , such approaches are not expected to provide a quantitative description for processes that involve large changes in the solute charge distribution (e.g., S N 1 and proton transfer reactions), since the solvent effect is not included in the solute Hamiltonian. The incorporation of the solvent in the solute Hamiltonian can be accomplished in a consistent way by continuum models. 8 ,9 However, such models (which are quite instructive in their simple and clear physics) have not provided, until very recently, correct solvation energies and cannot be used to simulate microscopic aspects of the solute-solvent interactions. Perhaps the most practical strategy for quantitative treatment of chemical processes in solution has been pro- vided by hybrid quantum-classical approaches. Such approaches describe the solute quantum mechanically while representing the solvent by classical force fields and including the solvent electrostatic potential in the solute Hamiltonian (see, for example, Ref.
2). Such treatments include molecular-orbital (MO) methods
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,1I,12 as well as semiempirical valence-bond methods such as the empirical valence-bond (EVB) method 2 (b),7,13 and closely related EVB-type treatments. 14 Although the above combined quantum-mechanical-classical approaches are effective and quite reliable, they do not consider the quantummechanical effects associated with the possible delocalization of the solute electrons in the solvent region. Furthermore, while the free-energy-perturbation-moleculardynamics (FEP/MD) calculations of the solvation energies by models that represent the solute semiempirically are quite practical, the extension of such FEP calculations to models that describe the solute by ab initio methods is far from simple, as it involves enormous computation time. Thus it is a major challenge to develop a FEP method that would describe the solute by ab initio MO or valence-bond (VB) methods and improve the quantum-mechanical representation of the solvent.
In this work we address the above challenges and develop a method that represents the solvent molecules by a pseudopotential while treating the solute explicitly by an ab initio approach. The use of pseudopotentials (PP) is of course not new. PP approaches have been used extensively in solid-state physics l5 ,16 in representing inner cores in molecular calculations,17-19 in studies of potential surfaces for metal-rare-gases interactions,20 in representing the inner core of ions in calculations of solvation energies 21 and in quantum simulations of hydrated electron. 22 PP approaches provide an effective way of describing the effect of frozen cores on the valence-electron states of a given system, and should be useful in improving the current descriptions of solute-solvent interactions. Replacing the classical potential of the solvent by a pseudopotential should provide an insight into the effects associated with the delocalization of the solute electrons on the solvent molecules. Such representation may, for example, reduce the energy of the solute orbitals which are extended far from their nuclei. This would increase the contributions from such orbitals to the ground-state wave function and could lead to a better description of the electronic overlap between the solute fragments in bond-breaking processes.
In addition to the introduction of PP for the solutesolvent interactions we developed here a new approach for FEP IMO calculations with ab initio solute models. This approach is based on using the distribution function that corresponds to a standard classical force field, or the EVB potential surfaces, as a reference for the corresponding ab initio distribution function. In this way we do not have to evaluate the ab initio forces (the MD simulations are performed with the classical force field) and the ab initio energies can be evaluated at larger time intervals than that used in the classical simulations.
Section II describes our quantum-mechanical formulation, the PP parametrization and the incorporation of the PP ab initio energy in FEP calculations. Section III describes the use of our approach in calculations of the solvation free energies. The potential and limitation of the present approaches are briefly discussed in Sec. IV.
II. THEORETICAL METHODS
A. The pseudopotential formulation
In order to describe the complete solute-solvent system in a practical way one must introduce some approximations. A reasonable approximation can be provided by considering the solute orbitals explicitly while representing the solvent molecules as pseudopotentials. Our starting point for this approximation is the Bom-Oppenheimer Hamiltonian of the solute-solvent system,
where Sand s designate, respectively, solute and solvent, A and B run over the solute and solvent atoms, respectively, while i and j run over the solute and solvent electrons, respectively. The one-electron Hamiltonian h is given by
Now we simplify the Hamiltonian by considering the electrons and nuclear charges of the solvent molecules as an effective core for the n "active" electrons of the solute. This can be done by assuming that the wave function of the system can be approximated by a product of the solute and solvent wave functions ('I' = <l>s<l>s) and integrating first over the solvent electrons, while assuming that the integrated density of the solvent electrons is frozen around the corresponding solvent nuclei (some adjustment of this distribution can be introduced by adding induced dipoles terms to the solvent charge distribution). 
AB where IS" is the potential surface of the solvent molecule, qB is the residual charge of the solute Bth atom (qB = ZB -P BB ), U PP is a pseudopotential which is formally written as (4) and Jrff is given by
The function G(R) is a core-core correction function that reflects the approximation involved in the ZAqBR AB term (e.g., the constant value of qB)' The pseudopotential can be represented on several levels of approximations. 15 Here we use a simple local potential of the form,17(a)
Note that U PP could also have been considered as an "effective potential" rather than a pseudopotential but the rules for the proper terminology are not unique (see, for example, p. 397 of Ref. 16 ) and local potentials of the form used in Eq. (6) are frequently referred to as pseudopotentials. The selection of the parameters in this potential will be discussed below. The self-consistent-field (SCF) energy of the active electrons can now be obtained by solving the secular equation FC=SCE, (7) where FjLv=H;~+ L PAu( (fLvIAa> -~(fLA I va».
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Here P Au and </Lvl-tu> are the corresponding bond order and electron repulsion integral, (1)drl' The X's are the atomic orbitals which are taken to be a combination of Gaussian functions following Whitten's approach. 23 The total potential surface of the system is now given by
where E ~s is the SCF energy of the solute electrons and is given by ( 10) The main difference between the present treatment and regular ab initio treatments is the term S XI' U pp X v dr. This term is calculated analytically by evaluating the integrals
exploiting the fact that the X's are represented by primitive Gaussians. In general, our calculations involve matrix elements of the pseudopotential over all the solute orbitals.
Note that the present treatment uses the pseudopotential to represent the interaction between the solute and the solvent molecules, while the interaction between the solvent molecules is represented by the function ~. This function is described here by a standard "classical" force field.
The calibration of the parameters in the pseudopotential can be accomplished in several ways using information from ab initio calculations or from relevant experiments. Perhaps the most obvious strategy for optimizing the PP parameters for the solute-solvent interaction is to consider the solvent and an additional electron and to describe the distance dependence of their interaction by an analytical potential. Such a potential can then be used to describe the interaction between the solvent molecules and the solute electrons. The above scheme of optimization of the PP parameters may involve a direct use of the density of the solvent electron within the density-functional formulation. 24 However, considering the fact that the present study is mainly concerned with intermolecular interactions, we chose to emphasize in our optimization procedure the interatomic features and to leave the refinement of the electron-solvent interactions to further studies. This can be accomplished by evaluating the explicit ab initio quantummechanical energy of the solute and a single solvent molecule at various internuclear distances while adjusting the PP parameters to reproduce the same energy. Here we apply such a procedure to obtain the PP for the interaction between a Li+ ion and a water molecule. The fitting procedure involves a systematic attempt to reduce the differ- These values reproduce the long-range behavior of the ab initio potential. With the above selection we find that the short-range behavior of the potential allows one to select optimal values for the A2 and the a's, although these parameters are correlated. The results of the fitting procedure are summarized in Figs. 1-3. The parameters that yield the best fit are given in Table I . While the agreement between the PP and the ab initio potentials is not perfect, we have found that, for lithium-oxygen distances of more than 3.5 A it is possible to remove the discrepancy between the PP and ab initio energies by adding induced-dipole terms to the pseudopotential. However, solvation properties in ground electronic states can be reproduced reasonably well by not including the induced-dipole term and using larger q'S.25 Thus we neglect at the present stage the induced-dipole contribution to the pseudopotential. The PP parameters for the Li + ... H 2 0 interaction may not provide the best description for other ions. In fact, one cannot expect a perfect transferability of the PP since different atoms should have different core--core repulsion and since our PP approximation is not a perfect one. Here we leave the examination of the transferability issue to subsequent studies and concentrate on calculations of the solvation energy of the Li+ ion using the current PP.
B. Using PP in ab Initio energy calculations of solvated molecules
Considering the relative simplicity and efficiency of the PP approach it is tempting to use it in ab initio FEP calculations of solvated molecules. Here we consider the feasibility of such calculations for the evaluation of solvation free energies. In these calculations we would like to evaluate the difference between the solvation energy of the solute in its neutral and charged forms (QI and Q2), respectively. This difference can be expressed as (see Fig. 4 
where sand g designate solution and gas phase, respectively. The terms (ilG L2)PP and (ilG L2)PP could be evaluated in principle (and with unlimited computer time) by a FEP method that is based on changing the potential of the system from that of state 1 to that of state 2. Unfortunately, the corresponding calculations involve major difficulties. In particular, the computer time required for direct FEP/MD simulation with the PP approach is extremely large. Furthermore, it is not entirely clear what mapping parameter should be used to consistently drive the ab initio Hamiltonian between the two states, 7 although in cases where the two states correspond to two different electronic states rather than two regions of the solute potential sur- face this problem is not so serious. In order to overcome the above problems we introduced an approach that should allow one to obtain converging PP results in a reasonable simulation time. The main trick is to describe the quantum-mechanical solvation energy (il~_2)PP as a sum of two contributions. The first one is evaluated by standard classical force field and the second is evaluated by using the partition function of a classical force field as the reference state for the quantum-mechanical PP calculations. Our starting point is obtained by describing the system by the classical force field
where "cl" designates classical and U ~s is the force field for the solute-solvent interaction of the indicated solute charge, which is taken as the corresponding ab initio PP charge in the gas phase. U~P is the average value of the PP potential of the ith state in the gas phase. In the case of Li + this potential is simply a constant. The equivalent of Eq. (11) for the classical force field is (see Fig. 4 )
Subtracting Eq. (13) from Eq. (11), we obtain
Using the fact that this work involves monoatomic ions, we can set (15) and write
where (AAG Del-pp = AG~P -AG~~f. Finally, we use Eqs. (13) and (15) 
In evaluating Eq. (17), we start by noting that the freeenergy term (AG l _ 2 )c1, associated with the change of the classical potential surface of the system from the force field U ~l to U 2\ can be obtained by the FEP adiabatic charging procedure 26 where we use a mapping potential
to drive the system from U l to U 2 in n equal increments of the mapping parameter Am' The corresponding free-energy change is then given b y 2(b),27
where
where ( ) m designates an average over U m' The main new element of the present ab initio free-energy calculation is the evaluation of (AAG S)c1_PP' Here we use the fact that the ratio between the partition function, ZPP, that corresponds to the PP potential surface of a given state, and the partition functions Z el, which corresponds to the classical potential of that state, can be evaluated by using the MD trajectory over the classical potential surface. That is, using standard manipulations [e.g., Ref. (20) where ( ) el indicates an average over trajectories generated with the classical potential U el, or in other words, an average over the statistical ensemble that corresponds to Uc1. Using these (AAGDel_pp, we can now evaluate the AAG;~ of Eq. (17). This calculation involves a large savings in computer time since it does not require the evaluation of the ab initio forces and can be restricted to the evaluation of the ab initio energies once in several time steps of the MD simulations. Moreover, the ab initio energies need not be computed for all the values of Am' In general, one may need to sample very large configuration space in order to obtain converging results for Eq. (20) . This is so because the configurations that give the largest contributions to ZPP might be quite different than those sampled most frequently by trajectories over ifl. Hopefully, however, a reliable classical potential (that is based on a consistent parametrization using the relevant experimental information) should not be drastically different than a pseudopotential which is based on reliable ab initio calculations. The validity of this assumption will be analyzed below by considering the convergence of Eq.
.
III. RESULTS AND DISCUSSION
The theoretical approach outlined in the preceding section can be used for ab initio calculations of chemical processes in solution. As a demonstration of the potential of this approach we considered the solvation of monatomic ions in water. The corresponding calculations were done by combining the PP program with the simulation program ENZYMIX. 28 The ab initio calculations performed by the PP program were based on the Gaussian lobe functions proposed by Whitten. 23 The calculations involved first an adiabatic charging FEP calculation of the solvation free energy of Li + using the SCAAS model. Next, we performed the MD simulation for ,.1.=0 and A= I and use Eq. (20) to evaluate (AA~)c1_PP' The calculations were done for a Li+ ion surrounded by 92 water molecules at 300 K. Each mapping step involved 2 ps simulation time with a step size of 2 fs. The evaluation of (AAG ~)el-PP for the charged ion was based on a mapping potential with A = I. The calculations were based on the second part of the trajectory (250--600 ps) and the evaluation of the quantity (U pp -if') of Eq.
(20) was done once in every 10 time steps. The solvent phase was divided into two regions in order to accelerate the PP calculations. The water molecules within 6 A cutoff radius from the solute were included in the PP calculations while those beyond the 6 A cutoff were treated classically, considering only the electrostatic interaction between the residual charges on the solute and the solvent. This is justified because the electron distribution of the solute becomes negligible at distances larger than 6 A.
The results of our calculations for Li + are summarized in Table II . The first point that emerges from the table is the fact that the calculations reproduce reasonable solvation free energies by FEP simulation that treats the solute by ab initio MO approach. The PP method appears to give better agreement with the experimental solvation energies than the classical results. This fact by itself may be coincidental since the parameter in the classical model could have been refined to give better results. What is more meaningful is the fact that the present PP method evaluates the dominant solute-solvent Coulomb interaction integrals quantum mechanically. This might lead to a better understanding of the solvent effect on the solute chargedensity distribution.
One fundamental issue which is of particular interest in the present case is the accuracy of the (aaGDcl_pp calculated according to Eq. (20) . In principle, it is possible that u PP is very different than ifl and that the sampling over a finite number of configurations cannot provide a converging result for Eq. (20) . To examine this issue we analyzed the values of (aaG DcI-PP calculated for different fragments of a relatively long trajectory (Table III) . The value of (aaGDcI_pp calculated for the entire 600 ps trajectory is negative and equals -6.6 kcaI!mol. For smaller samples corresponding to a 100 ps trajectory the value of (aaG Dcl-PP evaluated by Eq. (20) varies between -2.4 and -7.5 kcaI!mol. It is interesting to note that after approximately 230 ps of the simulations (aaG Dcl-PP calculated for 100 ps trajectory segments varies in a very small range (-2.4--3.7 The lower figure depicts the detailed fluctuation during the 500.0-500.5 ps segment. aaG c1 _ pp = _ 
where au' represents the difference of (U pp -u c1) relative to the average value of this quantity
In the limiting case where the difference between ifl and U PP is very small, one can approximate (aaGDc1_pp by (U pp -U c1 ). This term can be obtained as the zeroth order contribution to the Taylor expansion of -exp[ -(3( U PP -U c1)] around (U pp -u c1). As seen from Table IV , the values of (U PP -ifl) are positive, whereas the values of (aaG Dc1-PP evaluated by Eq. (21) are negative. Apparently, the higher-order contribution to (aaGDc1_pp which correspond to the entropic part of (aaG Dc1-PP are significant so that this free energy has the opposite sign to its zeroth-order estimate. As proven here numerically for potential energies (U pp and U c1), it is much more advantageous to evaluate exp [ -(3(aU') ] directly than to average the corresponding «(3aU,)n terms in the series of Eq. (21). In order to achieve the same accuracy one should calculate averaged values of up to 40th power of (aU'). As pointed out above, the including of zeroth-order term leads to entirely wrong results; moreover, the inclusion of first-(which is always zero) and second-order terms does not help much because these terms contribute to (aaG Dc1-PP) in only 30%. It might be argued that the results presented in Fig. 5 correspond to a very long solvent equilibration process and should require much longer trajectories. However, the same problem occurs in any FEP study since the solvent has several relaxation times including a very long one. The idea in FEP calculations and in the present study is that one can get convergence in free energy before reaching the correct solvent structure. In fact, aaG does seem to converge quite nicely.
It is important to point out that even with a poor convergence of Eq. (21) one could still obtain the relevant aaGcl:,pp, That is, it is always possible to define a new U c1 (U c1) which is more similar to U PP • In particular, one may adjust the parameters in fjcl to minimize (U PP -if c1). This can be done by either finding the best fit between if c1 to U PP for selected geometries of the ion and a single water molecule or by keeping configurations ri along the trajectory of the system and then optimizing the ~ameters in if cl to reduce the difference between Uc1(ri) and UPp(r') (this can be done without recalculation of U Pp ). This procedure gives the best if c\ for further calculations on related systems.
IV. CONCLUSIONS
The present work had developed a consistent and practical strategy for incorporation of ab initio MD computational schemes with FEP /MD calculations of molecules in solution. The practicality of the method is based on using the PP potential and on the selection of a classical force field as a reference for the PP calculations. The present method should provide an improved quantum-mechanical description of the solvent in addition to allowing for ab initio treatment of the solute. That is, earlier studies of solvation energies were either restricted to a supermolecule treatment of few molecules (which could not reproduce correctly the overall solvation energy) or represented the solvent by classical force fields. While the representation of the solute-solvent interaction by analytical potential functions is a very reasonable approximation it cannot capture the delocalization of the solute electrons on the solvent molecules. To represent this effect and to advance the quantum-mechanical description of the solvent we have introduced the present PP approach. Now more quantummechanical aspects of the solvent are taken into account. For example, the effect of the solvent on the electronic overlap between the solute fragments is represented in a much more realistic way since the solute electrons experience a physically reasonable potential at sites of the solvent atoms (rather than the vacuum potential that is being used in more classical solvent representations). Further improvements of these aspects might require more explicit representation of the valence orbitals of the solvent (perhaps by using density-functional treatment for these orbitals).
Another issue that can clearly be explored with the present PP approach is the effect of the solvent on the mixing between the solute VB states. That is, the EVB approach and related approaches consider consistently the effect of the solvent on the diagonal matrix elements of the solute Hamiltonian (the energies of the covalent and ionic states 2 ). It is assumed, however, that the off-diagonal matrix elements are the same in the gas phase and in solution. This assumption can be examined now in a consistent way.
Perhaps the most obvious extension of the present approach to chemical reactions in solution is to describe the solute by an ab initio valence-bond scheme rather than by the EVB method. This would include an explicit calculation of the off-diagonal element and the quantum-mechanical effect of the solvent on this element. The examination of such an approach is now in progress in our laboratory.
