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1. Introduction
In this paper we are concerned with the global existence of a shock wave solution for the per-
turbed steady supersonic gas past an inﬁnitely long conic body when the vertex angle is less than
some critical value (see Fig. 1). Such a problem is very important in gas dynamics and has been ex-
tensively studied both computationally and experimentally (see [1] and so on). Recently, there have
been several interesting results regarding the global existence of the solutions for the uniform super-
sonic coming ﬂow past a sharp pointed body (see [3,5,9,14,16]). In [3], under the assumptions on the
uniform supersonic coming ﬂow with the large Mach number and the sharp angle of the curved conic
body, the authors show that a curved conic shock exists globally when the supersonic polytropic ﬂow
past a symmetrically curved cone. The so-called polytropic ﬂow means that the pressure P and the
density ρ of the gas are described by the state equation P = Aργ with 1< γ < 3. On the other hand,
Z. Xin and H. Yin in [14] have established the global existence of a multidimensional conic shock for
the uniform supersonic incoming ﬂow with the large Mach number past a generally curved sharp
cone under the suitable boundary condition on the conic surface (physically, this kind of boundary
condition means that the body is perforated or porous; with respect to more explanations on the
perforated boundaries, one can see [6,7]). In addition, by using Glimm’s scheme, W.C. Lien and T.P. Liu
in [9] obtained the global existence of a weak solution and long distance asymptotic behavior in the
symmetric case under the suitable conditions on the Mach number, the sharp vertex angle and the
shock strength. Our main interest here is to establish the global existence of a conic shock for the su-
personic polytropic gas past an inﬁnitely long conic body as long as the vertex angle is less than some
critical value. In particular, we remove the smallness assumption on the sharp cone as mentioned in
[3,9,14,16], which is essential in their proofs.
The steady and isentropic compressible Euler systems are described as
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
3∑
j=1
∂ j(ρu j) = 0,
3∑
j=1
∂ j(ρuiu j)+ ∂i P = 0, i = 1,2,3,
(1.1)
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c2(ρ) = P ′(ρ) the sound speed, A > 0 is a ﬁxed constant.
In this paper, we will restrict ourselves to the irrotational and symmetric case of (1.1). Namely, we
will search such a solution of (1.1) with the following form
ρ = ρ(x3, r), u1 = U (x3, r) x1
r
, u2 = U (x3, r) x2
r
, u3 = u3(x3, r) (1.2)
with
r =
√
x21 + x22
and
∂3U = ∂ru3, ∇x3,r
(
1
2
(
U2 + u23
)+ h(ρ))= 0, (1.3)
where x3 is the axis direction of the circular cone
√
x21 + x22 = b0x3 (b0 > 0 is a constant), h(ρ) =
c2(ρ)
γ−1 the speciﬁc enthalpy, U (x3, r) and u3(x3, r) are the components of the ﬂuid velocity in the r-
direction and x3-direction respectively. The irrotational equation (1.1) with the condition (1.3) is also
recommended in [10,11,18].
For this case, the system (1.1) can be reduced to
{
∂r(ρU )+ ∂3(ρu3)+ ρU
r
= 0,
∂3U − ∂ru3 = 0,
(1.4)
where ρ is a function of U and u3 in terms of Bernoulli’s law, more concretely, it follows from (1.3)
that
ρ = h−1
(
C0 − 1
2
(
U2 + u23
))
(1.5)
with h−1 the inverse function of h(ρ) and C0 the Bernoulli’s constant determined by the steady
incoming ﬂow.
In the coordinates (x3, r), the equation of the cone surface is rewritten as r = b0x3. We assume
that the equation of the possible shock front attached at the circular cone is denoted by r = χ(x3)
with χ(0) = 0 (this case can happen when b0 is less than a critical value b∗ as indicated in [4]).
Suppose that the ﬂow ﬁelds before and behind the shock front r = χ(x3) are denoted by
(U−(x3, r),u−3 (x3, r)) and (U+(x3, r),u
+
3 (x3, r)) respectively. Then the system (1.4) can be split into
two subsystems, that is, (U±(x3, r),u±3 (x3, r)) satisfy the following systems in the corresponding do-
mains
⎧⎨
⎩ ∂r(ρ
−U−)+ ∂3
(
ρ−u−3
)+ ρ−U−
r
= 0,
∂3U
− = ∂ru−3 ,
r >χ(x3), x3 > 0 (1.6)
and
⎧⎨
⎩ ∂r(ρ
+U+)+ ∂3
(
ρ+u+3
)+ ρ+U+
r
= 0,
∂ U+ = ∂ u+,
r <χ(x3), x3 > 0. (1.7)
3 r 3
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supersonic ﬂow u3± > c(ρ±).
On the conic shock front Σ: r = χ(x3), the Rankine–Hugoniot conditions imply
{ [ρU ] − [ρu3]χ ′(x3) = 0,
[u3] + [U ]χ ′(x3) = 0 on r = χ(x3). (1.8)
Moreover, the Lax’s geometrical entropy condition should be satisﬁed (see [13] and so on):
{
λ1
(
U+,u+3
)(
x3,χ(x3)+ 0
)
<χ ′(x3) < λ2
(
U+,u+3
)(
x3,χ(x3)+ 0
)
,
λ2
(
U−,u−3
)(
x3,χ(x3)− 0
)
<χ ′(x3)
(1.9)
with λ1,2(U ,u3) = u3U∓c(ρ)
√
U2+u23−c2(ρ)
u32−c2(ρ) .
Meanwhile, the ﬁxed boundary condition on the cone surface is
U+ = b0u+3 on r = b0x3. (1.10)
Additionally, in this paper we assume that the supersonic incoming ﬂow is of a small perturbation
of a uniform supersonic ﬂow. More precisely, we pose the following initial conditions on x3 = 0
U−(0, r) = εU−0 (r), u−3 (0, r) = q0 + εu−3,0(r); (1.11)
here (0,0,q0) and ρ0 > 0 correspond to the velocity and density of a uniform supersonic coming ﬂow
with q0 > c(ρ0), ε > 0 a small constant, U
−
0 (r),u
−
3,0(r) ∈ C∞0 (0, l) with some ﬁxed positive number
l > 0. At this time, the Bernoulli’s constant in (1.5) is C0 = 12q20 + h(ρ0), the initial perturbed density
ρ(0, r) = h−1(C0 − 12 ((q0 + εu−3,0(r))2 + ε2(U−0 (r))2)).
Our main result in this paper is
Theorem 1.1. Suppose that the equation of the circular cone is given by r = b0x3 with 0 < b0 < b∗ =√
1
2
√
γ+7
γ−1 − 1. Then for suitably large q0 and suﬃciently small ε depending on q0,b0,ρ0 and γ , the problem
(1.6)–(1.11) admits a global smooth shock solution (U±(x3, r),u±3 (x3, r);χ(x3)) with χ(0) = 0. More-
over, (U+(x3, r),u+3 (x3, r);χ(x3)) tend to the corresponding ones for the uniform supersonic coming ﬂow
(0,0,q0;ρ0) past the circular cone r = b0x3 with the rate (1 + x3)−δ0 , where δ0 > 0 is a suitably small con-
stant independent of ε.
Remark 1.1. By Remark 2.1 in Section 2, we know that there exists a unique conic shock r = s0x3
when the uniform supersonic coming ﬂow (0,0,q0;ρ0) hits the cone r = b0x3 with b0 < b∗ and q0 is
appropriately large. In fact, b∗ =
√
1
2
√
γ+7
γ−1 − 1 is just only the limit of the critical values for the po-
tential equation and hypersonic coming ﬂow when the attached supersonic conic shock phenomenon
with u+3 (x3, r) > c(ρ+(x3, r)) happens.
Remark 1.2. If the cone is symmetrically curved, by our method in this paper we can show that
Theorem 1.1 still holds by use of the local existence result in [2] and [8].
Remark 1.3. If the adiabatic exponent γ = 1 in the state equation, namely, the gas is isothermal,
then our analysis on the background solution in Section 2 are not suitable. However, by use of other
approaches, we can still obtain the global existence of a shock for the supersonic ﬂow past a cone
with an arbitrary vertex angle. This result has been given in [5].
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lish some uniform a priori estimates for the solution and the shock surface of the problem (1.6)–(1.11).
Based on such estimates we can use the continuity method for hyperbolic system to obtain the global
existence of a shock solution. In [3,14,16], the key ingredients are to look for the suitable multipliers
so that the weighted energy estimates on the solution and shock can be derived. Finding such suit-
able multipliers is rather involved and complicated. Furthermore, the smallness of b0 play a crucial
role in ﬁnding such multipliers. Thus, for the appropriately large b0, it seems rather diﬃcult for us
to use the method in [3,14,16]. In this paper, we intend to use the reﬂected characteristics method to
treat the problem (1.6)–(1.11) as in the wedge case of [12] and [17]. However, since our background
solution here is self-similar and not a constant (the wedge case is a constant state, one can see [4]
and [17]), then in order to achieve the uniform estimates, we have to overcome the corresponding
diﬃculties induced by the variable coeﬃcient systems and search a new kind of “dissipative” bound-
ary conditions on the shock surface and the conic surface, furthermore, the special form of the shock
wave equation will be suﬃciently applied. In this procedure, more delicate asymptotic expansions on
the background solutions (than those in [3] and [14]) and involved computation on the coeﬃcients of
(1.7)–(1.10) are required since these coeﬃcients are closely related to the supersonic coming ﬂow and
the cone vertex angle.
Our paper is organized as follows: In Section 2, we derive some elementary estimates on the
background solution for the polytropic gas when the speed of the supersonic coming ﬂow is large.
In Section 3, ﬁrst we give a reformulation of the problem (1.6)–(1.11) by introducing the Riemann
invariants. Next, based on the results in Section 2 we derive some useful estimates on the coeﬃcients
of the reformulated nonlinear system and its boundary conditions. From this, a kind of “dissipative”
property on the solution is established in Lemma 3.7. In Section 4, it follows from the preparations in
Section 3 that we give the required uniform a priori estimates on the solution and its derivatives. In
Section 5, the proof of Theorem 1.1 is completed. Finally, some complicated computations and facts
will be given in Appendix A and Appendix B.
In what follows, we will use the following conventions:
O (q−ν0 ) (ν > 0) denotes a bounded quantity, which admits the bound |O (q−ν0 )|  M1q−ν0 , where
the generic constant M1 > 0 depend only on b0 and γ .
O (ε) means there exist a generic constant M2 > 0, such that |O (ε)| M2ε, where M2 > 0 depends
on q0, b0 and γ .
2. Self-similar solutions and their properties
In the book [4] of R. Courant and K.O. Friedrichs, the following conic shock phenomena for the
supersonic ﬂow past a sharp cone are illustrated: Suppose that there is a uniform supersonic ﬂow
(0,0,q0) with constant density ρ0 > 0 which comes from minus inﬁnity. The ﬂow hits the circular
cone in the axis direction. The conic surface is described by r = b0x3, then there exists a critical value
b∗ which is determined by the parameters of the incoming ﬂow such that there will appear a conic
shock r = s0x3 (s0 > b0) attached at the tip for b0 < b∗ . Moreover the solution of (1.1) is self-similar,
that is, under the cylindrical coordinates (x3, r), the solution of (1.1) between the shock front and the
surface of cone has such a form: ρ = ρ(s), u1 = U (s) x1r , u2 = U (s) x2r and u3 = u3(s) with s = rx3 . In
this case, the system (1.1) can be reduced to a nonlinear ordinary differential system as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ρ ′(s) = − ρU (su3 − U )
s((1+ s2)c2(ρ)− (su3 − U )2) ,
U ′(s) = − c
2(ρ)U
s((1+ s2)c2(ρ)− (su3 − U )2) ,
u′3(s) =
c2(ρ)U
(1+ s2)c2(ρ)− (su3 − U )2
for b0  s s0. (2.1)
According to Lemma 2.1 below, we know that the denominator (1 + s2)c2(ρ) − (su3 − U )2 > 0
holds for b0  s s0. This means that the system (2.1) makes sense.
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entropy conditions on the 2-shock that
{ [ρU ] − s0[ρu3] = 0,
[u3] + s0[U ] = 0 (2.2)
and
⎧⎪⎨
⎪⎩
λ1(s0) < s0 < λ2(s0),
c(ρ0)√
q20 − c2(ρ0)
< s0, (2.3)
where λ1,2(s) = U (s)u3(s)∓c(ρ)
√
U2(s)+u23(s)−c2(ρ(s))
u23(s)−c2(ρ(s))
.
Additionally, the ﬂow satisﬁes the ﬁxed boundary condition on s = b0
U (s) = b0u3(s). (2.4)
As indicated in [4, pp. 411–414], the boundary value problem (2.1)–(2.4) can be solved by the
shooting method or the apple curve picture. More concretely, for any given b0 > 0, which is less than
the critical value b∗ , one can determine the solution of (2.1)–(2.4) by ﬁnding the intersection point
of the apple curve with the ray U = b0u3. Such a solution is called the background solution in this
paper.
For the large q0, now we search some critical value b∗ and give some precise estimates on the
background solution so that we can use them to treat our nonlinear problem in subsequent sections.
Lemma 2.1. If u3(b0) > c(ρ(b0)) holds, then the free boundary problem (2.1)–(2.4) has a smooth supersonic
solution for b0  s s0 . Moreover, one has
(i) U ′(s) < 0, u′3(s) > 0, ρ ′(s) < 0 and (U2 + u23 − c2(ρ))′(s) > 0.
(ii) U (s) > 0, u3(s) > c(ρ(s)) and c2(ρ(s))(1+ s2)− (su3(s)− U (s))2 > 0.
Remark 2.1. If q0 is suﬃciently large, then for any ﬁxed b0 < b∗ =
√
1
2
√
γ+7
γ−1 − 1, we can verify that
u3(b0) > c(ρ(b0)) and u3(s) > c(ρ(s)) hold (one can see Remark 2.2 below). Thus, this means that
the problem (2.1)–(2.4) has a smooth supersonic shock solution for 1< γ < 3 and any ﬁxed b0 with
0< b0 < b∗ when q0 is large.
Proof. Set U+ = lims→s0−0 U (s), u3+ = lims→s0−0 u3(s) and ρ+ = lims→s0−0 ρ(s), then it follows from
(2.2) and Bernoulli’s law (1.5) that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
U+ = s0q0(ρ+ − ρ0)
(1+ s20)ρ+
,
u3+ = q0 −
s20q0(ρ+ − ρ0)
(1+ s20)ρ+
,
h(ρ+)− h(ρ0)− s
2
0q
2
0(ρ
2+ − ρ20 )
2(1+ s20)ρ2+
= 0.
(2.5)
Obviously, U+ > 0 holds due to the entropy condition (2.3).
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1+s20
represents the normal velocity on the shock front, then as in Lemma 2.1 of [3], the
entropy condition (2.3) implies
s0u3+ − U+ > 0, c(ρ+) > s0u3+ − U+√
1+ s20
. (2.6)
By the continuity of ρ(s),U (s) and u3(s), (2.6) holds in s0 − δ  s  s0 with small δ > 0, and then
(2.1) makes sense in this interval. Due to (2.1), we know that ρ ′(s) < 0,U ′(s) < 0 and u′3(s) > 0 are
valid in s0 − δ  s s0. In addition, we arrive at
(
c
(
ρ(s)
)− su3(s)− U (s)√
1+ s2
)′
= c′(ρ(s))ρ ′(s)− su′3(s)− U ′(s)√
1+ s2 −
u3(s)+ sU (s)
(1+ s2) 32
< 0.
This means that c(ρ(s)) − su3(s)−U (s)√
1+s2 is a decreasing function of s. Thus, we can conclude in s0 − δ 
s s0: U (s) U+ , ρ(s) ρ+ , and
c2
(
ρ(s)
)(
1+ s2)− (su3(s)− U (s))2 = (1+ s2)
(
c
(
ρ(s)
)− su3(s)− U (s)√
1+ s2
)(
c
(
ρ(s)
)+ su3(s)− U (s)√
1+ s2
)
 c(ρ+)
(
1+ b20
)(
c(ρ+)− s0u3+ − U+√
1+ s20
)
> 0. (2.7)
One can derive from (2.7) that the denominator in (2.1) is bounded away from zero as long as the
solution of (2.1) exists. Therefore, (2.7) holds in the whole interval [b0, s0], and the solution of (2.1)
exists there, which satisﬁes
U ′(s) < 0, u′3(s) > 0, ρ ′(s) < 0.
Moreover by a direct computation, we have
(
u3(s)− c
(
ρ(s)
))′ = sc2(ρ(s))U (s)+ c′(ρ(s))ρ(s)U (s)(su3(s)− U (s))
s((1+ s2)c2(ρ)− (su3 − U )2) > 0,
and this yields
u3(s)− c
(
ρ(s)
)
> u3(b0)− c
(
ρ(b0)
)
> 0.
Namely, (2.1)–(2.4) has a supersonic solution with u3(s) > c(ρ(s)) if u3(b0) > c(ρ(b0)). Then we com-
plete the proof of Lemma 2.1. 
Next, for large q0, we list some useful estimates on the background solution which have been
given in Lemma 2.2 and Lemma 2.3 of [3].
Lemma 2.2. If q0 is large, for 1< γ < 3,0< b0 < b∗ and b0  s s0 , then
(i) s0 = b0 + O (q−
2
γ−1
0 ).
(ii) 0 su3(s)− U (s) O (q
γ−3
γ−1
0 ).
(iii) U (s) = b0q0
1+b2 + O (q
γ−3
γ−1
0 ).0
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γ−3
γ−1
0 ).
(v) ρ(s) = ( (γ−1)b20
2Aγ (1+b20)
)
1
γ−1 q
2
γ−1
0 (1+ O (q−20 )+ O (q
− 2γ−1
0 )).
(vi) q2(s)− c2(ρ(s)) = q20( 2−(γ−1)b
2
0
2(1+b20)
)(1+ O (q−20 )+ O (q
− 2γ−1
0 )); here and below q
2(s) = U2(s)+ u23(s).
(vii) u3(s)− c(ρ(s)) = q01+b20 (1− b0
√
γ−1
2
√
1+ b20)+ O (q0−1)+ O (q
γ−3
γ−1
0 ) > 0.
(viii) U ′(s) = − q0
(1+b20)2
+ O (q0−1)+ O (q
γ−3
γ−1
0 ).
(ix) u′3(s) = b0q0(1+b20)2 + O (q0
−1)+ O (q
γ−3
γ−1
0 ).
(x) |ρ ′(s)| C.
Remark 2.2. It follows from (vii) of Lemma 2.2 that the assumption u3(b0) > c(ρ(b0)) in Lemma 2.1
holds when q0 is large and b0 < b∗ =
√
1
2
√
γ+7
γ−1 − 1. In fact, b∗ is determined by the algebraic equation
1− b∗
√
γ−1
2
√
1+ b2∗ = 0.
One can see the proofs of Lemma 2.2 and Lemma 2.3 of [3], here we omit them.
Based on Lemma 2.2, we can derive the estimates on the second order derivatives of U (s) and
u3(s) for b0  s s0.
Lemma 2.3. Under the assumptions of Lemma 2.2, one has
(i) U ′′(s) = 2+3b20
b0(1+b20)3
q0(1+ O (q0−2)+ O (q−
2
γ−1
0 )).
(ii) u′′3(s) = − 1+2b
2
0
(1+b20)3
q0(1+ O (q0−2)+ O (q−
2
γ−1
0 )).
Proof. (i) It follows from (2.1) and a direct computation that
U ′′(s) = − 2c(ρ)c
′(ρ)ρ ′U + c2(ρ)U ′
s((1+ s2)c2(ρ)− (su3 − U )2) +
c2(ρ)U
s2((1+ s2)c2(ρ)− (su3 − U )2)
+ c
2(ρ)U (2c(ρ)c′(ρ)ρ ′(1+ s2)+ 2sc2(ρ)− 2(su3 − U )(u3 + su′3 − U ′))
s((1+ s2)c2(ρ)− (su3 − U )2)2
=
(
− U
′
b0(1+ b20)
+ U
b20(1+ b20)
+ 2U
(1+ b20)2
)(
1+ O (q0−1)+ O (q γ−3γ−10 ))
= 2+ 3b
2
0
b0(1+ b20)3
q0
(
1+ O (q0−2)+ O (q− 2γ−10 )).
(ii) Similarly, one has
u′′3 =
(
U ′
1+ b20
+ 2b0U
(1+ b20)2
)(
1+ O (q0−1)+ O (q γ−3γ−10 ))
= − 1+ 2b
2
0
(1+ b2)3 q0
(
1+ O (q0−2)+ O (q− 2γ−10 )). 0
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than those in Lemma 2.2. For the simplicity to write, we will introduce the notations y0 and y1 as
follows:
y0 =
(
2Aγ (1+ s20)
ρ
1−γ
0 (γ − 1)s20
) 1
γ−1
q
− 2γ−1
0 , y1 =
2h(ρ0)(1+ b20)
b20
q−20 .
Lemma 2.4. If q0 is large, for 1< γ < 3 and b0 < b∗ , one has
(i) s0 = b0 + b0(1+b
2
0)
2 y0 + O (q
− 2γγ−1
0 )+ O (q
− 4γ−1
0 ).
(ii) U+ = b0q01+b20 (1−
1+b20
2 y0 + O (q
− 2γγ−1
0 )+ O (q
− 4γ−1
0 )).
(iii) u3+ = q01+b20 (1+ O (q
− 2γγ−1
0 )+ O (q
− 4γ−1
0 )).
(iv) c2(ρ+) = (γ−1)b
2
0
2(1+b20)
q20(1+ y0 + y1 + O (q
− 2γγ−1
0 )+ O (q
− 4γ−1
0 )).
(v) q2+ − c2(ρ+) = 2−(γ−1)b
2
0
2(1+b20)
q20(1 − (γ+1)b
2
0
2−(γ−1)b20
y0 − (γ−1)b
2
0
2−(γ−1)b20
y1 + O (q−
2γ
γ−1
0 ) + O (q
− 4γ−1
0 )); here q
2+ =
U2+ + (u3+)2 .
Proof. (i) From the third equation in (2.5), we have on s = s0
Aγ
γ − 1
(
ρ
γ−1
+ − ργ−10
)= s20q20
2(1+ s20)
(
1−
(
ρ0
ρ+
)2)
.
Set Λ = ρ+ρ0 , then one has
Λγ−1 = 1+ s
2
0ρ
1−γ
0 (γ − 1)q20
2Aγ (1+ s20)
(
1− 1
Λ2
)
.
This implies
Λ =
(
s20ρ
1−γ
0 (γ − 1)
2Aγ (1+ s20)
) 1
γ−1
q
2
γ−1
0
(
1+ O (q−20 )). (2.8)
Let m = s20ρ
1−γ
0 (γ−1)
2Aγ (1+s20)
, then (2.8) is equivalent to
1 =m− 1γ−1 q−
2
γ−1
0 + O
(
q
− 2γγ−1
0
)
. (2.9)Λ
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U+ = s0q0
1+ s20
(
1− 1
Λ
)
,
u3+ = q0
1+ s20
(
1+ s
2
0
Λ
)
,
q2+ =
q20
1+ s20
(
1+ s
2
0
Λ2
)
,
c2(ρ+) = (γ − 1)
(
s20q
2
0
2(1+ b20)
(
1− 1
Λ2
)
+ h(ρ0)
)
,
s0u3+ − U+ = s0q0
Λ
.
(2.10)
Substituting (2.10) into (2.1) yields
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
U ′(s0) = − q0
(1+ s20)2
(
1− 1
Λ
+ O
(
1
Λ2
))
,
u′3(s0) = −s0U ′(s0) =
s0q0
(1+ s20)2
(
1− 1
Λ
+ O
(
1
Λ2
))
.
(2.11)
By using the condition U (b0) = b0u3(b0), Taylor’s formula, Lemma 2.2 and Lemma 2.3, we can obtain
s0 − b0 = b0u3+ − U+
b0u′3(s0)− U ′(s0)
+ O (q− 4γ−10 ). (2.12)
Combining (2.10), (2.11) with (2.12) yields
s0 − b0 = b0(1+ b
2
0)
2Λ
+ O (q− 4γ−10 )= b0(1+ b20)2 y0 + O
(
q
− 2γγ−1
0
)+ O (q− 4γ−10 ).
(ii), (iii), (iv) and (v) comes from (i) and (2.10). 
Remark 2.3. Since the denominator of the system (2.1) is positive in [b0, s0], by use of the system (2.1)
we can extend the background solution (ρ(s),u3(s),U (s)) of (2.1)–(2.4) to the interval [b0, s0 +τ0] for
small positive constant τ0 satisfying 0< τ0  q
− 4γ−1
0 (s0 −b0). In the following sections we will denote
the extension of the background solution in the domain {(x3, r): x3 > 0, b0x3  r  (s0 + τ0)x3} by
(ρˆ(s), uˆ3(s), Uˆ (s)) with s = rx3 .
3. The reformulation of problem (1.6)–(1.11) and some useful estimates
In this section, ﬁrst we introduce the Riemann invariants to reformulate the problem (1.7)–(1.10)
so that we can derive a 2× 2 diagonal system and the resulted nonlinear boundary conditions on the
conic shock front and the ﬁxed boundary. Next, based on the analysis on the background solution in
Section 2, we can give the needed estimates about the coeﬃcients which appear in the reformulated
problem when q0 is large. In particular, we can show that the resulted boundary conditions are “dissi-
pative” together with the shock equation. This essential ingredient will play a crucial role in obtaining
the uniform estimates of solution in the domain {(x3, r): b0  r  χ(x3), x3  t0} with some ﬁxed
t0 > 0.
We now give a global existence result of solution to (1.6) and (1.11) in the left-hand side of the
shock.
D. Cui, H. Yin / J. Differential Equations 246 (2009) 641–669 651Lemma 3.1. The system (1.6) with the initial data (1.11) has a C∞ solution (U−(x3, r),u−3 (x3, r)) in the do-
main Ω− = {(x3, r): x3  0, r  χ(x3)}. Moreover, (U−(x3, r),u−3 (x3, r) − q0) ∈ C∞0 (Ω−), and there exists
a positive constant Ck independent of ε such that∥∥U−(x3, r)∥∥Ck(Ω−) + ∥∥u−3 (x3, r)− q0∥∥Ck(Ω−)  Ckε
for any ﬁxed k ∈N.
Proof. We note that the system (1.6) is quasi-linear strictly hyperbolic with respect to the x3-direction
for the supersonic ﬂow u−3 > c(ρ−), furthermore, the initial condition (1.11) is of a small perturbation
with compact support. Thus, in terms of the entropy condition (2.3), the ﬁnite propagation property
of the hyperbolic systems and the Picard iteration (or one can see [8]), we know that Lemma 3.1
holds. 
Next, we start to reformulate the nonlinear problem (1.7)–(1.10). For notational convenience, we
will neglect all the superscripts “+” in (1.7)–(1.10).
The system (1.7) has two distinct real eigenvalues
λ1(U ,u3) = u3U − c
√
q2 − c2
u32 − c2 and λ2(U ,u3) =
u3U + c
√
q2 − c2
u32 − c2
with q2 = U2 + u23 and c = c(ρ(q2)).
Corresponding to λ1(U ,u3) and λ2(U ,u3), one can introduce two Riemann invariants as follows⎧⎪⎪⎨
⎪⎪⎩
ω1(x3, r) = arctan U
u3
+ F (q),
ω2(x3, r) = arctan U
u3
− F (q),
(3.1)
where F ′(q) =
√
q2−c2
qc .
It follows from the system (1.7) and a direct computation that ω = (ω1,ω2) satisﬁes
⎧⎪⎨
⎪⎩
∂x3ω1 + λ1(ω)∂rω1 =
f1(ω)
r
,
∂x3ω2 + λ2(ω)∂rω2 =
f2(ω)
r
,
(3.2)
where λi(ω) = λi(U (ω),u3(ω)), f1(ω) = cU
cU+u3
√
q2−c2 , f2(ω) =
cU
cU−u3
√
q2−c2 , U (ω) and u3(ω) denote
the inverse functions of transformation (3.1).
By (1.8), we have on r = χ(x3)
⎧⎨
⎩
ρ(ω)U2(ω)+ (ρ(ω)u3(ω)− ρ0q0)(u3(ω)− q0)= 0,
χ ′(x3) = −u3(ω)− q0
U (ω)
.
(3.3)
While on the circular cone surface r = b0x3, one has
b0u3(ω)− U (ω) = 0. (3.4)
Since the solution of (1.7)–(1.10) will be expected to be a small perturbations of the background
solution (Uˆ (s), uˆ3(s)) in Section 2, then it is convenient to use Wi(x3, r) = ωi(x3, r) − ωˆi( rx ) as the3
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√
Uˆ2(s)+ uˆ23(s)) and ωˆ2(s) =
arctan Uˆ (s)
uˆ3(s)
− F (
√
Uˆ2(s)+ uˆ23(s)).
A direct computation yields
{
∂x3W1 + λ1(ω)∂rW1 = g1(W ),
∂x3W2 + λ2(ω)∂rW2 = g2(W ) (3.5)
with
gi(W ) = 1
r
(
f i
(
ω(x3, r)
)− f i
(
ωˆ
(
r
x3
)))
+
(
λi
(
ωˆ
(
r
x3
))
− λi
(
ω(x3, r)
))
∂rωˆi
(
r
x3
)
, i = 1,2. (3.6)
Next, we reformulate the free boundary condition (3.3) and the ﬁxed boundary condition (3.4)
under the transformation (3.1).
On the free boundary r = χ(x3), we will introduce the following notation
ξ(x3) = χ(x3)− s0x3
x3
,
which describes the perturbation of the slope of the shock front.
By using Taylor’s formula and implicit function theorem, then it follows the ﬁrst equation in (3.3)
and (2.2) that on r = χ(x3)
W1(x3, r) = A(s0)W2(x3, r)+ A1(s0)ξ(x3)+ κ
(
ξ(x3),W2(x3, r)
)
, (3.7)
where
A(s) = −∂ω2U (s)
∂ω1U (s)
· m1(s)− λ2(s)m2(s)
m1(s)− λ1(s)m2(s) ,
A1(s) = −ρ
′(s)U2(s)+ 2ρ(s)U (s)U ′(s)+ (ρ(s)u3(s)− ρ0q0)u′3(s)
m1(s)∂ω1U (s)+m2(s)∂ω1u3(s)
− (u3(s)− q0)(ρ
′(s)u3(s)+ ρ(s)u′3(s))
m1(s)∂ω1U (s)+m2(s)∂ω1u3(s)
,
m1(s) = −ρ(s)U
3(s)
c2(ρ(s))
+ 2ρ(s)U (s)− ρ(s)U (s)u3(s)
c2(ρ(s))
(
u3(s)− q0
)
,
m2(s) = −ρ(s)u3(s)U
2(s)
c2(ρ(s))
+ ρ(s)(u3(s)− q0)− ρ(s)u23(s)
c2(ρ(s))
(
u3(s)− q0
)+ ρ(s)u3(s)− ρ0q0
and κ(0,0) = 0, κ ∈ C∞ on its arguments.
In what follows, the generic function κ(ξ(x3),W (x3, r)) will be used to denote any quantity dom-
inated by C(|ξ(x3)|2 + |W (x3, r)|2); here the generic constant C > 0 does not depend on ε.
In addition, it follows from the second equation in (3.3) and (2.2) that on r = χ(x3)
x3ξ
′(x3) = A2(s0)ξ(x3)+ l1(s0)W1(x3, r)+ l2(s0)W2(x3, r)+ κ
(
ξ(x3),W (x3, r)
)
, (3.8)
where
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′(s)− U (s)u′3(s)
U2(s)
− 1,
l1(s) = (u3(s)− q0)∂ω1U (s)− U (s)∂ω1u3(s)
U2(s)
,
l2(s) = (u3(s)− q0)∂ω2U (s)− U (s)∂ω2u3(s)
U2(s)
.
It can be derived from (3.8) that
(
x−A2(s0)3 ξ(x3)
)′ = x−A2(s0)−13 (l1(s0)W1(x3, r)+ l2(s0)W2(x3, r)+ κ(ξ(x3),W (x3, r))). (3.9)
Similarly, by using Taylor’s formula and the implicit function theorem, we can rewrite the bound-
ary condition (3.4) as follows
W2(x3, r) = B(b0)W1(x3, r)+ f3
(
W1(x3, r)
)
on r = b0x3, (3.10)
where
B(s) = −∂ω1U (s)
∂ω2U (s)
· 1+ b0λ1(s)
1+ b0λ2(s)
and f3(0) = f ′3(0) = 0, f3 is smooth on its argument.
Since it follows from Lemma 3.1 that the solution (U−(x3, r),u−3 (x3, r)− q0) ∈ C∞0 (Ω−), then near
the vertex of the cone r = b0x3, the solution (U+(x3, r),u+3 (x3, r);χ(x3)) is actually the background
solution (U (s),u3(s); s0) with s = rx3 . In order to prove Theorem 1.1, by the local existence result in
[8] or [13] for x3  t0 with some ﬁxed constant t0 > 0, we only need to solve the problem (3.2) with
the boundary conditions (3.7), (3.8), (3.10) and the small initial data of Wi(x3, r)|x3=t0 (i = 1,2) and
ξ(x3)|x3=t0 in the domain {(x3, r): x3  t0, b0x3  r  χ(x3)}. Here the smallness means that
∑
|α|1
sup
b0t0rχ(t0)
∣∣∇αx3,rWi(t0, r)∣∣ Cε, ∣∣ξ(t0)∣∣+ ∣∣ξ ′(t0)∣∣+ ∣∣ξ ′′(t0)∣∣ Cε, (3.11)
where ε is suﬃciently small and is given in Theorem 1.1. In addition, we notice that (3.11) can be
derived from Lemma 3.1 and the local existence and stability results in [8].
For the later use, we require the precise estimates on the coeﬃcients in (3.7), (3.8) and (3.10)
so that we can derive the “dissipative” property of the system (3.2) together with the shock equa-
tion (3.9).
Lemma 3.2. For m1(s0) and m2(s0) in (3.7), we have
m2(s0)
m1(s0)
= 1− b
2
0
2b0
(
1+ 1+ b
2
0
2(1− b20)
(
3− γ
γ − 1 − b
2
0
)
y0
)
+ O (q− 4γ−10 )+ O (q− 2γγ−10 ).
Proof. In light of the R–H conditions (2.2), one has
ρ+u3+ − ρ0q0 = ρ+U+s0 . (3.12)
Substituting (3.12) into the expression of m2(s0) and using Lemma 2.4 yields
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(
− u3+q
2+
c2(ρ+)
+ u3+ − q0 +
q0u32+
c2(ρ+)
+ U+
s0
)
= ρ+q0
1+ b20
(
− 2
(γ − 1)b20
· 1− b
2
0 y0
1+ y0 + y1 − b
2
0 +
2
(γ − 1)b20
· 1
1+ y0 + y1 +
2− (1+ b20)y0
2+ (1+ b20)y0
+ O (q− 2γγ−10 )+ O (q− 4γ−10 )
)
.
In addition, a direct computation also yields
m1(s0) = ρ+
(
− U+q
2+
c2(ρ+)
+ 2U+ + q0U+u3+
c2(ρ+)
)
= ρ+q0
1+ b20
(
− 1
(γ − 1)b0 ·
(2− (1+ b20)y0)(1− b20 y0)
1+ y0 + y1 + b0
(
2− (1+ b20)y0)
+ 1
(γ − 1)b0 ·
2− (1+ b20)y0
1+ y0 + y1 + O
(
q
− 2γγ−1
0
)+ O (q− 4γ−10 )
)
.
Thus we derive that
m2(s0)
m1(s0)
= 1− b
2
0
2b0
(
1+ 1+ b
2
0
2(1− b20)
(
3− γ
γ − 1 − b
2
0
)
y0
)
+ O (q− 4γ−10 )+ O (q− 2γγ−10 ). 
Lemma 3.3.We have
A2(s0) = −1.
Proof. It follows from u3′(s0) = −s0U ′(s0) that
A2(s0) = U
′(s0)(s0U+ + u3+ − q0)
U2+
− 1.
Thus, by use of the second equation in (2.2) we obtain A2(s0) = −1. 
Based on Lemma 3.2, we can obtain the following result:
Lemma 3.4. If 1< γ < 3 and 0< b0 < b∗ , then for large q0 , one has
A(s0) = − A01(s0)
A02(s0)
+ O (q− 2γγ−10 )+ O (q− 4γ−10 ) (3.13)
with
A01(s0) = 1− 2− γ
γ − 1 y0 −
(
1+ 1
2
(
3− γ
γ − 1 − 3b
2
0
)
y0
)
c+
b0
√
q2+ − c2+
,
A02(s0) = 1− 2− γ
γ − 1 y0 +
(
1+ 1
2
(
3− γ
γ − 1 − 3b
2
0
)
y0
)
c+
b0
√
q2+ − c2+
.
D. Cui, H. Yin / J. Differential Equations 246 (2009) 641–669 655Roughly speaking,
A(s0) = −
√
1− γ−12 b20 −
√
γ−1
2√
1− γ−12 b20 +
√
γ−1
2
+ O (q−20 )+ O (q− 2γ−10 ). (3.14)
Remark 3.1. In order to verify some “dissipative” property in Lemma 3.7 below for the boundary
conditions (3.7), (3.8) and (3.10), we require the precise form of A(s0) in (3.13). One can see the
explanations in subsequent Remark 3.4.
The proof of Lemma 3.4 will be given in Appendix A.
Lemma 3.5. For large q0 , 1< γ < 3 and b0 < b∗ , one has
∣∣A1(s0)∣∣(∣∣l1(s0)∣∣+ ∣∣l2(s0)∣∣)= 2
Q (s0)
+ O (q− 2γγ−10 )+ O (q− 4γ−10 ) (3.15)
with
Q (s0) = 1+
(
1+ 3+ b
2
0
2
y0
)
b0
√
q2+ − c2(ρ+)
c2(ρ+)
+
(
2
γ − 1 − b
2
0
)
y0.
This roughly derives
∣∣A1(s0)∣∣(∣∣l1(s0)∣∣+ ∣∣l2(s0)∣∣)= 2
√
γ−1
2√
1− γ−12 b20 +
√
γ−1
2
+ O (q−20 )+ O (q− 2γ−10 ). (3.16)
Remark 3.2. As in Remark 3.1, we also need the precise form of |A1(s0)|(|l1(s0)| + |l2(s0)|) in (3.15).
The related explanations will be given in Remark 3.4.
One can see the proof of Lemma 3.5 in Appendix A.
Next, we estimate the coeﬃcient B(b0) in (3.10).
Lemma 3.6.We have
B(b0) = −1.
Its proof is given in Appendix A.
It follows from the preparations in Lemmas 3.2–3.6 that we can establish the following crucial
results.
Lemma 3.7. If 1< γ < 3 and 0< b0 < b∗ , then for large q0 , we have
(i) 0<
∣∣A(s0)B(b0)∣∣< 1. (3.17)
(ii) There exists a suitably small positive constant δ0 depending on q0 such that
0<
∣∣A(s0)B(b0)∣∣+ |A1(s0)||B(b0)|(|l1(s0)| + |l2(s0)|)
1− δ0 < 1. (3.18)
656 D. Cui, H. Yin / J. Differential Equations 246 (2009) 641–669Remark 3.3. We point out that the relations (3.17) and (3.18) actually correspond to the “dissipative”
boundary conditions on the shock and the ﬁxed boundary together with the shock equation (3.9).
(3.17) and (3.18) will play a key role in obtaining the uniform decay estimates of W (x3, r) and its
derivative in the subsequent Section 4. Similar idea can be used to show the global existence and
stability in time when a transonic shock lies in a diverging part of a nozzle. Moreover, if the condition
(3.18) is violated, the shock solution will blow up in ﬁnite time (when a transonic shock lies in a
converging part of a nozzle, this case will really happen). One can see more details in [15].
Proof. (i) By use of (3.14) and Lemma 3.6, it is easy to verify that
0<
∣∣A(s0)B(b0)∣∣< 1
holds for large q0.
(ii) It follows from Lemma 2.4(iv) and (v) that
b0
√
q2+ − c2(ρ+)
c(ρ+)
= (1+ β)
√
2− (γ − 1)b20
γ − 1 + O
(
q
− 2γγ−1
0
)+ O (q− 4γ−10 )
with
β =
√
2− (γ − 1)b20 − (γ + 1)b20 y0 − (γ − 1)b20 y1
(2− (γ − 1)b20)(1+ y0 + y1)
− 1.
Then in view of (3.13), (3.15) and Lemma 3.6, a direct computation yields
∣∣A(s0)B(b0)∣∣+ ∣∣A1(s0)∣∣∣∣B(b0)∣∣(∣∣l1(s0)∣∣+ ∣∣l2(s0)∣∣)
= 1− 2
√
γ−1
2 + y0( 3−γγ−1 − 3b20)
√
γ−1
2√
1− γ−12 b20 +
√
γ−1
2 + y0
( 1
2 (
3−γ
γ−1 − 3b20)
√
γ−1
2 − 2−γγ−1
√
1− γ−12 b20
)+ β√1− γ−12 b20(1− 2−γγ−1 y0)
+ 2
√
γ−1
2√
1− γ−12 b20 +
√
γ−1
2 + y0
( 3+b20
2
√
1− γ−12 b20 + ( 2γ−1 − b20)
√
γ−1
2
)+ β√1− γ−12 b20(1+ 3+b202 y0)
+ O (q− 2γγ−10 )+ O (q− 4γ−10 )
= 1+
y0
√
γ−1
2 (
√
1− γ−12 b20 +
√
γ−1
2 )(− 4γ−1 + 2b20)(√
1− γ−12 b20 +
√
γ−1
2
)2 + O (q−20 )+ O (q− 2γ−10 )
+ O (q− 2γγ−10 )+ O (q− 4γ−10 )
= 1− y0 2− (γ − 1)b
2
0√
γ−1
2
(√
1− γ−12 b20 +
√
γ−1
2
) + O (q−
2γ
γ−1
0
)+ O (q− 4γ−10 ). (3.19)
Hence, for 1< γ < 3, b0 < b∗ and large q0, there exists a small positive constant δ0 depending on
q0,b0 and γ such that
∣∣A(s0)B(b0)∣∣+ |A1(s0)||B(b0)|(|l1(s0)| + |l2(s0)|)
1− δ0 < 1. 
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to use (3.13) and (3.15). If we apply for the rough forms (3.14) and (3.16), then one can only obtain
∣∣A(s0)B(b0)∣∣+ ∣∣A1(s0)∣∣∣∣B(b0)∣∣(∣∣l1(s0)∣∣+ ∣∣l2(s0)∣∣)= 1− y0 2− (γ − 1)b20√
γ−1
2
(√
1− γ−12 b20 +
√
γ−1
2
) + O (q−20 )
+ O (q− 2γγ−10 )+ O (q− 4γ−10 ). (3.20)
In this case, for 1< γ < 32 , we cannot assert that |A(s0)B(b0)| + |A1(s0)||B(b0)|(|l1(s0)| + |l2(s0)|) < 1
holds since y0 
 q−20 for large q0 and it is diﬃcult to determine the sign of term O (q−20 ) in the
right-hand side of (3.20).
4. Uniform estimates on W (x3, r), ξ(x3) and their derivatives
In this section, we will derive the uniform decay estimates on W (x3, r), ξ(x3) and their derivatives.
Using the estimates, we can easily show Theorem 1.1 in Section 5.
Theorem 4.1 (Uniform decay estimates). Let DT = {(x3, r); t0  x3  T , b0x3  r  χ(x3)} for any large
T > t0 . If W (x3, r) ∈ C2(DT ) satisﬁes (3.5), (3.7)–(3.8) and (3.10)–(3.11), then for large q0 , there exist two
positive constants C0 and C˜0 independent of ε and T , such that |∂βx3,rWi(x3, r)|  C0ε(1+x3)δ0+|β| in DT for
|β| 1, i = 1,2, and | d j
dx j3
ξ(x3)| C˜0ε
(1+x3)δ0+ j in [t0, T ] for j = 0,1,2; here δ0 is given in (3.18).
Proof. We shall use the reﬂected characteristics method together with the special form of the shock
equation (3.9) to obtain the needed estimates. By the local existence result in [8] and the continuity
induction, we only need to prove:
For some positive suitable constants Cm (0  m  4), if |Wi |  C0ε(1+x3)δ0 and |∇x3,rWi | 
C1ε
(1+x3)δ0+1 in
DT ; |ξ(x3)|  C2ε
(1+x3)δ0 , |ξ
′(x3)|  C3ε
(1+x3)1+δ0 and |ξ
′′(x3)|  C4ε
(1+x3)2+δ0 in [t0, T ], then there exist positive
constants C ′m with C ′m < Cm such that
|Wi | C
′
0ε
(1+ x3)δ0 , |∇x3,rWi |
C ′1ε
(1+ x3)δ0+1 in DT ;∣∣ξ(x3)∣∣ C ′2ε
(1+ x3)δ0 ,
∣∣ξ ′(x3)∣∣ C ′3ε
(1+ x3)1+δ0 and
∣∣ξ ′′(x3)∣∣ C ′4ε
(1+ x3)2+δ0 in [t0, T ]. (4.1)
For (x3, r) ∈ DT , we shall denote by γ j(s, x3, r) ( j = 1,2) the backward jth characteristic curve
passing the point (x3, r), that is⎧⎨
⎩
dγ j(t, x3, r)
dt
= λ j
(
ω
(
t, γ j(t, x3, r)
))
, t  x3,
γ j(t, x3, r)|t=x3 = r.
(4.2)
By the assumptions in (4.1) and Lemma B.1 in Appendix B, we arrive at
∣∣∣∣dγ j(t, x3, r)dt − λ j
(
ω(s)
)∣∣∣∣ (C + O (q
−1
0 )+ O (ε))C0ε
(1+ t)δ0 in DT ; (4.3)
here and below the generic constant C > 0 is independent of q0 and ε.
If (t, γ1(t, x3, r)) ∩ {(t, z): z = χ(t)} = (Γ1(x3, r), ξ1(x3, r)) and (t, γ2(t, x3, r)) ∩ {(t, z): z = b0t} =
(Γ2(x3, r), ξ2(x3, r)), then from (B.1) in Appendix B and the system (3.5), one has for large q0
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+ (C + O (q−10 )+ O (ε))
x3∫
Γi(x3,r)
2∑
j=1
1
t
∣∣W j(t, γi(t, x3, r))∣∣dt. (4.4)
If (t, γ1(t,Γ2(x3, r), ξ2(x3, r))) ∩ {(t, z): z = χ(t)} = (π1(x3, r), η1(x3, r)) and (t, γ2(t,Γ1(x3, r)),
ξ1(x3, r)) ∩ {(t, z): z = b0t} = (π2(x3, r), η2(x3, r)), then for large q0 and suﬃcient small ε, by using
the characteristics method and the boundary condition (3.7) and (3.10), we obtain
∣∣W2(x3, r)∣∣ ∣∣W2(Γ2(x3, r), ξ2(x3, r))∣∣+ (C + O (q−10 )+ O (ε))
x3∫
Γ2(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ2(t, x3, r))∣∣dt

∣∣B(b0)+ O (ε)∣∣
(∣∣W1(π1(x3, r), η1(x3, r))∣∣
+ (C + O (q−10 )+ O (ε))
Γ2(x3,r)∫
π1(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ1(t,Γ2(x3, r), ξ2(x3, r)))∣∣dt
)
+ (C + O (q−10 )+ O (ε))
x3∫
Γ2(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ2(t, x3, r))∣∣dt

∣∣B(b0)+ O (ε)∣∣(∣∣A(s0)∣∣∣∣W2(π1(x3, r), η1(x3, r))∣∣+ ∣∣A1(s0)∣∣∣∣ξ(π1(x3, r))∣∣+ O (ε2))
+ (C + O (q−10 )+ O (ε))∣∣B(b0)+ O (ε)∣∣
Γ2(x3,r)∫
π1(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ1(t,Γ2(x3, r), ξ2(x3, r)))∣∣dt
+ (C + O (q−10 )+ O (ε))
x3∫
Γ2(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ2(t, x3, r))∣∣dt. (4.5)
In an analogous way, we can derive that
∣∣W1(x3, r)∣∣ (∣∣A(s0)B(b0)∣∣+ O (ε))∣∣W1(π2(x3, r), η2(x3, r))∣∣+ (∣∣A1(s0)∣∣+ O (ε))∣∣ξ1(Γ1(x3, r))∣∣
+ C∣∣A(s0)+ O (ε)∣∣
Γ1(x3,r)∫
π2(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ2(t,Γ1(x3, r), ξ1(x3, r)))∣∣dt
+ C
x3∫
Γ1(x3,r)
1
t
2∑
j=1
∣∣W j(t, γ1(t, x3, r))∣∣dt. (4.6)
By Lemma B.3 in Appendix B, for small ε and large q0, we have
di − Cε  Γi(x3, r)
x3
 1+ Cε, d1d2 − Cε  πi(x3, r)
x3
 di + Cε, i = 1,2; (4.7)
here 0< d1 < 1, 0< d2 < 1, 1d < 1+ Cq
− 2γ−1
0 and
1
d d < 1+ Cq
− 2γ−1
0 .1 1 2
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∣∣W2(π1(x3, r), η1(x3, r))∣∣ C0ε
(1+ x3)δ0 ·
1+ Cε
(d1d2)δ0

C0ε(1+ Cδ0q−
2
γ−1
0 + Cε)
(1+ x3)δ0 . (4.8)
In addition, it follows from (3.9) and Lemma 3.3 that
∣∣(x3ξ(x3))′∣∣ (|l1(s0)| + |l2(s0)|)C0ε
(1+ x3)δ0 +
C(C0 + C)2ε2
(1+ x3)2δ0 .
Thus, for x3 > t0 and small ε, by use of (3.11) we have
∣∣ξ(x3)∣∣ Cε
1+ x3 +
(|l1(s0)| + |l2(s0)| + O (ε))C0ε
(1+ x3)δ0 (1− δ0) . (4.9)
Substituting (4.7)–(4.9) into (4.5) yields for large q0 and x3 > t0
∣∣W2(x3, r)∣∣ ∣∣A(s0)B(b0)+ O (ε)∣∣∣∣W2(π1(x3, r), η1(x3, r))∣∣
+ ∣∣A1(s0)B(b0)+ O (ε)∣∣∣∣ξ(π1(x3, r))∣∣+ C
x3∫
π1(x3,r)
C0ε
(1+ t)1+δ0 dt

(∣∣A(s0)B(b0)∣∣+ |A1(s0)B(b0)|(|l1(s0)| + |l2(s0)|)
1− δ0 + O (ε)
)
1+ Cε
(d1d2)δ0
· C0ε
(1+ x3)δ0
+ (∣∣A1(s0)B(b0)∣∣+ O (ε))1+ Cε
d1d2
· C0ε
1+ x3 +
Cε
δ0(1+ x3)δ0
(
1+ Cε
(d1d2)δ0
− 1
)

(∣∣A(s0)B(b0)∣∣+ |A1(s0)B(b0)|(|l1(s0)| + |l2(s0)|)
1− δ0 + O (ε)
)
C0ε(1+ Cδ0q−
2
γ−1
0 + O (ε))
(1+ x3)δ0
+ (∣∣A1(s0)B(b0)∣∣+ O (ε))Cε(1+ Cq
− 2γ−1
0 + O (ε))
1+ x3 +
Cε(Cq
− 2γ−1
0 + O (ε))
(1+ x3)δ0 ; (4.10)
here we have used the very useful fact 1
δ0
( 1
(d1d2)δ0
−1) Cq−
2
γ−1
0 with the constant C > 0 independent
of q0.
Similarly, we have the same estimate on |W1(x3, r)|.
If either of the following four cases holds
(
t, γ1(t, x3, r)
)∩ {(t, z): z = χ(t)}= ∅,(
t, γ2(t, x3, r)
)∩ {(t, z): z = b0t}= ∅,(
t, γ1
(
t,Γ2(x3, r), ξ2(x3, r)
))∩ {(t, z): z = χ(t)}= ∅,(
t, γ2
(
t,Γ1(x3, r)
)
, ξ1(x3, r)
)∩ {(t, z): z = b0t}= ∅,
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x3  C˜0 and
∣∣Wi(x3, r)∣∣ C˜0ε. (4.11)
Thus, for large q0, x3 and small ε, it follows from (3.18) and (4.10)–(4.11) that there exist two
suitable positive constants C0 and C ′0 with C ′0 < C0 such that
∣∣W1(x3, r)∣∣ C ′0ε
(1+ x3)δ0 ,
∣∣W2(x3, r)∣∣ C ′0ε
(1+ x3)δ0 in DT . (4.12)
In addition, for large q0, (4.9) implies that there exist a suitable constant C2 > 0 and a positive
constant C ′2 with C ′2 < C2 such that
∣∣ξ(x3)∣∣ C ′2ε
(1+ x3)δ0 . (4.13)
Next we estimate ∇x3,rWi(x3, r).
Denote by Z = ∂x3 + b0∂r the tangent vector of the boundary r = b0x3. Set W˜ i = ZWi(x3, r),
i = 1,2; then by (3.5) we obtain
{
∂x3 W˜1 + λ1(ω)∂r W˜1 = g˜1(W ),
∂x3 W˜2 + λ2(ω)∂r W˜2 = g˜2(W ),
(4.14)
where
g˜1(W ) = 1
r
Z
(
f1(ω)− f1(ωˆ)
)− b0
r2
(
f1(ω)− f1(ωˆ)
)− ωˆ′1
x3
Z
(
λ1(ω)− λ1(ωˆ)
)
− (λ1(ω)− λ1(ωˆ))
(
− 1
x23
(
ωˆ′1 + ωˆ′′1
r
x3
)
+ b0
x23
ωˆ′′1
)
− ∂rW1
(
Z
(
λ1(ω)− λ1(ωˆ)
)+ Zλ1(ωˆ)),
g˜2(ω) = 1
r
Z
(
f2(ω)− f2(ωˆ)
)− b0
r2
(
f2(ω)− f2(ωˆ)
)− ωˆ′2
x3
Z
(
λ2(ω)− λ2(ω¯)
)
− (λ2(ω)− λ2(ωˆ))
(
− 1
x23
(
ωˆ′2 + ωˆ′′2
r
x3
)
+ b0
x23
ωˆ′′2
)
− ∂rW2
(
Z
(
λ2(ω)− λ2(ωˆ)
)+ Zλ2(ωˆ)).
By the assumptions in (4.1), Lemma B.1 and Lemma B.2 of Appendix B, we have
∣∣g˜i(W )∣∣ C(C0 + C1 + O (q
− 2γ−1
0 )+ O (ε))ε
(1+ x3)2+δ0 . (4.15)
From (3.10), one has
W˜2 = B(b0)W˜1 + f ′3(W1)W˜1 on r = b0x3. (4.16)
To get the boundary condition of W˜ on the shock front r = χ(x3), one should note that the vector
ﬁeld V = ∂x3 +χ ′(x3)∂r which is tangent to r = χ(x3) can be expressed as follows
V = 1
λi(ω)− b0
((
λi(ω)− χ ′(x3)
)
Z + (χ ′(x3)− b0)(∂3 + λi(ω)∂r)).
Thus, on the shock r = χ(x3), from (3.5) and (3.7) we have
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(
A(s0)+ O (ε)
)( (λ2(ω)− χ ′(x3))(b0 − λ1(ω))
(λ2(ω)− b0)(χ ′(x3)− λ1(ω)) W˜2 +
(χ ′(x3)− b0)(b0 − λ1(ω))
(λ2(ω)− b0)(χ ′(x3)− λ1(ω)) g2
)
+ (A1(s0)+ O (ε)) λ1(ω)− b0
λ1(ω)− χ ′(x3) ξ
′(x3)+ χ
′(x3)− b0
χ ′(x3)− λ1(ω) g1
= A(s0) (λ2(ω)− χ
′(x3))(b0 − λ1(ω))
(λ2(ω)− b0)(χ ′(x3)− λ1(ω)) W˜2 + κ˜
(
W˜2, ξ
′(x3)
); (4.17)
here
∣∣κ˜(W˜2, ξ ′(x3))∣∣ Cε|W˜2| + (∣∣A1(s0)∣∣+ O (ε)+ O (q− 2γ−10 ))∣∣ξ ′(x3)∣∣
+ (O (q
− 2γ−1
0 )+ O (ε))ε
(1+ x3)1+δ0 . (4.18)
Additionally, by (3.9), (4.9) and (4.12), for large q0 and appropriate large x3 one has
∣∣ξ ′(x3)∣∣ Cε
x3(1+ x3) +
(
1+ 1
1− δ0
)(∣∣l1(s0)∣∣+ ∣∣l2(s0)∣∣+ O (ε)) C0ε
x3(1+ x3)δ0
 Cε
(1+ x3)2 +
CC0ε
(1+ x3)1+δ0 . (4.19)
Under the assumptions of (4.1), we assume that there exist two suitable positive constants C˜1 such
that |W˜ i |  C˜1ε
(1+x3)1+δ0 in DT . Then, by using the characteristics method together with the estimates
(4.15) and (4.18) and Lemma B.3 of Appendix B, we can obtain for large q0:
∣∣W˜1(x3, r)∣∣ ∣∣W˜1(Γ1(x3, r), ξ1(x3, r))∣∣+
x3∫
Γ1(x3,r)
∣∣g˜1(t, γ1(t, x3, r))∣∣dt

∣∣A(s0)∣∣∣∣W˜2(Γ1(x3, r), ξ1(x3, r))∣∣+ ∣∣κ˜(W˜2, ξ ′(Γ1(x3, r)))∣∣+
x3∫
Γ1(x3,r)
∣∣g˜1(t, γ1(t, x3, r))∣∣dt

(∣∣A(s0)B(b0)∣∣+ O (ε))∣∣W˜1(π2(x3, r), η2(x3, r))∣∣+ (∣∣A(s0)∣∣+ O (ε))
Γ1(x3,r)∫
π2(x3,r)
|g˜2|ds
+ (O (q
− 2γ−1
0 )+ O (ε))ε
(1+ Γ1(x3, r))1+δ0 +
(∣∣A1(s0)∣∣+ O (ε)+ O (q− 2γ−10 ))∣∣ξ ′(Γ1(x3, r))∣∣+
x3∫
Γ1
|g˜1|ds

(∣∣A(s0)B(b0)∣∣+ O (ε)) C˜1ε(1+ O (ε)+ O (q
− 2γ−1
0 ))
(1+ x3)1+δ0
+ (1+ O (ε)+ O (q
− 2γ−1
0 ))CC0ε
(1+ x3)1+δ0 . (4.20)
Similarly, we have the similar estimate on W˜2(x3, r).
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of (3.17) of Lemma 3.7 we can choose two constants C˜1 and C˜ ′1 with C˜ ′1 < C˜1 such that
|W˜1| C˜1ε
(1+ x3)1+δ0 , |W˜2|
C˜1ε
(1+ x3)1+δ0 ;
here C˜1 depend only on C0, b0 and γ .
In addition, it follows from (3.5) and the deﬁnition of W˜ i that
∂3Wi(x3, r) = λi(ω)W˜ i − b0gi
λi(ω)− b0 , ∂rWi(x3, r) =
gi − W˜ i
λi(ω)− b0 . (4.21)
By a direction computation, one can show that there exist two constants C1 and C ′1 with C ′1 < C1
such that
∣∣∇x3,rWi(x3, r)∣∣ C ′1ε(1+ x3)1+δ0 in DT ; (4.22)
here C1 > 0 depends on C0.
By (4.12)–(4.13), (4.19) and (4.22), it follows from Eq. (3.8) that there exist two constants C4 > 0
and C ′4 > 0 with C ′4 < C4 such that
∣∣ξ ′′(x3)∣∣ C4ε
(1+ x3)2+δ0 ;
here C4 depends on C0 and C1.
Thus we complete the proof of (4.1). Namely, Theorem 4.1 is proved. 
5. Proof of Theorem 1.1
Based on the uniform decay estimates of Wi(x3, r) (i = 1,2), ξ(x3) and their derivatives in Theo-
rem 4.1, we can show the global existence of a conic shock solution in Theorem 1.1.
Indeed, the local existence of the solution to Eq. (3.5) with (3.7)–(3.8) and (3.10)–(3.11) can be
achieved by use of the result in [8], namely, for any given t0 > 0, the C2-solution exists uniquely
in [t0, t0 + η] for some ﬁxed η > 0. Furthermore, by the smallness of the perturbed initial data on
x3 = t0, we know that the lifespan of the shock solution is at least as large as Mε with M > 0. By the
uniform estimates in Theorem 4.1, the local existence result and the standard continuity extension
method, one can obtain the global existence of a C2 shock solution. Since the initial-boundary values
are C∞ , then the regularity of solution can be improved to be C∞ . Thus, Theorem 1.1 is proved.
Appendix A
In this appendix, we now give proofs of Lemma 3.4, Lemma 3.5 and Lemma 3.6.
Proof of Lemma 3.4. Firstly, by the expression of A(s0), a direct computation yields
A(s0) = −G1(s0)
G2(s0)
with
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(
u3+ − U+c(ρ+)√
q2+ − c2(ρ+)
){(
1− u3+U+
u32+ − c2(ρ+)
m2(s0)
m1(s0)
)
−
c(ρ+)
√
q2+ − c2(ρ+)
u32+ − c2(ρ+)
m2(s0)
m1(s0)
}
,
G2(s0) =
(
u3+ + U+c(ρ+)√
q2+ − c2(ρ+)
){(
1− u3+U+
u32+ − c2(ρ+)
m2(s0)
m1(s0)
)
+
c(ρ+)
√
q2+ − c2(ρ+)
u32+ − c2(ρ+)
m2(s0)
m1(s0)
}
.
By a direct simpliﬁcation, one has
G1(s0) = u3+ − U+m2(s0)m1(s0) −
(
U+c(ρ+)√
q2+ − c2(ρ+)
+ u3+c(ρ+)√
q2+ − c2(ρ+)
m2(s0)
m1(s0)
)
,
G2(s0) = u3+ − U+m2(s0)m1(s0) +
(
U+c(ρ+)√
q2+ − c2(ρ+)
+ u3+c(ρ+)√
q2+ − c2(ρ+)
m2(s0)
m1(s0)
)
.
Therefore, by use of Lemma 2.4 and Lemma 3.2, we have
G1(s0) = q0
2
{
1− 2− γ
γ − 1 y0 −
(
1+ 1
2
(
3− γ
γ − 1 − 3b
2
0
)
y0
)
c+
b0
√
q2+ − c2+
}
+ O (q− 2γγ−10 )+ O (q− 4γ−10 ),
G2(s0) = q0
2
{
1− 2− γ
γ − 1 y0 +
(
1+ 1
2
(
3− γ
γ − 1 − 3b
2
0
)
y0
)
c+
b0
√
q2+ − c2+
}
+ O (q− 2γγ−10 )+ O (q− 4γ−10 ).
This derives the precise form of A(s0) in (3.13). By Lemma 2.2 and Lemma 2.4, a direct computa-
tion yields the rough form (3.14). 
Proof of Lemma 3.5. For the notational convenience, we denote by θ = 1
Λ
, where Λ is given in (2.8).
By using (2.10), (3.1) and the expressions of l1(s0), l2(s0), we have⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
l1(s0) = 1
2(1− θ)2
((
1+ s20
)(
θ2 − θ)− (1+ s20)2
q0s20
U+c(ρ+)√
q2+ − c2(ρ+)
)
,
l2(s0) = 1
2(1− θ)2
((
1+ s20
)(
θ2 − θ)+ (1+ s20)2
q0s20
U+c(ρ+)√
q2+ − c2(ρ+)
)
.
(A.1)
We rewrite A1(s0) as
A1(s0) = − A11(s0)
A12(s0)
with
A11(s0) = ρ
′+(s0)U2+
ρ+
+ 2U+U ′+(s0)+
U+u3′+(s0)
s0
+ (u3+ − q0)
(
ρ ′+(s0)u3+
ρ+
+ u′3+(s0)
)
,
A12(s0) = m1(s0)
ρ+
∂ω1U+(s0)+
m2(s0)
ρ+
∂ω1u3+(s0).
Next we compute A11(s0) and A12(s0) respectively.
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A12(s0) = 1
2
U+
(
u3+ + q0 − U+s0
)
+ q
2+(q0u3+ − q2+)
2c(ρ+)
√
q2+ − c2(ρ+)
+ c(ρ+)(2U
2+ + (u3+ − q0 + U+s0 )u3+)
2
√
q2+ − c2(ρ+)
= s0q
2
0
2(1+ s20)
(
1− θ2)+ θ(1− θ)(1+ s20θ2)
2c(ρ+)
√
q2+ − c2(ρ+)
s20q
4
0
(1+ s20)2
+ c(ρ+)(1− θ)(1− s
2
0θ)
2
√
q2+ − c2(ρ+)
q20
1+ s20
. (A.2)
Additionally, by the system (2.1) and (2.10), one can get
U ′+(s0) = −
q0(1− θ)
(1+ s20)2
(
1+ s
2
0θ
2
(γ − 1)( s202 (1− θ2)+ h(ρ0) 1+s20q20
)− s20θ2
)
,
u′3+(s0) = −s0U ′+(s0),
ρ ′+(s0)
ρ+
= − s0θ(1− θ)
(1+ s20)
(
(γ − 1)( s202 (1− θ2)+ h(ρ0) 1+s20q20
)− s20θ2)
.
Thus, we have
A11(s0) = ρ
′+(s0)
ρ+
(
U2+ + u23+ − q0u3+
)+ U ′+(s0)(U+ − s0(u3+ − q0))
= ρ
′+(s0)
ρ+
s20q
2
0
1+ s20
(
θ2 − θ)+ U ′+(s0)s0q0(1− θ)
= − s0q
2
0
(1+ s20)2
(
1− θ2). (A.3)
Combining (A.1), (A.2) and (A.3) with Lemma 2.4 yields the precise form (3.15) and the rough
form (3.16). Therefore, Lemma 3.5 is proved. 
Proof of Lemma 3.6. In view of the fact that U (b0) = b0u3(b0) and the expression of B(b0), a direct
computation yields
B(b0) = − B11(b0)
B12(b0)
with
B11(b0) =
{(
1+ b
2
0u
2
3(b0)
u23(b0)− c2(b0)
)
− b0c(b0)
√
q2(b0)− c2(b0)
u23(b0)− c2(b0)
}(
1+ b0c(ρ(b0))√
q2(b0)− c2(b0)
)
,
B12(b0) =
{(
1+ b
2
0u
2
3(b0)
u23(b0)− c2(b0)
)
+ b0c(b0)
√
q2(b0)− c2(b0)
u23(b0)− c2(b0)
}(
1− b0c(ρ(b0))√
q2(b0)− c2(b0)
)
;
here c(b0) = c(ρ(b0)).
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B11(b0) = B12(b0).
This yields
B(b0) = −1. 
Appendix B
In order to give the estimates on gi (i = 1,2) and their ﬁrst order derivatives in (3.6), we require
the precise computations on f i(ωˆ(
r
x3
)) and λi(ωˆ(
r
x3
)) (that is, we replace ω(x3, r) by ωˆ( rx3 ) in the
expressions of f i(ω(x3, r)) and λi(ω(x3, r))).
Lemma B.1. Denoted by fi(s) = f i(ωˆ(s)) and λi(s) = λi(ωˆ(s)) with s = rx3 , τ0 > 0 is given in Remark 2.3.
Then for 1< γ < 3, b0  s s0 + τ0 and large q0 , we have
ωˆ′i(s) = −
1
1+ b20
+ O (q−20 )+ O (q− 2γ−10 ),
ωˆ′′1(s) =
2
b0(1+ b20)
+ 2
b0(1+ b20)2
√
2− (γ − 1)b20
γ − 1 + O
(
q−20
)+ O (q− 2γ−10 ),
ωˆ′′2(s) =
2
b0(1+ b20)
− 2
b0(1+ b20)2
√
2− (γ − 1)b20
γ − 1 + O
(
q−20
)+ O (q− 2γ−10 ),
∂ωi f j(s) = C(b0, γ )+ O
(
q0
−2)+ O (q− 2γ−10 ), i, j = 1,2,
∂ωiλ j(s) = C(b0, γ )+ O
(
q0
−2)+ O (q− 2γ−10 ), i, j = 1,2;
here the generic constant C(b0, γ ) depends only on γ and b0 , but is independent of q0 .
Remark B.1. By Lemma B.1, we can derive that for large q0 and suﬃciently small ε, the source terms
in the system (3.5) can be estimated as follows
∣∣gi(W (x3, r))∣∣ (C + O (q− 2γ−10 )+ O (ε)) 1x3
2∑
j=1
∣∣W j(x3, r)∣∣, i = 1,2. (B.1)
Proof. Since ωˆ(s) is the extension of ω(s) in [b0, s0 + τ0] and τ0 < q−
4
γ−1
0 holds, then it is enough in
our computations to use ω(s) instead of ωˆ(s).
By the expression of ω1(s), we have
ω′1(s) =
U ′(s)u3(s)− U (s)u′3(s)
2
+
√
q2(s)− c2(ρ(s))
2
(
U (s)U ′(s)+ u3(s)u′3(s)
)
.q (s) q (s)c(ρ(s))
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
U ′(s)u3(s)− U (s)u′3(s) = −
q20
(1+ b20)2
(
1+ O (q−20 )+ O (q− 2γ−10 )),
√
q2(s)− c2(ρ(s))= q0
√
2− (γ − 1)b20
2(1+ b20)
(
1+ O (q−20 )+ O (q− 2γ−10 )),
U (s)U ′(s)+ u3(s)u′3(s) = q20
(
O
(
q−20
)+ O (q− 2γ−10 )),
(B.2)
then by (B.2), a direct computation yields
ω′1(s) = −
1
1+ b20
+ O (q−20 )+ O (q− 2γ−10 ).
Similarly, one has
ω′2(s) = −
1
1+ b20
+ O (q−20 )+ O (q− 2γ−10 ).
In addition, by Lemma 2.2, Lemma 2.3 and (B.1), a direct computation yields the estimates of ωˆ′′1(s)
and ωˆ′′2(s) in Lemma B.1.
Next, we estimate ∂ωi f j(ω(s)) and ∂ωiλ j(ω(s)), i, j = 1,2.
By the Bernoulli’s law (1.5) and (3.1), we can arrive at
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂ω1c = −
γ − 1
4
q2√
q2 − c2 ,
∂ω1
√
q2 − c2 = γ + 1
4
q2c
q2 − c2 .
(B.3)
Since it follows from the expressions of f1(ω(s)) and λ2(ω(s)) that
∂ω1 f1
(
ω(s)
)= cU (
√
q2 − c2∂ω1u3 + u3∂ω1
√
q2 − c2)− ∂ω1 (cU )u3
√
q2 − c2
(cU − u3
√
q2 − c2)2 ,
∂ω1λ2 =
∂ω1 (u3U + c
√
q2 − c2)
u32 − c2 −
(u3U + c
√
q2 − c2)(2u3∂ω1u3 − 2c∂ω1c)
(u32 − c2)2
with c = c(ρ(s)) and q2 = u23 + U2.
Then, from Lemma 2.2, (B.3), (3.1) and a direct computation, one has
∂ω1 f1(s) = C(b0, γ )+ O
(
q0
−2)+ O (q− 2γ−10 ),
∂ω1λ2(s) = C(b0, γ )+ O
(
q0
−2)+ O (q− 2γ−10 ).
By the analogous method, we can compute the other terms in Lemma B.1. 
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∂2ωiω j fk(s) = C(b0, γ )+ O
(
q0
−2)+ O (q− 2γ−10 ),
∂2ωiω jλk(s) = C(b0, γ )+ O
(
q0
−2)+ O (q− 2γ−10 )
for i, j,k = 1,2.
The proof comes from a direct computation, here we omit it.
Lemma B.3. Under the assumptions in (4.1), for small ε and large q0 , we have
⎧⎪⎪⎨
⎪⎪⎩
di − C(b0, γ )ε  Γi(x3, r)
x3
 1+ C(b0, γ )ε, i = 1,2,
d1d2 − C(b0, γ )ε  πi(x3, r)
x3
 di + C(b0, γ )ε, i = 1,2,
(B.4)
where d1 = b0−λ1(s)s0−λ1(s) , d2 =
λ2(s)−s0
λ2(s)−b0 , and 1<
1
d1
< 1+ C(b0, γ )q−
2
γ−1
0 , 1<
1
d1d2
< 1+ C(b0, γ )q−
2
γ−1
0 .
Proof. First, it follows from (4.2) that
ξ1(x3, r)− r =
Γ1∫
x3
λ1
(
ω
(
t, γ1(t, x3, r)
))
dt. (B.5)
In addition, by the assumptions in (4.1) we have
∣∣∣∣χ(t)− s0tt
∣∣∣∣ Cε. (B.6)
Since
ξ1(x3, r)− s0Γ1(x3, r)+ s0Γ1(x3, r)− r =
Γ1∫
x3
(
λ1
(
ω
(
t, γ1(t, x3, r)
))− λ1(s))dt + λ1(s)(Γ1 − x3)
for (x3, r) ∈ DT , then by use of (B.6) and Lemma B.1 we have
(
s0 − λ1(s)
)Γ1(x3, r)
x3
= r
x3
− λ1(s)+ O (ε);
this, together with b0 < rx3 < s0 + Cε, yields the estimate of
Γ1(x3,r)
x3
in Lemma B.3.
Similarly, noting that η2(x3, r) − ξ1(x3, r) =
∫ π2(x3,r)
Γ1(x3,r)
λ2(ω(t, γ2(t,Γ1, ξ1)))dt and η2(x3, r) =
b0π2(x3, r) hold, we have
(
λ2(s)− b0
)π2(x3, r) = λ2(s)− ξ1(x3, r) + O (ε).
Γ1(x3, r) Γ1(x3, r)
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π2(x3, r)
Γ1(x3, r)
= λ2(s)− s0
λ2(s)− b0 + O (ε).
Together with the estimate of Γ1(x3,r)x3 above, we can obtain the estimate of
π2(x3,r)
x3
as asserted in
Lemma B.3.
In analogous way, one can estimate Γ2(x3,r)x3 and
π1(x3,r)
x3
.
Finally, we treat the terms 1d1 and
1
d1d2
.
For large q0 and 0< b0 < b∗ , a direct computation yields
λ1(s)− b0 =
√
γ−1
2 b0(
γ−1
2 b
4
0 + γ−12 b20 − 1)( 1
1+b20
− γ−12 b20
)(√ γ−1
2 b
2
0 +
√
1− γ−12 b20
) (1+ O (q−20 )+ O (q− 2γ−10 ))
= −
b0(1+ b20)
√
γ−1
2√
γ−1
2 b
2
0 +
√
1− γ−12 b20
(
1+ O (q−20 )+ O (q− 2γ−10 ))< 0. (B.7)
Thus, it follows from the expression of d1 that 1d1 > 1 holds.
Similarly, one has 1d1d2 > 1.
In addition, by Lemma 2.2, a direct computation yields
1
d1d2
− 1 = (s0 − b0)(λ2(s)− λ1(s))
(b0 − λ1(s))(λ2(s)− s0)  C(b0, γ )q
− 2γ−1
0 ,
1
d1
− 1 = s0 − b0
b0 − λ1(s)  C(b0, γ )q
− 2γ−1
0 .
Therefore, we complete the proof of Lemma B.3. 
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