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The first author, Cheng-Der Fuh, is grateful for the comments by Dr. Jensen (2010). This note replies his comments
on Problem 2.3, which was left in Fuh (2010). In the following, we use the same notations and definitions in Fuh
(2006) unless specified.
Problem 2.3 Asymptotic properties of score function and observed information
Page 2060, L12. In the proof of Lemma 6, (7.9) defined a new iterated functions system, therefore Corollary 1 can
not be used directly. The same situation happens for Theorems 5 and 7. The rigorous proofs of these results will be
given in a separate paper.
Let X = {Xn, n ≥ 0} be a Markov chain on a general state space X , with transition probability kernel P
θ(x, ·) =
P θ{X1 ∈ ·|X0 = x} and stationary probability π(·) := πθ(·), where θ ∈ Θ ⊆ R
q denotes the unknown parameter.
Let ξ1:n be the observation such that the distribution of ξn depends on Xn and ξn−1, independent to others. Denote
L(θ; ξ1:n) as the full likelihood of ξ1:n, and ℓ(θ) = logL(θ; ξ1:n) as the log likelihood. Fuh (2006) has shown that ℓ(θ)
can be written as an additive functional of a Markovian iterated random function system (MIRFS). In the following,
we will show that the derivatives of ℓ(θ) can also be written as an additive functional of a MIRFS.
To start with, let
Mn := Pθ(ξn) ◦ · · · ◦Pθ(ξ1) ◦Pθ(ξ0) (1.1)
be defined in (5.6) of Fuh (2006). Then, as in Fuh (2006), (5.7), we have
ℓ(θ) := logL(θ; ξ1:n) = log ‖Mnπ‖ =
n∑
i=1
log
‖Mnπ‖
‖Mn−1π‖
=
n∑
i=1
g0(M0n,M
0
n−1). (1.2)
Hence, ℓ(θ) is an additive functional of ((Xn, ξn),Mn). Fuh (2006) shows that {((Xn, ξn),Mn), n ≥ 0} forms an
ergodic Markov chain, induced by the MIRFS based on (1.1), on the state space (X × Rd) ×M, where M is the
function space defined in Fuh (2006), page 2046. Then Fuh (2006) uses this result to prove the law of large number for
the log likelihood. In this note, we will show that this result can be extended to higher derivatives of the log likelihood.
To this end, for any 1 ≤ i ≤ q and positive integer k, let Di be the partial derivative with respective to the i-
th dimension of θ in some neighborhood Nδ(θ0) := {θ : |θ − θ0| < δ} of the true value θ0, and (Di)
k be the
corresponding kth partial derivative. Note that for any two given random functionsPθ(ξj+1) andPθ(ξj), and any hθ ,
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by Assumptions C1, C2’-C5’, and C6-C9 in Fuh (2006) and the dominated convergence theorem, we have
Di {Pθ(ξj)hθ(x)} = Di
{∫
y∈X
pθ(y, x)f(ξj ; θ|x, ξj−1)hθ(y)m(dy)
}
=
∫
y∈X
{
f(ξj ; θ|x, ξj−1)hθ(y)Dipθ(y, x) + pθ(y, x)hθ(y)Dif(ξj ; θ|x, ξj−1)
+ pθ(y, x)f(ξj ; θ|x, ξj−1)Dihθ(y)
}
m(dy),
and
Di {Pθ(ξj+1) ◦Pθ(ξj)hθ(x)}
= Di
{∫
z∈X
pθ(z, x)f(ξj+1; θ|x, ξj)×
(∫
y∈X
pθ(y, z)f(ξj; θ|z, ξj−1)hθ(y)m(dy)
)
m(dz)
}
=
∫
z∈X
Di {pθ(z, x)f(ξj+1; θ|x, ξj)} ×
(∫
y∈X
pθ(y, z)f(ξj ; θ|z, ξj−1)hθ(y)m(dy)
)
m(dz)
+
∫
z∈X
pθ(z, x)f(ξj+1; θ|x, ξj)×
(∫
y∈X
Di {pθ(y, z)f(ξj ; θ|z, ξj−1)hθ(y)}m(dy)
)
m(dz)
= {DiPθ(ξj+1)} ◦Pθ(ξj)hθ(x) +Pθ(ξj+1) ◦ {Di(Pθ(ξj)hθ(x))} .
For a given non-negative integer vector ν = (ν(1), · · · , ν(q)) write |ν| = ν(1) + · · ·+ ν(q), ν! = ν(1)! · · · ν(q)!, and let
Dν = (D1)
ν(1) · · · (Dq)
ν(q) denote the νth derivative with respect to θ in Nδ(θ0). For any ν, define
W νn = D
νMn = (D1)
ν(1) · · · (Dq)
ν(q)(Mn).
Then by Assumptions C1, C2’-C5’, and C6-C9 in Fuh (2006) and the dominated convergence theorem, we have
Dν‖(Mnπ)‖ = ‖D
ν(Mnπ)‖.
Now let us consider all derivatives with order r or less. Note that for a fixed integer r ≥ 1, there are ex-
actly K = (r + q)!/r!q! different ν satisfying |ν| ≤ r. Label all such ν by ν1, ν2, · · · , νK , and let Wn =
(W ν1n ,W
ν2
n , · · · ,W
νK
n )
t, with t denotes the transpose. ThenWn ∈ M
K := {v = (m1, · · · ,mK)
t : mk ∈ M, 1 ≤
k ≤ K}. Moreover, for given νi and νj , let νi + νj denote addition of each component in the vector.
To investigate the dynamic ofWn, note that for any νi, we have
W νin =D
νi
(
Pθ(ξn) ◦ · · · ◦Pθ(ξ1) ◦Pθ(ξ0)
)
(1.3)
=
∑
1≤j≤k≤K
νi=νj+νk
{
(νi)!
(νj)!(νk)!
DνkPθ(ξn) ◦D
νj
(
Pθ(ξn−1) ◦ · · · ◦Pθ(ξ1) ◦Pθ(ξ0)
)}
=
∑
1≤j≤k≤K
νi=νj+νk
(νi)!
(νj)!(νk)!
{
DνkPθ(ξn) ◦W
νj
n−1
}
.
Hence, we can define aK-by-K matrix form An =
{
aijn : 1 ≤ i, j ≤ K
}
, with each aijn ∈M defined as
aijn =
{
(νi)!
(νj)!(νk)!
DνkPθ(ξn) if ∃1 ≤ k ≤ K such that νi = νj + νk,
0 otherwise.
(1.4)
In addition, for each K-by-K M-valued matrix form B = {bij : 1 ≤ i, j ≤ K}, and each K-dimensionalM-valued
vector V = (V1, V2, · · · , VK) ∈ M
K , we define
B ◦ V :=


∑K
j=1 b1j ◦ Vj∑K
j=1 b2j ◦ Vj
...∑K
j=1 bKj ◦ Vj

 . (1.5)
Then by (1.3), we haveWn = An ◦Wn−1, and thus
Wn = An ◦An−1 · · ·A1 ◦W0, (1.6)
whereW0 = {W
ν
0 : |ν| ≤ r} withW
ν
0 = D
ν
Pθ(ξ0).
2
A PREPRINT - NOVEMBER 5, 2019
Remark 1. To illustrate (1.6), let q = 1, i.e., θ is one dimensional. In this case, ν ∈ R1 and we can simply label
all |ν| ≤ r by natural order so that Wn = (W
0
n ,W
1
n , · · · ,W
r
n)
t, the vector of the first r-th derivatives. Then for any
0 ≤ k ≤ r, we have
W kn = D
k(Pθ(ξn) ◦ · · · ◦Pθ(ξ1) ◦Pθ(ξ0))
=
∑
0≤k1≤k
{
k!
(k1)!(k − k1)!
Dk1Pθ(ξn) ◦D
k−k1
(
Pθ(ξn−1) ◦ · · · ◦Pθ(ξ1) ◦Pθ(ξ0)
)}
=
∑
0≤k1≤k
Ckk1
{
Dk1Pθ(ξn) ◦W
k−k1
n−1
}
,
where Cba =
b!
a!(b−a)! . ThereforeWn = An ◦Wn−1 with
An =


Pθ(ξn) 0 · · · 0
C11D
1
Pθ(ξn) Pθ(ξn) · · · 0
...
...
. . .
...
CrrD
r
Pθ(ξn) C
r
r−1D
r−1
Pθ(ξn) · · · Pθ(ξn)

 , (1.7)
where 0 denotes the zero function in M.
Remark 2. Note that An in (1.4) and Wn in (1.6) are M-valued, other than the traditional R-valued vector and
matrix, respectively. To illustrate this phenomenon, we consider a finiteD-state Markov chain and an one-dimensional
parameter θ case, then An in (1.7) is aK-by-K matrix form with each element being aD-by-D matrix (with 0 being
a D-by-D zero matrix.) In the same matter, although the operator defined in (1.5) looks like a traditional matrix
multiplication, it is different by having the multiplication within each component replaced by ◦. Nevertheless, the
essential idea is to introduce a matrix form forWn, which can be used to show that it forms an ergodic Markov chain
via (1.6).
It is worth mentioning that the feature of getting a neat form in (1.6) is based on a matrix representation (1.4) for all
partial derivatives up to the rth-order. Next by (1.6) and under the Assumptions C1, C2’-C5’ and C6-C9 in Fuh (2006),
with the following additional condition:
C10 For any θ ∈ Nδ(θ0) and ν with |ν| ≤ r, supx∈X |D
νf(s1; θ|x, s0)| <∞.
Then, through a process similar to the proof of Lemma 3 in Fuh (2006), it is straightforward to show that for θ ∈
Nδ(θ0), the MIRFS {((Xn, ξn),Wn), n ≥ 0} in (1.6) satisfies Assumption K in Fuh (2006). Furthermore, Lemma 4
in Fuh (2006) holds for the induced Markov chain {((Xn, ξn),Wn), n ≥ 0} on the state space (X ×R
d)×MK .
Last, we present a specific form of the first and second partial derivatives of the log likelihood function as follows. For
|ν| = 1, we have
Dν(logL(θ; ξ1:n)) = D
ν(log ‖Mnπ‖) =
‖Dν(Mnπ)‖
‖Mnπ‖
(1.8)
=
‖(DνMn)π +Mn(D
νπ)‖
‖Mnπ‖
=
n∑
i=1
‖(W νi )π +W
0
i (D
νπ)‖
‖W 0i π‖
−
‖(W νi−1)π +W
0
i−1(D
νπ)‖
‖W 0i−1π‖
:=
n∑
i=1
gν(Wi,Wi−1).
That is, the first derivative of the log likelihood function can be rewritten as an additive functional of the Markov chain
{((Xn, ξn),Wn), n ≥ 0}.
To represent the second partial derivative of the log likelihood, for |ν| = 2, let us write ν = ν1 + ν2 such that
|ν1| = |ν2| = 1. Then, we have
Dν logL(θ; ξ1:n) = D
ν1 (Dν2 logL(θ; ξ1:n)) = D
ν1
‖W ν2n π +W
0
n(D
ν2π)‖
‖W 0nπ‖
=
‖W νnπ +W
ν2
n (D
ν1π) +W ν1n (D
ν2π) +W 0n(D
νπ)‖
‖W 0nπ‖
−
‖W ν2n π +W
0
n(D
ν2π)‖ × ‖W ν1n π +W
0
n(D
ν1π)‖
‖W 0nπ‖
2
:=
∑
gν(Wi,Wi−1)
3
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where
gν(Wi,Wi−1)
=
{
‖W νi π +W
ν2
i (D
ν1π) +W ν1i (D
ν2π) +W 0i (D
νπ)‖
‖W 0i π‖
−
‖W νi−1π +W
ν2
i−1(D
ν1π) +W ν1i−1(D
ν2π) +W 0i−1(D
νπ)‖
‖W 0i−1π‖
}
−
{
‖W ν2i π +W
0
i (D
ν2π)‖ × ‖W ν1i π +W
0
i (D
ν1π)‖
‖W 0i π‖
2
−
‖W ν2i−1π +W
0
i−1(D
ν2π)‖ × ‖W ν1i−1π +W
0
i−1(D
ν1π)‖
‖W 0i−1π‖
2
}
.
That is, the second derivative of the log likelihood function can be rewritten as an additive functional of the Markov
chain {((Xn, ξn),Wn), n ≥ 0}.
In fact, for any ν with |ν| ≤ r, there exists a function gν such that
Dν logL(θ; ξ1:n) =
n∑
i=1
gν(Wi,Wi−1).
In other words, the ν-th partial derivatives of the log likelihood can be rewritten as an additive functional of theMarkov
chain {((Xn, ξn),Wn), n ≥ 0}. This can be proved as follows. As stated in (1.8), such g
ν exists for all |ν| = 1. Now
for all |ν| with |ν| ∈ [2, r], take ν1 and ν2 such that |ν1| = 1 and ν1 + ν2 = ν. Then, we have
Dν1+ν2 logL(θ; ξ1:n) = D
ν2
n∑
i=1
gν1(Wi,Wi−1) =
n∑
i=1
(Dν2gν1(Wi,Wi−1)).
Moreover, as shown in (1.8), gν1(Wi,Wi−1) only involves the derivatives up to the order of 1, so (D
ν2gν1(Wi,Wi−1))
only involves the derivatives up to the order of |ν|, so it is still a function of Wi and Wi−1 as they consist of all
derivatives up to the order of r. Thus, such gν exists for all |ν| ≤ r.
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