The paper addresses the problem of computing maximum expected termination time of probabilistic timed automata (PTA) models with cyclic behavior. The problem can exhibit extremely high computational complexity, in particular when the automaton contains successive cycles or cycles that have some control locations in common, namely intersecting cycles. However, acceleration techniques can be applied to improve on-the-fly the execution of cycles by collapsing their iterations. The acceleration process consists of several complex formal steps which are necessary to handle the cumulative timing and probability information that result from successive executions of a cycle. The advantages of the proposed acceleration are twofold. First, it helps to reduce significantly the computational complexity of the problem without adversely affecting the outcome of the analysis. Second, it can bring the "worst case execution time" problem of PTAs within the bound of feasibility for model checking. To our knowledge, this is the first work that addresses the problem of accelerating execution of cycles that exhibit both timing and probabilistic behavior.
Introduction
In this paper, we consider the problem of computing the "expected worst case execution time" or "maximum expected termination time" in probabilistic timed automata (PTA). Given a probabilistic timed automaton P with a start location l s and a final location l f , this problem asks to compute an upper bound on the expected time needed to reach the final location l f from the start location l s . The problem is easy to solve in the case of acyclic PTA, but successive executions of a cycle in a PTA model might yield a timed series whose ✩ Thanks to Christel Biaer and Jeremy Sproston for some preliminary discussion on the topic of this paper. This work was supported by EPSRC through the Verifiable Autonomy research project (EP/L024845), United Kingdom. total summation can potentially be either bounded or unbounded. The problem is interesting as cycles are common in the behavior of probabilistic systems. In modelling real, cyber-physical systems for example, we often want to know not just "how quickly" but "how slowly" a particular system might execute. In general, "worst case execution time" (WCET) analysis is undecidable: it is undecidable to determine whether or not an execution of a system will eventually halt. However, for PTA models one can use model-checking techniques to analyse the system and compute the WCET.
In a prior work [2] , we studied the WCET problem for the case of nonprobabilistic timed systems with cyclic behavior, where a model checking algorithm based on the zone-abstraction was proposed that allows one to compute on-the-fly WCET of timed automata models and to detect the cases where WCET can be unbounded. For probabilistic timed systems, the problem becomes much harder, as the solution needs to handle both timed transitions and probability distributions at the same time. In general, the zone-based approach may fail to scale to large PTAs (e.g. cyclic PTAs) due to the difficulty of incorporating both real-time and probability information in an efficient way. There exist many challenges in the formal verification of expected WCET of cyclic PTAs. However, we show that by employing some optimization and acceleration techniques, one can reduce significantly both the time and space needed to construct a zone graph of a given PTA.
One of the key outcomes of this work is that the computational complexity of the problem does not depends only on the number of cycles in the input automaton and the number of times that each reachable cycle can be repeated, but also on the structure of the input cyclic automaton. That is, the complexity of the analysis can grow quickly if there are intersecting cycles (i.e. cycles that have some control locations in common) in the input automaton. Surprisingly, we find that the WCET analysis is sensitive to the order at which intersecting probabilistic cycles are executed. As the outcome of the analysis can vary depending on the way the probabilistic choices at common control locations of intersecting cycles in the model are resolved.
Contributions. Our contributions in this paper can be summarized as follows.
• We provide a zone-based solution to the problem of computing maximum expected termination time of PTA models with cyclic behavior. However, since probabilistic real-time systems contain information about both realtime and probability values, we have to deal with them at the same time if we want to efficiently perform WCET analysis of real-time probabilistic systems. But this can make the size of the constructed (probabilistic) zone graph of a given PTA model extremely huge. We therefore proposes a number of optimizations that can be used to reduce both the time and space needed to construct a zone graph.
• We propose an acceleration technique that can be used to accelerate onthe-fly the execution of probabilistic timed cycles. Indeed, the presence of cycles in the input PTA model can degrade the performance of model checker. The advantages of the proposed acceleration are hence twofolds. First, it helps to reduce significantly the computational complexity of the problem without adversely affecting the outcome of the analysis. Second, it can bring the WCET problem within the bound of feasibility for model checking. To our knowledge, this is the first work that addresses the problem of accelerating execution of probabilistic timed cycles.
• We show that the expected WCET analysis is sensitive to the order at which probabilistic cycles are executed. In general, cycles in PTAs need to be executed in the order in which they appear in the model. However, we note that in some situations the execution order of cycles can affect the outcome of the analysis. This happens when there are intersecting cycles (i.e. cycles that have some control location in common) in the input model. The complexity of the analysis can grow quickly in presence of intersecting cycles. We therefore propose a special numerical procedure to handle intersecting cycles.
Related Work. The work in [19] studied the problem of computing expected costs or rewards in PTAs using digital clocks, where they prove the equivalence of the continuous and integer-time semantics w.r.t. expected rewards. However, since they use digital clocks to model real-time systems then there are limitations to the size of the models that can considered by their approach. It is limited to finite-state models, and it is not clear how this approach can be used to handle cyclic PTAs, as the analysis of cycles in PTAs can be intricate, especially when computing expected WCET of PTAs. The authors also have not proposed any acceleration technique to speed-up the verification of WCET of cyclic PTAs, as we do in this work. The work in [18] proposed a solution to the problem of computing optimal expected time reachability in PTAs, which relies on an interpretation of the PTA as an uncountable-state Markov decision process (MDP) and employs a representation in terms of an extension of the 'simple' and 'nice' functions of [4] . The optimal prices are computed via a Bellman equation using value iteration. However, the authors have not provided any details about the the complexity and efficiency of their algorithm. It is also not clear how the algorithm behaves in presence of cycles, in particular intersecting cycles. Furthermore, the algorithm in [18] does not employ any kind of optimization or acceleration technique to reduce the computational complexity of the problem.
In [2] the authors proposed a model checking algorithm based on the zone abstraction for the problem of computing maximal termination time of nonprobabilistic timed systems. However, for probabilistic timed systems the problem can be much harder, as the solution needs to handle both timed transitions and probability distributions at the same time. Moreover, the abstractions, optimizations, and accelerations developed for the verification of WCET of TAs [1, 2] cannot be used to verify expected WCET of PTAs, as cycles in PTAs exhibit both timing and probabilistic behavior.
Model Checking and Acceleration Techniques. We summarise now some of the works that have been done to accelerate the verification of systems with cyclic behaviour using model checking. The work in [11] proposes acceleration techniques of symbolic verification of systems that are modeled by a discrete control graph with unbounded integer variables. Static analysis is used to detect interesting cycles, of which the result of iterated execution can be computed by one single meta transition. These meta transitions are then added to the system and favored by the state space exploration of the state space.
Symbolic techniques using queue-content decision diagrams, for the analysis of communication protocols that are modeled by finite-state machines that communicate through unbounded FIFO-queues, also use meta transitions to accelerate the exploration of the state space [9, 10] . Special cycles in the control graph, i.e. the repeated receiving of messages from a channel, are associated with meta transitions that compute all states that are reachable by the iterative execution of the cycle. Moller's "parking" approach based on syntactical adjustment of timed automata to speed-up the state space exploration [21] . However, the parking approach is mostly an over-approximation approach.
In [16] Hendriks and Larsen propose techniques to accelerate reachability analysis of non-probabilistic timed cycles. However, their work is quite different from ours as we deal here with probabilistic timed systems. In particular, their technique is particularly tailored to verifying correct controllers. Their work was developed in response to a problem of verifying the correctness of a controller that conducted a busy-waiting loop during the course of a long-running process in the controller's environment. It was very expensive to recognize that the system would eventually reach the desired state -verification of an "eventually reachable" TCTL goal. Their solution involves adding loop acceleration edges to the model, allowing UPPAAL to detect the reachability more quickly, using breadth-first search, than with the original un-augmented model. Our technique works by collapsing together parts of the state space that are equivalent with respect to the WCET analysis, making exhaustive search faster.
Other researchers have recently presented approaches to acceleration in different, but related contexts. For example, Fietzke et al [14] have shown how to accelerate loops involving a single clock in a variation of timed automata they call "Extended Timed Automata". Bozga et al. [12] present theoretical work on identifying periodic relations in model checking and an implementation in their FLATA toolset. However, they are interested in infinitely periodic loops, and are working with integer programs, rather than timed automata. Bardin et al have developed a general theory of acceleration in model-checking [5] , that includes loop acceleration as a special case of what they call "flat acceleration". They have applied it to integer programs in the FAST tool [6] .
Preliminaries
In this section, for the sake of completeness, we recall the definitions of probabilistic and timed probabilistic systems needed to give semantics to probabilistic timed automata. We also recall definitions of zone abstraction and the difference bound matrices data structure that is used to represent symbolically the state space of probabilistic timed systems.
Timed Probabilistic Systems
A (discrete probability) distribution over a finite set Q is a function µ : Q → Steps and t > 0, then µ is a point distribution.
The component t of a tuple (s, t, µ) is called a duration. Note that we restrict attention here to time-divergent systems; a common restriction imposed in realtime systems so that behaviour corresponding to time not advancing beyond a bound is disregarded during analysis. For any path ω = s 0
− −− → ... of a timed probabilistic system, the duration up to the n + 1th state of ω, denoted delay(ω, n + 1), equals n i=0 t i .
PTA Models and Expected WCET Problem
Probabilistic timed automata (PTAs) [3, 20, 7] model real-time behaviour in the same fashion as classical timed automata [4] , using clocks. Clocks are real-valued variables which increase at the same rate as time.
Definition 3. (PTA syntax) A probabilistic timed automaton (PTA) is defined by a tuple P = (L, ℓ 0 , L f , X , Act, inv, prob, L) where • L is a finite set of locations and ℓ 0 ∈ L is an initial location;
• L F ⊆ L is a finite set of final (halting) locations;
• X is a finite set of clocks;
• Act is a finite set of actions;
• inv : L → CC(X ) is an invariant condition;
• prob : L × Act → Dist(2 X × L) is a probabilistic transition function;
• L : L → 2 AP is a labelling function mapping each location to a set of atomic propositions.
A state of a PTA is a pair (l, v) ∈ L × R X ≥0 such that v |= inv(ℓ). In any state (l, v), either a certain amount of time t ∈ R ≥0 elapses, or an action a ∈ Act is performed. If time elapses, then the choice of t requires that the invariant inv(ℓ) remains continuously satisfied while time passes. An edge of PTA is a tuple (ℓ, g, p, X, ℓ ′ ) such that (ℓ, g, p) ∈ prob and p(X, ℓ ′ ) > 0. Throughout this paper, we use the following notations: weight(e) to refer to the probability weight of an edge e, src(e) to refer to the source control location of edge e, trg(e) to refer to the target location of e, and out(src(e)) to refer to the set of outgoing edges of the location src(e). So if e = (ℓ, g, p, X, ℓ ′ ) then src(e) = ℓ and trg(e) = ℓ ′ and weight(e) = p. 
• Discrete transitions: t = 0 and there exists (ℓ, g, p) ∈ prob such that v |= g and for any (ℓ
In this paper, we make the following assumptions on the PTAs we consider.
Assumption 1. For any PTA P we have:
1. P is purely probabilistic; 2. P is structurally non-zeno; 3. P is well-formed (i.e. all transitions in P lead to valid states); 4. all invariants of P are bounded; 5. halting states of P are time-lock states (i.e. have no outgoing edges); 6. all invariants and enabling conditions of P are convex.
In this work, we restrict our attention to a class of PTAs in which at any state there is at most one outgoing distribution over edges available. That is, there is no non-determinism between edges. Note that in PTAs, non-determinism arises not just from choices between edges, but also in the choice of time delays (i.e. the amount of time to let elapse in all locations). To trace a path in a PTA model P, we must resolve the non-deterministic choices that are persented in P. This resolution is performed by an adversary, or a policy. In the following definitions we discuss acyclic and cyclic PTAs and the WCET problem of PTAs.
Definition 5. (Acyclic PTAs). Let P = (L, X , inv, prob, L) be a PTA model and R P be the set of runs of P, where each run r ∈ R P consists of a sequence of states of the form (ℓ, v). We say that P is acyclic automaton if for each run r = (ℓ 0 , v 0 ), ..., (ℓ n , v n ), there is no integers i, j ∈ N with i = j such that ℓ i = ℓ j .
Intuitively speaking, loop-freeness means that an automaton P cannot visit a control location ℓ twice on the same computational branch. Loop-free PTAs are the simplest form of automata to consider as the analysis can be very straightforward, in particular when there are no non-deterministic choices between edges. Definition 6. (Cycles in PTAs). A cycle in P is a finite sequence of edges where the source location of the first edge in the sequence is the target location of the last edge in the sequence. Let P = (L, X , inv, prob, L) be a probabilistic timed automaton and let m be a natural number such that m ≥ 1. We say that a sequence (e 0 , e 1 , ..., e m−1 ) ∈ E π is a cycle if trg(e i ) = src(e i+1 ) for all 0 ≤ i < m − 1 and trg(e m−1 ) = src(e 0 ). 
The expected delay of r can be computed as follows
The expected WCET of P corresponds then to the run with the supremum delay
ExpectedDelay(r)
We now turn to discuss termination for PTAs we consider. Lemma 2.1 shows that any reachable cycle in the model can be executed only a finite number of times, as the probability of repeating the cycle decreases exponentially between iterations. Theorem 2.2 shows that termination is certain (i.e. we have termination with probability one) and expected WCET is bounded. Note that if a PTA P does not contain non-deterministic choices between edges and all control locations of P are constrained, then P terminates with probability one and expected WCET is bounded. Lemma 2.1. Let P be a PTA model that satisfies assumptions (1-6) and π be a reachable cycle in P. Then successive executions of π yield a convergent series.
Proof. Let us denote the series that results from successive executions of π by τ . To prove the lemma we need to show that the length of τ is finite (i.e. |τ | < ∞) and that none of the elements of τ can be infinity (i.e. τ i < ∞ for all i ≥ 1). Since we assume that all invariants of P are bounded then the delay that P can spend at each control location of the cycle at any arbitrary iteration is bounded. This implies that τ i < ∞ for all i ≥ 1. From the assumption that P is purely probabilistic and halting states of P are time-lock states then the probability to repeat π decreases monotonically between iterations and hence there will be an iteration where the cycle cannot be executed any further. This implies that |τ | < ∞. From |τ | < ∞ and τ i < ∞ for all i ≥ 1 we note that the summation of the elements of τ yields a finite value. Theorem 2.2. For any PTA model P that satisfies assumptions (1-6) then termination is certain and expected WCET is bounded.
Proof. Since WCET problem is strongly connected to the termination problem: if termination is uncertain and P is structurally non-zeno then expected WCET is unbounded. So to prove the theorem we need to show either that termination is certain or expected WCET is bounded as one yields the other. We now show that expected WCET of P is bounded. We choose to prove this by contradiction. Suppose that P has unbounded expected WCET. Then P has either unconstrained reachable control location or there exists a reachable cycle that can be repeated infinitely many times (i.e. the probability of the cycle remains constant between iterations). However, P cannot have unconstrained control location as this contradicts with assumption 4. P also cannot have a cycle that can be repeated infinitely often due to assumptions 1 and 5. Hence, the expected WCET of P cannot be unbounded and termination of P is certain (i.e. the halting states will eventually be reached with probability one).
Observation 2.3. Since the class of PTAs we consider have no non-determinism between edges and halting states are time-lock states then the probability of repeating a cycle decreases monotonically with a fixed rate. That rate can be computed by taking the product of the probability weights of edges of the cycle.
Observation 2.4. The number of times a cycle π can be executed is inversely proportional to the rate at which the probability to repeat the cycle is decreasing.
The Zone Abstraction and Difference Bound Matrices
The state space of dense-time models can be in general infinite (uncountable) and therefore can not be directly model checked. However, researchers in realtime model checking proposed an efficient representation of the state space of timed automata based on so-called zone-graphs [17, 23] . In a zone graph, zones are used to denote symbolic states. This in practice gives a more compact representation of the state-space of a given TA model.
A zone is a pair (l, ϕ), where l is a location of a PTA P and ϕ is a clock zone. The clock zone succ(ϕ, e) will denote the set of clock valuations v ′ such that for some v ∈ ϕ the state (l ′ , v ′ ) can be reached from the state (l, v) by letting time elapse and by executing the transition e. The pair (l ′ , succ(ϕ, e)) will represent the set of successors of (l, ϕ) under the transition e. Note that the assignment of the values of the clocks in the initial location of P is easily expressed as a clock zone since v(x) = 0 for every clock x ∈ X. Note also that every constraint used in the invariant of an automaton location or in the guard of a transition is a clock zone. Therefore, clock zones can be used for various state reachability analysis algorithms for (probabilistic) timed automata.
Difference bound matrices [13] are the most common data structure for the representation of state spaces of (probabilistic) timed automata. A DBM is a two-dimensional matrix that records the difference between upper bounds of clock pairs up to a certain constant. Recall that a clock constraint over the set of clocks X is a conjunction of atomic constraints of the form x ∼ m and x − y ∼ n where x, y ∈ X, ∼∈ {≤, <, =, ≥, >}, and m, n are integers. In order to have a unified form for clock constraints in a DBM we introduce a reference clock x 0 ∈ X with the constant value 0 that is not used in any guards or invariants. The matrix is indexed by the clocks in X together with the special clock x 0 . The element D i,j in matrix D is of the form (n, ≺) where x i , x j ∈ X, n represents the difference between them, and ≺∈ {≤, <}. Each row in the matrix represents the bound difference between the value of the clock x i and all the other clocks in the zone, thus a zone can be represented by at most |X| 2 atomic constraints. This implies that each pair of the variables (x i , x j ) (i = j) will be represented by two atomic constraints (d i,j , ≺) and (d j,i , ≺).
Motivating Examples
To demonstrate the complexity of the problem, we discuss here a number of tricky examples of probabilistic timed automata models. All the given examples are examples of purely probabilistic PTAs (no non-determinism between edges) and hence termination is certain (i.e. we have termination with probability one). As we shall see, the greater the number of cycles in the structure of the automaton, the greater the complexity of the analysis. For the given examples, the constants c, c 1 , c 2 , c 3 ∈ N and p, p 1 , p 2 , p 3 ∈ (0, 1). We use the split edges to represent probabilistic transitions that belong to the same distribution, that once taken may yield different results according to probabilistic choices. The automaton in Fig. 1 represents a loop-free automaton where the structure of the model contains no cycles. The maximum expected termination time for this automaton can be computed as follows
Consider for example the cyclic automaton in Fig. 2 . To compute the maximum expected termination time of the automaton then the cycle needs to be executed until the probability of repeating the cycle converges to zero.
Note that a strategy for maximizing expected termination time would allow the automaton to wait at location start as long as possible before taking the transition, i.e. until the clock x equals c (meaning c time unit elapses as the clock is always reset). Let t i be the delay chosen for the i-th visit of configuration (start, x = 0) with probability p, the expected termination time of P can be computed as follows By the location invariant, t i ≤ c. Hence, t 0 + t 1 + ... + t i ≤ c * (i + 1). In this case, the above series converges and the expected termination is bounded. Therefore, the maximum expected termination time of P 2 is
However, if you drop the location invariant and arbitrary high delays can occur then the above series might diverge and the maximal expected termination time can be unbounded. The automaton in Fig. 3 represents a cyclic automaton with a single cycle of length n = 3. Here the probability to repeat the cycle depends on the probability weights of the entire set of the edges of the cycle. Hence, the maximum expected termination time of automaton P 3 can be described by the following formula 
which can be simplified to the following formula
The last example we consider is an automaton with successive cycles. To compute the maximum expected termination time of the automaton then each reachable cycle needs to be executed until the probability to repeat the cycle converges to zero. 
As one can see, the greater the number of cycles the automaton have, the greater the complexity of the analysis. One might think that for deterministic PTA (no non-determinism between edges), the problem becomes easier. However, this is not the case as cycles, in particular intersecting cycles, when occur in the structure of the automaton can make the analysis far more complicated.
Accelerating Execution of Probabilistic Timed Cycles
Cycles in PTAs can increase the computational complexity of the analysis significantly, as the size of the generated state space can be huge. This can degrade the performance of the model checking algorithm. Techniques for accelerating execution of cycles can be applied to bring the verification problem within the bound of feasibility for model checking. The majority of the cycles in (probabilistic) real-time systems, embedded systems, and control systems have a well-defined and simple structure [15, 1] . In this section, we discuss two forms of cycles that may be encountered when analyzing a PTA: cycles with constant delays (i.e. delays are repeated every iteration) and cycles with periodic delays (i.e. delays are repeated every k-iterations, where k > 1).
Remark 4.1. When model checking a PTA, the values of the automaton clocks (i.e. the set of real-valued variables in the model) are represented symbolically using clock zones. Therefore, the delays the automaton can spend at each visited control location can be described by an interval. An extra clock δ can then be added to compute the delay interval corresponding to each visited control location. This, in fact, simplifies the implementation of the strategy used to resolve non-deterministic choices over delays at control locations of the automaton.
Definition 8. (Cycles with constant delays). Let π be a cycle in a PTA model P and delay(π, i) be a function that computes the summation of delays of the cycle π at iteration i. We say that π is a cycle with constant delays if for any two distinct iterations i, j we have delay(π, i) = delay(π, j).
Definition 9. (Cycles with periodic delays). Let π be a cycle in a PTA model P. We say that π is a cycle with periodic delays if the delays of the cycle are repeated every k iterations. That is, delay(π, i) = delay(π, i + k).
Note that cycles in TAs can take different forms: they can be either finite cycles (i.e. cycles whose edges become disabled after some iterations) or infinite cycles (i.e. cycles whose edges are always enabled). However, in PTAs we consider, cycles can take only one form where the timed edges of the cycle are always enabled but the cycle can be repeated only a finite number of times as the probability to repeat the cycle converges to zero as the iteration increases. However, cycles in which some of timed edges become disabled between iterations can lead to blocking states in PTAs (i.e. states at which none of the outgoing edges can be taken). Recall that states in PTAs we consider behave purely probabilistic and hence the outgoing edges of any reachable location of P belong to a single distribution and share the same transition guard. Proof. For cycles to have constant delays or periodic delays then the same set of clock zones need to be generated either at each iteration or every k iterations. So to prove the lemma we need to show that for any cycle π in a PTA model P a fixed point will eventually be reached within a bound k, where k ≥ 1. Note that in order for timed transitions of a cycle π to stay enabled forever then each active clock of the cycle (i.e. the clock that participates in the invariants or guards of the cycle) needs to be reset at least once at some edge of π. Since we assume that all invariants in P are bounded and given that |π| < ∞ (i.e. the cycle has a finite number of locations) then the number of clock zones that can be generated at any locations of π is finite. Therefore, a fixed-point will eventually be reached w.r.t. to the active clocks. However, since active clocks of π can be reset at any edge of the cycle including the last edge then it is possible to encounter the same set of zones (or the same zones w.r.t the active clocks) at each iteration, which yields a cycle with constant delays.
Let us consider again the automaton in Fig. 2 . The automaton represents an example of cyclic PTA with constant delays. That is, the amount of time the automaton can spend at the location start is within the interval [0, c], and hence the maximal amount of time that P 2 can spend every time it visits the location start is bounded by the constant c. From the given expected termination time formula of this automaton we notice that there are two parameters that affect the computation of expected WCET: (1) the probability weights of the edges of the cycle, and (2) the maximum time delay the automaton can spend at each location of the cycle. It is interesting to note that the probability of the cycle decreases exponentially w.r.t the loop counter i, while the other parameters remain constant between iterations. One can take advantage of these observations to accelerate the analysis of cyclic PTA models. 1. the timed edges of the cycle are always enabled; 2. the probability of repeating the cycle decreases exponentially; 3. the timed delay intervals of the cycle can be either constant or periodic.
Note that properties (1-3) described in Observation 4.4 hold generally for cycles in PTA models in practice [19, 22] . That is, it is always possible to take a probabilistic edge either immediately or after letting time elapse.
Definition 10. (Acceleratable probabilistic timed cycles). Let P be a PTA model and π be a reachable cycle in P. We say that π is an acceleratable cycle if the delays of the π are either constant or periodic and the probability to repeat the cycle decreases exponentially with a fixed rate.
Our key goal is to design an efficient solution that prevents the algorithm from searching too far or generating a huge state space. We argue here that termination with probability one is not a strong enough condition to provide both practical assurance of termination of the analysis and an efficient solution to the problem. We now describe the basic formal steps that can be followed to accelerate the execution of a cycle π in a PTA model P.
1. Synthesize the formula, φ π , for the detected cycle π that can be used to compute the cumulative delay introduced by successive executions of π. 2. Find the value of the loop counter i at which the probability of repeating the cycle converges to zero. 3. Compute the total expected delay of the cycle π using φ π . 4. Update the variable that is used to maintain the maximum expected termination time of the automaton under analysis. 5. Compute the clock zone that results from collapsing the cycle's iterations. 6. Update the probability weights of the automaton edges that have been affected by the acceleration process. 7. Restart the corresponding constructed Markov chain of P.
The above steps of the acceleration process can be automated using both model checking and static analysis techniques with the help of some auxiliary numerical procedures. Static analysis techniques can be used to derive some parameters from the input graph including the probability weighs of the edges of the cycle. The model checking algorithm is used to compute the initial probability value and the initial clock zone at which the cycle is reached during the analysis. An extra algorithmic procedure is used to find the value of the cycle's counter at which the probability of repeating the cycle converges to zero. We now turn to describe how one can synthesize formulae for computing expected delay of cycles with constant delays and cycles with periodic delays.
Definition 11. (Recursive formulae for cycles with constant delays). Let P = (L, X , inv, prob, L) be a PTA and (e 0 , ..., e m−1 ) ∈ E π be the sequence of edges of a reachable cycle π in P whose delay intervals are constant. Let t 0 , ..., t m−1 be the maximum delay that P can spend at the cycle's locations src(e 0 ), ..., src(e m−1 ) after non-deterministic choices have been resolved. The formula φ c π that describes the expected delay of the cycle will be
where n is the value of the cycle counter at which the probability to repeat the cycle converges to zero.
The complexity of the formula depends mainly on the structure of the cycle being inspected including the length of the cycle (i.e. the number of the edges of the cycle). The first summation operator in the formula is used to iterate through the cycle until the probability of repeating the cycle converges to zero while the second summation operator is used to iterate through the control locations of the cycle at each iteration. Since the control locations of the cycle can be reached with different probability values depending on the probability weights of the edges of the cycle, the expected delays that result from visiting these locations can be different. Note that the formula in Definition 11 can be simplified further as µ = m−1 c=0 weight(e c ) is constant. Hence, the formula can be simplified to
weight(e c )) * t b .
We now turn to discuss how one can synthesize a formula φ p π for a cycle whose delays are periodic. Note that once we know the rate (i.e. the number of iterations) at which a fixed-point can be reached, let us denote it by k, and the set of delays at each location of the cycle during the k iterations, we can then accelerate the execution of the cycle. The computations of these delays can be performed using model checking. However, the future delay evolution of the cycle can be then described mathematically using a recursive formula.
Definition 12. (Recursive formulae for cycles with periodic delays).
Let P = (L, X , inv, prob, L) be a PTA and (e 0 , ..., e m−1 ) ∈ E π be the sequence of edges of a reachable cycle π in P. Suppose that π is a cycle whose delay intervals are periodic (i.e. the delays are repeated every k iterations). The formula φ p π that describes the expected delay of the cycle will be The effectiveness of acceleration for cycles with periodic delays depends mainly on how often the delays are repeated (i.e. how many iterations are needed to reach a fixed-point). Clearly, the faster a fixed-point is reached the smaller the size of the generated state space.
Let φ π be the recursive formula concerning the expected delay of cycle π derived as described above, σ = ( n−1 j=0 (weight(e j )) be the rate at which the probability of repeating the cycle is decreasing, and initProb be the initial probability value at which the cycle is reached during the analysis. We use the numerical procedure given in Algorithm 1 to compute the total expected delay of π. Note that the cycle is repeated until the total probability converges to zero. That is, until the probability becomes smaller than a threshold value ∆ (e.g. ∆ = 10 −9 ). The proposed iterative numerical procedure approximates the total expected delay introduced by a cycle up to some accuracy. However, to get the exact expected delay, we should take a very small number ∆.
Input: (σ, ∆, initProb, φ π ) float prob = initProb; int i = 0, sum = 0 while (prob > ∆){prob := (prob * σ); i := i + 1} for (j = 0; j <= i; j + +) {sum:= sum + φ π (j); j := j + 1} return sum Algorithm 1: Computing the total expected delay of the cycle The next step of the process is then to compute of the accelerated clock zone that results from collapsing the iterations of the cycle. The key question is then how the zones inside the cycle should be updated during the acceleration. In fact, the zones need to be updated very carefully so that the acceleration does not affect adversely the rest of the analysis of the automaton. That is, we need to ensure that the applied acceleration is exact. Recall that zones provide a representation of sets of clock interpretations as constraints on (lower and upper) bounds on individual clocks and clock differences. Let k be the iteration number at which the delay of the cycle becomes constant. We can then compute the clock zone that results from accelerating the cycle as follows.
• Updating lower/upper bounds of the automaton clocks. Updating the automaton clocks during acceleration is an easy task as the delays of the cycle are constant between iterations. Hence, the lower and upper bound of a clock z can be updated as follows.
• Updating diagonal constraints of the automaton clocks. Updating this set of constraints is also a straightforward task. Let z 1 and z 2 be two clocks in the automaton being accelerated then the diagonal constraints involving z 1 and z 2 can be updated as follows.
We now turn to discuss how to compute the accelerated clock zone that results from collapsing the iterations of cycles with periodic delays. For this class of cycles, the lower and upper bounds of the automaton clocks can be updated respectively as follows.
Note that the variable k here represents the rate at which the delays are repeated (i.e. the number of iterations at which a fixed-point can be reached). The diagonal constraints of the automaton clocks can be updated as follows.
The next important step of the acceleration process is then to update the probability weights of the edges of the automaton that have been affected by the acceleration. This step is necessary in order to ensure the soundness of the acceleration process. Note that after acceleration the probability weights of some edges of the cycle will be decreased (i.e. will be set to zero) and hence the probability weights of some other edges of the automaton need to be updated (increased) in order to maintain the probability distribution of states. This can be performed according to the update rules described in Definition 13.
Definition 13. (Probability update rules after acceleration). Let P = (L, X , inv, prob, L) be a PTA and (e 0 , e 1 , ..., e m−1 ) ∈ E π be the sequence of edges of a reachable cycle π in P. Then after accelerating the execution of π the probability weights of some edges in P will be updated as follows 1. Let E out be the set of edges in the set out(src(e i )) \ e i , where e i ∈ E π . Then for each edge e j ∈ E out the probability weight of e j will be updated as follows
weight(e j ) = weight(e j ) + weight(e j ) * weight(e i ) e k ∈Eout weight(e k ) where weight(e j ) represents the probability weight of the edge e j in the prior distribution (before acceleration) and weight(e j ) represents the probability weight of the edge e j in the new distribution (after acceleration). 2. For each edge e i ∈ E π whose weight(e i ) < 1 set weight(e i ) to zero.
Note that only transitions with probabilities between, but not including, 0 and 1 will be updated after acceleration. This is because transitions with probabilities 0 or 1 are not probabilistic. The last step of the process is then to restart or reset the corresponding Markov chain of the model P as described in the following definition. Restarting the corresponding Markov chain of a cyclic PTA P is necessary when verifying expected WCET since successive executions of a cycle can make the cumulative probability of the system tends to zero as the iteration increases.
Definition 14. (Resetting the Markov chain of P). Let P be a PTA and π be a reachable cycle in P. Then after executing π repeatedly until the probability converges to zero the corresponding Markov chain of P needs to be restarted by setting the initial probability of the system to one. However, the new initial state of the model can be chosen according to available probabilistic choices.
Solving the Problem Using The Zone Approach
In this section, we describe an algorithmic solution to the expected WCET problem of PTAs using the zone-based approach. We first discuss a number of optimizations that can be used when generating a zone graph of a given TA model. We then describe a solution to the problem for loop-free PTAs which we extend it later to cyclic PTAs.
Some Optimizations When Constructing The Zone Graph
There are several optimizations that can be developed when verifying maximum time to termination of purely probabilistic TA models. Before discussing these optimizations, let us review briefly the process of constructing a zone graph of a given PTA model P, denoted by Z(P). The zone graph Z(P) is constructed by applying the operation succ(Z, e) in an iterative way w.r.t. the set of reachable edges E P . Let D be a DBM in canonical form. We want to compute the successor of D w.r.t to a transition e = (ℓ, g, λ, ℓ ′ , p), let us denote it as succ(D, e). The clock zone succ(D, e) can be obtained using a number of elementary DBM operations which can be described as follows.
1. Let an arbitrary amount of time elapse on all clocks in D. In a DBM this means all elements D i,0 are set to ∞. We will use the operator ⇑ to denote the time elapse operation. 2. Take the intersection with the invariant of location ℓ to find the set of possible clock assignments that still satisfy the invariant. 3. Take the intersection with the guard g to find the clock assignments that are accepted by the transition. where Canon represents a canonicalization function that takes as input a DBM and returns a canonicalized matrix in the sense that each atomic constraint in the matrix is in the tightest form, I(ℓ) is the invariant at location l, and ⇑ denotes the elapse of time operation. Note that intersection does not preserve canonical form [8] , so we should canonicalize (((D ⇑ ) ∧ I(ℓ)) ∧ φ) before resetting any clock (if any). After applying the guard, the matrix must be checked for consistency. Checking the consistency of a DBM is done by computing the canonical form and then checking the diagonal for negative entries. The resulting zone at step 5 needs to be intersected with the clock invariant at the target location ℓ ′ and canonicalization afterwards. This is necessary in order to ensure that the guard φ and the reset operation ([λ := 0]) implies the invariant at the target location.
Let us denote the zones that result from steps 1-6 above by Z 1 − Z 6 respectively. We now discuss a number of optimizations that can be used to reduce both the space and time needed to construct a zone graph of a PTA model. Since we deal with purely PTAs then all outgoing edges of a reachable location ℓ ∈ L P share the same guard and have the same source location. These edges may differ in their target locations and the set of clocks that are reset once these edges are taken. Let out(ℓ) = {e 1 , ..., e n }. It is easy to see then that the first four intermediate zones Z 1 − Z 4 that result from computing the zones succ(ℓ, e 1 ), ..., succ(ℓ, e n ) will be the same. This observation helps to avoid redundant computations and hence reduce the computational time needed to construct the zone graph, as intermediate zones that result from computing succ(ℓ, e i ) can be used to compute the zone succ(ℓ, e j ). This optimization applies to all states of the model as we deal here with purely PTAs.
The second observation is that the intermediate zone that determines the delay the automaton can spend at any visited location is the zone Z 3 which is common among all successor zones of the edges in out(ℓ). Hence, all the edges that belong to the same distribution yield the same time delay but with different probability value. Since we deal here with deterministic acyclic PTA model (i.e. no non-determinism between edges and no cycles in the structure of the automaton) and P is well-formed and delay introduced by outgoing edges at any reachable location will be the same, then we can compute expected WCET of the model without going through the set of reachable edges of the automaton one by one.
Formally, let MaxTerm be the value of the maximum accumulated delay up to a location ℓ in a model P and α be the probability value at which the location ℓ is reached. Let out(ℓ) = {e 1 , e 2 , e 3 } and w 1 , w 2 and w 3 be the probability weights of these edges respectively and delay be the maximum time delay that result from executing these edges (which will be the same for all edges). Then after taking the edges e 1 , e 2 , e 3 the value of MaxTerm will be updated as follows MaxTerm = MaxTerm + α * w 1 * delay + α * w 2 * delay + α * w 3 * delay But (w 1 + w 2 + w 3 ) = 1 as P is well-formed and the probabilities of the outgoing transitions of a probabilistic node up to one. Hence, the formula can be simplified to MaxTerm = MaxTerm + α * delay.
Note that the clock zones that result from taking the edges e 1 , e 2 and e 3 can be different depending on the target location and the set of clocks that are reset at each of these edge. However, the target locations of the edges e 1 , e 2 and e 3 will be reached with probabilities α * w 1 , α * w 2 , and α * w 3 respectively.
An Efficient Zone-based Algorithm For Acyclic PTAs
We now describe a zone-based algorithm that can be used to compute the maximum expected termination time of a loop-free PTA model. The algorithm uses the following operations: weight(e i ) which returns the probability weight of edge e i and out(ℓ) which returns the set of outgoing edges of location ℓ. The algorithm is very straightforward as we deal here with acyclic PTAs. The states of the model have the form (ℓ, Z, prob), where prob represents the probability value at which the location ℓ or the clock zone Z can be reached. The algorithm uses an extra clock δ in order to compute the maximum delay the automaton can stay at each visited location. Note that we do not use the inclusion abstraction [8] in the WCET algorithm since inclusion abstraction may lead to stop the exploration when some zone is "included" inside an already explored zone. This way of cutting exploration based on inclusion is not correct when properties critically involve detection of cycles in the (probabilistic) timed automaton. The algorithm computes the expected delay introduced by the set of outgoing edges of a reachable location in P in a single computational step, since edges that belong to the same distribution yield the same delay.
A Zone-based Solution for Cyclic PTAs
Handling cycles in PTAs can be a non-trivial task in particular when computing expected WCET of the model. This is mainly because the computation of the maximum expected termination time requires that each reachable cycle in the model be executed until the probability to repeat the cycle converges to zero. Note that the algorithm for cyclic PTAs needs not only to detect cycles during the analysis but also to detect whether there are intersecting cycles in the model, as intersecting cycles require special treatment during the analysis.
Handling Intersecting Cycles During The Analysis.
The presence of intersecting cycles complicates the formal verification of expected WCET of PTAs, as the order at which intersecting cycles are executed can affect the outcome of the WCET analysis. As we shall see, the computational complexity of the problem can grow quickly in presence of intersecting cycles. Note that the total expected delay introduced by a cycle in a PTA depends on two parameters: the rate at which the probability to repeat the cycle is decreasing and the time delay of the cycle. It is easy to see then that the Let P be a PTA and π 1 , π 2 be two reachable cycles in P. Let also L π1 and L π2 be the set of control locations of π 1 and π 2 respectively. Intuitively, we say that π 1 and π 2 are intersecting cycles if L π1 ∩ L π2 = ∅ (i.e. the cycles have some control locations in common).
Observation 5.1. The way the probabilistic choices in a PTA model P are resolved can affect the outcome of the expected WCET analysis, in particular when P contains intersecting cycles. To compute the expected WCET of a cyclic PTA then probabilistic choices should be resolved such that each reachable cycle is executed until the probability to repeat the cycle converges to zero.
We now turn to discuss an interesting class of intersecting cycles, namely nested cycles. Nested cycles (see Definition 16) are special form of intersecting cycles where all control locations of the inner cycle are control locations of the outer cycle. To compute the maximum expected termination time then the inner cycle needs to be executed until the probability to repeat the cycle converges to zero and then the outer cycle is executed also until the probability to repeat the cycle converges to zero. However, unlike nested cycles in non-probabilistic systems, the inner cycle will not be visited between iterations of the outer cycle.
Definition 16. (Nested Cycles). Let P be a PTA and π 1 , π 2 be two reachable cycles in P. Let also L π1 and L π2 be the set of control locations of π 1 and π 2 respectively. We say that π 1 is a nested cycle if L π2 ⊆ L π1 .
In Fig. 5 we give an example of a PTA model with nested cycles. The maximum expected termination time of P 6 can be computed as follows 
Note that the WCET algorithm for cyclic PTAs needs to distinguish between intersecting cycles that are nested and intersecting cycles that are non-nested, as the later needs to be treated differently during the analysis. We say that cycles π 1 and π 2 are intersecting cycles but not nested if some control locations (but not all) of π 1 are not in the set of control locations of π 2 and vice versa.
Definition 17. (Intersecting cycles that are non-nested). Let P be a PTA and π 1 , π 2 be two reachable cycles in P. We say that π 1 and π 2 are intersecting but not nested cycles if (L π1 ∩ L π2 = ∅) and (L π1 ⊆ L π2 ) and (L π2 ⊆ L π1 ).
In Fig. 6 we give an example of a PTA model with intersecting cycles. Let us denote the cycle involving the control location start by π 1 and the other cycle by π 2 . The control location c is a common location among cycles π 1 and π 2 . Using Definition 11 we can describe the recursive formula concerning expected delay of each cycle as given below. Note that cycles π 1 and π 2 can be executed in a variety of orders, depending on the way the probabilistic choices at control location c are resolved. This can affect the expected delay introduced by successive executions of these cycles and ultimately the expected WCET value of the automaton.
In general, one cannot mathematically determine (by inspecting the corresponding recursive formula of each cycle) the execution scenario of cycles that yields the maximum expected termination time due to the complexity of these formulas. One therefore needs to consider all possible execution scenarios of intersecting cycles. Handling intersecting cycles in PTAs can be performed in two steps. In the first step, a model checking algorithm is used to analyze each cycle independently until a fixed-point is reached. In the second step, a numerical procedure (see Algorithm 4) is followed to find the execution scenario that maximizes the expected termination time of the model. Note that all the information that is necessary for accelerating a cycle in a PTA including the timing delays of the cycle and the rate at which the probability of repeating the cycle is decreasing can be obtained once a fixed-point of the cycle is reached.
A Zone-based Algorithm for Cyclic PTAs.
The WCET algorithm for cyclic PTAs proceeds into two phases: the static analysis phase and the model checking phase. In the first phase (the static analysis phase) the PTA model is analyzed statically in order to detect all the cycles in the input model. For each detected cycle π i the algorithm computes the set L πi (i.e. the set of control locations of the cycle). So if there are k cycles in the model then we maintain the list {L π1 , ..., L π k }. We assume that each control location in the model has a unique label. Since we assume that PTAs we consider are well-formed then all detected cycles at this phase are reachable cycles. In the second phase (the model checking phase), the actual verification is performed where the state space of the model is generated using forward reachability analysis. Before given the pseudo-code of the algorithm for cyclic PTAs, let us summarize first the basic steps that the algorithm needs to follow when handing cycles in the input PTA model. Informally, the WCET algorithm for cyclic PTAs works as follows:
1. During the static analysis phase, the algorithm detects intersecting cycles in the model and maintain them in the list SetsOfIntersectingCycles. 2. During the model checking phase, when a cycle π is detected then there are two cases to consider:
(a) if π does not intersect with any other cycle then the cycle needs to be executed in the order in which it appears in the model. (b) If π intersects with some other cycles in the model then some numerical procedure needs to be followed to determine the execution order under which the maximum expected termination time can be derived.
Update the variable
MaxTerm that is used to maintain the maximum expected termination time of P. 4. Update the probability weights for all the outgoing edges of the nodes of the cycle as described in Definition 13. 5. Reset the corresponding Markov chain of the model. 6. Repeat steps 2-6 above until all the cycles in the model are examined.
Each node in the computed tree of the given PTA model is of the form (ℓ, Z, prob, sts) which is similar to the acyclic case but we have here an extra variable sts which is assigned to each state in order to detect whether there exists a cycle on locations in the behavior of the automaton. The variable sts can take values from the set {0, 1, 2}. When it is 0 it means that the location has not been visited before, when it is 1 it means the location has been visited before but not fully explored, and when it is 2 it means that everything reachable from that location have been explored. In addition to the operations used for loop-free PTA, the algorithm for cyclic PTA uses the following operations. The operation ComputeLocationsofCycle() is used to compute the set of control locations of the detected cycle in the form (ℓ 0 , ..., ℓ m−1 ). Note that the operations ComputeRecursiveFormula(cycle), ComputeMaxDelay(φ), UpdateProbWeight(e), ResetMarkovModel(P), and the operation ComputeAcceleratedZone (cycle) have been described formally at Section 4, which are the basic operations used to accelerate the execution of cycles in PTAs.
The special procedure HandleIntersectingCycles(list) is used to handle the set of interesting cycles in the model. Let list be a list that maintains all possible execution orders of Π * = {π 1 , ..., π k } that result from resolving probabilistic choices at common locations of intersecting cycles, where list consists of a set of rows where each row represents a possible execution scenario of these intersecting cycles. After performing the numerical analysis of each possible execution scenario, the variable MaxTerm will be updated as follows The procedure iterates through all cycles in Π * . For each execution scenario scenario ∈ listOfScenarios, the total expected delay introduced by a cycle π i ∈ Π * is computed. Once all the cycles are verified under the chosen scenario, the summation of the total expected delays of all the cycles is computed. This process is repeated until the procedure finds the execution scenario that yields the maximum termination time of the model. At this step, the underlying zone graph of the model is updated as described in Section 4. However, it may no be feasible to consider all possible execution scenarios of the cycles, as the iterations of the cycles can overlap during execution. We leave open the problem of developing a heuristic method that analyses efficiently WCET of PTAs with intersecting cycles. In particular, the following problem would be an interesting direction for future work Problem 1. Given two cycles π 1 and π 2 in a PTA P that have some control locations in common, is it possible to form a cycle which includes all of the control locations from both cycles (i.e. to merge π 1 and π 2 into a single cycle) without adversely affecting the expected WCET analysis of P?
However, there are some situations in which the above numerical procedure can be skipped. This happens when it is easy to determine mathematically the execution scenario (or the resolution of probabilistic choices) that yields the maximum expected expected delay. Note that there are two parameters that can affect the total expected delay introduced by successive executions of a cycle π: the rate at which the probability to repeat the cycle is decreasing, let us denote it by rate(π), and the time delay of the cycle, which we will denote by delay(π). Hence, for any two intersecting cycles π 1 and π 2 whose (rate(π 1 ) < rate(π 2 )) and (delay(π 1 ) < delay(π 2 )) then cycle π 1 should be executed first followed by cycle π 2 . This order of execution yields the maximum expected delay since π 2 will be repeated more times than π 1 and the time delay of π 2 is bigger than the time delay of π 1 .
It is interesting to note that the algorithm uses the activity abstraction when searching for a fixed-point of visited cycles. The activity abstraction ignores clocks that are inactive at some point during the exploration. A clock is active within a cycle π if its value at some location of the cycle may influence the future evolution of the cycle. This may happen whenever the clock appears in the invariant condition of some location of the cycle, it is tested in the condition of some of the edges of the cycle, or an active clock takes its value when moving through an edge of the cycle. We write s.Ż to refer to the set of clock constraints involving active clocks at state s. For more details about the activity abstraction we refer the reader to [1] . Proof. Theorem 5.2 can be proved by induction on the length of transition sequences. However, the proof of the theorem is a straightforward combination of Lemma 2.1 and Theorem 2.2. From Theorem 2.2 we know that termination is certain and the size of the generated state space of P is finite. From Lemma 2.1 we know that each reachable cycle in P will be repeated a finite number of times as the probability to repeat the cycle decreases exponentially between iterations. Since P is a deterministic PTA (no non-determinism between edges) the algorithm therefore visits every reachable edge of P. However, if a cycle is detected during the analysis then the algorithm checks whether the cycle is an intersecting cycle or non-intersecting cycle. If it is non-intersecting cycle then the cycle is executed with the help of an acceleration procedure until the probability to repeat the cycle converges to zero (i.e. until it becomes smaller than the bound ∆). On the other hand, if the cycle intersects with some other cycles, then a numerical procedure is followed to find the execution scenario of the cycles that yields the maximum expected delay, where each cycle is repeated until the probability to repeat the cycle becomes smaller than the bound ∆. Hence, the expected WCET value returned by the algorithm is an approximated value of the actual WCET up to some accuracy. The smaller the bound ∆, the more accurate the approximation.
The Computational Complexity of The Problem.
We now turn to discuss the computational complexity of the problem. Let Q be the number of sets of intersecting cycles in P, where each set Q i consists of a number of intersecting cycles (π 1 , ..., π n ). Let m be the number of nonintersecting cycles in P. Then the computational complexity of the problem can be then described as given in Theorem 5.3. (|π k | * I k )), where |π j | represents the number of edges of the cycle π j , I j represents the number of times π j can be repeated, and E represents the number of possible different execution scenarios of the cycles in Q i that result from resolving probabilistic choices.
As one can see, the size of the generated state space of a given PTA model P can grow quickly in presence of cycles. Note that probabilistic choices in a cyclic PTA can be resolved in a variety of ways which can lead to many possible execution scenarios, in particular when the input automaton contains intersecting cycles. These different execution scenarios can yield different expected delays. Hence, verification of PTAs with intersecting cycles can degrade significantly the performance of model checking. The proposed acceleration technique can be used to reduce the computational complexity of the problem by collapsing the iterations of the cycles. However, the following theorem shows that the proposed acceleration can be effective with respect to the expected WCET problem, where the model checking algorithm will not be used to generate the entire state space of the model. Theorem 5.4. (Effectiveness of acceleration). Using the proposed algorithm one can use model checking to repeat a cycle π at most L iterations, where L is the number of iterations needed to reach a fixed-point of the cycle. This bound is sufficient to gather all information needed to accelerate the cycle.
The space and time reduction that can be gained from the proposed acceleration can be significant in particular when the number of times the cycle can be repeated is large. The cycle will be repeated using model checking only L times and hence each location of the cycle will be visited at most L times. However, for cycles with constant delays L = 2.
Conclusion and Future Work
We have described a model checking algorithm which can be applied to verify expected WCET of probabilistic timed systems with cyclic behavior. Indeed, the presence of cycles in the input timed probabilistic model can degrade significantly the performance of the model checking algorithm. However, we have shown that it is possible to accelerate the execution of probabilistic timed cycles without adversely affecting the outcome of the analysis. We have shown also that the expected WCET analysis is sensitive to the order at which cycles are executed (i.e. the way probabilistic choices are resolved during the analysis), in particular when the model contains intersecting cycles. We have therefore developed a numerical procedure to handle intersecting cycles that guarantees to yield the expected WCET of the given cyclic PTA.
As we have shown, probabilistic choices in cyclic PTAs can be resolved in a variety of ways leading to many possible execution scenarios, which can degrade the performance of the model checking algorithm. We leave open the problem of developing an efficient strategy for resolving probabilistic choices of PTAs with intersecting cycles that maximizes the expected termination time of the model. We believe that the contributions made in this work are interesting not only to the PTAs community but also to the TAs community, in particular the contributions concerning acceleration of cycles with constant delays and cycles with periodic delays.
Several interesting directions remain open for further investigation. One is to investigate whether an SMT-solver can be used to optimize further the acceleration process, in particular to reduce the computational complexity of the steps 3 and 4 of the acceleration process. In the proposed approach, the total expected delay of a cycle is computed using an iterative numerical procedure. This can slow down the model checking algorithm specially when the input automaton contains successive cycles. However, since successive executions of a cycle in PTAs we consider, as we have shown, yield always convergent series, we aim to study the mathematical properties of the generated series to see whether these series can take certain forms (e.g. arithmetic series, geometric series,..), as summation of such forms of series can be easily computed using some arithmetic formulas. These optimizations can improve the performance of the proposed zone-based solution.
Finally, we aim to reconsider the problem while relaxing some of the assumptions imposed on the PTA model. In particular, we aim to reconsider the problem for PTAs while allowing non-determinism between edges. The precise complexity of expected WCET analysis for cyclic PTAs with non-determinism is still open. In order to ensure termination for PTAs we consider, the algorithm requires clocks to be bounded. For timed automata, much work has been done to develop sound abstractions adapted to the forward exploration of timed automata, ensuring termination of the model-checking algorithm without bounding the clocks. We aim to take advantage of recent developments on abstractions for timed automata, and propose an algorithm allowing for symbolic analysis of all probabilistic timed automata, without requiring bounded clocks.
