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Abstract
We present an extension of the Combination Lemma of Guibas et al. (1983) that expresses the complexity of
one or several faces in the overlay of many arrangements (as opposed to just two arrangements in (Guibas et al.
1989)), as a function of the number of arrangements, the number of faces, and the complexities of these faces in
the separate arrangements. Several applications of the new Combination Lemma are presented. We first show that
the complexity of a single face in an arrangement of k simple polygons with a total of n sides is 2(nα(k)), where
α(·) is the inverse of Ackermann’s function. We also give a new and simpler proof of the bound O(√mλs+2(n))
on the total number of edges of m faces in an arrangement of n Jordan arcs, each pair of which intersect in at most
s points, where λs(n) is the maximum length of a Davenport–Schinzel sequence of order s with n symbols. We
extend this result, showing that the total number of edges of m faces in a sparse arrangement of n Jordan arcs is
O((n+√m√w)λs+2(n)/n), where w is the total complexity of the arrangement. Several other related results are
also obtained. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Γ be a given set of n Jordan arcs 1 in the plane, so that any pair of arcs from Γ intersect at most
s times (for some fixed constant s). Let A(Γ ) denote the arrangement of Γ , namely the partition of the
plane induced by the arcs of Γ into O(n2) faces, edges and vertices. The vertices are the endpoints and
the points of intersection of the arcs in Γ , the edges are the maximal connected portions of the arcs not
containing any vertex, and the faces are the connected components of the complement of the union of
the arcs in Γ . Such an arrangement is depicted in Fig. 1. See [18] for more details concerning planar
arrangements of arcs.
For a face f of the arrangement A(Γ ), the complexity of f is the number of vertices and edges
(subarcs) along the boundary of f .
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1 A Jordan arc is the image of a continuous 1–1 mapping of the unit interval [0,1] into the plane.
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Fig. 1. The arrangement of {γ1, γ2, γ3, γ4}.
Let Γ1, . . . , Γt be t sets of Jordan arcs, so that any pair of arcs from Γ = ⋃ti=1 Γi intersect at most s
times. The arrangement A(Γ ) is called the overlay of the arrangements A(Γ1), . . . ,A(Γt). Given a set
of points P = {p1, . . . , pm}, none lying on any arc of Γ , we call a face, of any arrangement, marked if it
contains at least one point from P .
We are interested in the complexity of the marked faces in A(Γ ), expressed as a function of the
total complexity of the marked faces in the arrangements A(Γ1), . . . ,A(Γt). The vertices and edges of
a marked face are counted only once in the total complexity, even if it contains several points of P (but
they are counted with multiplicity, once for each marked face on whose boundary they lie). The case
t = 2 has been studied by Guibas et al. [13], where the following result was proved.
Lemma 1.1 (The Original Combination Lemma for arrangements of curves [13]). Given two sets Γ1,Γ2
of Jordan arcs as above, and a set P of m marking points, the total complexity of all the marked faces in
A(Γ1 ∪ Γ2) is O(r + b+m), where r, b are the total complexities of all marked faces in A(Γ1),A(Γ2),
respectively.
See Fig. 2 for an example of an overlay of two arrangements.
The constant in the bound stated in the lemma is s + 3. This also applies to the case when P contains
just a single point (i.e., only a single face is marked), where the following more detailed bound holds.
Lemma 1.2 [13]. The complexity of a single marked face f in A(Γ1 ∪ Γ2) is at most (s + 3)(b + r +
2u+ 2v− 4uf ) where b, r are as above, u, v are the numbers of connected components of the boundary
of the marked faces in A(Γ1),A(Γ2), respectively, and uf is the number of connected components of ∂f .
In this paper we consider the more general case of overlaying t > 2 arrangements, A(Γ1), . . . ,A(Γt),
as above, where we want to bound the overall complexity of the marked faces in A(Γ1 ∪ · · · ∪ Γt) as a
function of the total complexity of the marked faces in A(Γ1), . . . ,A(Γt), of the number of arrangements,
t , and of the number of marking points, m. One way of doing this is to overlay the given arrangements
two at a time, in a balanced binary-tree fashion, and apply the bounds stated above. However, this results
in a bound that is too large, because the bound is multiplied by a factor of s + 3 at each overlay step,
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Fig. 2. Overlay of two arrangements with two marked faces.
leading to an overall factor of (s + 3)log2 t = t log2 (s+3), which is much too large. We derive an improved,
and nearly worst-case tight, bound as follows.
In Section 2.2 we prove a bound on the complexity of a Davenport–Schinzel sequence as a function
of its structure when restricted to subsets of its symbols. (This can be viewed as a combinatorial version
of our Multicolor Combination Lemma.) We also show that this bound is tight in the worst case. An
(n, s)-Davenport–Schinzel sequence (DS(n, s) sequence in short), is a sequence composed of n symbols,
which do not contain equal adjacent elements and also do not contain any alternating subsequence of two
distinct symbols of length s + 2. Let λs(n) denote the maximal length of such a sequence. It is shown
in [1,16] that λs(n) is almost linear in n for any fixed s. See [1,5,16,18] for a more detailed review of
Davenport–Schinzel sequences.
In Section 2.3 we use the result on restricted Davenport–Schinzel sequences to show that the
complexity of a single face (marked by a point) in an overlay of t arrangements, as above, is
O((λs+2(t)/t)C), where C is the total complexity of the t marked faces in the t arrangements. Again,
this bound is shown to be tight in the worst case. As a simple application of this bound, we show that the
maximum complexity of a single face in an arrangement of k simple polygons with a total of n sides is
2(nα(k)). This result has later been used in [15] to bound the complexity of a single component of the
complement of the Minkowski sum of two polygons.
In Section 2.4 we present new bounds on the complexity of a single face in an arrangement of
line segments, for certain special classes of segments. For example, we derive a linear bound on the
complexity of a single face, in the case where the endpoints of the line segments all lie on a fixed circle
and the line segments are “large” relative to the radius of the circle.
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In Section 3.1 we prove our main result, showing that the complexity of m marked faces in the overlay
of t arrangements is O((λs+2(t)/t)C+mλs+2(t)), where C is the total complexity of all the marked faces
in the t arrangements. This bound is shown to be close to tight in the worst case.
We also present some applications of our results. We derive a new proof of the bound O(
√
mλs+2(n))
on the complexity of m faces in the arrangement of n Jordan arcs. Our proof is simpler than the original
proof given in [9].
In Section 3.2 we apply our main theorem to show that the complexity of m faces in an arrangement
of n Jordan arcs, whose overall complexity w, is O((n+√m√w)λs+2(n)/n). If w =(n2), this bound
coincides with the bound O(
√
mλs+2(n)) mentioned above, but it is considerably smaller when w n2.
2. The complexity of a single face in an overlay of arrangements
In this section we derive a tight bound on the maximum complexity of a single face in an overlay of
many arrangements of arcs. This bound is used in Section 3.1 to prove our main theorem. We also derive
several related results, which we believe to be interesting in their own right.
2.1. Introduction
In this section we prove the following theorem (see Section 2.3).
Theorem 2.1 (Single face combination theorem). Given a point p and t arrangements, A1, . . . ,At , let
A denote the arrangement resulting from the overlay of A1, . . . ,At . For 16 i 6 t , let fi denote the face
of Ai that contains p, and let C denote the total complexity of f1, . . . , ft (i.e., the total number of edges
and vertices of Ai that appear along ∂fi , for i = 1, . . . , t). If every pair of arcs in the given arrangements
intersect at most s times, then the complexity of the face of A that contains p is O((λs+2(t)/t)C), and
this bound is tight in the worst case.
We first prove the lower bound of the theorem. Let Γ0 = {γ1, . . . , γt} be a collection of t Jordan arcs,
all contained in some fixed vertical strip, such that any pair of arcs of Γ0 intersect in at most s points, and
such that the complexity of the lower envelope of the arcs in Γ0 is λs+2(t) (see [16] for the existence of
such a collection).
Let width(Γ0) denote the width of the strip containing Γ0, and let Γi , for i = 1, . . . , t , denote the set{
γi + j ·width(Γ0) | j = 0, . . . ,m− 1},
for some integer m, where γ + x denotes the copy of γ obtained by shifting γ by x units in the
x-direction. Let Γ =⋃ti=1Γi , and let p be any point lying below the lower envelope of Γ . Let f denote
the face that contains p in the arrangement A(Γ ).
Let Ai = A(Γi) denote the arrangement formed by the arcs of Γi , for i = 1, . . . , t . In this case we
have t arrangements, each consisting of pairwise-disjoint arcs. Hence the total complexity C of the faces
containing p in the separate arrangements is proportional to the total number of arcs, that is, C =2(mt).
The complexity of f is

(
λs+2(t)m
)=(λs+2(t)
t
C
)
,
which establishes the lower bound of the lemma.
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Before establishing the upper bound, we first deal, in Section 2.2, with the simpler case of bounding
the length of certain restricted Davenport–Schinzel sequences. We then use this bound in Section 2.3 to
prove the upper bound of Theorem 2.1.
2.2. Restricted Davenport–Schinzel sequences
In this section we prove a bound on the length of a Davenport–Schinzel sequence, expressed in terms
of the structure of the sequence restricted to subsets of its symbols. If S is a sequence and T ′ is a subset
of its symbols, we denote by S(T ′) the subsequence of S obtained by removing all elements not in T ′,
and by replacing maximal runs of adjacent equal elements by a single element.
Theorem 2.2. Let S be a DS(n, s) sequence whose symbols belong to a set T of size n. Suppose that T
is the disjoint union of t subsets T1, . . . , Tt , such that |S(T1)| =C1, . . . , |S(Tt )| =Ct , Then we have
|S| =O
(
C
λs(t)
t
)
,
where C =∑ti=1Ci .
Proof. Without loss of generality, we may assume that all the restricted sequences S(Ti) are not empty,
for 16 i 6 t .
Let S = (s1, . . . , sr) be the given sequence. And let S1 = S(T1), S2 = S(T2), . . . , St = S(Tt ) denote
the restricted sequences, generated by restricting S to T1, . . . , Tt , respectively. Let s(i, j), for 16 i 6 t ,
1 6 j 6 |Si|, denote the symbol appearing at position j in the sequence Si . Let ν = ν(i, j) denote the
last position in S such that sν = s(i, j) and when restricting S to Ti , this position is being mapped to
position j of Si .
We break S into contiguous subsequences by adding delimiters to S as follows. We scan each restricted
sequence Si , for i = 1, . . . , t , and insert a delimiter for each symbol s(i, j), for 16 i 6 t , 16 j < |Si|,
between the positions ν(i, j) and ν(i, j)+ 1 in S.
Let σi denote the ith maximal contiguous subsequence of S not containing any delimiter. Since the
total number of delimiters is C − t we have at most C − t + 16 C such subsequences.
Partition S into disjoint blocks, where each block, except the last one, is the concatenation of t
consecutive subsequences σj ; the last block may consist of up to 2t − 1 subsequences. We claim that
each block is a DS(3t, s) sequence. This follows from the fact that only t distinct symbols, one from
each subset Ti , may appear in any single subsequence σj , and that the set of symbols that appear in σj
differs from the set of symbols that appear in σj+1 by exactly one symbol. Hence the total length of S is
|S| =O
(
C
t
λs(3t)
)
=O
(
C
λs(t)
t
)
. 2
We present two applications to Theorem 2.2. First, we prove a corresponding result for the case of
lower envelopes.
Lemma 2.3. Let F1, . . . , Ft be t collections of continuous functions over the reals, and let F =⋃ti=1 Fi
be their union. Assume that each pair of functions in F intersect at most s times. Let Ei be the lower
envelope of the functions in Fi , and let Ci denote the complexity of Ei , for 16 i 6 t . Let C denote the
total complexity of the lower envelopes of F1, . . . , Ft , i.e., C =∑ti=1Ci .
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Then the complexity of the lower envelope of the functions in F is O((λs(t)/t)C), and this bound is
tight in the worst case.
Proof. Let S be the lower envelope sequence (i.e., the sequence of functions in the order they appear
along the lower envelope from left to right) of F , and let S1, . . . , St denote the lower envelope sequences
of F1, . . . , Ft , respectively. It can be easily checked that S(Fi) is a subsequence of Si , for i = 1, . . . , t .
Thus the total length of the restricted sequences of S over F1, . . . , Ft is bounded by C.
We can therefore apply Theorem 2.2 to S, F , F1, . . . , Ft . Using the connection between lower
envelopes and Davenport–Schinzel sequences [16], we conclude that |S| =O(Cλs(t)/t) (or, for partially-
defined functions, |S| =O(Cλs+2(t)/t), as claimed. 2
Remark 2.4. Lemma 2.3 can also be proved in a more direct and geometric manner (see [14]).
Definition. Let S = (s1, . . . , sr ) be a DS(n, s) sequence. A symbol s is active in position j in S if there
are two indices 16 j ′ 6 j < j ′′ 6 r such that sj ′ = sj ′′ = s. Let v(j) denote the number of active symbols
in position j of S. We call a sequence S a DSA(n, s, t) sequence if S is a DS(n, s) sequence and, for
each 16 j 6 |S|, we have v(j)6 t . Let λs,t(n) denote the maximum length of a DSA(n, s, t) sequence.
We give a new proof to the following lemma, originally established in [17].
Lemma 2.5. λs,t(n)=2(nλs(t)/t).
Proof. The lower bound is obvious: Take a concatenation of bn/tc DS(t, s)-sequences of maximum
length, with pairwise-disjoint sets of symbols. As for the upper bound, let S be a given DSA(n, s, t)
sequence, and let T denote the set of its symbols. Assume without loss of generality that each symbol of
T appears in S at least twice. We partition T into t subsets. We initialize all subsets Ti to the empty set,
and flag each of them as ‘free’.
We scan S from left to right. Each time we encounter a symbol s for the first time, we allocate a free
subset Ti , store s in Ti and flag Ti as ‘active’. Each time we encounter the last appearance of a symbol s
in S, we free the subset that has stored s. Since there are at most t active symbols, at any position of S, it
is clear that this process will not get stuck.
Clearly, each symbol of any of the restricted sequences S(T1), . . . , S(Tt ), appears there exactly
once. Thus, the total length of these sequences is n. Applying Theorem 2.2, it follows that |S| =
O(nλs(t)/t). 2
2.3. The complexity of a single face in an overlay of arrangements
In this section we prove the upper bound of Theorem 2.1.
Let Γ = {γ1, . . . , γn} be a collection of n Jordan arcs in the plane, such that any pair of arcs from Γ
has at most s intersection points.
Let f be any face of A(Γ ) and let ζ be any boundary component of f . Without loss of generality, we
may assume that ζ is the external boundary component of f . Traverse ζ in counterclockwise direction (so
that f lies to our left) and let S = (s1, s2, . . . , sr ) be the circular sequence of oriented curves in Γ in the
order in which they appear along ζ . More precisely, for each γi ∈ Γ , let ui and vi be the endpoints of γi .
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Assume that γi is positively oriented from ui to vi (and negatively oriented in the other direction). Denote
the positively oriented curve by γ +i and the negatively oriented curve by γ −i . If during our traversal of ζ
we encounter a curve γi and follow it in the direction from ui to vi (respectively, from vi to ui), then we
add γ +i (respectively, γ −i ) to S. As an example, if the endpoint ui of γi is on ζ and is not incident to any
other arc, then traversing ζ past ui will add the pair of elements γ −i , γ +i to S, and symmetrically for vi .
Note that in this example both sides of an arc γi might belong to our connected component.
We denote the oriented arcs of Γ as ξ1, . . . , ξ2n. For each ξi we denote by |ξi| the non-oriented arc γj
coinciding with ξi . We will use the following results of [13].
Lemma 2.6 (The consistency lemma [13]). The portions of each arc ξi appear in S in a circular order
that is consistent with their order along the oriented ξi; that is, there exists a starting point in S (which
depends on ξi) such that if we read S in circular order starting from that point, we encounter these
portions in their order along ξi .
The following theorem, taken from [13], gives a tight bound on the complexity of a single face in an
arrangement of n arcs.
Theorem 2.7 (The complexity of a single face [13]). Given a collection Γ = {γ1, . . . , γn} of n Jordan
arcs, so that every pair of arcs from Γ have at most s intersection points, the complexity of a single face
in the arrangement A(Γ ) is O(λs+2(n)).
We now give the proof of the upper bound of Theorem 2.1, which somewhat resembles the proof
of [13, Theorem 3.1].
We fix a single component ζ of ∂f , and assume, without loss of generality, that it is the exterior
component. Trace ζ in counterclockwise direction (with f lying to the left), and let S = (s1, . . . , sr ) be
the (circular) sequence of the subarcs of ∂f1, . . . , ∂ft as they appear along ζ , as defined above.
We apply two transformations to S. First we use different symbols for the subarcs traced in the direction
of γ +i and for the subarcs traced in the direction of γ −i (that is, we use the arcs ξ1, . . . , ξ2n as the symbols
of S). Second, we apply Lemma 2.6 to each ξi (see Fig. 3). We linearize S so that it starts at s1 and ends
at sr . Suppose that the first appearance of ξi (as described in Lemma 2.6) is at sji and the last appearance
is at ski . If ji 6 ki we do nothing. Otherwise we use two new symbols, one to denote all appearances of
ξi between s1 and ski , and one to denote the appearances between sji and sr . This is done exactly as in
the analysis of [13]. With these modifications, S is now a (linear) DS(n′, s + 2) sequence, where n′ is at
most four times the number of original arcs appearing along ζ .
By definition, the sum of the lengths of the sequences S, over all connected portions ζ of ∂f , is the
complexity of f .
The proof consists of the following steps.
(1) Let α be a subarc of ∂fi which appears along ζ . Let α1, α2 be two connected portions of α ∩ ζ ,
consecutive along α, such that when α is traversed with fi lying to its left, α1 precedes α2. It follows
from the Consistency Lemma 2.6 that α1 and α2 are also adjacent along ζ , in the strong sense that the
portion of ζ between α1 and α2 does not intersect the connected component of ∂fi containing α.
An extension of the Consistency Lemma shows, for each 1 6 i 6 t , that the restricted sequences
Si = S(Γi) of arcs of Γi along ζ is consistent with the sequences of arcs of Γi , along each component of
the boundary of the face fi that contains f in the arrangement Ai .
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Fig. 3. Traversing a face boundary and the resulting sequence S = 〈γ+1 γ+2 γ−2 γ+1 γ+7 γ+3 γ+6 γ−6 γ+3 γ+5 γ−5 γ+3 γ−4 γ+2
γ−1 〉. Traversing γi away from its marked endpoint, we add γ+i to the sequence, while traversing toward the the
marked endpoint, we add γ−i to the sequence.
(2) We claim that the length of Si is at most Ciζ + 2uiζ − 2, for i = 1, . . . , t , where Ciζ is the total
complexity of the connected components of ∂fi appearing along ζ , and uiζ is the number of such
connected components.
To prove the claim, assume α is an arc of ∂fi appearing more than once in Si = (s1, . . . , sr ′). By (1), all
elements of Si lying between two consecutive appearances, sj , sk , of α (arranged in this order along α)
must belong to other components of ∂fi . We charge the second appearance of α to the component of ∂fi
containing sj+1. Let σ i be the (circular) sequence of the connected components of ∂fi in the order that
they appear along ζ (so that no two adjacent elements of σ i are equal). As in the proof of the standard
Combination Lemma 1.1 [10], it is fairly easy to show that σ i is a circular (uiζ ,2)-Davenport–Schinzel
sequence (i.e., it is composed of uiζ symbols, no two adjacent elements of it are equal, and it does not
contain a subcycle of the form (s · · · s′ · · · s · · · s′), for any two distinct elements s, s′). Hence its length
is at most 2uiζ − 2 (see [11]). Moreover, it is easily checked that the charging scheme described above
never charges an element of σ i more than once. Hence the total number of duplications of elements in Si
is at most 2uiζ − 2, from which the claim follows.
The total length of the restricted sequences is thus
t∑
i=1
|Si|6
t∑
i=1
(
Ciζ + 2uiζ − 2
)
6 Cζ + 2uζ − 2t =O(Cζ ).
(3) Now, Theorem 2.2 implies that |S| =O((λs+2(t)/t)Cζ ).
Finally, we sum these inequalities over all components ζ of ∂f , and observe that∑
ζ∈∂f
Cζ =C,
because no arc of any sub-arrangement can appear along two distinct components of ∂f . This completes
the proof of Theorem 2.1. 2
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Here is a simple but useful consequence of Theorem 2.1.
Lemma 2.8. The maximum complexity of a single face in the arrangement of k simple polygons having
a total of n vertices is 2(nα(k)).
Proof. The lower bound has been observed in [4]. Concerning the upper bound, let P1, . . . , Pk be the
given polygons. Let Ai = A(Pi), for i = 1, . . . , k; that is, Ai is just the arrangement formed by the
polygon Pi . Let A denote the overlay arrangement of the arrangements (i.e., polygons) A1, . . . ,Ak . Note
that the sum of the complexities of the individual arrangements is O(n). Also, s = 1 for collections
of segments, and λs+2(k)/k = λ3(k)/k = O(α(k)). Hence the upper bound of the lemma follows
immediately from Theorem 2.1. 2
Remark 2.9. Lemma 2.8 has been used in [4] for the special case of a single face in the complement of
the union of k convex polygons with a total of n vertices.
Definition. Let A and B be two sets in the plane. The Minkowski sum (or vector sum) of A and B ,
denoted A⊕B , is the set {a + b | a ∈A,b ∈B}.
A related consequence of Theorem 2.1 is the following result of [15] (obtained after the initial
preparation of this paper).
Theorem 2.10. Let P and Q be polygonal sets with t and n vertices, respectively, where t 6 n. The
complexity of a face of the complement of the Minkowski sum P ⊕Q is O(ntα(t)).
Proof. Each segment that bounds the Minkowski sum P ⊕Q is the Minkowski sum of a vertex of one
polygonal set with an edge of the other (see [12]). We treat these asymmetrically, and define a vertex-
based set to be the sum of a fixed vertex of P with all the edges of Q and an edge-based set to be the
sum of a fixed edge of P with all the vertices of Q.
Let p1, . . . , pt be the vertices of P and let e1, . . . , et be the edges of P .
For i = 1, . . . , t , let VQ,pi be the vertex-based set resulting from the Minkowski sum of pi ∈ P , with
the edges of Q. Clearly, VQ,pi is just a translated copy of Q.
For i = 1, . . . , t , let VQ,ei be the edge-based set resulting from the Minkowski sum of the edge ei ∈ P ,
with the vertices of Q. Clearly, VQ,ei is a collection of n parallel segments.
Any face of the complement of P ⊕Q is a face of the overlay of VQ,p1, . . . , VQ,pt , VQ,e1, . . . , VQ,et .
The total complexity of these 2t arrangements is O(nt). Thus, by Theorem 2.1, the complexity of such a
face is
O
(
nt
λ3(t)
t
)
=O(ntα(t)). 2
Remark 2.11. See [15] for an alternative proof of Theorem 2.10 and for a lower bound construction
which shows that this bound is tight in the worst case.
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An algorithmic consequence of Theorem 2.1 is the following.
Lemma 2.12. Let A(Γ1), . . . ,A(Γt) be t given arrangements, and let p be a point not lying on any
curve. Let Γ =⋃ti=1 Γi . If every pair of arcs in the given arrangements intersect at most s times, then the
face containing p in the overlay arrangement A(Γ ) can be calculated in (deterministic) time
O
(
λs+2(t)
t
C logC log t
)
,
where C is the total complexity of all the marked faces (containing p) in the given arrangements.
Proof. We use the algorithm described in [13] which calculates the face containing the point p in the
overlay of two arrangements, and we merge repeatedly two arrangements at a time in a balanced binary-
tree fashion. By Theorem 2.1, the total complexity of all the marked faces in each level of the tree is at
most O((λs+2(t)/t)C), and the tree depth is dlog te. The result then follows from the analysis of [13],
since the cost of a single application of the merging algorithm of [13] is O(C′ logC′), where C′ is the
overall complexity of the input and output faces participating in the merge.
Ignoring empty arrangements, we have λs+2(t)/t 6 C, and the lemma follows. 2
2.4. The complexity of a face in certain arrangements of line segments
In the general case, the complexity of a single face in an arrangement of n segments is O(nα(n)),
and this is tight in the worst case (see [19]). There are some special cases where better bounds are either
known or conjectured. For example, for the case where the endpoints of the segments lie on a fixed circle,
it is an open question whether or not the complexity of the unbounded face of this arrangement is linear.
In this section we present new bounds, for some of these special cases, on the complexity of a single
face in an arrangement of line segments. The following lemma is the main tool in proving these new
results.
Lemma 2.13. Let E = {e1, . . . , en} be a collection of n line segments. Let γ be a Jordan arc in the
plane intersecting exactly once each segment of E. Then the complexity of a face in the arrangement
A=A(E ∪ {γ }) is O(n).
Proof. Without loss of generality, we assume that the face of interest is the unbounded face of A. We
split each segment ei , for i = 1, . . . , n, into two line segments, e′i , e′′i , at its intersection point with γ . Let
E1 = {e′1, . . . , e′n} be the set of segments lying on one side of γ and let E2 = {e′′1, . . . , e′′n} be the set of
segments lying on the other side.
We derive a linear bound on the complexity of the unbounded face of A(E1 ∪ {γ }), and symmetrically
for A(E2 ∪ {γ }), which implies the asserted bound, by applying the single face combination theorem
(Theorem 2.1) to A(E1 ∪ {γ }) and A(E2 ∪ {γ }).
Let pi and qi be the endpoints of e′i , for i = 1, . . . , n, where qi ∈ γ . We orient e′i from qi to pi .
Let ζ be the boundary of the unbounded face of A(E1 ∪ {γ }). Clearly, ζ is connected. Let p ∈ ζ be an
arbitrary point. As in the proof of Theorem 2.1, we split each segment of E1 into at most four symbols,
such that the sequence S of symbols encountered as we trace ζ from p in a counterclockwise direction,
is a DS(4n,3) sequence.
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Fig. 4. The proof of Lemma 2.13: the subsequence · · ·e · · ·e′ · · ·e · · ·e′ · · · is impossible.
We partition E1 into the set El of left-side symbols (under the orientation assumed above), and the set
Er of right-side symbols.
We claim that the restricted sequences S(Er), S(El) are DS(2n,2) sequences, implying that their
lengths are linear. The Combination Theorem for Davenport–Schinzel sequences (Theorem 2.2) then
implies that the length of S is linear.
Suppose, for the sake of contradiction, that there exists a subsequence of the form 〈s · · · s′ · · · s · · · s′〉 in
S(El). Let e, e′ denote the segments of E1 containing s, s′, respectively. Using the Consistency Lemma,
and reasoning as in the proof of Theorem 2.7 (as given in [13]), one can show that e and e′ must intersect,
and that the two appearances of e in the subsequence correspond to two subintervals lying on different
sides of the intersection point, and similarly for e′. This however is impossible, because the left side of
the second appearance of e′ must then be trapped in the interior face created by e, e′, γ ; see Fig. 4.
Thus S(El) is a DS(2n,2) sequence, and the same holds for S(Er). This completes the proof of the
lemma. 2
Remark 2.14. Lemma 2.13 is also implied by a similar observation in [2].
Remark 2.15. Lemma 2.13 also holds when γ intersects each segment of E at least once and at most
some constant number of times.
Remark 2.16. Given a set E = {e1, . . . , en} of segments, all of which intersect a segment ek , for some
fixed 16 k 6 n, Lemma 2.13 implies that the complexity of a face in A(E) is linear. This is somewhat
surprising, considering that the complexity of a face in the arrangement A(E \ {ek}) can be (nα(n)), as
follows from the construction of [19].
Definition. Given a set Γ of n Jordan arcs, we define the covering number of Γ to be the minimal size
of a subset T ⊆ Γ , such that each arc of Γ intersects at least one arc of T .
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Lemma 2.17. Given a set E of n line segments, with a covering number k. The complexity of any face
in the arrangement A(E) is O(nα(k)).
Proof. Let p be a marking point inside a face f of A(E). Let T = {e1, . . . , ek} be a subset of k segments
realizing the covering number of E. We define E′i to be the set of segments of E intersecting ei , for
i = 1, . . . , k. Let
Ei = {ei} ∪E′i
∖(i−1⋃
j=1
E′j ∪
k⋃
j=i+1
{ej }
)
,
for i = 1, . . . , k. Thus ei ∈Ei , for i = 1, . . . , k, and ⋃ki=1Ei = E. Also Ei ∩Ej = ∅, for 16 i < j 6 k.
By Remark 2.16, it follows that the complexity of the face containing p in the arrangement A(Ei), for
i = 1, . . . , k, is O(|Ei |).
Applying the single face combination theorem (Theorem 2.1) to A(E1), . . . ,A(Ek), we conclude that
the complexity of f is O(nα(k)), as claimed. 2
Lemma 2.18. Let {γ1, . . . , γk} be a collection of k Jordan arcs, pairwise disjoint except at their
endpoints, such that γ =⋃ki=1 γi is a simple closed Jordan curve. Let E = {e1, . . . , en} be a collection of
n line segments, such that the following holds:
• The relative interior of ei is contained in the interior of γ .
• The endpoints of ei lie on γ .
• The endpoints of any segment ei = piqi lie in the relative interiors of two distinct arcs γli and γki .
Then the complexity of a face in the arrangement A(E) is O(nα(k)).
Proof. Let p be a marking point inside a face f of A(E). Let Eij , for i 6= j , denote all the segments of
E having one endpoint in γi and the other endpoint in γj . Clearly,
⋃
16i<j6k Eij = E and these sets are
pairwise disjoint. We claim that the complexity of the face containing p in the arrangement A(Eij ) is
O(|Eij |).
There are two cases. If p lies in an interior face of A(Eij ), then f is also the face containing p in the
arrangement A(Eij ∪ {γi}). By Lemma 2.13 the complexity of this face is O(|Eij |).
If p lies in the unbounded face of A(Eij ), then each vertex (an intersection point of two segments
or an endpoint of a segment) is either a vertex of the unbounded face of A1 = A(Eij ∪ {γi}) or of
A2 = A(Eij ∪ {γj}). Indeed, any shortest path connecting such a vertex to a point of γ (that does not
intersect the segments of Eij ), can intersect either γi or γj (but not both), and this implies the above
property.
By Lemma 2.13, the complexity of the unbounded faces of A1 and of A2 is O(|Eij |), implying that the
complexity of the unbounded face of A(Eij ) is O(|Eij |).
Applying Theorem 2.1 to the arrangements A(Eij ), for 16 i < j 6 k, we conclude that the complexity
of f is
O
(( ∑
16i<j6k
|Eij |
)
α
(
k2
))=O(nα(k)),
since α(k2)=O(α(k)). 2
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Lemma 2.19. Let D be a circle of radius r and let E = {e1, . . . , en} be a collection of n chords of D,
such that length(ei)> cr , for some constant c > 0 and for i = 1, . . . , n. Then the complexity of a face in
the arrangement of A(E) is O(n), where the constant of proportionality depends on c.
Proof. We breakD into k = 4dpi/ce arcs,D1, . . . ,Dk, each of length 2pir/k ≈ cr/2. This implies that no
segment of E has both endpoints on the same arc Di , for any 16 i 6 k. By Lemma 2.18, the complexity
of any face of A(E) is O(nα(k))=O(n), since k is a constant. 2
Remark 2.20. Clearly, Lemma 2.19 can be extended to other curves and appropriate collections of
chords.
Lemma 2.21. Given a set E = {e1, . . . , en} of n line segments, and a set L= {l1, . . . , lk} of k lines, such
that the endpoints of each ei lie on ⋃ki=1 li , then the maximum possible complexity of a face of A(E) is
2(nα(k)).
The proof of Lemma 2.21 is similar to the proof of Lemma 2.18, and is thus omitted. It can be found
in [14].
3. Complexity of many faces in arrangements
In this section we derive an almost tight bound on the maximum complexity of many faces in an
overlay of many arrangements of arcs.
3.1. Many faces in the overlay of many arrangements
Given m points p1, . . . , pm and t arrangements A1 = A(Γ1), . . . ,At = A(Γt) (with no point lying
on any arc of any arrangement), let A denote the arrangement resulting from the overlay of these t
arrangements. For each point pi , for 16 i 6m, let fi denote the face of A containing pi .
Let f be a marked face (containing one of the points pj ) in Ai , for 16 i 6 t , and let ζ be a connected
component of the boundary of f .
Intuitively, to be able to apply the single face combination theorem (Theorem 2.1) for the case of many
faces, we must break each arc of Γ1, . . . , Γt into subarcs, such that each subarc lies on the boundary of at
most two faces of the overlay arrangement. Now, Theorem 2.1 can be applied directly to these subarcs.
We trace ζ in a counterclockwise direction, and split the arcs of Γi that we encounter into subarcs at
points where one of the following events happens:
• We enter the boundary of a new face fi (i.e., a face different from the last face fj that we have
encountered).
• We reach a vertex of Ai lying on ζ (i.e., an intersection point of two distinct arcs of Γi).
A splitting point breaks an arc into two closed subarcs, such that this point is a common endpoint of both
subarcs.
Let Ψζ denote the resulting set of split subarcs of ζ . We replace all the arcs appearing along ζ , in Ai , by
the arcs of Ψζ . We perform this replacement process over all the boundary components of all the marked
faces in A1, . . . ,At . Let Ψ1, . . . ,Ψt be the sets of new arcs generated in this manner for A1, . . . ,At ,
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respectively. We call the arrangement A(Ψi), for 16 i 6 t , the split arrangement of Ai and the set Ψi the
refinement of Γi .
Having constructed the split arrangements A(Ψi), we can replace each Ai by A(Ψi) in the overlay
arrangement A without reducing the combinatorial complexity of the marked faces in A. The complexity
of the marked faces in A(Ψi) is at most 2|Ψi | (a subarc may appear on the boundary of two marked faces,
one on each side), since the features of a marked face are counted only once, even if it contains several
marking points. Let δi be the number of splitting points created for Ψi . We denote by δ =∑ti=1 δi the
splitting number of A. Corollary 3.1 follows immediately from the construction.
Corollary 3.1. Let Ci be the total complexity of the marked faces in Ai . Then |Ψi| 6 2δi + Ci and the
total complexity of the marked faces in A(Ψ1), . . . ,A(Ψt) is at most 4δ + 2C.
Lemma 3.2 (General Combination Lemma for arrangements of curves). Given m points, p1, . . . , pm,
and t arrangements, A1, . . . ,At , let A denote the arrangement resulting from the overlay of A1, . . . ,At .
For each point pi , for 1 6 i 6 m, let fi denote the face of A containing pi , and let C denote the total
complexity of the faces of each of the t arrangements, which contain at least one of the given points.
(A marked face contributes only once to the total complexity C, even if it contains several marking
points.) Let δ denote the splitting number of A. If every pair of arcs in the given arrangements intersect
at most s times, then the total complexity of all the faces fi , for 16 i 6m, is O((λs+2(t)/t)(C + δ)).
Proof. Let Ψ1, . . . ,Ψt be the refinements of Γ1, . . . , Γt , respectively. Let Ψ = ⋃ti=1Ψi be the union of
the given refinements, and let AΨ =A(Ψ ) be the overlay arrangement of the t arrangements A(Ψi), for
16 i 6 t . As noted above, the total complexity of the marked faces in AΨ is no less than the complexity
of the marked faces in A.
Since each arc of Ψi , for 16 i 6 t , appears in the boundary of at most two marked faces (each side of
the arc can appear on the boundary of at most a single face) in AΨ , the result follows from Theorem 2.1.
Formally, let V ri , for 1 6 r 6 t , denote the set of arcs of Ψi that appear along the boundary of gi (gi is
the face in AΨ that contains the point pi). The set V ri contains edges that do not intersect in their interior.
Thus the total complexity of the arrangement defined by the arcs in V ri is O(|V ri |).
The face containing pi in the arrangement created from the overlay of the arrangements A(V 1i ), . . . ,
A(V ti ), is the face gi . Using Theorem 2.1, it follows that the total complexity of gi is
O
(
λs+2(t)
t
t∑
r=1
∣∣V ri ∣∣
)
.
Thus the total complexity of all the faces gi , for 16 i 6m, is
O
(
m∑
i=1
(
λs+2(t)
t
t∑
r=1
∣∣V ri ∣∣
))
=O
(
λs+2(t)
t
t∑
r=1
m∑
i=1
∣∣V ri ∣∣
)
.
Since
∑m
i=1 |V ri |6 2|Ψr |, the above expression is
O
(
λs+2(t)
t
|Ψ |
)
=O
(
λs+2(t)
t
(δ+C)
)
. 2
The following lemma bounds the splitting number δ, using a planarity argument.
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Lemma 3.3. The splitting number δ of A is at most 2mt + 3C, where C is the total complexity of the
marked faces in the t separate arrangements, and m is the number of marking points.
Proof. Fix 1 6 r 6 t , let Ψr be the refinement of Ar , and let Zr denote the set of marked faces of Ar .
For a marked face f of Ar , we let m(f ) denote the number of the marking points contained in f , let Cf
denote the complexity of f , and let u(f ) denote the number of boundary components of f .
Fix a face f ∈ Zr and let the m(f ) points contained in f be p1, . . . , pm(f ). Let ζ1, . . . , ζu(f ) be the
distinct connected components of ∂f . For each of these points pi let fi denote the face in the arrangement
A that contains the point pi . Traverse each ζk , for k = 1, . . . , u(f ), and partition it into connected
portions η so that each such portion intersects the boundary of only a single region fi (and so that
two adjacent portions intersect distinct such regions); note that in general the endpoints of the portions
η are not uniquely defined. (This partitioning differs from the refinement Ψr in that here we do not split
arcs at vertices of Ar .) We define, in a manner similar to that in [13], a plane embedding of a planar
bipartite graph K as follows. The vertices of K are the points p1, . . . , pm(f ) and u(f ) additional points
q1, . . . , qu(f ), so that qi lies inside the connected component Hi of R2−f whose common boundary with
f is ζi . For each subarc η of Ψr lying on some ζj and intersecting some ∂fi , we add the edge (qj ,pi) to
K , and draw it by taking an arbitrary point in η ∩ ∂fi , and connecting it to pi within fi and to qj within
Hj . The connectedness of each fi and each Hj implies, as in [13], that we can draw all edges of K so
that they do not cross one another. It follows from the definition of the portions η that in this embedding
of K each face is bounded by at least four edges (even though K may have multiple edges between a pair
of vertices). Thus, by Euler’s formula, and because K is bipartite, the number of edges in K , and thus
the number of portions η, is at most 2(m(f )+ u(f )).
Applying this process to all marked faces in Ar , it follows that the splitting number of Ar (which is at
most equal to the number of portions η created plus the number of vertices of the marked faces in Ar ) is
2m+ 2ur +Cr 6 2m+ 3Cr , where ur is the total number of connected components of the marked faces
in Ar , and Cr is the total complexity of these faces. Summing this quantity over all the t arrangements,
the lemma follows. 2
Substituting the bound of Lemma 3.3 into Lemma 3.2, we obtain a more explicit version of Lemma 3.2.
Theorem 3.4 (General Combination Theorem for arrangements of curves). Given m points p1, . . . , pm
and t arrangements A1, . . . ,At , let A denote the arrangement resulting from the overlay of these t
arrangements. For each point pi , for 1 6 i 6 m, let fi denote the face of A containing pi , and let
C denote the total complexity of the faces containing at least one of the given points in each of the t
arrangements. (The complexity of a face is counted in C only once, even if it contains several marking
points.) If every pair of arcs in the given arrangements intersect at most s times, then the total complexity
of all the faces fi , for 16 i 6m, is O((λs+2(t)/t)C +mλs+2(t)).
Remark 3.5. Clearly, the first term in the bound of Theorem 3.4 is tight. Below we give a construction
that demonstrates that a term (mt) should appear in the bound, implying that the bound of Theorem 3.4
is almost tight in the worst case.
This term is a byproduct of the definition of the input complexity C. Indeed, if we change our definition
of C, such that the complexity Cf , of a marked face f in the input, is included in C not once, but rather
mf times, where mf is the number of marking points inside f , then the second term can be eliminated
from the bound of Theorem 3.4.
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A simple but useful application of Theorem 3.4 is the following.
Theorem 3.6. Given a collection Γ = {γ1, . . . , γn} of n Jordan arcs, each pair of which have at most s
intersection points, the complexity of any m faces in the arrangement A(Γ ) is at most O(√mλs+2(n)).
Proof. Let P be a set of m points, one inside each of the given faces. Divide Γ into t = dn/√me sets,
Γ1, . . . , Γt , so that each set contains at most
√
m arcs of Γ . The complexity of the marked faces (by points
from P ) in any A(Γi), for 16 i 6 t , is at most O(m) (this is the total complexity of the arrangement). By
Theorem 3.4, the complexity of the marked faces in A(Γ ), regarded as the overlay of the arrangements
A(Γ1), . . . ,A(Γt), is
O
(
λs+2(t)
t
mt +mλs+2(t)
)
=O(mλs+2(t))=O(λs+2( n√
m
)
m
)
.
Since λs+2(n/
√
m)6 λs+2(n)/
√
m , it follows that the complexity of the m given faces is
O
(
λs+2(n)√
m
m
)
=O(√mλs+2(n)),
as claimed. 2
The bound in Theorem 3.6 has already been proved in [9], but the proof given here is an easy corollary
of Theorem 3.4. The theorem provides the best currently known bound for the complexity of many faces
in arrangements of general arcs. We note, however, that for the cases of lines, segments, or circles, better
bounds are known (see [6,10]). For example, the complexity of m faces in an arrangement of n line
segments is O(m2/3n2/3+ nα(n)+ n logm); see [3,6,10]. See also Table 1 for a summary of the known
bounds on the complexity of m faces in arrangements of curves of some special types.
We also note that the approximation λs+2(n/
√
m) 6 λs+2(n)/
√
m is fairly sharp only when m
n2. When m approaches its maximum value 2(n2), the non-approximated bound O(λs+2(n/
√
m)m)
approaches O(m), which is the correct bound. This is another minor advantage over the older proof
of [9].
To demonstrate that Theorem 3.4 is almost tight in the worst case, we need the construction given in
the proof of the following lemma (see [8, pp. 111–112]).
Lemma 3.7. The maximum complexity of m faces in an arrangement of n lines or line segments is
(m2/3n2/3+ n).
We can restate the construction given in Lemma 3.7 in terms of overlaying arrangements. As follows
from this construction, the set of lines consists of t families, Γ1, . . . , Γt , of parallel lines, where
t = 2+
f (n,m)∑
s=1
φ(s)=O
(
n2/3
m1/3
)
.
Let P be the set of points marking m faces in A = A(G). (The set P can be taken to be the set of
points of the planar grid of size d√m e × d√m e.) Clearly, the overall complexity of the marked faces
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in A(Γ1), . . . ,A(Γt) is O(n) (this is the overall complexity of these entire arrangements). Applying
Theorem 3.4 in this setup, we conclude that the total complexity of the marked faces in A is
O
(
λ3(t)
t
n+mλ3(t)
)
=O((n+mt)α(t))=O((n+ n2/3m2/3)α(n)).
Comparing this with Lemma 3.7, we can conclude that the bound of Theorem 3.4 is very close to tight
(within a factor of α(n)) in the worst case.
Nevertheless, we believe that the term O(kλs+2(t)) in the bound of Theorem 3.4 is too large in many
specific applications, and an interesting direction for further research is to improve the analysis of Lemma
3.3, so as to get better bounds on the splitting number in various specific cases.
3.2. The complexity of many faces in sparse arrangements
In this section we derive some bounds on the complexity of many faces in sparse arrangements, namely
arrangements whose complexity is much smaller than quadratic (in the number of arcs).
Definition. Let Γ = {γ1, . . . , γn} be a set of n Jordan arcs in the plane, so that each pair of arcs from Γ
have at most s intersection points. We call a function f :Γ →{1, . . . , t} a coloring of Γ by t colors, if
f (γi) 6= f (γj ) for each intersecting pair of arcs γi, γj ∈ Γ .
Let G(Γ )= (Γ,E) be the graph, such that (γi, γj) ∈ E iff γi ∩ γj 6= ∅. We call the graph G(Γ ) the
induced graph of Γ . Let χ(Γ )= χ(G(Γ )) denote the chromatic number of G(Γ ). Clearly, a coloring
of G(Γ ) is also a coloring of Γ . The complexity of A(Γ ) is 2(|Γ | + |E|) (where the constant of
proportionality is linear in s).
The following result shows that we can bound the complexity of m faces in an arrangement A(Γ ), in
terms of the chromatic number of Γ .
Lemma 3.8. Given a set Γ of n arcs, as above, with t = χ(Γ ), then the complexity of any m faces in
A(Γ ) is
O
(
λs+2(t)
t
n+mλs+2(t)
)
.
Proof. Let f :Γ → {1, . . . , t} be a coloring of Γ by t colors. Let Γi = f −1(i), for i = 1, . . . , t . By
definition, no pair of arcs from the same Γi intersect. Thus the complexity of A(Γi) is O(|Γi|). Applying
Theorem 3.4 to the overlay of A(Γ1), . . . ,A(Γt), it follows that the complexity of any m faces in A(Γ )
is
O
(
λs+2(t)
t
n+mλs+2(t)
)
. 2
Remark 3.9. Again, the bound in Lemma 3.8 is almost tight in the worst case. Indeed, the chromatic
number of the arrangement A constructed in Lemma 3.7 is exactly the number of subarrangements used.
By Theorem 2.1, the first term of the bound of Lemma 3.8 is tight.
As for the second term, Lemma 3.8 implies a bound of O((n+ n2/3m2/3)α(n)) on the complexity of
m faces in A. By comparing this with Lemma 3.7, we can conclude that the second term in the bound of
Lemma 3.8 is very close to tight (within a factor of α(n)) in the worst case.
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Since χ(G) is at most the maximal degree of a vertex of G plus one, we obtain the following lemma.
Lemma 3.10. Given a set Γ of n arcs as above, such that any arc from Γ intersects at most t others
arcs from Γ . Then, the complexity of any m faces in A(Γ ) is
O
(
λs+2(t)
t
n+mλs+2(t)
)
.
If A(Γ ) is a sparse arrangement, we can obtain the following improved bound on the complexity of
many faces in it.
Theorem 3.11. Let Γ = {γ1, . . . , γn} be a set of n Jordan arcs in the plane, such that all the arcs of Γ
have at most a constant number of points of local x-extremum, and each pair of arcs of Γ have at most s
intersection points. Let w be the total complexity of the arrangement A(Γ ). Then the complexity of any
m distinct faces in A(Γ ) is
O
((
n+√m√w )λs+2(n)
n
)
.
Proof. The proof is similar to the proof of [3, Theorem 3.2].
Let P be a set of m marking points, one point in the interior of each of the m faces of A(Γ ) under
consideration. Choose a random sample R ⊂ Γ of size r , where r is a parameter to be specified later.
We decompose A(R) into pseudo-trapezoidal subcells by drawing a vertical line segment upwards and
downwards from each endpoint of an arc of R, each intersection point between arcs of R, and each locally
x-extremal point on any edge of A(R), and extend each of these segments until it hits another arc of R
or, failing this, all the way to ±∞. Let τ denote the number of resulting pseudo-trapezoids. Clearly, the
expected value of τ is proportional to the total expected complexity of the arrangement A(R).
Since each intersection point of A(R) is also an intersection point of A(Γ ), it follows that the
expected size of A(R) is proportional to the expected number of intersection points of A(Γ ) appearing
in A(R), plus the sample size r . Since each intersection point of A(Γ ) has probability (r(r − 1))/(n(n−
1)) of appearing in A(R), it follows that the expected number of intersection points in A(R) is
O((r(r − 1)/(n(n− 1)))w). Thus the expected complexity of A(R) is
O
(
r + r(r − 1)
n(n− 1)w
)
=O
(
r + r
2
n2
w
)
.
Let f1, . . . , fτ denote the resulting pseudo-trapezoids. Let ni be the number of arcs of Γ that intersect
fi , and let mi = |P ∩ fi| be the number of points contained in fi . We can perturb the points, if necessary,
so as to assume that none of them lies on any of the vertical segments added in the above decomposition.
Hence we have
∑τ
i=1mi =m.
Let Ai denote the subdivision of fi defined by the ni arcs intersecting fi . We call a face of Ai coastal,
if it is incident to a vertical edge of the boundary of fi . For each i = 1, . . . , τ , we bound separately the
complexity of the marked faces that are fully contained in Ai , and add up the resulting bounds. This may
not yield an overall bound on the complexity of the marked faces, because (a) it ignores coastal faces, and
(b) a coastal face may be contained in a marked face of A(Γ ), such that the marking point lies outside fi .
To overcome these problems, we also add to our overall bound the total complexity of all coastal faces
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in each of the subarrangements Ai . It is easily seen that the resulting bound is indeed an upper bound on
the complexity of the m given faces.
By Theorem 3.6, the total complexity of the marked faces in Ai is O(
√
mi λs+2(ni)) . The complexity
of the coastal faces in Ai is O(λs+2(ni)), by the Zone Theorem of [9]. Thus the total complexity of the
m marked faces in A(Γ ) is
O
(
τ∑
i=1
(
1+√mi )λs+2(ni)
)
=O
(
τ∑
i=1
(
1+√mi )ni
)
· λs+2(n)
n
. (1)
In the following analysis, we will use Theorem 3.6 of Clarkson and Shor [7], which shows that the
expected value of expressions of the form
∑τ
i=1W(
(ni
d
)
), where W is an arbitrary concave non-negative
function and d is a positive integer, satisfies
E
(
τ∑
i=1
W
((
ni
d
)))
6E(τ) ·W
(
D
(
n
r
)d)
,
for some constant D. We apply this theorem with d = 1 and W(x)≡ x, to obtain
E
(
τ∑
i=1
ni
)
6E(τ) · Dn
r
,
for some constant D. Hence the expected value of
∑τ
i=1 ni is
O
(
E(τ) · n
r
)
=O
((
r + r
2
n2
w
)
· n
r
)
=O
(
n+ r
n
w
)
.
We next bound the expected value of the other sum,
∑τ
i=1
√
mi ni , appearing in (1). Using the Cauchy–
Schwartz inequality, the expected value is
E
(
τ∑
i=1
√
mi ni
)
6E
(√√√√ τ∑
i=1
mi
√√√√ τ∑
i=1
n2i
)
6
√
m ·
√√√√E( τ∑
i=1
n2i
)
,
where the last inequality follows from the inequality E(
√
X ) 6
√
E(X) . Since n2i = 2
(ni
2
) + ni , we
obtain, using [7, Theorem 3.6] with W(x)≡ x2, that
E
(
τ∑
i=1
√
mi ni
)
6
√
m
√√√√2E( τ∑
i=1
(
ni
2
))
+E
(
τ∑
i=1
ni
)
=O
(√
m
√(
r + r
2
n2
w
)(
n
r
)2)
=O
(√
m
√
n2
r
+w
)
.
Thus, substituting in (1), the expected complexity of the marked faces is
O
(
τ∑
i=1
(
1+√mi )ni
)
· λs+2(n)
n
=O
(
n+ r
n
w+√m
√
n2
r
+w
)
· λs+2(n)
n
. (2)
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Table 1
The known bounds on the complexity of m faces in arrangements of n curves of some
special types.
Case Upper bound Lower bound
Lines/pseudolines O(m2/3n2/3 + n) 2(m2/3n2/3+ n)
[6] [8]
Segments O(m2/3n2/3 + nα(n)+ n logm) (m2/3n2/3+ nα(n))
[3] [10]
Unit circles O(m2/3n2/3λ4(n)/n+ n) (m2/3n2/3+ n)
[6] [8]
Circles/pseudocircles O(m3/5n4/5λ4(n)/n+ n) (m2/3n2/3+ n)
[6] [8]
General curves O(
√
mλs+2(n)) (m2/3n2/3+ λs+2(n))
[9], this paper [9]
If we choose r = dn2/we, then (2) becomes
O
((
n+√m√w ) · λs+2(n)
n
)
,
as asserted. 2
Note that we always have w=O(n2), so the bound of Theorem 3.11 is always at most O(√mλs+2(n)).
Thus Theorem 3.11 is a strengthening of Theorem 3.6, for sparse arrangements.
For the case of segments, a better bound is known.
Theorem 3.12 [3]. The combinatorial complexity of m faces in the arrangement of a set of n line
segments with a total of w intersecting pairs is at most
O
(
m2/3w1/3+ nα
(
w
n
)
+ nmin
{
logm, log
w
n
})
.
In fact, better bounds hold for sparse arrangements of pseudo-lines, 2 circles, unit circles (all the circles
have the same radius) and pseudo-circles. 3 The proof is obtained by plugging in the bounds stated in
Table 1 (see [6]) into the bound (1) in the proof of Theorem 3.12, and by manipulating the resulting
inequalities using Hölder‘s inequality. We omit the easy technical details and just state the results.
2 A collection of pseudo-lines is a family of unbounded x-monotone Jordan arcs (an unbounded x-monotone Jordan arc is
the graph of a continuous function f :R→R), each pair of which intersect in a singlepoint, where they cross.
3 A collection of pseudo-circles is a family of closed Jordan curves, each pair of which intersect in at most two points, where
they cross, and also each curve intersects any vertical line in at most two points.
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Table 2
The known bounds on the complexity of m faces in a sparse arrangement.
Case Upper bound Lower bound
Pseudolines O(m2/3w1/3+ nα(n)) (m2/3w1/3 + n)
Theorem 3.13 Remark 3.14
Segments O(m2/3w1/3 + nα(w/n)+ nmin{logm, log(w/n)}) (m2/3w1/3+ nα(w/n))
[3] [3]
Unit circles O(m2/3w1/3λ4(n)/n+ λ4(n)) (m2/3w1/3 + n)
Theorem 3.13 Remark 3.14
Circles/pseudocircles O(m3/5w2/5λ4(n)/n+ λ4(n)) (m2/3w1/3 + n)
Theorem 3.13 Remark 3.14
General curves O((n+√m√w)λs+2(n)/n) (m2/3w1/3 + λs+2(n))
Theorem 3.11 Remark 3.14
Theorem 3.13. Let Γ be a set of n arcs. Let w be the total complexity of the arrangement A(Γ ). The
complexity of m faces in A(Γ ) is
• O(nα(n)+m2/3w1/3) if Γ is a collection of pseudo-lines,
• O(λ4(n)+m2/3w1/3λ4(n)/n) if Γ is a collection of unit circles (circles of unit radius),
• O(λ4(n)+m3/5w2/5λ4(n)/n) if Γ is either a collection of circles, or a collection of pseudo-circles.
For convenience, the bounds for sparse arrangements are summarized in Table 2.
Remark 3.14. Simple modifications of the lower bound construction of [3], imply the lower bounds
stated in Table 2.
Acknowledgements
I wish to thank Micha Sharir, my thesis advisor, for his help in preparing the paper. He has also
contributed to the proof of Theorem 3.11.
References
[1] P. Agarwal, M. Sharir, P. Shor, Sharp upper and lower bounds for the length of general Davenport–Schinzel
sequences, J. Combin. Theory. Ser. A 52 (1989) 228–274.
[2] E.M. Arkin, D. Halperin, K. Kedem, J.S.B. Mitchell, N. Naor, Arrangements of segments that share endpoints:
Single face results, Discrete Comput. Geom. 13 (1995) 257–270.
[3] B. Aronov, H. Edelsbrunner, L. Guibas, M. Sharir, The number of edges of many faces in a line segment
arrangement, Combinatorica 12 (1992) 261–274.
176 S. Har-Peled / Computational Geometry 12 (1999) 155–176
[4] B. Aronov, M. Sharir, The common exterior of convex polygons in the plane, Computational Geometry 8
(1997) 139–149.
[5] M.J. Atallah, Some dynamic computational geometry problems, Comput. Math. Appl. 11 (1985) 1171–1181.
[6] K.L. Clarkson, H. Edelsbrunner, L. Guibas, M. Sharir, E. Welzl, Combinatorial complexity bounds for
arrangements of curves and spheres, Discrete Comput. Geom. 5 (1990) 99–160.
[7] K.L. Clarkson, P.W. Shor, Applications of random sampling in computational geometry II, Discrete Comput.
Geom. 4 (1989) 387–421.
[8] H. Edelsbrunner, Algorithms in Combinatorial Geometry, Springer, Heidelberg, 1987.
[9] H. Edelsbrunner, L. Guibas, J. Pach, R. Pollack, R. Seidel, M. Sharir, Arrangements of curves in the plane:
Topology, combinatorics, and algorithms, Theor. Comput. Sci. 92 (1992) 319–336.
[10] H. Edelsbrunner, L. Guibas, M. Sharir, The complexity and construction of many faces in arrangements of
lines and of segments, Discrete Comput. Geom. 5 (1990) 161–196.
[11] H. Edelsbrunner, M. Sharir, The maximum number of ways to stab n disjoint convex sets in the plane is 2n−2,
Discrete Comput. Geom. 5 (1990) 35–42.
[12] L. Guibas, L. Ramshaw, J. Stolfi, A kinetic framework for computational geometry, in: Proc. 24th Annu. IEEE
Sympos. Found. Comput. Sci., 1983, pp. 100–111.
[13] L. Guibas, M. Sharir, S. Sifrony, On the general motion-planning problem with two degrees of freedom,
Discrete Comput. Geom. 4 (1989) 491–521.
[14] S. Har-Peled, The complexity of many cells in the overlay of many arrangements, M.S. Thesis, Department
of Computer Science, Tel Aviv University, Tel Aviv, Israel, 1995.
[15] S. Har-Peled, T.M. Chan, B. Aronov, D. Halperin, J. Snoeyink, The complexity of a single face of a Minkowski
Sum, in: Proceedings of the 7th Canadian Conference on Computational Geometry, Université Laval, Quebec,
1995, pp. 91–96.
[16] S. Hart, M. Sharir, Nonlinearity of Davenport–Schinzel sequences and of generalized path compression
schemes, Combinatorica 6 (1986) 151–177.
[17] D.P. Huttenlocher, K. Kedem, J.M. Kleinberg, Voronoi diagrams of rigidly moving sets of points, Inform.
Process. Lett. 43 (1992) 217–223.
[18] M. Sharir, P. Agarwal, Davenport–Schinzel Sequences and Their Geometric Applications, Cambridge
University Press, New York, 1995.
[19] A. Wiernik, M. Sharir, Planar realization of nonlinear Davenport–Schinzel sequences by segments, Discrete
Comput. Geom. 3 (1988) 15–47.
