We describe a method for selecting relevant new training data for the LSTM-based domain selection component of our personal assistant system. Adding more annotated training data for any ML system typically improves accuracy, but only if it provides examples not already adequately covered in the existing data. However, obtaining, selecting, and labeling relevant data is expensive. This work presents a simple technique that automatically identifies new helpful examples suitable for human annotation. Our experimental results show that the proposed method, compared with random-selection and entropybased methods, leads to higher accuracy improvements given a fixed annotation budget. Although developed and tested in the setting of a commercial intelligent assistant, the technique is of wider applicability.
Introduction
In Figure 1 we show the workflow of Siri, a typical speech or text-driven intelligent personal assistant.
Speech or text input is processed so as to recover the intended domain of application (phone call, setting an alarm, querying a calendar, etc.) and then to identify the user's intent, along with any argument slots needed to fulfil the request.
The bottom row of Figure 1 shows the sub-components of the Siri Natural Language Understanding system. To formulate an intent from each request, we first assign the request to a domain using a classifier we call the "Domain Chooser" (DC). (Table 1 shows some example utterances assigned to their most likely domains: there are more than 60 such domains). Once a domain is assigned, we then use a Statistical Parser (SP) to assign a parse label to each token of the utterance. Finally, a postprocessing step maps the domain and parse labels predicted by DC and SP into an intent representation and sends it to the Actions component to perform the appropriate action.
We focus here on the "Domain Chooser" component, a multi-class system which uses an ensemble of Bidirectional Long Short Term Memory (BiLSTM) units. All members of the ensemble share the same architecture (as shown later in Figure  3 ) but use varying hyper-parameters to optimize various specific metrics. The resultant probability of the ensemble is calculated as the geometric mean of the probabilities from individual models.
As with any machine learning system, the quality of training data for the DC component is of vital importance. In our setting, with new domains frequently being added, and the cov- 
Related work
[1, 2] provides a good overview of active learning methods. In the context of natural language processing, perhaps the most widely used in practice are random sampling (which can improve things, but is demonstrably inferior to more motivated sampling schemes); "human-in-the-loop" techniques, in which an expert is presented with examples wrongly labelled by the existing system and decides which of them should be correctly annotated and added to the training data (for a recent example see [3] ); various types of "uncertainty sampling" in which probabilistic measures like entropy or "least confidence" are used to identify candidates to be annotated, e.g. [4, 5, 6] ; "query by committee", in which an ensemble of classifiers label the same example and cases where there is maximum disagreement are taken to be the relevant candidates; or, more recently, approaches using reinforcement learning to reward "good" choices of new candidates: [7, 8, 9] . Work with similar aims and approach to ours are reported in [10] , which appeared after this paper was submitted. It would be interesting to compare these two methods against each other, but regrettably, in both cases the data is for privacy reasons not publicly available. 
Figure 2: The solid line is the learned classification boundary, the dotted line is the true classification boundary, and the area in between is the confusion zone. Data located in the confusion zone are marked as -/+ since their predicted label is -and their ground truth label is +. The green circles indicate the area where candidate training data is located.

The proposed method
In our setting, human-in-the-loop or reinforcement learning approaches are not practical. Uncertainty sampling is feasible, as is query-by-committee, and we propose a method which has some features of both. As with uncertainty sampling, we want to identify those incorrectly labeled candidates that are near to the decision boundary learned by the existing classifier, so that including correctly labeled versions will sharpen the boundaries learned on the new data. Like query-by-committee, we use an ensemble of classifiers, but rather than using the ensemble to identify a single candidate, we use their results to suggest distinct new candidates for each classifier, which are then retrained separately.
In more detail, our proposed method has three steps. Firstly, we want to estimate the decision or classification boundary learned by the existing classifier. The candidate data points of interest to us are those that are located in what we call the "confusion zone", namely the area between the learned classification boundary, and the true one. We can picture this abstractly as in 2. In the confusion zone, the predicted labels do not match the ground truth labels. Prediction errors therefore suggest the location of the confusion zone, and since the confusion zone is an estimation of the classification or decision boundary, prediction errors can be used to estimate the decision boundaries of the classifier.
A model deployed in a commercial production system allows for relatively straightforward discovery of prediction errors. Common ways to get the prediction errors are from bug reports, from methodical testing by quality assurance teams, and from users' negative engagement signals, i.e. actions by the user that imply that their request was not correctly processed, such as early termination of a piece of music, or switch to a direct use of an application. However, although these prediction errors are themselves very valuable, they are relatively few in number. The second step of our method is to expand the set of hypothesised prediction errors by finding examples in a pool of unlabeled data that are similar to the confirmed prediction errors. To do this, we use a k-Nearest Neighbor (kNN) method, since that makes it easy to control the total number of selected training data examples. As, mentioned, the input data to our DC model is a combination of text string, named entity and contextual information. To find data that are near the classification boundary, we need to define a similarity measure and representations of the data that can be input to that measure. The similarity function we use is simple Euclidean distance over vector representations of DC inputs, derived from the embeddings produced by the BiLSTMs themselves. Figure 3 shows the embedding functions we use. In detail, we construct three embedding functions: the input to the summarization layer embedding su , the input to the feed forward layers embedding f f , and the input to the softmax layer embedding sm . A data point d is considered as a kNN neighbor of a prediction error e if d is the k-nearest-neighbor of e under any embedding function.
Once we have found a set of potential candidates, the third
