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ABSTRACT
For a finite group G, we define G-equivariant unoriented topological quantum field theories
and G-extended Frobenius algebras and prove an equivalence between the categories of
these two structures. This gives an equivariant version of the equivalence of unoriented
topological quantum field theories and extended Frobenius algebras due to Turaev-Turner.
Further, for the weighted projective space P(1, n), we study the virtual orbifold K-theory
and its related virtual Adams operations. By applying the non-Abelian localization of
Edidin-Graham, we obtain natural generators for the virtual orbifold K-theory. We express
the virtual line elements in terms of these generators, and use the virtual line elements to
give a presentation of the virtual orbifold K-theory. For a particular crepant resolution
of T ∗P(1, n), we show the usual K-theory of the resolution is isomorphic to a summand
of the virtual orbifold K-theory. This gives an example of the K-theoretic version of the
hyper-Ka¨hler resolution conjecture and generalizes a result of Edidin-Jarvis-Kimura.
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Chapter 1
Introduction
Chen-Ruan [10] first defined the orbifold cohomology of an almost complex orbifold as a
special case of orbifold Gromov-Witten theory [9]. In algebraic geometry, the construction
is due to Abramovich-Graber-Vistoli [1]. This subject is motivated by physics, for the
case of string theory on orbifolds, and the physics gives a surprising conjecture. The
mathematical statement is due to Ruan [22].
Conjecture 1.0.1 (Cohomological Hyper-Ka¨hler Resolution Conjecture). Let Y be an
orbifold, and Z be a hyper-Ka¨hler resolution of the underlying space of Y . Then the singular
cohomology ring of Z, H∗(Z) ⊗ C, is isomorphic to the orbifold cohomology ring of Y ,
H∗orb(Y )⊗ C.
This is still an open conjecture, although some special cases have been resolved. There also
is a more general conjecture for Gromov-Witten theory and crepant resolutions, important
for the case of a holomorphic symplectic orbifold, investigated by Bryan-Graber [6].
We will now review the construction of orbifold cohomology for global quotient orb-
ifolds, Y = [X/G], where X is a complex manifold with the action of a finite group G.
Note that there is an analogous case for X symplectic. Define the inertia manifold of X
to be IX = {(g, x) | gx = x} ⊆ G × X, which has components Xg, the fixed point set of
the action of g. The inertia manifold inherits an action of G, acting by the given action on
X and conjugation on G. Denote the inertia orbifold of Y by IY = [IX/G]. As a vector
2space, the orbifold cohomology ring (with Q-coefficients) is given by
H∗orb(Y ) = H
∗(IX)G ∼=
⊕
(g)∈G
H∗(Xg)C(g),
where (g) the conjugacy class of g ∈ G in G, the set of conjugacy classes of G, and C(g) is
the centralizer of g. The cohomology ring H∗(Xg) is the rational cohomology of Xg. The
double inertia manifold of X is IX = {(g1, g2, g3, x) | gix = x, g1g2g3 = 1} ⊆ G3 ×X, with
components Xg for g = (g1, g2, g3). Denote the double inertia orbifold by IY = [IX/G],
which has components Y g = [Xg/C(g)], called twisted sectors. There is an induced action
of 〈g〉 on the tangent space TX|Xg . Write the eigenvalues of the action of g as exp(2piirj)
for 0 ≤ rj ≤ 1, and j = 1, . . . , d, where d is the dimension of X. The age of a connected
component U ⊆ Xg is given by a(g, U) = ∑dj=1 rj . Then define the stringy grading of a
homogeneous element α ∈ H i(U) to be i + 2a(g, U). This gives a rational grading on the
vector space H∗orb(Y ). Define evaluation maps
evi : IY → IY,
that take (g1, g2, g3, x) to (gi, x), for i = 1, 2, 3, and a multiplication map
µ : IY → IY,
such that µ(g1, g2, g3, x) = (g1g2, x). We can write µ = ν ◦ ev3, where ν : G → G is the
anti-homomorphism ν(g) = g−1.
The orbifold product is defined by a certain G-equivariant vector bundle over IX called
the obstruction bundle. Jarvis-Kaufmann-Kimura [18] gave a simple formulation of the
orbifold product. The key point is that the product only depends on the Euler class of the
obstruction bundle, which is an invariant of the class of the obstruction bundle in K-theory.
There is a description of the class of the obstruction bundle that is defined in terms of the
3eigenbundle decomposition of the tangent bundle of X. Let
⊕r−1
k=0Wg,k be the eigenbundle
decomposition of TX|Xg , where g acts with eigenvalue exp(2piik/r) on Wg,k, and r is the
order of g. Then define
Sg =
r−1⊕
k=0
k
r
Wg,k ∈ KC(g)(Xg). (1.1)
Over Xg, the obstruction class in KC(g)(Xg) is
R(g) = TXg 	 TX|Xg ⊕
3⊕
i=1
Sgi |Xg = 	Nm(TX)⊕
3⊕
i=1
Sgi |Xg . (1.2)
Then, for α, β ∈ H∗orb(Y ), the orbifold multiplication is given by
α ∗ β = µ∗(ev∗1(α) ∪ ev∗2(β) ∪ eu(R)), (1.3)
where the cup product ∪ is the usual product, and eu(R) is the Euler class of the ob-
struction class R, which is well-defined since R is the class of a vector bundle. H∗orb(Y )
is a ring with respect to this product. This construction was subsequently generalized by
Edidin-Jarvis-Kimura [12] to the case of a Lie group action on X in the algebro-geometric
setting.
Originally, Chen-Ruan [10] defined the orbifold product using the moduli space of degree
zero stable maps from a genus zero orbicurve with three marked points into Y , M 0,3(Y, 0).
This moduli space is isomorphic to the double inertia orbifold IY , and the evaluation maps
can then be thought of as evaluating a stable map at a marked point. The obstruction
bundle is a bundle over IY , defined as follows. A point in IY can be thought of as a point
in the moduli space M 0,3(Y, 0), an orbifold stable map into Y from an orbicurve [Σ/〈g〉],
where Σ is a connected complex curve. If pi : Y g → Y is the projection map that forgets the
group elements, then the pullback bundle pi∗TY is a bundle over Y g. Then the obstruction
bundle over the connected component associated to g of the moduli space M 0,3(Y, 0) is
Eg = (H1(Σ) ⊗ pi∗TY )〈g〉. Then, the orbifold product is defined as in Equation 1.3, with
the Euler class of the obstruction bundle E.
4There is yet another important product on the same vector space H∗(IX)G, the virtual
product, first described by Gonza´lez-Luperico-Segovia-Uribe-Xicote´ncatl [16]. The virtual
product is defined by Equation 1.3, but with the orbifold obstruction bundle R replaced
by
Rvirt(g) = (TX 	 TXg1 	 TXg2 ⊕ TXg)|Xg . (1.4)
This work is motivated by Chas-Sullivan string topology [7]. Behrend-Ginot-Noohi-Xu [4]
developed a Chas-Sullivan string topology on algebraic orbifolds (smooth Deligne-Mumford
stacks) with a product agreeing with the virtual product in the global quotient case.
In [15], Fantechi-Go¨ttsche proved that for a global quotient Y = [X/G] with G finite,
the Chen-Ruan construction Horb(Y ) can be lifted to an analogous construction on X.
They called this the stringy cohomology of Y. As a vector space,
H (X) =
⊕
g∈G
H∗(Xg),
and the multiplication is given by Equation 1.3. Fantechi-Go¨ttsche proved that taking
G-invariants of H (X) produces a ring that is isomorphic to the Chen-Ruan orbifold co-
homology H∗orb(Y ). When X is compact, the stringy cohomology forms a G-Frobenius
algebra [19]. A Frobenius algebra is a commutative, associative, unital algebra with an
invariant metric. More generally, a G-Frobenius algebra, H, is a G-graded G-module with
an associative, braided-commutative G-invariant multiplication, a G-invariant metric also
invariant with respect to multiplication, and a G-invariant unit. A G-Frobenius algebra
also satisfies one additional axiom, known as the trace axiom. Turaev [24] proved that
the category of G-Frobenius algebras is equivalent to the category of (1+1)-dimensional
G-equivariant topological quantum field theories (G-TQFTs). A G-TQFT is defined by a
cobordism category of principal G-bundles over an oriented surface with boundary where
the state space is a G-Frobenius algebra. By taking G-invariants, a similar result is ob-
tained for the orbifold cohomology ring. The Chen-Ruan orbifold cohomology ring, for
5X compact, with the orbifold multiplication and Poincare´ pairing then forms a G-graded
Frobenius algebra. Atiyah [3] proved there is an equivalence of categories between the
category of commutative Frobenius algebras and the category of (1+1)-dimensional topo-
logical quantum field theory (TQFT), so the orbifold cohomology ring can be viewed as
the state space of a TQFT. In particular, for a G-TQFT where G is trivial, we recover
Atiyah’s statement.
There is a generalization of an orbifold where the group action includes an antiholomor-
phic involution. In string theory, this leads to the concept of an unoriented string. Hence,
there should be a corresponding unoriented topological quantum field theory (UTQFT).
First described by Turaev-Turner [25], a UTQFT is similar to a TQFT, but includes all
cobordisms, not just oriented ones. By avoiding the assignment of an orientation to the
cobordism, the ability to distinguish between in and out boundary components is lost.
Thus, the data of an object in the unoriented category must also assign a label of in or
out to each boundary component. Further, an orientation is assigned to each boundary
component. The result is a correspondence between UTQFTs and extended Frobenius
algebras (EFAs). An EFA is a Frobenius algebra with the added structure of an involutive
antihomomorphism, φ, and a specific element, θ, called a cross-cap state. These satisfy the
additional two conditions
φ(m(θ ⊗ v)) = m(θ ⊗ v) for all v ∈ H (1.5)
m(φ⊗ id(∆(1))) = m(θ ⊗ θ) (1.6)
where H is the state space, m is multiplication, ∆ is a coproduct compatible with m, and
1 is the unit. The cross-cap state corresponds to a cross-cap morphism in the UTQFT,
and the involution corresponds to a cylinder with boundary components oriented in a way
inconsistent with any global orientation. These are generators in unoriented cobordism
category that do not belong to the subcategory of oriented cobordisms.
In Chapter 3, we generalize the constructions in [25] in the spirit of [24]. We define the
6category of pointed G-bundles over an unoriented (possibly nonorientable) 2-dimensional
cobordism. Then, we define a G-equivariant unoriented topological quantum field theory
(G-UTQFT) to be a functor from the category of pointed G-bundles over unoriented 2-
cobordisms to the category of vector spaces. To establish an equivalence like that for
unoriented topological quantum field theories and extended Frobenius algebras, we need
a construction like that of a G-Frobenius algebra for extended Frobenius algebras. In
particular, we need generalizations of the conditions in Equations 1.5 and 1.6. We proceed
by interpreting these conditions in terms of cobordisms and lifting to pointed G-bundles.
This yields new conditions
(ρa−1 ◦ φ)(θ{(ab)a−1(ab)−1}vab) = θ{ab−1a−1}vab for all vab ∈ Vab,
m((ρb−1 ◦ φ)⊗ id(∆d(1))) = m(θ{b−1} ⊗ θ{bd−1}),
for a, b, d ∈ G. Combining these equations with the equations in the definition of a G-
Frobenius algebra, we obtain the definition of a so-called G-extended Frobenius algebra
(G-EFA). We prove that every G-equivariant unoriented topological quantum field the-
ory defines a G-extended Frobenius algebra. Tagami [23] has a related construction for
unoriented homotopy quantum field theories.
We then look for the structure of aG-EFA in a version of orbifold cohomology. Following
the method of Fantechi-Go¨ttsche [15] and Jarvis-Kaufmann-Kimura [17][18], we construct
the moduli space of stable maps from pointed G × Z/2Z-covers over an unoriented base,
where the Z/2Z-cover is given by the orientation double cover, into an almost complex
manifold X that has a G× Z/2Z-action, where the Z/2Z-action, φ, is antiholomorphic
M
G
g,n(X,φ, β).
In particular, when the base is a three-pointed sphere, the component of the moduli space
associated to the tuple m ∈ {(m1,m2,m3) ∈ G3 |m1m2m3 = 1} determines the com-
7ponent Xm of the double inertia manifold IG(X). The induced Z/2Z-action defines two
multiplications given by Equation 1.3 on the state space
H∗(IGX) =
⊕
m∈G
H∗(Xm).
These products satisfy the relations for the multiplications in a G-EFA, for a group G
with all elements conjugate to their inverses. This condition on the group G is necessary in
general to ensure that the ages associated to each product are compatible with the relations
in the definition of the G-EFA. We then demonstrate an example showing the structure of
a G-EFA for the stringy cohomology of a point with an action of a finite group G. We may
take a general finite group G in this example, as all ages are zero. We further show that
taking G-invariants recovers the structure of an EFA for the orbifold cohomology ring. A
second example of a G-EFA is given by the stringy cohomology of X = T 2 × T 2 with an
action of G = Z/2Z, and a real structure φ.
The second part of this dissertation consists of a generalization of the results of [14] to
the weighted projective space P(1, n), for n ≥ 2. Jarvis-Kaufmann-Kimura [18] and Adem-
Ruan-Zhang [2] constructed orbifold K-theory, a K-theoretic version of orbifold cohomology.
The formula above for the obstruction class was introduced by Jarvis-Kaufmann-Kimura to
define an orbifold product by Equation 1.3, while Adem-Ruan- Zhang used the Chen-Ruan
obstruction bundle. Although the usual Chern character map between orbifold K-theory
and orbifold cohomology is not a homomorphism, there is an orbifold Chern character
map [18] that gives a homomorphism, as commutative G-algebras, between orbifold K-
theory and orbifold cohomology. In light of this fact, there is a K-theoretic version of
the cohomological hyper-Ka¨hler resolution conjecture [13][14]. However, the rank of the
orbifold K-theory ring is larger than the rank of the K-theory of the resolution. In the
cohomological hyper-Ka¨hler resolution conjecture, the cohomology rings of the orbifold
and the resolution have the same rank. For a resolution, Z, of the cotangent bundle
of the orbifold there is a Chern character isomorphism from the usual K-theory to the
8usual cohomology ring of Z. The orbifold Chern character map is only surjective. It
factors through a subring of the orbifold K-theory, called the augmented orbifold K-theory.
Thus, the K-theoretic hyper-Ka¨hler resolution conjecture says that the augmented orbifold
K-theory is isomorphic as a ring to the K-theory of the resolution. Furthermore, the
isomorphism respects the structure of a λ-ring, or equivalently the Adams operations.
The virtual orbifold K-theory as a vector space is given by K(IP(1, n)), which contains
the usual K-theory K(P(1, n)) as a subspace. The virtual product on K(IP(1, n)) is defined
by a formula similar to Equation 1.3, where the obstruction bundle is given in Equation 1.4.
The virtual product on the untwisted sector K(P(1, n)) reduces to the usual product.
The ring K(IP(1, n)) is isomorphic as a ring to KG(IX), where P(1, n) = [X/G] for
X = C2 − {(0, 0)} and G = C∗. The non-Abelian localization theorem of Edidin-Graham
[11] allows us to write KG(IX) as a direct sum of localizations of KG(IX). We find natural
generators for the localizations and express the virtual product in terms of these generators.
Edidin-Jarvis-Kimura [14] show that the virtual orbifold K-theory of any toric orbifold
has additional structure given by virtual Adams (or ψ-) operations. These are ring homo-
morphisms ψ˜k : K(IP(1, n)) −→ K(IP(1, n)) for k ≥ 1 satisfying ψ˜1 = id and ψ˜i ◦ ψ˜j = ψ˜ij
for all i, j ≥ 1.We say that K(IP(1, n)) has the structure of a ψ-ring. We express the virtual
Adams operations on K(IP(1, n)) in terms of the natural generators on the localizations.
As with the product, on the subring K(P(1, n)), the virtual Adams operations reduce to
the usual Adams operations. When L is the class of a line bundle, we have
ψ˜k(L ) = L , (1.7)
for all k. This motivates the definition of virtual line elements, classes in K(IP(1, n))
which satisfy Equation 1.7. We explicitly calculate the group of virtual line elements
P ⊂ K(IP(1, n))C, prove that P spans the complex vector space K(IP(1, n))C, and give a
presentation of this ring in terms of virtual line elements.
For a particular crepant resolution, Zn, of T ∗P(1, n) described by Edidin-Jarvis-Kimura
9[14], we construct a surjective ring homomorphism from K(IP(1, n))C to K(Zn)C, the ordi-
nary K-theory of the resolution. Furthermore, there is a canonical summand ofK(IP(1, n))C
given by one of the localizations on which this homomorphism is an isomorphism. This is an
example of the K-theoretic version of the hyper-Ka¨hler resolution conjecture generalizing
the examples of P(1, 2) and P(1, 3) shown in [14].
Chapter 2
Topological quantum field theories and
G-topological quantum field theories
This chapter will review the construction of (1+1)-dimensional topological quantum field
theories and their associated Frobenius algebras. Further, there is a generalization of
these structures to (1+1)-dimensional G-equivariant topological quantum field theories
with associated G-Frobenius algebras.
2.1 Topological quantum field theories
We begin by recalling definitions of the relevant categories.
Definition 2.1.1. The cobordism category, nCob, is defined by the following data:
(i) Obj(nCob) are (n− 1)-dimensional closed, oriented manifolds.
(ii) Let Σ0,Σ1 ∈ Obj(nCob). Then, Mor(Σ0,Σ1) are diffeomorphism classes of n-
dimensional oriented manifolds by orientation-preserving diffeomorphisms, M , with
∂M = Σ0
∐
Σ1. Compositions of morphisms in Mor(Σ0,Σ1) and Mor(Σ1,Σ2) is
given by gluing the cobordisms along Σ1 to obtain a cobordism in Mor(Σ0,Σ2).
There is a notion of in-boundary and out-boundary on a cobordism, where an (n− 1)-
dimensional manifold Σ, is an in-boundary (resp. out-boundary) if the orientation on
Σ agrees (resp. disagrees) with the orientation induced by the orientation on M . Our
convention will be to draw all morphisms of the form Mor(Σin,Σout) with the in-boundary
on the right and the out-boundary on the left.
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Further, by regarding the empty set as a manifold of dimension n − 1 or n, we can
define the empty cobordism in this category. Together with the operation of disjoint union
of manifolds, we obtain a symmetric monoidal structure on nCob.
We will be concerned with the cobordism category 2Cob. Note that objects in 2Cob
are closed, oriented 1-dimensional manifolds, i.e. disjoint unions of circles. Then, mor-
phisms are 2-dimensional compact, oriented manifolds with boundary. By the classifica-
tion of surfaces, we obtain generators for 2Cob as shown in Figure 2.1, where the twist
cobordism on the far right represents the monoidal structure in the category. Note that
the twist cobordism is topologically two disjoint cylinders, with no preference for which
connected component is in front.
Figure 2.1: Generators of 2Cob
Definition 2.1.2. Let Vectk be the category of vector spaces over the field k, with
monoidal structure given by the tensor product.
Definition 2.1.3. A (1+1)-dimensional topological quantum field theory is a symmetric
monoidal functor
F : 2Cob −→ Vectk.
The state space of this theory is the vector space V = F (S1), for a fixed circle S1.
In other words, the image of the empty (n − 1)-dimensional manifold is the ground
field k, and to any cobordism is assigned a linear map F (M) : V ⊗p −→ V ⊗q, where p is
the number of in-boundary connected components, and q is the number of out-boundary
connected components.
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Definition 2.1.4. Let 2TQFTk be the category whose objects are (1+1)-dimensional
TQFTs over the field k, and whose morphisms are monoidal natural transformations.
As a (1+1)-dimensional TQFT is determined by a vector space V together with a
collection of linear maps, one might hope to obtain a familiar structure. In fact, there is
an associated structure, given by a Frobenius algebra.
Definition 2.1.5. A commutative Frobenius algebra over a ring R is a commutative, as-
sociate, unital, R-algebra, V , with
(i) a commutative product map m : V ⊗ V −→ V ,
(ii) a unit map i : R −→ V ,
(iii) a co-unit module homomorphism  : V −→ R, such that the associated bilinear form
η : V ⊗ V −→ R defined by η(v, w) = (vw) is nondegenerate.
satisfying the following two conditions:
(1) (Id⊗m) ◦ (∆⊗ Id) = ∆ ◦m = (m⊗ Id) ◦ (Id⊗∆),
(2) (Id⊗ ) ◦∆ = Id = (⊗ Id) ◦∆,
for the co-product ∆ : V −→ V ⊗ V , defined by ∆(v) = ∑i v′i ⊗ v′′i , the unique element
such that for all w ∈ V , vw = ∑i η(v′′i , w)v′i.
Note that item (iii) can be described in terms of the metric η, rather than . Frobenius
structures are not uncommon, and an important example is given by V = H∗dR(X), the
deRham cohomology ring of a connected, compact, oriented manifold X together with the
Poincare´ pairing.
Example 2.1.6. Let X be a compact, almost complex orbifold. Then the orbifold coho-
mology ring,
(Horb(X ), ∗,1, η˜),
with the orbifold product ∗, unit 1, and pairing η˜, has the structure of a commutative
Frobenius algebra.
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Definition 2.1.7. Let cFAk be the category of commutative Frobenius algebras over the
field k, where objects are commutative Frobenius algebras, and morphisms are algebra and
co-algebra homomorphisms.
Then, the correspondence between (1+1)-dimensional TQFTs and Frobenius algebras
can be stated as follows.
Theorem 2.1.8. There is a canonical equivalence of categories 2TQFTk ∼= cFAk.
Figure 2.2: Equivalence of 2TQFTk and cFAk
The idea proof of Theorem 2.1.8 is to assign a cobordism to each of the operations in
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Definition 2.1.5, as illustrated in Figure 2.2.
2.2 G-equivariant topological quantum field theories
Turaev [24] introduced the definition of homotopy quantum field theory as a generalization
of a TQFT. We take G to be a finite group for the following discussion, although homotopy
quantum field theories can be defined for a general group. By restricting to the finite group
case, we obtain a nice generalization of the TQFTs defined in the previous section.
Definition 2.2.1. Let nGCob be the category defined by the following data:
(i) Obj(nGCob) are oriented (n − 1)-dimensional manifolds (C, pi) where every con-
nected component of C has a marked point, together with a principal G-bundle
decorated with a marked point in the preimage of pi for every i, ((Σ, p˜)→ (C, p)).
(ii) Mor(((Σ0, p˜0) → (C0, p0)), ((Σ1, p˜1) → (C1, p1))) are pointed, oriented cobordisms,
M , with boundary components Σ0
∐
Σ1 equipped with a principal G-bundle over M
which restricts to C0 and C1 over the boundary of M .
Note that we can view nCob as a subcategory of nGCob for any finite group G by
taking the principal bundle over any (n−1)-dimensional manifold Σ to be the trivial bundle
Σ×G, with all pointings on Σ× {1}.
As above, we will be concerned with the category 2GCob. In this case, the objects in
the category are generated by pointed principal bundles over S1, the standard unit circle
in R2 with orientation induced from the usual orientation on R2. There is a map from
isomorphism classes of G-bundles over S1 to the group G, given by holonomy

(Σ, p˜)

(S1, p)
 7→ m,
where m is the holonomy at p. Note that G-bundles have an action of G given by translating
the marked point p˜, and G has an action of G by conjugation. Then, this map is a G-
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equivariant isomorphism with respect to the actions defined above. As before, the category
2GCob has a monoidal structure given by disjoint union. There is also an action of the
group G on 2GCob, where the action of h ∈ G sends the G-bundle Cg to Chgh−1 .
Definition 2.2.2. A (1+1)-dimensional G-equivariant topological quantum field theory is
a G-equivariant symmetric monoidal functor
F : 2GCob −→ Vectk(G),
where Vectk(G) is the category whose objects are G-graded G-modules over k, and whose
morphisms are G-equivariant G-module homomorphisms.
Then, to each G-bundle, Cg, we associate a vector space Vg in Vectk. Since the pair of
pants cobordism defines the multiplication in the usual TQFT, we study G-bundles over
the pair of pants to obtain a multiplication in this theory. We begin with a pointed pair
of pants 
(M˜, p˜1, p˜2, p˜3)

(M,p1, p2, p3)

together with a choice of base point p0 in the interior of the surface. We then take an
oriented path γi from p0 to pi for each i = 1, 2, 3, such that the γi are disjoint. Traversing
γi, then going once around the ith boundary component in the direction of its orientation,
and then traversing γi in the opposite direction defines a loop li in pi1(M,p0). Note that
these loops generate the fundamental group pi1(M,p0). We have chosen the paths γi so
that the complement M −{l1, l2, l3} is simply connected, which implies the G-bundle over
the complement is trivial. For simplicity, we draw the the pair of pants projected in the
plane as in Figure 2.3.
From this picture, it is clear that l1l2 = l3. Given three group elements g1, g2, g3 ∈ G,
we define a G-bundle over M by a homomorphism ψ : pi1(M,p0) → G with ψ(li) = gi
for all i = 1, 2, 3. In particular, such a homomorphism only exists if g1g2 = g3. This
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Figure 2.3: Oriented loops used to define the pointed G-bundle
homomorphism uniquely determines a base point p˜0 in the G-bundle, and by path-lifting,
we obtain marked points p˜i for i = 1, 2, 3, all lying on the same connected component. The
G-bundle restricted to the boundary then corresponds to the vector spaces Vgi , and we say
that this G-bundle defines a multiplication
Vg1 ⊗ Vg2 −→ Vg1g2 .
Thus, the state space of the G-TQFT
V =
⊕
g∈G
Vg,
has a multiplication.
With this structure in mind, it is reasonable to ask if there is an analogous structure
to that of a Frobenius algebra on the state space V . We follow Jarvis-Kaufmann-Kimura
[17] to define a G-Frobenius algebra.
Definition 2.2.3. Let V =
⊕
g∈G Vg be a G-graded G-module, and let ρ be the action of
G. Then, (V,m,1, η) is a G-Frobenius algebra if the following conditions are satisified:
(i) ρ(g) : Vg −→ Vg is the identity for all g ∈ G.
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(ii) η is a symmetric, nondegenerate, bilinear form on V with η(vg1 , vg2) is zero unless
g1g2 = 1.
(iii) m : Vg1 ⊗ Vg2 −→ Vg1g2 is the multiplication on V , distributive over addition.
(iv) m is associative.
(v) m is braided commutative
m(vg1 , vg2) = m(ρ(g1)vg2 , vg1),
for all gi ∈ G and vgi ∈ Vgi , i = 1, 2.
(vi) The multiplication is G-equivariant.
(vii) The metric η is G-invariant.
(viii) The metric η is invariant with respect to m.
(ix) The identity 1 is G-invariant.
(x) For all g1, g2 ∈ G and v ∈ Vg1g2g−11 g−12 ,
TrVg1 (m(v, ρ(g
−1
2 ))) = TrVg2 (ρ(g1)m(v, )).
The last condition (x) is called the Trace Axiom.
Let 2G−TQFTk be the category of (1+1)-dimensional G-equivariant topological
quantum field theories, and GFAk be the category of G-Frobenius algebras over the field
k. The following result is due to Turaev [24].
Theorem 2.2.4. There is an equivalence of categories, 2G−TQFTk ∼= GFAk.
The proof of Theorem 2.2.4 is similar to the proof of Theorem 2.1.8. The rationale
for the Trace Axiom comes from decomposing a punctured torus along different loops, see
Moore-Segal [21] for details.
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Fantechi-Go¨ttsche [15] showed that the stringy cohomology H (X) = H∗(IX) for com-
pact X has the structure of a G-Frobenius algebra.
Proposition 2.2.5. If X is a compact manifold, then (H (X), µ,1) is a G-Frobenius
algebra.
Chapter 3
G-equivariant unoriented topological quantum
field theories
3.1 Unoriented topological quantum field theories
Recall that in the definition of a (1+1)-dimensional TQFT, we take the oriented cobordism
category 2Cob. Turaev-Turner [25] extended the definition of a (1+1)-dimensional TQFT
to the unoriented cobordisms, which we review here.
Definition 3.1.1. The unoriented cobordism category 2UCob is defined by the following
data:
(i) Obj(2UCob) are 1-dimensional, closed oriented manifolds, i.e. disjoint unions of
oriented circles.
(ii) Let Σ0,Σ1 ∈ Obj(2UCob). Then, Mor(Σ0,Σ1) are diffeomorphism classes of 2-
dimensional unoriented (possibly nonorientable) manifolds, M , with ∂M = Σ0
∐
Σ1.
Gluing along Σ1 gives compositions of morphisms in Mor(Σ0,Σ1) and Mor(Σ1,Σ2).
We allow orientation reversing diffeomorphisms in this category.
As before, 2UCob has the structure of a symmetric monoidal category given by disjoint
union. Unlike 2Cob, each cobordism in 2UCob has a new label of “in” or “out” on each
boundary component, as the absence of an orientation on M precludes the comparison of
the orientation of the boundary components with the global orientation. Again, we draw
the in-boundary on the right, and the out-boundary on the left. Note that the category
2UCob contains 2Cob as a subcategory.
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We can find generators of 2UCob, by adding additional generators to those in Fig-
ure 2.1. Note that we must now specify the orientations on the boundary components in
Figure 2.1 as orientations consistent with some global orientation. Then, we obtain two
additional generators shown in Figure 3.1. The cobordism on the left is a cross-cap, and
the cobordism on the right is topologically a cylinder, but where the orientations on the
boundaries are not consistent with any global orientation. The lines in the interior of the
cobordism on the left are purely an illustrative aid, and do not represent any additional
structure, while the lines on the cross-cap distinguish this from the identity cap in 2Cob.
Figure 3.1: Nonorientable generators in 2UCob
Definition 3.1.2. A (1+1)-dimensional unoriented topological quantum field theory is a
symmetric monoidal functor
F : 2UCob −→ Vectk.
Definition 3.1.3. Let 2UTQFTk be the category whose objects are (1+1)-dimensional
UTQFTs over the field k, and whose morphisms are monoidal natural transformations.
The definition of an extended Frobenius algebra is due to Turaev [25], and is given as
follows.
Definition 3.1.4. An extended Frobenius algebra over R, consists of a commutative R-
algebra, V , with unit, which is projective of finite type as an R-module, along with the
following data:
(i) A Frobenius algebra (V,m, η),
(ii) an involution of Frobenius algebras ϕ : V → V,
(iii) θ ∈ V , called the cross-cap state,
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which satisfy
(1) ϕ(θv) = θv, for every v ∈ V ,
(2) m(ϕ⊗ id)(∆(1)) = θ2.
An extended Frobenius algebra is usually written (V, θ, ϕ).
Definition 3.1.5. Let cEFAk be the category of commutative extended Frobenius algebras
over the field k.
Turaev and Turner [25] proved the following equivalence.
Proposition 3.1.6. There is an equivalence of categories 2UTQFTk ∼= cEFAk.
3.2 G-equivariant unoriented topological quantum field theories
Our goal is to introduce a so-called G-extended Frobenius algebra for a finite group G
that will correspond to a G-equivariant unoriented topological quantum field theory. We
proceed by generalizing the definition of a G-equivariant TQFT.
Definition 3.2.1. Let 2GUCob be the category defined by the following data:
(i) Obj(2GUCob) are pointed, oriented 1-dimensional manifolds, (C, p), together with
a principal G-bundle with pointing in the preimage of p˜, ((Σ, p˜)→ (C, p)).
(ii) Mor(((Σ0, p˜0) → (C, p0)), ((Σ1, p˜1) → (C, p1))) are unoriented (possibly nonori-
entable) cobordisms M , with boundary Σ0
∐
Σ1 equipped with a principal G-bundle
over M which restricts to C0 and C1 over ∂M .
As in the oriented case, we can view 2UCob as a subcategory of 2GUCob by con-
sidering the subset of trivial G-bundles. In 2GUCob objects are as in 2GCob, principal
pointed G-bundles over S1, which are in one-to-one correspondence with elements of G.
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Definition 3.2.2. A (1+1)-dimensional G-equivariant unoriented topological quantum
field theory is a symmetric monoidal functor
F : 2GUCob −→ Vectk(G).
Again, the state space of this theory is a G-graded vector space
V =
⊕
g∈G
Vg.
Definition 3.2.3. Let 2G−UTQFTk be the category of (1+1)-dimensionalG-equivariant
unoriented topological quantum field theories.
We would like an equivalence of categories as in Theorem 2.2.4 for 2G−UTQFTk.
A natural place to look is to do a construction analogous to the extension of a Frobenius
algebra to a G-Frobenius algebra. Thus, we need to define identities extending the identites
φ(θv) = v, for every v ∈ V,
m(φ⊗ id)(∆(1)) = θ2,
in Definition 3.1.4.
Definition 3.2.4. Let G be a group such that every element is conjugate to its inverse.
A G-extended Frobenius algebra consists of the following data:
(i) a G-Frobenius algebra (V, ∗′,1, η) and a Gop-Frobenius algebra (V, ∗′′,1, η),
(ii) θ{a} ∈ Va2 for every a ∈ G,
(iii) an involution φ : Va −→ Va−1 for each a ∈ G,
satisfying the following relations:
(ρa−1 ◦ φ)(θ{(ab)a−1(ab)−1}vab) = θ{ab−1a−1}vab for all vab ∈ Vab, (3.1)
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m((ρb−1 ◦ φ)⊗ id(∆d(1))) = m(θ{b−1} ⊗ θ{bd−1}), (3.2)
ϕg−11 g
−1
2
(ϕg1(vg1) ∗′g−11 ,g−12 ,g−13 ϕg2(vg2)) = vg1 ∗
′′
g1,g2,g3 vg2 ,
∗′g1,g2,g3 = ∗′′g1,g2,g3 if g1g2 = g2g1.
Remark 3.2.5. The last relation in Definition 3.2.4 is somewhat unpleasant, as it forces
the condition that all elements of the group G be conjugate to their inverses. It might be
possible to avoid this condition by altering the definition of the cobordism category. In
particular, the data of the in- and out-boundaries is invariant under all isomorphisms. If
we allow isomorphisms to exchange in- and out-boundaries, then the new version of the
last relation may not impose such a condition on the group G. Atiyah [3] has an additional
axiom in the topological quantum field theory, which he calls the hermitian axiom, for the
case where the state space has a hermitian structure. It might be possible to realize the
hermitian axiom with the additional structure in the new cobordism category described
above.
Definition 3.2.6. Let G−EFAk be the category of G-extended Frobenius algebras over
the field k.
Proposition 3.2.7. Every object in 2G−UTQFTk has an associated object in G−EFAk.
The proof of Proposition 3.2.7 will consist of the rest of this chapter.
The identity cobordism in 2UCob is the cylinder with boundary orientations which are
not induced by some global orientation. In particular, the out-boundary has the orientation
induced from some global orientation, while the orientation of the in-boundary is opposite
the orientation induced by the same global orientation. We now consider pointed G-bundles
over this cylinder. Some care must be taken, however, as the boundary components have
two possible orientations, each consistent with one of the global orientations in the sense of
the above. Let (Σ, p˜1, p˜2) be a pointed G-bundle over I ′, as in Figure 3.2, with holonomy g1
at both boundary components. We take the same bundle over I ′′, where I ′ = I ′′ as pointed
surfaces after forgetting orientations on the boundary. Note that since the orientation on
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Figure 3.2: Two identity maps corresponding to the same G-bundle
the boundary components are reversed, the holonomy of this pointed G-bundle is g−11 at
both boundary components. Then, the TQFT functor defines morphisms
F ((Σ, p˜1, p˜2)→ (I ′, p1, p2), g1, g1) : Vg1 −→ Vg1 ,
F ((Σ, p˜1, p˜2)→ (I ′′, p1, p2), g−11 , g−11 ) : Vg−11 −→ Vg−11 .
For notational sanity, we denote these linear maps
f ′g1 := F ((Σ, p˜1, p˜2)→ (I ′, p1, p2), g1, g1),
f ′′
g−11
:= F ((Σ, p˜1, p˜2)→ (I ′′, p1, p2), g−11 , g−11 ).
Let ν be the reflection through a vertical plane bisecting I ′. If we regard ν as a map
from I ′ to I ′′, the restriction ν|∂I′ is orientation-preserving. However, ν only lifts to an
isomorphism of pointed G-bundles if g1 = g−11 . Hence,
f ′g1 = f
′′
g−11
if g1 = g−11 .
By gluing each pointed G-bundle to itself, we obtain the following relations:
f ′g1 ◦ f ′g1 = f ′g1 f ′′g−11 ◦ f
′′
g−11
= f ′′
g−11
.
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Furthermore, the pull-back pointed G-bundle ν∗((Σ, p˜1, p˜2) → (I ′′, p1, p2), g1, g1) is iso-
morphic to the pointed G-bundle ((Σ, p˜1, p˜2) → (I ′, p1, p2), g1, g1). Therefore, there is
an isomorphism covering ν between ((Σ, p˜1, p˜2) → (I ′, p1, p2), g1, g1) and ((Σ, p˜1, p˜2) →
(I ′′, p1, p2), g1, g1), which gives the relation
f ′g1 = f
′′
g1 .
Combining the three relations above gives f ′
g−11
◦ f ′′
g−11
= f ′′
g−11
and f ′′g1 ◦ f ′g1 = f ′g1 , which we
may also view as gluing the pointed G-bundles over I ′ and I ′′.
We must introduce a G-equivariant version of the involution ϕ. The cobordism repre-
senting ϕ in 2UCob is topologically a cylinder. However, the boundary components have
orientations consistent with a global orientation, in the sense that both the in-boundary
and out-boundary have the orientation induced from a global orientation. Note that this is
not the case in the cylinders that defined the identity morphisms above. Again, there are
two possible global orientations which give two possible orientations for the boundary. We
denote these two cases as P ′ and P ′′, where P ′ = P ′′ as pointed surfaces, after forgetting
boundary orientations. Now the holonomies associated to the two boundary components
on a connected component of the pointed G-bundle must be inverses of each other. As
above, we consider the same pointed G-bundle over P ′ and P ′′, as in Figure 3.3. If the
Figure 3.3: Two involutions corresponding to the same G-bundle
holonomy at p1 of Σ over P ′ is g1, then at p2 it is g−11 . Since the orientations on the
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boundary components are reversed on P ′′, the holonomy at p1 is g−11 and at p2 is g1. The
TQFT functor associates linear maps to these pointed G-bundles by
F ((Σ, p˜1, p˜2)→ (P ′, p1, p2), g1, g−11 ) : Vg1 −→ Vg−11
F ((Σ, p˜1, p˜2)→ (P ′′, p1, p2), g−11 , g1) : Vg−11 −→ Vg1 .
We denote these morphisms by
ϕ′g1 := F ((Σ, p˜1, p˜2)→ (P ′, p1, p2), g1, g−11 ),
ϕ′′
g−11
:= F ((Σ, p˜1, p˜2)→ (P ′′, p1, p2), g−11 , g1)
Gluing the pointed G-bundles above yields the relations
ϕ′g1 ◦ ϕ′′g−11 = f
′′
g−11
ϕ′′
g−11
◦ ϕ′g1 = f ′g1 .
As above, we see that P ′ and P ′′ are isomorphic by the reflection ν, but in general, ν only
lifts to an isomorphism of the pointed G-bundles if g1 = g−11 . Thus,
ϕ′g1 = ϕ
′′
g−11
if g1 = g−11 .
If we consider the G-bundle ((Σ, p˜1, p˜2) → (P ′′, p1, p2), g1, g−11 ), and pull back by ν, we
obtain a pointed G-bundle which is isomorphic to ((Σ, p˜1, p˜2) → (P ′, p1, p2), g1, g−11 ).
Hence, there is an isomorphism covering ν between ((Σ, p˜1, p˜2)→ (P ′, p1, p2), g1, g−11 ) and
((Σ, p˜1, p˜2)→ (P ′′, p1, p2), g1, g−11 ) which gives the relation
ϕ′g1 = ϕ
′′
g1 .
If we combine the previous three relations, we obtain ϕ′g1 ◦ϕ′g−11 = f
′
g−11
and ϕ′′
g−11
◦ϕ′′g1 = f ′′g1 .
Recall that we define a multiplication for G-TQFTs by a particular G-bundle over the
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pair of pants. The in-boundary components have orientations opposite the orientation in-
duced by a global orientation, and the out-boundary has an orientation induced by a global
orientation. As there are two possible global orientations, we consider two pointed surfaces
with oriented boundaries, denoted by (M ′, p1, p2, p3) and (M ′′, p1, p2, p3). In particular,
M ′ = M ′′ as pointed surfaces after forgetting the orientations on the boundary. We take
Figure 3.4: Two multiplications corresponding to the same G-bundle
a pointed G-bundle (Σ, p˜1, p˜2, p˜3) over M ′ with holonomy g1, g2, g3, and consider the same
G-cover over M ′′, which has holonomy g−11 , g
−1
2 , g
−1
3 , as in Figure 3.4. In particular, for
group elements g1, g2 ∈ G, the TQFT functor gives linear maps
F ((Σ, p˜1, p˜2, p˜3)→ (M ′, p1, p2, p3), g1, g2, g3) : Vg1 ⊗ Vg2 −→ Vg1g2 ,
F ((Σ, p˜1, p˜2, p˜3)→ (M ′′, p1, p2, p3), g−11 , g−12 , g−13 ) : Vg−11 ⊗ Vg−12 −→ V(g1g2)−1 .
We denote these maps by
∗′g1,g2,g3 := F ((Σ, p˜1, p˜2, p˜3)→ (M ′, p1, p2, p3), g1, g2, g3),
∗′′
g−11 ,g
−1
2 ,g
−1
3
:= F ((Σ, p˜1, p˜2, p˜3)→ (M ′′, p1, p2, p3), g−11 , g−12 , g−13 ).
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In 2UCob, we have the equivalence shown in Figure 3.5. Thus, we have the following
identity involving the two multiplications
ϕg−11 g
−1
2
(ϕg1(vg1) ∗′g−11 ,g−12 ,g−13 ϕg2(vg2)) = vg1 ∗
′′
g1,g2,g3 vg2 . (3.3)
Figure 3.5: Compatibility of the multiplications with the involution
Let νM be the reflection through a vertical plane bisecting the surfaces. Consider the
pointed G-bundle over M ′′ with holonomy g1, g2, g3. The pull-back of this pointed G-bundle
over M ′′ by νM is isomorphic to the pointed G-bundle over M ′ corresponding to g1, g2, g3.
Thus, the pointed G-bundles over M ′ and M ′′ are isomorphic by an isomorphism covering
νM . Hence, we see that
∗′g1,g2,g3 = ∗′′g1,g2,g3 if g1g2 = g2g1.
Recall from Figure 2.2 the cobordism that gives the metric in 2Cob. The in-boundary
components on the cobordism have orientations induced by some global orientation on the
surface. Because there are two possible orientations, we consider two pointed surfaces with
oriented boundaries, (N ′, p1, p2) and (N ′′, p1, p2). Specifically, N ′ = N ′′ as pointed surfaces
after forgetting orientations on the boundary. We would like to construct a G-equivariant
metric, by considering the pointed G-bundle over N ′ corresponding to g1, g2 ∈ G, as in
Figure 3.6, and taking the same pointed G-bundle over N ′′. The pointed G-bundle over
N ′′ has holonomy g−11 , g
−1
2 . The TQFT functor associates to these pointed G-bundles the
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Figure 3.6: Two metrics corresponding to the same G-bundle
morphisms
F ((Σ, p˜1, p˜2)→ (N ′, p1, p2), g1, g2) : Vg1 ⊗ Vg2 −→ k,
F ((Σ, p˜1, p˜2)→ (N ′′, p1, p2), g−11 , g−12 ) : Vg−11 ⊗ Vg−12 −→ k.
We denote these morphisms
η′g1,g2 = F ((Σ, p˜1, p˜2)→ (N ′, p1, p2), g1, g2),
ηg−11 ,g
−1
2
:= F ((Σ, p˜1, p˜2)→ (N ′′, p1, p2), g−11 , g−12 ).
The reflection ν lifts to an isomorphism of pointed G-bundles when gi = g−1i for all i = 1, 2
as above. In this case, the associated morphisms are equal
η′g1,g2 = η
′′
g−11 ,g
−1
2
when gi = g−1i .
Again, as above, by pulling back the pointedG-bundle ((Σ, p˜1, p˜2)→ (N ′′, p1, p2), g1, g2), we
obtain a pointed G-bundle isomorphic to ((Σ, p˜1, p˜2)→ (N ′, p1, p2), g1, g2). Thus, we have
an isomorphism of pointed G-bundles ((Σ, p˜1, p˜2) → (N ′, p1, p2), g1, g2) and ((Σ, p˜1, p˜2) →
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(N ′′, p1, p2), g1, g2) that gives the relation
η′g1,g2 = η
′′
g1,g2 .
Now consider the equivalence shown in Figure 3.7. Lifting this equivalence to pointed
Figure 3.7: Compatibility of the metrics with the involution
G-covers yields the new relation
η′g1,g2(ϕ
′
g−11
vg−11
, ϕ′
g−12
vg−12
) = η′′
g−11 ,g
−1
2
(vg−11 , vg−12 ).
Remark 3.2.8. For the identity maps, multiplications, involutions, and metrics, we will
generally omit the subscripts and consider these maps as acting on the entire state space
V .
Remark 3.2.9. Let Gop be the group whose underlying set is the same as G, but is given
the opposite multiplication g ·op h := h · g, where · is the multiplication on G. There is a
canonical isomophism
ν : G −→ Gop ν(g) = g−1.
Then we may regard (V, ∗′,1, η) as a G-Frobenius algebra, and (V, ∗′′,1, η) as a Gop-
Frobenius algebra, where the action is given by
ρGop(g) = ρG(g−1) for any g ∈ G.
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In this picture, the map
ϕ : (V, ∗′,1, η) −→ (V, ∗′′,1, η),
is a G-Frobenius algebra isomorphism, by using the isomorphism i to regard (V, ∗′′,1, η) as
a G-Frobenius algebra. Likewise, we can view ϕ as an Gop-Frobenius algebra isomorphism.
3.2.1 G-Klein identity
One of the new identities in the definition of an extended Frobenius algebra is
m(φ⊗ Id)(∆(1)) = θ2,
where as before, m is multiplication, φ is the involution, ∆ is the coproduct, and θ is the
cross-cap state. We will call this relation the Klein identity. Written in terms of the corre-
sponding unoriented topological quantum field theory (UTQFT), this identity appears as
in Figure 3.8, which holds as both sides are homeomorphic to a Klein bottle, K, with an
open disc removed. Decomposing the punctured Klein bottle as in Figure 3.8 and identify-
ing the linear maps corresponding to each cobordism constitutes the proof of this relation
in Proposition 3.1.6. Note that we have identified ∆(1) with the inverse metric in the
figure, as these surfaces are homeomorphic. Our goal is lift this identity to a corresponding
identity for pointed G-bundles, and we will call this new identity the G-Klein identity. We
accomplish this by studying the holonomy associated to the decomposed cobordisms in the
base.
Figure 3.8: Klein identity
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It will be useful in both cases to have a standard picture of K\D2 for which the cuts made
in the pictures above are drawn. The left hand side is represented in Figure 3.9 and the
right hand side in Figure 3.10. Note that in the Figure 3.10, we have deformed the pair of
pants so that the two circles making the cuffs intersect at a point.
Figure 3.9: Left hand side of Klein identity
In the case of the left hand side, let Σ denote the glued surface. Let γK be the path
from p to pK , for K = I, II, III, IV , and γK,n be the path from pK to qn. Here we take
pII = p. Then for α˜ = γIγI,3α3γI,3γI , we have
pi1(Σ, p) = 〈α˜, δ, β | α˜ = β¯δ¯βδ¯〉
∼= 〈δ, β〉.
Specifying a homomorphism ψ : pi1(Σ, p) → G with ψ(β) = b and ψ(δ) = d will give a
pointed G-cover (E, p˜). Thus, the pointed G-bundles over (Σ, p) are classified by pairs of
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Figure 3.10: Right hand side of Klein identity
elements (b, d) coming from such a homomorphism.
To obtain an identity on the pointed G-bundle, consider each component of the cut surface.
There is a base point-moving isomorphism pi1(Σ, p)→ pi1(Σ, pK) defined by [µ] 7→ [γKµγK ].
The surface ΣI has boundary components α1, α2, and α3. We then obtain the following
relations, using the homomorphism ψ.
[γI,1α1γI,1] =
[
γI β¯δ¯βγI
] 7→ b−1d−1b,
[γI,2α2γI,2] =
[
γI δ¯γI
] 7→ d−1,
[γI,3α3γI,3] =
[
γI β¯δ¯βδ¯γI
] 7→ b−1d−1bd−1.
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Note that this is consistent with the presentation of pi1(ΣI , pI) given as
〈γI,1α1γI,1, γI,2α2γI,2, γI,3α3γI,3 | γI,1α1γI,1γI,2α2γI,2 = γI,3α3γI,3〉.
Doing the same process for surface ΣII will give
[γII,1α1γII,1] =
[
γII δ¯γII
] 7→ d−1,
[γII,4α4γII,4] = [γIIδγII ] 7→ d.
The surfaces ΣI and ΣII are glued along the path α1. However, the corresponding group
elements under the homomorphism are not equal. Compare the first lines for ΣI and ΣII .
Note that the group element for ΣI is the conjugate by b−1 of the element for ΣII . Thus,
in the relation for the pointed G-bundle, this operation will necessarily include a multipli-
cation by b−1.
The previous complication does not arise with ΣIII and ΣIV , as we calculate
[γIII,2α2γIII,2] =
[
γIII δ¯γIII
] 7→ d−1,
[γIII,5α5γIII,5] =
[
γIII δ¯γIII
] 7→ d−1,
[γIV,5α5γIV,5] =
[
γIV δ¯γIV
] 7→ d−1,
[γIV,4α4γIV,4] = [γIV δγIV ] 7→ d.
Note that all of the above are consistent with gluings.
We now do a similar analysis for the right hand side of the relation. Note that the choice
of base point p allows an identification pK = p for K = I, II, III. Beginning with the pair
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of pants ΣI , we obtain
[γI,1α1γI,1] =
[
γI β¯β¯γI
] 7→ b−2,
[γI,2α2γI,2] =
[
γIβδ¯βδ¯γI
] 7→ (bd−1)2,
[γI,3α3γI,3] =
[
γI β¯δ¯βδ¯γI
] 7→ b−1d−1bd−1.
Again, this is consistent with the presentation of pi1(ΣI , pI) as above. Calculations for ΣII
and ΣIII yield
[γII,1α1γII,1] =
[
γII β¯β¯γII
] 7→ b−2,
[γIII,2α2γIII,2] =
[
γIIIβδ¯βδ¯γIII
] 7→ (bd−1)2.
These are consistent with the calculations for ΣI , so there are no multiplications by group
elements in the identity on the pointed G-bundle. The holonomy for pointed G-bundles of
cross-caps is given by squares of elements in G, so we denote the cross-cap state associated
to b ∈ G by
θ{b} ∈ Vb2 .
This is consistent with the holonomy seen in the previous analysis. Therefore, for each pair
of group elements (b, d) ∈ G, we have the following relation
m((ρb−1 ◦ φ)⊗ id(∆d(1))) = m(θ{b−1} ⊗ θ{bd−1}),
where ρb−1 denotes multiplication by b−1 and ∆d is the coproduct C→ Vd ⊗ Vd−1 .
3.2.2 G-Mo¨bius identity
The other new identity in the definition of an extended Frobenius algebra is
φ(θv) = θv ∀ v ∈ V.
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In terms of the corresponding UTQFT (Figure 3.11), this corresponds to a Mo¨bius band
with a disc removed. We will call this relation the Mo¨bius identity. The orientation of
Figure 3.11: Mo¨bius identity
the boundary of the disc changes by transporting the path around the Mo¨bius band once,
as shown in Figure 3.12[5]. Again we analyze the decomposed surfaces to determine the
Figure 3.12: The realization of the Mo¨bius identity
lift of the Mo¨bius identity to pointed G-bundles, which we will call the G-Mo¨bius iden-
tity. With the standard representation of the Mo¨bius band as a square, we obtain the
representations shown in Figures 3.13 and 3.14. Note that in the labeling of the punc-
tured Mo¨bius band, α1 is not identified with α2. Rather, α1α2 forms the boundary of
the unpunctured Mo¨bius band. Define δ := α1β, and  := βα2. Then the fundamental
group has presentation pi1(Σ, p) ∼= 〈δ, 〉. A pointed G-bundle over Σ is determined by
a homomorphism ψ : pi1(Σ, p) → G with ψ(δ) = a and ψ() = b. As noted above, the
boundary of the Mo¨bius band is α1α2 ∼ δ, and the boundary of the disk is γα3γ ∼ δ.
Thus, under the homomorphism, the boundaries have images ψ(δ) = ab and ψ(δ) = ab−1.
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Figure 3.13: Right hand side of Mo¨bius identity
Figure 3.14: Left hand side of Mo¨bius identity
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To have a consistent multiplication, the image boundary of the cross-cap must satisfy
xab = ab−1
x = ab−2a−1
= (ab−1a−1)2.
Thus, the boundary of the cross-cap is homotopic to δ2δ. We then see that the right hand
side of the equivariant version of the Mo¨bius identity yields
θ{ab−1a−1}vab.
To obtain the left hand side, we define a map F that transports the disk around the
Mo¨bius band once, leaving the boundary of the Mo¨bius band fixed. The induced map on the
fundamental group is F∗ : pi1(Σ, p)→ pi1(Σ, p), with δ′ := F∗(δ) = δδ and ′ := F∗() = δ.
This is obtained by noting that α1 and α2 are fixed, F∗(α3) = α3, F∗(β) = α1βα2, and
F∗(γ) = γ′ ∼ α1β. Then the boundary of the Mo¨bius band is δ′′, the boundary of the
disk is δ′′, and the boundary of the cross-cap is δ′′2δ. Under the homomorphism ψ, these
map to
ψ(δ′′) = ab,
ψ(δ′′) = a(ab−1)a−1,
ψ(δ′′2δ) = (ab)a−2(ab)−1.
Finally, γ′ gives conjugation by a−1, and φ corresponding to the inversion. The left hand
side of the G-Mo¨bius identity is
(ρa−1 ◦ φ)(θ{(ab)a−1(ab)−1}vab).
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Finally, we obtain the G-Mo¨bius identity.
(ρa−1 ◦ φ)(θ{(ab)a−1(ab)−1}vab) = θ{ab−1a−1}vab ∀ vab ∈ Vab.
Theorem 2.2.4 gives the equivalence on the underlying G-TQFT of the G-UTQFT and
the underlying G-Frobenius algebra of the G-extended Frobenius algebra. The additional
relations given by Equation 3.1 and Equation 3.2 correspond to the cobordisms in Fig-
ure 3.11 and Figure 3.8, respectively, which concludes the proof of Proposition 3.2.7.
Chapter 4
Unoriented orbifold cohomology
4.1 The moduli space
We take C to be an unoriented, possibly non-orientable, surface, and consider its orientation
double cover,
C˜
pi

τ
$$
C
Recall that C˜ has a canonical orientation and an orientation-reversing deck transformation,
which we denote by τ . Further, we pick an almost complex structure on C˜ consistent with
the canonical orientation.
In particular, we begin by considering the case of the unoriented manifold C = CP1.
As C is orientable, C˜ consists of two copies of C with opposite orientations. Equip C
with three distinct marked points pi ∈ C. Then we may point C˜ with marked points p˜i
all contained in a single connected component, which we denote by C˜ ′. The unpointed
connected component will be denoted C˜ ′′. Note that the group of automorphisms of C˜
that commute with τ is the usual group of automorphisms of CP1, PGL(2).
We now construct a pointed admissible G-cover over C˜. Let (m1,m2,m3) ∈ G3 with
m1m2m3 = 1. Pick a basepoint p0 ∈ C and three oriented loops li, i = 1, 2, 3, based at
p0, where li is a small lasso around pi not containing any of the other marked points. We
further require that [l1][l2][l3] = 1 in pi1(C − {pi}, po) with respect to some orientation on
C. Lift these loops to loops l˜i in the connected component, C˜ ′, of C˜ whose orientation is
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consistent with the product [l1][l2][l3] = 1. Then a G-cover, denoted Ĉ ′, over C˜ ′ is defined
by a homomorphism
ψ : pi1(C˜ − {p˜i}, p˜0) −→ G.
Then the monodromy associated to this G-cover is m′ := (m1,m2,m3). We then define a
G-cover over C˜ ′′ by
Ĉ ′′ := τ∗Ĉ ′,
where the group action is given by ρ′′g = ρ′g−1 . There is a bundle map involution τ̂ : Ĉ
′′ → Ĉ ′
which covers τ . Then the monodromy associated to this G-bundle is given by the pointings
τ̂(pˆ1), τ̂(pˆ2), τ̂(pˆ3), which yields the monodromy m′′ := (m−11 ,m
−1
2 ,m
−1
3 ). Thus, we have
a G-cover, Ĉ := Ĉ ′
∐
Ĉ ′′, over C˜, together with an involution τ̂ that commutes with the
diagonal action of G. Note that we can equivalently view Ĉ ′′ as a Gop-cover.
There are two classes of loops li which can be used to define a G-cover over C˜ as shown
in Figure 4.1. The marked points pi define a circle on C, seen in Figure 4.1 as the equator.
With the basepoint p0 on this circle, let η be the reflection through this circle. Then, under
the action of η, the two classes of loops are mapped to each other. We take a diagonal lift
of η to C˜, denoted η˜, which is an antiholomorphic map. The composition η˜ ◦ τ is then a
holomorphic map which maps the connected components and lifted loops l˜i and l˜
op
i to each
other, where l˜i and l˜
op
i are illustrated on the left and right, respectively, of Figure 4.1.
Lemma 4.1.1. The G-covers defined by the two classes of loops l˜i and l˜
op
i are isomorphic.
Proof. Let Ĉ ′1 be the G-cover associated to the loops l˜i by the homomorphism
α : pi1(C˜ ′1 − {p˜i}, p˜0) −→ G
α(l˜i) = mi,
and Ĉ ′2 be the G-cover associated to the loops l˜′i by the homomorphism
β : pi1(C˜ ′2 − {p˜i}, p˜0) −→ G
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Figure 4.1: Two classes of loops on (CP1, p1, p2, p3)
β(l˜opi ) = mi.
Note that C˜ ′1 and C˜ ′2 have opposite orientations, so that the map η˜ ◦ τ is a holomorphic
involution between them. Then,
((η˜ ◦ τ)∗β)(l˜i) = β((η˜ ◦ τ)∗(l˜i))
= β(l˜opi )
= mi.
Thus, Ĉ ′1 and Ĉ ′2 are isomorphic by an isomorphism covering η.
We see that our construction is independent of the choice of loops taken in the base C,
as in the usual case.
Let (X, J, φ) be an even complex dimensional, almost complex manifold X with almost
complex structure J and antiholomorphic involution φ, together with a G-action on X that
commutes with φ. We denote the almost complex manifold (X,−J) by X.
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Definition 4.1.2. Let M
G
0,3(X,φ, 0) be the moduli space of degree 0 maps, f ,
(Ĉ, pˆi)
f
//
epi

X
(C˜, p˜i)
pi

(C, pi)
that are G-equivariant and satisfy f ◦ τ̂ = φ ◦ f , where C is a genus zero surface and
i = 1, 2, 3. The components of this moduli space are indexed by monodromy m′,
M
G
0,3(X,φ, 0) =
∐
m′∈G(3)
M
G
0,3(m
′)
where
G(3) = {(m1,m2,m3) ∈ G3 |m1m2m3 = 1},
and M
G
0,3(m
′) consists of maps from G-covers with monodromy m′.
4.2 Unoriented orbifold cohomology
Definition 4.2.1. Let σ : X×X → X be the antiholomorphic map σ(x, y) = (y, x). Then
define
τ̂ = σ ◦ (φ× φ).
Proposition 4.2.2. The evaluation morphism
ev :M
G
0,3(m
′) −→ (Xm′ ×Xm′′)σ◦(φ×φ)
ev(f, Ĉ, pˆi,m′) = (m′, f(pˆ1),m′′, f(τ̂ pˆ1))
is an isomorphisms of complex ZG(m′)-manifolds, where Xm = {(m, x) ∈ G(3)×X |mix =
x, for all i = 1, 2, 3} and ZG(m′) is the center of m′ in G.
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Remark 4.2.3. The evalutation map ev does not depend on which marked point pi f is
evaluated on, as f is a constant map.
Proof. Note that both σ and φ×φ are antiholomorphic, so their composition is holomorphic.
By G-equivariance of f ,
f(pˆi) = f(ρ(mi)pˆi)
= ρ(mi)f(pˆi),
which gives the map into Xm
′
. Translating the pointings by τ̂ to Ĉ ′′ and using the fact
that f is a constant maps shows that the evaluation map on the right hand factor maps
into Xm
′′
. By the equivariance of f with respect to τ̂ and φ, we have
(m′, f(pˆj),m′′, f(τ̂ pˆj)) = (m′, f(pˆj),m′′, φf(pˆj)).
On the other hand,
(σ ◦ (φ× φ))(m′, x,m′′, φx) = σ(m′, φx,m′′, x) = (m′, x,m′′, φx).
Therefore, we take τ̂ invariants of Xm
′ ×Xm′′ in the image of the evaluation maps. This
gives a one-to-one correspondence, and so we obtain the result
Definition 4.2.4. The involution φ induces holomorphic maps on the inertia and double
inertia manifolds.
Iφ : IGX −→ IGX, Iφ(m′i, x) = (m′′i , φx),
Iφ : IGX −→ IGX, Iφ(m′, x) = (m′′, φx).
Definition 4.2.5. For each group element m′i (resp. m
′′
i ) in the tuple m
′ (resp. m′′), there
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is a restriction map
em′i : X
m′ −→ Xm′i , em′i(m′, x) = (m′i, x),
em′′i : X
m′′ −→ Xm′′i , em′′i (m′′, x) = (m′′i , x).
Lemma 4.2.6. The diagram
(Xm
′ ×Xm′′)bτ
id

∼
ιm′
// Xm
′
Iφ

em′
i
// Xm
′
i
Iφ

(Xm
′ ×Xm′′)bτ ∼ιm′′ // Xm′′ em′′
i
//
X
m′′i
with ιm′(m′, x,m′′, φx) = (m′, x) and ιm′′(m′, x,m′′, φx) = (m′′, φx), for all i = 1, 2, 3,
commutes.
Proof. The maps ιm′ and ιm′′ are bijections, and because they are induced by projections
from X × X onto the first and second factors, respectively, they are holomorphic. Fur-
thermore, the map φ : X → X is holomorphic, as φ : X → X is antiholomorphic. Since
φ is an involution, we see that Iφ is an isomorphism of ZG(m′) ∼= ZG(m′′)-manifolds.
A similar argument shows that Iφ is an isomorphism, and the evaluation maps em′i and
em′′i are holomorphic as well. Then, from the definitions of the maps above, the diagram
commutes.
Following the results of Jarvis-Kaufmann-Kimura [18], we construct obstruction bundles
over the double inertia I′GX and I′′GX. Recall from Equation 1.2 that in the usual case, the
obstruction bundle over the connected component of the double inertia Xm is in the same
class in K-theory as
−Nm(T 1,0X) +
3∑
i=1
Smi(T 1,0X) ∈ KZG(m)(Xm).
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This motivates the definition of obstruction classes over Xm
′
and Xm
′′
. Let
R′(m′) := −Nm′(T 1,0X) +
3∑
i=1
Sm′i(T 1,0X) ∈ KZG(m′)(Xm
′
),
R′′(m′′) := −Nm′′(T 1,0X) +
3∑
i=1
Sm′′i (T 1,0X) ∈ KZGop(m′′)(Xm
′′
).
As φ : X → X is holomorphic, the holomorphic tangent bundles T 1,0X and T 1,0X are
isomorphic. Thus, Iφ∗(−Nm′′(T 1,0X)) = −Nm′(T 1,0X). However, the bundles S are more
subtle, as their definitions depend on the action of the group. In particular, with respect
to the action of G on X, we have
Sm′′i =
r−1∑
k=0
r − k
r
W ′′r,ρG(m′′i )=k
=
r−1∑
k=0
k
r
W ′′r,ρG(m′′i )=r−k
=
r−1∑
k=0
k
r
W ′′
r,ρG(m
′′−1
i )=k
,
where r is the order of m′′i . The G-action and G
op action on X are related by ρG(m′′i ) =
ρGop(m′′−1i ). Then, writing this in terms of the G
op action gives
Sm′′i =
r−1∑
k=0
k
r
W ′′r,ρGop (m′′i )=k.
Now we see that Iφ∗R′′(m′′) = R′(m′). Recall that the stringy multiplication is defined
by Equation 1.3. Thus, we have two products on the double inertia, given by
vm′1 ∗′ vm′2 := µ′∗(e∗m′1(vm′1) ∪ e
∗
m′2
(vm′2) ∪ eu(R′(m′))), (4.1)
vm′′1 ∗′′ vm′′2 := µ′′∗(e∗m′′1 (vm′′1 ) ∪ e
∗
m′′2
(vm′′2 ) ∪ eu(R′′(m′′))), (4.2)
where µ′ = ν ◦ em′3 and µ′′ = ν ◦ em′′3 for ν : G→ G, ν(g) = g−1.
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Proposition 4.2.7. Suppose every element in G is conjugate to its inverse. Then two
products in Equations 4.1 and 4.2 are related by
vm′′1 ∗′′ vm′′2 = Iφ∗((Iφ∗vm′′1 ) ∗′ (Iφ∗vm′′2 )),
and the identity
∗′m1,m2,m3 = ∗′′m1,m2,m3 if m1m2 = m2m1.
Therefore, the multiplications satisfy the relations in the definition of a G-extended Frobe-
nius algebra.
Proof.
Iφ∗((Iφ∗vm′′1 ) ∗′ (Iφ∗vm′′2 )) = Iφ∗µ′∗(e∗m′1(Iφ
∗vm′′1 ) ∪ e∗m′2(Iφ
∗vm′′2 ) ∪ eu(R′(m′)))
= (Iφ ◦ (ν ◦ em′3))∗(e∗m′′1 (Iφ
∗vm′1) ∪ e∗m′2(Iφ
∗vm′′2 ) ∪ eu(R′(m′)))
= ((ν ◦ em′′3 ) ◦ Iφ)∗(e∗m′1(Iφ
∗vm′′1 ) ∪ e∗m′2(Iφ
∗vm′′2 ) ∪ eu(R′(m′)))
= µ′′∗(Iφ∗e∗m′1(Iφ
∗vm′′1 ) ∪ Iφ∗e∗m′2(Iφ
∗vm′′2 ) ∪ eu(Iφ∗R′(m′)))
= µ′′∗(e
∗
m′′1
(vm′′1 ) ∪ e∗m′′2 (vm′′2 ) ∪ eu(R
′′(m′′)))
= vm′′1 ∗′′ vm′′2
by applying Lemma 4.2.6 and using the holomorphicity of Iφ. Let Iφ∗m be the involution
on H∗(Xm). Then,
|Iφ∗mvm|str = |Iφ∗m|str + |vm|str
|Iφ∗m|str = age(m−1)− age(m),
is the age of the operator Iφ∗m. As the age only depends on the conjugacy class of m, we
see that
|Iφ∗m|str = 0.
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For the second relation, these two multiplications will be the same if the age gradings agree.
We combine these two relations and verify the age gradings.
|(Iφ∗m′1vm′1) ∗
′ (Iφ∗m′2vm′2)|str = |Iφ
∗
m′1
vm′1 |str + |Iφ∗m′2vm′2 |str
= |vm′1 |str + |vm′2 |str
= |vm′1 ∗′ vm′2 |str
= |Iφ∗m′1m′2(vm′1 ∗
′ vm′2)|str.
Example 4.2.8. Let X = {pt} have an action of G, and let J be an almost complex
structure on X. The usual stringy cohomology of X is given by the group ring C[G],
formal linear combinations of elements of G with complex coefficients. This algebra is G-
graded, with a 1-dimensional space Cg for each g ∈ G. The group ring forms a G-Frobenius
algebra with the same multiplication as in the group, extended linearly, the usual identity
in G, and a metric with η(v, w) equal to the coefficient of the identity in vw, divided by
|G|. The coproduct is given by ∆(g) = ∑h∈G h⊗ (h−1g).
When considering the unoriented stringy cohomology of X, we need to consider the
same space with the opposite multiplication. This is determined by the involution given
by inversion
Iφ∗(g) = g−1 for all g ∈ G,
extended linearly to the group ring. Then, we obtain the other multiplication
g ∗′′ h = Iφ∗(Iφ∗(g) ∗′ Iφ∗(h)) = Iφ∗(g−1 ∗′ h−1) = h ∗′ g,
which is the opposite multiplication for G, where ∗′ is the usual product on G. Unless
otherwise noted, any products below will be the usual product ∗′. The remaining data are
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the cross-cap states, which are defined by
θ{g} = g2.
Alternately, we could defined cross-cap states as θ{g} = −g2.
As (C[G], ∗′) is a G-Frobenius algebra, and (C[G], ∗′′) is a Gop-Frobenius algebra, we
need only to check the Mo¨bius and Klein identities. Let c ∈ C, and vab = c(ab) ∈ C(ab),
a, b ∈ G. Then,
θ{ab−1a−1}vab = (ab−1a−1)(c(ab))
= c(ab−1)
(ρa−1 ◦ Iφ∗)(θ{(ab)a−1(ab)−1}vab) = (ρa−1 ◦ Iφ∗)((ab)a−1(ab)−1(c(ab)))
= c(ρa−1 ◦ Iφ∗)(aba−2)
= c(ab−1).
Thus, we have the Mo¨bius identity. Let b, d ∈ G and m′ be the multiplication ∗′, so then
m′((ρb−1 ◦ Iφ∗)⊗ id(∆d(1))) = m′((ρb−1 ◦ Iφ∗)⊗ id(d⊗ d−1))
= m((b−1d−1b)⊗ d−1)
= b−1d−1bd−1,
θ{b−1}θ{bd−1} = (b−2)(bd−1bd−1)
= b−1d−1bd−1.
Therefore, we also have the Klein identity, so we see that (C[G], ∗′, ∗′′,1, η, Iφ∗, θ{g}) is a
G-EFA.
To obtain the unoriented orbifold cohomology, we take G-invariants above. This yields
the algebra Z(C[G]), the center of the group ring. We now review the proof from Loktev-
Natanzon [20] that Z(C[G]) has the structure of an extended Frobenius algebra.
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The involution Iφ∗ has the same form, but we need an invariant cross-cap state. The
element defined by
θ =
∑
g∈G
g2,
is in the center of the group ring, as we verify below. Note that with the alternate definition
of the cross-cap states above, the cross-cap state here would be −θ. Let h ∈ G. Then,
hθ =
∑
g∈G
hg2 =
∑
g∈G
(hg2h−1)h = θh.
We take this element to be the cross-cap state. As Iφ∗(g2) = g−2, we see that θ is invariant
under Iφ∗. Now let h ∈ Z(C[G]). We will verify that the identity Iφ∗(θv) = θv holds for
our cross-cap state defined above.
Iφ∗(θh) = Iφ∗(h)Iφ∗(θ) = h−1θ =
∑
g∈G
h−1g2 =
∑
g∈G
g2h−1
=
∑
g∈G
g2h−2h =
∑
g∈G
(gh−1)2h = θh.
Let K ⊂ G be a conjugacy class in G, and define eK =
∑
g∈K g. If h ∈ G, we have
heK =
∑
g∈K
hg =
∑
g∈K
(hgh−1)h = eKh,
so we see that eK ∈ Z(C[G]). Furthermore, the elements eK form a basis for Z(C[G]). In
particular, the metric on Z(C[G]) has the form η(eK , eK−1) = |G||K|, and η(eK , eH) = 0
if H 6= K−1. Thus,
m(Iφ∗ ⊗ id(∆(1))) = m(Iφ∗ ⊗ id(
∑
K
1
|K|eK−1 ⊗ eK)) = |G|
∑
K
1
|K|e
2
K
= |G|
∑
K
∑
g,g′∈K
1
|K|gg
′ = |G|
∑
K
∑
g∈K,h∈G
1
|K|ghgh
−1 |K|
|G|
=
∑
g,h∈G
ghgh−1 =
∑
a,b∈G
a2b2 = θ2,
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for a = gh and b = h−2. Therefore, the Klein identity holds, and we see that the algebra
(Z(C[G]),m,1, η, Iφ∗) has the structure of an EFA.
Example 4.2.9. Cross-cap states should appear associated to the φ-fixed point set, Xφ,
of the almost complex manifold X. However, such submanifolds are not complex, as φ
is antiholomophic, so may not be oriented in general. However, if X is Calabi-Yau with
symplectic form ω and holomorphic volume form Ω, such that φ∗ω = −ω and φ∗Ω = −Ω,
then φ is called a real structure.
We show that for a specific Calabi-Yau manifold with real structure and an action of a
group G, the stringy cohomology can be given the structure of a G-EFA. Let
X := T 2 × T 2,
the product of two tori, with coordinates (x1, y1, x2, y2) with xi, yi ∈ [0, 1] mod 1 for all
i = 1, 2. Then X has an almost complex structure J1 ⊕ J2, where
J1(
∂
∂x1
) =
∂
∂y1
, J1(
∂
∂y1
) = − ∂
∂x1
,
J2(
∂
∂x2
) =
∂
∂y2
, J2(
∂
∂y2
) = − ∂
∂x2
.
Let G = Z/2Z = {±1} act on X via
1(x1, y1, x2, y2) = (x1, y1, x2, y2),
−1(x1, y1, x2, y2) = (−x1,−y1,−x2,−y2).
This action is holomorphic, as
(−1)∗Ji( ∂
∂xi
) = − ∂
∂yi
, (−1)∗Ji( ∂
∂yi
) =
∂
∂xi
,
Ji(−1)∗( ∂
∂xi
) = − ∂
∂yi
, Ji(−1)∗( ∂
∂yi
) =
∂
∂xi
.
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We define an involution φ on X by
φ(x1, y1, x2, y2) = (−x1, y1, x2,−y2),
and verify that it is antiholomorphic.
φ∗J1(
∂
∂x1
) =
∂
∂y1
, J1φ∗(
∂
∂x1
) = − ∂
∂y1
,
φ∗J1(
∂
∂y1
) =
∂
∂x1
, J1φ∗(
∂
∂y1
) = − ∂
∂x1
,
φ∗J2(
∂
∂x2
) = − ∂
∂y2
, J2φ∗(
∂
∂x2
) =
∂
∂y2
,
φ∗J2(
∂
∂y2
) = − ∂
∂x2
, J2φ∗(
∂
∂y2
) =
∂
∂x2
.
There is a symplectic form on X given by
ω := dx1 ∧ dy1 + dx2 ∧ dy2.
As φ∗ changes the sign of dx1 and dy2 only, we see that
φ∗ω = −ω.
Choosing holomorphic coordinates as dzj = dxj+idyj for j = 1, 2, we obtain a holomorphic
volume form by
Ω := dz1 ∧ dz2 = (dx1 ∧ dx2 − dy1 ∧ dy2) + i(dx1 ∧ dy2 + dy1 ∧ dx2) = Ω1 + iΩ2.
We then see that
φ∗Ω1 = −Ω1 φ∗Ω2 = Ω2.
Note that because ω and Ω are both quadratic in xi and yi, the action of G preserves both
forms.
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The fixed point sets of the G-action are the components of the inertia manifold.
X1 = X X−1 =
{
0,
1
2
}4 ⊂ T 2 × T 2,
where X−1 is the set of 16 points with coordinates either 0 or 12 . We take Iφ to be the
induced involution on the inertia manifold, IGX. The state space is then given as a vector
space by the cohomology of the inertia manifold.
V1 = H∗(X) = R⊕ R4 ⊕ R6 ⊕ R4 ⊕ R
V−1 = H∗(X−1) = R16
A basis for V1 is given by wedge products of dx1, dy1, dx2, and dy2, and we define a basis
for V−1 by {eγ−1}15γ=0. Let 1 be the identity in H∗(X).
The group G is Abelian and every element is conjugate to its inverse, so the two
multiplications in Equations 4.1 4.2 are equal. In particular, we recover the usual orbifold
product, which we will now calculate. The orbifold product on the untwisted sector is
always equal to the usual product in cohomology, and the age grading is the same as the
usual grading on cohomology. For any tuple m ∈ G(3), either all of the entries are 1, or
exactly two are −1. By Chen-Hu [8], since the group is Abelian, the obstruction bundle is
R =
⊕
k
Wm,k ∈ K(Xm),
where Wm,k is the eigenbundle of the normal bundle of Xm in X where each mi acts with
eigenvalue exp(2piiki/ri), |mi| = ri. The sum is over all tuples k = (k1, k2, k3) such that
k1
r1
+ k2r2 +
k3
r3
= 2. However, such a relation never holds when the identity appears in m, so
the obstruction bundle vanishes. Therefore, the obstruction bundle always vanishes in our
case. Despite this, there is a new age grading associated on the twisted sector. The age is
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given by
age(−1) =
1∑
k=0
k
2
rk(W−1,k) =
1
2
(2) = 1.
This gives the stringy grading on v−1 ∈ H∗(X−1) of
|v−1|str = |v−1|+ 2age(−1) = 2.
Consider the involution on the state space induced by Iφ,
ϕ := Iφ∗,
and define a one-parameter family of cross-cap states
θ{1} := αdx1 ∧ dy2 ∈ H2(X),
θ{−1} :=
16
α
dy1 ∧ dx2 ∈ H2(X),
where α ∈ R− {0}. Note that
ϕ(θ{1}) = θ{1}, ϕ(θ{−1}) = θ{−1},
ρ−1(θ{1}) = θ{1}, ρ−1(θ{−1}) = θ{−1}.
We will now verify the G-Mo¨bius identity for the given cross-cap states. Let a = 1 = b.
If v1 contains any terms with dx1 or dy2, then the product of these terms with θ{1} is zero.
(ρ1 ◦ ϕ)(θ{1}v1) = θ{1} ∧ ϕv1
= θ{1}v1,
as ϕ acts as the identity on any terms in v1 not containing a dx1 or dy2. The same analysis
holds in the case of a = −1 = b, as ρ−1 is the identity on any v1 not containing a dx1 or
dy2. Now let a = 1 and b = −1, or a = −1 and b = 1. Then θ{−1}v−1 ∈ H∗(X−1) must
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be zero, as the age grading of the product must be 4, but H∗(X−1) only contains elements
of grading 2. Thus, the G-Mo¨bius identity reduces to zero on both sides. Therefore, we
have verified the G-Mo¨bius identity.
Now we consider the G-Klein identity. Suppose b = 1 = d. The left hand side of the
identity has the form
m((ρ1 ◦ ϕ)⊗ id(∆1(1))),
which is exactly the trace of ϕ on H∗(X). With respect to the basis given above, this trace
is 1 + (2− 2) + (2− 4) + (2− 2) + 1 = 0. The right hand side is θ2{1} = 0. Likewise, when
b = −1 and d = 1, the left hand side is
m((ρ−1 ◦ ϕ)⊗ id(∆1(1))),
which gives the trace 1−(2−2)+(2−4)−(2−2)+1 = 0. The right hand side is θ2{−1} = 0.
Now consider b = 1 and d = −1. Then, the left hand side is
m((ρ1 ◦ ϕ)⊗ id(∆−1(1))) = m(ϕ⊗ id(
15∑
γ=0
eγ−1 ⊗ eγ−1))
=
15∑
γ=0
(eγ−1)
2
= 16
(ω2
2
)
,
where ω2/2 is a real volume form on X. The right hand side is
θ{1}θ{−1} = 16
(ω2
2
)
.
When b = −1 = d, the left hand side is again
m((ρ−1 ◦ ϕ)⊗ id(∆−1(1))) = 16
(ω2
2
)
,
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as ρ−1 acts as the identity on H∗(X−1). Then, the right hand side is
θ{−1}θ{1} = 16
(ω2
2
)
.
Therefore, we have that (H∗(IGX),m,1, η, ϕ, θ{g}) has the structure of a G-extended
Frobenius algebra.
Chapter 5
Virtual K-theory of P(1, n)
5.1 Review of inertial and virtual K-theory
This section provides a brief introduction to theory of inertial pairs on smooth Deligne-
Mumford stacks developed in [13, 14]. An inertial pair defines a multiplication on the K-
theory and Chow ring of the inertia stack. These rings have compatible power operations
for a special case of inertial pairs, which will be of interest here. Let X be a scheme or
algebraic space (or smooth manifold) and G a linear algebraic group acting properly on X.
Then the quotient [X/G] is a smooth Deligne-Mumford stack (or complex orbifold).
Definition 5.1.1. Define the inertia space of X to be
IGX = {(g, x) | gx = x} ⊂ G×X.
Let Xm = {(m,x) |mx = x} ⊆ IGX. In particular, X1 = X. The inertia space has an
action of the group G via h · (g, x) = (hgh−1, x). We may then define the double inertia
space by
I2GX = {(g1, g2, x) | gix = x, i = 1, 2} ⊂ G2 ×X.
Definition 5.1.2. Let µ : I2GX → IGX be the composition map µ(g1, g2, x) = (g1g2, x),
and let ei : I2GX → IGX for i = 1, 2 be the evaluation maps ei(g1, g2, x) = (gi, x).
An inertial product will be defined on KG(IGX) and A∗G(IGX) associated to an inertial
pair (R,S ) [13], where R is a G-equivariant vector bundle on I2GX and S is a non-
negative class in KG(IGX)Q, as we will briefly review below. In a special case of inertial
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pairs associated to vector bundles, we will obtain the virtual orbifold product, which will
be the focus of the remaining sections of this paper.
Definition 5.1.3. For x, y ∈ KG(IGX), define the inertial product on KG(IGX) by
x ∗R y = µ∗(e∗1(x) · e∗2(y) · eu(R)), (5.1)
where eu(R) is the Euler class of R. Recall that in K-theory, the Euler class is λ−1(R∗)
and in Chow or cohomology is the top Chern class. The same formula gives the inertial
product on A∗G(IGX), and on H
∗
G(IGX).
The compatibility condition on S giving an inertial pair is the identity
R = e∗1(S ) + e
∗
2(S )− µ∗(S ) + Tµ,
where Tµ is the relative tangent bundle. We refer the reader to ([13], §3) for additional
details concerning the definition of an inertial pair.
Proposition 5.1.4 ([12],§3). If (R,S ) is an inertial pair, then the associated inertial
product ∗R on KG(IGX) is commutative and associative with identity 1X ∈ KG(X). Fur-
ther, KG(X) ⊆ KG(IGX) is a subring where the inertial product reduces to the ordinary
product on equivariant K-theory.
The same result holds for Chow and cohomology. Furthermore, there is an inertial
Chern character map that gives a homomorphism between the inertial K-theory and inertial
Chow rings.
Proposition 5.1.5 ([13],Prop 3.8). If (R,S ) is an inertial pair, then the inertial Chern
character
C˜h : KG(IGX)Q −→ A∗G(IGX)Q,
given by
C˜h(V ) = Ch(V ) · Td(−S ),
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where Ch(V ) is the ordinary Chern character of V , Td(V ) is the Todd class, and · is
the ordinary product, is a homomorphism of rings with respect to the inertial products on
KG(IGX) and A∗G(IGX) (or H
∗
G(IGX)).
The class S is also used to define a new grading on the inertial Chow and K-theory.
Definition 5.1.6. The S -age of a connected component [U/G] of IGX is defined to be
ageS (U) = rk(S |U ). For an element F ∈ KG(IGX) supported on U , its S -degree is
degS F = ageS (U) mod Z,
giving a Q/Z-grading on KG(IGX). The S -grading of an element x ∈ A∗G(IGX) is the
rational number
degS x|U = deg x|U + ageS (U),
which gives a Q-grading on Chow. For a class in cohomology, x ∈ H∗G(IGX), theS -grading
is the rational number
degS x|U = deg x|U + 2 ageS (U).
Denote by A{q}G (IGX) the subspace of A
∗
G(IGX) of elements of S -degree q ∈ Ql, where l
is the number of of connected components of IX . The restriction of the inertial Chern
character to A{0}G (IGX), denoted C˜h
0
, is the inertial rank for S .
Proposition 3.11 in [13] states that the inertial Chern character homomorphism pre-
serves the S -degree modulo Z.
With respect to the usual product on K-theory, have the following definition.
Definition 5.1.7. Let Y be a manifold, and G a closed algebraic group. The augmentation
homomorphism on equivariant K-theory  : KG(Y )→ KG(Y ) is given by
(F |U ) = Ch0(F |U )OU
where [U/G] is a connected component of [Y/G]. If F is a vector bundle on U , then
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Ch0(F |U ) is the rank of F on U . The kernel of , aY , is called the augmentation ideal.
Definition 5.1.8. The completion of the ring KG(Y ) with respect to the augmentation
ideal is called the augmentation completion, K̂G(Y )Q.
Definition 5.1.9. An inertial augmentation homomorphism is ˜ : KG(IGX)→ KG(IGX),
given by
˜(F |U ) = C˜h
0
(F |U )OU ,
where U is as above. We call (KG(IGX), ∗, 1, ˜) the augmented inertial ring.
Remark 5.1.10. By the definition of C˜h
0
, we have that
˜(F |U ) =

(F |U ), if ageS (U) = 0
0, otherwise
.
The augmented inertial ring above has compatible Adams operations, as shown in [14].
Definition 5.1.11. Let R be a commutative, unital ring together with a collection of ring
homomorphisms ψn : R→ R for all n ≥ 1. R is called a ψ-ring if for all x ∈ R and for all
n ≥ 1,
1. ψ1(x) = x
2. ψn(ψm(x)) = ψnm(x)
The homomorphisms ψn are called Adams (or power) operations.
With respect to the usual product, equivariant K-theory is a ψ-ring. In particular,
L ∈ KG(X) is an equivariant line bundle, then for any k ≥ 1,
ψk(L ) = L ⊗k. (5.2)
Definition 5.1.12. If (R, ·, 1, ) is an augmented ring, then (R, ·, 1, ψ, ) is an augmented
ψ-ring if
(ψk(F )) = ψk((F )) = (F ), (5.3)
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for all k ≥ 1. Set ψ0 = .
In order to define the inertial Adams operations, we need to introduce Bott classes.
Definition 5.1.13. Let Y be a manifold, and let L be an equivariant line bundle in
KG(Y ). For each j ≥ 1, the j-th Bott class of L is
θj(L ) =
1−L j
1−L =
j−1∑
i=0
L i. (5.4)
The splitting principle is used to extend this definition to any equivariant vector bundle in
KG(Y ). The result is a multiplicative class, where for any vector bundles F1 and F2,
θj(F1 +F2) = θj(F1)θj(F2).
Definition 5.1.14. If S can be represented by a vector bundle, then the inertial pair is
called strongly Gorenstein.
Definition 5.1.15. Suppose the inertial pair (R,S ) is strongly Gorenstein. Then for all
k ≥ 1, the inertial Adams operations ψ˜k : KG(IGX)→ KG(IGX) are given by
ψ˜k(F ) = ψk(F ) · θk(S ∗), (5.5)
where · is the usual product on KG(IGX).
We are motivated by Equation 5.2 to introduce the following analog of classes of line
bundles in ordinary equivariant K-theory.
Definition 5.1.16. An invertible element L in the inertial K-theory ring KG(IGX) sat-
isfying Equation 1.7,
ψ˜k(L ) = L ∗k,
for all k ≥ 1 is called an inertial line element.
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Theorem 5.1.17 ([14],Theorem 5.16). Let G be a diagonalizable group and let (R,S ) be a
strongly Gorenstein inertial pair on IGX. The ring (KG(IGX), ∗R ,1, ˜, ψ˜) is an augmented
ψ-ring.
The virtual orbifold product was defined in [16], and in [13] was shown to arise from a
particular inertial pair.
Definition 5.1.18. Let T be the tangent bundle of X . Denote by T|I2GX the pullback
of T to I2GX via the projection map from I2GX to X. Further, let TIGX be the tangent
bundle of IX and TI2GX be the tangent bundle of I
2X . The class R = Tvirt ∈ KG(I2GX)
is defined by
T|I2GX + TI2GX − e
∗
1TIGX − e∗2TIGX . (5.6)
Definition 5.1.19. Let N be the normal bundle of the projection IGX → X
Proposition 5.1.20 ([13],Proposition 4.3.2). The pair (Tvirt,N) is a strongly Gorenstein
inertial pair.
Corollary 5.1.21 ([13],Corollary 4.3.4). The virtual orbifold Chow ring from [16] is iso-
morphic as a ring to the inertial Chow ring associated to the inertial pair (Tvirt,N).
Definition 5.1.22. For the virtual K-theory above, we will call ψ˜k virtual Adams opera-
tions and ˜ the virtual augmentation.
In [14], a variant of the hyper-Ka¨hler resolution conjecture was introduced for inertial
K-theory. Let X = [X/G] be an orbifold where G is diagonalizable, and let Z be a hyper-
Ka¨hler resolution of T∗X . There is an isomorphism between K̂(IX )C with the virtual
orbifold product and K(Z)C with the usual product.
5.2 Virtual K-theory of P(1, n)
The statements and results in this section are a synopsis of the results from §7 of [14]. Let
X = C2 − {(0, 0)} have an action of the group C∗ given by λ · (z1, z2) = (λz1, λnz2), for
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a positive integer n ≥ 2. Then the quotient space [X/C∗] is the global quotient orbifold
P(1, n). As a vector space, the virtual orbifold K-theory is given by the equivariant K-theory
of the inertia manifold IGX =
∐n−1
m=0X
m, the disjoint union of the fixed point set of X
under the action of an element of the group Z/nZ = {0, . . . , n−1} using additive notation.
We view Z/nZ as a subgroup of C∗ under the identification m 7→ ζm, for ζ = exp(2pii/n).
With respect to the usual product, when m = 1, this gives the ring
KG(X0) ∼= Z[x
±1
0 ]
〈(x0 − 1)(x0 − 1)n〉 ,
and when m ∈ {1, . . . , n− 1},
KG(Xm) ∼= Z[x
±1
m ]
〈xnm − 1〉
.
Denote the identities in each ring above by 1m where m ∈ {0, . . . , n − 1}. Equation 5.6
gives the formula for R and Sm := S |Xm = xm, so the virtual multiplication in this case
can be written as
xa1m1 ∗ xa2m2 = xa1+a2m1+m2 · eu(Sm1 +Sm2 −Sm1+m2), (5.7)
where the Euler class is
eu(Sm1 +Sm2−Sm1+m2) =

1 if either m1 = 0 or m2 = 0,
1m1+m2 − 2x−1m1+m2 + x−2m1+m2 if m1 +m2 = n,
m1 6= 0 and m2 6= 0,
1m1+m2 − x−1m1+m2 otherwise.
The virtual augmentation is given by ˜(xa0) = 10 and ˜(x
a
m) = 0 for m ∈ {1, . . . , n−1}. For
the definition of the virtual Adams operations, see Equation 5.5. Here, the Bott classes
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are given by
θj(S ∗m) = θ
j(x−1m ) =
j−1∑
i=0
x−im .
In Proposition 7.22 of [14], Edidin, Jarvis, and Kimura prove that a subring of the
inertial K-theory of P(1, 2) and P(1, 3) is isomorphic to the ordinary K-theory of a toric
crepant resolution of the cotangent bundle of P(1, 2) and P(1, 3), respectively. The cotan-
gent bundle to P(1, n) is the quotient stack [(X × A1)/C∗] where the action of C∗ has
weights (1, n,−(n + 1)). There is a simplicial fan associated to this quotient, and a sub-
division of this fan determines the toric crepant resolution of the cotangent bundle. See
([14], §7.3) for more details. This resolution has ordinary K-theory
K(Zn) =
Z[χ±10 , . . . , χ
±1
n−1]
〈eu(χ0), . . . , eu(χn−1)〉2 =
Z[χ±10 , . . . , χ
±1
n−1]
〈(χ0 − 1), . . . , (χn−1 − 1)〉2 . (5.8)
5.3 Localization
Henceforth, we will assume complex coefficients unless otherwise stated. Edidin and Gra-
ham [11] proved the following proposition.
Proposition 5.3.1. Let G be an algebraic group that acts on an algebraic space Y with
finite stabilizers. Then, the localization maps give a direct sum decomposition
Γ : KG(Y )
∼−→
⊕
i
KG(Y )mΦi
In the case of P(1, n), we take Y = IGX, and the maximal ideals mi ⊆ R(G) ∼= C[x±1],
for i ∈ Z/nZ, are the maximal ideals of characters vanishing on ζi. Thus, m0 = 〈x − 1〉
and mi = 〈x− ζi〉 where ζ = exp(2pii/n). We define
K =
n−1⊕
l=0
Ki,
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where the summands Kl are the localizations above
Kl = KG(IX)ml .
Define generators of the direct sum decomposition of localizations by
xml := Γ(xm)|KG(Xm)ml .
The result is a decomposition as a vector space of the K-theory of P(1, n), as in the diagram
below.
C[x±10 ]
〈(x0−10)(xn0−10)〉
Γ

⊕ C[x±11 ]〈xn1−11〉
Γ

⊕ · · · ⊕ C[x
±1
n−1]
〈xnn−1−1n−1〉
Γ

C[x±100 ]
I00
⊕ C[x±110 ]
I10
⊕ · · · ⊕ C[x
±1
(n−1)0]
I(n−1)0
⊕ ⊕ ⊕
C[x±101 ]
I01
⊕ C[x±111 ]
I11
⊕ · · · ⊕ C[x
±1
(n−1)1]
I(n−1)1
⊕ ⊕ ⊕
...
...
...
⊕ ⊕ ⊕
C[x±1
0(n−1)]
I0(n−1)
⊕ C[x
±1
1(n−1)]
I1(n−1)
⊕ · · · ⊕ C[x
±1
(n−1)(n−1)]
I(n−1)(n−1)
where Iml = 〈xml − ζ l1ml〉 for all m and l, except for I00 = 〈(x00 − 100)2〉.
Proposition 5.3.2. The rows in K are the localizations Kl for l = 0, . . . , n − 1, and the
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inverse images of the generators of K are
Γ−1(100) =
1
2n
((1− n)x0 + (1 + n))x
n
0 − 1
x0 − 1 (5.9)
Γ−1(x00) =
1
2n
((3− n)x0 + (n− 1))x
n
0 − 1
x0 − 1 (5.10)
Γ−1(10l) =
ζ l
n(ζ l − 1)(x0 − 1)
xn0 − 1
x0 − ζ l for l 6= 0 (5.11)
Γ−1(1ml) =
ζ l
n
xnm − 1
xm − ζ l for m 6= 0, (5.12)
where all products above are with respect to the ordinary product on KG(IP(1, n))C with
complex coefficients, and where we regard u
n−1
u−ζl =
∏
i 6=l(u− ζi).
Proof. We now calculate the map Γ−1 on the generators of the decomposition. Consider
the element 100. If Γ(f) = 100, then f(x0) = p(x0)(x0 − 1)(xn0 − 1) + q(x0), where p
and q are polynomials, and the degree of q is at most n. The localization maps give that
f ≡ 0 mod (x0 − ζ l), where l 6= 0. Thus, q(x0) = (ax0 + b)
∏
l 6=0(x0 − ζ l) = (ax0 + b)x
n
0−1
x0−1 ,
where a, b ∈ C. We also have that f ≡ 1 mod (x0 − 1)2, or equivalently, f(1) = 1 and
f ′(1) = 0. Hence, we have
f(1) = lim
x0→1
(ax0 + b)
xn0 − 1
x0 − 1 = n(a+ b)
1
n
= a+ b.
Similarly,
f ′(1) = lim
x0→1
(n− 1)xn0 − nxn−10 + 1
(x0 − 1)2 (ax0 + b) + a
xn0 − 1
x0 − 1
0 =
n(n− 1)
2
(a+ b) + na =
n(n+ 1)
2
a+
n(n− 1)
2
b.
Combining these two expressions, we obtain
a =
1− n
2n
b =
1 + n
2n
.
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The inverse of 100 can then be written as
Γ−1(100) =
1
2n
((1− n)x0 + (1 + n))x
n
0 − 1
x0 − 1 .
The computation for x00 is similar to that for 100. The only difference is now we require
that f ′(1) = 1 instead of 0. This gives
1 =
n(n+ 1)
2
a+
n(n− 1)
2
b.
Solving for a and b now gives
a =
3− n
2n
b =
n− 1
2n
.
Therefore, we obtain an expression for the inverse of x00 given by
Γ−1(x00) =
1
2n
((3− n)x0 + (n− 1))x
n
0 − 1
x0 − 1 .
Now consider the element 10l, where l 6= 0. As before, we assume 10l = Γ(f(x0)) =
p(x0)(x0 − 1)(xn0 − 1) + g(x0) where the degree of g is at most n. As 10l ∈ C[x
±1
0l ]
〈x0l−ζl10l〉 , we
have f ≡ 0 mod (x− ζk) for k 6= l. This allows us to write
g(x0) = r(x0)
∏
k 6=l
(x0 − ζk) = r(x0) x
n
0 − 1
x0 − ζ l ,
for a polynomial r of degree at most one. Note that f ≡ 0 mod (x0 − 1)2, so r(x0) =
α(x0 − 1) for some constant α. We also have f ≡ 1 mod (x− ζ l). So we have
f(ζ l) = lim
x0→ζl
α(x0 − 1) x
n
0 − 1
x0 − ζ l = limx0→ζl α(x0 − 1)
nxn−10
1
= α(ζ l − 1)nζ−l.
And therefore,
α =
ζ l
n(ζ l − 1) .
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We now have a description of the inverse of 10l
Γ−1(10l) =
ζ l
n(ζ l − 1)(x0 − 1)
xn0 − 1
x0 − ζ l .
The last generators are 1ml where m is nonzero. In this case, 1ml = Γ(f(xm)) =
p(xm)(xm − 1) + q(xm) where the degree of q is at most n− 1. Since 1ml ∈ C[x
±1
ml ]
〈xml−ζl1ml〉 , we
have f ≡ 0 mod (x− ζk) for k 6= l. Therefore,
g(xm) = α
∏
k 6=l
(xm − ζk) = α x
n
m − 1
xm − ζ l ,
where α is a constant. Furthermore, f ≡ 1 mod (x− ζ l), so we can solve for α,
f(ζ l) = lim
xm→ζl
α
xnm − 1
xm − ζ l = limxm→ζl α
nxn−1m
1
= αnζ−l.
We then get
α =
ζ l
n
.
The inverse of 1ml is given by
Γ−1(1ml) =
ζ l
n
· x
n
m − 1
xm − ζ l .
5.4 The virtual product on the localization
In the previous section, we constructed an inverse to the localization maps. Using the
vector space isomorphism Γ, and the virtual product on P(1, n) as given in Equation 5.7,
a virtual product can be constructed on the localization K = ⊕n−1l=0 Kl.
Proposition 5.4.1. The virtual product on K is given by linearly extending the virtual
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multiplications on the generators of K below.
100 ∗ 100 = 100 100 ∗ x00 = x00
100 ∗ 1m0 = 1m0, if m 6= 0 x00 ∗ x00 = 2x00 − 100
x00 ∗ 1m0 = 1m0, if m 6= 0 1m10 ∗ 1m20 = 0
10l ∗ 1ml = 1ml x00 ∗ 1ml = 0, if l 6= 0
1m1l ∗ 1m2l = (1− ζ−l)1(m1+m2)l, if m1 +m2 6= n, m1,m2 6= 0
1m1l ∗ 1m2l = (1− ζ−l)210l, if m1 +m2 = n, m1,m2 6= 0
1m1l1 ∗ 1m2l2 = 0, if l1 6= l2
Proof. We use the definition of virtual multiplication in Equation 5.7 to multiply the
inverse of elements in K, and then apply Γ to obtain a multiplication in K.
Γ−1(100) ∗ Γ−1(100) = 14n2 ((1− n)x
n
0 + 2x
n−1
0 + · · ·+ 2x0 + (1 + n)) ∗ ((1− n)xn0 + 2xn−10
+ · · ·+ 2x0 + (1 + n))
=
1
4n2
((1− 2n+ n2)x2n0 +
n−1∑
k=1
(4(1− n) + 4(k − 1))x2n−k0
+ (2(1− n2) + 4(n− 1))xn0 +
n−1∑
k=1
(4(1 + n) + 4(n− k − 1))xn−k0
+ (1 + 2n+ n2))
=
1
4n2
((1− 2n+ n2)x2n0 +
n−1∑
k=1
(4k − 4n)(xn0 + xn−k0 − 1)
+ (2(1− n2) + 4(n− 1))xn0 +
n−1∑
k=1
(8n− 4k)xn−k0 + (1 + 2n+ n2))
=
1
4n2
((−2n2 + 2n)xn0 +
n−1∑
k=1
4nxn−k0 + (2n
2 + 2n))
=
1
2n
((1− n)xn0 +
n−1∑
k=1
2xn−k0 + (1 + n))
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= Γ−1(100).
Taking Γ of both sides of the equation above gives the multiplication
100 ∗ 100 = 100.
Γ−1(100) ∗ Γ−1(x00) = 14n2 ((1− n)x
n
0 + 2x
n−1
0 + · · ·+ 2x0 + (1 + n)) ∗ ((3− n)xn0 + 2xn−10
+ · · ·+ 2x0 + (n− 1))
=
1
4n2
((3− 4n+ n2)x2n0 +
n−1∑
k=1
(4− 4n+ 4k)x2n−k0 + (−2n2 + 8n− 2)xn0
+
n−1∑
k=1
(8n− 4− 4k)xn−k0 + (n2 − 1))
=
1
4n2
((3− 4n+ n2)x2n0 +
n−1∑
k=1
(4− 4n+ 4k)(xn0 + xn−k0 − 1)
+ (−2n2 + 8n− 2)xn0 +
n−1∑
k=1
(8n− 4− 4k)xn−k0 + (n2 − 1))
=
1
4n2
(((6− 8n+ 2n2) +
n−1∑
k=1
(4− 4n− 4k) + (−2n2 + 8n− 2))xn0
+
n−1∑
k=1
(4n)xn−k0 + (−(3− 4n+ n2)−
n−1∑
k=1
(4− 4n− 4k) + (n2 − 1)))
=
1
4n2
((−2n2 + 6n)xn0 +
n−1∑
k=1
(4n)xn−k0 + (2n
2 − 2n))
=
1
2n
((3− n)xn0 + 2xn−10 + · · ·+ 2x0 + (n− 1))
= Γ−1(x00).
This gives the multiplication
100 ∗ x00 = x00.
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Γ−1(100) ∗ Γ−1(1m0) = 12n2 ((1− n)x
n
0 + 2x
n−1
0 + · · ·+ 2x0 + (1 + n)) ∗ (xn−1m + · · ·+ xm + 1)
=
1
2n2
(
n∑
k=1
((1− n) + (2(k − 1)))x2n−km +
n∑
k=1
(2(n− k) + (1 + n))xn−km )
=
1
2n2
(
n∑
k=1
(2k − n− 1)xn−km +
n∑
k=1
(3n− 2k + 1)xn−km )
=
1
2n2
(
n∑
k=1
2nxn−km )
=
1
n
(xn−1m + · · ·+ xm + 1)
= Γ−1(1m0).
Thus, we have
100 ∗ 1m0 = 1m0.
Γ−1(x00) ∗ Γ−1(x00) = 14n2 ((3− n)x
n
0 + 2x
n−1
0 + · · ·+ 2x0 + (n− 1)) ∗ ((3− n)xn0 + 2xn−10
+ · · ·+ 2x0 + (n− 1))
=
1
4n2
((9− 6n+ n2)x2n0 +
n−1∑
k=1
(4(3− n) + 4(k + 1))x2n−k0
+ (2(−n2 + 4n− 3) + 4(n− 1))xn0 +
n−1∑
k=1
(4(n− 1) + 4(n− 1− k))xn−k0
+ (n2 − 2n+ 1))
=
1
4n2
((9− 6n+ n2)(2xn0 − 1) +
n−1∑
k=1
(4(k + 2)− 4n)(xn0 + xn−k0 − 1)
+ (−2n2 + 12n− 10)xn0 +
n−1∑
k=1
(8n− 8− 4k)xn−k0 + (n2 − 2n+ 1))
=
1
4n2
((−2n2 + 10n)xn0 +
n−1∑
k=1
4nxn−k0 + (2n
2 − 6n))
=
1
2n
((5− n)xn0 + 2xn−10 + · · ·+ 2x0 + (n− 3))
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= 2Γ−1(x00)− Γ−1(100).
Therefore,
x00 ∗ x00 = 2x00 − 100.
and more generally,
xk00 = kx00 − (k − 1)100.
Γ−1(x00) ∗ Γ−1(1m0) = 12n2 ((3− n)x
n
0 + 2x
n−1
0 + · · ·+ 2x0 + (n− 1))∗
(xn−1m + · · ·+ xm + 1)
=
1
2n2
(
n∑
k=1
((3− n) + 2(k − 1))x2n−km +
n∑
k=1
(2(n− k) + (n− 1))xn−km )
=
1
2n2
(
n∑
k=1
(2k + 1− n)xn−km +
n∑
k=1
(3n− 2k − 1)xn−km )
=
1
2n2
(
n∑
k=1
2nxn−km )
=
1
n
(xn−1m + · · ·+ xm + 1)
= Γ−1(1m0).
This calculation shows that
x00 ∗ 1m0 = 1m0.
Suppose that m1 +m2 6= n.
Γ−1(1m10) ∗ Γ−1(1m20) =
1
n2
(xn−1m1 + · · ·+ xm1 + 1) ∗ (xn−1m2 + · · ·+ xm2 + 1)
=
1
n2
(
n∑
k=1
kx2n−k−1m1+m2 (1− xn−1m1+m2)+
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n−1∑
k=1
(n− k)xn−k−1m1+m2(1− xn−1m1+m2)
=
1
n2
(
n∑
k=1
k(x2n−k−1m1+m2 − x3n−k−2m1+m2 )+
n−1∑
k=1
(n− k)(xn−k−1m1+m2 − x2n−k−2m1+m2 ))
=
1
n2
(
n∑
k=1
k(xn−k−1m1+m2 − xn−k−2m1+m2)+
n−1∑
k=1
(n− k)(xn−k−1m1+m2 − xn−k−2m1+m2))
=
1
n2
(
n∑
k=1
n(xn−km1+m2 − xn−k−1m1+m2))
= 0.
This identity gives
1m10 ∗ 1m20 = 0, if m1 +m2 6= n.
Now suppose that m1 +m2 = n, then
Γ−1(1m10) ∗ Γ−1(1m20) =
1
n2
(xn−1m1 + · · ·+ xm1 + 1) ∗ (xn−1m2 + · · ·+ xm2 + 1)
=
1
n2
(
n∑
k=1
kx2n−k−10 (x
n−2
0 − 2xn−10 + xn0 )+
n−1∑
k=1
(n− k)xn−k−10 (xn−20 − 2xn−10 + xn0 ))
=
1
n2
(
n∑
k=1
k(x3n−k−30 − 2x3n−k−20 + x3n−k−10 )+
n−1∑
k=1
(n− k)(x2n−k−30 − 2x2n−k−20 + x2n−k−10 ))
=
1
n2
(
n∑
k=1
k(xn−k−30 − 2xn−k−20 + xn−k−10 )+
n−1∑
k=1
(n− k)(xn−k−30 − 2xn−k−20 + xn−k−10 ))
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=
1
n
(
n∑
k=1
(xn−k−30 − 2xn−k−20 + xn−k−10 ))
= 0.
Here, the fourth equality uses the two relations x2n−k0 = x
n
0 + x
n−k
0 − 1 and x3n−k0 =
2xn0 + x
n−k
0 − 2 for 0 ≤ k ≤ n. The conclusion is that the elements 1m0 are nilpotent, i.e.
1m10 ∗ 1m20 = 0, if m1 +m2 = n.
This concludes the calculation of the virtual product on K0.
We will calculate the virtual product on Kl similarly. Henceforth, assume that l 6= 0.
First, suppose that m1 +m2 6= n.
Γ−1(1m1l) ∗ Γ−1(1m2l) =
1
n2
(ζ−l(n−1)xn−1m1 + · · ·+ ζ−lxm1 + 1)∗
(ζ−l(n−1)xn−1m2 + · · ·+ ζ−lxm2 + 1)
=
1
n2
(
n∑
k=1
kζ−l(2n−k−1)x2n−k−1m1+m2 (1− xn−1m1+m2)+
n−1∑
k=1
(n− k)ζ−l(n−k−1)xn−k−1m1+m2(1− xn−1m1+m2))
=
1
n2
(
n∑
k=1
kζ−l(2n−k−1)(x2n−k−1m1+m2 − x3n−k−2m1+m2 )+
n−1∑
k=1
(n− k)ζ−l(n−k−1)(xn−k−1m1+m2 − x2n−k−2m1+m2 ))
=
1
n2
(
n∑
k=1
kζ−l(n−k−1)(xn−k−1m1+m2 − xn−k−2m1+m2)+
n−1∑
k=1
(n− k)(ζ−l(n−k−1)(xn−k−1m1+m2 − xn−k−2m1+m2))
=
1
n
n∑
k=1
ζ−l(n−k−1)(xn−k−1m1+m2 − xn−k−2m1+m2)
=
1
n
n∑
k=1
(ζ−l(n−k−1) − ζ−l(n−k−2))xn−k−1m1+m2
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=
1
n
(1− ζ−l)
n∑
k=1
ζ−l(n−k−1)xn−k−1m1+m2
= (1− ζ−l)Γ−1(1m1+m20).
Thus, we obtain
1m1l ∗ 1m2l = (1− ζ−l)1m1+m2l.
Now suppose that m1 +m2 = n, then
Γ−1(1m1l) ∗ Γ−1(1m2l) =
1
n2
(ζ−l(n−1)xn−1m1 + · · ·+ ζ−lxm1 + 1)∗
(ζ−l(n−1)xn−1m2 + · · ·+ ζ−lxm2 + 1)
=
1
n2
(
n∑
k=1
kζ−l(2n−k−1)x2n−k−10 (x
n−2
0 − 2xn−10 + xn0 )+
+
n−1∑
k=1
(n− k)ζ−l(n−k−1)xn−k−10 (xn−20 − 2xn−10 + xn0 ))
=
1
n2
(
n∑
k=1
kζ−l(2n−k−1)(x3n−k−30 − 2x3n−k−20 + x3n−k−10 )+
+
n−1∑
k=1
(n− k)ζ−l(n−k−1)(x2n−k−30 − 2x2n−k−20 + x2n−k−10 ))
=
1
n2
(
n∑
k=1
kζ−l(n−k−1)(xn−k−30 − 2xn−k−20 + xn−k−10 )+
n−1∑
k=1
(n− k)ζ−l(n−k−1)(xn−k−30 − 2xn−k−20 + xn−k−10 ))
=
1
n
n∑
k=1
ζ−l(n−k−1)(xn−k−30 − 2xn−k−20 + xn−k−10 )
=
1
n
n∑
k=1
(ζ−l(n−k−3) − 2ζ−l(n−k−2) + ζ−l(n−k−1))xn−k−10
=
1
n
(1− ζ−l)2
n∑
k=1
ζ−l(n−k−1)xn−k−10
= (1− ζ−l)2Γ−1(10l).
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Taking Γ of both sides of the equation gives
1m1l ∗ 1m2l = (1− ζ−l)210l.
Suppose that m 6= 0, then
Γ−1(10l) ∗ Γ−1(1ml) = 1
n(ζ l − 1)(ζ
−l(n−1)xn0 + (ζ
−l(n−2) − ζ−l(n−1))xn−10
+ · · ·+ (1− ζ−l)− 1) ∗ (ζ−l(n−1)xn−1m + · · ·+ ζ−lxm + 1)
=
1
n2(ζ l − 1)(
n∑
k=1
(kζ−l(n−k−1) − (k − 1)ζ−l(n−k))x2n−km +
+
n∑
k=1
((n− k)ζ−l(n−k−1) − (n− k + 1)ζ−l(n−k))xn−km )
=
1
n(ζ l − 1)
n∑
k=1
(ζ−l(n−k−1) − ζ−l(n−k))xn−km
=
1
n
n∑
k=1
ζ−l(n−k)xn−km
= Γ−1(1ml).
This calculation shows that
10l ∗ 1ml = 1ml.
Combining the previous three identities and using associativity of virtual multiplication,
we also have
10l ∗ 10l = 10l.
Suppose l1 6= l2, let η = l1− l2, and without loss of generality, take m1 = 1 = m2. Consider
the product
xn1 − 1
x1 − ζ l1 ∗
xn2 − 1
x2 − ζ l2 = (ζ
−l1(n−1)xn−11 + · · ·+ 1) ∗ (ζ−l2(n−1)xn−12 + · · ·+ 1)
=
n∑
k=2
( k−1∑
i=1
ζ−l1(n−i)−l2(n−k+i)
)
x2n−k2 (1− xn−12 )
77
+
n∑
k=1
( n−k∑
i=0
ζ−l1(n−k−i)−l2i
)
xn−k2 (1− xn−12 )
=
n∑
k=2
( k−1∑
i=1
ζ−l1(n−i)−l2(n−k+i)
)
(xn−k2 − xn−k−12 )
+
n∑
k=1
( n−k∑
i=0
ζ−l1(n−k−i)−l2i
)
(xn−k2 − xn−k−12 )
=
n∑
k=2
( k−1∑
i=1
ζiη+kl2
)
(xn−k2 − xn−k−12 )
+
n∑
k=1
( n∑
i=k
ζiη+kl2
)
(xn−k2 − xn−k−12 )
= 0,
using the identity 1 + ζη + · · ·+ ζ(n−1)η = 0, which holds since η 6= 0. As all of the inverse
images of the generators of K contain a factor of the form xnm−1
xm−ζl for some m and some l,
we see that whenever l1 6= l2,
1m1l1 ∗ 1m2l2 = 0.
5.5 The virtual Adams operations on the localization
The virtual K-theory ring has extra structure, given by the virtual Adams (or ψ-) opera-
tions. As with the virtual product, we can use the isomorphism Γ to induce virtual Adams
operations on the direct sum decomposition. Let d = gcd(k, n) for all integers k ≥ 1.
Proposition 5.5.1. Given k ≥ 1 and l = 0, . . . , n−1, let the d solutions to the equivalence
ky ≡ l mod n be given by y = si, where i = 1, . . . , d, so that when l = 0, s1 = 0. The
virtual Adams operations ψ˜k : K → K are given by
ψ˜k(10l) =
d∑
i=1
10si , if d | l, l 6= 0 ψ˜k(10l) = 0, if d - l, l 6= 0
78
ψ˜k(1ml) =
d∑
i=1
ζ−l − 1
ζ−si − 11msi , if d | l, m 6= 0 6= l ψ˜
k(1ml) = 0, if d - l, m 6= 0 6= l
ψ˜k(1m0) = k1m0, if m 6= 0 ψ˜k(100) =
d∑
i=1
10si
ψ˜k(x00) = kx00 − (k − 1)100 +
d∑
i=2
10si .
Proof. Suppose l 6= 0 and m 6= 0, and recall the expression for the inverse of 1ml in Equation
5.12. Let
h(xm) = ψ˜k(Γ−1(1ml))
= ψk(Γ−1(1ml))θk(x−1m )
=
ζ l
n
· x
kn
m − 1
xkm − ζ l
· (1 + x−1m + · · ·+ x−k+1m )
= f(xm)(xnm − 1) + g(xm).
where the degree of g is at most n − 1. Suppose that d does not divide l, then there are
no solutions to the equivalence ky ≡ l mod n. Therefore, h(ζy) = 0 for all 0 ≤ y ≤ n− 1.
But the degree of g is at most n− 1, so we must have g(xm) = 0. In this case, we have
ψ˜k(1ml) = 0.
Now consider the case where d divides l. If y does not satisfy the equivalence ky ≡ l mod n,
then h(ζy) = 0, so we can write
g(xm) = p(xm)
∏
ky 6≡l mod n
(xm − ζy).
Let si, for 1 ≤ i ≤ d, be the solutions to the above equivalence, then
h(ζsi) = lim
xm→ζsi
ζ l
n
· x
kn
m − 1
xkm − ζ l
· (1 + x−1m + · · ·+ x−k+1m )
79
= lim
xm→ζsi
ζ l
n
· x
kn
m − 1
xkm − ζ l
· x
−k
m − 1
x−1m − 1
= lim
xm→ζsi
ζ l
n
· knx
kn−1
m
kxk−1m
· x
−k
m − 1
x−1m − 1
=
ζ l
n
· kn(ζ
si)kn−1
k(ζsi)k−1
· (ζ
si)−k − 1
(ζsi)−1 − 1
=
ζ l
n
· knζ
−si
kζ lζ−si
· ζ
−l − 1
ζ−si − 1
=
ζ−l − 1
ζ−si − 1 .
On the other hand,
g(ζsi) = lim
xm→ζsi
p(xm)
∏
ky 6≡l mod n
(xm − ζy)
= lim
xm→ζsi
p(xm)
xnm − 1
(xm − ζs1) · · · (xm − ζsd)
= lim
xm→ζsi
p(xm)
nxn−1m∑d
j=1
∏
t6=j(xm − ζst)
= p(ζsi)
nζ−si∏
t6=i(ζsi − ζst)
.
We can then solve for p(ζsi).
h(ζsi) = g(ζsi)
ζ−l − 1
ζ−si − 1 = p(ζ
si)
nζ−si∏
t6=i(ζsi − ζst)
p(ζsi) =
ζsi
n
∏
t6=i
(ζsi − ζst) ζ
−l − 1
ζ−si − 1 .
Thus, we have an expression for the virtual Adams operations.
ψ˜k(1ml) =
d∑
i=1
ζ−l − 1
ζ−si − 11msi .
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Suppose l 6= 0, and recall Equation 5.11 for Γ−1(10l). Set
h(x0) = ψ˜k(Γ−1(10l))
= ψk(Γ−1(10l))
=
ζ l
n(ζ l − 1) · (x
k
0 − 1)
xkn0 − 1
xk0 − ζ l
= f(x0)(x0 − 1)(xn0 − 1) + g(x0),
where the degree of g is at most n. As before, if d does not divide l, then ky ≡ l mod n
has no solutions. Then every ζy is a root of g, and 1 is a double root. This contradicts the
degree condition of g, so we must have g(x0) = 0, and
ψ˜k(10l) = 0.
Assume that d divides l, so that ky ≡ l mod n has d solutions, denoted si as above. If y is
not a solution, then h(ζy) = 0. In particular, we have h(1) = 0 = h′(1). We can then write
g(x0) = p(x0)(x0 − 1)
∏
ky 6≡l mod n
(x0 − ζy).
Now assume that si is a solution.
h(ζsi) = lim
x0→ζsi
ζ l
n(ζ l − 1) · (x
k
0 − 1)
xkn0 − 1
xk0 − ζ l
= lim
x0→ζsi
ζ l
n(ζ l − 1) · (x
k
0 − 1)
knxkn−10
kxk−10
=
ζ l
n(ζ l − 1) · ((ζ
si)k − 1)kn(ζ
si)kn−1
k(ζsi)k−1
=
ζ l
n(ζ l − 1) · (ζ
l − 1) knζ
−si
kζ lζ−si
= 1.
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On the other hand,
g(ζsi) = lim
x0→ζsi
p(x0)(x0 − 1)
∏
ky 6≡l mod n
(x0 − ζy)
= lim
x0→ζsi
p(x0)(x0 − 1) x
n
0 − 1
(x0 − ζs1) · · · (x0 − ζsd)
= lim
x0→ζsi
p(x0)(x0 − 1) nx
n−1
0∑d
j=1
∏
t6=j(x0 − ζst)
= p(ζsi)(ζsi − 1) nζ
−si∏
t6=i(ζsi − ζst)
.
Since
h(ζsi) = g(ζsi),
we obtain
1 = p(ζsi)(ζsi − 1) nζ
−si∏
t6=i(ζsi − ζst)
,
and thus,
p(ζsi) =
ζsi
n(ζsi − 1)
∏
t6=i
(ζsi − ζst).
We can then conclude that
ψ˜k(10l) =
d∑
i=1
10si .
Equation 5.12 gives Γ−1(1m0) for m 6= 0. Define
h(xm) = ψ˜k(Γ−1(1m0))
= ψk(Γ−1(1m0))θk(x−1m )
=
1
n
· x
kn
m − 1
xkm − 1
· x
−k
m − 1
x−1m − 1
= f(xm)(xnm − 1) + g(xm).
for g with degree at most n− 1. If y is not a solution to ky ≡ 0 mod n, then h(ζy) = 0 so
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that
g(xm) = p(xm)
∏
ky 6≡0 mod n
(x0 − ζy).
Further, if si 6= 0 is a solution to the equivalence, then ((ζy)−k − 1)/((ζy)−1 − 1) = 0, so
we have
g(xm) = p˜(xm)
∏
y 6=0
(x0 − ζy) = p˜(xm)x
n
m − 1
xm − 1 ,
for some polynomial p˜(xm). When y = 0,
h(1) = lim
xm→1
1
n
· x
kn
m − 1
xkm − 1
· x
−k
m − 1
x−1m − 1
= lim
xm→1
1
n
· knx
kn−1
m
kxk−1m
· −kx
−k−1
m
−x−2m
=
1
n
· kn
k
· −k−1
= k.
Evaluating g at 1 gives
g(1) = lim
xm→1
p˜(xm)
xnm − 1
xm − 1
= lim
xm→1
p˜(xm)
nxn−1m
1
= p˜(1)n.
Therefore, we have g(xm) = kn
xnm−1
xm−1 = 1m0, and so
ψ˜k(1m0) = k1m0.
The polynomial defining Γ−1(100) is given by Equation 5.9. The Adams operations
are
h(x0) = ψ˜k(Γ−1(100))
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= ψk(Γ−1(100))
=
1
2n
((1− n)xk0 + (1 + n))
xkn0 − 1
xk0 − 1
= f(x0)(x0 − 1)(xn0 − 1) + g(x0).
where g is a polynomial of degree at most n. As above, if y is not a solution to ky ≡ 0 mod n,
then h(ζy) = 0, and we can write
g(x0) = p(x0)
∏
ky 6≡0 mod n
(x0 − ζy) = p(x0) x
n
0 − 1
(x0 − ζs1) · · · (x0 − ζsd) .
Now suppose si is a solution.
h(ζsi) = lim
x0→ζsi
1
2n
((1− n)xk0 + (1 + n))
xkn0 − 1
xk0 − 1
= lim
x0→ζsi
1
2n
((1− n)xk0 + (1 + n))
knxkn−10
kxk−10
=
1
2n
((1− n)(ζsi)k + (1 + n))kn(ζ
si)kn−1
k(ζsi)k−1
=
1
2n
((1− n) + (1 + n))knζ
−si
kζ−si
= 1.
Evaluating g gives
g(ζsi) = lim
x0→ζsi
p(x0)
xn0 − 1
(x0 − ζs1) · · · (x0 − ζsd)
= lim
x0→ζsi
p(x0)
nxn−10∑d
j=1
∏
t6=j(x0 − ζst)
= p(ζsi)
nζ−si∏
t6=i(ζsi − ζst)
.
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Setting these expressions equal and solving for p(ζsi) yields
p(ζsi) =
ζsi
n
∏
t6=i
(ζsi − ζst).
Since it is possible for 1 to be a double root, we take derivatives and evaluate at 1.
h′(x0) =
1
2n
(k(1− n)xk−10 )
xkn0 − 1
xk0 − 1
+
1
2n
((1− n)xk0 + (1 + n))
(xk0 − 1)knxkn−10 − (xkn0 − 1)kxk−10
(xk0 − 1)2
h′(1) =
1
2n
k(1− n)kn
k
+
1
2n
(2)
kn(n− 1)
2
= 0.
Recall that s1 = 0 in this case.
g′(x0) = p′(x0)
xn0 − 1∏d
t=1(x0 − ζst)
+ p(x0)
nxn−10
∏d
t=1(x0 − ζst)− (xn0 − 1)
∑d
j=1
∏
t6=j(x0 − ζst)∏d
t=1(x0 − ζst)2
g′(1) = lim
x0→1
[
p′(x0)
xn0 − 1∏d
t=1(x0 − ζst)
+ p(x0)
nxn−10
∏d
t=1(x0 − ζst)− (xn0 − 1)
∑d
j=1
∏
t6=j(x0 − ζst)∏d
t=1(x0 − ζst)2
]
= p′(1)
n∏d
t=2(1− ζst)
+
1
n
[ d∏
t=2
(1− ζst)
]n(n− 1)∏dt=2(1− ζst)− 2n∑dj=2∏t6=j or 1(1− ζst)
2
∏d
t=2(1− ζst)2
.
So we have
0 = p′(1)
n∏d
t=2(1− ζst)
+
1
n
[ d∏
t=2
(1− ζst)
]n(n− 1)∏dt=2(1− ζst)− 2n∑dj=2∏t6=j or 1(1− ζst)
2
∏d
t=2(1− ζst)2
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0 = 2np′(1) + (n− 1)
d∏
t=2
(1− ζst)− 2
d∑
j=2
∏
t6=j or 1
(1− ζst)
p′(1) =
1
2n
(
2
d∑
j=2
∏
t6=j or 1
(1− ζst)− (n− 1)
d∏
t=2
(1− ζst)
)
.
Consider the sum
r(x0) =
d∑
i=1
Γ−1(10si)
= Γ−1(100) +
d∑
i=2
Γ−1(10si)
=
1
2n
((1− n)x0 + (1 + n))x
n
0 − 1
x0 − 1 +
d∑
i=2
ζsi
n(ζsi − 1)(x0 − 1)
xn0 − 1
x0 − ζsi .
Notice that r(ζy) agrees with the expression above for all values of y and has r′(1) = h′(1),
so by taking Γ of each side, we obtain
ψ˜k(100) =
d∑
i=1
10si .
Lastly, we consider the Adams operations on x00. Recall that Γ−1(x00) is given in
Equation 5.10. Let
h(x0) = ψ˜k(Γ−1(x00))
= ψk(Γ−1(x00))
=
1
2n
((3− n)xk0 + (n− 1))
xkn0 − 1
xk0 − 1
= f(x0)(x0 − 1)(xn0 − 1) + g(x0).
where the degree of g is at most n. When y is not a solution to ky ≡ 0 mod n, then
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h(ζy) = 0, so that
g(x0) = p(x0)
∏
ky 6≡0 mod n
(x0 − ζy) = p(x0) x
n
0 − 1∏d
t=1(x0 − ζst)
.
Assume si is a solution to the equivalence ky ≡ 0 mod n.
h(ζsi) = lim
x0→ζsi
1
2n
((1− n)xk0 + (1 + n))
xkn0 − 1
xk0 − 1
= lim
x0→ζsi
1
2n
((3− n)xk0 + (n− 1))
knxkn−10
kxk−10
=
1
2n
((3− n)(ζsi)k + (n− 1))kn(ζ
si)kn−1
k(ζsi)k−1
=
1
2n
((3− n) + (n− 1))knζ
−si
kζ−si
= 1
g(ζsi) = lim
x0→ζsi
p(x0)
xn0 − 1∏d
t=1(x0 − ζst)
= lim
x0→ζsi
p(x0)
nxn−10∑d
j=1
∏
t6=j(x0 − ζst)
= p(ζsi)
nζ−si∏
t6=i(ζsi − ζst)
.
Equating these two expressions and solving for p(ζsi) gives
p(ζsi) =
ζsi
n
∏
t6=i
(ζsi − ζst).
As in the case of 100, 1 may be a double root, so we take derivatives and evaluate to obtain
h′(x0) =
1
2n
(k(3− n)xk−10 )
xkn0 − 1
xk0 − 1
+
1
2n
((3− n)xk0 + (n− 1))
(xk0 − 1)knxkn−10 − (xkn0 − 1)kxk−10
(xk0 − 1)2
h′(1) =
1
2n
k(3− n)kn
k
+
1
2n
(2)
kn(n− 1)
2
= k.
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The same calculation as for 100 holds for g′(1), so we find that
p′(1) =
1
2n
(
2k + 2
d∑
j=2
∏
t6=j or 1
(1− ζst)− (n− 1)
d∏
t=2
(1− ζst)
)
.
Consider the expression
r(x0) = kΓ−1(x00)− (k − 1)Γ−1(100) +
d∑
i=2
Γ−1(10si)
= k
1
2n
((3− n)x0 + (n− 1))x
n
0 − 1
x0 − 1 + (k − 1)
1
2n
((1− n)x0 + (1 + n))x
n
0 − 1
x0 − 1
+
d∑
i=2
ζsi
n(ζsi − 1)(x0 − 1)
xn0 − 1
x0 − ζsi .
Since r(ζy) = h(ζy) for all y, and r′(1) = h′(1), we must have r(x0) = h(x0). Taking Γ of
both sides gives
ψ˜k(x00) = kx00 − (k − 1)100 +
d∑
i=2
10si .
It will be useful to renormalize the generators of Kl for l 6= 0 and m 6= 0 to make the
virtual multiplication and virtual Adams operations more concise.
Definition 5.5.2. Let
1ˆml :=
1
1− ζ−l 1ml
for l 6= 0 and m 6= 0. When l = 0, let 1ˆm0 = 1m0 for all m. Similarly, let 1ˆ0l = 10l for all l.
With these generators, it is immediate that whenever l 6= 0, the localization Kl is
isomorphic as a ring to the group ring C[Z/nZ]. Since the group ring has a semisimple
basis, we can construct a semsimple basis for Kl as follows.
Definition 5.5.3. For l 6= 0, set
uql =
1
n
n−1∑
i=0
ζ−iq1ˆil
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for q = 0, . . . , n− 1. Define u00 = x00 − 100 and um0 = 1m0 for m 6= 0.
With these generators, the virtual multiplication becomes
uq1l1 ∗ u
q2
l2
= δl1l2δq1q2u
q1
l1
,
where δ is the Kronecker delta. Note that the identity element 1 ∈ K is
1 =
n−1∑
l=0
10l.
Given these generators with the virtual multiplication, K(P(1, n))C has the following pre-
sentation:
C[uql , 10l]
n−1
l,q=0/I.
where the ideal I is generated by the polynomials below.
uq0u
q′
0 u
q
l u
q′
l′ − δll′δqq′uql , if l and l′ are not both 0
n−1∑
l=0
10l − 1
n−1∑
q=0
uql − 10l, if l 6= 0
10l10l′ − δll′10l, for l = 0, . . . , n− 1 uql 10l′ − δll′uql , for l = 0, . . . , n− 1.
Proposition 5.5.1 can be restated in terms of these new generators.
Proposition 5.5.4. With respect to the generators uql on the localization, the virtual Adams
operations have the following forms for all k ≥ 1.
ψ˜k(uq0) = ku
q
0, if q = 0, . . . , n− 1
ψ˜k(uql ) =

∑d
i=1 u
q
si , for all q = 0, . . . , n− 1 if d | l and l 6= 0
0, if d - l
ψ˜k(1) = 1.
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5.6 The virtual line elements
Consider the augmented virtual K-ring (K(IP(1, n))C, ∗,1, ψ˜k, ˜) with C-linear extensions
of ψ˜k and ˜.
Proposition 5.6.1. The group of virtual line elements, P, is isomorphic to (Z/nZ)n×Cn
via the isomorphism
Φ : (Z/nZ)n × Cn −→ P
(f0, . . . , fn−1;β00 , . . . , β
n−1
0 ) 7→ 1 +
n−1∑
q=0
n−1∑
l=1
(ζ lfq − 1)uql +
n−1∑
q=0
βq0u
q
0.
Proof. Every element in K(P(1, n))C can be written as
α1 +
n−1∑
l,q=0
βql u
q
l
We would like to find the virtual line elements with respect to these generators. Recall
that the virtual line elements are determined by the equation
L k = ψ˜k(L )
with respect to the virtual multiplication and Adams operations, for all positive integers
k. First, consider the case where α = 0, so that L =
∑n−1
l,q=0 β
q
l u
q
l . Then if k = n, we have
ψ˜n(L ) =
n−1∑
q=0
nβq0u
q
0
and by the relations above,
L n =
n−1∑
l=1
n−1∑
q=0
(βql )
nuql .
Thus, it is immediate that βql = 0 for all l and q, which contradicts the invertibility of L .
Thus, we may assume that α 6= 0. Write β˜ql = βql /α and l = nd b+ r for some b and r, and
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d = gcd(k, n). In this case,
ψ˜k(L ) = α1 +
n−1∑
q=0
d∑
i=1
βql u
q
si +
p−1∑
q=0
βq0ku
q
0
= α1 +
n−1∑
q=0
n
d
−1∑
r=0
d−1∑
b=0
βqrk mod nu
q
l +
n−1∑
q=0
βq0ku
q
0,
for values of k 6≡ 0 mod n. If k ≡ 0 mod n, then
ψ˜k(L ) = α1 +
n−1∑
q=0
βq0ku
q
0.
On the other hand,
L k =
(
α1 +
n−1∑
l,q=0
βql u
q
l
)k
= αk
(
1 +
n−1∑
l=1
n−1∑
q=0
β˜ql u
q
l +
n−1∑
q=0
β˜q0u
q
0
)k
= αk
(
1 +
n−1∑
l=1
n−1∑
q=0
((1 + β˜ql )
k − 1)uql + k
n−1∑
q=0
β˜q0
)
.
In order for Equation 5.5 to be satisfied, the following three conditions must hold
αk = α, αk((1 + β˜ql )
k − 1) = βqrk mod n, αkkβ˜q0 = kβq0.
Since these equations must hold for all positive integers k, the first condition implies that
α = 1. Thus, the second and third conditions reduce to
(1 + βql )
k − 1 = βqrk mod n, kβq0 = kβq0.
The third condition is satisfied for any choice of βq0 ∈ C. If r = 1 and k = n, then the
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second equation states that
(1 + βqnb/d+1)
n = 0
βqnb/d+1 = ζ
fq − 1,
for some fq = 0, . . . , n− 1. Further, each βqk is determined by βqnb/d+1 as follows:
(1 + βqnb/d+1)
k − 1 = βqk
(ζfq)k − 1 = βqk
ζkfq − 1 = βqk.
Therefore, a general line element in terms of the generators above has the form
L = 1 +
n−1∑
q=0
n−1∑
l=1
(ζ lfq − 1)uql +
n−1∑
q=0
βq0u
q
0,
where fq ∈ {0, . . . , n− 1} and βq0 ∈ C. Write this virtual line element as
L (f0, . . . , fn−1;β00 , . . . , β
n−1
0 )
. Let L and L ′ be virtual line elements, then
LL ′ = 1 +
n−1∑
q=0
n−1∑
l=1
((ζ lfq − 1) + (ζ lfq − 1)(ζ lf ′q − 1) + (ζ lf ′q − 1))uql +
n−1∑
q=0
(βq0 + β
′q
0)u
q
0
= 1 +
n−1∑
q=0
n−1∑
l=1
(ζ l(fq+f
′
q) − 1)uql +
n−1∑
q=0
(βq0 + β
′q
0)u
q
0.
Thus, multiplication of virtual line elements has the following property:
LL ′ = L (f0 + f ′0, . . . , fn−1 + f
′
n−1;β
0
0 + β
′0
0, . . . , β
n−1
0 + β
′n−1
0 ). (5.13)
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Note that this implies that
L (f0, . . . , fp−1;β00 , . . . , β
p−1
0 )
−1 = L (−f0, . . . ,−fp−1;−β00 , . . . ,−βn−10 ).
Thus, the map Φ as defined above is an isomorphism of groups.
Proposition 5.6.2. The virtual line elements P span K(IP(1, n))C as a complex vector
space.
Proof. We show that every generator uql and 1 can be written as a linear combination of
line elements. Note that 1 = L (0, . . . , 0; 0, . . . , 0). By subtracting the constant term from
the line element L (0, . . . , 0; 0, . . . , 0, 1, 0, . . . , 0), we obtain uq0. Let M be the n(n − 1) ×
nn matrix whose rows are given by pairs (l, q) and columns by n-tuples (f0, . . . , fn−1),
where an entry of M is (ζ lfq − 1). Construct a submatrix A of M whose columns are the
columns of M determined by the n-tuples (α, 0, . . . , 0), (0, α, 0, . . . , 0), . . . , (0, . . . , 0, α) for
each α ∈ Z/nZ. The matrix A is a block diagonal matrix, whose diagonal blocks, B, are
the (n− 1)× (n− 1) matrices
B =

ζ − 1 ζ2 − 1 · · · ζn−1 − 1
ζ2 − 1 ζ2(2) − 1 · · · ζ2(n−1) − 1
...
...
. . .
...
ζn−1 − 1 ζ2(n−1) − 1 · · · ζ(n−1)(n−1) − 1

.
Squaring the matrix B yields the real matrix
B2 =

n n · · · 2n
...
... . .
. ...
n 2n · · · n
2n n · · · n

.
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This matrix has a linearly independent set of n− 1 eigenvectors

1
1
1
...
1

,

1
−1
0
...
0

,

1
0
−1
...
0

, · · · ,

1
0
0
...
−1

.
As A is block diagonal, A2 is also block diagonal with diagonal block entries equal to
B2. Thus, A has a linearly independent set of n(n − 1) eigenvectors given by placing the
eigenvectors above in a column vector with the rest of the entries equal to zero. Thus, the
rank of A2 is n(n − 1), and so the determinant is nonzero. This implies the determinant
of A is nonzero, and so we conclude that the rank of A is n(n− 1). Therefore, the rank of
M is n(n− 1) as well.
5.7 Comparing the virtual K-theory of P(1, n) with the K-theory of its
crepant resolution
To obtain the result from [14] for P(1, n), we need to show that the localization K0C with
its virtual product is isomorphic as a ring to the K-theory of a resolution of the cotangent
bundle of P(1, n) with the ordinary product. Recall that the K-theory ring of the resolution
tensored with C is isomorphic as a ring to
K(Zn)C =
C[χ±10 , . . . , χ
±1
n−1]
〈(χi − 1)(χj − 1)〉 ,
where Zn is the resolution of [14], discussed in Section 3 of this paper.
There are natural generators for K given by the line elements
σi = L (0, . . . , 0, 1, 0, . . . , 0; 0, . . . , 0)
νj = 1 + δj where
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δj = L (0, . . . , 0; 0, . . . , 0, 1, 0, . . . , 0)−L (0, . . . , 0; 0, . . . , 0)
= L (0, . . . , 0; 0, . . . , 0, 1, 0, . . . , 0)− 1,
where the 1 is in the ith and jth slots, respectively. Note that in the proof of Proposition
5.6.2, we show that the line elements are spanned as a vector space by the line elements
L (0, . . . , 0, α, 0, . . . , 0; 0, . . . , 0) and L (0, . . . , 0; 0, . . . , 0, α, 0, . . . , 0), for α ∈ Z/nZ. Since
multiplication of line elements is additive in the entries of the L ’s, we see that σi and νj
indeed generate K as a ring.
Theorem 5.7.1. The virtual K-theory ring K(IP(1, n))C admits the following presenta-
tion:
C[σ±0 , . . . , σ
±
n−1, ν
±
0 , . . . , ν
±
n−1]/I
where the ideal I is generated by the polynomials
σni − 1 (νi − 1)(νj − 1)
σi(νj − 1)− (νj − 1) (σi − 1)(σj − 1), if i 6= j,
for the virtual line elements σi and νj defined above.
Proof. The virtual line elements σi and νj generate P by the multiplication property 5.13
of virtual line elements. Applying this property again, the relations in the ideal I follow
easily.
We will now use Theorem 5.7.1 to find a presentation for the localization K0 with
complex coefficients. This will be isomorphic as a ψ-ring to the ordinary K-theory of the
resolution Zn, and by establishing an isomorphism as ψ-rings between K0C and the virtual
augmentation completion K̂(IP(1, n))C we will have a generalization of Proposition 7.22
of [14].
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By the definition of the virtual line elements L , the map Γ0 := Γ|K0 takes
K
Γ0

K0
1 +
p−1∑
l=1
p−1∑
q=0
(ζ lfq − 1)uql +
p−1∑
q=0
βq0u
q
0
_

100 +
p−1∑
q=0
βq0u
q
0
Note that this implies that all the generators σi will be mapped to the identity 100. In
terms of the presentation of K above, we can interpret Γ0 by the canonical projection
KC ∼= C[σ±10 , . . . , σ±1n−1, ν±10 , . . . , ν±1n−1]/I

K0C ∼= C[σ±10 , . . . , σ±1n−1, ν±10 , . . . , ν±1n−1]/I ′
where I ′ is generated by the same polynomials as I with the addition of the polynomials
σi − 1. Further, the target ring is isomorphic as a ring to
C[ν̂±10 , . . . , ν̂
±1
n−1]
〈(ν̂i − 1)(ν̂j − 1)〉
via a ring isomorphism sending νi 7→ ν̂i and σj 7→ 1. In the proof of Proposition 7.22 of
[14], it is noted that since the virtual K-theory is the quotient of the coordinate ring of a
torus, the virtual augmentation completion K̂(IP(1, n))C is the localization of K(IP(1, n))C
at the maximal ideal corresponding to the identity of the torus. But this is exactly the
localization K0. Thus, we have that
K̂(IP(1, n))C ∼=
C[ν̂±10 , . . . , ν̂
±1
n−1]
〈(ν̂i − 1)(ν̂j − 1)〉 .
This is clearly isomorphic to the K-theory of the resolution, so we have proved the following
theorem, which we view as an example of the K-theoretic version of the hyper-Ka¨hler
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resolution conjecture.
Theorem 5.7.2. For all integers n ≥ 2, there is an isomorphism of ψ-rings
K̂(IP(1, n))C ∼= K(Zn)C,
with respect to the virtual product on the virtual augmentation completion and the ordinary
product on the K-theory of Zn, where Zn is the toric crepant resolution of P(1, n) from
[14].
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