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Zusammenfassung
In dieser Arbeit verbessern wir die von Borgwardt [1] angegebene obere Schranke für die
durchschnittlidre Laufzeit des Simplexverfahrens zur Lösung von Problemen der Art
^u* uT *
unter oT*<1,...,aflr<1
mit urfrrcll ,. . . ,arn € IR' und m ) n.
Wir beschränken uns dabei auf den asymptotischen Fall, d.h. auf Probleme mit einer
sehr großen Anzahl n (m -- oo) von Restriktionen bei festgehaltenem z. Die bekannte
Schranke kann hier um einen Faktor ll\/" verbessert werden.
Einleitung






urtralt...,tem€IR" und ml n.
In dieser Arbeit analysieren wir einln Gesallalgorithrnus vor Borgwardt [1j, der probre-me obiger Art löst, indem ", ,rrkr"r, 
jv n -t urtä.p.obreme der DiÄensionen k : 2bearbeitet' Ergebnis'" ;;;;;;;;";; .i, rä;,Lerte in der nächst höheren. J"d". ;Jn - 7 unterprobleme lösen wir mit 
"irr", b"rtiäa"r, variante a".-simptexalgorithmus,der schatteneckenvariante,'ii" 
"in", M.difik;;j;n de3 Gass-saaty-Algorithmus ,.2] n._hekommt' Nach,s"'{" " - i'rirt eine E"k" d". orsprünglich"r. päbl"rrrs vor, a.tr.. ai"Phase I des simplexalgoritht""r l, ubg"r"hiorr"". b; btrltes;;d 
"itrpri"ht dann seiner
Phase IL
Für alle erfolgreichen probabilistischen untersuchr5:1. des simplexargorithmus dientedie schatteneckenvariante als Grundlage. 
- 
n.rg*;.a, [1] zeigte, äaß die durchschnittli-che Laufzeit dieser variante i"1"1:t 
"iära*" Br.lr" o.rrr,omial ist, falls die Inputdate'att""tQm'tu und zr unabhängig, identisch r;;;;;;symmetris"h rr".t"ilt ,ir.d. Demnachbesitzt auch der c"r"*tdgo;i;;, eine polyn";;" oberschranke.
Diese l]ntersuchungen wurclen zum-einen für Probrem: mit einer moderaten Anzahr m vorLRestriktionen' zum anderen ftir solche mit sehr 
"i"r"" S."rtriktionen durlhgeführt. Bei letzlteren stellte man Grenru"tr."t i*gen (m _, _i;;ifesrem 
" ;;. 
-il;"tden 
Fdllen konntea'lso eine (in m ynd n) n"t;;;;. oü"r" üiul';; angegeben werden. Die asymptoti_sche oberschranke itt tÄa*"t 
"r, ai" i* -"d;;;är'all. Im Gegen satz zurnmoderatenFall müssen hier nämlich 
"i.h; ;1" ?,T"ly"*;;; (y,n) r"tr.ät"i *erden, so daß dieAbschätzungen technittt' "i"r..u"l ,ir.d. Edil;; Tests zeigen, daß die asymptotischeo berschranke das wahre t u.,tr"it""rhalten r";;;;;rer wiederspiegelt.
it.in:n:.llT, ä?t"l Jä,$:FTJ#,' l iH; 
en Fail n o ch mar s u,,f ,,, o d ver b e s s e rn di e
fll: X;*;:tlläl i:iäX,äf,im ersten Kapitel der scharteneckenargorithmus aus primaler
H'HT:"?1ffi|!:*h:Tt' wird die Relevanz des schatteneckenargorithmus rür den
um nun eine probabilistische untersuchung durchführen zu lcönnen, muß der wahrschein-lichkeitsraum der Inp.utdaten *"'iät** *ära"",-*.l r-., n"gir.r, des 3. Kapiters geschieht.Danach zitieren *i, ii" Et;;;;i;'rro' Borg*.rät ,rrä 
".I;,rtern ihren Zugang.Der vierte Teil beinhaltet die verbesserung der oberen asymptotischen schranke.
Ztletzl weisen wir nach, daß für bestimmte Verteilungen, z.B. für die Gleichverteilung auf
der Sphäre, die asymptotische Ober- und Unterschranke die gleiche Größenordnung in rn
und n besitzen, d.h. daß die Schranken scharf sind.
Bei allen Betrachtungen wurde besonderer Wert auf die dahinterstehende Geometrie gelegt,
da sie sehr viel zum Verständnis der Vorgänge im Simplexverfahren beiträgt.
L. Der Schatteneckenalgorithmus
Da die Phase I des Gesamtalgorithmus wesentlich auf seiner Phase II aufbaut, erklären
wir zunächst die Funktionsweise der Phase II, und veranschaulichen die dahinterstehende
Geometrie.
Wir beschäftigen uns von nun an mit Problemen der Form:
^u* ,T *
unter oT*<1,...,a\r<L
mit u,)r1ar,... tem € IRt und m ) n.
(1.1)
Außerdem sei ein sogenannter Startvektor u € IR" (seine Bedeutung wird später erklärt)
gegeben. Die Einführung des Vektors z in diesem Kapitel ist didaktisch zur Erläuterung
von Phase II nützlich. Wir werden an anderer Stelle noch sehen, wie sich dieser Vektor
implizit aus der Problemstellung (1.1) ergibt, und damit den Gesamtalgorithmus prägt.
Alle unsere Probleme sollen eine gewisse Nichtentartungsbedingung erfüllen, d.h.:
Je n I t Elemente aus {or, . . . ,e*l sind in allgemeiner Lage
(primaJe l{ichtentartung), und jede n-elementige Teilmenge von
{ot,. . . ,am,u,u} ist linear unabhängig (polarc I'{ichtentartung).
(1.2)
Solche Probleme können durch den Simplexalgorithmus gelöst werden.
Mit X ': {t € IR'" | "T* { 1,...,aTr 
( 1} bezeichnen wir den Zulässigkeitsbereich
des Problems, der ein Polyeder darstellt, und deshalb primales Polyeder genannt wird.
Y :: {y € IR" I yT, < L Vr e X} ist das dazugehörige polare Polyeder. Y kann auf
folgende einfache Art und Weise charakterisiert werden.
Lemma 1: Y : KH(0,ert. . . ,a*), wobei KH die konvexe HüIle bezeichnet.
Zum besseren Verständnis wird in Abbildung 1 ein primales und sein polares Polyeder
dargestellt.
Das folgende Lemma verdeutlicht den Zusammenhang zwischen Primal- und Polarraum.
Hier bezeichnen wir mit A ,: {41,. . . , A'} C {1, ...,m} eine n-elementige Indexmenge.
Lemma 2: Sei ra eine Ecke von X und X(A) die konvexe Hülle alJer a6o, Li €
{1, . . . ,m} mit o[,ra, : 7. Dann ist X(A) eine Facette von Y .





Unter unserer Nichtentartungsannahme sind in jeder Ecke 16 genau n Restriktionen straff,
der zugehörige Randsimplex X(A) wird also von genau n Vektoren aufgespannt.
Wir wollen nun die Funktionsweise des Schatteneckenalgorithmus geometrisch erläutern.
In Abbildung 2 sehen wir Simplexpfade, die der Schatteneckenalgorithmus zum einen im

















Man stelle sich zunächst das X auf span(u, u) projiziert vor. Dann
werden diejenigen Ecken von X, deren Bilder f(r) unter der orthogonalen Projektion f
auf span(2, u) wieder Ecken (jefzf des projizierten Polyeders) sind, Schattenecken genannt.
Angenomrnen, Phase I des Simplexalgorithmus sei bereits abgeschlossen, und eine Ecke r0
aus X liege vor. Dann soll diese Ecke die gegebene ZielfunktionuTr auf X maximieren.
Wenn nun ü, den kleineren Winkel zwischen z und o überstreicht, erhalten wir eine Folge
von Ecklösungen, die zudem Schattenecken sind. Sei dies die Folge tot...,c". Für jedes
tr6,...,r" gibt es dann ein tu; € span(u,r) \ {0}, so daß wf,r; : fmäXa676.7*, Yi:
0,...,s. l(r;) und f(tn+r) sind dabei in f(X) benachbart.
Eine derartige Folge kann auch konstruiert werden, wenn uTr keine Lösung besitzt. Dann
ist r, der Optimalpunkt n;rletzten beschränkten Zielfunktion -T*, - € span(z,u). In
diesem Fall inzidiert r" mit einem unbeschränkten Strahl, der aT r imrner weiter verbessert.
Das folgende Lemma besagt, daß die Folge der so generierten Schattenecken tatsächlich
einen Simplexpfad darstellt, wie ihn die Phase II erzeugen soll.
Lemma 3: Seien r.0,ü7t... ,rs die maximalen Ecken bzgl w{r,*T *,... ,*T * mit w0 :
u und arc(u;,u) > arc(uri+r,a) für i:0,...,s - 1. Dann gilt: arr,;,r1 ) uTri.
Nun betrachten wir die Wirkungsweise des Schatteneckenalgorithmus im polaren Polyeder.
Hier starten wir im Vektor z und bewegen uns entlang span(z, u) in Richtung u. Bei dieser
Bewegung schneiden wir Randsimplizes X(A) des polaren Polyeders Y. Jeder.Randsimplex
wird von genau n Vektoren, die eine Basis des IR" bilden, aufgespannt. Beim tlbergang von
einem Randsimplex zum nächsten müssen wir einen Pivotschritt ausführen, d.h. ein Vektor
verläßt die Basis, während ein anderer sie betritt. Diese Vektoren werden Austritts- bzw"
Eintrittsvektoren genannt. Bei u angekommen, liegen der optimale Randsimplex und
die optimale Basis vor, oder man stellt die Unbeschränktheit des Problems fest. In beiden
Fdllen bricht dann der Algorithmus ab.
Das Lemma 4 faßt die Ergebnisse für den polaren Fall zusammen.
Lemma 4: Die Randsimplizes, die von KI{(u,r): {y I y: 
^, 
* pa,) > 0,p > 0} C
span(z, u) geschnitten werden, können eindeutig in einer Folge X(Ao), . . . , l(4,) angeord-
net werden, so daß gilt: L,; * Li für i I j, Lt und A;-p1 unterscheiden sich in nur einem
Element, und arc(z;, o) > arc(z;',1,u) fürjedes Paar (z;, z;+t) mit z; € X(Ai) I span(u, u)
und z;11€ X(A;11) f^l span(u, u).
2. Der Gesamtalgorithmus
Au{bauend auf Phase II, beschreiben wir nun, wie der Gesamtalgorithmus, also Phase I
und Phase II, funktioniert.
Dazu definieren wir für k :1,. . .,)rL die projizierten LPs 16:
,rru* ,T * (2.1)
unter oTr<1,...,a|r<7
und rk+t - 0,..., xn :0
mit r)rtrayr... ,am € IR" und m ) n.
Den zu L gehörigen Zulässigkeitsbereich bezeichnen wir mit Xp.
Die primale Version des iterativen Gesamtalgorithmus läuft dann folgendermaßen ab:
(2.2) Gesamtalgorit hrnus :
1) Beginne mit k : 2, und finde eine Ecke von X2.
2) Finde eine maximale Ecke (r1 ,*')r von .[2 durch Anwendung des primalen Schat-
teneckenalgorithmus. Falls es keine Lösung gibt, gehe zt 7).
3) Falls k : n, gehe zu 8). Setze k : k + 7.
4) (*t,...,*k-r,0...,0)T sei eine Optimallösung von ft-1. Dannliegt dieser Vektor auf
einer Kante von X;. Suche nun eine Ecke (r1 ,...,,*k,0,...,0)T auf dieser Kante.
5) Wende den Schatteneckenalgorithmus auf 11 an, wobei die Projektionsebene durch
den k-ten Einheitsvektor e1 und u aufgespannt wird. Falls keine Lösung existiert,
gehe zu 7).
6) Gehe zu 3).
7) Das Problem ist unbeschränkt. Gehe zu 9).
8) (rt, . . . ,*n)T ist Optimalecke.
e) sroP.
Bemerkung 1: Im folgenden fassen wir X6 immer als ein Polyeder im IR& auf, und nicht
als ein &-dimensionales Polyeder, das in den IR" eingebettet ist. Wir haben es dann nur
mit ß-dimensionalen Vektoren zu tun, wodurch die Schreibarbeit erleichtert wird. Durch
diese Sicht der Dinge machen wir keinen Fehler in der folgenden Argumentation.
In Abbildung 3 ist ein Iterationsschritt des Gesamtalgorithmus von Stufe 2 arf Stufe 3
dargestellt.
Bemerkung 2z Schritt 1) des Gesamtalgorithmus ist einfach zu realisieren. Wir wissen,
daß der tlrsprung für unsere Probleme Iz,. . ., -[," zulässig ist.
Zt12fügenwirdieflexibelorientiertenHilfsrestriktionen -"T* (0und -"T* (0hinzu.
Diese sind in 0 straff, so daß -e1 und -e2 eine Startbasis im IR2 ist. Ziel ist es nun, erst e1
Abb. 3
Abb. 4
und dann €2 älls der Basis zu entfernen, und dafür Originalrestriktionsvektoren &!t.. .tüm
aufzunehmen. Dabei spielt es keine Rolle, ob die Bewegung in Richtung e1 oder -e1bzw.
e2 oder -e2 erfolgt. Gelingt der Austausch, liegt eine Ecke des Polyeders X2 h einem der
vier Quadranten vor, und die Hilfsrestriktionen können vergessen werden (vgl. Abb. a).
Ist dieser Austausch der Hilfsrestriktionen gegen die Originalrestriktionen nicht möglich,
so ist .I2, und somit das Gesamtproblem, unbeschränkt (vgl. Abb. 5).
Der Grund für die Einführung eines solch komplizierten Dimensionssteigerungsalgorithmus
liegt in seiner guten probabilistischen Auswertbarkeit, worauf wir später noch eingehen
werden.
Abb. 5
Eine ausführliche Beschreibung des Schatteneckenalgorithmus sowie die Beweise zu den
angegebenen Lemmata findet man in Borgwardt [1].
3. Probabilistische Analyse
3.1 Der Wahrscheinlichkeitsraum
Um eine probabilistische Analyse durchführen zu können, müssen wir ein stochastisches
Modell zugrunde legen. Dazrt betrachten wir die Matrix der Inputdaten
A:: 6 p(m*2)n
des Problems (1.1). Nun fassen wir y' als Zufallsvariable im Wahrscheinlichkeitsraum
(nt(-+z)',A,P) aü.. Dabei ist "4 die o-Algebra der Lebesgue-meßbaren Mengen desy|Qn*2)n und P ein Wahrscheinlichkeitsmaß , das auf ,4 definiert ist. P ist ein Produktmaß











Diese Verteilung im IR' ist eindeutig durch ihre Radialverteilungsfunktion -F
F : [0, oo) -+ [0,1] , r'(") ,: P(lltll S t)
bestimmt. Im folgenden untersuchen wir nur Verteilungen mit beschränktem Träger.
Was nun interessiert, ist die durchschnittliche Anzahl der Pivotschritte, die der Schat-
teneckenalgorithmus zur Lösung von linearen Optimierungsproblemen des Typ. (1.1) unter
diesem Verteilungsmodell benötigt.
3.2 Eine Integralforrnel
Wie in Kapitel 2 erläutert, läuft der Gesamtalgorithmus in n-1 Stufen (Dimensionen 2
bis n) ab. Jedesmal wird der Schatteneckenalgorithmus angewandt. Der Gesamtaufwand
errechnet sich als die Summe der Pivotschritte in den einzelnen Stufen und der n Schritte
für die Dimensionsänderung.
Wir berechnen zunächst den Aufwand in einer einzelnen Stufe. Dafür bietet sich die
letzte an, bei der die Ebene span(e,r, u) benutzt wird. Dies entspricht der Berechnung des
Aufwandes in Phase II.
Sei S die Anzahl der Randsimplizes von Y, die von span(e,r, u), oder allgemeiner von
span(u, u) geschnitten werden, und s sei die Anzahl der Pivotschritte in Stufe n. Dann
gilt:
s(S
E*,,(S) bezeichne den Erwartungswert für S und liefert eine obere Schranke für die mitt-
lere Anzahl der Pivotschritte. Es gilt:
8r.,.(5):erwartete Anzahl der A's, so daß X(A) Randsimplex von Y ist und von
span(2, u) geschnitten wird
:(Anzahl der Kandidaten für A) . (Wahrscheinlichkeit, daß der Kandidat
A : {1, ...,n} beide Bedingungen erfüllt)
:C). P(KH(a1 ,. . .,an) erfüllt beide Bedingungen)
:(T) . I . / P(I(A) ist Randsimplex) .P(t(A) o span(u, r) + 0)
IRN IR'
dF(a1) . .. dF(a")dF(u)dF(u)
An dieser Stelle nützen wir aus:
span(u,o) n KH(aal,. . .,a^n) + A o
I zwei Seitensimplizes KH(aalr . . . )aL;-7,)aai+I,. . . ,aan) und
KH(oa. r... raAi-r)o,Li+r,,... raA.n) mit
KH(aat )... )ct4;-r)ayi+r,...ta11n) O span(urr) + 0 und
KH(a6r t...,aa.i- t)cLLi+r,... rr,'an) I span(u rr) + A
10
P(X(^) ist Randsimplex).
P(KH(oI", To.,) I span(u,r) + A)d,F(ay)...d,F(a^)d,F(u)d,F(u)
Die Auswertung dieser Integralformel ist sehr kompliziert und wird in Borgwardt [1] aus-
führlich besprochen. Entscheidender Trick dabei ist die Abschätzung des Quotienten
E*,.(S)
E^"e) mlt
n,n,,(z): (;) I I eo;ln) ist Randsimplex) . p(rR+u n x(^) I 0)
IRN IRN
dF(a1) . . . dF(a")dF(u)dF(u).
Durch dieses Vorgehen konnte Borgwardt schließlich polynomiales Laufzeitverhalten des
Schatteneckenalgorithmus beweisen.
3.3 Bekannte Ergebnisse
In diesem Abschnitt geben wir Ergebnisse an, die wir erhalten, wenn wir die Integralformel
fiJ.r 8,,,.(S) auswerten. Die Sätze 1-3 werden in Borgwardt [1] ausführlich bewiesen.
Mit ähnlichen Beweismethoden kann man dann analog dazu den Satz 4 zeigen. Hier
spielen, wie auch im Satz 2, die projizierten Verteilungen, die in den einzelnen Stufen des
Gesamtalgorithmus entstehen, eine entscheidende Rolle. Wir verzichten an dieser Stelle
auf die Darstellung der Beweise.
Für alle Verteilungen, die der Bedingung (3.1) gehorchen, gilt:
Satz 1:
E*,n(") ! E*,,(S) 3 *# .n3 .n. (r +
Satz 2z Der durchschnittliche Aufwand für den Gesamtalgorithmus beträgt höchstens
m;\ .(n t-rf ?r .0 + +)
Pivotschdtte.
Satz 3: Im asymptotischen Fall gibt es eine Funktion ep(m,n) mit €p(m,r) - 0 für
m --+ 6 und festes n (F induziert dabei eine Abhängigkeit von der Verteilung), so daß
E,n,n(r) 1 E,n,n(S) < r"# .n2 .J2n. (1 + e p(m,n)).




Satz 4z Im asymptotischen FaLL gibt es eine Funktion öp(*,n) mit, €r(^,r) r 0 für
rn --+ oo und festes n, so daß der durchschnittliche Aufwand für den Gesamtalgorithmus
höchstens
^# "# .J?o.(1 + öp(m,n))
P iv ot s chrit t e b etr ägt .
Die Ergebnisse der Sätze 2 und 4 erhalten wir durch die Berechnung der erwarteten Anzahl
der in den einzelnen Stufen geschnittenen Randsimplizes. Diese Größen bezeichnen wir mit
Ern,n(Sk), k :2,. . . )n. Es gilt:
Satz 5:
E*,n(Sk) <m# .r. k8 . \E-.(1+ T). o, für k) 3,2',
E^,n(S') < *# .n.4
im moderaten FaIl, und
E*,,(Sk) < m# t/" uZ . {2". (1 + €p(m,n)), ftu k > B
E*,n(S') < m# .n. 4
im asymptotischen Fail @p(rn,n) - 0 für m - oo und festes n).
4. Verbesserung der asymptotischen Schranken
4.1 Geometrische Beobachtungen
In diesem Abschnitt soll nochmals die Geometrie des Schatteneckenalgorithmus untersucht
werden, mit dem ZieI, die bestehenden Schranken für den Gesamtalgorithmus zu verbes-
sern.
Beim Üb"rg.ng von IR&-1 auf IRft gemäß Gesamtalgorithmus (2.2), entsteht primal die
folgende Situation (vgl. Abb. 6):
Mit ör-r bezeichnenwir den Optimalpunkt von 16-1, der auf einer Kantevon X6 liegt.
Sei i7, eine Ecke auf dieser Kante. Von S7. aus bewegen wir uns in Richtung rn(e*) bis zur
zr6(u)-optimalen Ecke ö6 u.s.w. Um plausibel zu machen, daß diese Vorgehensweise auch
das Gewünschte liefert, gehen wir wieder in den Polarraum.
Dort entspricht is-1 einem Randsimplex z-6-1(KH(aa' )...)cr"ak- r)) i- Rft-1, der von
IR*r*-r(u) geschnitten wird. Dann ist z-6(KH(oo',...)ct,^k-1.)) i* Rand von z-6(Y)
enthalten. np(KH(aa1,..., ayk-r)) ist also Seitensimplex von mindestens einem, aber
höchstens zwei Randsimplizes von zrl(Y). Es gibt nun einen Vektor ai, i / {At, . . . , A*-t },




Der k - 2-dimensionale Randsimplex n1-1(KH(ca' )...)a^k-t)) von rki(Y) wurde ja
von IR+n1,-t(r) geschnitten. Dann wird natürlich der k - 2-dimensionale Seitensimplex
zr'1(KH(ca1,...ra6o-')) : KH(n'r(oa'),...,rn(an*-')) des z16(KH(aar;...,trt,6*-r,a.;))
von span(zr *(u), r s(e e)) geschnitten.
span(n'p(u),"*("n)) schneidet dann erst recht z"p(KH(aa' j . . . ) a^k-t, ai)). Also können wir
jetzt den Schatteneckenalgorithmus innerhalb der Ebene span(zr'7,(u),,n*("n)) anwenden.
Wiederholie Durchführung der Prozedur liefert schließlich den optimalen Randsimplex
von Y, falls es einen solchen gibt.
ACHTUNG!!!
f 1 ist nicht notwendigerweise optimal bzgl. 1rt-r(o)) in Xx" IJnter Umständ.en können
sogar relativ viele Pivotschritte nötig sein, um von ä6 zum ('*;("))-Optimum in X6
zu gelangen, wie Abbildung 7 verdeutlicht. Dabei sind prinzipiell diese zwei Fälle zu
unterscheiden.
In beiden Fällen ist der Pfad von ip lzrtm Optimum bzgl. ("*;(")) in X* verhdltnismäßig
lang. Im Fall 2 wird dieser Pfad jedoch nicht durchlaufen, da sich der Schattenecken-
algorithmus ausgehend von (rr-r(o)) direkt in Richtung rk(u) bewegt. Die Anzahl der
Pivotschritte im Fall 2 ist demnach wesentlich kleiner als der im Fall 1. Da wir eine obere
Abschätzung für die Pivotschrittzahl angeben möchten, können wir unsere Betrachtungen
auf den ungünstigen Fall 1 beschränken.
Bemerkung 3: Auf der Ebene span(1-r-r(o)) ,nr,(er,)) gelangt man zu allen interessanten





IJm die Anzahl der Pivotschritte des Gesamtalgorithmus zu ermitteln, studieren wir zu-
nächst, was in einer Dimension, sagen wir der k-ten, passiert (vgl. Abb. 7).





Optimum bzgl. ("t o'(')) in X1, nt fr1,
rt;,-y zurn Optimum bzgl" ('*;(')) in Xt
Abb. 8
Satz 5 liefert uns eine obere Schranke für die vom Vollkreis geschnittenen Randsimplizes
in fester Dimension k.
L4
Darauf aufbauend versuchen wir nun Aussagen über die durchschnittliche Anzahl der von
Pfad 1 bzw. Pfad 2 geschnittenen Randsimplizes im Polyeder Xp zu treffen.
4.2 Untersuchungen zu Pfad 1
Wir möchten nun nachweisen, daß die durchschnittliche Anzahl der Randsimplizes, die
von /{.K(1'r-r(")) ,rx(u)) im Polyeder X6 geschnitten werden, proportional ztrn Winkel
zwischen ('-;(')) und z-7,(u) ist, wenn nur eine stochastische Unabhängigkeit zwischen
art...,o- und u besteht. Diese Größe bezeichnen wir mit E*,r("bfoar). Wir können
dann den folgenden Satz formulieren.
Satz 6: att. . .ra* und u gehorchen unserem Verteilungsmodell. Dann gilt:
E,n,n("Lr"o) : ;. E*,n(sk). E(arc(("-;,',), r,.*(r))),
wobei E("r.((T ß-1(")), "*(r))) der erwartete Winkel zwischen 1rr-r(u)) und rp(u) ist.
Dieser Satz kann in den folgenden 12 Teilschritten bewiesen werden, auf deren Ausarbei-
tung hier aus Platzgründen verzichtet wird.
Beweis: Zunächst führen wir für den Beweis wichtige Größen ein.
ft:-- rp(r)
fr*-t(r,y1 t: ,,* - \*Ia).'a,, € IRft
ll* - @rv) 'vll - 
*-
frrt(*,y) ist der normierte Projektionspunkt von r auf yL (y sei bereits normiert!).
,[,: ., 1r^r {r€ IRfr | "n ) 0} :r* O {r € Rk I rTe1,> 0},
wobei e6 :: {r e IRft I llrll : 1}, also die Oberfläche der Einheitskugel f}r im IRk
bezeichnet.
,[("):-- uk n ir € R"ft | rru > 0]
Fk ist die Verteilungsfunktion der projizierten Variablen in Stufe k des Gesamtalgorith-
mus. \4it / bezeichnen wir die Indikatorfunktion. Durch RS kürzen wir das Ereignis
,,KH({r,. . . , €*) ist Randsimplex" ab.
ot(*) :: KH(€r, . . . , {*) ist Randsimplex A
KK({r,...,€*-r)n KK(6-+r,i*-r (€-+t,r)) n ,r * A
"z(M)'.:At[ ) KK(6-+r ,frx-r(€,,+t,t*+z)) )u* l0
Es gilt nun:
15
E,n,n(tb f oar) :
: (;) * I.r l*r l*r In'("^)(ät,''', ä^,olark 1a'1 "' ark 1a*\ark 1t';
u (;) * 1.r,", lu^ I*rl^,o)(ät' "''ä*' qarkla'1 "' ark 1a;ark 1t1
*'(?) + I.r l.r,r l*r l*-I*'(€^+')(ä1'; r a'.,'ü'ü)
drk 1ar1 . . . ark 1a, 1ark 61aFr (ü)
'*'(?) * I*r I*r l.r l,r,rl^,(c*+,)(d" ' 'a'..'6'ü)
ark 1t;ark 61ark 1a'1 . . . ark 1a*1
'='(?) t I*r l*r'ns(ä't'"''ä*)'
l-r l.rrr/xz(KK(€i'"''€'-'))(ä1r " 'r 
d'..'8'alarkqt';ark61ark(at) " ' arkqa*1
* (?) * l*^ l*^ I ns(ät, ' ' ' , d*) ' w(är, ' ' ' , dk-t) ' r7(span( 
ät, ' ' ' , t'*-'))
dFk1arl...ark1a*S mit
' I In,tu)(ät.....ä*,i,.ü1dFk1t,prk61ry@\ ,: 
J,o J_;tut
t='(?) * l*r I*^Ias(ät."',ä*)'w(ä,, "',äk-tsarkla's "'ark1a,'1'
r7(span(ä1, . . ., ä,t-r))
'=-'|_ 
- E*,n(sk). 7(span(ä1, . . . r ar-r))
'y"l' E*''(sk) l.r l,rr",l,rt,r"'oncfla,-'11''4')<o(6' t'aprk1dlark1t'1ark1a7
'='l E*,.(s*)' I,r uu l,rtrr r,rongfl 16-,16,,"n)<o(6, 
qdI'k (qdr*(0)
lr' l.rrn"(6,rk1ark1,.7(r - 
(,*)')E arr und





. rE n -r,k-lE^,n(Sr) tt 
J, *tsinzk-r )k-2duk-l
E^,.(sk) . K . E(*.(("-;,,,), 
"*(,)))
I
Lemma 5: Der erwartete Winkel zwischen 1a'r-r(u)) und r1,(u) ist von der Ordnungo(+r)
Der Einfachheit halber berechnen wir zunächst -e(cos jk-t).





















Beweis: Der erwartete winkel hängt nur von uÄ ab. sei o.B.d.A. llzr;
fi) 
_(:::ir :ilr; : yl)
' ,k - cor7ft-l un(' ' 
/tt*-t(')\t arc(( - d' '),'*(r)): e0" -
Die Randverteilung D von 7e-1 ist'
n/^\ - I:" t{ "'t{ ß 1 'sin 12 ...(sin7e-15*-z4rx-t4rn-u\lJ) _
Hieraus ergibt sich die Randdichte d für 7e-1 als:
d(p): r,, ,, (tt"{)1-1
f"(sin ,x-r7r'-z 4r*-r









1 I 27t-r_ \
2u k -3 -
(vgl" Borgwardt [1])
-- E(cosk-t) : O( 1
\/k
Es gilt: -E(cos tk-\: E(sin(9go - tfr-r)). Außerdem:
--+ E(cos 'tk-\: E(sin(9go - rft-1)) > E(3(90''7r'






-n E(.*, ("*it''),,rr(u))) : E(eo"




sir-r ) !, für r € [0, i].
-'tk*')):?nQ0'-r*-r'
- ^tk-tl < |arcos7fr- 't : of h)
Korollar: Die erwartete Pivotschrittzahl im Pfad 1 beträgt im moderaten Fall
E(tbt"a) S Cr. m# . n. k. \/n -I ftu k> 2.
Fürm))n>kgilt:
E("bt"o)Scr.*# {i k.(1 + ep(m,n))
e p(^,n) ist dabei die Funktion aus Satz 5. C1 und C2 sind von rn und n unabhängige
Konstanten.
I
4.3 Untersuchungen zu Pfad 2

























- (-*;( or)' ,o ) 0, da der Ursprung zulässig ist, und die Zielfunktion bereits verbessert
wprde.
- (".;("r)'*oa 1rr-r(u))'*o,,da die Zielfunktion von 14 nach ral ansteigt.
--+ ('r-r('))' ,, O
- 
"T*n ) 0, da "Tftx-t: 0 und e[r arf. dem Weg von ftp-1nach 16 vergrößert 
wurde.
- 
"T*d I e[r6,, da wir uns auf span(1rr-r(o)) ,nr(u)) in Richtungrn(e*) 
bewegen, und
e[r optirniert werden soli. -- e[z > 0.
Wir erhalten also die folgenden notwendigen geometrischen Bedingungen











In Abbildung 10 werden diese Beziehungen in den Polarraum übersetzt.
Für unsere weiteren Betrachtungen spielt der Schnittpunkt
. /nr-r (u )\r :: span(( ";'-' 
),e6) 
n KHlz'k(or ),..., r'k(afr-r)) &.4)
eine wichtige Rolle. Jetzt können wir den folgenden Satz formulieren.
Satz 7z Für m --+ oo gilt:
E,n,n(rbfoa) S ft c, . E,n,n(sk),
wobei Cs eine von Tn und n unabhängige Konstante ist.
Beweis: Wir benutzen die gleichen Abkürzungen wie im Beweis zu Satz 6. Zt:sätzlich
führen wir ein:
Ks ;: KH({t, . ' . , {*) ist Randsimplex A
KK((t, . . ., €r-r) n [XX(-ek,frk-t(€-+r,
K6 i: KH({t, . . . , {*) ist Randsimplex A
KK(€r, . . ., €r*r) n [KK(-e k, frk-t({*+r,
-"*)) U KK(ep,frk-r((*+r, ek))] o,.'p I A
-"*))l )up I A
n7 .-
Kg::
,T"x > 0 n r[fr1,-r(€-+r ,er,) ]




eL-); (?) I l_, l*r I*r
. I,T"o>o(är, . . ., ä^, O\dfk 1at
=; (T) * l,r l*r l*r
E,n,n("bJoa) S
= 
(;) X I.r l*r I*r I*u(ät, , ä*,0)
. In, n^r(är, . . .,, ä^,t1ark1ar1 . . . ark 6*l,ark1t1
-1 /-\!tt t:t' \ k ), l-; lur"' JurInu(ä''"''d*'8)
.Io,(dr,. . ., ä*, t1ark 617 . . . ark 1a,-1ark 101t /m\ Lt t ttz \r ) z J,r Ju^"' JurInu(ät'"''ä-'o)
. I,T"rro(är, . . ., ä^, Olark 1ar1 . . . ark p,.1arr 1oS Q!-)
Setze ä :: span(€r,..., {*-r) n [KK(ep,ir,-r(€*+t,-e*),-"r)])wkt
ns(p)::KH(6r,...,(r) ist Randsimplex A A e KK((r,...,(**r) A 0 ( arc(-ep,6) 1tt,
rcrc(p)::KH(6r,...,€*)istRandsimplexAA€KK((r,...,6r-r)n")arc(-e6,ö)>p,
*tt]t):: KH({r,...,{r) ist Randsimplex A6 e KK(€t,...,€k-r) n r > arc(ra,ö) >_ p.





./.r.(ro,6)>i-arc(-e6,A(A1, . . ., ä*, qdFk @) . . . dFk (a,,)dFk @)
Lt t t
Z Jq Jur"' Jurlrce(f )narc(-e1,ä){arc( x6,6))$(ät' "''ä*'0)
. . dFkla*)aFk(r) 
tn{'
q € (0, f,) sit, .u"''
*fl.f l*r l*r/rce(q)narc(c o,ulr;-o(art "' ta^,ü)d'Fk(ar)''' dFk@AdF*(ü)
, a^, o)dF*(a, ) . . . dFk @;dFk Q)l











* l.f l*r l*r/^'o(c) (är,. . .,ä*,ü)dFk@1). ' . dFk@,-)dFkQ))
=; (T) * l.r l*- l*-/Rs"ä<'o" (+-c)(ä''"''ä*'ü)
.dtrk 1ar1 . . . ark 1a*1ark 101
4 (?) * I.r l*^ l*rl^,o(c)(ät, ' ,ä*,ü)
drk 1ari . . . ark 1a,.1ark 1oy
(4.7)
(4.8)
Wir betrachten zunächst das Integral (a.7). Für jedes feste q < 7 geht die Anzahl der
Randsimplizes mit h < cos([ - q) asymptotisch gegen 0. Deshalb verschwindet (4.7) im
asymptotischen Fall.
Nun wollen wir das Integral (a.8) weiter vereinfachen. Dazu modifizieren wir die Schnitt-
bedingung und erhalten:
mit
nn(F,O ,: KH((t, . . . , (r) ist Randsimplex A
KK({t,...,€r-r)o
KK[(cos q). p + (sinq) .ir*-t(C, t4,ir*t(€*+t, F))
.wx*0.
An dieser Stelle führen wir die ersten 10 Teilschritte analog zum Beweis des Satzes 6 durch.
Wir benötigen hierzu die Größen:
"ß(M):: M n KK[(cosq) .€*+z ] (sin a).fr*-t(6*+r ,€*+z),fr*-t(€*+t,t*+z)f
.w*fA
4U',0:- (cos q) . p + (sin q) . frr,-t((, p)
Es gilt nun:
+ (T) * 1., l*r l*rln,,(-"0,t*+,)(dt, "',ä^,0)
dFk G) . . . dFk (a*)dFk Q)
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;(T)t
ui (T) L, l_r,",lu^
l.r l*r l*'In"(-"0'€-+')(är '' '''ä*'ü)
dFk (a11 . . . ark 6,;dFk (ü)
dFk 611 . . . a rk 6^)dFk 1tt1
'='; (;) t l-. l.r,,,l*r I*rIx,z(t^+z,t-+,)(är ,"'.ä*,8,ü)
dtrk 1ar1 . . . arkla^larklqarr @)
'='+ (;) t l*r l*r l,r l.r,rln,,(€^+,,€-*')(är , ',ä*,ü,ü)
ark 6'1ark 1a1ark 1a) . . . ark 1a,-7
'='l (;) t l*- l*rIns(ä" 'ä*)
| _r l.r rrlrcrs(KK((,,...,{o _, )) 
(ä1 r . . ., ä,n, ü, a7 afi 101 ark 1a1ark(a' ) . . . ark 1a,,7
'!+'(?) + l*, l*rIns(ät'. ''ä*)'w(?","',äk-r)' n('p*( är,"',är-'))
dtrk lary . . . ark 1a,"7 mit
ff
n(M ) t: 
J -o I -;',1 n's(u)(ät''''' 
d*' ü'aprk 6'1aPk @)
'='; (;) t l*- I*r Ins(ät, "',ä*)' w(ä,, "', dk-71ark 6,1 "' afi p,-1'
4(span(äi,..., ä*-r))
(uii)I 1 --'=';. i. E^,"(Se) . 4(span(är,. . . ,ä*-l))
tEt'(;)' . E*,n(s\ . 
l,r l.r, l.rtrr4(€s,{2)>0^€rir-,(€,,€,1a0(d,0, ü)
ark 1d1ark plark 67
t='(})' ' E*,(s\ ' 
l,rr.r, l,r'r, q(-ep,(2))0ntT i,t-..(t",-"')<o(6, olarkldlaFr@)
,9(;)' .E,n,n(s*t ", -!-
Insgesamt erhalten wir:
E*,n("brooz) < (|)' .n^,,(sfr). +,
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, e 10,[).
g kann nun so groß gewählt werden, daß gilt:
1. 7r ^ 1
Gf #ttn r',
wobei Cs eine von ?7) und n unabhängige Konstante ist.
Dadurch erreichen wir:
E,n,n(rbf oor) < ft cr- E^,,(sk), für m --+ @
Für den asymptotischen Fall erhalten wir das folgende Gesamtergebnis.
Theorem 1: Für m --+ oo gilt:
Die erwartete Pivotschrittzahl von Pfad 1 und Pfad 2 in Stufe k ist höchsfens
Ca.m# ,/".fr.(1 + 6p(m,n)).
Die erwartete Pivotschrittzahl für den Gesamtalgorithmus beträgt höchstens
Cs .m;\ ."f .(1 * lp(m,n)),
wobei C+ und C5 von m und n unabhängige Konstanten sind und 6r(*,r) - oo für
m --+ 6 und festes n. e p(m,n) ist die Funktion aus Satz 4.
Beweis: Betrachten wir zuerst die Pivotschrittzahl s& in einer einzelnen Stufe k. Aus dem
Korollar at Satz 6 und dem Satz 7 erhalten wir für den asymptotischen Fall:
E*,n("k): E^,n("bf .,dt) + E*,n("bfoa) <
C2.y11,-,L ,fr..k.(1 + €p(*,")) + Cs.m# ,fr, k.(1 + €p(*,r)) :
1
Ca.r71f-,.r/i. k.(1 + ep(m,n))
Um die erwartete Pivotschrittzahl für den Gesamtalgorithmus zu erhalten, müssen wir die
Pivotschritte in den einzelnen Stufen k :2,. . . )Tt addieren.
Dc*. m# ,fi k .(1 + €r,*(*,")) < c5.rn*. "3 . (1 * ip(rn.n))k:2
Dabei sei € p,p(m, n) eine Funktion, die sowohl von der Verteilung F als auch von der Stufe
k abhängt, und für die gill €p,1,(m,n) - oo (vgl. Definition von €p(m,n)). L
n
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5. IJnterschranken für den Gesamtalgorithmus
Am Beispiel der Gleichverteilung auf der Sphäre zeigen wir, daß Verteilungen existieren, de-
ren asymptotische Unterschranken gleich den eben gewonnenen generellen asymptotischen
Oberschranken sind. Damit ist es nicht möglich, universell, d.h. für alle rotationssymme-
trischen Verteilungen, die asymptotische Oberschranke zu verbessern.
In diesem Kapitei beweisen wir den folgenden Satz.
Satz 8: ü7;... türnruru € ]R' sejen
erwartete Anzahl der Randsimplizes,
von der j eweiligen zweidimensionalen
werden, ist mindestens
auf der Sphare wn gleichverteilt, und nL ---. oo. Die
die in den einzelnen Stufen des Gesamtalgorithmus
Ebene span(r'6(u),rk(ek)), k :2,.. . )n geschnitf,en
Cu'r2#.ns.
Ca ist eine von m und n unabhängige Konstante.
Wir berechnen zunächst die erwartete Anzahl der geschnittenen Randsimplizes in einer
Stufe k,, k e {2,...,n}. Der Spezialfall k:n ist bereits in Borgwardt [1] behandelt. Hier
liegt die Gleichverteilung auf der Späre vor. Wie in den Beweisen zu den Sätzen 2 und
4, müssen wir für die Stufen k :2,...)n - 1 wieder die projizierten Verteilungen der
Gleichverteilung auf der Sphäre betrachten. Dabei ist zu anzumerken, daß sich für kleiner
werdende k die Dichte immer mehr um den Ursprung konzentriert.
Satz 9: &tt...,arnruru € ]R" seien auf der Sphare w, gleichverteilt und rn -+ oo.
E,,,n(Sk) ist mindestens
C7 'm;\ " 7a2.
Cz ist von rrl und n unabhängig.
Beweis zu Satz 9: Wir betrachten den Quotienten ffi Dabei ist1,n,n(Zk; di"
erwartete Anzahl von Randsimplizes der Stufe k, die vom Strahl IR+u geschnitten werden.
Im asymptotischen Fall und unter unserem Verteilungsmodell strebt diese Größe gegen 1
("S1. Borgwardt[1], S. 197). Deshalb spiegelt obiger Quotient die erwartete Anzahl der
geschnittenen Randsimplizes in Stufe k wieder.
Zunächst sind einige Definitionen nötig.
Mit / bezeichnen wir die Dichte der Gleichverteilung auf der Sphäre a;,,, mit ;fr die Dichte,
die daraus in Stufe k, also durch Projektion auf den IRfr, im Gesamtalgorithmus (2.2)
entsteht. )3-2 ist das n - 2-dimensionale Lebesgue-i\4aß.
Die Vektoren ci erhält man aus den Inputvektoren o; durch zweifache Rotation. Zunächst
werden et;...,arn a:uf ör,...,ö,,, transformiert, so daß
bT : h,'.. ,b7: h"
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Danach werden die b1 ,. . . rb* zt) c1r. . . ,b*, so daß
Weiter definieren wir:
c? : h,...,c7: h
"T-t 






)fr{KK(e1 ,. . .,ör,) n ,fh}
)*(f)*)
)fr-1{KK( et,. . ., ö*-r) n ftu}
)r-t (f)*-r )
Dabei sei f,)6 die Einheitskugel im IRe.
G*(h) bezeichnet die Wahrscheinlichkeit, daß die erste Komponente eines Vektors 0; unse-
rer Verteilung höchstens ä ist. 91(ä) ist die Ableitung von G7,(ä) nach ä. Man kann leicht
zeigen, daß G1,(h,) : G"(h) und 96(/z) : g"(h) für alle k e {2,...,n} gilt.
Wir erhalten die folgende Formel (vgl. Borgwardt[1], S. 209):
E^,,(Sk) 
- ,E^@-"'
f] Gr-(t )^-k Iu,-, Ifw le - rI-'I fur-,. .. Iur-,s*-r(wwGr,. .., öx-r))' .
Ii c*@)'"-* A,-, IY l0 - rf,-'l f*,r-,...!',o-,)k-2(KH( tt,...,e*-r))'
WGt,. . ., t*-r)fk(4)... fk (t*r)dtr . . .7r,-td0fk(ö*)dZ*dh rc:t
v(er,. ". ,e x)f k(4) . ..f k(er-r)dö, . . . ök-td0f k(ök)dekdh
Für genügend großes h (h -- 1 für nz -- oo) gelten folgende Beziehungen (vgl. Borgwardt
[1], S. 210):
v(ör,...,t*) : !.le - "I-'1. )*-z(KH(6r,"''2*-r)) . (1 + t&))k k-7 lr(frr)
wGr,...,ek-t1 : "''-! . )*-'({H(;*''''.'*-t)) . (1 +,t(h))k-7 )r-,(f)r-')




Inr-, l0 - 'f-'l lur-,"' lur-")ft-2(KH( ct,'' ',er,-r))''
wGr,. . . ,,ek-t)f rGr) . . . frGu-r)di, . . .7*-rd,0f kGk)d\k >
t [*VI-'II t )k-2(KH( et,...,ö*-,)),.
Jnlfr- r J0 JtRk-2 JF.-k-2
w(ör,. . ., ek-t)/e(ar) . . . f*(tr-r)di, . . .ir-rdefk Gk)dzk
Damit erhalten wir:
E*.,(Sk) .\ k2.)6(f21)
E*;@ -t )^-(fl*-, )'
f] { Iur -, lr|-', I f k Gr -, )d,lr} G ilh)^ -k .
fi cr,&)*-n Äo-, Iy le - cf;-112
fY [*,-o-,'''Äo-, )e-2(KH(a1,. .., ä*-r))t
fr(ör).. .frG*-r)d\, .. .1r-rdodt G.2)
fk(er) . . . /ft(e*_ )d,\ . . .7r_rd0 fk Gk)dtkdh
Wir nützen aus:
f ,.\^ "(r,t- -\I V\-t;f1er;aer : W' g@) h - h'zJRk-l (n-2\,"-z(r,-t) r\'' v-
Außerdem machen wir im ZähIer und Nenner die zweite Koordinatentransformation rück-
gängig, so daß wir wieder die b-Vektoren bekommen.
1s.21k2.)*(ar) 2\*-s(a,-2): )k-(f)*-, ) (" - ,)^"4""-)
Ii Gr(h)*-kJt - ht . g(h) [*^-,..' I*r-, \t -r(KH(ir,. ..,i*-r))'
I: Gk@)^-* Ä,-, . . .Äu-, ft - 152. .\fr-l(Kn(ar,. . .,br)),
fk(ir)... fk(ix-)aur...ur-rdh 1ss1
fk(Er). ..f k(b*-r)di, .. .E*-, f k(bk)dßkd.h
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Für den ZähIer berücksichtigen wir, daß gilt (vgl. Borgwardt [1
wGr,.'.,6r-r) : J,' )k-'?(5H(blr"'''öe-l))k - t )t-t(0,t-r)
Für den Nenner benutzen wir (vgl. Borgwardt [1], S. 137):






2),,-s(an-z) . )*-r (flr-r )
(n - 21.^-r(r.-t)
I: Gk(h)^-k . y/T=w .s(h).L2(h)dh
fi cr(t)-,-r. Ar &)dh
mit Ä1(ä) :: t t @etal2 fk(a,).. . fk(i*-r)f *1ir1ai, ... din
../trl_ft-1 JtrLk-1
und Lz(h),: I t 1wftr,...,ß*-r)]'fu(ir)... f*(in-r)dir...di*-,
-/f11t-r "lpr-r
Wir definieren eine weitere Größe.
gz,r,(h) :: g*(h)' E(("t)2lrk : h;
Auch hier haben wir die Beziehung 92,*(h) : 7z,n(h). Falls g2,s(ä) für alle
existiert, gilt im asymptotischen Fail (vgl. Borgwardt[1], S. 19a):
At(ä) : k! ' gr,*(h)k-t 'g*(h)
^,(h): #' ez,x(h)k-'' sn(h) (#+ (k -
Unter Benutzung dieses Ergebnisses erhalten wir:





I: ck(h)*-k . JT -F . sk(h)2 'ez,*(h)k-'z " (+#
2. k . )r(f)*) . \n-s(un-z)
(" - 2). )r-t(CIr- t) . \,-2(a*-t1






Man kann nun zeigen, daß es eine Funktion a : [0,1] --+ IR gibt mit a(h) --+ 0 für ä --+ 1,
so daß gz,*(h): O(ä) .(1+ *(.h)) (vgl. Borgwardt[1], S. 198).
Wir betrachten zunächst das Integral
7l
I cr]ü*-k ' er,*(h)u-t ' st @)dh.
Jo
Nach Substitution von t - G*(h) und g2,p(h) durch 0(ä) wird daraus
n1
I I - o(ä))--* .o(h,)n-' da@).Jo'
Dieses Integral besitzt den Wert
1
k:m









gz,*(h) : gz,.(h) :
t1
. g*(h) . s2,k(h)k-r dh+
' gn(h)' ' gz,*(h)k-2dh.
(5.5)
(5.6)
Für die Gleichverteilung auf der Sphäre ist bekannt (vgl. Borgwardt[1], S. 211):
., \n-r(r,_ r) [' ,, _ o21(n_ s)/24ot- ),-rt"") Jo"-u ) 
u
)*-z(cu"-l) .(1 _ 621(n-t)lz
)n-t(r.)
. )"-?(r"-1) . .(1 - 6z'ln_l)tz(n - 1))"-t(r,)







Wir setzen nun (5.9) in (5.5) ein, führen dann eine Substitution mit Q durch, und erhalten




Än -z (or, -r )
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(5.10)
Für (5'6) benötigen 
-wir (5.8) und (5.9), substituieren wiederum in obiger weise,erhalten schließlich aJs untere'schrante ti, 1S.Oy
(fr - 1) .(n - L)@-r)/(n-zt . l)r-z@,"-t)fl/(n-1)L Ä,_1(u,) J
(5.10) und (b.11) in (b.a) eingesetzt liefert
(T)'rt"-"-r:er (5.11)
%."(sr) ,,,E'-''i'ö --'> cz ' ^r/(n-t) ' P2 '
nJetzt ist es einfach, Satz g zu beweisen.
};y"t" 
zu Satz 8: Wir summieren nur über die Stufen k : 2,. . . )ndes Gesamtalgorith_
2r-. *1/(n-1) .k2 > C6.y2t/(n-rl .f *, >
A-z 
k:2
Ca . mt/(n-t) . I td.tt > Ca. mL/(n-r) . nJJt
!
Theorem 2: o'7t"',(trm,u seien auf der Sphäreun d.eslft' gleichverteilt. Dann beträgtder durchschnittliche Gesamtaufwand im asymptoti'rrt 
"n 
Fan mindestens
Cs 'v21/("-t) . nE
Pivotschritte.




Im asymptotischen Fall haben wir nun gezeigt, daß die Oberschranken für die pivotschritt-zahl global nicht mehr verbesserungrfähig rird. Al, nächstes Ziel könnte man sich stecken,für einzelne Klassen von-verteil.rrrgär, b"s.er" Abschätzungen zu berechnen, und dadurcheine Klassifikation von Verteil.rrrgÄ vorzunehmen.
Ganz offen gelassen wurde der moderate Fall, d.h. das verbessern der ober- und flnter-schranken' falls sich die Anzahl der Restriktionen in einer kleineren Größenordnung bewegt.
Dies dürfte noch wesentlich schwieriger werden als im asymptotischen Fall, da die Unter-
suchungen für alle Dimensionspaare (*,n) und alle rotationssymmetrischen Verteilungen
durchgeführt werden müssen.
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