ABSTRACT In this paper, the fault detection problem for a class of continuous-time Markovian jump systems is considered. A residual generator is constructed by a fault detection filter. The corresponding fault detection and isolation (FDI) problem is converted into an H ∞ filtering problem by minimizing the error between residual and fault in H ∞ sense. Particularly, the filter designed here is neither mode-dependent nor mode-dependent, whose operation mode is partially available but unmatched. Sufficient conditions for the existence of an FDI filter are derived in terms of linear matrix inequalities. A numerical example is given to illustrate the effectiveness and potential application of the developed theoretical results.
I. INTRODUCTION
Markovian jump system (MJS) is a particular kind of stochastic hybrid dynamic system with its parameters satisfying a Markov process. Two parts of mechanisms are commonly included, which are related to system state over time and operation mode respectively. Many practically dynamic systems are suitably described by this kind of systems, which are easily affected by the environmental change, the equipment failure and the connection failure, such as network control system, communication system, aircraft control system, power system and so on. During the past decades, many important results on all kinds of systems have emerged, such as stability analysis [1] - [4] , stabilization [5] - [8] , output control [9] , [10] , H ∞ control and filtering [11] - [13] , robust control [14] , [15] , state estimation [16] , [17] , adaptive control [18] , [19] , synchronization [20] , [21] , stochastic stabilization [22] , disordered control [23] , and so on.
On the other hand, fault detection and isolation (FDI) for many dynamic systems have attracted a lot of attention. In the past years, some kinds of fault detection approaches based on system models have been proposed, see, e.g., [24] - [27] . The key idea of FDI is to adopt state observers [28] or filters [29] to construct a residual signal. By comparing it with a predefined threshold, one could make a judgment whether there is a fault or not. When the value of the residual evaluation function is larger than the threshold, an alarm will be generated. Due to unknown inputs, control inputs, model uncertainties and faults usually included in a system simultaneously, the FDI system should be sensitive to faults but robust to unknown inputs, control inputs, and model uncertainties. In this case, it is important to design a robust FDI system, where the residual generator is usually realized by formulating an FDI problem as an H ∞ filtering problem. For example, some results about uncertain systems were given in [30] and [31] , while references [32] - [34] were mainly concerned on delay systems and networked control systems (NCSs). Recently, some attention has been paid to Markov jump linear systems [35] , [36] , where reference [37] considered the generalized H 2 fault detection for 2-D MJSs. When the jump processes of an MJS are nonhomogeneous, the fault detection for fuzzy stochastic systems was studied in [38] . By investigating these references, it is seen that all the operation modes of original system and FDI filter are available online and happen synchronously. In other words, both of the operation modes should be same all the time. This assumption is very ideal in many practical applications. One typical example is networked control system [32] , [33] . Due to the data transmitted through unreliable communication networks, it inevitably experiences induced delay, packet dropout, and disordering. In this case, the operation mode may be lost, asynchronous, and disordered. Commonly, mode-independent method could be used to deal with this case. However, because of the information of operation mode totally ignored, it has nothing to do with operation mode and is an absolute method. Thus, the results based on mode-dependent and mode-independent filters are both unsuitable to handle the above problems. To our best knowledge, very few results are available. All the observations motivate the current research.
In this paper, the fault detection problem of continuoustime Markovian jump systems is investigated. The main contributions of this paper are summarized as follows: 1) Compared with some existing references such as modedependent ones [2] , [4] , [35] , [37] , [38] , mode-independent ones [8] , disordering ones [22] , partially mode-dependent ones [11] , a kind of partially mode-available but unmatched filter is proposed and used as a residual generator; 2) Based on the proposed model, the corresponding FDI problem could be transformed into an H ∞ filtering problem by minimizing the error between residual and fault in H ∞ sense; 3) Sufficient conditions on the existence of the FDI filter are derived via LMIs, which could be solved directly; 4) Due to the results obtained with LMI forms, they could be extended to other general cases that the transition rate matrix is uncertain or partially unknown.
Notation: R n denotes the n-dimensional Euclidean space, R q×n is the set of all q×n real matrices. is the sample space, F is the σ -algebras of subsets of the sample space and P is the probability measure on F. E {·} stands for the expectation. In symmetric block matrices, we use ''*'' as an ellipsis for the terms induced by symmetry, diag {· · ·} for a block-diagonal matrix, and (M ) M + M T .
II. PROBLEM FORMULATION
Fix the probability space ( , F, P) and consider the following class of continuous-time Markovian jump linear systems:
where x(t) ∈ R n is the system state vector, u(t) ∈ R m is the known input, d(t) ∈ R q is the unknown input, f (t) ∈ R l is the fault to be detected, and y(t) ∈ R s is the output vector. Here, u(t), d(t) and f (t) are assumed to belong to L 2 [0, +∞).
{θ t , t ≥ 0} is a discrete-time homogeneous Markov chain and takes values in a finite set S {1, . . . , N } with a transition rate matrix (TRM) = (π ij ) N ×N . Accordingly, one has
where h > 0, π ij ≥ 0, if i = j, and π ii = − j =i π ij for all i, j ∈ S. For simplification, θ t = i ∈ S, the system matrices of the ith mode are denoted by
and H i ∈ R s×l , which are known real constant with appropriate dimensions. Here, we are interested in designing a fault detection and isolation (FDI) filter. In traditional sense, its desired structure is considered to be
where x F (t) ∈ R n is the filter state, and r(t) ∈ R f is the residual signal. Matrices A F (θ t ), B F (θ t ), C F (θ t ) and D F (θ t ), ∀θ t ∈ S, are ones with compatible dimensions to be determined. As for the traditional methods designing FDI filter (3), there is a very significant assumption. It is that the operation modes of systems (1) and (3) should be always synchronous. It is very difficult or impossible to be satisfied in practice. In order to remove this ideal assumption, another general form having more application scope could be proposed as
Here, operation modesθ t and θ t are not necessary synchronous. Instead, some general cases are included, some of which are the following traditional cases:
• mode dependent case, whereθ t ≡ θ t = i ∈ S;
• mode independent case, whereθ t ≡ c;
• disordered case, whereθ t = j ∈ S, θ t = i ∈ S, and j is not necessary equal to i; Though FDI filter (4) is more general, its form is not suitable to further study the proposed problem. In other words, it is very difficult to consider the corresponding FDI problem. The main reason is so little information is available based on description (4) . In order to deal with this problem and overcome such difficulties, another reasonable model but having detailed descriptions is proposed to be
where the values of ξ (t) are taken to be ξ (t) = 1 and ξ (t) = 0 respectively and satisfy condition
The related set S i F is a subset of S and denoted as S i F ⊆ S. Moreover, its detailed definition is given as
where elements f i1 , f i2 , · · · and f it are selected from S and depend on operation mode i. Matrices A F , B F , C F and D F are the filter parameters to be determined. Though the definition of subset S i F is based on mode i, it is assumed here that no switching happens among these subsets. The main reason is to make the problem considered here concise and clear. Then, it is known that more general cases are contained in (5), whose details are given as follows.
• If S i F = {i}, i ∈ S, ξ i (t) ≡ 1 and ∈ S i F , it could be reduced to traditionally mode-dependent ones such as [1] , [2] , [4] , [5] , [35] - [38] ;
and ∈ S i F , it becomes to mode-independent ones [6] , [8] ;
• When S i F = S, but satisfying ξ (t) = 1 is not equal to mode i satisfying θ t = i. In other words, for any time t ≥ 0, mode of filter applied actually is not necessary equal to mode i of system matrices. This phenomenon could be called to mode disordering or unmatched [22] , [23] ;
F with S i F = {i} and S P F = S − S P F , when θ t = i ∈ S P F ⊂ S with ξ i (t) ≡ 1, and K θ K j , θ t = j ∈ S − S P F with S j F ≡ {θ }, and ξ j (t) ≡ 1, for any t ≥ 0, it will be a partially mode-dependent filter described in [11] ;
• Fifthly, but not the last, when S i F ⊂ S, it is an extension of the above two cases since S i F is a subset of set S and ξ i (t) ≡ 1, if θ t = i, for any t ≥ 0, is not necessary.
e(t) r(t) − f (t) and augmenting system (1) to include FDI filter (5), one could get the following augmented system:
where [29] , [31] , [37] : System (6) is said to be stochastically stable if there exists a constant M (x 0 , θ 0 ) such that
for any initial conditionsx 0 ∈ R n and θ 0 ∈ S.
Definition 2 [29] , [31] , [37] : Given a scalar γ > 0, system (6) is said to be stochastically stable and has an H ∞ performance index γ , if it is stochastically stable under zero initial condition, and the following condition
Then, the objective of this paper is to design an FDI filter (5) such that the augmented system (6) is stochastically stable and has an H ∞ performance index. By applying the common methods, fault f (t) could be detected by the following steps.
• Select a residual evaluation function
where t 0 denotes the initial evaluation time instant and t * denotes the evaluation time;
where J th = sup d∈L 2 ,u∈L 2 ,f =0 E {J t * (r)} is a threshold. Before giving the main results, the following proposition also referred to a bounded real lemma (BRL) for system (6) should be given. It could be obtained easily, whose proof is omitted here.
Proposition 1: Given a scalar γ > 0 and FDI filter (5), the augmented system (6) is stochastic stable with an H ∞ performance index, if there exists matrix P i > 0, the following LMIs 
hold for all i ∈ S, ∈ S i F , where i = (
III. MAIN RESULTS
Theorem 1: Given a scalar γ > 0 and FDI filter (5), the augmented system (6) is stochastic stable with an H ∞ performance index, if there exist matrices P i > 0, G i and
Particularly, if modes i and are synchronous, ∀i ∈ S, conditions (9) and (10) will be equivalent.
Proof: First, we prove condition (10) implying condition (9) . By pre-and post-multiplying (10) with and its transpose respectively. It is directly obtained that (10) implies (9) . Next, we prove the equivalence of conditions (10) and (9) under i ≡ , ∀i ∈ S. In fact, we only prove its necessity, where VOLUME 5, 2017 the sufficiency has been proved above. When modes i and are synchronous, condition (10) becomes to
At the same time, condition (9) is equivalent to
where i = (P iÃi ) + 
Let i I = Z i and P i = G i , it is known that we have that (12) implies (11) . This completes the proof. Remark 1: It is seen from Proposition 1 that condition (9) is difficult to deal with the fault detection problem. It is mainly because that some product terms between P i andÃ i , andB i , are coupled. In order to overcome these difficulties, the auxiliary slack matrices G i and Z i are introduced and makes such product terms decoupled. Then, the fault detection problem could be easily done by handling the corresponding H ∞ filtering problem.
Theorem 2: Given a scalar γ > 0, there exists an FDI (5) such that the augmented system (6) is stochastic stable with an H ∞ performance index, if there exist matrices P i1 > 0,
where 
Then, the parameters of FDI filter (5) are constructed as
If Theorem 1 holds, matrices P i , G i and Z i could be selected as
Then, it is concluded that condition (10) with definition (19) is equal to condition (16) with representation (19) . This completes the proof. Remark 2: It is worth mentioning that because of the results presented with LMI forms, they could be extended to other general cases easily. For example, when the transition rate matrix is uncertain [6] , [22] , partially unknown [1] , [5] , time-varying [7] and nonhomogeneous [38] , they could be done similarly by combing the methods in this paper and existing references together.
IV. NUMERICAL EXAMPLES
Example 1: Consider a single-machine infinite-bus power (SMIB) system cited from [39] . The dynamic of the SMIB power system could be described as follows:
where δ(t) is the power angle of the generator in radian, ω(t) is the speed of the generator in radian per second, e(t) is the active power delivered to the bus in per unit (p.u.), υ(t) is the input voltage of the SCR (silicon controlled rectifier) amplifier of the generator in p.u. and z is the infinite bus voltage in p.u.. Also D is the damping constant in p.u. and H is the inertia constant in seconds. The other parameters are as follows: ω 0 is the synchronous machine speed in radian per seconds, P m is the mechanical input power in p.u., T do is Making a substitution in variables as x 1 (t) = δ(t) − 2π 5 , x 2 (t) = ω(t), x 3 (t) = e(t) − 0.9 and u(t) = υ(t), system (20) is written to the form of (21) with its equilibrium moved to the origin of new coordinates.
The infinite-bus voltage z here is modeled by a homogeneous Markov process with two modes, i.e. N = 2. Practically external disturbances lead to a change in the equivalent load of the infinite-bus. The power system configuration is depicted in Fig. 1 . When the switch goes on the load Z 1 (low load), the system is in mode 1 with z = 1.2144 p.u., and when it goes on Z 2 (heavy load), it moves to mode 2 with z = 1.1040 p.u.. The TRM is assumed to be The other parameters are given as follows:
In order to consider the fault detection problem, without loss of generality, controller u(t) is selected to be K (θ t )x(t), whose gains are given as
Without loss of generality, the corresponding set S i F of mode i is assumed to be S 1 F = {1, 2} and S 2 F = {2} respectively. By applying Theorem 2 with γ = 2.5, the corresponding gains of FDI filter (4) or (5) (5) is given in Fig. 2 , which are stable. The simulation of operation modes θ t andθ t are given in Fig. 3 , where the above subgraph is the simulation of original system mode θ t and the below one is related to the FDI filter (4) . From this simulation, it is obvious that such modes are asynchronous. At the same time, Fig. 4 presents the generated residual signal r(t), while Fig. 5 shows the evaluation function of J t * (r) for both the fault case (solid line) and fault-free case (dash-dot line).
Since the residual signal is generated, the next step is to put up the fault detection measure. Based on the simulation given in Fig. 5 , it is known that J th = 9.06, which also shows that J t * (r) > J th for t = 8.7s. Though there are many negative effects on system modes, it means that the fault f (t) can be detected 3.7s after its occurrence.
Example 2: Consider a VTOL helicopter model with three operation modes and cited from [40] . The dynamics of system (1) are described as where state variables x 1 , x 2 , x 3 and x 4 are denoted as the horizontal velocity, the vertical velocity, the pitch rate and the pitch angle respectively, and θ t indicates the airspeed. The parameters are given by (5) is given in Fig. 6 , which are stable. The simulation of operation modes θ t andθ t are VOLUME 5, 2017 FIGURE 7. Simulations of operation modes θ t andθ t .
FIGURE 8. Residual signal r (t ).
FIGURE 9. Evaluation function J t * (r ).
given in Fig. 7 , where the above subgraph is the simulation of original system mode θ t and the below one is related to the FID filter (4) . Form this simulation, it is obvious that such modes are asynchronous. At the same time, Fig. 8 presents the generated residual signal r(t), while Fig. 9 shows the evaluation function of J t * (r) for both the fault case (solid line) and fault-free case (dash-dot line). Based on the generated the residual signal, the next step is to put up the fault detection measure. From the simulation given in Fig. 9 , it is known that J th = 14.93, which also shows that J t * (r) > J th for t = 2.19s. Though there are many negative effects on system modes, it means that the fault f (t) can be detected 0.19s after its occurrence.
V. CONCLUSIONS
In this paper, the problem of fault detection for continuoustime Markovian jump systems has been investigated. A partially mode-available and unmatched filter has been constructed as a residual generator. By minimizing the error between residual and fault in H ∞ sense, the FDI problem has been cast into an H ∞ filtering problem. Sufficient conditions for the solvability of this problem have been proposed in terms of LMIs, where the FDI filter has also been constructed. Finally, the utility of the proposed methods are illustrated by numerical examples.
