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Time-resolved spectroscopy is a versatile tool to investigate ultrafast dynamics. The 
photoinduced dynamics of photoactive nanomaterials occur over a range of timescales and 
can be initiated by femtosecond processes. Understanding these dynamics is paramount to 
inform rational design of new materials. In this thesis I detail ultrafast spectroscopic 
measurements of several photoactive nanomaterials. 
 Ultrafast transient absorption (TA) was used to investigate the dynamics of 
localised surface plasmon polaritons on hollow gold nanoshells (HGNs) coupled with 
excitons in J-aggregates. I determined for the first time, a power dependence to the phonon 
breathing mode period of HGNs, and investigated the transient response of a novel sample 
of HGNs, with J-aggregates inside as well as on the outer surface, with TA. Through my 
pump dependent TA measurements, I was able to isolate the transient signatures associated 
with J-aggregate HGN hybrid system and I propose that the picosecond response is 
primarily due to hot electrons rather than plexcitons as has been reported for similar 
systems. 
I used two-dimensional infrared spectroscopy to directly measure 470 ± 50 fs and 
2.8 ± 0.5 ps time constants associated with the reorientation of formamidinium cations in 
formamidinium lead iodide perovskite thin films. Molecular dynamics simulations 
facilitated association of these time constants with the cation agitating about an equilibrium 
position, with NH2 groups pointing at opposite faces of the inorganic lattice cube, and the 
cation undergoing 90° flips, respectively. These timescales preclude the existence of stable 
(anti)ferroelectric domains in formamidinium lead iodide perovskite films which had been 
theorised to be the source of the unusually high power conversion efficiencies observed in 
this material. In addition, time-resolved infrared measurements revealed a prominent 
vibrational transient feature arising from a vibrational Stark shift. 
In the final results chapter of my thesis, I describe the ultrafast transient absorption 
microscopy experiment that I constructed, discuss functionality tests on the apparatus, and 
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Chapter 1. Introduction 
 
1.1. Introduction 
Over the past few decades the development of new analysis and fabrication tools has 
allowed thousands of nanomaterials to be developed and studied. Subsequently the field of 
nanoscience has flourished. As a vague term, requiring only relevance to an entire length-
scale, nanoscience spans multiple disciplines and encompasses many research topics. 
Definitions of ‘nanomaterial’ vary,1,2 but for the purposes of my thesis it will be used as a 
generic term to encompasses any condensed-phase sample that has components or structure 
with dimensions greater than 1 nm and less than 1 µm. 
The nanoscale bridges the divide between large molecules and extensive complex 
structures. Therefore, materials as varied as carbon nanotubes, DNA, proteins, 
mitochondria, Photosystem II, thin films, graphene, nanostructured conductive polymers, 
and even semiconductors etched with nanoscale designs can all be classified as 
nanomaterials. At this intersection between individual molecules and material structures a 
plethora of interesting and functional phenomena can occur. Forces that may be negligible 
at the macroscale can be powerful at the nanoscale, producing effects such as changes in 
melting point3 and greater chemical reactivity,4 or entirely new phenomena can manifest 
such as quantum confinement5 and quantum tunnelling effects. 6 The many advantages and 
intrigues of the nanoscale are certainly too numerous to review here,  however, there are 
many useful textbooks that give overviews of these diverse range of effects. 7-9 Thanks to 
these phenomena the potential applications of nanomaterials are as diverse as medicine, 10 
computing, 11 materials engineering and catalysis, 12 to name but a few.5 In order to harness 
the full potential of this rich length-scale it is vital to understand the interactions and 
dynamics that govern the properties of these materials.  
My thesis focuses on the use of ultrafast time-resolved spectroscopy to study a 
selection of photoactive nanomaterial samples and explore the events that occur on 
femtosecond to nanosecond timescales which often determine the functionality of these 
materials. Many types of ultrafast time-resolved spectroscopy techniques exist; but all are 
based around the principle of photo-initiation of a process with a pump pulse of light, which 
defines a ‘time zero’, and then examing the system at a later time with a probe pulse. By 
varying the time delay between the pump and probe pulses, the dynamics of the sample 
following excitation can be monitored. Different time-resolved spectroscopy techniques 
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can monitor dynamics over a multitude of timescales and probe electronic and/or nuclear 
degrees of freedom. The term ‘ultrafast’ specifically refers to techniques that have 
femtosecond resolution and thus facilitate monitoring dynamics that occur on femtosecond 
or longer timescales. 
Excitation of photoactive materials can be used to drive the system out of 
equilibrium and initiate functionality, for example, charge generation in photovoltaics 
materials, 13 photochemical reactions, 14 or the photochemical processes that occur in plant 
photosystems during photosynthesis. 15 The ensuing dynamics return the system to an 
equilibrium, which may or may not be the same as the initial state of the system, e.g. 
photoproduct vs. original ground state molecules. These dynamics can occur over a 
multitude of timescales. For instance, following excitation of a photovoltaic material, 
charges or charge carriers can survive for microseconds and undergo a myriad of dynamic 
processes in the intervening period, such as cooling, scattering, localisation, charge 
migration, or recombination.16 The timescale of each of these processes, and most 
importantly which processes occur, can all be dictated by the excitation conditions and the 
material properties. Therefore, understanding these processes, and the interactions that 
dictate them, can inform material design. For example, understanding what limits charge 
transfer efficiency in pertinent organic materials, has important implications in 
photovoltaic materials design.17  
Ultrafast spectroscopy is an effective tool to study ultrafast photoactive material 
dynamics, and nanomaterials offer a compelling new range of materials that hold much 
potential. In this thesis I will describe three ultrafast studies of nanomaterial samples. 
However, before discussing these experiments, in the rest of this chapter I will discuss 
some of the fundamental aspects of time-resolved spectroscopies and the practical aspects 
of implementing them. 
 
1.2. Fundamentals of Ultrafast Time-resolved Spectroscopy 
1.2.1.  Light-matter interactions 
Under the classical dipole oscillator model, light-matter interactions can be modelled by 
treating materials as a collection of electronic dipoles, be that dipoles from an electron 
orbiting a nucleus, or a dipole from a molecular bond.18 As dictated by simple harmonic 
motion, the dipoles will exhibit specific resonant frequencies (!!) determined by the 
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These dipoles can interact with the oscillating electromagnetic field of light incident upon 
the material. The time-dependent oscillating electric field (e(t)) of a monochromatic, 
continuous light wave with angular frequency !" can be given as a function of time (t) by:  
 &(() = * cos.!"(	 + 	12 
= ℜ4*	5#$(&!'	)	*)6 
(1.2) 
Where 1 is the phase of the wave, * is the amplitude, and ℜ indicates the real component 
of the equation. For simplicity only the electric field of the electromagnetic wave will be 
considered in the following discussion. If the frequency of the incident electric field 
matches the resonant frequency of the dipole (!" =	!!),	the light will induce large 
amplitude oscillations in the dipole at this frequency. The oscillating dipole can be 
considered to emit an electric field 180° out of phase with the incident field such that they 
destructively interfere. This results in the energy of the incident field being transferred to 
the dipole and the incident field is destroyed, in other words, the light is absorbed by the 
material. In the instance that the frequency of the incident field is not resonant with the 
dipole, the dipoles will only briefly undergo small amplitude forced oscillations and can be 
considered to instantaneously re-emit the electric field energy, such that it is transmitted 
through the material. 
Excited, oscillating dipoles can also undergo the reverse process to absorption such 
that the matter loses energy by emitting light at the resonance frequency. This emission 
process can either occur without external stimulus, in which case it is called spontaneous 
emission, or it can be triggered by incident light at the resonance frequency, in which case 
it is called stimulated emission and the emitted light will be colinear to and coherent with 
the incident light. These three processes; absorption, stimulated emission, and spontaneous 
emission, dictate the rates of absorption and emission for a simple two-level system, as 




Figure 1.1: Schematic energy level diagram illustrating absorption, spontaneous emission and 
stimulated emission for a model two-level system with ground state E0 and excited state E1. 
 
Alternatively, from a quantum mechanical perspective, the resonance frequencies 
of a dipole correspond to discrete energy states that can be occupied, the energies of these 
states are referred to as the energy levels of the system. The absorption of an incident 
photon imparts energy to the system such that the system is excited to a higher energy state 
if, and only if, the energy of the photon is exactly equal to the difference in energy between 
the initial and final states (see Figure 1.1). This concept can be extended and generalised 
for a system consisting of multiple dipoles with different energy levels (or frequencies), 
such as a molecule.  
In quantum mechanics the state of a system is described by its wavefunction, Y, 
which is frequently expressed as a function of the constituent particles’ positions (r) and 
time (t), Ψ(9, (), although other basis sets (or coordinate systems) are equally valid. The 
time independent Schrodinger equation states that at the total energy of the system (E, as 
extracted with the Hamiltonian operator, Η;) is equal to the sum of the kinetic and potential 
energy of the system (operators T; and V;, respectively): 
 Η;Ψ(9) = T;Ψ(9) + V;Ψ(9) = EΨ(9) (1.3) 
For a molecular system, consisting of electrons and nuclei this can be expanded into 
contributions from the kinetic energy of the electrons and nuclei (denoted by subscripts e 
and N respectively) and the Coulombic potential of the whole system is given as: 
 Η;Ψ(9, , ?) = [T;, + T;- + V;]Ψ(9, , ?) (1.4) 
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Where	? denotes the nuclear co-ordinates and 9, is the equivalent for the electrons. 
Generally, this cannot be solved explicitly for anything other than hydrogen or hydrogen-
like 1 electron atoms or molecules. Fortunately, the problem can be simplified greatly by 
use of the Born-Oppenheimer (BO) approximation. 19 
The BO approximation (also known as the adiabatic approximation) uses the 
disparity in mass between electrons and nuclei (an electron has ~1/1836 the mass of a 
proton) to reason that electrons move orders of magnitude faster than nuclei, and so are 
much quicker to react to changes in the electrostatic potential of their environment. This 
approximation permits the separation of the electrons and nuclei motion, creating two 
separate systems, with wavefunctions Ψ, and Ψ-: 
 Ψ = Ψ,Ψ- (1.5) 
The BO approximation treats electrons as if they respond instantaneously to any change in 
nuclear arrangement. This, therefore, allows one to express the electron distribution as a 
function of nuclear coordinates (treating the nuclei as stationary), such that the Hamiltonian 
for the electronic component reduces to: 
 Η;,Ψ,(9, ?) = [T;, + V;]Ψ,(9, ?) (1.6) 
This equation can be solved to find the electronic distribution as a function of nuclear 
position: 
 Η;,Ψ,,$(9, ?) = B$(?)Ψ,,$(9, ?) (1.7) 
The subscript i is introduced to denote different electronic states with corresponding 
eigenvalues, B$. Repeatedly solving the electronic wavefunction for varying nuclear 
arrangements creates what is referred to as a potential energy surface (PES), where the 
nuclear degrees of freedom make up the axis of the PES (or space) such that each position 
on the surface has a corresponding nuclear arrangement and a calculated electron 
distribution, with energy B$(?). Under the BO approximation, the exact positions of the 
electrons do not influence nuclear motion since the nuclei are too slow to respond. Instead 
the nuclei respond to the time-averaged influence of the electrons (the mean electron field). 
Therefore, the PES is sufficient to model the electrostatic potential exerted on the nuclei. 
The Hamiltonian for the nuclear wavefunction becomes: 
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 Η;Ψ-,$(?) = [T;-(?) + B$(?)]Ψ-,$(?) (1.8) 
With solution: 
 Η;-Ψ-,$,/(?) = C$,/(?)Ψ-,$,/(?) (1.9) 
Where the subscript j is used to denote different nuclear (or vibrational) states, which have 
eigenvalues C$,/(?).	Such that each ith electronic state, or PES, has a corresponding set of 
vibrational energy levels, j (see Figure 1.2). This combination of vibrational (j index) and 
electronic (i index) information leads to the term ‘vibronic’ states (vibrational and 
electronic) to describe the overall state of the system. Although the BO approximation has 
been widely used to successfully model the energy states of molecules, it is important to 
note that it breaks down under situations where there are large non-adiabatic effects, such 
as if two PESs come into close proximity- parts of the PES known as conical intersections.  
 
Figure 1.2: Potential energy surfaces (blue lines) and corresponding vibrational eigenstates (red 
lines) plotted along a nuclear degree of freedom 
 
Thus far only radiative transitions in a two-level system have been discussed, which 
presents an extremely simplified model compared to the optical responses observed in most 
molecular systems. The introduction of vibrionic states adds further complexity to 
molecular absorption and emission spectra (compared to the schematic in Figure 1.1) even 
with just two electronic states, as there are multiple possible transitions. The Franck-
Condon principle (a consequence of the BO approximation) states that only vertical 
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transitions can occur, and the probability is proportional to the square of the vibrational 
overlap integral.19 This can lead to closely spaced peaks in the corresponding absorption 
spectrum. Moreover, unlike in the simple two-level system without vibrational states, the 
absorption and emission frequencies can differ. A molecule can return to the initial 
electronic state but retain quanta of vibrational excitation, or it could undergo vibrational 
energy relaxation before emission, both resulting in an observed red-shifted emission. 
Vibrational energy relaxation is a process in which the molecule transitions to a lower 
vibrational energy level (on the same PES so the electronic state does not change) by 
transferring energy to multiple coupled modes elsewhere in the molecule (e.g. the total 
energy of the molecule is maintained) or to the surrounding bath where the energy is lost 
from the molecule. The latter mechanism is only active in the condensed phase. 
 Of course, typically a molecule will have many electronic states and so there may 
be multiple decay pathways. Often a distinction is made between radiative and non-
radiative decay according to whether the process involves emission of a photon. 
Repopulation of the ground state, or reaching a new equilibrium, can involve a combination 
of both radiative and non-radiative processes. 19  
 
Figure 1.3: Jablonski diagram for a molecule in solution and representative timescales for labelled 
processes. 
 Jablonski diagrams are one way to represent the competing decay pathways for 
molecular systems, and an example is given in Figure 1.3. Note that unlike PESs, there is 
no meaningful horizontal axis on a Jablonski diagram, and it bears no relation to molecular 
coordinates or degrees of freedom. As indicated in Figure 1.3, the typical timescales upon 
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which different processes occur vary by many orders of magnitude and are directly related 
to the probability of each pathway. Conventionally singlet states (all electrons are in pairs 
with opposing spins, such that the spin quantum number, S, is 0) are denoted Sn, where the 
subscript refers to the energetic ordering of the states, and so S0 corresponds to the 
electronic ground state (all occupied orbitals contain a pair of antiparallel spin electrons). 
In excited singlet states one of the electrons from the highest occupied molecular orbital is 
promoted to a higher energy molecular orbital, but the electron spins remain antiparallel. 
Triplet states correspond to electronic configurations where two of the orbitals, each 
contain one electron with parallel spin states, so S=1. Transitions between singlet and 
triplet (Tn) states are formally forbidden due to the spin selection rule. However, these 
transitions can occur through coupling of spin and orbital angular momentum, and thus 
accounts for the slower timescales typically associated with intersystem crossing and 
phosphorescence. In Figure 1.3, processes 4 and 5, fluorescence and intersystem crossing, 
are examples of competing pathways because they both provide a way for the molecule to 
return back to S0. 
In contrast to the molecular Jablonski diagram picture, the electronic energy levels 
of inorganic semiconducting solids are typically described in terms of energy bands and 
the density of states. Notionally, energy bands can be interpreted as such densely spaced 
energy levels that individual states become indistinguishable. This occurs due to the dense 
spacing of atoms within a lattice; the atomic orbitals of adjacent atoms ‘overlap’ and so 
interact very strongly. This broadens the discrete energy levels into a continuous range of 
energies that are delocalised though the lattice. Consequently, the density of states must be 
introduced to expresses the number of states available within a given energy range. 
 
Figure 1.4: Schematic illustrating the conduction and valence bands of a semiconductor, and free 
electron and hole carrier generation upon absorption of light. 
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In semiconductors there are two key energy bands called the valence band and the 
conduction band, as illustrated in Figure 1.4. For a semiconductor, the valence band states 
are lower in energy and filled (occupied) with electrons at 0 Kelvin, whereas the conduction 
band states are higher in energy and are unoccupied. The difference in energy between the 
maximum energy of the valence band and the minimum energy of the conduction band is 
called the band gap. Under appropriate conditions, a photon with energy equal to or greater 
than the band gap energy can excite an electron from the valence band into the conduction 
band. The resulting absence of an electron in the valence band is referred to as a hole, which 
is a positively charged quasi-particle. Both valence band holes and conduction band 
electrons can move semi-freely within the material and therefore conduct charge. The 
motion of free electrons and holes is determined by the band structure of the material in k 
(or wave vector) space, which is not discussed here but is routinely covered in solid-state 
physics textbooks. If the electron is excited to an energy above the minimum of the 
conduction band it is called a hot charge carrier because it can lose energy (through 
scattering for example) and ‘cool’ to the conduction band edge (analogous to vibrational 
cooling in molecular systems). Free electrons and holes can recombine and emit a photon 
if they meet in the material. 
Some semiconductors have exciton states in the bandgap just below the conduction 
band of the material. Excitons form if, as the electron/hole pair are created, they maintain 
coulombic attraction but enter a stable orbit. Excitons are generally categorised into two 
types: Wannier-Mott excitons, are weakly bound (~10s meV) so have a large diameter, can 
diffuse freely through materials, and tend to form in semiconductors. The second variety 
are Frenkel excitons, which are tightly bound (~0.8-1 eV) so have a small radius, are 
localised to molecules or a number of molecules, can migrate through electronic energy 




Figure 1.5: Schematic to illustrate the three key processes involved in charge generation in bulk 
heterojunction thin films (see text for details). 
Generation of free charge carriers through absorption of light is the fundamental 
process required to generate a voltage in photovoltaic semiconducting materials. 20 This is 
schematically illustrated in Figure 1.5 for a bulk-heterojunction of PTB7 (electron donor) 
and PC70BM fullerene (electron acceptor). Photoexcitation of the sample generates Frenkel 
excitons in the semiconducting polymer (indicated by green lines) domain (process 1), 
which can migrate (process 2) to an interface with the PC60BM (grey shapes). Here charge 
transfer (process 3) can occur to generate electrons and holes, which then migrate through  
the thin film via respective acceptor and donor domains. There is extensive ongoing 
research into the development of new photovoltaic materials, such as hybrid organic-
inorganic perovskite crystal structures and bulk heterojunctions. My studies of these 
materials are detailed in later chapters. As mentioned in section 1.1, the dynamics of charge 
carriers following generation can be complex. Within nanostructured photovoltaic systems 
understanding and optimising these processes can be complicated further by the nanoscale 
inhomogeneity of samples, since the dynamic response may vary between sub-ensembles 
in different locations within the macroscopic sample. 21,22 
 
1.2.2. Non-linear Optics and Perturbation Theory 
Non-linear optical processes are described as multiple interactions of light and matter that 
lead to modification of the optical response of the material. The response of the material 















of such effects requires the high intensities only possible with laser light. Assuming a 
lossless and dispersionless material, and treating polarisation and field strength as scalar 
properties for simplicity, the polarisation (P) of the material can be expressed as a power 
series of the electric field strength (E):  
 E(() = E(0)(() + E(1)(() + E(2)(() + ⋯	




Where the superscripts denote the order of the parameter (i.e.	E(0)(() is the first order 
polarisation), G! is the permittivity of free space and H is the susceptibility of the material.23 
Under normal (weak) illumination conditions only the first term makes a significant 
contribution to the polarisability of the material, so a linear relationship between the electric 
field strength and the macroscopic polarisation is observed. However, under higher 
intensity coherent illumination, the higher order terms become significant and non-linear 
optical processes can be realised. Pulsed lasers, especially on the order of 10-100s of 
femtoseconds in length, are particularly suited to generating non-linear processes because 
of the high peak power intensities relative to continuous wave sources. 
These non-linear processes are vital to laser science and are used to interrogate a 
large number of different phenomena. Indeed, all the ultrafast time-resolved spectroscopies 
discussed in this thesis are third-order non-linear optical spectroscopies, requiring third 
order processes to occur in the sample to generate signal. Data acquired using any time-
averaged linear spectroscopic techniques (specifically FTIR and UV/visible absorption 
spectra) shall henceforth be referred to simply as linear absorption spectra for distinction. 
 
 Figure 1.6: Pulse sequence for a third order non-linear spectroscopy experiment. 
To generate a third order non-linear signal, a sample must interact with three 
external fields, or laser pulses,24 as illustrated in Figure 1.6. The first two pulses, labelled 
according to their associated wave vectors, k1 and k2, are referred to as pump pulses, and 
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k3 acts as the probe pulse. As already discussed, when light is incident on a dipole, the 
oscillating electric field of the light forces the dipole to oscillate. In section 1.2.1 it was 
implied that light of the resonant frequency could instantaneously excite a population into 
an excited state, which is a simplified explanation. In reality when a light pulse perturbs a 
dipole, initially it creates a superposition between the initial and resonant excited states. 
Using Dirac bra-ket notation, |K⟩ is the nth eigenstate (aka population state) of the time 
independent Hamiltonian and ⟨K| is the complex conjugate of that state. Consider the case 
for a single molecule with a dipole with three associated energy levels; the initial ground 
state, |0⟩, with energy E0, a first excited state, |1⟩, with energy E1, and the second excited 
state, |2⟩, with energy E2, as illustrated in Figure 1.7. If a laser pulse that is resonant with 
the transition from the ground state to the first excited state perturbs the system, 
immediately after the interaction the state of the dipole can be described by a linear 
superposition of |0⟩ and |1⟩: 
 |Ψ(()⟩ = Q!e#34"' ℏ⁄ |0⟩ + SQ0e#34#' ℏ⁄ |1⟩	
= T!(()|0⟩ + T0(()|1⟩ 
(1.11) 
Where the coefficients T7 are the relative time-dependent population associated with the 
two eigenstates. This coherent linear superposition of states is termed a wave packet. The 
wave packet can evolve with time, according to the response function R(t) of the dipole. If 
the dipole is not perturbed further, eventually the superposition will collapse, returning the 
dipole to a population state (either |0⟩ or |1⟩) through the process of decoherence. If the 
superposition collapses to the ground state, the dipole re-emits a photon with energy equal 
to E1 – E0. A photon emitted from a single dipole radiates with a sin W distribution, where 
W is the angle between the dipole displacement direction and the propagation direction of 
the photon. This angular distribution is the cause of the decreased transmission observed 
at resonant frequencies in linear absorption spectra as light at resonant frequencies can be 
re-radiated in a direction non-collinear with the initial propagation direction. Notably, the 
detectors used to measure light intensity in experiments are typically sensitive to the square 





Figure 1.7: Three examples of the way a dipole can respond to the described perturbations 
The case just described is for the interaction with only one laser pulse. In the case 
of the sequence detailed in Figure 1.6 and with reference to Figure 1.7; the first pulse, k1, 
creates a superposition of states between |0⟩ and |1⟩. If the superposition does not 
spontaneously collapse within time delay t1, k2 then acts on the system, and this 
perturbation converts the superposition into a population of either the ground |0⟩ or the 
first excited |1⟩ state. After waiting time t2, k3, the probe pulse converts the system back 
into a superposition between states. Since there will be population in the ground and first 
excited states this superposition could between |0⟩ and |1⟩ again (per Figure 1.7(a) or (b)), 
or between |1⟩ and |2⟩ (see Figure 1.7(c)). It is the collapse of this superposition that 
generates the signal field detected in third order non-linear spectroscopies. The three cases 
in Figure 1.7 correspond to (a) ground state bleach, (b) stimulated emission and (c) excited 
state absorption, and the physical origin will be discussed in section 2.3.1. 
Importantly, however, the signal that is detected with ultrafast spectroscopy 
techniques is the result of a macroscopic polarisation of the sample (E(2)(() from equation 
1.10). The macroscopic polarisation arises from the interference of the individual dipoles 
within the ensemble and so the ensemble response is measured. Immediately after the first 
pump pulse perturbs the system, the perturbed dipoles oscillate in phase with each other 
(because the phase was imparted by the laser field). Consequently, they interfere 
constructively, creating a large macroscopic oscillating polarisation within the material. 
With time, however, the ensemble can dephase, gradually diminishing the macroscopic 
polarisation. 
This dephasing occurs because the responses of individual molecules or dipoles 
within the ensemble varies. This can be considered in terms of the dipoles oscillating at 
slightly different frequencies or, equivalently, the states of different molecules being at 
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slightly different energies (Note the energy (E0 and E1) dependence of the exponential in 
equation 1.11). There will always be an intrinsic uncertainty in the energy of the states, but 
in addition, different molecules may have slightly different energy states due to differences 
in the environments of the molecules (inhomogeneity). Both of these effects lead to an 
exponential decay of the macroscopic polarisation (and therefore signal) with time, and 
since the Fourier transform of an exponential decay is a Lorentzian, this corresponds to the 
linewidth of the associated spectroscopic feature, with faster dephasing and shorter 
lifetimes leading to broader line shapes. These two situations will be discussed further in 
section 2.3.1 in terms of their effect on 2DIR data.  
During pump-probe experiments (transient absorption and transient IR in this 
thesis) there is no t1 time delay (in the semi-impulsive limit), because both pump pulses 
arrive simultaneously at the sample from the same beam. Therefore, there is no time for 
decoherence of individual dipoles, or dephasing of the ensemble to occur in t1. Instead the 
maximum population possible is promoted into the excited state. So, the loss of signal is 
purely due to population relaxation during t2. However, crucially, in mixed time-frequency 
domain 2DIR spectroscopy measurements there are two pump pulses and the time delay 
between them, t1, is varied, this will be discussed further in section 2.3.2. In all the ultrafast 
experiments detailed in this thesis the two pump pulses are collinear such that the signal 
field is emitted colinear to the probe pulse due to k-vector conservation: 
 X89: = +X; − X< + X=	
X89: =	−X; + X< + X= 
(1.12) 
In either instance, as k1 = k2, the signal is always emitted in the +k3 direction. Therefore, 
rather than the (relatively small) electric field of the signal being detected directly 
(background free), the probe and signal fields are detected together, and the signal is said 
to be ‘self-heterodyned’. Methods such as phase cycling in 2DIR or modulating the pump 
pulse in pump-probe experiments are therefore required to extract the desired signal. 
Typically, when considering the origin of signals in ultrafast spectroscopy data it is 
more straightforward to interpret the data in terms of a series of transitions between 
population states (ignoring coherences between states). Therefore, in the following section 





1.2.3.  Ultrafast Time-resolved Spectroscopy Experiments 
1.2.3.1. Transient Absorption 
Conceptually the simplest ultrafast time-resolved spectroscopy technique, and one of the 
most widely used, is transient absorption spectroscopy (TA), which uses UV, visible or 
near-IR pump and typically broadband super-continuum probe pulses. The basic 
components of TA are shown in Figure 1.8. The pump and probe laser beams are focused 
and overlapped in the sample. Pump pulses are alternately blocked and unblocked (as 
indicated by a chopper wheel in Figure 1.8) such that the probe pulse interrogates pumped 
and unpumped sample successively. Note that the waiting time (t2) and pump-probe time 
delay (t) are used to describe the same time delay in 2DIR and TA measurements, 
respectively. This time delay between the pump and probe pulses is varied and at each 
measured delay time the signal is calculated as: 
 




for probe wavelength, `, and at pump-probe delay time, (1. The dynamics of the sample 
after excitation can then be followed by monitoring the signal evolution as a function of 
delay time. For TA experiments, time zero is defined as the time delay when the pump and 
probe are overlapped in time at the sample so that negative time corresponds to the probe 
interrogating an un-pumped sampled. As indicated in Figure 1.8, in TA experiments the 
probe is normally broadband white light, so that a range of wavelengths probe the sample 
with every laser pulse. The self-heterodyned signal can be digitised by either using a 
spectrometer to select the wavelength of interest and a single element detector, or instead 
dispersed onto a CCD array where the entire probe spectrum can be recorded (as indicated 
in Figure 1.8). The latter case provides the advantage of allowing data to be acquired over 




Figure 1.8: Diagram representing key components of TA spectroscopy apparatus 
 
From equation 1.12 it is apparent that processes that cause the sample to (1) absorb 
more light following excitation result in a positive signal, whereas those that cause the 
sample to (2) absorb less light, or (3) emit light, give a negative signal. Typically, these 
three cases can be assigned to three processes: (1) Excited State Absorption (ESA), (2) 
Ground State Bleach (GSB) and (3) Stimulated Emission (SE), which are explained as 
follows (see Figure 1.9 for reference): Before excitation the system is in its ground state. 
Following absorption of photons from the pump pulse at frequency E01, some of the 
population is transferred to an excited state. The removal of population from the ground 
state results in the sample appearing more transmissive to the probe at the frequency E01 
(since there is less ground state population to absorb at this frequency), which gives rise to 
a negative GSB feature.  
 
Figure 1.9: (a) The absorption and emission processes between 3 electronic states that lead to 
GSB/SE and ESA features (b) TA signals for a GSB/SE and an ESA (c) GSB/SE and ESA signal 




The probe pulse can also stimulate the excited state population to emit a photon (at 
frequency E01) and return to the ground state, SE, thereby also giving a negative signal at 
frequency E01. Finally, the excited state population may absorb probe photons and become 
excited further to a higher excited state resulting in a positive signal, an ESA, at a frequency 
corresponding to this transition (E12). Note that observation of the ESA and GSB/SE signal 
relies on E01 and E12 occurring at different frequencies which corresponds to non-uniform 
spacing in the electronic energy levels of the system, otherwise the positive and negative 
signals would appear at the same frequency and potentially cancel out. 
Once the origin of a given feature is understood, its dynamics can be used as a 
convenient way to monitor the population of a given state. For example, in Figure 1.9 
plotting the intensity of the ESA or GSB/SE features against pump-probe delay time shows 
the loss of population from the first excited state. Generally, the rate of decay (or 
probability per unit time) from a given process or decay pathway is assumed to be constant, 
and so population decay due to a single pathway can be modelled as an exponential decay: 
 abacde(SbK ∝ *5(#' BC ) (1.14) 
Where A is a constant related to the amplitude of the signal and g is referred to as the 
lifetime or time constant. Decay from states with multiple decay pathways exhibiting 
constant decay rates can be modelled as a sum of exponential decays. There are important 
exceptions to this assumption of a constant decay rate, notably in the case of charge carrier 
dynamics, where opposite charges can annihilate each other if they collide, so a higher 
population leads to a greater probability of population loss. Although population dynamics 
are a core part of transient absorption data, there are many other processes and effects that 
can lead to changes in signal intensity. Features can overlap, grow rather than decay, and 
shift in frequency, all of which leads to far more complex data than that described above.  
TA is used in this thesis in chapter 2, to measure the photo-active dynamics of 
hollow gold nanoparticles with J-aggregates on their surface. In chapter 3 a similar 
technique, time-resolved infrared (TRIR), is also discussed. Like TA, TRIR uses a 
UV/visible or near-IR pump to excite the sample but probes the sample with a  mid-infrared 
pulse, such that the pump excites the system to a new electronic state, but then transitions 
between vibronic energy levels are probed. 2D infrared spectroscopy (2DIR) is also used 
in chapter 3. 2DIR uses a broadband IR pump and probe pulses to interrogate the dynamics 
of (electronic) ground state vibrational modes. 2D techniques allow both the pump and 
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probe axes to be frequency resolved, which can provide great insights into system 
dynamics, and is discussed in more detail in the following section. 
 
1.2.3.2. 2DIR Spectroscopy 
2D time-resolved spectroscopies allow for correlation between broadband pump and probe 
frequencies which is particularly useful to resolve overlapping transient features and isolate 
cross-peaks as a function of time. 25-28 An example 2DIR spectrum for formamindium lead 
iodide perovskite thin films (see chapter 3) is shown in Figure 1.10(a), for a positive t2 
delay. As is common for mid-IR data the pump and probe frequencies are displayed in 
wavenumbers. The pump wavenumber (corresponding to w1) is plotted along the horizonal 
axis and the probe is along the vertical axis (w3), as will be the convention throughout this 
thesis. 
2DIR data can be readily interpreted from an understanding of corresponding 
pump-probe data; one way to view the 2DIR spectrum displayed in Figure 1.10 is if data 
from multiple narrowband pump-broadband probe spectra acquired at incrementally 
different pump frequencies but for the same t2 delay were stacked vertically. Therefore, as 
per the case for the pump-probe data in Figure 1.9, negative features (displayed in blue in 
Figure 1.10) can be assigned to GSB/SE, while the positive features (displayed in red) 
correspond to an ESA. Note that the negative feature is positioned on the diagonal of the 
plot (indicated by the black line), showing consistent pump and probe frequencies, as 
would be expected for a GSB. The positive feature, however, is offset from the diagonal 
because the probe frequency at which the feature is be detected (ω12) is lower in energy 
than the frequency used to excite the feature (ω01). As mentioned previously, throughout 
2DIR measurements the system remains in the ground electronic state, therefore the 
difference in energy spacing between the vibrational states (ω01 ≠ ω12) can be directly 





Figure 1.10: Example of 2DIR data acquired at t2 = 1 ps for formamidinium lead iodide perovskite 
sample with vibronic energy level transitions corresponding to the signal. 2DIR diagonal indicated 
by solid black line, dashed coloured lines are to indicate frequencies. 
 
There are many advantages of 2D spectroscopy over 1D counterparts, which 
facilitates a greater understanding of the system under study. The line-shapes (2D shape of 
features) resolved in 2D data provides a major advantage when investigating the extent to 
which a system is homogeneous or inhomogeneously broadened, and the process of 
spectral diffusion. Broadening refers to the linewidth of features and was briefly mentioned 
in section 1.2.2. The intrinsic (and minimum) linewidth associated with a spectral feature 
is called the homogeneous linewidth and results from the intrinsic distribution of energies 
(or uncertainty) the state can exist at, as dictated by the Heisenberg uncertainty principle: 
the lifetime of a state is directly related to the uncertainty in the energy of the state. 
Inhomogeneous broadening on the other hand, results from differences in the environments 
experienced by the probed species. If a molecule is placed in an electrostatic potential it 
will affect the energy level spacing of the molecule. Therefore, the electrostatic potential 
produced by the environment surrounding a photoactive species can cause the 
absorption/emission frequency of the species to shift. An ensemble of emitters in an 
inhomogeneous environment such as a solution with a polar solvent, can therefore display 
a broad distribution of absorption/emission frequencies because of the variety of 




Figure 1.11: The effect of homogeneous and inhomogeneous broadening on 2DIR line shapes for 
t2 = 0 and 3 ps. 
 
Since homogeneous broadening is intrinsic, it is static, and the linewidth of a 
homogeneously broadened feature is equal on the excitation and emission axes. Therefore, 
an exclusively homogeneously broadened feature appears round in a 2D spectrum (see 
Figure 1.11) and does not change shape with t2 delay. In contrast a predominantly 
inhomogeneously broadened feature appears elongated along the diagonal at early time 
delays, and the homogeneous line width of the ensemble determines the anti-diagonal 
width. This is because the different sub-ensemble populations (in different environments) 
can be excited at different pump frequencies, and initially maintain a correlation between 
the excitation and emission frequencies (Figure 1.11). 
Inhomogeneous broadening is not necessarily a static effect because the 
environment of the probed species can change with time, dynamically changing the energy 
levels of the species. If this occurs, the species may interact with the probe at a significantly 
different frequency to that with which it was excited by the pump. The process of changes 
in a species’ environment destroys the correlation between the excitation and detection 
frequencies (the frequency-frequency correlation) and is called spectral diffusion. With 
increasing t2 delays, it causes spectral features to broaden along the anti-diagonal, 
destroying any correlation in the w1-w3 map. The process of spectral diffusion can be 
monitored in 2DIR data using measures such as the centre line slope (CLS) which quantify 
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the gradient along which the features are predominantly broadened, thereby giving insight 
to the timescales of molecule/solvent, or emitter/environment, interactions.29 The timescale 
on which spectral diffusion occurs can vary by orders of magnitude between different 
systems.30 Another key component of 2D measurements is cross-peaks which result from 
coupling between two oscillators with different energies. Since coupling strength is highly 
dependent on distance between the dipoles, cross-peaks are particularly useful for gaining 
structural information about the system. 28 Cross-peaks are a hallmark of 2D spectroscopy, 
and therefore important to mention, however no cross peaks were observed in this work, 
so they will not be discussed further.  
There are multiple approaches to acquire 2DIR spectra, and include purely 
frequency domain methods, or mixed time-frequency domain techniques.31 Very few 2DIR 
experiments are now acquired in a purely time domain measurement. Purely frequency 
domain 2DIR acquisition is similar to hole-burning experiments and effectively operates 
as described above, repeated measurements (broadband probe) are made while shifting the 
frequency of the pump between measurements such that a 2D map can be generated. The 
2DIR data in this thesis, however, was collected using a mixed time-frequency domain 
approach. This means the broadband mid-IR signal (collinear to the probe pulse) was 
frequency dispersed and focussed on a linear array detector. In this pump-probe geometry 
the pump-probe and 2DIR signals are emitted collinearly, so phase cycling is required to 
isolate the latter signal and construct the pump frequency axis. Phase cycling exploits the 
need for two pump pulses interactions (as described in section 1.2.2) to generate a third 
order signal, by scanning the time delay, t1, between k1 and k2, causing them to destructively 
and constructively interfere at different frequencies at the sample. Using a known phase 
relationship between the pump pulses, only signals reliant on the phase of both pumps can 
be extracted (i.e. pump-probe signals arising from two interactions with one pump are 
removed) and the pump frequency axis (ω1) can be constructed using a Fourier-transform 
along t1, to generate the final 2D correlation map. 
 
1.3. Summary 
Ultrafast pump-probe spectroscopies are a versatile range of techniques that give insight to 
the rich dynamics of photoactive states with femtosecond time resolution. Time-resolved 
spectroscopy techniques can be applied to gases, solutions and solid samples. In this thesis 
I will use three ultrafast spectroscopy techniques to investigate condensed phase 
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nanomaterial samples. In chapter 2 I will discuss TA measurements of hollow gold 
nanoshells with J-aggregates in solution. In chapter 3 experiments on thin films of 
formamidinium lead iodide perovskite using TRIR and 2DIR will be detailed. Finally, in 
chapter 4, I will outline work to develop a transient absorption microscope to investigate 
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Chapter 2. Ultrafast Transient Absorption Spectroscopy 
of Hollow Gold Nanoshells and J-aggregate Hybrids 
 
2.1. Introduction 
The optical properties of metallic nanoparticles are one of the epitomising examples of the 
unusual qualities materials can gain simply by virtue of being reduced to the nanoscale.1,2 
Indeed, gold nanoparticles are often cited in introductory nanoscience texts as the earliest 
application of a nanomaterial (even if the creators lacked an understanding of the effect); 
they have been used for centuries to add colour to transparent or translucent materials, such 
as stained glass, with examples dating back to the 8th century BCE.3 However, it wasn’t 
until 1852 that Michael Faraday first suggested that the optical properties of the particles 
could result from their size.4 Despite this long history, over recent decades understanding 
of the unusual properties of metallic nanoparticles has increased significantly. The 
advancement and invention of analytical tools for nanoscience which has made the study 
of light-matter interactions of metallic nanoparticles a vibrant and very active area of 
research.5,6 Gold nanoparticles are already widely used in imaging, sensing, and catalysis 
but have also shown potential in areas as diverse as solar energy capture,7 quantum 
information8,9 and medicine.10 
Plasmonics are a key source of metallic nanoparticles’ unusual optical properties. 
Plasmons are the collective coherent oscillations of metallic free electrons. At the surface 
of materials with a high density of free electrons,11 e.g. metals or heavily doped 
semiconductors,12 incident light can excite and couple to plasmons to form surface plasmon 
polaritons. Polaritons are defined as hybrid particles that are formed by photons strongly 
coupled to electric dipoles (polarisation and photon), which in the context of surface 
plasmon polaritons, is the oscillatory electronic dipole of the plasmon.13 The electric fields 
of surface plasmon polaritons decay exponentially with increasing distance from the 
surface and hence are, as the name would suggest, spatially confined to the surface of the 
material (~20 nm for surface plasmons on metals, excited with visible wavelengths).14  
Surface plasmon polaritons in nanomaterials can have strikingly different effects to 
those in bulk materials due to effect of localisation. When a metallic nanoparticle is smaller 
than the wavelength of incident light, the entire particle experiences an electric field in the 
same direction, producing a plasmon that is distributed over the entire particle volume, as 






illustrated in Figure 2.1. These plasmons can create larger evanescent fields and higher 
extinction coefficients than surface plasmon polaritons on the surface of bulk metals 
because they are confined to the nanoparticles.15 
 
Figure 2.1: Diagram of an incident light field exciting LSPRs in spherical nanoparticles. The 
change in the free electron charge distribution is indicated by the coloured shading and charges. 
 
Therefore, they are referred to as localised surface plasmon polaritons (henceforth referred 
to as plasmon) and nanoparticles or nano-structures are said to support localised surface 
plasmon resonances (LSPRs).3,12 LSPRs can occur in any appropriately shaped 
nanomaterials with a sufficiently high density of free electrons.11 This phenomenon means 
that LSPRs facilitate the confinement of light to sub-diffraction limit length scales, a 
concept which is instrumental to the field of nano-photonics.16  
The confinement means the electric field strength associated with LSPRs can be 
extremely high at the surface of the nanoparticles. To generate such field strengths without 
LSPRs would otherwise require powerful lasers or extremely efficient microcavities. These 
high field strengths can be used to enhance or alter the optical response of other species in 
close proximity to the nanoparticle through the Purcell effect (the modification of a species’ 
spontaneous emission rate due to its environment17) or through direct coupling to the LSPR. 
To achieve strong coupling often a LSPR is coupled to a molecular exciton with a large 
dipole strength, and the resulting coupled systems are often referred to as ‘hybrids’. Such 
effects open up numerous potential applications for metallic nanoparticles and have already 
been applied in surface enhanced spectroscopy techniques such as surface enhanced Raman 
scattering18 or metal enhanced fluorescence.19 Therefore, understanding the coupling 
between LSPR and other species is both important on a fundamental level but also for 
application purposes. 





Conveniently, the energy of a LSPR peak of metallic nanoparticles can be tuned by 
changing either the size or shape of the nanoparticle, the surface of the nanoparticle 
(roughness or coating), or the material of the nanoparticle and its surrounding medium. 
Gold nanoparticles are commonly used as plasmonic structures since they are 
comparatively easy to synthesise, have low toxicity, and are efficient plasmon resonators. 
The LSPRs of many types of gold nanoparticle have be studied including solid gold 
nanoparticles (SGNs), gold nanocages,20 nanocubes,21 nanorods,22 nanotriangles23 or 
nanodisks,24 and nanoshells.25 The term gold ‘nanoshell’ has been used to describe a layer 
of gold coating a metallic or dielectric core (usually silicon), or, as in this work, a quasi-
spherical gold shell which encapsulates some solution from the nanoparticle synthesis. To 
distinguish the latter case, these particles will henceforth be referred to as hollow gold 
nanoshells (HGNs). 
HGNs are useful plasmonic nanostructures because the energy levels associated 
with the LSPRs can be tuned to correspond to wavelengths throughout the visible spectrum 
and into the NIR simply by changing the size of the particle or the shell thickness.26 
Theoretical studies have proposed that this is because HGNs host plasmons on the inner 
and outer surfaces of the shell which couple and hybridise into bonding and antibonding 
states delocalised over both surfaces (Figure 2.2). The lower energy (symmetric coupling) 
mode is predicted to interact strongly with light, whereas the higher energy (anti-symmetric 
coupling) mode interacts more weakly and additionally is damped by gold interband 
transitions. Hence what is commonly referred to as the LSPR in HGNs is actually the lower 
energy hybridised mode. With this model in mind it is interesting to consider how the 
coupling of the LSPR with an excitonic system may be affected by the proximity of the 
excitonic species to the inner or outer surfaces of the HGNs. In several studies the electric 
field strength of HGNs has been simulated and depending on the shell thickness it has been 
found that the field strength in the cavity can be comparable or higher than the field strength 
at the outer surface.27-29 Potentially this could lead to stronger coupling effect for HGNs 
with excitonic material positioned inside the nanoparticle. However, thus far this 
consideration has been neglected in experimental work. 







Figure 2.2: Energy level diagram illustrating the effects of hybridisation between LSPRs on the 
inner and outer surfaces of spherical HGNs, with frequencies ωc  and ωs respectively, as detailed in 
ref.30 The lower energy hybrid mode is symmetrically coupled (as indicated by charge 
distribution/dipoles) and interacts strongly with light whereas the higher energy (anti-symmetric 
coupling) does not. A thinner shell leads to a stronger coupling and so a larger splitting.30,31  
 
This chapter explores the coupling between excitonic J-aggregates and HGNs using 
transient absorption spectroscopy. J-aggregates (named after E.E. Jelly who discovered the 
phenomenon32) are supramolecular assemblies of strongly absorbing molecules. Upon 
aggregation in solution, the absorption spectrum is dramatically changed relative to the 
monomer: the lowest energy absorption band is significantly narrower and red-shifted. 33 
5,6-dichloro-2-(3-(5,6-dichloro-1-ethyl-3-(3-sulphopropyl)-1,3-dihydro-2H-
benzimidazol-2-ylidene)-1-propenyl)-1-ethyl-3-(3-sulphopropyl)-1H-benzimidazolium 
sodium salt (TDBC) was used as the J-aggregate in this study, with the chemical structure 
given in Figure 2.3(a). The first electronically excited state of TDBC can be described as a 
Frenkel exciton (a tightly bound electron–hole pair). The close physical proximity of the 
molecules within the aggregate leads to strong dipole–dipole coupling and formation of 
excited states delocalised over many adjacent units (estimated to be 16 monomers in 
TDBC34). The effect of coupling transition dipole moments is illustrated, for the sake of 
simplicity, for a homodimer (AB) in Figure 2.3(b). In separation the two identical 
monomers, A and B, have the same excited state energy, E0. When the two molecules are 
brought close together, they experience dipole-dipole coupling of strength V. In the strong 
electronic coupling regime, this yields two new electronic states, E– and E+ split by 2V. In 





J-aggregates the lower energy state, (E– in the homodimer) corresponds to the ‘J-band’; 
absorption is the result of hybridisation between adjacent stacked molecules in the 
aggregate with aligned transition dipoles in a head-to-tail configuration. The higher energy 
state, E+, corresponds to an optically dark ‘H-band’ where molecules lie in the same 
configuration but head-to-head (and thus the transition dipole moments cancel) leading to 
an optically dark state. The absorption band is narrowed due to ‘exchange narrowing’; 
electronic energy transfer between the constituent molecules in the J-aggregate occurs on 
such a fast timescale such that one only sees the average frequency.35 
 
 
Figure 2.3: (a) Molecular structure of TDBC dye. (b) Schematic energy level diagram for the 
ground (Y) and first excited (Y*) states of a coupled homodimer (AB). 
 
The large transition dipole moments of J-aggregates and the high field strength 
associated with gold nanoparticles’ LSPRs, make them an ideal system to study coupling 
between LSPRs and excitons. There have been several studies of the steady state 
spectroscopic response of J-aggregates on the surface of both solid36,37 and hollow27 
metallic nanoparticles. When J-aggregates couple to LSPRs in HGNs a range of 
spectroscopic responses have been reported, including a decrease in absorption (or 
‘induced transparency’), near the J-aggregate absorption band maximum, Fano line shapes, 
or Rabi splitting. Fano resonances result from coupling between a discrete state and a broad 
continuum of states and can give a variety of dips or inflections in the absorption spectrum 
line shape of the coupled system. 38,39 Rabi splitting, on the other hand, occurs when energy 
is exchanged between coupled modes at rates faster than they are damped, causing them to 
form two hybrid states, with two separate peaks in the coupled system line shape with a 
difference in energy called the Rabi splitting energy. 40 However, electrodynamic 
simulations by Faucheaux, et al. showed that the seemingly distinct spectral responses 
could be explained by one underpinning theory, and rationalised by differences of LSPR-






exciton coupling strengths which could be tuned by varying the LSPR damping (or 
dephasing) rate.41 Systems with weak coupling between the LSPR and the J-aggregate 
exciton result in a Fano-type line shape, whereas stronger coupling results in Rabi splitting 
and the formation of a hybrid plasmon/exciton states, with corresponding quasi-particles: 
plexcitions. 
In terms of ultrafast studies of HGNs and J-aggregates, (as far as I am aware) only 
one TA study has been published by Fofang et al.,42 although there have been several 
ultrafast studies of HGNs alone26,43,44 or SGNs coupled with J-aggregates. 36,45,46 J-
aggregates and HGNs exhibit rich time-resolved responses independently, with both 
species displaying excitation-power dependent kinetics.42 The study by Fofang et al. in 
2011 showed that for J-aggregates bound to the outer surface of HGNs the dynamics of the 
(plexcitonic) hybrid are very different to those of the uncoupled J-aggregate.42 In addition, 
they observed two Fano resonance features in the early-time (at pump and probe overlap) 
line-shape of the complex, which they attribute to coupling to two separate states of the J-
aggregate.42 However, this prior study did not explore the population relaxation channels 
or investigate effects that may be expected from spectral hole burning. 
 My collaborator, Dr Núñez Sánchez from the University of Vigo has successfully 
synthesised HGN with J-aggregates on the inside of HGNs, which provides the opportunity 
to test how J-aggregate proximity to the plasmons on the inner and outer surfaces of the 
HGN affects the hybrid particle’s optical response, and has never been explored with 
ultrafast measurements previously. In this chapter TA measurements of three types of 
nano-shell / TDBC dye J-aggregate hybrid are detailed: nanoshells with J-aggregates only 
on the outer surface of the shell, only on the inside, and both on the outside and inside of 
the shell. In addition, spectral filters were used to limit the pump spectral range to 
investigate the interaction of the two plexcitonic states (or the response either side of the 













2.2. Experimental Methods  
2.2.1. Sample Preparation and Characterisation  
All samples were synthesised by the group of Dr Sara Núñez Sánchez, at the University of 
Vigo (Spain). The HGNs were synthesised using a galvanic replacement, which is a seeded 
growth method that uses silver nanoparticles to create hollow gold nanoparticles. J-
aggregates were added during the water-based synthesis to create HGNs that encapsulate 
J-aggregates, or afterwards for samples which only have J-aggregates on the surface. The 
HGNs were stabilised with CTAB (Cetrimonium bromide) to prevent aggregation, except 
the sample of HGNs in which J-aggregates are only encapsulated inside the HGNs. In order 
to ensure no J-aggregates were on the surface of these nanoparticles, they were dispersed 
in ethanol (a solvent where TDBC does not form J-aggregates) and the surface was 
functionalised with polyethylene glycol (PEG), to prevent TDBC molecules from binding 
to the HGN surface. As a control and to aid interpretation of the data, solutions of J-
aggregates in water, monomeric TDBC in ethanol and samples of HGNs without any J-
aggregates with CTAB in water, and PEG in ethanol were also synthesised. The HGNs in 
each sample were imaged with transmission electron microscopy to determine the particle 
size distributions, and the visible absorption spectra of the samples were recorded at the 
University of Vigo before the samples were shipped to Bristol. A summary of the samples, 
their functionalisation and the abbreviations used throughout this chapter are given in Table 
2.1. 
Table 2.1: Samples studied in this chapter with details of the functionalisation, solvent and short-
hand abbreviation. 
Sample Functionalisation and solvent Abbreviation 
HGNs CTAB in water HGN 
HGNs with PEG coating PEG in ethanol P-HGN 
HGNs with J-aggregates outside CTAB in water JSHGN 
HGNs with J-aggregates outside & 
inside 
CTAB in water JSJCHGN 










2.2.2. Transient Absorption  
Transient absorption measurements were performed using an apparatus that I constructed. 
The pump and probe pulses for these experiments were generated using 40% of the output 
of a 1W, 1 kHz, 800nm Ti-Sapphire amplifier (Coherent, Libra). A 90:10 beam splitter 
divided the 0.4 W into two beam lines which were used to produce 600 nm pump and white 
light probe pulses for the TA experiment, respectively.  
 
Figure 2.4: Schematic of experimental apparatus used for transient absorption measurements. 
 
 The 600 nm pump pulses were generated using a home-built non-collinear optical 
parametric amplifier (NOPA). The optical layout for the NOPA and experimental setup is 
given in Figure 2.4. This was achieved by dividing the incoming beam with a 10:90 beam 
splitter. The 10% beam was focussed into a sapphire plate (2 mm, c-cut Sapphire) with a 
plano-convex lens (f = 5 cm) to generate a white light seed. A variable density neutral 
density wheel was used to adjust the intensity of the NIR to ensure the WL generation was 
stable and spatially homogeneous. The resulting white light (and residual 800 nm) was 
collimated by a silver concave mirror in a tight ‘V’ configuration (see diagram) and focused 
into a BBO crystal (Eksma optics, 5.0 ´ 5.0 ́  2.0 mm crystal, q = 31.5°, f = 90°). The 90% 
portion of the 800 nm beam was frequency doubled in a BBO crystal (Eksma optics, 5.0 ´ 
5.0 ´ 0.2 mm crystal, q = 29.2°, f = 90°) to generate 400 nm. The residual 800 nm was 
then removed via two 800/400 dichroic mirrors (CVI, BSR-48-1025). The 400 nm beam 
was routed via a mechanical delay stage and focused into the NOPA BBO crystal with a 
20 cm focal length lens (Thorlabs, UV-fused silica, LA4102) and spatially overlapped in 
the crystal with the white light seed. 





 The NOPA output was optimised to generate approximately 100 nm of bandwidth 
(FWHM) centred at 600 nm. This was achieved by iteratively changing the relative spot 
sizes of the 400 nm pump and the white light seed in the BBO crystal, (both the lens 
focusing the pump light into the crystal and the collimation/focusing mirror of the white 
light were on translation stages for this purpose), changing the relative timing of the two 
pulses (controlled by the mechanical delay stage in the 400 nm beam line), altering the 
BBO crystal angle, and changing the crossing angle between the seed and 400 nm pump 
beams. The beam mode of the resulting NOPA output was inhomogeneous, so the most 
intense and uniform part of the generated light was isolated using an iris and collimated 
with a curved silver mirror (f = 25 cm). 
The NOPA output (see spectra in Figure 2.5) was inevitably chirped due to the 
transmissive optics used and non-linear crystals. Therefore, three sets of chirp mirrors 
(Layertech 148545, 470–810 nm GDD = –40 fs2 per pair of bounces) were used for pulse 
compression. The beam was then directed onto a silver retroreflector (PLX, OW-20-1) on 
a motorised high precision delay stage (Physik Instrumente, M-531.DG1, 305 mm travel 
corresponding to a maximum delay of ~2 ns) before being focused into the sample with a 
(f = 20 cm) plano-concave silver mirror. Neutral density filters and spectral filters were 
used in the pump line before the sample, both filters were pre-compensated for in pump 
pulse compression. At the sample the pump beam focal spot size was approximately 90 µm 
in diameter. 
 
Figure 2.5: Pump NOPA spectrum before spectral filtering (black line) and with different filters 
(coloured lines). 
 






The white light probe was generated by focusing the 800 nm beam in a sapphire 
plate (2 mm, c-cut Sapphire) after an approximately 4 m delay line to match the NOPA 
pathlength. A polariser/waveplate pair were used to attenuate the 800 nm light before the 
sapphire crystal to allow the intensity of the 800 nm light to be adjusted to give stable white 
light continuum. The polariser was also used to set the relative polarisation of the white 
light probe to the 600 nm pump. The generated white light (and residual 800 nm) was 
focused into the sample using a convex silver mirror (f = 20 cm) and overlapped with the 
pump beam at the focus. After the sample the probe beam (with the collinear signal) was 
collimated using a 2" diameter curved mirror (f = 25 cm). Before the detector the residual 
800 in the white light was removed by means of a long-pass filter (Thorlabs DMSP750B). 
Any residual pump scatter was removed with a polariser (Meadowlark, GPM-100-UNC) 
positioned parallel to the polarisation of the probe. 
The WLC probe and signal were focused using a 2" diameter convex mirror (f = 15 
cm) onto the slit of a Czerny-Turner spectrograph (Shamrock 163, Andor) which frequency 
dispersed and focussed the beams onto a linear 1024 element CCD array detector 
(Entwicklungsbüro Stresing). The spectrograph was calibrated using the Neon emission 
lines from a calibration lamp (Newport, 6032) before data acquisition.  
The digitised data were recorded using a Labview acquisition program. Data were 
recorded at the repetition rate of the laser (1 kHz) in blocks of 1000 shots. Each block was 
comprised from alternating pump on and pump off shots. From these data, 500 transient 
absorption (recorded in DOD, as defined in equation 1.13) were generated. The statistics 
of these spectra were then analysed and used to reject any data within the series that 
deviated from the mean by a standard deviation of 0.4, and thus rejected ~60% of the data 
acquired. Subsequently the data were then averaged and written to a data file. This 
procedure was repeated for a large variety of pre-programmed time delays to form one 
cycle. The data were then averaged over multiple cycles (typically between 5–10 
depending on the signal-to-noise ratio). 
A cuvette of dye solution (Oxazine 4 dissolved in methanol) was used to find time 
zero (pump and probe temporally overlapped in the sample). Then the position of the 
sample cell, the spot sizes of the pump and probe, and their overlap in the sample were 
adjusted to maximise the TA signal. For all measurements, the relative polarisation of the 
pump and probe pulses was set to magic angle. Samples were diluted prior to TA 
measurements to obtain a maximum OD between 0.3–0.6. Measurements on PEG coated 





samples were performed in static UV fused silica cuvette with a 1.0 mm pathlength (Starna, 
Type 21), as they were found to adhere to the surfaces of the optical cells. All other samples 
were continually flowed throughout experiments in 0.5 mm pathlength UV fused silica 
flow cells (Starna, Type 48). Following TA measurements, the visible absorption spectra 
of the samples were recorded to ensure no degradation occurred. 
 
2.3. Results & Discussion 
2.3.1. Pulse Compression and Characterisation 
The pump was compressed by iteratively changing the number of bounces between the 
chirp mirror pairs to maximise the intensity of coherent oscillations in TA measurements 
of Oxazine 4 dye. The origin of this signal is a vibrational wave packet, and its intensity is 
directly proportional to the pump pulse duration. 47 Once the compression was optimised, 
the non-resonant cross-correlation between the pump and probe was measured in a water 
sample to estimate the duration of the instrument response function (IRF). An example is 
shown in Figure 2.6(a), where it is evident that the non-resonant cross-correlation signal at 
shorter probe wavelengths occurs at earlier time delays than for longer probe wavelengths 
due to the positively chirped white light supercontinuum probe. This was corrected for in 
all datasets with post-measurement processing. The black line in Figure 2.6(b) shows the 
cross-correlation signal averaged over all the probe wavelengths (480–700 nm) in the 
chirp-corrected data.  It shows an intense positive feature flanked by two less intense 
negative features. This line shape is characteristic of coherent artefacts induced by cross 
phase modulation, which is common in pump-probe experiments utilising chirped white 
light super continuum probes.48 Ernsting and co-workers49 derived an analytical expression 
to fit this functional form, in the limit the probe pulse is far longer than the pump, and 
allows for the pump pulse duration to be estimated: 
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Where t is the pump-probe time delay, t0(wpr) is the probe frequency dependent time zero, 
b is the chirp rate, Dpu is the pump pulse duration and C is the cross-phase modulation 
amplitude. Fits to the data (overlaid dashed blue line in Figure 2.6(b)) to equation 2.1 
returned an IRF of 27 fs. 







Figure 2.6: (a) Non-resonant signal of the pump-probe overlap (time 0) in methanol (b) average 
response taken over probe window (black line) after chirp correction data processing and a fit to 
IRF using eq. 2.1 (blue dashed line). 
 
2.3.2. Sample Characterisation 
TEM measurements of the HGNs taken and analysed at the University of Vigo give an 
indication of polydispersity of our samples (see Table 2.2) and revealed 8–9% variation in 
the particle diameters. 




Diameter / nm 
HGN 85 ± 8 
P-HGN 87 ± 7 
JSHGN 87 ± 8 
JSJCHGN 77 ± 7 
P-JCHGN 86 ± 8 
 





Linear visible absorption spectra of the samples are shown in Figure 2.7. All HGNs 
samples exhibited a broad LSPR absorption peak at ~600 nm (Figure 2.7(b-f)), which is 
consistent with prior studies.29 The asymmetry in the LSPR absorption line shape is the 
result of underlying gold inter-band transitions,50 which occur at ~2.4 eV (516 nm), with a 
weak absorption tail down to ~1.8 eV (689 nm). During synthesis the thickness of the 
HGNs was optimised to tune this resonance to peak at approximately 600 nm to coincide 
with the J-aggregate absorption maxima (587 ± 1 nm), see Figure 2.7(a). The absorption 
line shape associated with HGN LSPRs (G) is very broad and in the homogeneous 
broadening limit, the linewidth of the LSPRs is given by*: 6,51,52  
 Γ = 2ℏ<-∗
+ ℏ<1
 (2.2) 
where T2* is the pure dephasing timescale, and T1 is the contribution from population 
relaxation. It has been shown for gold nanoparticles that the T1 term is dominant and hence 
the homogeneous linewidth can give a direct measure the population lifetime.6,51,52  In this 
limit, broad LSPR line shapes are indicative of short LSPR lifetimes, e.g. a 400 meV line 
width yields an LSPR lifetime of ~10 fs. 52 
 
 
* Note, in some literature the time taken for the oscillating electrons that form the plasmon to lose their 
phase relationship (destroying the plasmon polariton) is referred to as decoherence time,29  in others it is 
referred to as the dephasing time.6,51 In this work I use the term dephasing time. 







Figure 2.7: Visible absorption spectra of samples: (a)  TDBC monomer (blue line) and TDBC J-
aggregate (red line) in ethanol and water respectively (b) HGNs in water, (c) JSHGNs in water, (d) 
JSJCHGNs in water (e) P-JCHGN in ethanol with first derivative (blue dotted line), and (f) P-HGN 
in ethanol. 
 
In the hybrid samples, there is an evident decrease in absorption where the J-
aggregate absorption is expected. This effect has been attributed to coupling between the 
HGN and J-aggregate, and is most apparent for the sample where the J-aggregates are on 
the outside of the nanoparticle (JSHGN- see Figure 2.7(c)). The linear spectra of HGNs 
with J-aggregates on the inside only (JCHGN) only exhibit a slight indent at the J-aggregate 
absorption peak (Figure 2.7(e)), which may arise due to far weaker coupling cf. JSHGN. 
To highlight this feature the first derivative of the absorption spectrum is included in Figure 
2.7(e). 





It is common practice to use the energy difference between the two peaks as a 
measure of the coupling strength.45,53,54 This analysis returns values of 100 ± 10 meV for 
the JSJCHGN samples and 143 ± 10 meV for JSHGN. Comparing this data to the simulations 
by Faucheaux et al.,41 the absorption spectra in Figure 2.7 are most similar to those 
classified under the strong Fano resonance category. Faucheaux et al. stated that the most 
important factor in determining the coupling strength of HGNs and J-aggregates is the 
plasmon linewidth (G) and distinguish between two coupling regimes based on a 
comparison of line widths (and thus pure dephasing) of the plasmon, G, and exciton (w). 
The strongly coupled Rabi splitting regime is defined when the plasmon oscillator is 
weakly damped so the associated linewidth is very narrow compared to the excitonic 
resonance (G << w) and conversely, the weakly coupled Fano regime occurs when the 
plasmon is heavily damped, so its linewidth is broad compared to the exciton line shape 
(G >> w). Taking half the FWHM of the HGNs sample on the red side of the spectrum (a 
method used by Berciaud et al. to avoid the effects of the intra-band transitions on the line-
shape50), gives a FWHM value of 400 ± 20 meV. The corresponding FWHM of TDBC J-
aggregates is 35 ± 5 meV, and thus indicates my HGNs fall within the Fano coupling 
regime. 
   
2.3.3. Transient Absorption Results 
Unfortunately, the sample with J-aggregates only on the inside of the HGN (P-JCHGN) did 
not exhibit sufficiently strong coupling for the effect to be obvious in TA studies. Based 
on preliminary measurements not discussed here, I am confident that a different sample 
exhibiting stronger coupling (e.g. gold thinner shell) would enable this to be studied. 
Therefore, the following discussion focusses on understanding the response of the HGNs 
with J-aggregates on the outer surface, and J-aggregates on the inside and outside. 
However, before addressing the effects of coupling to J-aggregates, in the following section 
I will discuss the TA response of J-aggregates and the HGNs independently, which exhibit 













Figure 2.8(a) displays TA data for selected pump-probe time delays of TDBC J-aggregates 
in water. The dispersive line-shape with an asymmetric tail on the shorter wavelength side 
is typical of previous studies.34 It is well established that the J-aggregate transient line-
shapes are determined by the number of molecules within the aggregate that excitation is 
delocalised over (delocalisation chain length), 34 which depends on the J-aggregate 
formation conditions. 33 The negative feature in Figure 2.8(a) corresponds to overlapping 
GSB/SE from the one-exciton state. A one-exciton state corresponds to a single excitation 
spread out over the delocalisation chain length within a J-aggregate. 
   
Figure 2.8: (a) TA spectra of TDBC J-aggregates in water solution for the displayed pump-probe 
time delay, with the linear absorption spectrum for reference. (b) Kinetics associated with the 
GSB/SE at 595 nm and ESA features at 580 nm (open circles) overlaid with fits to a Gaussian 
convolved with a three-part exponential decay function (black solid lines). 
 
The positive feature present at shorter probe wavelengths is an ESA corresponding 
to a two-exciton state, i.e. a second exciton is generated within the same delocalisation 





length, or region of the aggregate as the original exciton.47,48 Due to electron-correlation, 
excitation of the second exciton requires more energy than the first, so the ESA is blue-
shifted relative to the bleach. The kinetics (single wavelength slices) associated with these 
two features (580 nm for the ESA, and 595 nm for the bleach) are shown in Figure 2.8(b), 
and display an instantaneous rise (within the IRF) followed by a multi-component decay. 
The kinetics of the GSB/SE at 595 nm and ESA at 580 nm were fitted with a Gaussian 
convoluted with a triexponential decay to model the IRF and excited state relaxation 
dynamics respectively, as shown in Figure 2.8(b). This returned time constants (t1, t2 and 
t3) and corresponding amplitudes (A1, A2 and A3) given in Table 2.3. 
Table 2.3: Time constants and corresponding amplitude components from a triexponential fit to 
the GSB/SE and ESA features of TDBC J-aggregate data 
Feature Time constants and associated amplitudes 
 t1 / ps A1 / % t2 / ps A2 / % t3 / ps A3 / % 
GSB/SE 0.32 ± 0.02 52 ± 6 2.7 ± 0.1 40 ± 5 800 ± 200 7.4 ± 0.8 
ESA 0.29 ± 0.02 56 ± 6 2.7 ± 0.1 37 ± 4 260 ± 60 6.8 ± 0.8 
 
Based on prior studies, the sub-picosecond and several picosecond time constants, 
which are in agreement within the reported uncertainty for both the ESA and GSB/SE 
features, can be attributed to exciton-exciton annihilation, e.g. two excitons within the 
same J-aggregate migrate towards each other and form a two-exciton state. This two-
exciton state then relaxes via internal conversion to the one-exciton state. This causes the 
GSB feature to recover more quickly than the ESA feature in the shortest time 
component. However, the SE from the 1-exciton state is unaffected by these dynamics.34 
The 100s of picosecond component decays more slowly for the GSB/SE feature 
compared to the ESA. Van Burgel et al. reported a 220 ps time constant for the 
fluorescence lifetime from the TDBC one-exciton state,34 which is similar to the third 
time constant of the ESA measured here. The inconsistency with the much longer third 
time-component of the GSB/ESA is likely due to intersystem crossing from the one-
exciton manifold into a triplet state that does not have a spectroscopic signature in the 
white light supercontinuum probe window.54 For a more comprehensive analysis of these 
time constants, exciton-exciton annihilation should not be modelled as an exponential 
decay, since the rate of annihilation decreases with the population density, however this a 
well-studied phenomenon and diverges from the focus of this chapter.55 
 






2.3.3.2. Hollow Gold Nanoparticles in Water 
TA data of the HGNs in water were recorded at six different pump pulse energies between 
15 and 90 µW. All the recorded datasets show a negative bleach feature centred at 
approximately 605 nm, flanked by two positive features, with maxima at ~500 nm and 
typically greater than 700 nm, henceforth referred, out of convenience, to as high and low 
energy ESAs. TA spectra recorded with 90 µW pump pulses are displayed in Figure 2.9(a). 
The maxima associated with these features shift as a function of the time delay and exhibit 
rich dynamics over a variety of timescales. As Figure 2.9(b) shows, all features in the 
spectra rise on a ~0.5 ps timescale, in clear contrast to the J-aggregate data (Figure 2.8(b)). 
  
 
Figure 2.9: (a) TA spectra for HGNs in water for the indicated pump-probe delays using 90 µW 
pump pulses, (b) single wavelength kinetic slices for the GSB/SE (589 nm) and ESA (490 and 680 
nm) features. The ‘spike’ at time zero in the 490 nm trace arises from cross-phase modulation. 





Between 1 ps and ~200 ps the kinetics associated with the GSB/SE and ESAs exhibit an 
oscillatory behaviour in intensity with a period of ~50 ps as shown in the 2D contour map 
in Figure 2.10. Further, the peak wavelengths associated with these features also oscillate 
in wavelength with this period (see the black line in Figure 2.10 for the minimum of the 
bleach feature). The effect is most obvious in the kinetics of the low energy ESA, where 
amplitude of the oscillatory part of the signal is significant compared to the underlying 
population dynamics. Finally, at late time delays, the bleach feature appears to red-shift. 
These observed complex dynamics must result from overlapping features shifting in 
frequency and decaying on different timescales. 
 
Figure 2.10: Contour map of the same data as in Figure 2.9(a) showing the early (0–150 ps) and 
late (200–1250 ps) data on different time axes. Note that the intensity of the transient signal for 
200–1250 ps time delays has been scaled by a factor of 2. 
 
The features and dynamics observed in my data are consistent with previous TA 
studies of both HGNs26,43,44 and SGNs. 56-58 Although the origin of the ESAs and slow rise 
have not been properly established for HGNs, the origin of such features have been far 
more thoroughly studied for SGNs,58-60 and the early time processes giving rise to observed 
dynamics were explained as follows: 
(1) The pump pulse excites LSPR at the plasmon resonance frequency and, if 
sufficiently energetic, gold interband transitions. 
(2) The plasmon dephases in ~10 fs, producing a non-thermal electron population.  
(3) This electron population thermalises through electron-electron scattering on a ~500 
fs timescale, producing the observed slow-rise in the feature kinetics.  






(4) This results in a ‘hot’ electron population, with energies easily equivalent to 
thousands of degrees, and thus very far from equilibrium with the metal lattice’s 
phonon population. 
(5) The hot electrons change the electronic properties of the metal, causing the plasmon 
band to broaden and shift in central frequency, producing an overlapping positive 
transient feature that dominates the wings of the ground state bleach feature. 
(6) Electron-phonon coupling allows the electron population to cool, transferring 
energy to the phonon population on a sub-picosecond timescale. (e.g. repartition of 
the energy) 
(7) This impulsive heating of the lattice initiates an expansion of the NP and thus drives 
coherent nuclear breathing modes of the NPs. 
(8) The NPs couple to the surroundings (bath) through phonon-phonon coupling and 
finally dissipate the excess energy in the system. 
For the HGN data presented here, the slow rise of the features at early time is 
consistent with point (3) above.58 The two ESAs and the GSB/SE features rise to a 
maximum/minimum intensity between 360 and 550 fs, for all of the measured pump 
powers, which indicates that the rise time is not affected by the effective temperature of 
the hot electron population, which is expected in the weak perturbation regime. 52 
 The origin of the two ESA features is explained by (5), they are the result of the 
new plasmon band position of the excited particle. In a study of solid gold nanoparticles, 
Hartland et al. modelled the TA line shape with a sum of two Lorentzian functions: 61 a 
negative function that models the bleach of the plasmon band, and a slightly broader, 
positive Lorentzian that models the new position of the plasmon band following excitation. 
Figure 2.11 shows a similar analysis applied to my HGN data at 1 ps for 90 µW pump 
power. The data was fit (without any imposed constraints) yielding fit parameters shown 
in Table 2.4. Also shown in Figure 2.11 is a similar fit using a sum of two Gaussians, and 
the parameters are given in Table 2.4. 
The two fit types result in markedly different line shape components for the 
negative bleach/SE and the positive ESA features. The Gaussian sum shows a much 
narrower negative feature than the positive one, whereas the linewidths from the sum of 
Lorentzians are comparable. Similarly, the central peak position of the two Gaussians are 
separated by ~30 nm, whereas the Lorentzian line-shapes have consistent central 





wavelengths. A broadening and shifting of the ESA relative to the bleach would be 
expected from the early-time processes, and given the aforementioned effects of size 
polydispersity in the sample it is reasonable to expect the bleach and ESA line-shapes to 
more closely resemble a Gaussian than a Lorentzian due to some inhomogeneous 
broadening component (see Table 2.2). Based on this reasoning and the better fit returned 
by a sum of Gaussians, I conclude that this is the most appropriate way to model my data.  
Table 2.4: Parameters returned from fitting 1 ps transient HGN transient absorption spectrum to a 
sum of Lorentzian or Gaussian functions. 
 
 
Figure 2.11: Sum of two Lorentzian line shapes (blue dotted line) and two Gaussians (red dotted 
line) to the data as shown in Figure 2.9 at 1 ps (black solid line). The solid blue and red lines show 
the two Lorentzians and Gaussians respectively. The two Lorentzian line shapes have been reduced 
by a factor or 10 for clarity. 
 
 Linewidth / nm 
Central 





160 ± 30 610.9 ± 0.9 100 ± 200 47 % 
140 ± 20 610.2 ± 0.5 –100 ± 200 53 % 
Gaussian sum 
260 ± 30 640 ± 10 0.0174 ± 0.0005 20 % 
47.3 ± 0.3 609.2 ± 0.1 –0.0676 ± 0.0006 80 % 






The observed ~50 ps oscillations have been well studied for bare HGN samples. 
26,29,43,44 As mentioned in (7) of the above list, they are due to breathing mode oscillations 
of the HGNS (periodic particle expansion and contraction). The rapid heating of the phonon 
population occurs on a timescale faster than the characteristic timescale of these 
oscillations. This impulsive heating causes the particle to rapidly expand, before 
contracting due to the elasticity of the particle providing a restoring force, hence harmonic 
oscillatory breathing modes are launched. The equilibrium position of these oscillations is 
about the diameter of the hot particle (which is larger in diameter than the particle at room 
temperature). 61 This periodic change in the size of the particle modulates the particles’ 
electron density, which in turn periodically shifts the position and width of the LSPR, hence 
creating the observed oscillations in the kinetics and spectral features’ peak positions. 
26,43,56 Single nanoparticle studies have shown that such acoustic mode oscillations can be 
long-lived, lasting for over 750 ps in bipyramidal gold nanoparticles62 and over 1 ns in gold 
nanorods.63 However, the oscillations decay more rapidly in the (ensemble measurement) 
data reported here, which is likely to be due to ensemble dephasing resulting from the 
polydispersity of the samples.61,62,64,65 
In order to extract the frequency of the breathing mode oscillations in my data, the 
data were interpolated along the time domain to create evenly spaced data points. Data at 
time points earlier than 10 ps were removed to eliminate the effects of the slow rise kinetics, 
then the kinetic data at each probe wavelength were fit to a biexponential decay. The 
biexponential fits were then subtracted from the original data, to generate a dataset 
comprised purely from coherent breathing mode oscillations, as shown in Figure 2.12 (a) 
and (b). In this resulting data, it is apparent that the oscillations on either side of the GSB/SE 
feature are out of phase, this is because the breathing mode oscillations cause the ESA to 
shift back and forth in wavelength about a central (nodal) position. As the HGN cools the 
plasmon moves to shorter wavelengths so the nodal position red-shifts. The time domain 
data were then apodized with a Tukey window and zero padded before being Fourier 
transformed along the time axis (Figure 2.12(c)). The maxima of the relevant oscillation 
were located (signals at low frequencies resulting from instrumental noise were 
discounted). As shown in Figure 2.12(d), 10 data points either side of the maxima (probe 
wavelength 656 nm) were averaged and the peak was taken as the average breathing mode 
frequency of the sample.  






Figure 2.12: (a) Coherent phonon response of HGNs between 20–300 ps, extracted from TA 
spectra by subtraction of biexponential population decay fit (b) Kinetics associated with probe 656 
nm, (c) Fourier transform (see text for details) of (a), (d) slice of (c) at probe wavelength = 656 nm 
(black dashed line) and average over 20 pixel (blue line). 
 
The breathing mode frequencies returned from this analysis ranged from 0.59 – 
0.62 cm-1 for the different datasets which corresponds to periods of 53.7 – 56.5 ps, which 
is in a range that is consistent with prior studies of HGNs breathing modes.43 My studies 
also showed that the breathing mode period exhibits a power dependence (see Figure 2.13). 
SGN studies have explored the power dependence of the phonon frequencies, however, to 
the best of my knowledge, this is the first time such an effect has been observed for HGNs. 
The effect can be attributed to a softening (lower spring constant) of the metal at higher 
temperatures resulting in a reduced frequency, so that higher powers result in longer 












Figure 2.13: Power dependent oscillatory period of HGNs. 
 
As expected from previous studies of HGNs, the population decay kinetics 
(neglecting the slow rise and breathing mode effects), depend strongly on the pump power, 
with the lifetimes greatly extended for higher pump powers. As can be seen in Figure 2.14, 
at low powers (15 µW) the features largely rise and fall in unison, which would be expected 
for a GSB/SE and overlapping ESA arising from the same hot electron population. 
However, at high powers (91 µW) the low energy ESA (monitored at 680 nm) exhibits 
very different kinetics, becoming negative at late time. Given the clear power dependence 
of this effect, I attribute it to an increased blue-shift of the ESA/new LSPR position at 
higher temperatures, as was proposed by Wiederrecht et al. for SGNs.66 
 






Figure 2.14: Normalised kinetics of HGNs at different probe wavelengths (as indicated) following 
a 15 µW (a) and 91 µW (b) pump pulse excitation 
 
 The GSB/SE kinetics can be fit to biexponential decays (See Figure 2.15 (a) for the 
fits at different pump powers) by excluding the first 0.6 ps to remove the effects of the slow 
rise in early time. At lower powers the data fit well to a biexponential decay, but at higher 
powers data at > 200 ps deviate significantly from the fit. Potentially this could indicate 
the existence of a third longer-lived component that only becomes significant at higher 
powers due to the longer-lived population. 






   
Figure 2.15: (a) Biexponential fits (red line) to GSB/SE kinetic data (blue points) at 607 nm at 
various pump pulse powers (excludes data at < 0.6 ps) for HGN sample. (b) Resulting electron-
phonon coupling, and (c) Phonon-phonon coupling, time constants with linear fits 





The biexponential fits to the data return time constants on the order of picoseconds 
(2–7 ps range) and hundreds of picoseconds (600–900 ps range). In literature these two 
timescales are typically associated with electron-phonon scattering and phonon-phonon 
scattering respectively. 3,44 Electron-phonon coupling is the primary route for the hot 
electron population to cool, transferring energy to the metal lattice. The effective 
temperature associated with the electron population is dependent on the pump power 
intensity, which in turn means the electron-phonon coupling rate also displays a similar 
power dependency. Fitting the electron-phonon time constants to a straight line, and 
extrapolating to zero pump power, gives a measure of the electron-phonon scattering rate 
at room temperature. As shown in Figure 2.15(b) this method gives a value of 1.4 ± 0.5 ps, 
which is comparable with values observed in prior HGN studies, depending on the HGN 
dimensions. 44 A power dependence to the phonon-phonon coupling time constant has been 
predicted in SGN studies. 67 Although prior HGN studies did not observe a correlation in 
this factor, the data presented here shows a weak power dependence (Figure 2.15(c)).  
 
2.3.3.3. Hollow Gold Nanoparticles with J-aggregates on the 
Outer Surface (JSHGN) 
The effect of J-aggregate excitons coupling to the HGN LSPR is immediately obvious from 
the TA spectra displayed in Figure 2.16. The bleach feature is spectrally shifted and split 
into two at all time delays investigated. In literature describing SGN studies,68 it is 
conventional to refer to the parts of the bleach on the low and high energy sides of the 
splitting as the lower polariton branch (LPB) and the upper polariton branch (UPB) 
respectively. However, I consider this nomenclature to be misleading for reasons that shall 
be discussed later in this chapter, so will primarily refer to these features by the 
wavelengths at which they occur (~603 nm and ~566 nm). Consistent with the linear 
absorption spectra, the divide between the 566 nm & 603 nm transient features is observed 
at a longer wavelength compared to the J-aggregate transient ESA feature (see section 
2.3.3.1) and the linear absorption spectrum peak observed for the J-aggregates in solution. 
However, the position of the divide shifts from 595 ± 1 nm at early times (0.1 ps) to 590 
± 1 nm at late times (1 ns). 







Figure 2.16: TA spectra of JSHGNs at the indicated pump-probe delay times, acquired with 125 
µW pump pulses. Upper panel shows linear spectra of the JSHGN (black dotted line), J-aggregate 
(red dashed line), and HGN (blue dash-dot line) samples for line-shape reference. 
 
Figure 2.17 shows the normalised kinetics associated with the 566 nm, 603 nm, 
divide, and two ESA features. As was the case for the HGNs samples, it is likely that these 
kinetics result from the rise and decay of overlapping features. Oscillations due to the 
HGNs breathing modes are again visible in the 603 nm feature and lower energy ESA (680 
nm) kinetics. The breathing mode time period of this sample with a 125 µW pump was 
found to be 64.7 ps, far longer than found for HGNs on their own using the same pump 
power. However, in contrast to the HGN’s TA data, in this data the kinetics associated with 
the features evolve at different rates and the signal is longer lived than either the HGNs or 
J-aggregates on their own. At early times the slow-rise in the intensity of the features 
(which I attributed to the dephasing of the plasmon and subsequent thermalisation of the 
hot electrons in section 2.3.3.2) is still present in this data. 
The kinetics of the two ESAs (as illustrated by kinetic slices taken at probe 
wavelengths 490 nm and 680 nm in Figure 2.17) clearly show notably different population 
dynamics. It seems that the population that causes the 566 nm bleach/SE are also 





responsible for the higher energy ESA, given that after the initial rise these features exhibit 
similar kinetics. The same is likely to be true for the 603 nm feature and the lower energy 
ESA, despite the fact that at late time delays their kinetics deviate significantly. This effect 
was also observed in the HGN sample (at higher pump powers) and I attributed this cooling 
in HGNs which induced a frequency shift in the ESA. The positive signal at the divide 
between the 566 nm & 603 nm features (~589 nm) is somewhat surprising since it could 
not result from simply splitting into two separate polariton branches. It could instead occur 
due to the reduced intensity of the bleach at this wavelength allowing the signal from an 
ESA feature to preponderate. 
 
 
Figure 2.17: Normalised kinetics of JSHGNs at different probe wavelengths (as indicated) 
following a excitation with a (a) 125 µW pump pulse, and (b) a pump pulse with a spectrum limited 
a 600 nm long-pass filter. 
 
A comparison of selectively exciting the sample at different wavelengths is shown 
in Figure 2.18 and provided further crucial insights into the J-aggregate HGNs hybrid. At 
first sight Figure 2.18 may give the impression that the time-resolved spectral line shapes 
vary significantly depending on the excitation frequency, but it is important to recognise 
that changing the spectral range of the pump pulse also impacted the excitation power, and 
therefore a careful distinction must be made between effects of the excitation wavelength 
and the excitation power (see the next section for further discussion). Instead, the key 
observation from Figure 2.18 is that no matter at which wavelength the sample is excited 
both the 566 nm & 603 nm features bleach.  







Figure 2.18: TA response of JSHGNs following excitation with different wavelength (and power) 
pump pulses, as indicated by the coloured bars at the top of each plot: (a) full pump spectrum, (b) 
<550 nm, (c) <600 nm, (d) >600 nm, and (e) >650 nm. 
 
The immediate splitting response can be explained if the pump (at any of the 
wavelength ranges used) excites the plasmon, which in turn evanescently excites and 
couples immediately (within the pump excitation) to the J-aggregates, and thus induces a 
splitting of the bleach. Note that I rule out dipole-coupling between the HGN and J-
aggregate prior to photoexcitation because the HGN in the valence band has no overall 
dipole moment. This coupling of the HGNs and J-aggregates must occur on a timescale 
faster than the IRF and the plasmon dephasing timescale (~10 fs). This interpretation agrees 
with the finding of Wiederrecht and co-workers for SGNs. 15  





The relatively short-lived ESA which is apparent at very early time delays (< 0.2 
ps) between the 566 nm and 603 nm features is dependent on the pump excitation 
wavelength, and entirely absent from data using l > 650 nm excitation (Figure 2.18(e)). 
This is an important finding, as prior JSHGN TA studies did not include a thorough 
wavelength dependence.42 Recalling the linear absorption spectrum of the J-aggregates in 
solution (Figure 2.7(a)) and the laser spectra with and without long/short pass filters (Figure 
2.5); with the 600 nm long pass filter applied, the pump is capable of exciting the long 
wavelength tail of the J-aggregate absorption spectrum, whereas the pump spectrum limited 
by the 650 nm long pass filter is not. Therefore, for panels (a-d) in Figure 2.18, it is possible 
to excite either the LSPR associated with the HGN or the J-aggregates directly (assuming 
they are uncoupled in the ground state). In these measurements any J-aggregates on the 
surface of the HGNs that were unable to couple to the gold NP LSPR would also have been 
excited. Therefore, for TA experiments with pump excitation at < 650 nm, I would expect 
to see signatures of direct J-aggregate excitation, e.g. dispersive GSB/SE and 2-exciton 
ESA (see Figure 2.8(a)), festooned on top of signal from LSPRs coupled to the bound J-
aggregates. Note that the TA spectra of these J-aggregates will depend on the precise local 
environment of the excitonic species, which has been reported to change slightly when 
tethered to metallic surfaces. 69 Figure 2.18(e) is therefore the only TA spectrum in this 
dataset, and not previously reported in the literature, which contains spectral signatures of 
only the JSHGN hybrid system. 
For all the datasets presented above, the kinetics of the 566 nm feature fit well to a 
biexponential decay (excluding the first 1.5 ps), as did the kinetics associated with the 603 
nm feature, (first 2 ps excluded from the fit). These fits are shown in Figure 2.19 and 
summarised in Table 2.5. When the sample was excited by pump pulses with shorter 
wavelengths the ground state bleach recovery took longer. However, since the absorption 
of the sample varies with wavelength, the excitation powers used with different pump 
wavelengths cannot be directly compared as a measure of excitation energy, therefore only 
general trends associated with excitation power can be ascertained from these data.  







Figure 2.19: Biexponential fits to the 603 nm feature (a), and the 566 nm feature (b), for JSHGNs 
following excitation with different wavelength (and power) pump pulses, as indicated. 
 
The time constants returned from these fits are given in Table 2.5, and show that 
the amplitude of each component does not show any clear correlation with the excitation 
wavelength. However, there is an apparent general trend of higher excitation powers 





resulting in greater amplitudes associated with the long-lived components. There is also a 
general trend of higher excitation powers resulting in larger time constants. Both of these 
effects were observed for the bare HGNs sample. 
The shorter lifetime components decay on a timescale consistent with that of the 
electron-phonon scattering observed in the uncoupled HGN samples (between 2–7 ps). The 
larger time constants differ significantly between the 566 nm and 603 nm features’ kinetics, 
with the 566 nm component being much shorter. The possibly of population transfer from 
the 566 nm feature to the 603 nm feature was investigated by attempting to fit the 603 nm 
feature’s kinetics with a three-part exponential, where one component was a positive rise 
to capture an increase in population upon relaxation from the 566 nm feature. This analysis 
did not give an improved fit compared to the biexponential function. 
Table 2.5: Time constants and corresponding amplitude components from biexponential fits to the 
566 nm and 603 nm features in TA data of HGNs with J-aggregate on the outer surface. These data 
were taken with the pump spectrum modified by different filters and subsequently at different 






nm t1 / ps A1 / % t2 / ps A2 / % 
Full pump spectrum 125 566 6.0 ± 0.2 79 1100 ± 100 21 603 7.0 ± 0.3 64 2100 ± 200 36 
550 nm short pass 11 566 2.02 ± 0.09 92 320 ± 90 8 603 2.63 ± 0.09 84 1300 ± 100 16 
600 nm short pass 53 566 4.9 ± 0.1 83 1000 ± 80 17 603 7.3 ± 0.3 70 1600 ± 100 30 
600 nm long pass 59 566 4.33 ± 0.08 84 840 ± 60 16 603 4.7 ± 0.2 70 1700 ± 200 30 
650 nm long pass 28 566 2.43 ± 0.06 91 560 ± 80 9 603 2.2 ± 0.1 84 1300 ± 200 16 
 
Given that the origin of the splitting phenomena observed in this sample has been 
attributed to plasmon-exciton coupling in prior SGN studies, and the two split features are 
assigned as UPB and LPBs, it is very surprising that the kinetics of this system still fit to a 
biexponential decay function, as per the uncoupled HGNs. I would have expected that at 
least three exponential components would be required to fit these data: two to represent the 
decay of the hot electron population that is excited by the decay of plasmons but do not 
couple to J-aggregate excitons, and at least one additional component to model the decay 
of the coupled system. 
 






2.3.3.4. HGNs with J-aggregates in the Core and on the Outer 
Surface (JCJSHGN) 
Figure 2.20 displays the TA data recorded for JCJSHGN samples under various excitation 
conditions. The TA spectra are broadly similar to the response of the JSHGN samples, 
exhibiting positive features at the extremes of the probe window and a central bleach that 
is split in two by a feature that is positive at early pump-probe time delays. However as 
observed in the linear absorption spectra, the intensity of the divide between the 566 nm 
and 603 nm features is generally less pronounced than for the JSHGN data, despite the fact 
that the JCJSHGN particles have a higher density of J-aggregates to couple with: e.g. inside 
of HGN core and on the outer-shell.  






Figure 2.20: TA response of JSJCHGNs at different pump wavelengths (a-d), as indicated and 
different pump powers: (e-j) with the full pump spectrum. Pump spectra with filters and linear 
absorption spectra of JSJCHGNs (black) and J-aggregates (red) included for reference top left. 
 
It is tempting to conclude a less pronounced splitting in the plasmon bleach feature 
is an indicator of weaker LSPR-exciton coupling. However, from the data acquired with 
the full pump NOPA spectrum, the apparent magnitude in the splitting depends on the 
pump excitation power (Figure 2.20(e-j)). It is clear that the dividing feature has a greater 






intensity relative to the other features at lower pump powers. This is counterintuitive if the 
splitting solely arises from electronic coupling. The observation is more consistent with the 
total ‘splitting’ observed in the TA data arising from the JSJCHGN particles and the 
overlapping J-aggregate ESA, and the latter saturates at higher pump powers. Although 
this J-aggregate ESA is at a different wavelength to the ESA of the J-aggregates in solution, 
as mentioned previously, the absorption spectra of dyes have been shown to change when 
on the surface of metallic nanoparticles. 69 Further, at late delay times (~1300 ps), the TA 
spectra of the hybrid are reminiscent of the J-aggregates TA spectra in solution at late delay 
times. 
  
Figure 2.21: Biexponential fits to kinetics at probe wavelengths (a) 603 nm and (b) 566 nm for 
JSJCHGNs at different pump powers. TA data displayed in Figure 2.20(e-j). 





This assignment would also explain why this feature shows a slight excitation 
wavelength dependence. Comparing panels (c) and (i) of Figure 2.20, the sample was 
excited with similar pump excitation powers (27 and 26 µW, respectively) but different 
pump wavelengths: Figure 2.20(c) shows data acquired with pump wavelengths longer 
than 650 nm, whereas the data shown in Figure 2.20 (i) were acquired using the full NOPA 
pump spectrum. Due to the lower absorbance of the sample at wavelengths > 650 nm the 
actual energy imparted to the sample in dataset (c) is likely to be lower than that in (i), yet 
(counter to the observed power dependence trend) the splitting (or overlapping positive) 
feature is less intense. Again, as per the JSHGN sample, > 650 nm excitation will not excite 
any ‘free’ J-aggregates, and the TA response will reflect that just of the hybrid JSJCHGN 
system. 
 As observed in the JSHGN data, the rise time of the features is dependent on the 
pump wavelength, with pump spectra including wavelengths longer than 550 nm resulting 
in different rise timescales associates with the features, the features all rise in unison for > 
550 nm excitation. Therefore, this provides further evidence that the excitation wavelength 
dependence arises from excitation of gold interband transitions which are submerged under 
the LSPR in the linear absorption spectrum. 
The kinetics of the features in this sample are similar to those observed for the other 
hybrid sample and HGN sample, in that following an initial rise the kinetics of the bleach 
features can be fit to biexponential decays (see Figure 2.21). Following the interpretation 
that the ‘splitting’ feature is in fact due to a J-aggreagte ESA, this consistent slow rise 
indicates that the plasmon is excited and dephases very quickly (~10fs, certainly within the 
IRF) in all samples. Such that the dynamics measured in these experiments result from the 
hot electron population creation and subsequent cooling. The contrast in the kinetics of the 
splitting/J-aggregate ESA feature compared to the kinetics of the J-aggregates in solution, 
suggests that the hot electron population can re-excite the J-aggregates in some way, 
slowing the decay of this feature. Whether this is through (phonon) heating or hot-electron 
transfer is unclear but warrants further investigation. 
As was observed for JSHGN samples, in all of the measurements of this sample the 
603 nm feature lives longer than the 566 nm feature. However, when the normalised 
kinetics of the two hybrid samples are compared directly (see Figure 2.22) it is apparent 
that the kinetics of the 566 nm feature are consistent, but the kinetics of the 603 nm feature 
at t > 20 ps differ significantly between the two samples, and that the JSHGN transient 






signals are far longer lived. This is true even when comparing datasets acquired using a 




Figure 2.22: kinetics of the 566 nm (solid lines) and 603 nm (dashed) features following excitation 
with the full pump spectrum (a), and the pump limited to wavelengths greater than 650 nm (b), for 
JSJCHGN (black line) and JSHGN (red lines) samples. 
 
The shortest time constants returned from fitting these data are plotted in Figure 
2.23 as a function of pump excitation power and display a linear relationship, similar to 
that observed for the HGNs without J-aggregates. The shorter time constants are fairly 
consistent between the 566 nm and the 603 nm features. However, for the longer time 
constants there is a clear discrepancy between the power dependence of the 603 nm feature 
and the 566 nm feature. The 566 nm feature exhibits a linear power dependence, with the 
time constant increasing with pump power, as per the HGN data. In contrast, the power 
dependence of the 603 nm feature phonon-phonon coupling time constant is clearly not 
linear, but the reason for this observation is unclear.  
(a)
(b)






Figure 2.23: Power dependence of (a) electron-phonon and (b) phonon-phonon time constants 
extracted from biexponential fits to JSJCHGNs monitored at the 566 nm feature (blue) and the 603 










2.4. Conclusions and Future Work 
In this chapter, the transient response of hybrid systems consisting of hollow gold 
nanoshells and TDBC J-aggregates was investigated. TA measurements were performed 
on HGNs with TDBC J-aggregates on the outer surface, inner surface, and both surfaces. 
As far as I am aware, this study is the first to investigate the transient response of HGNs 
with J-aggregates inside them.  
 Time-resolved measurements of the HGNs alone revealed a broad bleach feature 
flanked by ESA features, attributed to bleach from the LSPR excited by the pump with a 
broader and overlapping ESA feature from the excited state LSPR. These overlapping 
features exhibited complex dynamics. The data exhibits a power independent slow rise in 
the first ~0.5 ps, which is characteristic of plasmons dephasing within the IRF (expected to 
be ~10 fs from SGN studies), followed by the resulting hot electron population thermalising 
through electron-electron scattering. The ensuing decay in signal results from electron-
phonon and phonon-phonon coupling allowing the HGN electron population to cool. I 
determined for the first time, the power dependent phonon breathing modes of HGNs. 
In terms of the coupling strength between the J-aggregates and the HGNs, it was 
observed from the linear absorption spectra that the splitting effect due to J-aggregates on 
the inner surface of the HGN was generally weaker than in hybrids with HGNs on the outer 
surface of the HGNs. Theoretical studies have predicted that the optically active LSPR of 
HGNs is actually a hybrid mode between the LSPRs of the inner and outer surfaces of the 
nanoshell, which is closer in energy to the outer surface LSPR. Therefore, the weaker 
response from J-aggregates may be due to the optically active mode being more strongly 
associated with the outer surface of the HGN. However, this will require further studies to 
investigate, with carefully controlled shell thicknesses of the HGNs and tuning of the LSPR 
to give a variety of coupling strengths.  
The transient studies of HGNs with J-aggregates outside (JSHGN), or both inside 
and outside (JSJCHGN) revealed insights into the system studied, and the pump excitation 
wavelength dependence proved crucial in distinguishing the effects of overlapping 
features. As was observed for the uncoupled HGNs, the transient data exhibited a slow rise 
at early time. In addition, the decay of the transient signal occurred with time constants that 
were largely consistent between the coupled and uncoupled systems. Based on these 
similarities, it is clear that, as for the uncoupled HGNs, the plasmons in the hybrid system 
dephase quickly (~10fs) and within this period couple to the J-aggregate excitons giving 





rise to the apparent splitting of the associated bleach features. In the samples studied here 
any differences in the kinetics of the samples with J-aggregates seems to stem from a 
decrease in the phonon-phonon coupling rate which may be due to the layer of J-aggregates 
on the outer surface of the HGN acting as an insulating layer, slowing the cooling of the 
HGN. Comparison of the kinetics of a sample exhibiting coupling but with J-aggregates on 
the inside of the HGN only may allow this to be investigate further in future studies. 
Interpreting this data is hindered by the number of overlapping features, the shifting 
of the LSPR with heating and particle breathing modes, and the possibility of the spectral 
frequencies of the J-aggregate occurring at different frequencies when adsorbed to the 
metal than when in solution.69 Therefore this work could benefit greatly from 
computational modelling and 2-dimensional electron spectroscopy measurements to 
resolve the overlapping transient features and frequency resolve the pump excitation 
dependence. Future work should also include repeating TA measurements of samples of 
HGN with J-aggregates only contained within the hollow cavity, to further investigate the 
effects of positioning the J-aggregates inside, rather than on the surface of the HGNs. 
Finally, performing similar measurements to these on a range of HGN samples with a 
variety of sizes and shell thicknesses would allow the effects of detuning the LSPR 
resonance and, potentially, a variety of coupling strengths to be systematically investigated 
and provide fundamental insights. 
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Chapter 3. Investigating the Role of the Organic Cation 
in Formamidinium Lead Iodide Perovskite using 2DIR and 
TRIR spectroscopy 
 
The results, data and discussion presented in this chapter have been published with the 
reference: V. C. A. Taylor, D. Tiwari, M. Duchi, P. M. Donaldson, I. P. Clark, D. J. Fermin, 
and T. A. A. Oliver, J. Phys. Chem. Lett. 2018, 9(4), 895–901. 
Dr. Devendra Tiwari synthesised and characterised the samples (x-ray 
crystallography and scanning electron microscopy) and performed molecular dynamics 
simulations. I collected the 2DIR data at the Rutherford Appleton Laboratory using 
apparatus constructed by Dr. Paul Donaldson. The TRIR data were collected in an 
established ultrafast laboratory at the University of Bristol. I analysed all the data and wrote 
the manuscript in discussions with my supervisor Dr Tom Oliver. 
 
3.1.  Introduction 
Hybrid organic-inorganic perovskites have found recent prominence as the active 
photovoltaic layer in optoelectronic devices due to high and balanced charge mobilities,1 
tuneable bandgaps,2 and high absorption cross-sections.3 Perovskite films are cheap to 
synthesize using solution processing techniques, with functionality seemingly unimpaired 
by impurities, unlike competing semiconductors.4 In addition to photovoltaics, perovskites 
have shown great promise for applications ranging from lasers,5 photodetectors,6 light-
emitting devices,7 thin film transistors 8 to spintronics.9  Despite intense research efforts to 
enhance these promising attributes,3,10-17 an underlying mechanistic understanding of these 
highly desirable properties remains nebulous. 
 Organic lead iodide perovskites take the stoichiometry APbI3, where A is an organic 
cation. In an ideal cubic perovskite crystal structure the organic cation is caged within an 
inorganic lattice comprised of a cube of lead cations with an iodide octahedron around each 
lead cation (Figure 3.1). Despite a simple chemical structure, hybrid inorganic-organic lead 
halide perovskites have been shown to be inherently complex materials that support a 
diverse range of dynamical processes essential to their photovoltaic performance. These 
phenomena include organic and inorganic ion diffusion,18 organic cation rotation,14,15,19,20 
and octahedral distortions17,21 and operate over a multitude of timescales. 
 




Figure 3.1: Schematic cubic perovskite crystal structure of FAPbI3. The organic formamidinium 
cation is shown surrounded by an inorganic lattice of lead and iodine atoms, grey and purple 
respectively. 
 The choice of organic cation in lead halide perovskites is significant. It can 
determine the most stable phase at room temperature (e.g. orthorhombic vs. tetragonal), 
resulting in different band gap energies.2,21-23 Whether this arises from purely steric effects 
and changes to the lead iodide lattice spacing, or via changes in electronic structure induced 
by different van der Waals interactions between the cation and surrounding inorganic 
lattice, is a matter of controversy.24-26 Several prominent studies have proposed that the 
rapid reorientation and/or alignment of organic cations may be a crucial factor contributing 
towards the observed low charge recombination rates for hybrid perovskites. 1,16,23,27 The 
proposed mechanisms involve either (i) photoexcited charge carriers causing proximal 
cations to reorient, inducing fluctuations and distortions in the inorganic lattice through 
van der Waals electrostatic interactions and the formation of large polarons;20,26,28,29 or (ii) 
neighbouring organic cation dipoles aligning to form (anti)ferroelectric domain, which can 
channel opposite charges away from each other via the boundaries of such 
domains.23,27,30,31 Studies of the hybrid perovskite archetype, methylammonium lead iodide 
perovskite (MAPbI3), revealed that the organic cation reorients on the order of several 
picoseconds at room temperature.12,14,15,19 
 Some of the latest hybrid lead halide perovskite thin films contain formamidinium 
(NH2CHNH2+, FA+) as the organic cation. These perovskites exhibit a favourable red-shift 
towards the ideal band gap.32 A study examining the carrier diffusion length of single 
crystals, indicated that many lead-halide (Br, I) perovskites incorporating FA+ display 
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increased carrier diffusion lengths by up to a factor of four (cf. methylammonium 
containing perovskites), which was attributed to ferroelectric domain formation.1 Despite 
these promising photovoltaic properties, to date, experimental studies have yet to directly 
determine the presence of ferroelectric domains in formamidinium lead iodide perovskite 
(FAPbI3) thin films, and make a direct connection between their promising photoactive 
properties and underlying molecular structure.  
 This work investigates the vibrational dynamics associated with the formamidinium 
cation in FAPbI3 films and elucidates the influence of the reorientation time scales of FA+ 
on the photophysical material properties using two- dimensional vibrational spectroscopy 
(2DIR). In addition, time-resolved infrared spectroscopy (TRIR) measurements were also 
used to probe the effect of photo-induced charges on the organic cation in FAPbI3 thin 
films. This work shows, for the first time, that FA+ reorientation is characterized by 470 ± 
50 fs and 2.8 ± 0.5 ps time constants. Such rapid reorientation shows that ferroelectric 
domains are unlikely to play any role in long carrier lifetimes. 
 
3.2. Experimental Methods 
3.2.1. Sample synthesis and Characterisation 
Two types of samples were synthesised: FAPbI3 thin films deposited on Calcium Fluoride 
(CaF2) substrates, and FAPbI3 thin films sandwiched between hole transport material spiro-
OMeTAD and electron acceptor titanium dioxide. All samples were prepared using a two-
step synthesis to deposit the thin FAPbI3 films. First, a lead iodide film was generated by 
gas phase iodination of a nanostructured PbS film spin-coated onto a CaF2 substrate at 200 
°C, following a recently reported procedure.1 The resulting lead iodide film was then 
soaked in a solution of formamidinium iodide for 20 minutes and annealed at 170 °C for 
10 minutes, before being left to cool under an argon atmosphere. Finally, the sample was 
capped with another calcium fluoride window and sealed with epoxy resin to inhibit 
exposure of the sample to ambient moisture. 
Samples with charge transport materials were prepared to yield the following 
structure: CaF2/TiO2/FAPbI3/spiro-OMeTAD/CaF2. A compact TiO2 layer was first 
deposited onto CaF2 windows by spin-coating a 1:40 solution of titanium isopropoxide and 
ethanol at 5000 rpm, whilst heating at 500 oC in air. The FAPbI3 layer was deposited 
directly onto the TiO2 using the method described above. Finally, the hole transport layer 
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Figure 3.2: (a) X-ray diffraction of FAPbI3 film, with cubic (Pm3m) structure. (b) Scanning 
electron micrograph image of FAPbI3 film, showing cubic grains of approximately 500 nm 
diameter. 
Powder X-ray diffraction (Bruker D8 Advance, Cu Ka source) measurements 
confirmed the formation of FAPbI3 in cubic a-phase (Pm3m), also known as the black 
phase (Figure 3.2 (a)).3 Within the detection limits of the equipment, no signature of the 
orthorhombic “yellow” d-phase was observed. The morphology of the films was probed 
using scanning electron microscopy (SEM) and revealed the formation of a conformal film 
comprised from cubic grains of around 500 nm (Figure 3.2 (b)). The thickness of the films 
was determined to be 500 nm from cross-sectional SEM. All the measurements were 
carried out within 3 hours of deposition to minimise the possibility of conversion back to 
the PbI2  precursor.4 Linear visible and infrared absorption measurements of the samples 
(see example in Figure 3.3) before and after ultrafast laser experiments confirmed that no 
detectable sample degradation occurred. 
 
(a)
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Figure 3.3: (a) Linear infrared absorption spectrum, and inset optimized CCSD/aug-cc-pVTZ 
structure of the FA+ cation, with overlaid vibrational transition dipole moment for the C–N 
antisymmetric stretching vibration. (b) Linear electronic absorption (blue) and fluorescence spectra 
(black) for the FAPbI3 sample used in this study. 
 
3.2.2. 2DIR measurements 
Two-dimensional infrared spectroscopy (2DIR) measurements were performed at the 
Rutherford Appleton Laboratory ULTRA facility using the LIFEtime laser system. The 
details of the experimental apparatus have been reported previously.33,34 Briefly, a 100 kHz 
repetition rate 15W Yb:KGW laser (Pharos, Light Conversion Ltd.) was used to pump two 
optical parametric amplifiers (OPAs) and generate broadband mid-infrared pump and 
probe pulse trains centred at 1720 cm-1. These pulses were used in mixed time-frequency 
domain 2DIR experiments in the partially collinear geometry. An acousto-optic 
programmable filter pulse shaper (Phasetech) was used to generate a pair of collinear 
phase-locked pump pulses, with attosecond precision over the coherence time delay (t1). 
The collinear pump pair were focussed into the sample and overlapped with probe pulses. 
The waiting time delay, t2, was controlled by a mechanical delay stage. In the partially 
collinear geometry, the 3rd order non-linear signal is emitted collinearly to the probe pulse. 
The probe and signal were collimated after the sample, imaged into a spectrograph, 
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frequency dispersed onto a 128 element HgCdTe mid-IR array detector (Infrared 
Associates Inc.) and digitised. 
For a given waiting time delay, the probe infrared spectral intensity (w3), modulated 
by ksig, was recorded as a function of the t1 time delay (0 and 6 ps in 24 fs steps). These 
data were averaged using an 8-step phase cycling scheme, which also serves to remove 
background pump-probe signals. Each data point was averaged for 10 s (10,000 laser 
shots). The polarisations of the pump and probe beams were set independently using 
waveplate polariser pairs. Measurements were made with shaped pump powers of 13.5 and 
8 mW (135 nJ and 80 nJ /pulse) at the sample, henceforth referred to as ‘high’ and ‘low’ 
power respectively. The sample was continually rastered through the beam focus to 
mitigate sample damage. Temporal dispersion of the pump pulses was corrected for using 
the pulse shaper. Germanium plates were used to correct for 2nd order GVD in the probe 
pulse. The 2DIR IRF response was characterised via examining the response of water, 
returning an IRF of 220 fs. All data fitting in this study excludes 2DIR data at t2 ≤ 250 fs.  
Following collection, all datasets were inverse-Fourier transformed into the time-
domain (t1–t3 space), where a very gentle 2D Tukey window was applied before zero-
padding. The processed time domain data were then Fourier-transformed into the frequency 
domain, where a Savitzky-Golay filter was applied along the probe dimension to remove 
any evident artefacts arising from water vapour absorptions. Great care was taken to ensure 
every step of the data processing did not affect the 2DIR line shapes.  
 
3.2.3. TRIR measurements 
Time-resolved infrared (TRIR) measurements were performed using an established 
ultrafast laser system at the University of Bristol.35 The ultrafast laser system comprised of 
an oscillator (Vitara-S, Coherent) which seeded a 5 W, 1 kHz, 35 fs amplifier (Legend Elite 
HE+, Coherent) which was used to pump two OPAs. One OPA was configured to generate 
760 nm pump pulses (~100 fs), the second was used to generate broadband (~300 cm-1) IR 
probe pulse centred at ~1725 cm-1. The pump beam line was modulated by a mechanical 
chopper at 500 Hz, and the pump fluence at the sample was attenuated using a polariser 
waveplate pair. Measurements were acquired using pump energies of 30, 60, 90 and 120 
nJ pulse-1 in a ~480 µm diameter spot, which correspond to power densities of: 0.66, 1.32, 
1.99, 2.65 GW/cm2. A small portion of the mid-IR light was used as a reference beam to 
correct for shot-to-shot instabilities. The sample was rastered during experiments to avoid 
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damage to the sample. Signal and probe beams were focused into two spectrometers 
(iHR320, HORIBA Scientific) and imaged on a pair of 128-pixel, liquid nitrogen cooled, 
Mercury Cadmium Telluride linear array detectors (MCT-10−128, Infrared Associates 
Inc.), affording a spectral resolution of ∼2 cm−1. 
 
3.3. Computational modelling and data analysis 
3.3.1. Gas phase calculations of the FA+ cation vibrionic modes 
The strong mid-infrared peak centred at 1713 cm-1, in the FAPbI3 FTIR spectrum (see 
Figure 3.3(a)) was used to probe the inorganic lattice−molecular cation interactions in the 
2DIR and TRIR measurements. This peak has previously been attributed to the C=N 
symmetric stretching vibration of the FA cation,36,37 however, these studies did not include 
any justification for this assignment. Therefore, the normal modes and associated 
frequencies of the formamidinium cation were calculated using high-level coupled cluster 
gas phase ab initio calculations as follows. 
Table 3.1 Optimised molecular geometry (in Angstroms) of the formamidinium cation, calculated 
at the CCSD/aug-cc-pVTZ level. 
 
              Atom    x / Å                          y / Å                        z / Å 
C          0.0000001533       -0.4253427043        0.0000000815 
N         -0.0000003148        0.1779423415        1.1602828944 
N         -0.0000000715        0.1779423482       -1.1602828335 
H          0.0000003302       -0.3669166197       -2.0067446623 
H         -0.0000006382        1.1821155152       -1.2534287242 
H          0.0000007745       -1.5073550079       -0.0000003961 
H          0.0000031651        1.1821157460        1.2534265593 
H         -0.0000000907       -0.3669154656        2.0067454050 
 
 
 Coupled cluster with single and double excitations (CCSD) theory using Dunning’s 
augmented correlation consistent basis set of triple z quality (aug-cc-pVTZ) were used to 
optimize the FA+ ground state structure and vibrational frequencies. The Molpro 2015 suite 
was used for all ab initio calculations.38 The CCSD/aug-cc-pVTZ optimized molecular 
geometry is given in table 3.1. The calculations return a ground state permeant dipole 
moment of 0.1723 Debye, which is close to the previously reported value by Frost et al.27 
The gas phase harmonic vibrational frequencies are given in Table 3.2. Applying an 
empirical anharmonic correction multiplicative factor of 0.96,39 shifts the high oscillator 
strength vibrational mode, n6, associated with C–N anti-symmetric stretching motions to 
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1723 cm-1, which is in good agreement with the observed infrared peak in the FTIR 
spectrum centred at 1713 cm-1. Therefore, the 1713 cm-1 feature can be assigned to the C–
N antisymmetric stretching vibration instead of the C=N symmetric stretching vibration as 
previously asserted. The vector of the associated vibrational transition dipole moment lies 
in the plane of the molecule along an axis that lies parallel to the two nitrogen atoms (see 
Figure 3.3(a) inset).  
Table 3.2: Calculated harmonic vibrational frequencies of gas phase FA+, calculated at the 
CCSD/aug-cc-pVTZ level, listed in Herzberg notation.40 
 
Normal Mode Wavenumber / cm-1 Infrared Intensity / km mol-1 
n1 3709 195 
n2 3708 94 
n3 3597 46 
n4 3581 352 
n5 3240 8 
n6 1795 482 
n7 1714 40 
n8 1634 3 
n9 1435 8 
n10 1392 78 
n11 1140 2 
n12 1111 18 
n13 1045 0 
n14 728 3 
n15 609 425 
n16 592 0 
n17 539 0 
n18 519 0 
 
3.3.2. Molecular Dynamics Simulations of the FAPbI3 unit cell 
For molecular dynamics (MD) simulations, the FAPbI3 unit cell was relaxed and optimized 
using DFT first principles formalism in the CASTEP 16.0 computational suite.41 For these 
calculations the PBESOL functional with norm-conserving on-the-fly pseudo potentials 
with a 1000 eV energy cut-off were used. Reciprocal space was sampled with a 0.02 Å-1 
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spaced Monkhorst-Pack mesh, and relativistic effects were approximated using the ZORA 
scheme. The unit cell was relaxed with energy and force tolerances of 1 x 10-8 eV and 5 x 
10-4 eV/ Å, per atom respectively. The optimised unit cell has the following lattice 
parameters: a = 6.41609 Å, b = 6.36181 Å, c = 6.25078 Å, and a = b = g = 90o. The phonon 
density of states, displayed in Figure 3.4, was calculated for a FAPbI3 unit cell based on 
linear response formalism under DFT PBESOL perturbation theory.  
 
Figure 3.4. (a) Phonon density of states (DOS) returned by DFT/PBESOL calculations and (b) 
zoom of 0–200 cm-1 region, with overlaid bars to highlight frequencies obtained from rotational 
anisotropy results.  
 Classical MD simulations were performed on an 8 ́  8 ́  8 supercell of the optimized 
structure, comprising 512 FA+ cations.  The system under NVT ensemble was equilibrated 
in a Nośe-Hoover-Langevin thermostat at 300 K (Q-ratio = 3.0 and decay constant of 25 
fs) employing a force-field based on MYP model,42 accounting for the effect Pb and I ion 
dynamics as well. For electrostatic interactions Ewald summation with an accuracy of 1 x 
10-6 Å-1, was utilized.  
 After an equilibration of 1 ns, a production run of 100 ps was recorded with a 
resolution of 0.1 fs collecting every 200th frame. The average rotational correlation function 
(RCF) of FA+ cations about the axis that intersects the two nitrogen atoms was extracted 
by averaging the individual RCF of 83 cations for the first 10 ps of the MD simulation. 
Note that, these MD simulations return different re-orientation times compared to 
previous Born-Oppenheimer DFT-PBESOL MD simulations.43 The simulations used in 
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this work are classical MD simulations, and thus can afford to sample a far larger supercell 
(8 ´ 8 ´ 8) incorporating 512 FA+ units. The force field used accounts for effects of Pb/I 
ion dynamics and implements a Nośe-Hoover-Langevin thermostat. Both factors allow for 
a more realistic distribution of temperature fluctuations as expected for a canonical 
ensemble. 
 
3.3.3. 2DIR thermal component analysis 
The 2DIR response of a FAPI3 film with the pump and probe in parallel polarisation is 
displayed in Figure 3.5 for four different waiting times as change in optical density. The 
spectra are dominated by two features; the negative feature centred on the diagonal (black 
dashed line) at 1713 cm-1 is related to overlapping ground state bleach (GSB) and 
stimulated emission (SE) signals associated with the C–N antisymmetric stretch of the FA+ 
cation. The positive feature centred at w3 = 1706 cm-1 is due to the corresponding excited 
state absorption (ESA) signal. 
 
 
Figure 3.5. Parallel 2DIR data acquired with the lower pump power for the given t2 time delays 
before HOSVD processing. Magenta stars denote the peaks of the features and the position of the 
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Figure 3.6: Central probe frequency (w3) of the GSB/SE (blue), node (black), and ESA (red) as a 
function of the waiting time. Data taken using the lower pump power on a sample of FAPI3 film, 
with parallel and perpendicular pump/ probe polarizations denoted by solid and dashed lines 
respectively. 
The negative feature, node and positive features all appear to shift along w3 with 
time (t2); initially to higher frequency on a < 20 ps timescale, and then back towards the 
original central frequency. These shifts are displayed in Figure 3.6. The magnitude of the 
shift is greater for the ESA feature than the GSB/SE signal. Given that the magnitude of 
the shift decreased for larger w3, and the relatively slow rise time, this effect can be 
attributed to transient thermal heating consistent with that previously observed in MAPbI3 
2DIR measurements.12,14 The similarity in the shifts when the pump and probe are parallel 
or perpendicular (solid and dashed lines in Figure 3.6), indicates that the heating effects 
are, as would be expected, isotropic. The isotropic (Iiso(t2)) signal of the sample represents 
the system’s population relaxation dynamics. It can be retrieved from the dataset acquired 





 As the heating is isotropic, the effects of transient heating also manifest in the 
isotropic signal. In a simple three level system, the ground state bleach recovery and 
stimulated emission (monitored via 0–1 transition) should have the same dynamics as the 
ESA (monitored via 1–2/1–0 transitions), e.g. rate of GSB recovery should be the same as 
ESA/SE decay. The isotropic signal kinetics for the central w1 = 1713 cm-1 pump and 





















I para +2I perp( )
Chapter 3. Organic Cation Dynamics in Perovskite Thin Films 
 
 82 
various w3 probes across the ESA, GSB/SE features are plotted in Figure 3.7. These data 
show very different vibrational lifetimes as a function of w3. For a simple three level 
system, such a large variation of the relaxation dynamics across different probe frequencies 
is not expected. 
 
 
Figure 3.7: Variation in normalised isotropic kinetics for ω = 1713 cm-1 as a function of ω (given 
in legend in cm-1) before (top) and after (bottom) HOSVD removal of heating effects. Data are 
normalised to t2 = 250 fs. Inset shows the positions of these points within an example 2DIR 
spectrum.  
In an attempt to remove the thermal heating effects from the 2DIR data and return 
vibrational lifetimes for the C–N anti-symmetric stretching mode of FA+, a higher-order 
singular value decomposition44 (HOSVD, the 3D equivalent of singular value 
decomposition, and also known as Multilinear SVD) was employed using a Matlab 
package, Tensor lab.45 Considering the total data set A(w3, w1, t2) as a third order tensor, 
which can be decomposed into a core tensor, S, (equivalent to the matrix of singular values 
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in SVD) multiplied by 3 matrices, U(1), U(2), and U(3), corresponding to w3, w1 and t2 
dimensions respectively: 
 A(w3, w1, t2) = S • U(1) • U(2) • U(3) (3.2) 
 To eliminate approximation errors relating to truncation, the decomposition was 
calculated with a core tensor with equal rank to the dataset tensor, A. Then a tensor of 2D 
spectral surfaces W(ω1, ω3), each with their own time dependence, U(3), was generated by 
recombining the relevant tensor components S, U(1), U(2). 
The HOSVD analysis returned multilinear single values of U(3) which are displayed 
in Figure 3.8. It is apparent that the 2DIR data, A, are dominated by two major W and 
associated U(3) components. The W (spectral component) and corresponding U(3) (time 
dependence) are shown in Figure 3.9 for the first two components, W1 and W2. W1 contains 
ESA, GSB/SE features associated with the normal 2DIR spectra. The W2 spectrum, 
however, is dominated by dispersive line shape. The corresponding dynamics show that 
the dispersive line shape rises as a function of t2 time-delay, peaking at ~20 ps, coincident 
with the observed spectral shifts in the original 2DIR data. Together these observations are 
indicative of a time-dependent change in the refractive index, which arises from thermal 
heating of the sample.  
 
Figure 3.8: The ordered and normalised multilinear singular values of U(3) (the t2 dimension).  
 

























Figure 3.9: The first two components (ordered by decreasing singular value) of the HOSVD of the 
dataset taken at the lower pump power with pump and probe in parallel polarisations. Top panels 
show components of W (W1 and W2). Bottom panels display the corresponding time response 
(components of U(3)).  
 
To minimise these effects, the 2DIR data was reconstructed by the relation:  
 A = S • W • U(3) (3.3) 
but with W2 set to 0. This means that any minor spectral shifts, such as changes in nodal 
or central line slopes that will likely have small amplitude components, are retained in the 
reported data (Figure 3.10). Note that by nature of the HOSVD, the separated components 
are restricted such that the features do not shift in w1 or w3 in time. However, by this 
method, only intensities in the signal that vary in unison with the heating component would 
be removed, all other noise or shifting in intensity would be largely contained in the 
components with lower singular values. Therefore, if the features significantly shift in 
frequency, as is likely to occur in the dispersive feature at greater pump intensities, this 
method becomes less reliable. Hence, the low-power data sets are more reliable as they 
should contain a smaller component of thermal heating effects. The removed heating 
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component had a maximal intensity of 13% of the original 2DIR signal intensity out of 
every dataset and every waiting time.  
 
Figure 3.10: The same dataset as shown in figure 3.5, after HOSVD processing. Magenta stars 
denote the positions of the ESA maxima, GSB/SE minima and the nodes between them. Black 
dashed lines indicate the diagonal.  
 
As mentioned above, heating effects are isotropic and so would not be expected to 
affect the anisotropic signal, a key measurement in this work to determine the FA+ cation 





The time-dependent anisotropic response, R(t2), for GSB/SE and ESA features using the 
pre-HOSVD data is displayed in Figure 3.11, revealing almost identical kinetics. 
 
R(t2 ) =
I para − I perp
I para + 2I perp




Figure 3.11: Comparison of anisotropy dynamics for GSB/SE (green) and ESA (blue) features 
using the lower power 2DIR data. Lines are a guide to the eye (not fits).  
Since the heating component was found to affect the GSB/SE less than the ESA, in 
the following discussion the average signal intensity of a region over the bleach features is 
used as a measure of the signal intensity of the parallel and perpendicular datasets, Ipara and 
Iperp, respectively. Comparisons of the signals returned pre- and post-HOSVD processing 
are given in Figure 3.12 for both the isotropic and anisotropic response of the GSB feature. 
The amplitude of the long-time component (t2 > 100 ps) in the isotropic response is reduced 
but not entirely removed. The anisotropy dynamics are unaffected by HOSVD processing, 
returning almost identical R(t2) decay traces.  
 
Figure 3.12: Green dotted lines and data points denote the GSB/SE normalised for (a) isotropic 
response and (b) the anisotropic response calculated using 2DIR data before HOSVD processing. 
Blue solid lines and data points denote responses calculated from data after HOSVD removal of 
heating effects. Lines are a guide to the eye only (not fits).  
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3.4. Results & Discussion 
3.4.1. 2DIR results 
3.4.1.1. Isotropic response 
Figure 3.13 displays isotropic 2DIR spectra at four waiting times for FA+ in FAPbI3 only 
sample. The GSB/SE and ESA features are predominantly homogeneously broadened, i.e., 
the diagonal and antidiagonal line widths are very similar, and they evolve little within the 
100 ps measurement window.  
 
Figure 3.13: Isotropic 2DIR spectra of the C–N anti-symmetric stretching vibration of FA+ in 
FAPbI3 thin films, at the four displayed waiting times. Fill colours denote the intensity of the signal 
in ∆mOD. Fits to the GSB/SE centre line slope are displayed in red and black dashed lines mark 
the diagonal.  
It has been shown that monitoring the gradient of the Centre line slope (CLS) of 
features in 2DIR spectra provides a reliable measure of the frequency-frequency correlation 
function46, and therefore spectral diffusion. CLS analyses were performed on the GSB/SE 
features of the parallel, perpendicular, and the subsequently calculated isotropic data sets 
post-HOSVD. In all instances, the gradients of the line slopes were found to be small (<0.1) 
at early t2 delay times and no correlation with time was apparent, indicating minimal or no 
spectral diffusion. An example of the CLS dynamics is given in Figure 3.14. This apparent 
lack of spectral diffusion will be addressed later in the context of the anisotropy results. 





Figure 3.14: The gradient of the centre line slope of the GSB/ SE feature in the dataset shown in 
figure 3.13.  
Figure 3.15(a) displays the population relaxation dynamics (isotropic signal) of the 
FA+ C–N antisymmetric stretch GSB/SE feature for the two perovskite films. The kinetics 
associated with the film coated directly onto the CaF2 windows and sandwiched between 
hole and electron transport materials, are essentially identical. These data were fit to a 
biexponential decay with 2.8 ± 0.2 ps and 500 ± 200 ps time constants. The 2.8 ps 
vibrational lifetime is similar to the vibrational lifetimes measured for the symmetric N+H3 
bending mode of MA+ in MAPbI3 films.12,14 The source of the long-lived component is 
unclear. FA+ cations buried in the bulk and at the surface of the film provide a possible 
explanation, however, this is unlikely given the long-lived component comprises 45% of 
the signal amplitude and the small surface-to-bulk ratio of the film. Some studies report the 
formation of water complexes around organic cations in perovskites,47 but given the care 
taken to use samples soon after synthesis this seems unlikely. The presence of any d-
FAPbI3 (yellow phase) in the samples can be ruled out based on absorbance measurements 
before and after ultrafast spectroscopic measurements, and X-ray diffraction data. 
Therefore, it is most probable that the single value decomposition analysis is unable to fully 
remove the isotropic long-lived thermal heating component.  
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Figure 3.15 (a) Normalised population relaxation associated with the GSB/SE maxima for FAPbI3 
(blue circles) and TiO2/FAPbI3/Spiro-MeOTAD (black circles) with fits. (b) Anisotropy trace for 
the same feature between 0.25 ≤ t2 ≤ 10 ps. (c) Scaled autocorrelation response function returned 
by molecular dynamics simulations (green circles) and fit to the data in dashed black line.  
 
3.4.1.2. Anisotropic response 
Figure 3.15(b) displays the almost identical anisotropic responses of the GSB/SE 
antisymmetric C–N stretching vibrational feature of the FAPbI3 film alone and sandwiched 
between charge transport layers. These data were fit to a biexponential decay with an offset, 
which returned 470 ± 50 fs and 2.8 ± 0.5 ps time constants, with associated normalised 
exponential pre-factors of 65% and 29%, and an offset corresponding to 6% of the total 
amplitude. The long-time non-zero values of R(t2) must arise from a small sub-ensemble 
of the cation population that is unable to reorient, such as cations situated at the edges of 
crystals or at the film-substrate interface. However, this is a very minor (6%) component 
of the total population. 
Snapshots of the 298 K molecular dynamics simulations are given in Figure 3.16. 
They predict that the FA+ cation preferentially orients –NH2 groups towards opposing faces 
of cube formed by the Pb atoms. These observations are in agreement with a previous MD 
Chapter 3. Organic Cation Dynamics in Perovskite Thin Films 
 
 90 
simulation48 and time-averaged neutron diffraction studies.49 Two key motions associated 
with the formamidinium cation can be observed in these MD simulations: (i) the cation 
agitates around its mean position, but rotates around the axis formed by the two nitrogen 
atoms, and (ii) the cation undergoes a 90° jump about the centre of the cube, such that the 
FA+ –NH2 groups point towards an adjacent pair of opposing cube faces (compare Figure 
3.16(a) to (b)). These simulations also reveal that no part of the FA+ cation remains fixed 
at the centre of the cube.  
The auto-correlation function around the rotational axes that passes through the two 
nitrogen atoms was averaged over 83 trajectories, returning the ensemble rotational re-
orientation dynamics displayed in Figure 3.15(c). Fits to these data return 680 ± 10 fs and 
4.5 ± 0.1 ps time constants, which are in good numerical agreement with the values 
determined from 2DIR anisotropy experiments. This distinctive two-part motion is 
reminiscent of the motions attributed to the MA+ cation12,14,19 in MAPbI3, which used a 
coupled “wobbling in a cone/ angular jump model” to fit the anisotropy data.  
 
 
Figure 3.16: Representative snapshots from one cell of MD simulations highlighting the motions 
associated with a 90° flip between adjacent Pb cube faces. 
 The wobbling in a cone model approximates the small-range motion of the MA+ 
cation to a libration about the centre of the inorganic lattice cube, within a cone (positioned 
with its base on a face of the cube and vertex at the centre) and semi-cone angle, fc. These 
motions are intrinsically linked to a larger ‘jump-like’ motion, during which the molecule 
undergoes a 90° rotation such that the cone is positioned on an adjacent cube face.  
The wobbling in the cone model is defined12,14,50 as: 
(a) (b)





where t2 is the delay time between the pump and probe pulses (as defined 
previously), tjump and twob are the lifetimes of the jump and libration motions 
respectively, and, 
 ! = cos&! (1 + cos&!)2  (3.6) 
The model was originally derived for the molecular re-orientation dynamics of fluorescent 
probes on the surface of spherical macromolecules in solution, and as such relies on some 
azimuthal symmetry assumptions.50-52 Using this model to fit the FAPbI3 data yields a 
semi-cone angle of greater than 45°, and thus a cone that extends beyond the bounds of a 
singular cube face, which is not plausible in the limit that the cube constrains the molecular 
cation motion. In part, this can be attributed to the ‘V-shape’ of the FA+ cation’s 
equilibrium geometry resulting in a loss in cation azimuthal symmetry. Furthermore, the 
MD simulations reveal that FA+ does not remain centred or pivot around the centre of the 
inorganic cube but involves agitation around a central mean position.  
Considering all these factors, the most equitable representation of the two lifetimes, 
without imposing assumptions about the system, was to fit the data to a biexponential 
decay. As such, the two resulting biexponential time constants cannot be attributed to 
specific nuclear motions based on the 2DIR data alone. However, due to the good 
agreement between time constants obtained from the 2DIR anisotropy measurements and 
MD simulations, the experimentally derived time constants can be assigned using the 
explicit motions observed in the MD simulations. 
The 2DIR anisotropy measurements and MD simulations indicate that the barrier 
to rotational re-orientation and sampling various faces of the lead-iodide lattice must be 
small relative to room temperature to explain the observed decay in R(t2) towards zero 
within 10 ps. This means, that the FA+ moieties are unlikely to form ferroelectric domains 
with phenomenologically significant lifetimes, contrary to prior experimental and 
theoretical studies.1,23,30,53 These observations explain the lack of spectral diffusion 
observed in the isotropic 2DIR line shapes; the vibrational dipole moment associated with 
the C–N antisymmetric stretch will switch between adjacent and symmetric faces of a cube 
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between faces requires transit through an edge or corner of the cube, however, this is so 
rapid that the vibrational potential is unaffected, thus explaining the minimal 
inhomogeneous broadening. 
To the best of my knowledge, this is the first direct experimental measurement of 
the rotational re-orientation timescale for formamidinium cations in FAPbI3; prior studies 
have inferred this from temperature dependent 15N NMR, which has the potential to be 
sampling both a- and g-FAPbI3 phases,54 or from MD calculations.43,48 These studies put 
the cation re-orientation timescale between 2 and 10 ps.43,48,54 These results indicate that 
the small-range motion of FAPbI3 has a longer time constant than those reported for 
MAPbI3 (300 fs), but the larger “jump-like” motion occurs with the same frequency, within 
error. The differing lifetimes can be attributed to a complex interplay between the 
molecular cation physical structure, the bending modes of the FA+ cation, and both –NH2 
groups producing stronger van der Waals interactions with the inorganic lattice (and 
therefore a larger activation barrier to rotation) than MA+.  
The consistent “jump” lifetimes are somewhat surprising given the differing phase 
behaviour of MAPbI3 and FAPbI3. It has been proposed that the organic cation rotation in 
MAPbI3 is mediated by coupling to low-frequency phonon modes in the inorganic lattice, 
specifically those associated with octahedral tilting and which contribute to MAPbI3 phase 
transitions. From the phonon modes calculated with a DFT-PBESOL linear response based 
method, there are many phonon states with similar frequencies on the order of the cation 
rotational lifetimes (Figure 3.4), which thus supports a model in which coupling to lattice 
phonon modes will be also important for FA+ reorientation in FAPbI3. In addition, like 
MA+ rotation in MAPbI3,12,14,55,56 these lifetimes are shorter than would be expected to 
facilitate the formation of sufficiently long-lived ferroelectric domains. Although, however 
unlikely it may seem, the possibility of entire domains undergoing concerted 
interconversion on these timescales cannot be excluded due to the ensemble nature of my 
measurements. 
 
3.4.2. TRIR results 
Time-resolved infrared (TRIR) measurements, specifically near-IR pump and mid-infrared 
probe, were also performed for FAPbI3 thin films to investigate the role of the 
formamidinium cations in the conduction band, or evidence for any vibration-intraband 
coupling. Data from the 760 nm pump, broadband mid-infrared probe (centred at 1725 cm-
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1) experiments are displayed in Figure 3.17. Each TRIR spectra is dominated by two 
positive features; a sharp positive peak feature centred at 1718 cm-1, attributed to a 
molecular vibration, and a broad diffuse feature that spans all probe frequencies. The latter 
has previously been assigned to electronic intraband transitions within the conduction 
band.57,58  
 
Figure 3.17: Time-resolved infrared studies for FAPbI3 films using 760 nm (60 nJ) excitation and 
broadband mid-infrared probe for the displayed waiting times. The dashed black line marks  w3 = 
1713 cm-1, the central frequency associated with the ground state FA+ C–N antisymmetric 
stretching vibration; the dashed grey line helps highlight the central frequency of the transient 
vibrational feature (1718 cm-1). 
The sharp feature at 1718 cm-1 in the TRIR data has a similar line shape to the 
ground state FTIR spectrum (Figure 3.3(a)) but is blue-shifted by 5 cm-1, (reminiscent of a 
Stark shift) and notably has one third the intensity of the intraband feature. In addition, 
negative features at the ground state central frequency associated with the C–N 
antisymmetric stretching vibration are seemingly absent from the TRIR spectra, counter to 
typical TRIR line shapes. 
Figure 3.18(a) displays the typical line shapes expected from a vibrational Stark 
effect in TRIR spectroscopy for a specific t2. The negatively signed vibrational feature 
(yellow line) corresponds to evolution on the ground electronic state during the waiting 
time. When an external field, is applied to the sample, this generates the Stark shifted 
vibrational transient (red line in Figure 3.18(a)), which is typically broadened relative to 
the unperturbed vibrational absorption spectrum, and in this instance peaks at higher 
frequency. The transient Stark spectrum (blue line) is the sum of these two different 
pathways and has the characteristic second derivative line shape. 
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In my TRIR experiments, 760 nm pump photons generate charge-carriers either in the form 
of free carriers or localized polarons.20,26,28,29 This results in an increased internal electric 
field in the perovskite thin film and changes the electrostatic environment surrounding the 
FA+ molecular cation, compared to the valence band ground state. This nascent field 
perturbs the vibrational potential associated with the C–N antisymmetric stretching FA+ 
vibration, and shifts the associated fundamental frequency, i.e. inducing a transient 
vibrational Stark shift. In addition, the vibrational transition dipole moment of the C–N 
anti-symmetric stretch vibration in the conduction band is enhanced significantly compared 
to the unperturbed vibration in the valence band. Such enhanced vibrational cross-sections 
(termed infrared active vibrational IRAV modes) has been observed for thin polymer films, 
where the oscillator strength associated with vibrational transitions is enhanced by orders 
of magnitude, making them comparable to those typically associated with electronic 
transitions.59-62  Consequentially, the positive transient feature dwarfs the negative feature 
in TRIR spectra (see Figure 4.18(b)). 
 
 
Figure 3.18: (a) Traditional vibrational Stark spectrum after ref.63 (b) Representative components 
of TRIR data in the current study of FAPbI3. In both panels, the black dashed line represents the 
central frequency of the unperturbed ground state vibration. 
In prior TRIR studies of MAPbI3 films using nanosecond lasers,58 the ratios of 
negative and positive transient signals are comparable, and reminiscent of a second 
derivative transient vibrational Stark line shape (as in Figure 3.18(a)). However, this may 
be due to the time-delays examined, i.e. > 10 ns, by which time a significant amount of 
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charge-recombination will have occurred, leading to a reduced density of charge 
carriers/polarons in the film, and thus a diminished IRAV effect. 
 
 
Figure 3.19: TRIR data of the response of a FAPbI3 film measured with various pump powers. 
Left panel gives the intensity of the sharp feature at 1720 cm-1 associated with stark shifted C–N 
antisymmetric stretch peak against time and the right panel displays the same data plotting inverse 
intensity against time. 
TRIR anisotropy experiments revealed no depolarization dynamics. Theoretical 
studies have demonstrated that FA+ moieties do not participate in the Pb 6p ¬ I 5p/Pb 6s 
electronic transition,64,65 and the molecular cation states do not contribute to the top of the 
valence or bottom of the conduction bands.66,67 As the 2DIR results show, the FA+ cations 
are not aligned in the bulk sample for any meaningful length of time. Consequentially, at 
t2 = 0 fs there is no vector correlation between the electronic and vibrational transition 
dipole moments in question, and it is not possible to form a meaningful correlation 
function. One possible way to explore organic cation reorientation dynamics in the 
conduction band would be to perform transient-2DIR experiments. 
 A power-dependence TRIR study (30 – 120 nJ pump power) revealed the kinetics 
associated with the intraband were non-linear (Figure 3.19), as per previous 
investigations.68-70 As per prior transient studies of perovskite films, the excited state 
lifetime is inversely proportional to the pump power density.69 Increasing the pump fluence 
generates a higher charge-carriers density, which consequentially increases the probability 
of recombination, and thus leads to a concomitant reduction in conduction band lifetime.  
 




Two-dimensional infrared spectroscopy was used to determine 470 ± 50 fs and 2.8 
± 0.5 ps time constants for the rotational reorientation timescales associated with the 
formamidinium cation inside FAPbI3 thin films. Complementary molecular dynamics 
simulations relate these time constants with two FA+ molecular motions: (i) an agitation 
around the centre of the inorganic lattice and (ii) a 90° jump/flip between adjacent faces of 
the encapsulating lead cube. The picosecond component for FA+ is remarkably similar to 
the value determined for methylammonium cations inside MAPbI3 thin films.14 These 
results rule out the existence of long-lived (anti-)ferroelectric domains in FAPbI3. Despite 
these similarities between cation dynamics, it is clear, interactions with the inorganic lattice 
greatly vary with cation, and thus influence the material’s bandgap. Based on these results, 
the observed power conversion efficiencies, and carrier recombination rates,1,71 of FAPbI3 
cannot be explained by (anti)ferroelectric domain formation, and are most likely explained 
by large polaron formation28,72 or Rashba9,73 splitting. 
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Chapter 4. Ultrafast Transient Absorption Microscopy 
 
4.1. Introduction 
All of the results discussed thus far in my thesis have been bulk measurements, meaning 
the signal is collected from a macroscopic (~100s µm) region of the sample, as determined 
by the pump-probe focal volume. Therefore, any variation in the species’ responses from 
within this volume are averaged in such measurements. In solid state samples, the non-
linear responses from within this probed volume can vary drastically due to static 
nanometre- or micron- scale structure within the sample. Therefore, due to the spatial-
averaging nature of bulk transient absorption measurements, information about the sub-
ensemble is obscured, and in some instances entirely masked. Transient absorption 
microscopy (TAM), also referred to as pump-probe microscopy, enables correlation 
between the non-linear signal and a spatial position within the sample by performing the 
spectroscopic measurement through a microscope. 
If the source of a non-linear response is unknown, the ability to correlate the signal 
with a morphological feature or structure provides an obvious advantage. However, the 
potential value of TAM measurements extends far beyond this simple case. Examples 
where spatially resolving the origin of non-linear signals can provide further insight into 
the dynamic of the sample include: 
1. To isolate the signal from an individual structure or chromophore, such as a single 
nanoparticle 
2. To track the trajectory of charges through a sample or structure  
3. To investigate how nanometre-to-micron morphology affects the electronic 
structure (and even function) of microscopic parts of material.  
The first case is particularly relevant to nanomaterials because unlike molecular species the 
size and shape of nanomaterials can determine their spectral response, for example the 
hollow gold nanoshells discussed in the chapter 2 of my thesis. Rather than requiring a 
sample of purely monodisperse nanoparticles (which is extremely challenging to 
synthesise) it is far simpler to measure the response of individual nanostructures and 
characterise the properties of the specific nanostructure. This approach has been used to 
characterise the individual responses of a variety of nanomaterials1-3 including solid gold 
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nanoparticles,4 hollow gold nanoparticles, silver nanowires5, Bismuth vanadate 
crystallites,6 or cadmium telluride nanowires,7 to name but a few. 
The spatial resolution of TAM is limited by the diffraction limit of the wavelengths 
used in the measurement (see section 4.2). In the TAM experiments discussed in this 
chapter, the spatial resolution was on the order of hundreds of nanometres, and so my 
measurements were unable to resolve nanoscale detail smaller than this. Because of the 
diffraction limit, higher resolution techniques such as atomic force microscopy or electron 
microscopy are often used to complement TAM measurements and acquire higher 
resolution images of the structures prior to time-resolved measurements.  For example, Gao 
et al. used patterned substrates to ensure the same metallic single-walled carbon nanotube 
could be located using atomic force microscopy and TAM.8 
The second example of how TAM can be used to track the flow of energy or charge 
through a sample is typically achieved by exciting a small region of the sample with the 
pump pulse, and monitoring the response over a larger region with the probe. Such a 
technique can monitor the flow of energy through the material emanating from a well-
defined volume. This could be the transfer/migration of photogenerated excitons, free 
charge carriers, or polaritons.  For example, this method has been used to monitor the 
charge recombination dynamics in a single zinc oxide nanoscale rod9, the exciton 
population dynamics in a thin film of pentacene10, phonon propagation in germanium 
nanowires,11 the long-range transport of cavity polaritons in organic films12 and to watch 
the ballistic propagation of charge carriers through methylammonium perovskite thin films, 
13 and their long-range transport. 14 
The third case listed above is perhaps the most subtle. In this case it is not the 
individual nanostructures themselves that are paramount, rather their proximity to and 
effect upon each other. For example, Simpson et al. used TAM combined with spatially 
resolved photoluminescence to investigate the locations of trap states within perovskite 
thin films and found distinct regions with high and low densities of trapped charges. 15,16  
Additionally, TAM studies of P3HT:PCBM bulk heterojunctions have revealed greatly 
varying dynamics according to proximity to domain boundaries. 17,18 One last example is 
the study of morphology dependent carrier cooling in perovskite crystals. 19 
In this chapter efforts to build a TAM experimental apparatus and investigate 
charge carrier generation and dynamics in a bulk heterojunction (BHJ) film are detailed. 
Since there has been little discussion of microscopy techniques thus far in my thesis, in the 
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Diffractive optics are inherently limited in their ability to focus light to a point and, 
conversely, to locate a point source of light. When focusing light from a point source with 
a diffraction limited lens, the resulting image forms ‘Airy disk’ patterns which consist of a 
bright central spot surrounded by concentric bright and dark rings as illustrated in Figure 
4.1. 20 A corollary of the diffraction limit is a limit to the resolution of linear microscopy 
based on diffractive optics. Resolution describes the ability to distinguish between two 
separate objects (or point sources) in an image. There are several ways in which resolution 
can be defined. For a sample in the x-y plane that is illuminated by light travelling 
perpendicular to this 2D plane, the z-direction, (as defined in Figure 4.1), the Abbe 









Where l is the wavelength of the light and NA is the numerical aperture of the objective 
lens. The numerical aperture is used as a measure of the resolving ability of a microscope 
objective lens and is defined as: 
 0! = , sin 4 4.3 
Where 4 is the semi-cone angle at which the lens can collect light and n is the refractive 
index of the medium between the lens and sample. Oil or water immersion lenses increase 
the NA of a lens by using liquids with higher refractive index than air and can therefore 
render an improved diffraction limited resolution (equations 4.1 and 4.2).  
The diffraction limit is an imperative part of optical microscopy; however, many 
microscopy techniques have been developed to achieve sub-diffraction limit spatial 
resolution. One such example is non-linear microscopy. Non-linear microscopy is a well-
established and expansive field that encompasses many different techniques. The defining 
feature of non-linear microscopy is that it uses non-linear optical process to afford 
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improved resolution or contrast in microscopy measurements. 21 TAM is a non-linear 
microscopy technique since it is only sensitive to third order non-linear signals. 
Subsequently, under the right conditions, TAM measurements have the capability to 
achieve sub-diffraction limit resolution.  
 
 
Figure 4.1: Airy disk diffraction pattern and semi-cone angle of high and low NA objective 
lenses. 
 
In non-linear microscopy techniques, signals can only be generated in volumes with 
sufficiently strong electric field strengths. In the case of TAM, this is the product of the 
fields from the pump and probe pulses, which leads to an additional advantage; if the pump 
and probe are at different wavelengths the resolution is determined by whichever pulse has 
the shortest wavelength. As per equations 4.1 and 4.2 it is apparent that the diffraction limit 
is smaller for shorter wavelengths of light, however, the disadvantage is that shorter 
wavelengths will likely be more strongly scattered, and thus reducing the signal-to-noise 
ratio. Therefore, having the resolution determined by a shorter pump wavelength but the 
signal produced at a longer probe wavelength is an ideal situation and allows removal of 
residual pump light using dichroic filters. Indeed, it has even been suggested that TAM 
could be useful for studying biological samples, since the time-resolved response of the 
sample could provide a way to improve specificity in microscopy without use of exogenous 
dyes.16,17  
Resolution in the z-plane (equation 4.2) is unavoidably worse than the lateral 
resolution (see equation 4.1) in linear microscopy. 2-photon fluorescence microscopy has 
the long-known advantage of non-linear absorption to improve the z-resolution of images. 
22 As shown in Figure 4.1, the density of photons increases as light reaches the focal plane. 
At the focal plane, the density of light is so high that two-photon absorption can occur, but 
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generates no fluorescence. The same principle is true for TAM in the z-plane, as the pump-
probe signal is proportional to the third-order non-linear polarisation. 21 
In regions above or below the focal spot, out of focus light will scatter off the 
sample which, for thick samples, can add additional unwanted noise to signals. This issue 
led to the development of confocal microscopy, where a pair of pinholes (often the 
apertures of microscope objective lenses used to focus and collect light from the sample) 
minimise the amount of light scattered outside the focal plane reaching the detector. 
Despite this potential for TAM to surpass the diffraction limit, in most spectroscopy-based 
studies the resolution of images is generally described as close to or at the diffraction limit. 
In the following sections two types of microscopy will be discussed; widefield and 
point scanning microscopy. In widefield microscopy a large region of the sample is 
illuminated at once and the entire image is acquired. In contrast in point scanning 
techniques (for example confocal) light is only collected from a small region of the sample 
at a time in the form of individual points or pixels, which are acquired in rapid succession 
until the entire image is constructed. Under the right conditions point scanning techniques 
such as confocal can generate higher resolution images than widefield imaging. Most of 
the experiments discussed herein use point scanning imaging. 
 
 
Figure 4.2: Schematic illustration of two methods of image acquisition: wide-field and 
point-scanning. 
 
To achieve point scanning imaging either the sample must be moved through the 
focus or the focus has to be moved over the sample. Generally piezo-electric stages 
facilitate the former option, and galvanometric scanning mirrors are used for the latter. 
Both approaches can achieve diffraction limit precision and each offer different 
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advantages. Scanning mirrors reduce the possibility of drift in the position of the sample 
and the overall microscope, since the only moving parts are two mirrors which are actively 
positioned. Further, they can be used to move the pump and probe beams independently, 
opening up the important ability to monitor sample kinetics with respect to the distance 
from the localised pump beam (as discussed later). Unfortunately, the scanning range of 
these mirrors is limited to a few microns. 
In point scanning techniques the acquisition time for each pixel is referred to as the 
pixel dwell time. The total time required to acquire an image depends on the pixel dwell 
time, the time required to move between pixels, and total number of pixels. The resolution 
of images can be improved by acquiring a higher density of pixels per unit area of the 
sample, but obviously the spatial resolution cannot surpass the fundamental diffraction 
limit. 
 
4.3. TAM Design Considerations 
There have been several reviews of TAM1,21,23-29 showcasing a significant number of 
studies, despite only a relatively small number of groups possessing such experimental 
capabilities. However, there has been a recent surge of groups moving towards transient 
microscopy measurements. Some recent examples include the demonstration and 
utilisation of two-dimensional optical spectroscopy combined with confocal microscopy 
(2DIR30,31 and 2D electronic spectroscopy32,33), and pump-probe super-resolution 
microscopy techniques such as stimulated emission depletion (STED)34,35 and near-field 
scanning optical microscopy (NSOM).36,37 The following discussion will be limited to 
experiments using pump-probe or TA (narrowband pump with broadband or narrowband 
probe) spectroscopic techniques integrated with near- and far-field microscopy imaging. I 
will refer to these measurements as TAM experiments to distinguish from other nonlinear 
time-resolved microscopy techniques. 
Table 4.1 details some of the key aspects associated with existing TAM 
experiments by groups around the world. One of the most important distinctions between 
reported set-ups is the repetition rate of the laser used, as this can have repercussions in 
several other aspects of the experimental design. The majority of set-ups use MHz 
frequency repetition-rates (typically 80 MHz Ti:Sapphire lasers) that generate narrowband 
pump and probe pulses of different frequencies, so called two colour pump-probe 
experiments. These pulses are both focussed into the sample and collected by microscope 
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objective lenses. After the sample residual pump light is removed with dichroic mirrors or 
high-contrast filters. In the pump-probe geometry, the signal is ‘self-heterodyned’ by the 
collinear probe pulse and both are detected on a single-element avalanche photodiode or 
photomultiplier tube detector. The signal is extracted with a lock-in amplifier. Lock-in 
amplifiers can detect periodic changes in signal with high sensitivity up to 100s of MHz 
rates. By ‘locking-into’ the frequency the pump is modulated at, they can be used to detect 
the change in absorption of the sample due to excitation by the pump (ΔA). In MHz TAM 
experiments, the pump beam is typically modulated by an acousto-optic modulator (AOM). 
Alternatively, some groups have used kHz repetition rate lasers (see Table 4.1) 
including broadband white light supercontinuum (WL) probes. White light 
supercontinuum probes are clearly advantageous over narrowband probes, and they 
revolutionised pump-probe spectroscopy by facilitating great insights into the broadband 
spectral response of samples.38 Use of white light continuum probes typically limit 
experiments to kHz acquisition rates for two reasons: generation of a white light continuum 
with MHz repetition rates, and correspondingly low peak power pulses, is technically 
challenging and is typically achieved inside fibres. The resulting pulses are temporally very 
long and difficult to compress. Secondly, the electronics and digitisation of linear array 
detectors are typically limited to kHz repetition rates. The use of a broadband probe also 
has important implications on the optics inside the microscope. Chromatic aberration poses 
a challenge associated with the wavelength dependence on the focal plane, which can lead 
to preferential selection of signal from certain frequencies. Although achromatic lenses 
have coatings to reduce such effects, these coatings are effective over a limited wavelength 
range, and achromatic microscope objectives are significantly more expensive. For these 
reasons, Schnerdermann et al. used a curved silver mirror to focus the pump and probe into 
the sample.39  The use of curved mirrors provides a chromatic aberration free method of 
focusing light and applies no temporal chirp to the pulse. Unfortunately, focusing mirrors 
are unable to achieve the diffraction-limited focal-spot sizes attained with high NA 
objectives. So, in order to maintain high spatial resolution Schnerdermann et al. used an 
achromatic microscope collection objective. As this was after the sample the achromatic 
effects were less significant and temporal chirp is not an issue. 
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In the work by Schnerdermann et al. a fast (50Hz) CMOS camera was used to 
facilitate widefield image acquisition. This is unusual within TAM literature, as most 
reported set-ups use point scanning microscopy techniques to build up an image. Due to 
the length of time required to scan the sample stage or scanning mirrors to acquire a full 
image, when it comes to data collection most research groups take full images at a few key 
time delays and only collect full kinetic data (with many time delays) for specific points of 
interest on the sample by probing at a fixed position and varying the delay between the 
pulses. Practically this is far easier than collecting entire images at every time delay 
because it is considerably faster and therefore minimises the possibility of drift in the 
sample. As mentioned in section 4.1, although data can be collected using a spatially 
overlapped pump and probe (SOPP imaging), as is usually the case with bulk TA 
measurements, independent motion of the pump and probe beams can provide alternative 
insights into the response of the sample. Scanning mirrors facilitate this type of data 
collection as the pump can be left in a fixed position on the sample while the probe is 
scanned over it to form an image.  
Returning to the comparison of MHz and kHz laser repetition rates, common 
sources of noise in laser systems tend to have frequencies <1MHz. Therefore it is beneficial 
to detect the signal at a reference frequency greater than this i.e. modulate the pump at a 
frequency >1 MHz.21 Assuming equivalent power densities and pixel dwell time Fischer et 
al. calculate that use of an 80 MHz laser compared to a 1 kHz laser improves the signal to 
noise ratio (SNR) by a factor of ~280. 21 However, it is worthy of note that in this 
calculation it appears Fischer et al. do not take the effects of peak power into consideration. 
Since kHz lasers tend to have higher peak power than MHz ones (a similar amount of 
power can be delivered in fewer pulses) the drop in SNR of a kHz system compared to a 
MHz one may be compensated for somewhat by an increase in signal strength. This issue 
of laser repetition rate and peak power is also an important consideration in terms of 
photodamage to the sample. Although the peak power of a MHz laser is lower, the time 
between adjacent pulses is far less than for kHz, therefore, there heat dissipation becomes 
an important concern. Since sample photodamage depends on the heat dissipation 
properties of the sample and substrate (and any nanostructures therein 44), the sample 
damage threshold, the peak power of the laser, and the laser repetition rate, it is difficult to 
predict the optimum conditions to maximise signal without causing sample damage. 45-47 
The variety of samples that can be studied by a MHz system is also limited by the 
population lifetime of the systems. For example, samples with excited state lifetimes that 
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exceed tens of nanoseconds risk being re-excited by adjacent pulses (for 80 MHz the inter-
pulse delay is 12.5 ns) before returning to the ground state in MHz systems, which can lead 
to misleading kinetics. This issue can be alleviated with the use of pulse picking. Pulse 
picking selects individual pulses to reduce the repetition-rate of the laser, and as indicated 
in Table 4.1 is common practice not only due to sample lifetimes but also to aid in lock-in 
detection since high repetition rate (10s MHz) lock-ins are considerably more expensive 
than their lower-rate counterparts. It is important to note the distinction between pulse 
picking, which can select individual pulses and so change the entire repetition rate, and 
modulation, in which case bunches of pulses may be removed at a time. 
Each TAM setup is suited to different kinds of samples, with key factors such as 
the sample lifetime, microscopic feature dimensions, and damage threshold impacting on 
the optimum TAM design. Some aspects of TAM set-ups can generally be changed based 
on the requirements of the sample, such as the power density and choosing pump and probe 
wavelengths appropriate to the sample. Others are determined by the experimental design 
and would require rebuilding sections of the experiment to change, such as the repetition 
rate of the laser, the imaging and detection methods. 
The TAM experiment described in this chapter was built with the intention of taking 
measurements of bulk heterojunction films (see section 4.4). My set-up used an 80 MHz 
Ti:Sapphire oscillator. The peak powers of the laser pulses were found to be insufficient 
for super continuum generation in a sapphire plate, limiting the potential of this experiment 
to narrow-band two-colour pump probe. Early attempts to pulse pick using an AOM (see 
Section 4.3.1) proved unsuccessful and pump modulation was instead used. Therefore, a 
population lifetime limit of 12.5 ns was placed on any sample under study to avoid re-
excitation. Counter to the typical use of objective lenses to focus and collect light from the 
sample, to avoid the issues of chromatic aberration and additional chirp, an off-axis 
parabolic silver mirror was used to focus pump and probe beams into the samples, and an 
achromatic objective was used for collection, similar to the arrangement used by 
Schnedermann et al.. 39 A piezo-electric stage was used to move the sample for SOPP 
imaging and an APD and lock-in amplifier were used for detection. This makes my set-up 
most similar to those reported by the groups of Hartland, 1,8 Huang, 18,48 and Papanikolas, 
49 with the key exception of the focal optics and lack of scanning mirrors (see Table 4.1). 
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4.4. Motivation - Bulk Heterojunction Thin Films 
BHJs are a notable example of materials in which micron or nanoscale morphology 
strongly influences the material properties, and thus TAM studies are essential to provide 
greater mechanistic insights. BHJs are photovoltaic materials made up of irregular, 
intercalating, domains of electron acceptor and electron donor materials. Usually the donor 
molecule is a conjugated polymer and the acceptor is a fullerene, although other small 
molecules have shown increasing potential as non-fullerene acceptor materials. 50 BHJs are 
typically synthesised by mixing solutions of the donor and acceptor molecules and spin 
coating or drop-casting them onto a surface such that they phase separate into acceptor-
rich or donor-rich domains. Sometimes additives51 or annealing steps52 are also used to 
affect the size or crystallinity of the resulting domains. I chose to investigate a BHJ blend 
of PTB7 donor (Poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b']dithiophene-2,6-
diyl][3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]]) and PC70BM 
([6,6]-Phenyl-C71-butyric acid methyl ester) fullerene acceptor. The chemical structures 
of the donor and acceptor are given in Figure 4.3. 
 
 
Figure 4.3: Chemical structures of polymer donor PTB7 and electron acceptor PC70BM. 
 
The morphology of the domains (including size, purity, and crystallinity) are imperative in 
determing the properties and power conversion efficiencies of these materials.53-55  Figure 
4.4 is a schematic that illustrates the generally accepted mechanisms involved in PV current 
generation for BHJs: (1) light is absorbed by the polymer donor domain and forms a 
Frenkel exciton; (2) the exciton then diffuses to a domain boundary where it comes into 
contact with acceptor fullerene molecules and dissociates; (3) the electron (or negative 
charge carrier, widely accepted to be a polaron) diffuses through the acceptor domain to 
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the anode, the hole (or positive polaron/charge carrier) migrates through the donor domain 
to the cathode, thereby generating a current. 56 57 
 
Figure 4.4: Diagram of BHJ charge generation in a polymer blend of PTB7/PC70BM: (1) photon 
absorbed and exciton created (2) Exciton diffuses to domain interface (3) exciton dissociates and 
charges travel through respective domains. 
 
It is important to note, however, that some studies dispute that this is the primary 
mechanism for charge extraction. For example findings have indicated that exciton 
dissociation regularly occurs far (nanometres) from domain interfaces, leaving weakly 
bound charges that can then easily separate, 58 and recently it has been reported that 
vibrionic coherence may contribute to exciton dissociation mechanism. 59 
The size, shape, crystallinity and interface properties of the domains all affect the 
efficiencies of these charge generation and extraction processes. Small domain sizes reduce 
the distance the excitons have to diffuse in step (2) and therefore, due to the finite lifetime 
of the polymer excitons, increase the probability of encountering a fullerene domain. 55 
Similarly, the size and interconnectivity of the domains is vital in determining how far the 
free charge carriers have to travel to reach an electrode, and hence the probability of non-
geminate recombination occurring in step (3). However, purely crystalline domains are 
found to have better charge diffusion rates but diminish the probability of generating the 
carriers in step (2). Therefore, it may seem that an ideal system would minimise domain 
size while maintaining a discontinuous intercalated network of domains to prevent the 
formation of isolated islands that would trap the charge carriers. However, the issue is 
further complicated by many more subtle factors such as the crystallinity of the domains 
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and donor molecules at the interface boundary region. 61-63 Due to these dependencies the 
PCE of BHJs has been improved over the last few decades from a few percent to >10% 
PCE largely by modifying the domain sizes and composition of these materials. 54 
There are many parameters that determine the morphology of the domains 
including the choice of acceptor and donor molecules, ratio of donor to acceptor molecules, 
solvents used, the used of additives, the rate of solvent evaporation, temperature, annealing 
steps, and concentration of the initial solutions, to name a few. Determining the optimum 
device morphology for a given blend is extremely complex because of the interplay of the 
many factors discussed above and because synthesis techniques used to change one of these 
factors are likely to change others. 61,64 Therefore, huge research effort has gone into 
understanding the various processes that occur in these materials and how they are affected 
by the materials’ morphology. 
TAM studies of BHJ materials could help elucidate the dynamics occurring in 
these materials and, crucially, how they vary throughout the domains. There have been 
many bulk transient absorption spectroscopy studies of BHJs, and several have employed 
TAM techniques15,17,18,43 25 65 but most of the spectroscopic studies have looked at the 
archetypal BHJ blend of P3HT donor with PC60BM acceptors, which is by no-means the 
most efficient donor polymer anymore. The TAM set-up detailed in this chapter was 
intended to be used to study a BHJ blend of PTB7 donor and PC70BM fullerene acceptor. 
This blend was chosen as a promising sample on which to perform TAM measurements 
based on its high performance, novelty, and typical domain size (to ensure they could be 
resolved by the TAM). PTB7/PC70BM BHJs have been studied with bulk ultrafast 
transient absorption spectroscopy previously,66-68 but as far as I am aware, this promising 
blend has not yet been studied with TAM.   
 
4.5. Experimental Methods and Design  
In this section the design and implementation of my TAM set-up are expounded. In 
addition, preparatory bulk ultrafast TA measurements of the BHJ samples are briefly 
detailed. 
 
4.5.1. BHJ film samples 
Dr Tracey Clarke’s group (UCL) synthesised samples of PTB7/PC70BCM BHJ thin films 
on coverslip slides using spin-coating, as well as control samples of pristine donor or 
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acceptor films. All samples were vacuum packed for transit and their linear absorption 
spectra were recorded prior to use. 
 
4.5.2. Bulk kHz TA of BHJ films 
Bulk transient absorption measurements were performed to ensure consistency with 
published literature, to identify spectral features using advantageous broad-band probing, 
and finally, to monitor the lifetime of the sample and ensure it was less than the 12.5 ns 
between laser shots to preclude the possibility of re-excitation. The measurements were 
performed on a separate laser system to that used for TAM. Instead these measurements 
used the same 1 kHz system as described in chapter 2. Briefly, a 40 µW, 625 nm pump 
with a ~100 µm focal spot size and ~150 fs pulse duration was used to excite samples. The 
broadband white light supercontinuum probe was either generated using YAG to create a 
near-IR continuum, or sapphire for the visible to NIR region of the spectrum and was 
detected on a CCD detector (Stresing). 300 shots were acquired for each time delay in a 
cycle and the data was averaged over 10-15 acquisition cycles. All measurements were 
performed at the magic angle. 
 
4.5.3. TAM Experiment  
Figure 4.5 shows a schematic of the TAM experimental apparatus. A 4 W, 80 MHz, 
oscillator (Coherent Chameleon) tuneable between 680–1080 nm, pumped an optical 
parametric oscillator (OPO, Coherent Chameleon Vision II). A 80:20 beam splitter within 
the OPO divides the input beam from the Ti:Sapphire oscillator; 80% pumps the OPO and 
the 20% beam is bypassed through the OPO and was used as the probe for TAM 
measurements. The output wavelength of the OPO was tuneable over the range of 1000–
1600 nm but dependent on the driving frequency from the oscillator. The OPO generated 
signal was used to form the pump laser line for TAM experiments. 




Figure 4.5: (a) Diagram of TAM set-up. Inset, top left shows side-view of microscope body. Inset 
bottom right compares pump and probe pulse trains 
 
The OPO output (pump beam) was attenuated using a half waveplate and polarising 
beam cube, before being focused into a SHG BBO crystal (Eksma, θ=23.4°, Φ=90° 2 mm 
thick) to produce visible (typically 600 nm) light via second harmonic generation, after 
which two dichroic mirrors were used to remove the fundamental near-IR. The pump beam 
was modulated by a tellurium dioxide acoustic optical modulator (Isomet, 1250C-848 with 
a 535C-2 driver, see section 4.2.1 for further details), which typically applied a 2 MHz 
modulation to the pump pulse train (see inset in Figure 4.5). The TeO2 AOM crystal added 
considerable GDD to the ultrafast pulse (at 600 nm the TeO2 crystal was calculated to apply 
at total GVD of ~9965 fs2), so the diffracted beam was collimated and compressed using a 
folded prism compressor (see section 4.6.1 for more information about pulse 
characterisation). The laser beam’s spatial mode was then improved by focusing through a 
25 µm pinhole in a 1:2 telescope to produce a Gaussian beam mode with a larger beam 
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diameter (for microscopy considerations), before being routed along a retroreflector on a 
motorised delay stage (Physik Instrumente, M-521.DD1).* 
The probe beam (the aforementioned, unused portion of the Ti:Saph output) had a 
comparatively simple beam line. The beam was also attenuated using a half waveplate and 
polarising beam-cube and then followed a long path such that it matches the distance 
traversed by the pump beam both inside the OPO (1.66 m) and thereafter, before being 
focused through a 25 µm pinhole in a 3:8 telescope. The collimating lenses following the 
pinholes for both pump and probe beams where chosen with consideration of the spot sizes 
at the sample. The beams were combined and overlapped on a dichroic mirror (Thorlabs, 
DMSP750B) and made collinear (by checking alignment in the far field) before entering a 
periscope into the microscope. 
The microscope (see inset of Figure 4.5) consisted of a raised baseplate into which 
the collection microscope objective lens was mounted. The sample (a coated coverslip) 
was positioned above the objective on a piezo x-y stage (Physik Instrumente, P-541.2DD 
XY translation stage and an E-727.3CD controller) which was mounted on a coarse three 
point scanning stage to facilitate a larger range of motion than the piezo stage can achieve 
(see section 4.5.3.5 for further details). An off axis parabolic (OAP) mirror (Edmund Optics 
87407, 25.4mm diameter and 50.8 mm effective focal length) was positioned over the 
collection objective on a XYZ translation stage (Newport M-562-XYZ), such that the 
incoming beams were focused by the OAP into the sample and collected and collimated by 
the objective (Niko Apo LWD 40´, water immersion, 1.15 NA objective). After the 
microscope the residual pump is removed using a long pass dichroic (Thorlabs, DMLP650) 
and a long pass filter (Thorlabs, FELH0650). The probe and modulated heterodyne signal 
were focused (f = 200 mm) through a removable 25 µm pinhole and onto the avalanche 
photodiode detector (Menlo systems APD210).  
 The signal from the APD was fed into a lock-in amplifier (4 MHz Stanford 
Research Systems SRS865) and the lock-in was referenced at the rate of the modulation 
applied to the AOM/pump pulse (typically, 2 MHz). This reference signal was triggered 
directly from the output of a photodiode in the Chameleon laser. The photodiode output 
was used to trigger a picosecond delayer (PSD, MicroPhoton devices) to generate a TTL-
 
*Note, although it may seem more intuitive to improve the pump beam mode as the final step before the 
sample (i.e after the delay stage), the beam was unavoidably poorly collimated after being generated in a 
thick BBO crystal and then being diffracted from within a thick AOM. So, changing the optical path length 
of the beam (on the delay stage) prior to the pinhole changed the focusing conditions into the pinhole and 
therefore altered the pump power at the sample. 
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like pulse, which was used as a reference frequency for the AOM Radio Frequency driver 
and the lock-in. The set-up was coordinated and controlled by LabView software, using a 
combination of plug-ins provided by equipment manufacturers and custom ones I wrote.  
 
4.5.3.1. Acoustic Optical Modulator 
AOMs use acoustic waves travelling through a crystal to diffract incident light (Figure 4.6). 
The diffraction occurs because the acoustic waves in the crystal travelling perpendicular to 
the light periodically displace the crystal lattice causing it to display periodic regions of 
higher and lower density, which act as a transient diffraction grating. Since diffraction only 
occurs while the acoustic wave is coincident with the laser in the crystal, the speed at which 
the diffraction can be switched on or off is primarily determined by the speed of the 
acoustic wave. Therefore, the diffraction, and hence modulation, can be controlled at MHz 
rates, making AOMs ideally suited for high repetition rate (>100s kHz) modulation of 
optical pulse trains. 
 
Figure 4.6: Schematic illustration of AOM operation. 
 
In this experiment the AOM is used to apply a modulation to the probe beam such 
that bunches of pulses (with an 80 MHz repetition rate) are diffracted at a frequency less 
than 4 MHz (typically 2 MHz, since 4MHz is the maximum reference rate the lock-in can 
operate at). The first order diffracted beam is used as the probe in the experiment and the 
0th order diffracted beam is dumped. This is because the diffraction process is never 100% 
efficient, and so the 0th order beam can never truly be ‘turned off’, low power pulses would 
remain in the pulse train and may also excite the sample. 
The AOM in the apparatus used 200 MHz acoustic waves (driven by a radio-
frequency generator) travelling through a TeO2 crystal. Initially the AOM was tested to see 
if it could effectively pulse pick single laser pulses so that samples with an excited state 
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lifetime of greater than 12.5 ns (the time between laser pulses at 80 MHz) could be 
measured without re-exciting the sample. However, the rate at which the AOM can operate 
is limited by the acoustic speed within the crystal, the acoustic wave pulse duration, and 
the volume of the crystal illuminated by an incident laser pulse. Even using the shortest 
pulse of 200 MHz acoustic waves the AOM can produce (about 1 ns), at an 80 MHz laser 
repetition rate the AOM diffracted multiple pulses of light. Focusing the laser into the 
AOM reduces the spatial region over which the acoustic wave is coincident with the light 
pulse train, resulting in fewer laser pulses being diffracted. Therefore, a variety of focal 
conditions were tested, including expanding the beam before focusing it to reduce the focal 
spot size. However, short acoustic pulses and tight focusing conditions both decrease the 
diffraction efficiency, and a minimum of three laser pulses were still diffracted, one with a 
relatively high efficiently and two temporally adjacent pulses with a lower efficiency. 
Despite the low power of the unwanted pulses they could lead to unreliable measurements 
as the lock-in may still pick up signal from these pulses. Therefore, without purchasing a 
different AOM with a thinner crystal (to reduce the interaction volume) and a higher RF 
frequency driver (to facilitate shorter duration acoustic waves), diffraction of individual 
pulses of light was not possible. Hence the AOM was optimised to diffract bunches of 
pulses (as indicated in Figure 4.5 inset) with high throughput efficiency, thereby limiting 
this experiment to samples that have lifetimes less than 12.5 ns. 
 
4.5.3.2. Electrical Signalling and Triggering  
All of the electrical MHz signals were triggered from the output of a photodiode built into 
the laser oscillator laser, to ensure all components of the experiment remained synchronised 
despite any variation in the cavity rep rate (variation is typically >1%). However, 
depending on the laser output wavelength and the length of time the laser had been 
operating for, this signal could be fairly noisy, and was far from the clean TTL-like pulse 
that was needed to trigger the AOM and provide a reference frequency for the lock-in 
amplifier. It was found that a commercial picosecond delayer (PSD manufactured by MPD) 
could reliably detect the laser repetition rate directly from the photodiode output and could 
produce a clean TTL-like pulse train with frequencies at factors of the 80 MHz rate.  
As standard, the PSD threshold trigger level was set to 100 mV and a factor of 40 
was used to divide the pulse train to generate a 2 MHz rep rate. The output pulse duration 
had to be set to pre-designated discreet values, typically 241 ns was used as this was the 
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closest option that provided a 50% duty cycle (2 MHz corresponds to a 500 ns period) 
which the lock-in reliably detected as being a 2 MHz reference signal. Note that this means 
the output is not a ‘true’ TTL pulse since in electronic engineering a TTL pulse has a 50 % 
duty cycle and a maximal ‘on’ voltage of 3.3V. The output of the PSD was split between 
triggering the AOM radio frequency driver and providing a reference frequency for the 
lock-in amplifier. 
 
4.5.3.3. Lock-in Detection 
Lock-in amplifiers enable detection of periodic signals with very high sensitivity, even in 
the presence of predominant noise or undesired background. This is achieved by comparing 
a reference frequency with the input in a method called phase sensitive detection. Signals 
that are at the same frequency as the reference and that maintain a constant phase are 
selected, and the signal output is given by: 
 5%&'()* cos 4 4.4 
Where 4 is the phase difference between the signal and reference. All signals that occur 
with a different phase or frequency are rejected as noise. The lock-in amplifier used in this 
work is a dual-phase lock in, meaning the two outputs, X and Y are recorded with a 90° 
phase difference between them. Therefore, the phase dependency of the signal can be 
removed and the signal magnitude is given by: 
 % = 89$ + ;$! = 5%&'()* 4.5 
The lock-in settings (most notably integration time and noise filter) were set 
manually on the device. Typically, a 300 ms integration time and 6 dB noise filter were 
used for non-linear signal detection. The lock-in streamed the data to the computer via an 
ethernet connection. The device did this in UDP packets (User datagram protocol packets-
a method of encoding packets of data for transfer), made up of 32-bit floats of R data. UDP 
packets have the advantage of including headers in the packets with integrity checking so 
that if an error occur, (for example part of a packet is lost because the computer cannot 
process the incoming data fast enough) the whole packet is discarded. The time required to 
acquire a packet’s worth of data depends on the integration time (manually set on the 
instrument), as the averaging over this time is done internally within the lock-in. Initially 
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the packet size was set to be as large as possible (1024 bytes) to maximise the data content 
of each packet and therefore minimise the processing time per unit of data. However, 
following the discovery of latency issues as discussed in section 4.6.5 the packet size was 
set to be as small as possible (128 bytes) to minimise this problem.  
 
4.5.3.4. Software 
The control software for automated data acquisition was written in LabVIEW and used 
some virtual instrument files (VIs) provided by manufacturers, including ones for control 
of the Stanford instruments lock-in and for the Physik Instumente delay stage and 
microscope stage. The programme starts by initialising the delay stages and the lock-in 
amplifier streaming connection. Once initialised the delay stage was moved independently 
to allow the user to find the position of the delay stage corresponding to time zero. For data 
acquisition the programme has two operating modes; image or kinetic acquisition. The 
imaging mode leaves the delay-stage in its initial position and only moves the microscope 
piezoelectric x-y stage. The piezo stage scans the sample in a raster pattern determined by 
the input settings for image dimension and pixel size. In the kinetic acquisition mode, the 
x-y microscope stage remains fixed and the motorised delay stage (controlling the pump-
probe time delay) is translated to acquire the time-dependent response from a single point 
(or pixel) of the sample. 
The total acquisition time for a single pixel depends on both the integration time set 
on the lock-in and the number of averages of the resulting data the computer makes. This 
design was used so the standard deviation could be calculated for each pixel/datapoint in 
case noise filters were desired in future experiments to monitor effects that would result in 
large deviations from the mean, such as burning during acquisition. 
 
4.5.3.5. Microscope Design  
As mentioned previously, the microscope used an OAP mirror to focus the pump and probe 
beams and a high NA objective lens to collect light from a small spot within the illuminated 
area. All fine motion and scanning of the sample for imaging purposes was achieved using 
the piezoelectric x-y stage. The z-positioning of the sample in the focus was achieved by 
suspending the piezo stage in a custom-made tray supported by three screws, henceforth 
referred to as spindles, in a tripod-style arrangement. The spindles were positioned on three 
sides of the rectangular tray excluding the side adjacent to the x-y translation stage 
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supporting the OAP. The tray was designed such that the spindle opposite the OAP mount 
was furthest from the focal position of the microscope so that incrementing the height of 
this spindle made the smallest change in the height of the sample above the focus compared 
to the other two spindles. This spindle was fitted with an actuator (Newport, 8301NF: 
Picomotor Actuator and 8742 Picomotor Controller) such that the height of the sample 
could be remotely adjusted with the control computer during microscope operation.  
In addition to the z-positioning, motion of the stage tray also facilitated coarse x-y 
motion beyond the range achievable with the piezo stage alone (the x-z piezoelectric stage 
was motion limited to 45 x 45 µm). This was achieved by positioning the ends of two of 
the spindles in a V-grove and a cone/divot carbide pads on translation stages (Newport 
9065M-X) fitted with two more actuators, the third spindle rested on a flat carbide pad 
(Newport CPP-V, CPP-C, CPP-F). This arrangement allowed the coarse and z-position of 
the sample to be controlled through computer software (provided by Newport) moving the 
three actuators.  
 
4.5.3.6. Microscope Alignment 
For the microscope section of the experiment to be correctly aligned several criteria must 
be fulfilled (1) the incoming colinear pump and probe beams need to be horizontal, and (2) 
reflected by the OAP so they focus directly below it at the sample; (3) the microscope 
objective needs to be 0.19 mm (the working distance) from the OAP focal position, to 
maximise the amount of light it collects and so the outgoing beam is collimated; (4) finally, 
the sample needed to be positioned in the focal plane of the beams.   
In order to achieve this arrangement a diode laser (Odic Force Lasers, OFL434 
continuous wave 650 nm, 50 mW) was used back align the optics. Since the collimation 
and mode of the alignment laser was poor, first it was focused through a pinhole and 
collimated to give a beam with >7 mm diameter so that it would overfill the back of the 
microscope objective. It was then directed into the microscope using the dichroic that 
removes the residual pump after the sample in normal measurement operation. Note, the 
cut-off wavelength of the dichroic is 650 nm, meaning approximately 50% of the beam 
was reflected off this dichroic and the remainder was transmitted. The procedure developed 
for aligning the microscope is outlined in the following steps: 
1. The microscope was dismantled (the OAP, xyz stage, the piezoelectric x-y stage and 
the objective were all removed) and the alignment laser was made to pass vertically 
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through the baseplate using a lens tube (and approx. 0.3 m), and a frosted pin hole 
as a target. Note that because some of the alignment laser was transmitted through 
the 650 nm dichroic, there were unavoidably two spots at this point, displaced by a 
distance related to the thickness of the dichroic, therefore it was important to note 
which beam arises from reflection off the front face of the dichroic and to use it for 
alignment. 
2. Once the beam passed through the frosted pinholes at one and two lengths of tubing 
from the baseplate, the lens tubing was removed, and replaced with a short piece of 
lens tube containing a mirror to reflect the alignment beam back on itself. At the 
dichroic a portion of the reflected beam was transmitted and followed the path the 
probe beam took in normal operation. This beam was then used to align the optics 
associated with detection; an achromatic lens focused the beam into a pinhole 
directly before the APD detector and a portion of the beam was deflected using a 
removable glass slide onto a CCD. The CCD was translated until it is at the focal 
position, which was found by minimising the size of the imaged spot.  
3. Once the optics for detection were aligned, the microscope was reassembled by 
replacing the objective (screwed into the baseplate), the x-y stage (both the coarse 
positioning tray and piezo stage), and the OAP on a three-dimensional translation 
stage. The alignment laser then focussed after passing through the objective; the 
OAP had to be positioned above the objective using the 3D stage it was mounted 
on, such that the outgoing alignment laser beam was collimated. This was checked 
by adding a mirror after the OAP so the alignment beam was deflected before the 
periscope leading to the rest of the set-up, such that the collimation could be 
checked several meters in the far-field. 
4. Next, the sample stage was replaced. To ensure the sample was at the correct height, 
in place of a sample a mirror was positioned over the microscope objective (with 
immersion oil) and the height of the entire coarse stage was altered (by moving the 
three spindles) until the size of the spot imaged on the CCD was minimised and the 
stage was level, indicating the mirror was at the focus of the objective. 
5. Finally, the pump and probe beams were made collinear to the counter propagating 
alignment laser beam using the mirrors on the periscope leading to the microscope. 
This alignment was assumed to be sufficient when the alignment laser beam passed 
through the pinhole used to spatially filter the pump beam and vice versa.  
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4.5.3.7. Operating Procedure 
Typically, the microscope would have to be realigned every fortnight to correct for minor 
drift in the optics. In daily operation, the laser would be left on for at least an hour to 
equilibrate before operation of the set-up. To take a measurement of a sample deposited on 
a coverslip, immersion fluid was applied to the back face of the sample and it was placed 
on the sample holder such that the immersion fluid was between the sample and objective, 
before the sample was secured using clips. Then the alignment laser was used to check the 
sample was at the microscope focus: the back reflection of the alignment laser from the 
front face of the coverslip was imaged onto the CCD and the spot size was minimised by 
adjusting the height of the sample with the actuator spindle. The alignment laser was then 
blocked, and pump and probe beams were unblocked before measurements could 
commence. 
 
4.5.3.8. Functionality Tests 
In order to ensure the TAM set-up was functional, the ultrafast spectroscopy and 
microscopy components were tested separately by performing bulk pump-probe 
measurements and linear microscopy measurements.  
To facilitate bulk pump-probe measurements the TAM set-up was altered by 
removing the periscope that normally leads to the microscope and replacing it with a 
focusing mirror (f = 25cm) in a ‘V’ configuration with a flat pick-off mirror that directed 
the focusing beams into the sample. After the sample the signal and probe were separated 
from the residual pump light using a dichroic filter (Thorlabs, DMSP750B), before being 
focused into a photodiode connected to the lock-in amplifier. The samples were positioned 
in the focus by manually moving a small translation stage into which a lens mount 
containing the sample was secured. 
To test the functionality of the microscopy components of the set-up, test images 
were taken with the pump beam blocked and using a mechanical chopper wheel (operating 
at 3 kHz) to modulate the probe beam directly with the chopper output frequency used as 
the reference for the lock-in. In this configuration the measurement is purely of 
transmission of the probe through the sample and therefore is a linear optical microscopy 
image; i.e. the only cause of a decrease in transmission was due to linear effects such as 
absorption or scatter. 
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4.6. Results and Discussion 
4.6.1. Sample Characterisation 
The linear absorption spectra of the BHJ film samples were acquired as displayed in Figure 
4.7(a). Figure 4.7(b) also displays the linear absorption spectra of cadmium telluride 
(CdTe) quantum dots (PlasmaChem, PL-QDN-750) dispersed in water and panel (c) shows 
the absorption of LDS 798 dye in methanol at various concentrations, both of which were 
used to test the functionality of the TAM apparatus.  
 
Figure 4.7: Linear absorption spectra of (a) PTB7/PC70BM bulk heterojunction thin film, (b) CdTe 
quantum dots dispersed in water, (c) solutions of LDS798 dye in methanol at various concentrations 
which decrease through numbers 1-8. 
 
4.6.2. kHz Bulk Measurements 
TA data of a pristine PTB7/PC70BM BHJ and pristine PTB7 films are shown in Figures 
4.8 and 4.9, respectively. The TA data are consistent with previous studies66,69 and clearly 
demonstrate that the vast majority of molecules have returned back to their original state 
within 1 ns, and therefore will not persist up to the 12.5 ns limit between laser pulses in the 
80 MHz experiments.  
Chapter 4. Ultrafast Transient Absorption Microscopy 
 128 
 
Figure 4.8: Bulk kHz TA data of a PTB7/PC70BM BHJ film, using (a) sapphire and (b) YAG 
generated broadband continuum probes. 
 
 
Figure 4.9: Bulk kHz TA data of a pristine PTB7 film, using (a) sapphire and (b) YAG generated 
broadband continuum probes.  
 
4.6.3. MHz Pulse Characterisation and Compression 
The 800 nm probe pulse was characterised using a commercial SHG-frequency resolved 
optical grating spectrometer (Swamp Optics GRENOULLIE) and was found to have a 
pulse duration of 125 ± 10 fs, which is better than a transform limited Gaussian pulse (158 
fs, calculated using parameters: 6.0 ± 0.3 nm bandwidth and a central wavelength of 801.7 
± 0.3 nm), but worse than the transform limit of a sech2 pulse (113 fs). Hence no pulse 
compression was required in the probe line. 




Figure 4.10: SHG autocorrelation trace of pump pulses (black circles), with overlaid fit to 
Gaussian response function (red line).  
 
In contrast, the near-IR output of the OPO which was used to generate the TAM 
pump, was significantly chirped. Further, after the OPO these pulses passed through several 
transmissive optics in the TAM set up, including the SHG BBO crystal and most notably 
the TeO2 AOM crystal. The pulse duration before compression could not be measured 
because the peak power of the chirped pulses was insufficient to generate a measurable 
amount of SHG light in a homebuilt SHG autocorrelator. The pump was compressed using 
a folded prism compressor, with two SF11 equilateral prisms approximately 35 cm apart. 
The pulse compression was iteratively optimised using the autocorrelator and led to the 
generation of ~111 ± 4 fs pulses (Calculated from fitting to a Gaussian function as shown 
in Figure 4.10). This demonstrates the pulse was well compressed given transform limited 
pulse durations of 124.4 fs and 88.9 fs for Gaussian and sech2 pulses respectively, based 
on a spectral bandwidth of 4.3 ± 0.3 nm at the central wavelength of 603.3 ± 0.3 nm, as 
shown in Figure 4.11. 
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Figure 4.11: Laser spectra of pump and probe pulses as measured with an Ocean Optics 
spectrometer. Red line overlays are fits to Gaussian functions. 
 
4.6.4. MHz Bulk Measurements  
Bulk pump-probe measurements were performed on LDS 798 (Styrl-11) dye in methanol 
solution in a 1 mm path length static cuvette, for a number of different dye concentrations 
(Figure 4.12(a)) and at different laser powers (Figure 4.12(b)). The lowest concentration 
dye solution studied had a maximum absorbance of ~0.02 illustrating the high sensitivity 
of the detection system. Measurements taken at a variety of pump-probe powers 
(maintaining a pump-probe power ratio of 2:1) revealed that the non-linear response could 
be clearly detected with powers as low as 125 µW pump and a 63 µW probe, which gave 
signal on the order of 10-7, which is consistent with the sensitivity of MHz TAM 















































Figure 4.12: Bulk MHz measurements of LDS 798 solutions (a) for various (a) concentrations (plot 
line colours correspond to concentrations shown in figure 4.7(c)) (b) laser powers. (c) and (d) 
display the same data as (a) and (b) respectively but on a log scale to reveal the lowest intensity 
signals 
 
Measurements of the solid samples deposited on coverslips (CdTe quantum dots 
and a PTB7 polymer film) revealed that at high powers the signal intensity dropped with 
time, which can be attributed to thermal damage to the sample. Therefore, a series of 
measurements at different powers were made on the quantum dot sample to find the highest 
pump power that could be used without causing this effect (again keeping the pump and 
probe powers in a 2:1 ratio). This limited the maximum powers to 0.6 mW pump and 0.3 
mW probe to prevent sample damage. From this it was estimated that the equivalent 
maximal power that could be used for this sample in the microscope without increasing the 
peak power density (due to tighter focus) was 25 µW pump and 12 µW probe. This was 
calculated by assuming an inverse square relation between power density and focal length. 
Note, this assumes that in both configurations the beams are focused perfectly, the sample 
is positioned perfectly in the focus, and the spot size is greater than the diffraction-limited 







Chapter 4. Ultrafast Transient Absorption Microscopy 
 132 
 
Figure 4.13: Bulk MHz measurements of (a) drop cast CdTe quantum dots acquired with 0.6 mW 
pump and 0.3 mW probe powers and (b) PTB7 polymer film, acquired with 0.5 mW pump and 
0.25 mW probe. Dotted colour lines show repeat acquisitions, black solid line indicates average.  
 
A similar laser damage threshold was observed for measurements of a thin film of 
PTB7 polymer (fig 4.13(b)). The apparent lower levels of noise in the PTB7 data compared 
to the quantum dots can be explained by better positioning of the sample at the focus of the 
laser beams and potentially less scatter from the sample.  
 
4.6.5. Linear Microscopy 
Figure 4.14 shows several linear microscopy images of a coverslip patterned with gold 
which was used as a test sample. Figure 4.14(a) was acquired with a 25 µm pinhole 
positioned before the detector. As expected, and as for conventional confocal microscopy, 
this dramatically improved the spatial resolution of the images compared to when it was 
removed (see Figure 4.14(b)). This is because the pin hole removes light that was scattered 
out of the focal plane of the microscope. However, due to issues finding a stable non-linear 
signal in samples, for all of the measurements discussed in the following sections the 
pinhole was removed to maximise the amount of probe and signal reaching the detector. 
In early test images issues with a latency between data collection and processing 
were observed. This led to streaks in the images, which were noticeable in areas of high 
contrast (e.g the edge of a gold patterned structure) and depended on the travel direction of 
the stage, as shown in the bottom half of Figure 4.14(c). To reduce this effect the packet 
size of data streamed from the lock-in was minimised and the image collection parameters 
(pixel averaging, lock-in time constant, and pixel size) were also varied. As shown the 
effect was removed when the integration time on the lock-in amplifier was sufficiently 
short (so the lock-in was more responsive to changes in the signal) or the number of 
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averages the computer made at a pixel was sufficiently high (so the pixel dwell time was 
longer which gave the lock-in time to respond and the latency effects were averaged out). 
 
Figure 4.14: Linear microscopy images of gold patterned coverslip with (a) pinhole in place before 
detector, (b) image taken without pinhole, (c) Image demonstrating streaking caused by latency 
issues. In the bottom of this image streaks are apparent because the lock-in integration time is too 
long relative to the speed at which the stage moved between pixels. In the top section of the image 
(indicated by the dashed line) the effect is reduced by decreasing the lock-in integration time. 
 
4.6.6. TAM Measurements 
Using the aforementioned sample of CdTe quantum dots deposited on a coverslip, a non-
linear signal was detected (Figure 4.15) inside the microscope, however the sample was 
clearly significantly damaged in the measurement process as is apparent from the drop in 
signal intensity between repeat measurements. These data were acquired using pump and 
probe powers of 15 µW and 7 µW respectively, considerably less than the 25 µW and 12 
µW limits estimated from bulk measurements. This discrepancy could be due to an 
overestimation of the focal spot size or, more likely, it may be due to better positioning of 
the sample in the focal plane of the microscope than was achieved for the bulk 
measurements and hence a higher energy density in the sample. Unfortunately, on repeated 
occasions when the laser powers were reduced this signal was lost. No stable signal was 
found for the PTB7 polymer film sample despite numerous attempts. Given the success of 
other similar TAM experiments the reasons for this are currently unclear.  
These non-linear signal issues precluded the possibility of acquiring a non-linear 
microscope image. The effect of thermal damage was far too rapid to acquire such an 
image, as the sample bleached before sufficient dwell time could be completed. The 
resulting images were dominated by a gradient of light to dark (high signal to low signal) 
from top to bottom, following the scan direction. 
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Figure 4.15: Non-linear signal from CdTe quantum dots from two successive measurements. 
Blue line – first measurement, green line – second measurement. 
 
To ensure the poor signal strength was not due to improper alignment of the 
microscope, the alignment was repeatedly checked. I ensured that the pump and probe 
beams focused to the same spot in the sample x-y plane. This process was performed using 
the gold patterned coverslip sample, the position of the pump and probe beams in the 
sample were compared by imaging the probe beam on the CCD (usually used to monitor 
the sample height), and inspecting the residual pump beam after the microscope on a piece 
of card at high powers. Since the gold coated areas of the sample are opaque to the pump 
and probe wavelengths, these regions were visible in both the beams and so the position of 
the beams in the samples could be compared. This test repeatedly indicated that the focal 
spots were overlapped, however it is possible that the process of changing the powers of 
the beams (by rotating the half-waveplates at the start of beam lines) altered the beam 
pointing. Therefore, to further test this in future work a beam profiling camera could be 
positioned in the microscope focal plane to image the focal spots. This would also provide 
a precise measure of the focal spot sizes. 
Alternatively, given the success of many similar MHz TAM experimental set-ups, 
it seems probable that the discrepancies between the experiment constructed and detailed 
in this chapter and those in literature could be the cause of these issues. Two key differences 
are the use of an OAP mirror to focus light into the sample and potentially the lack of pulse 
picking commonly used to reduce repetition rate of the laser, although some experiments 
do not specify this. The use of the OAP mirror results in a significantly larger area of the 
sample being excited than the collection objective can collect from. This may increase the 
level of noise in the data due to scattered light from the peripheral regions. In addition, 
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because a larger area is illuminated, higher average powers are needed to achieve consistent 
peak energy densities per pulse in the sample. Although the energy density per pulse used 
in these experiments is comparable with literature (see Table 4.1) values, the (average) 
power density may be greater. This issue could be compounded by the lack of pulse picking 
leading to less time between pulses for heat to dissipate. It is still somewhat surprising that 
the power could not simply be reduced to alleviate this problem. However, it is possible 
that at lower powers the peak power in the sample was insufficient to generate a non-linear 
signal or the reduced signal intensity was obscured by significant scatter/noise. The effect 
of the OAP could be tested relatively simply by replacing the OAP with an objective lens, 
although the compression of the pulses would likely need to be adjusted to account for the 
significant amount of additional GVD. The effect of the repetition rate would be 
considerably more difficult to test as a pulse picker would need to be added between the 
laser oscillator and the OPO, or two pulse pickers would be needed after the OPO. 
 
4.7. Conclusions and Future Work 
Attempts to build a transient absorption microscope have been, thus far, largely 
unsuccessful. As expected, the use of a secondary (confocal) pinhole in linear microscopy 
was shown to improve resolution. However, samples burned during non-linear microscopy 
measurements even at low pump fluences, and this precluded the acquisition of non-linear 
microscopy images and time-resolved data. The reasons for such poor signal to noise is 
currently unclear. However, bulk MHz measurements showed high sensitivity and low 
noise levels and linear microscopy images indicate that the microscope was well aligned 
and operational. Bulk measurements with the same apparatus also demonstrated the 
acquisition software and integration of multiple electronic devices, including the lock-in 
amplifier, were operational. Therefore, based on the success of similar experiments in 
literature and successful acquisition of data in bulk measurements, the issues are most 
probably due to an insufficiently tight focus into the sample because an OAP mirror was 
used rather than an objective lens. 
If the current issues with this experiment were resolved a further improvement 
worthy of consideration is the use of a secondary AOM in the probe line to allow dual 
modulation at MHz frequencies. Alternatively, use of a pulse picker immediately after the 
commercial oscillator to down-grade the repetition rate of both the pump and probe lines 
would be advantageous as it would allow measurement of longer-lived species, albeit with 
Chapter 4. Ultrafast Transient Absorption Microscopy 
 136 
longer acquisition times. In conjunction with this, use of a lock-in amplifier which can 
lock-in to reference frequencies at 10s of MHz would likely see a reduction in noise. 
Despite the shortcomings of this experiment the potential of TAM is clear. Recent 
publications detailing combinations of advance spectroscopic and microscopic techniques, 
such as 2DIR31 or 2DES32,33 confocal microscopy and transient absorption NSOM36,37 or 
STED, 34,35,70 demonstrate exciting developments in this field and the rich variety of 
potential samples hold the promise of interesting discoveries. 
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Chapter 5. Conclusions 
The work presented in this thesis demonstrates the value of femtosecond spectroscopy to 
elucidate the ultrafast processes that occur in photoactive nanomaterials and give rise to 
their functional properties. Further, I detailed my development and design of a transient 
absorption microscope and multiple characterisation tests performed on the system. 
 In chapter 2, ultrafast transient absorption was used to investigate the dynamics of 
localised surface plasmon polaritons on hollow gold nanoshells (HGNs) coupled with 
excitons in J-aggregates. I investigated HGNs samples with J-aggregates on the outer 
surface, on the inside of the nanoparticle, and both inside and outside. As far as I am aware, 
this study is the first to investigate the transient response of HGNs with J-aggregates inside 
hollow gold nanoparticles. For the sample with J-aggregates on the outer surface and on 
both the inner and outer surfaces, the effect of coupling was apparent in the line shapes of 
the transient data at all delay times. The splitting of the LSPR observed by addition of J-
aggregates to only the inner surface of the HGN was generally weaker in both linear and 
non-linear measurements, which may be due to the optically active HGN LSPR mode being 
more strongly associated with the outer surface of the HGN. 
By comparing the responses of coupled and uncoupled HGNs I was able to 
determine that in all the samples the plasmon dephases very quickly (prior studies indicate 
~10 fs) and creates a hot electron population that thermalises within the first ~0.5 ps. The 
decay in the kinetics after this time were caused by the cooling of the hot electron 
population and were largely consistent between all the coupled and uncoupled systems 
investigated, with differences in the phonon-phonon coupling rate potentially attributable 
to the J-aggregates coating the surface of the HGN acting as an insulating layer. Further 
studies on more strongly coupled HGNs with J-aggregates only on the inside may help 
explore this possibility. 
Future work could include computational modelling and 2DES measurements to 
aid in disentangling the various overlapping and shifting spectral features, as well as 
repeating the TA measurements of samples of HGN with J-aggregates only contained 
within the hollow cavity, to further investigate the effects of positioning the J-aggregates 
inside, rather than on the surface of the HGNs. Finally, performing similar measurements 
to these on a range of HGN samples with a variety of sizes and shell thicknesses would 
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allow the effects of detuning the LSPR resonance and, potentially, a variety of coupling 
strengths to be systematically investigated and provide fundamental insights. 
Chapter 3 detailed my TRIR and 2DIR investigations of formamidinium lead iodide 
perovskite thin films. Theoretical studies have suggested that for this, and other, hybrid 
lead iodide perovskites, the rotation of the organic cation within the lead iodide lattice 
could play a pivotal role in explaining the anomalously high power conversion efficiencies 
of the photoactive material. This mechanism occurs via the formation of ferroelectric 
domains which aids in channelling charge carriers to electrodes, thereby reducing loses due 
to charge recombination. However, my analysis of the 2DIR data found the rotational re-
orientation of the formamidinium cations was very fast, and therefore unable to support the 
theorised stable ferroelectric domains. The cation was found to reorient on two timescales, 
with associated 470 ± 50 fs and 2.8 ± 0.5 ps time constants.  
Comparison of the data with molecular dynamics simulations revealed dynamical 
motions associated with the two different time constants: motions associated with the 
hundreds of femtosecond time component include: FA+ agitation about an equilibrium 
position, with the NH2 functional groups oriented towards opposite faces of the inorganic 
lattice cube. Whereas the picosecond component is associated with the cation undergoing 
90° flips between adjacent cube faces. These 2DIR results provided the first direct 
measurement of FA+ rotation inside thin perovskite films and preclude the possibility of 
the theorised long-lived (anti)ferroelectric domains.  
TRIR measurements of the formamidinium perovskite showed a prominent 
vibrational transient feature, with an oscillator strength commensurate to electronic intra-
band transitions. Photogenerated charge carriers increase the internal electric field of 
perovskite thin films, perturbing the FA+ antisymmetric stretching vibrational potential so 
dramatically that the associated oscillator strength increased by orders of magnitude. This 
observation is indicative of large polaron formation and may be the reason for the 
anomalously high PCE of formamidinium lead iodide perovskite thin films. 
In future work transient 2DIR measurements could help to elucidate whether large 
polaron formation plays a significant role in charge carrier extraction. Such measurements 
could monitor the effect of electrons in the conduction band on the re-orientation dynamics 
of FA+ cations in the inorganic lattice and therefore interrogate whether the large polaron 
is formed. However, practically these experiments would be extremely challenging due to 
heating effects.  
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In chapter 4, the third and final experimental chapter of this thesis, efforts to build 
a transient absorption microscope were detailed. It was planned that the set-up would be 
used to measure the response of a PTB7:PC70BM bulk heterojunction film. Bulk 
heterojunction films contain intermixed micro- or nano-scale domains of acceptor and 
donor materials. The morphology of these domains has been shown to be vital to the 
efficiency of these films as photovoltaic materials. Therefore, ultrafast TAM provides an 
ideal experimental tool to investigate the charge carrier dynamics occurring in the 
morphology of these materials.  
The TAM design detailed in this thesis is similar to other reported MHz TAM 
experiments, with the significant exception that a curved silver mirror was used to focus 
the pump and probe beams into the sample, which has only been reported for widefield 
kHz TAM set-ups previously. Therefore, this design relied on the aperture of the collection 
objective lens (and an optional second pinhole) to remove scattered and out of focus light. 
The sensitivity of the experiment was found to be sufficient for bulk measurements but 
ultimately it was found that the experiment required high powers to give detectable signal 
for non-linear microscopy measurements. The high power density at the sample resulted in 
thermal damage to all the samples tested. I concluded that the set-up is unusable in its 
current configuration. Therefore, the best approach for future work would be to incorporate 
a microscope objective to focus the incoming light into the sample, making the 
experimental design consistent with published literature. This would yield a smaller focal 
spot size and so reduce the total power needed to achieve the same power density at the 
sample. With less total power applied to the sample, thermal damage is expected to be 
reduced. Moreover, there would be less scattered signal emanating from locations outside 
the collection volume, thereby reducing the noise in measurements. 
To summarise, in my thesis I have demonstrated the application of ultrafast time-
resolved spectroscopy techniques to photoactive nanomaterials. Ultrafast time-resolved 
spectroscopies are a diverse and adaptable range of techniques and, as such, it is no surprise 
that they prove a useful tool to investigate nanomaterials. With the growing range of 
photoactive nanomaterials being developed and the advancement of ultrafast spectroscopy 
techniques, there is no doubt that such experiments will continue to provide key insights 
into the function of these promising materials.   
 
