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In [2], the properties of Hamiltonian circuits in the square of a graph G 
which include as many edges of G as possible were employed to prove 
that the square of a block is Hamiltonian. In this paper, we investigate 
the properties of such Hamiltonian circuits, using this investigation to 
obtain a necessary (but not generally sufficient) condition for the square 
of a graph to be Hamiltonian. We then extend the proof given in [2] to 
show that every block contains a special spanning subgraph whose 
square is Hamiltonian. 
We use the notation and terminology of [3], with the terms “point,” 
“line,” and “cycle” replaced by vertex, edge, and circuit. Further, we 
denote the set of edges of a graph G by E(G). follow the practice of 
representing a walk by the sequence of vertices along the walk. To 
distinguish between a path (circuit, walk) p and the graph whose vertices 
and edges are exactly those of p, we denote the graph by /p 1; but we will 
employ the same term for both the sequence and the gra 
meanings of our words to be distinguished by context. 
distance between two vertices [ and q in a graph G by 
denote the degree of a vertex 5 in G by v&). The undirected edge joining 
vertices .$ and 7 is denoted by (t, 7) or (q,n interchangeably. 
Since many of the terms used in this paper refer to sequences an 
since we must frequently operate on or with those sequences, the follow~g 
terms will simplify the discussion. The empty sequence is the seque 
which has no terms. Let a = <I , ,fz ,..., f, and b = Q ) qz ,..I, 17% . 
define (a), (b) to be the sequence (I , & ,..., 5, ) Q , Q )...: qn S Whenever 
the symbol n is replaced by the sequence itself in the notation (a>, the 
parentheses are omitted. Thus we have: (4, (b) = El, 4, >a.-> Ln 7 
(6) = (a), Q ,..., 71% . Further, if [m = Q ) the symbol ab represents t 
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sequence 5,) 5, ,..., tm, r12 ,..., qn . Note that if a is the empty sequence, 
(a), (b) = b and ab and ba are not defined. The inverse a-l of a is the 
sequence .&, .$+1 ,..., ez , t1 . If & = 5,) a rotation of a is a sequence 
of the form & , &+i ,..., &,+.1 , tm , f2 ,..., &-1 , & , where 1 <j < m - 1. 
For convenience, we will say the only rotation of (I ,..., ,$m with f1 # & 
is & ,..., & . A sequence t is a transform of a sequence a if and only if t 
or t-l is a rotation of a. A sequence c is a section of a sequence a if and 
only if there exist sequences d and e such that a = dce. We define F(a) = fl, 
-%4 = L , Va> = G-5, tf2 ,..-, &,>, and W = if2, & ,..., &A. The 
neighbors of ,$ in a sequence (c), <, (d) are L(c) and F(d). 
Given an integer k > 1, the kth power G” of a graph G is a graph 
with V(G’“) = V(G) and (t, yl) E B(G7e) if and only if d&, q) E {I, 2,..., k>. 
G2 is called the square of G. We call a walk p an [(II, ,t?]-walk if and only 
if F(p) = E and L(p) = j?. 
The first few theorems hold for both Hamiltonian circuits and 
Hamiltonian paths in the square of a graph. In order to treat these two 
cases simultaneously, we define a Hamiltonian trail to be any trail which 
is either a Hamiltonian circuit or a Hamiltonian path. A Hamiltonian 
[[, VI-trail h in G2 is maximal if and only if no other Hamiltonian [f, q]- 
trail in G2 contains more edges of G than h contains. 
Let G be a graph, let &, and [,, be (not necessarily distinct) vertices 
of G, and let h be a Hamiltonian [& , (J-trail in G2. We now define a 
sequence-valued function + on sections of transforms of h. In general, 
the definition provided here does not yield a unique function; however, 
the results of this paper are independent of which function 4 satisfying 
the definition is chosen. It is to be understood that I$ is one particular 
one of the functions satisfying the definition given below and is fixed 
for a fixed Hamiltonian trail h. Let h = &, , t1 ,..., 4, . For each 
i E (0, I,..., n - l}, let 
I 
& , &+l if (& , &+J E E(C); and 
#Gj , &+J = & , 6, L if (& , 5j+l> 4 E(G), where 
(65 > 3, 6 &+1>> c E(G). 
For each i E (0, l,..., n - l}, let &$i+1 , EJ = (+(Ei, ti+J)-“. We call (b 
a use function for h, and we call s = (b(cO , el) +(11 , t2) .*a +([n-l , <,J 
an (h, G)-sequence; we say s is induced by h. Note that s is a [[,, , [J-walk 
in G and that any edge of G which is in h must also be an edge of/s 1. 
An edge (p, u) of G is used by h if and only if p, CT or CT’, p is a section 
of s, and the number of different times p, o appears in s and s-l is the 
number of uses of (p, a) by h. If (ti , 5i+l) E E(G), we say the edge is used 
at Ej and at .$i+l in the direction from Ei to .$i+l . If (fi , fifl) # E(G), SO 
that there exists 6 E V(G) such that $(ti , Ei+l) = ti, 6, <i+l, we say 
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(lJi , 8) is used at Ei by h in the direction from fi to 8, and (6, &+J is used 
at <i+l in the direction from 6 to ti+l . Neither edge is used at 6 in this case. 
An edge X is used by a section 01, /3 of a transform of h if and only if 
h E E(+(ol, /3)). Throughout this paper, h stands for a ~ami~to~ia~ trail, 
d, is the chosen use function for h, and s stands for the (At G)-sequence 
induced by h. 
The following comments are obvious but useful. 
Comment 1. / s / is a subgraph of G and is a if, , (J-walk which 
spans G* 
Comment 2. If p, CJ is a section of s, then there is an i E (0, I ,.~., n - I> 
such that p, CT is a section of $(li , &+3. But then {p, 0) n {fi , fi+3 f o ~ 
Since h is a path or a circuit and an edge can appear only once in $(& , .&) 
for a given value of i, it follows that an edge of j s / can be used at most 
two times at each end, or a total of four times by h. Further, if 
(P, 4 E E(h) * -w s 0, @t CT can be used at most three times by b. 1 
Finally, if h uses an edge (p, UJ twice at p, h cannot use another edge 
(p, CJ~) at p at all, since h can use an edge (x, 0) at a vertex x only when h 
passes through x. 
Comment 3. We define a multigraph S* as follows. V(S*) = V(/ J’ /) 
and two vertices p and CJ are joined by exactly k edges in S” if and only 
if (p, CT) E E(/ s /) and (p, u) is used exactly k times by h. Then if h is 
a circuit, S* is an Eulerian multigraph. 
in all of the figures of this paper, Hamiltonian trails are shown 
wavy lines and edges of G by solid straight lines. We specify certain 
values of # in the proofs in order to show that certain edges of G required 
for the constructions described in those proofs are present in / s /. The 
specifications given are based on the known uses of the edges of G by h. 
Recall that the number of uses of an edge X by h is the number of times 
the ends of X appear as successive terms of s. 
THEOREM 1. If h is maximal, no edge of 1 s 1 is used more than twice 
by h. 
Proof. Let A = (p, a) be an edge of 1 s 1. Zf X E E(h) and X is used 
three times by h, then G must contain vertices r and < such that some 
transform of h is (x), 7, p, u’, 5, (Y) with Krl, P) = T, u, P and 
C#J(O, 5) = G, p, 5 (see Fig. 1). But then (x), 7, CI, p, 5, (y) contains all of 
the edges of G that h does as well as (7, 0) and (p, 5) (see Fig. 2). Hence 
if h E: E(h) and h is used three times by h, h is not maximal. 
Now suppose X $ E(h) but that X is used three or more times by h. By 
Comment 2, h can be used at most four times by h, and when X is use 
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FIGURE 1 FIGURE 2 
at least three times, h must be used twice at the same end (say p) by h. 
Let 6, , p and p, Oz be sections of h which use h at p. Then, since h is 
used at least three times by h, it is used at least once at (T, and there exists 
a vertex 8, or 8, and sequences X, y, and z such that a transform of h is 
either (4, 4 , P, 4 , (~1, 4 , 0, (4 or (4, 4 , P, 4 , (~1, (J, 0, , G9, where 
M-4 3 P> = 4 2 u, P, 4(p, 4) = P, u, 4 , M4 , 4 = & , p, 0, and 
rj(o, 6,) = O, p, 8, (see Figs. 3 and 4).l But in the first case, (x), 9% , d2, 
(y), 19~) p, CT, (z) contains two more edges of G than h does. In the second 
case, (4, 4 , 0, , (.Y>, U, p, O4 , (z) contains two more edges of G that h 
does. Thus if h $ E(h) and h is used three or more times by h, then h is 
not maximal. 
FIGURE 3 FIGURE 4 
THEOREM 2. If h is maximal and uses an edge of G twice at the same 
vertex p, then p has degree 1 in / s J. 
ProoJ Let the edge used twice at p by h be X = (p, o), and suppose 
(P, 4 E JW s /I an IS an edge which is different from A. Then, since h d . 
uses h twice at p, by Comment 2, h cannot use (p, p) at p. But 
1 Such sequences as (x,) &, p, 8,) O, (z) cannot arise because they use (p, O) only 
twice. In the given sequence, for example, (0,) o) or (p, 0,) must be an edge of G 
since p, 8, and 8,) CT use A, and thus +@, 0,) = p, 8, or q5(0,, O) = 0, , CF. 
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(p, p) E E(l s I), so it is used at p and thus there is au edge (p, V) E E(l s /) 
such that CL, p, v or its inverse is a section of s. 
Suppose X E E(h). Since h uses h twice at p, we may let p, 0 be a section 
of a transform h’ of h such that p, 19 uses X and X # (p, 6’). Now if v = o‘, 
so that h = (p, v), then p, g is a section of a transform of each of +(p, o)~ 
4(5, p), and +(p, 19). Thus h is used three times by 112 in this case, which 
violates Theorem 1 since h is maximal. Thus X f (p, v). Now by the 
symmetry between the roles of p and v, we may suppose p, v is a section 
of a rotation of h. Then there exist sequences x, y, and z such that a 
rotation of h is one of the sequences (x), p, v, (y), U, p, 5, (z) or (x), ps Y, 
(Y>, 6 P, g, (-4 with 6 v> = P, P, y3 $Co, P> = 0, P, and 4(p, @ = P, 0, 0 
(see Figs. 5 and 6). But then (x), p, p, v, (y), 0, 8: (z) in the first case, and 
(x), I-L, p, V, (y), 0, CT, (z) in the second case, contains two more edges of G 
than h does. Thus, if X E E(h) and h is used twice at oae end p, p 
degree 1 in / s 1, 
FIGURE 5 FIGURE 6 
Suppose X # E(h). Let 8, , p and p, 6% be different sections of a transform 
h’ of h which use h. If v = 0, so that X = @, v), then p, (5 is a section 
of a transform of each of $(&, p), q5(p, O,), and I$&, v) = &, CI). Thus 
h is used at least three times in this case, which violates Theorem 1 since 
h is maximal. Thus h # (p, v). By the symmetry between the roles of p 
and v, we may suppose p, Y is a section of a rotation of h’. Then there 
exist sequences x, y, and z such that a rotation of h’ is the sequence 
(4, P, v, (Y>, 4 , P, b, (4 with #G, 4 = CL, P, v, d44 2 P> = 4 ,o, p, 
and rbtp, 4) = P, CT, 8, (see Fig. 7). But then (x), p, p, v, (y), 8; , 8, , (2) 
contains two more edges of G then h does. The theorem follows. 
An end edge of a graph G is an edge which meets a vertex of degree 1. 
If an edge is not an end edge of G, it is a nonend edge of 6. 
COROLLARY 2A. If h is maximal, h is a nonend edge of / s 1, and kt 
uses X twice, then h uses h exactly once at each of the ends of A. 
102 FLEISCHNER AND HOBBS 
FIGURE 7 
COROLLARY 2B. ifh is maximal, X E E(h) n E(G), and h uses A twice, 
then h is an end edge of / s /. 
The number of uses of a cut set S by a Hamiltonian trail h is the sum 
of the number of uses of the edges in S by h. The following lemma is 
obvious. 
LEMMA 1. Let G be a graph, rO and f, vertices of G, h a Hamiltonian 
[&, , .$&rail in G2, and S a cut set of G. Then h uses S and 
(a) ifs separates f, from <, , the number of uses of S by h is odd; and 
(b) ifs does not separate tO from t, , the number of uses of S by h 
is even. 
COROLLARY la. Let & and .$, be vertices of a graph G and let h be a 
maximal Hamiltonian [& , [J-trail in G2. Then each bridge of G which 
does not separate &, from C, is used exactly twice by h. 
Proof. This result is a consequence of Lemma 1 and Theorem 1. 
An edge of/s / is doubly used if and only if it is used twice by h. 
THEOREM 3. Let h be a maximal Hamiltonian [[,, , (J-trail in G2. 
Then no more than two doubly used nonend edges of 1 s / can meet at a 
single vertex. Further, if 8, # 8,) at most one doubly used nonend edge 
of / s 1 can meet &, and at most one can meet 5, . 
Proof Suppose h is a doubly used nonedge of / s / meeting a vertex Q. 
By Corollary 2A, A must be used at u. Hence it is in a path of the form 
&,G, 7) from u to a neighbor 7 of u in h. But u has at most two such 
neighbors, so CJ can meet at most two doubly used nonend edges of / s /. 
Furthermore, if fO # <*, each of to and <, has only one neighbor in h. 
HAMILTONIAN SQUARE OF A GRAPH 103 
In such a case, at most one doubly used nonend edge can be incident 
with & and at most one such edge can meet 6, . 
We define V,(G) to be the set (a E V(G): a(a) = 1). The following was 
proved before in [4] and [5]. 
COROLLARY 3A. If T is a tree and T2 is Ha~ilto~~a~, then T - V,(T) 
is a path. 
Recall that h = &, , & ,..., 6, and is maximal. Suppose h is a nonend 
edge of 1 s 1 which is used twice by h. Then X is not in E(h) (Corollary 2 
and X is an edge of $(& , &+I) and of +(& , &+3 for some i and j in 
(0, l,..., n> such that 0 < i < j < n. Since X is a nonend edge of / s 1, 
by Corollary 2A, &+I # & and &+l i: .& . Thus there are sequences x, y, 
and z such that h = (x), & , &i+I , (JJ), lj , &+, , (z). Tlze parts of h with 
respect to X are X = i(x), & / U / &+l , (z)/ and Y = / &+I , (yj, .& /- The 
free ends of X are the vertices li and .$+, , and the free ends of Y are the 
vertices &+l and & . 
Comment 4. Note that h must meet the two free ends of X, or the 
two free ends of Y, or one free end of X and one free end of Y, and the 
two free ends met by h cannot be successive in h. 
LEMMA 2. Let h be a doubly used nonend edge of/ s 1. If h is maximal, 
then h does not join the free ends of one part of h with respect to A. 
Proof. Let M be the part of h with respect to X such that h joins the 
free ends p and CT of M. Let i, j, X, Y, and h = (x), li ,401, ( y), tj 9 &+1 , (z) 
be as defined in the preceding paragraph (see Figs. 8 and 9)~ If M = X, 
then X = (& , SW). Since X E E(#& , &+A CL , ti+d is an edge of / s I. 
Also, since X E E($(tj, &+3), (fi , &) is an edge of / s /. Similarly, if 
= K G , &I and (Ei+l , &+3 are edges of 1 s ,I, Thus, in either case, 
FKGURE 8 &3URE 9 
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h” = (4, & 2 & 2 (u-9, &+1 3 is+1 2 ( z is a Hamiltonian trail in G2 which > 
contains the two edges (& , &) and (ti+l , &+1) which are not in h. Thus 
h is not maximal. 
THEOREM 4. If an edge X of G is used twice by a maximal Hamiltonian 
trail h in G2, then X is used once in each direction by h. 
Proof: The theorem is obvious if h is an end edge of / s /, Otherwise, 
A $ B(h) (Corollary 2B); suppose the sections of h which use A are & , &+l 
and & , fj+r with a rotation h’ of h equal to (x), li , $$+I , (y), lj , ,$j+l , (2). 
Then if X = (la , &+J or (&+l , &), h joins the free ends of one part of h 
with respect to A, and h is not maximal by Lemma 2. Now, if X = (ti , .$J, 
then at & , h’ uses h from & to & ; since h’ is a rotation of h, h also uses h 
from ti to [j at <i . Similarly, h’, and hence h, uses h from [j to .$i at ,$j . 
Thus h uses X in both directions if A = (ti , &). By an almost identical 
argument, if A = ([i+l , ti+J, h uses A in both directions. By Comment 4, 
these cases are the only possible cases. Hence the theorem is verified. 
THEOREM 5. Let h be maximal and let F be the subgraph of 1 s 1 con- 
taining preciseIy the doubly used edges of / s / and the end vertices of those 
edges. Then F is a forest. 
Proof. If F is not a forest, it contains a circuit. No edge of the circuit 
can be an end edge of 1 s 1. But suppose X is in that circuit and the two 
parts of h with respect to h are X and Y. Then some edge p other than h 
of the circuit must join a vertex of X with a vertex of Y since h does. 
Let the free ends of X be .$i and fj+l and the free ends of Y be [i+l and ,$j , 
with .$i , .$i+l a section of h. By Lemma 2 and Comment 4, and by inter- 
changing h and h-l if necessary, we may assume A = (f6, tJ, with 
j E {i + 2,..., n - l}. Let p and 4 be integers such that TV E E($(tP , f,+l)) 
z”,“f T’$(& , sb+&; by Lemma 2 and Comment 4, we have P = (4, , &J 
P,fl, &+l). By the symmetry between p and 4, we may let 
[, E V(X). Clearly if [, # ci, .$,+, E V(X). But if .$, = & , then 
@, LL) c E(Ni , &+1>>. s ince ,u # A, and since X = (fi , &), p = (& , &+J. 
But [j and [i+l are both in V(Y), whereas p joins a vertex in V(X) with 
a vertex in V(Y). Hence [, # fi and [,,, E V(X). Since 4, and [,+, are 
both in V(X), and since one end of ,u is in V(Y), tQ or &+, is in V(Y). If 
& E V(Y) and -L f 6, then &+1 E V(Y). But if & = Ej , then 
0, ,4 = E(+(& > &+d>; since A f p and A = (ti , &I, ,u = (& , &+A and 
both ends of p are in V(X). Thus f, # fj . Similarly, if tQhtl E V(Y) and 
.$,+, # Ei+l , then (a E V(Y). But a similar argument to the above shows 
that &+l f &+, . Thus {& , &+l} C V(Y). Hence there are sequences 
v, w, x, y, z, v’, w’, x’, y’, and z’ with L(v) = {, , F(w) = 1,+1 , L(w) = ti, 
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F(x) = &+I , L(x) = t, , F(Y) = &,I , L(Y) = & , Fe4 = &,I 5 W) = 4% 3 
F(w’) = 5i,l , L(w’> = t, , r;(x’) = &;I 2 Ux’) = 5f , FCY’> = S&l , 
L(f) = i, and F(L) = .$‘,+1 such that a rotation h’ of h is one of the 
following sequences. 
(1) (4, (4, (4, (Y>, (4 with P = (t,, 5,) (see Fig. 1% 
(3 (4, tw>, tx>, (Y>, (4 with EL = (TL+~ , L3 (see Fig. 111; 
(3) (0 (~‘1, (4, (~‘1, (-4 with P = (tn, 5,) (see Fig. 12); 01: 
(44) (~7, (~‘1, (~‘1, (~7, (z’> with P = (t21+1, &+d (see Fig. 131. 
But in cases (1) and (I!), (v), (JJ), (x), (w), (z) contains four more edges of 
G than h’ does, and in cases (3) and (4), (v’), (y’), (x’), (w’), (2’) contains 
four more edges of G than h’ does. Since h’ is maximal if iz is, h is not 
maximal if p exists. Since h is maximal, no such edge ,u of the circuit 
exists. Hence the circuit does not exist and F is a forest. 
Now we come to an interesting necessary condition for the square of 
a graph to contain a Hamiltonian circuit. Using this result, we easily 
obtain a similar necessary condition for the square of a graph to contain 
a Hamiltonian path (Theorem 8). However, we also give an example of a 
graph which satisfies most of the conditions of Theorem 6 and still does 
not have a Hamiltonian square. A graph is an Euler graph if and only if 
the degree of every vertex in the graph is even. An Euler graph need not 
be connected. The following theorem has been used [6] to show that the 
total graph of a graph G is Hamiltonian if and only if G contains a span- 
ning EPS-subgraph. 
THEOREM 6. Let G be a graph. Then GZ is ~ami~toni~n if and only if 
there exists a (connected) spanning subgraph S of G and a forest F in S 
such that 
(1) S - E(F) is an Euler graph; 
(2) each component of F - V,(S) is a path; and 
(3) S2 is Hamiltonian. 
Proof. If S exists G2 is Hamiltonian since S spans G and Sz is 
Hamiltonian. Now suppose G2 is Hamiltonian. Let h be a maximal 
Hamiltonian circuit in G2, and let s be an (h, G)-sequence, Let F be the 
subgraph of 1 s / containing exactly the doubly used edges of 1 s 1 and 
their end vertices. Using the notation of Comment 3, we reiterate that 
S* is an Eulerian multigraph. By Theorem 1, no two vertices of S* are 
joined by more than two edges. Deleting the pairs of multiple edges from 
S* leaves an Euler graph, and this graph is just / s ,I - E(F). By Theorem 5, 
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F is a forest. Since / h / spans G2, / s / spans G, and s is defined in such 
a way that / s /” contains the Hamiltonian circuit h. Finally, in 
F - V,(/ s /), the only edges of F remaining are the doubly used nonend 
edges of 1 s 1; by Theorem 3, at most two doubly used nonend edges of 
/ 5 / meet at a single vertex. Thus each component of F - V,(/ s /) is 
a path. Let S = 1 s 1. Then the S and F selected here are those required 
by the theorem. 
Let OL be a cut vertex of G and let C, ,..., CR be the components of 
G - cy. which meet edges incident with 01 in G. Then the a-sections of G 
are the subgraphs of G induced by V(C,) u (011, V(C,) v {N],~.., Y(C,) v (a], 
An X-structure is a tree T with one vertex 01 of degree 4 such that two 
a-sections of T are paths of length 2 and the other two ol-sections are 
paths of length 1. Let an X-structure T be labeled as in Fig. 14, Let 
tl = p, w, E, a, 7, 5, y and t2 = ,B, f;, 7, 01, 5, w, y= Clearly tl and t, are 
the only Hamiltonian [/3, y]-paths in T2. 
FIGURE 14 
Let H be a graph, let p and y be distinct vertices of IY9 and suppose 
vertices 4, co, 01, 5, and 77 are not in P’(H). Let G be the graph with vertex 
set I/(H) u V(T) and edge set E(H) u E(T), with each edge of G meeting 
the same vertices it meets in H or T. Then G is formed from H by adding 
the X-structure T at p and y, and H is formed from G by deleting the 
X-structure T. 
The following lemma and theorem are easy consequences of the 
definitions. 
LEMMA 3. If G is formed from H by udding the X-structure T at p 
and y, with T labeled as in Fig. 14, and if (p, u) C V(H), therz for ezjery 
Hamiltonian [p, nj-trail h in G2, one oft, or t2 is a section of h or of/+. 
THEOREM 7. Let p and y be distinct tiertices of a connected graph H. 
Form G from H by adding an X-structure at ,!? and y. Then G2 contains a 
Hamiltonian circuit k ifand only ifH2 contains a ~amilto~~an [P, y&path h. 
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Given either h or k, the other can be chosen so that h is a section of a trans- 
form of k, and, for any such choice, k is maximal in G2 if and only if h is 
maximal in H2. 
It would be pleasant if we could show that whenever G2 is Hamiltonian, 
then there is a spanning subgraph S of G and a forest F in S which satisfy 
conditions (l), (2), and (3) of Theorem 6 and in addition have the property 
that every edge of F is a bridge of S. (Such a structure was found in DT- 
graphs whose squares are Hamiltonian [l].) Unfortunately, we have a 
counterexample to the conjecture that this statement is true in general; 
it is the graph B shown in Fig. 15 (this example is due to T. A. Jenkyns, 
who developed it from another example we had). We see that B contains 
four X-structures. Thus, by Lemma 3, any Hamiltonian circuit h in B2 
must contain sections similar to those shown by wavy lines in Fig. 16. 
But then 01 and p must be neighbors in h, and to complete h we must 
use X twice. Since every edge of B is used by h, 1s J = B and X is not a 
bridge of / s 1. 
FIG 15. Graph B. 
FIGURE 16 
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FIGURE 17 
Figure 17 shows a graph which satisfies conditions (I) and (2) of 
Theorem 6 and yet which does not have a Hamiltonian square. Let S be 
the entire graph, and let F be the end edges of S together with the ends of 
those edges. Then S spans the given graph, S - E(F) is an Euler graph, 
and every component of F - V,(S) is a path. But consider the possible 
neighbors of aij in a Hamiltonian circuit h of s”. They are /Iij , pij, (where 
j’,j+ 1 (mod 2)), and y. If oliO and an both had pi0 and ,Q as their 
neighbors in h, h or h-l would contain the circuit Q, , pi0 , ai1 , piI , old0 r 
Hence y is a neighbor of one of oliO or olil for each i E { 1: 23). But y 
cannot have three neighbors in h; thus S2 is not Hamiltonian. 
THEOREM 8. Let G be a graph and /3 and y be distinct vertices of 6. 
Then G2 contains a Hamiltonian Cp, y]-path if and only if there exists a 
(connected) spanning subgraph S of G and a forest F in S such that 
(1) S - E(F) = Q u 44, where 
(4 VW n VQ) = @ ; 
(b) M is an Euler graph; and 
(G) Q is a [p, y&trail; 
(2) every component ofF - Y,(S) is a path; and 
(3) S2 contains a Hamiltonian [/!I, y&path. 
Proof. Clearly if the graph S exists, G2 contains a Hamiltonian 
[,k?, y&path. Suppose G2 contains a Hamiltonian [/5’, y&path. If G has 
just two vertices, then E(G) = {(p, r)> and allowing S to be G and 8’ to 
be the spanning subgraph of G with no edges satisfies all of the conditions 
of the theorem. Suppose j V(G)/ 3 3. Add an X-structure T (labeled as 
in Fig. 14) at /3 and y to form a graph N. By Theorem 7, II2 is Hamiltonian. 
Hence, by Theorem 6, H contains a spanning subgraph s’ with a forest F 
such that S’ - E(F’) is an Euler graph, each component of F’ - VI(S) 
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is a path, and S2 contains a Hamiltonian circuit h. But by Lemma 3, 
h or one of its transforms must contain one of tl = p, w, l, 01, q, 5, y, or 
t, = /3, c,~, 01,[, W, y as a section. Clearly both of these sections ti use 
all of the edges of T; thus T is a subgraph of S’. 
The only path of length 1 or 2 from /3 to a vertex of G which includes 
the edge (6, a) is the path p, 01, y. Thus, to reach the neighbor of /3 in 
V(h) - V(T),2 h must use an edge of H other than @, a) at ,k?, and so 
vs@) 3 2. Similarly, v,(y) > 2. Since ,$ and q have degree 1 in s’, 
(~5 ~1, (w, 4, (01, 51, and (5, ~1 are not edges of any Euler subgraph of S’. 
Hence the path / f, w, DI, 5,~ / must be included in a component C of F’. 
Suppose /3 or y is a vertex of C. Then, since /3 and y have degree greater 
than 1 in s’, p or y is a vertex of C - V,(S). But then in C - V’,(S), 
a meets the edges (a:, w), (IX, 0, and at least one of (a, /3) and (a,~). 
Hence C - V&S”) is not a path, contrary to the choice of F’. Thus the 
path / /3, 01, y / must be a subgraph of a component Q’ of s’ - E(F). 
Let X = V(T) - {p, y>. Let S = S’ - X, Q = (2’ - X, F = F’ - X, and 
M = (S - E(F)) - V(Q). It is clear that these choices satisfy the condi- 
tions of the theorem. 
An EPS-subgraph of a graph G is a connected subgraph A4 u P of G 
such that A4 u P spans G, A4 is an Euler graph, each component of P 
is a path, and E(P) n E(M) = m. M is called the Euler part of M U P 
and P is called the path part of M u P. Given two vertices 5 and 7 of G, 
a [t, VI-EPS-subgraph of G is an EPS-subgraph M u P of G such that 
[ meets no edge of P and T meets at most one edge of P. A graph G is 
a DT-graph (degree-two-graph) if every edge of G is incident with a 
vertex of degree two in G. A subgraph S of a graph G is a DT-subgraph 
of G if every edge of S meets a vertex whose degree in G is two. Two trails 
or subgraphs are edge-disjoint if their sets of edges have empty intersection, 
and two trails or subgraphs are disjoint if their sets of vertices have empty 
intersection. 
The following theorem can be obtained by a careful reading of the 
proofs of Theorems 4 through 7 in [I]. 
THEOREM A. Let G be a connected bridgeless DT-graph and let 8 
and r,~ be distinct vertices of G such that all of the neighbors of c and q 
in G have degree 2. Then: 
(1) there is a connected spanning [<, y]-EPS-subgraph S of G with 
Euler part M and path part P and a Hamiltonian circuit h in S2 such that 
each edge in M is used exactly once by h and each edge in P is used exactly 
once by h in each direction, both of the neighbors of [ in h are adjacent 
2 Since 1 V(G)] > 3, y  cannot be a neighbor of /3 in it. 
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to 6 in S, and at least one of the neighbors of 7 in h is adjacent to -q in S; 
arzd 
(2) there is a spanning subgraph T = Mf u d-2’ u J of G and a 
~arni~to~~a~ [t, y]-path p in T2 such that V(M’) n V(J) = 0, M’, P’, 
and J are edge-disjoint subgraphs of 6, M’ is an Euler graph, P’ is a disjoirtt 
union of paths, J is an Euler [c, q]-trail, f meets no edges of P’, y meets 
at most one edge of P’, each edge in M’ v J is used exactly once by p, each 
edge in P’ is used exactly once in each direction by p, and the neighbor oft 
in p is adjacent to C$ in T. 
A block G is a minimal block if and only if for any edge X of G, G - A 
is not a block. Given a connected graph G which is not a block, an end 
block of G is a block of G which includes exactly one cut vertex of 6. 
It is clear that if G is a block and G - X is not a block for some X E E(G), 
then G - X has exactly two end blocks. In a graph G, D(G) is the set 
of all edges of G both of whose end vertices have degree greater than two. 
he next theorem was proved in [2]. 
Let G be a minimal block with D(G) f o. Then there 
is an edge h E D(G) such that an end block of G - A is a DT-subgraph of 6. 
The following theorem is used in [7] with slight modifications to show 
that tbe square of a block is vertex pancyclic. 
THEOREM 9. Let G be a block with at least three vertices. Theta G 
contains a spanning EPS-subgraph S such that S2 is ~amiiton~an. 
Proo$ If S exists, we may let M be its Euler part and P be its path 
part. In proving this theorem, we will find it useful also to prove the 
following. 
STATEMENT A. There is a Hamiltonian circuit h in S2 such that h uses 
each edge in M exactly once and each edge in P exactly once in each 
direction. 
We need prove the theorem and Statement A only for minimal blocks. 
Further, both Statement A and the theorem follow immediately from 
Theorem A if G is a DT-graph. Suppose j D(G)\ > 0 and suppose the 
theorem and Statement A are true for all minimal blocks M with 
1 O(H)] < j 1)(G)[. In accord with Theorem 43, let B be a DT-subgraph 
of G such that B is an end block of G - h for some edge X E 63(G). Let 
the end of X in B be p, let the other end of ;\ be 7~~ and let the cut vertex 
of G - h in B be V. Form H from G - (Y(B) - {p, u)) by joining p and u 
by a path of length 3 with internal vertices CJ and 7 not in 6, such that 
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r, P, 0, 7, v is a path in H (note that )I cannot join two vertices of B, so 
v # v) (see Fig. 18A). It is easy to show that H is a minimal block. 
Further, I D(H)/ < / D(G)1 because h $ D(H) while X E D(G). By the 
induction hypothesis we may let S, be a spanning EPS-subgraph of H 
with Euler part MH and path part PH (S, = MH u P,) such that (SH)2 
contains a Hamiltonian circuit k which uses each edge in MH exactly 
once and each edge in PH once in each direction. Let c$’ be the use function 
chosen for k, and let s’ be the (k, H)-sequence. 
FIGURE 18A 
FIGURE 18B 
If k does not use the edge (p, o), then it must use each of h and (CT, T) 
twice, and so both of these edges are in PH. In this case, since both CJ 
and p are included in k, a transform of k is (p), O1 , p, O2 , (q), v, CT, T, (r) 
for some sequences p, q, and Y, where O1 and 0% are either both adjacent 
to r or one is n and the other is adjacent to zr. Now replace k by 
k’ = (P), 4 , 4 2 (4, v, C, p, 7, (r). We may select a use function 4” for 
k’ which is identical to 4’ for k except as required by the expressions 
+v, , 0,) = 4 , rTT, 8, ifn 6 (4 ,e21 and fv, , 0,) = 4 , e2 $77 E (8, , e,>, 
&‘(G P> = 0, P, and @‘(p, 4 = P, 0, T. The only edges whose number 
or directions of uses are affected by this replacement are X and @, u). Since 
h E ERA and @, 4 I J%%) in this case, each edge in MH is used 
exactly once by k’. Further, if we form a forest PH’ with E(P,‘) = 
W’H) - 69 u {(P, 4>, PH ’ is a union of disjoint paths, and each of its 
edges is used exactly once in each direction by k’. Since no other edges 
of H are induced by k’, k’ and A4, u P H’ satisfy the conditions of the 
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theorem and Statement A, and k’ does not use h. SimiIarly, if (a, 7) is 
not used by k, we may replace k by a Hamiltonian circuit in Hz which 
satishes the conditions of this theorem and of Statement A and w  
uses (a, T) twice and uses (T, U) not at all. Thus we may suppose that 
both (p, 0) and (0, T) are in the subgraph of PI induced by k. Frnrt 
if one of (p, G) or (cr, -r) is used twice by k, it cannot be in MB and so it 
and the other of these edges must be in Ply ~ Therefore, if one of these 
edges is used twice by k, each is used twice by k, once in each direction. 
If both (p, CJ) and (0, T) are used once by k, then both arc in ME. 
Since p and 7 have degree 2 in H, it follows that both h and (r, W) are in 
MH and so are used once each by k. Thus, as shown in Fig ISA, some 
transform of k has the form 
If A is not used by k, then u,,,,(p) = 1 and (p, G) is in Px . Then (0, G-) 
and (T, u) are also in PN because both CJ and 7 have degree 2 in IL Since 
p is in k and h is not used by k, the neighbors of p in k must be cr and 7, 
and so the only other vertex available for a neighbor of o in k is U. Since v 
is in k and rr # V, I must have a vertex x different from Y as its other 
neighbor in k, and x must be adjacent in %I to v. Thus, as shown in 
Fig. l9A, a transform of k takes the form 
FIGURE 19A 
FIGURE 19B 
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ff (T, U) is not used by k, similar reasoning shows that V, (T, 7, p is a 
section of a transform of k (see Fig. 20A), so a transform of k has the 
form 
FIGURE 20A 
FIGURE 20B 
Otherwise, the path p, u, 7, v is in PH and so each edge in it is used 
twice, once in each direction. Thus the neighbors of (T in k must be r 
and v (otherwise h or (T, v) does not get used by k, since no edge of S, 
is used more than twice by h). We see then that p and r must be neighbors 
in k. The other neighbor of r in k might be v or it might be a vertex x 
adjacent to v in H. In the first case (see Fig. 21A), a transform of k takes 
the form 
(4, r, 0, v, 7, P, (4. (IV) 
In the second case (see Fig. 22A), a transform of k has the form 
(4, x, 7, P, (47~~ (J, v, W- 09 
(x, 7, p, 7r, 0, v must be a subsequence of a transform of k in this case 
because k uses each edge of z-, p, U, T, v once in each direction.) 
B has been selected in such a way that Theorem A applies to it. Further, 
since B is a DT-subgraph of G and both p and v have degree greater 
than 2 in G, all of the neighbors in B of p and v have degree 2 in G, and 
so in B. Therefore, by Theorem A, B2 contains a Hamiltonian circuit 
HAMILTONIAN SQUARE OF A GRAPH 
FIGURE 21A 
FIGURE 21B 
FIGURE 22A 
FIGURE 22B 
c = P, a”, (P>, S’, u, 6, (q), p containing the edges (II, a), (8, v), and (8”: ,o) 
of B, and B2 contains a Hamiltonian [p, VI-path (P), v containing the edge 
(L(r), u) of B. Let the use function for c be called c$~ , and the use function 
for (r), ZJ be called q$. . We see that c induces a [w, p]-EPS-subgraph 3, 
in B which has an Euler part MC and a path part P, such that each edge 
of M, is used exactly once by c, and each edge of P, is used exactly once 
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in each direction by c. In addition, (r), u induces a subgraph S, in B 
which consists of an Euler [p, VI-trail J, , an Euler graph M, , and a union 
P, of disjoint paths such that J, , M,. , and P, are pairwise edge-disjoint, 
p meets no edges of P, , v meets at most one edge of P, , each edge of 
M,. u J, is used exactly once by (r), v and each edge of P, is used exactly 
once in each direction by (r), v. 
In the remainder of this proof, we employ k together with c and (r), v  
to obtain a Hamiltonian circuit in G2 with the required properties specified 
in the statement of this theorem and Statement A. Because of the similarity 
of the verifications that the substitutions made in each of the following 
cases do the job required, only two verifications are completely set forth 
here. If a component of MH , the Euler part of the EPS-subgraph of N 
induced by k, includes p and v, let that component be labeled C, and 
let MH’ = MH - V(C). 
Case I (see Fig. 18B). Replace k by h = (d), (r), (e), v, (f), with the 
use function 4 for h equal to 4’ on the sequence (e), v, (fd), p, and # = #+ 
on r. If e is not the empty sequence, let +(L(r), F(e)) = L(r), v, F(e), 
and if e is the empty sequence let &C(r), v) = L(r), v. Let t be the (h, G)- 
sequence. Then each of the edges used by (r), v, and k is used by h the 
same number of times it is used by those two sequences. Let 
M = (MH - (0, r}) v J, U M, and let P = PH u P, . Then A4 is the 
subgraph of / t / whose edges are used exactly once by h, and P is the 
subgraph of / t 1 whose edges are used exactly twice by h, once in each 
direction. Further, M is the union of the edge-disjoint Euler graphs 
M, u MH’ and (C - {o, T}) u J, . Since v meets no edges of P, , it meets 
at most two edges of P, and since p meets at most one edge of P, and none 
of PII (since (7~, p) is an edge of M,), p meets at most one edge of P. Thus 
no vertex of G meets more than two edges of P, and P is a union of disjoint 
paths. Since h includes all of the vertices of G, MU P is a spanning 
subgraph of G. Thus the conditions of the theorem and Statement A are 
satisfied in this case. 
Case II (see Fig. 19B). Replace k by h = (a?), x, 6, (q), p, 6”, (p), a’, 
v, (4. 
Case III (see Fig. 20B). Replace k by h = (d), Z-, 6”, (p), a’, 6, (q), p, (e). 
Case IV (see Fig. 21B). Replace k by h = (d), T, 2, (p), a’, v, 6, (q), 
p, (e). Let + = 4’ on the sequence p, (ed), 7rTT, and let 4 = 4c on the 
sequence a”, (p), a’, v, 6, (q), p. Let +(rr, S#) = rr, p, 6”. Let M = M, U MN 
and let P = P, u (Pw - (cr, r, v}). 
In order to use an edge of PH once in each direction, k must use both 
ends of the edge. If PH included an edge 01 incident with v and different 
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from (ZJ, r), then k would have to use 01 at v. But k includes v only once 
and uses (v, T) twice at v; thus it cannot use CI at v, a contradiction, 
Thus v has degree I in PH , and the only edges of PH not in P are (p, a), 
(a, +J-), and (T, u). But then P, w (Px - {a, T, v>), or P, includes exactly 
the edges of G used twice by h, once in each direction. Further, A4 contains 
those edges of G used exactly once by h. Since v meets no edges of P, 
or of Px - (0, 7, v}, v meets no edges of P. Since p meets at most one 
edge of P, and only the edge h of PH - {o, 7, v), p meets at most two 
edges of P. But P, and PH are both disjoint unions of paths and P, and 
Pa - {a, 7, v> can share at most the vertex p; thus P is a disjoint union 
of paths. Since A4 is the union of two edge-disjoint Euler graphs, M is an 
Euler graph. Since P, and MC are edge-disjoint subgraphs of J?, MH and 
- (cr, 7, v) are edge-disjoint subgraphs of H - (cr, T}, and and H 
are edge-disjoint, we see that 44 and P are edge-disjoint. Further, since h 
is a Namihonian circuit in G2, A4 u P is connected and spans G. Thus 
all of the conditions of the theorem and of Statement A are satisfied in 
this case. 
Cme V (see Fig. 22B). Replace k by h = (d), x, 6, (q), p, (e), rr, a”, (JI), 
6’2 JJ, w  
Since the conditions of the theorem and Statement A are thus verified 
in each case, the theorem is proven by induction. 
In [I], it was proved that a bridgeless connected KIT-graph contains 
a spanning EPS-subgraph M u P such that 
(a) two components of A4 are joined by at most one component 
of P; 
(b) if a graph T is formed by letting each clomponent of M be a 
vertex of T and joining two vertices of T by an edge if and only if the 
corresponding components of M share vertices with some one component 
of P, then T is a tree; and 
CC> each component of P shares at most one vertex with any one 
component of M. 
The proof of the preceding theorem cannot be used to show any of (a), 
(b), or (6) for the EPS-subgraph found in a block, since the situation 
shown in Fig. 23 could conceivably arise. There, paths / 01, p, y, 6, E / and 
/ ill’, p’, y’, a’, E’ 1 are components of PH , vertex v has degree 2 in 
+MH u PH , and vertices y and y’ have degree 4 in MH LJ PH . As shown 
in Lemma 3, k must include a section like that shown in Fig. 23 by the 
wavy line. But then (7, v) cannot be used by k, so k comes under Case III 
of the proof, X is used twice by k, and so it is used twice by h, and MC w  P, 
joins p with v. But then h is in a circuit in the subgraph induced by 
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FIGURE 23 
consisting of X, a path joining T with u in MH u PH , and a path joining v 
with p in AI, U P, . Since h is an edge in PH , it is an edge in P, and since 
(M u P) - {A} is connected, none of (a), (b), or (c) can hold. 
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