ABSTRACT Semi-supervised learning has been successfully connected in the research fields of machine learning such as data mining and dynamic data analysis. Imbalance class learning is one of the most challenging issues for classification. In recent years, the core focal point of numerous researchers has been on data classification of multi-class imbalanced datasets. In this paper, we proposed semi-supervised deep Fuzzy C-mean clustering for imbalanced multi-class classification (DFCM-MC). In our paper, the word ''Deep'' is used to show how decomposition strategy is applied deeply, first, decomposes the original semi-supervised data into supervised (labeled) and unsupervised (unlabeled) data. For training the model, we used unlabeled data along with labeled data to extract discriminative information, which is useful for classification. Second, it further decomposes the supervised and unsupervised data into multi intra-cluster that to address the problem of multi-class imbalance data, which tends to maximize intra-cluster classes and intra-cluster features. We propose a novel approach DFCM-MC by utilizing multi-intra clusters to extract new features to control redundancy for multi-class imbalance classification, which associates the maximum similarity of features between multi-intra clusters. Furthermore, we improve the classification performance of the DFCM-MC, apply the re-sampling technique to handle the imbalance data for classification. We conduct our experiments on 18 benchmark multi-class imbalanced datasets to demonstrate the performance of our proposed approach with the four state-of-the-art learning algorithms for multi-class imbalance data with three performance measures (mean of accuracy, mean of f-measure, and mean of area under the curve). The experiment results demonstrate that our proposed approach performs better due to their capacity to recognize and consolidate fundamental information from unsupervised data.
I. INTRODUCTION
Real world applications have an abundance of data, but the challenges with data collection and labeling are expensive. However, in recent years researchers focused on making semi-supervised learning (SSL) structure in machine learning for improving accuracy with the large size of unlabeled data and the minimal size of labeled data. During the initial year of SSL, from the input labeled data are utilized to
The associate editor coordinating the review of this manuscript and approving it for publication was Yongming Li. train the classifier during the training process and then using out-of-sample approaches to predict the labels for unlabeled data. Now, recently SSL approaches fall in sequential learning of supervised and unsupervised learning with the highest confidence score, until the convergence this procedure is repeated [1] - [4] . However, a couple of researchers have been utilized simultaneously supervised and unsupervised data to extract the useful information from unsupervised data to supervised data [5] - [8] . Many SSL approaches are utilized for classification. However, most of them focused on balanced classes [9] .
Class imbalance is generally referred to the situation, where the number of samples from one class is much higher or lower than that from other classes. Class imbalance is a general issue encountered in machine learning for most traditional classification problems, in which few classes are exceptionally in minority when compared to other classes [10] . This is a challenging situation when trying to classify the minority class, however, minority class is constantly more of interest. In recent studies, there are many different types of approaches to handle the problem of class imbalance datasets, such as random sampling, subset approaches, and cost-sensitive learning algorithms which combine more than one approach. There are many well-known learning algorithms for binary class imbalance data, KNN [11] , [12] , SMOTE [13] , Easy-Ensemble, and Balance Cascade [14] etc. In our approach, we address both majority and minority class samples during data pre-processing technique. Random under-sampling (RUS) or Random over-sampling (ROS) is used to balance the number of features between the majority and minority classes.
Nevertheless, the class imbalanced problem is not the only factor that affect the performance of the prediction model. High dimensionality datasets also affect the performance prediction due to high computational cost. Few feature reduction based classification model are proposed [15] by eliminating the irrelevant features.
In our approach, we focus on eliminating the redundant features and handling the problem of multi-class imbalance data for classification [10] . Previously, many researchers have been focused on binary imbalanced learning for classification. However, Multi-class imbalanced data is encountered in real-world applications [16] - [18] , the problem of overlapping between the distinct classes in datasets make a more challenging problem than binary imbalanced learning. In the recent study, to address the multiclass imbalanced data issue for classification either adopt ensemble-based approaches [19] , [20] , [21] , [71] decomposition strategies [22] , in which the multi-class imbalanced data is divided into several binary class subsets, which is easyto-solve.
In this paper, we design a new approach for multi-class imbalanced data classification, namely DFCM-MC, which is the extension of our previous work [23] - [25] . We extend our previous work for the binary imbalanced dataset to the multiclass imbalanced dataset by utilizing decomposition strategy on two layers. The first layer decomposes semi-supervised data into supervised and unsupervised, which simultaneously operate during the training process, in which the user information is extracted from unlabeled data to support the development of a good classifier. In the second layer, the supervised data is further decomposed into subsets accordingly to the number of classes for (one-vs.-one) deep relationship among supervised and unsupervised data. However, to the best of our knowledge, very few works are done on multi-clusters to overcome the issue of the class imbalanced problem [26] .
Feature learning is a crucial process for realizing embedded information in data analysis. By transforming data into low dimension for efficient learning [27] . The classification performance highly depends on the features, which is used as input to design the classifier. Generally believed, more features are redundant, irrelevant causing more risk by making the system complex and furthermore growths the time and cost. Hence, generally feature can be reduced into two ways; feature extraction [28] , [29] , and feature selection [30] , [31] . However, very few works have been done on combine feature reduction technique to enhance the performance of classification on the multi-class imbalanced dataset.
Re-sampling is a method to balance the number of samples between the groups or classes of the datasets, which is widely used in data pre-processing [10] , [13] , [14] . Random undersampling (RUS) and Random over-sampling (ROS) [31] are the two main techniques for resampling. RUS is used to reduce the data from majority classes and ROS is used to increase the data in minority class; both are helpful for a class imbalance problem and easy to implement with better results.
Our approach DFCM-MC used semi-supervised data in which, unsupervised data (unlabeled data) is used with their predicted labels using FCM clustering. For classification, we used labeled data (supervised data) and unlabeled data (unsupervised data) with their predicted labels which extract the discriminative information which is used for classification.
The motivation to utilize the combine feature reduction techniques to handle the problem of imbalanced data and also eliminate the irrelevant and redundant features and noisy data for classification by using proposed DFCM-MC based feature extraction technique and feature selection technique (Random under-sampling (RUS) and Random oversampling (ROS)) [31] .
We summarized the contribution of our approach as follows.
1. In this paper, we focus on multi-class imbalanced datasets for classification. The ''Deep'' word in our paper is utilized for deeply decompose semi-supervised data into multi-clusters to address the multi-class imbalanced issue. 2. We propose a novel approach DFCM-MC based feature extraction technique to deal with multi-class imbalance dataset to redundancy control for classification, which associates the maximum similarity between the intra-cluster classes (within the cluster of classes) and intra-cluster features (within the cluster of features) by using FCM clustering. 3. In order to enhance the prediction ability, we design feature extraction technique with random sampling to handle the problem of imbalanced data. The remainder paper is organized as follows. In section 2, we briefly review of recent advances work on multi-class imbalanced data classification, Section 3, we introduce our new proposed DFCM-MC algorithm, Section 4, we describe VOLUME 7, 2019 the experimental results and analysis, section 5, provides with the threats to validity and section 6, finally conclude the paper.
II. RELATED WORK
Semi-supervised learning (SSL) is an active research area in machine learning. Many researchers have used SSL for binary and multi-class classification techniques [5] , [32] - [41] .
Ao et al. [5] proposed unconstrained probabilistic embedding by combining supervised and unsupervised models, in their approach, to improve the classification accuracy of the supervised model in which the ensemble learning is used to the output from supervised and unsupervised models. However, all these semi-supervised classification methods are based on balanced classes and they cannot handle the problem of overlapping.
The FCM algorithm [32] , [42] based on the distance between samples, initially, the selecting of centers is complex due to the faults. In practical problem, FCM may be confined into local optimal. To increase grouping efficiency and solving problems with proximity issues, the semi-supervised FCM clustering approach may be a better choice for an imbalanced class problem. Many researchers have proposed Semi-supervised FCM based algorithms for classification and clustering [32] , [34] , [43] .
The data pre-processing is valuable to enhance the classification performance and decrease the time cost [44] - [46] , which includes feature reduction and resampling techniques. Feature reduction is used to increase the generalization performance of classification [15] , [47] - [53] by removing the irrelevant features from the balanced and imbalanced datasets. However, all these methods are focused on binary imbalance problem.
In recent study, multi-class imbalance learning techniques either based on decomposition strategies [19] , [37] and ensemble-based approaches [10] , [22] , [54] . Decomposition strategy is used to deal with the multi-class imbalance data by dividing the more complicated original problems into several easier-to-solve binary class sub-sets [55] .
Sáez et al. [56] , analyzing the overlapping between the distinct classes in multi-class datasets, they studied two methods, AdaBoost.NC [38] and Static-SMOTE [19] . AdaBoost.NC with random over-sampling is a representative method with negative correlation learning and adding punishment parameter when weighting the sample to encourage ensemble diversity. Static-SMOTE with resampling technique for ''r'' steps in the data pre-processing phase, where r is the number of classes. In each iteration, the resampling strategy initially chooses the class on the bases of minimum size and then add the same number of instances as present in the original dataset by applying the SMOTE algorithm.
Hoens [57] , proposed an improved decision tree technique for multi-class imbalance datasets by using Hellinger distance and decomposition strategy as the splitting criterion. Fernández [58] , proposed classification technique for multi-class imbalance dataset by using decomposition scheme (i.e. one versus one and one versus all) on both pre-processing of data and cost-sensitive learning with respect to several ad hoc approaches. They can find the good behavior achieved by the synergy between pairwise learning and resampling learning. Many other decomposition strategy based classification algorithms for multi-class imbalance dataset are proposed [41] , [59] - [61] .
Vluymans [41] , proposed dynamic affinity-based technique for multi-class imbalance data classification by using decomposition strategy (one-versus-one) with a fuzzy rough set (FROVOCO) approach by locating of adaptive weight for binary classifier, addressing the unpredictable characteristic of the sub-problems and develop a novel dynamic aggregation technique for classification of the binary classifiers with the global class affinity making a final conclusion.
García [54] , proposed Dynamic ensemble selection technique for multi-class imbalanced datasets, they propose a weighting mechanism to enhance the capability of classifier that is more powerful in the region of imbalanced datasets.
However, analysis of the previous research, most of it to utilized multi-cluster to handle the class imbalance problem [26] and does not take into consideration. Therefore, if we can apply the multi-cluster approach to select the most suitable features according to each class, the performance of the classification may be better.
In this paper, we propose multi-cluster based feature extraction technique by decomposition strategy using FCM clustering on intra-clusters to select the most appropriate features and apply under-sampling for imbalanced dataset for classification of multi-class imbalanced datasets.
III. SEMI-SUPERVISED DEEP FUZZY C -MEAN CLUSTERING FOR IMBALANCED MULTI-CLASS CLASSIFICATION (DFCM-MC)
In this paper, we present a Semi-Supervised DFCM clustering for imbalanced multi-class classification algorithm which provides an effective and practical approach by using decomposition strategies for predicting labels for unlabeled data that fall into a particular class.
We proposed semi-supervised DFCM-MC based feature extraction technique for classification to deal with imbalanced multi-class learning problems include ambiguity, small disjuncts, noisy data, and multi-class overlapping. Decomposition strategy not only handles the semi-supervised learning problem, but also deal with problems of ambiguity, and small disjuncts. DFCM-MC based feature extraction approach to deal with the noisy data, and multi-class overlapping problems. The integration of random sampling with our proposed feature extraction approach improves the performance of imbalanced multi-class classification.
A. FEATURE EXTRACTION
Utilization of many features customarily increases the data acquisition time and costs, it leads to more design time, more decision-making time, and some point it might result in more
Algorithm 1 DFCM-MC Membership and Centroid
Input:
The dataset X = {x 1 , x 2 . . . , x n }, with n data points, r classes and k is features (clusters), the objective threshold is, fuzziness m = 2 and t is the number of iterations.
Where, n i is the number of data points in i th class. 
UNL by using the formula of cluster center of FCM [62] . 3. Update U iL & U UNL by using the formula of membership of FCM [32] .
Repeat step 2 & 3 until J (t)
− J (t−1) < ε for all r + 1 labeled and unlabeled datasets separately. risk. In this way, it is constantly attractive for classification that the number of features reduces the accumulated the decision-making system. There are two main fundamental
Algorithm 2 DFCM-MC Based Feature Extraction
The dataset X = {x 1 , x 2 . . . , x n } of n data points, r classes, and k features. 
approaches to decrease the feature dimensions i.e. feature extraction [28] , [29] , and feature selection [31] , [63] .
For the better performance of our approach, we utilized both approaches to design good prediction system, which deals with noisy data by eliminating redundant and irrelevant features and imbalanced multi-class problems.
For DFCM-MC based feature extraction in algorithm 2, we used FCM clustering to learn k centroid from multi-clusters based on features of labeled and unlabeled subsets. Given the DFCM-MC centroids V (k) by using algorithm 1. We choose non-linear mapping for feature mapping.
where z k = x − V (k) and µ (z) is the mean of elements of z. If the output 0 of any feature f k , where the distance to the centroid V (k) is ''above average''. In practice, this means that roughly half of the feature will be set 0, shown in table 8. Random-sampling is utilized for feature selection to balance the number of extracted features between all (r + 1) labeled and unlabeled subsets. Select ''s = s 1 '', which is the selected number of features from each subsets by reducing the number of features from majority groups to equal to the number of features in minority groups by using RUS and ''s = s 2 '', which is selected number of features from each subsets by increasing the number of features from minority groups to equal to the number of features in majority group by using ROS.
B. FINAL DFCM-MC CLASSIFICATION
The final classification by algorithm 3 is based on the maximum similarity between the features of unlabeled data points and labeled classes. Euclidean distance is chosen to measure the similarity between ''s'' cluster centers of labeled classes VOLUME 7, 2019 
Algorithm 3 DFCM-MC Classifier
Input: and unlabeled data points with ''s'' features.
where x j ∈ X UNL , V iL is the set of the centroid of i th labeled class and ''s'' is the number of selected features by using random-sampling from (r + 1) subsets. With each selected ''s'' feature clusters, find the one to one maximum similarity between the features of unlabeled data and labeled classes. In the final classification stage, find the maximum average of the maximum similarity between the ''s'' selected features of unlabeled data and r labeled classes one to one. Then, the unlabeled data point comparing toward the maximum average of the maximum similarity including in the specific labeled class.
IV. EXPERIMENT
In this section, we establish the details of our experimental study on which we demonstrate the performance of our proposed semi-supervised classification approach on imbalanced multi-class datasets.
A. DATA PREPARATION
In our paper, we utilized MATLAB 2018a [65] as the programming tool. We demonstrate the performance of our proposed DFCM-MC algorithm on eighteen multi-classes imbalanced UCI datasets [66] with 10%, 20%, and 30% rate of labeled data. Table 1 demonstrates the benchmark UCI datasets that show brief properties of eighteen multi-class imbalanced datasets that incorporate the number of sample size, number of classes, number of features, distribution of class, and imbalanced ratio.
B. PERFORMANCE MEASURE
There are several ways for evaluating the performance of imbalanced multi-class classification calculate the performance of our proposed approach, we used three performance measure to estimate the performance of our approach by Mean Accuracy (MAcc), Mean of F-Measure (MFM), and Mean of Area Under the Curve (MAUC) [67] . The MAcc is obtained by the average value of the accuracy rate of each class independently. MAcc is defined as.
where r is the number of classes and Acc i is the average rate for i th class. Table 2 shown the confusion matrix for binary class data. Here, majority class is considered negative and minority class is considered positive.
For multi-class data, Mean F-Measure can be defined as follows.
where r is the total number of classes and i is the index for positive class. Mean AUC is the average of the pairwise AUC values of all pairs of classes which is defined as.
For two classes C i & C j , the value of AUC (C i , C j ) represents the probability of being assigned to the i th class by the classifier. When a randomly selected sample from the first class (i th class) has a higher probability to assign compared to a randomly selected sample from the second class (j th class) and vice versa.
C. EXPERIMENTAL SETUP
To evaluate the performance of our approach, we design our experiments on 18 benchmarks multi-class UCI datasets [32] with 10%, 20%, & 30% rate of labeled data by using three well-known performance measure (MAcc, MFM, & MAUC) for multi-class.
The details of the proposed method are already described in section 3. The experimental comparison is divided into two parts; (1) first, we compare our proposed approach with other state-of-the-art methods for imbalanced multi-class datasets to investigate the stability and efficiency of our approach, (2) second, we conduct an internal comparison of our proposed approach, in order to show the effect of the performance of RUS and ROS with DFCM-MC feature extraction technique to construct new dataset for classification. So we should choose the stable random-sampling technique (RUS or ROS), which is no account of the information loss in the training process.
We investigate our proposed approach by using only RUS for feature selection with other four imbalanced multi-class classification methods i.e. AdaBoost.NC [10] , Static-SMOTE [19] , FROVOCO (Fuzzy Rough OVO Combination) (FR) [41] , and Dynamic Ensemble selection for multi-class imbalanced datasets (DES-ML) [54] on eighteen UCI datasets. We select m=2 as the degree of fuzziness and objective threshold 0.1 to stop the iteration for updating new multi-clusters. All final results are on the average of 100 runs.
D. STATISTICAL TESTS
For statistical analysis, we utilized two non-parametric statistical tests, e.g. for the pairwise comparison, we used Wilcoxon's signed-rank test [68] and for multiple comparisons, we used the Friedman test [69] with Holm post-hoc procedure [70] . Wilcoxon's signed-rank test is the comparison between the two methods according to the ranks. The smallest and the largest absolute difference in the result of two methods is assigned as rank ''1'' and rank ''0'', where D is the number of observations (datasets) eighteen datasets in our study. R + and R − are the sum of ranks of positive and negative differences. When the p-value of Wilcoxon's signed-rank test [68] is smaller than the significance level of α = 0.05, we can say that a significant difference is performed between the two methods. The Friedman test [69] is also ranked in combination with Holm post-hoc procedure [70] . The null hypothesis of the Friedman test is that all methods under consideration perform equivalently. When it is rejected, the post-hoc procedure is applied to detect where the significant differences can be found. The Friedman test is based on the ranking procedure and the lowest rank of any method showed the overall best performance. The Holm post-hoc procedure is utilized to compare all other methods, for this purpose, the lowest rank is used as a base method. When the p-value is smaller than the significance level α, we can say that the base method outperforms the other methods. We denoted the P Friedman p-value of the Friedman test and (P Holm ) is adjusted p-value of the post-hoc procedure.
E. RESULTS & ANALYSIS
In this section, we analysis our results in three parts; (1) first, compare our results with state-of-the-art in terms of performance measure (MAcc, MFM, and MAUC), and also statistical analysis, (2) Second, analysis the effect of random sampling technique in our proposed approach, and (3) third, analysis the effectiveness of our proposed approach on imbalanced ratio (IR).
1) COMPARISON OF DFCM-MC WITH STATE-OF-THE-ART METHODS
To demonstrate the effectiveness of our proposed approach on the imbalanced multi-class dataset, we compare our approach with four well known state-of-the-art methods AdaBoost.NC [10] , Static-SMOTE [19] , FROVOCO (Fuzzy Rough OVO Combination) (FR) [41] , and Dynamic Ensemble selection for multi-class imbalanced datasets (DES-ML) [54] for imbalanced multi-class classification. for both MAcc and MFM performance measures, and 14 out of 18 datasets for MAUC performance measure when compared with compared methods. Secondly, DFCM-MC, DES-MI, and FR are based on the data pre-processing method, which proposed to generate a balanced training dataset. DES-MI and FR are addressed the biases toward majority class samples and ignore the minority class samples, which are not consistent with their true labels. Our approach DFCM-MC address both majority and minority class samples during data pre-processing stage, which are consistent with their true labels and extract only discriminative information which is useful for classification.
In figure 2 , 3 & 4, the proposed approach lead the performance on all methods when compare the average on 18 datasets. We cannot extract any meaningful conclusions without the statistical analysis. Therefore, we used Wilcoxon's test for the pairwise comparison between DFCM-MC and other state-of-the-art methods for three performance measures, and Friedman test with Holm post-hoc procedure for the comparison among all the imbalanced multi-class classification methods for three performance measures. Based on the statistical results in table 6 and 7, we can observe from Table 6 , our proposed approach is assigned the lowest rank for all performance measures. The p-value of Friedman and Holm post-hoc procedure for all performance measures are less than 0.05 is highlighted in bold. DFCM-MC significantly outperforms all other methods except DES-MI for (MAcc and MFM) and FR for (MAcc and MAUC) performance measures. It does not show that our method is not significantly better then DES-MI and FR, although as stated above the calculated Friedman rank shows that our method is best.
Also for the deep comparison in table 7, our method achieved the most wins performance in datasets when compared with other compared methods pairwise. For MAcc, DFCM-MC wins 15 out of 18, 18 out of 18, 16 out of 18, and 15 out of 18 datasets when compared to Ada-NC, Static-SMOTE, FR, and DES-MI respectively, for MFM, 16 out of 18, 17 out of 18, 16 out of 18, and 15 out of 18 datasets when compared to Ada-NC, Static-SMOTE, FR, and DES-MI respectively, and for MAUC, 16 out of 18, 18 out of 18, 15 out of 18, and 15 out of 18 datasets when compared to Ada-NC, Static-SMOTE, FR, and DES-MI respectively. The all p-values of Wilcoxon's test for all performance measure are less than 0.05, our method significantly outperforms all other methods. Based on all the above analysis, our method performed better for imbalance multi-class datasets when compared with other imbalanced multi-class classification methods. It shows that our approaches of decomposition technique and multi-clustering based feature extraction technique can boost the classification performance for multi-class datasets.
2) ANALYSIS OF THE EFFECT OF RANDOM SAMPLING TECHNIQUE IN OUR PROPOSED APPROACH
For the analysis of the effect of random sampling techniques in our proposed approach, we use Random undersampling (RUS), and Random oversampling (ROS) [64] for imbalanced datasets. The random sampling is used to balance the data after the decomposition of semi-supervised data and DFCM-ML based feature extraction. Table 8 , shows the details of all feature extraction in (r + 1) subsets and feature selection by using RUS and ROS. s 1 is the number of selected features by ROS, and s 2 is the number of selected features by RUS. From the results of table 8, 52% features are reduced by RUS, and 22% features are reduced by ROS. RUS better due to fewer features for computational time.
When we will do the comparison of RUS and ROS for classification performance, we calculate the results of our proposed approach with RUS and ROS on 18 benchmark datasets with the labeled rate 10%, 20% and 30% for three performance measure (MAcc, MFM, and MAUC). From table 9, 10, and 11, we conclude that DFCM-RUS perform better than DFCM-ROS on all performance measures with all labeled rates. By statistical analysis, we used Wilcoxon's test on the average of all labeled rates (10%, 20%, & 30%) for all three performance measures. 
3) ANALYSIS OF THE EFFECTIVENESS OF OUR PROPOSED APPROACH ON IMBALANCED RATION (IR)
For the analysis of the effectiveness of our proposed method on IR, we used the results of tables 3, 4 & 5 with the maximum, minimum, and average IR information from table 1. It can be observed that the performance of our method on the VOLUME 7, 2019 Similarly, we can observe that the results for the top six MinIR datasets. According to table 3, 4, & 5, our method is also outperformed on six MinIR datasets for all performance measure. We can conclude the results from the above analysis, our method not only achieves the good performance on MinIR datasets, and also our proposed method boost the classification performance on imbalance multi-class dataset with MaxIR.
V. THREATS TO VALIDITY
Our experimental results are affected by some threats of validation. 
A. CONSTRUCT VALIDITY
The new datasets after pre-processing data for classification are the main threat to the construct validity. We take no account to address the distributional difference between original dataset and newly constructed dataset. Our proposed approach is designed to convert the original multi-class imbalanced dataset into several small subsets by decomposition strategy and resampling is to avoid the effect of imbalance data, the final results of our experiment are the average of 100 runs. Further threats to the construct validity are that whether the performance measure used in our experiments are suitable for the multi-class imbalanced dataset. We choose Mean of Accuracy (MAcc), Mean of F-Measure (MFM), and Mean of Area under the curve (MAUC) [67] for the multi-class imbalanced dataset to evaluate the performance for classification for the multi-class imbalanced dataset.
B. INTERNAL VALIDITY
The selection of parameters might be the threats to the internal validity. We choose FCM clustering to design our proposed DFCM-MC algorithm, which is widely used in machine learning. Considering that many researchers is used to taking default parameters in empirical studies, we also take the default parameters of the FCM clustering model in WEKA. To avoid the other threat to internal validity, all the execution is cross-checked by our lab research group. Consequently, we believe there are negligible threats are remaining.
C. EXTERNAL VALIDITY
The quality of the input data (original or constructed) for the classification model may be the most important threat to external validity. To avoid this threat, our experimental results VOLUME 7, 2019 are produced based on benchmark multi-class imbalanced datasets from UCI [66] datasets which are commonly used for the classification of multi-class imbalanced datasets. Also, we select FCM clustering as a based method for feature extraction and re-sampling (RUS and ROS) for feature selection, which is broadly utilized in imbalanced classification, which is ensured to converge.
D. STATISTICAL VALIDITY
For the statistical analysis, we performed two non-parametric statistical tests to evaluate the significance of the differences in performance. For multiple comparisons, whether significant differences exist within a group of methods, we used Friedman test [69] in combination with Holm post-hoc procedure [70] for multi-class classification.
VI. CONCLUSION
In our paper, we provided deep decomposition approach, semi-supervised Deep FCM clustering for multi-class imbalanced classification, which incorporate DFCM-MC feature extraction technique after decomposition strategy and resampling to amend the quality of datasets for the multi-class imbalance classification model. The decomposition process is utilized for split the semi-supervised data into supervised and unsupervised data, which simultaneously deal during the training phase to extract the useful information from unsupervised data to supervised data to support the development of good classifier which is further decomposed into multi-cluster that tends to maximize intra-cluster classes and intra-cluster features to deal with multi-class problem. FCM is utilized for the multi-clustering for feature extraction to create new upright features and also eliminate redundant and irrelevant features and noisy data for input data for classification. Resampling is utilized to deal with imbalance dataset.
In our experiment, in the first part, we compared our approach with four state-of-the-art multi-class imbalance learning algorithms. The highest average of all performance measure MAcc, MFM, and MAUC of proposed approach show the potential of our method compared to all other methods. In the second part, internal comparison of our approach, in order to show the effect of resampling (RUS & ROS) with DFCM-MC feature extraction for classification performance. Our experiment results show the potential of our approach with RUS in improving the imbalance multi-class classification performance on 18 benchmark datasets with all three performance measure (MAcc, MFM, and MAUC). For statistical analysis Wilcoxon signed-rank-test for pairwise comparison and Friedman with Holm post-hoc procedure for comparison among the multi-class imbalance algorithms. The statistical result demonstrates that DFCM-MC method is significantly better than other compared methods.
In our future work, we attempt to improve the effectiveness of our proposed approach by using a spark-based approach. We will also check the stability of our approach to image datasets. 
