While numerous research articles have been published on how to collect a representative sample, and analytical or laboratory-to-laboratory variation, we are unaware of any studies to examine exactly how many samples to collect from feeders, or whether they should be pooled or not to minimize analytical variation. Therefore, this study was designed to evaluate different sampling procedures and the number of samples to collect, and achieve an accurate assessment of nutrient fortification in swine diets.
Introduction
The implementation and monitoring of quality control, quality assurance systems, and their standard operating procedures in feed mill operations are integral in assessing the overall success and profitability of livestock operations. 3 The proper sampling of finished feed and its subsequent analysis is a common standard operating procedure that is used for most swine nutrition studies to ensure that adequate diet manufacturing and delivery have been met; therefore, this analysis is serving as a control measure for both nutritionists and feed mill managers. While numerous research articles and bulletins have been published on how to collect a representative sample, as well as others describing analytical or laboratory-to-laboratory variation, we are unaware of any studies to examine exactly how many samples to collect from the feeders, or if they should be pooled or not to minimize analytical variation. Therefore, this study was designed to evaluate different sampling procedures and number of samples to collect from feeders within a swine facility to achieve an accurate assessment of nutrient fortification in swine diets.
Procedures
For this study, feed was manufactured at a commercial feed mill in southwestern Minnesota. Ingredients were added to a ribbon mixer (Scott Model 6013, New Prague, MN) in 6,000-lb batches and mixed for 60 sec. These mash diets were then transported and delivered to a commercial grow-finish swine barn. The barn contained 42 pens that were each equipped with 1 cup waterers and a 4-hole stainless-steel, dry self-feeders (36 in. tall × 60 in. long; Thorp Equipment, Thorp, WI) with approximately 300 lb of feed capacity. Feed additions to each individual pen were made and recorded by a robotic feeding system (FeedPro; Feedlogic Corp., Wilmar, MN).
A total of 36 feeders were used with 6 feeders per dietary treatment. This study was carried out as a split-plot design with the whole plot using 1 of 6 dietary Cu concentrations ranging from 27 to 147 ppm total Cu included in the diet, and the subplot using 1 of 2 sampling techniques from each feeder (probe vs. hand grab). The 6 dietary treatments (Table 1) consisted of: 3 corn-soybean meal-based diets with 20% corn dried distillers grains with solubles (DDGS) formulated to contain 0.91% SID Lys, and 33, 87, or 147 ppm of total Cu. The second set of corn-soybean meal-based diets contained 10% corn DDGS and was formulated to contain 0.65% SID Lys and 27, 81, or 141
Swine Day 2017 ppm of total Cu, respectively. Copper sulfate (Prince Agri Products Inc., Quincy, IL) was added at 17, 70, and 130 ppm in diets A and D, B and E, and C and F, respectively Data were analyzed as a complete randomized design using the PROC MIXED procedure in SAS version 9.4 (SAS Institute, Inc., Cary, NC) using its default estimation method REML and Kenward-Rodger's procedure used to estimate degrees of freedom and adjust the estimated SE for bias correction. 5 Diet or composite sample served as the experimental unit for the whole plot and the individual sample serving as the experimental unit for the subplot. For the individual feeder analysis, diet and sampling technique, and diet × sampling technique interaction served as the fixed effects with diet nested within feeder. The interactions of feeder × diet nested within sampling Swine Day 2017 technique were included as the random effects. The following base statistical model was used in the analysis: Y ijkl = μ + τ i + β j + (τβ) ij + e ijkl, in which Y is the response criterion, μ is the overall mean, τ i is the effect of the ith diet (i = 1, 2, 3, …, 6), β j is the jth effect of sampling technique (j = 1, 2), (τβ ij ) is the interaction effect between the ith diet and jth sampling technique, and e ijkl is the error term with lth duplicate (l = 1, 2). The model for the composite sample analysis included the composite, diet, and sampling technique, and composite × sampling technique interaction. Random effects included diet nested within composite and the interaction of composite × diet nested within sampling technique. Means were analyzed using the LSMEANS statement of SAS, with least squares means calculated for each independent variable.
To assess the variability between sampling techniques, we expanded our models to accommodate heterogeneous residual variances: e ijk ~ iid N (0, σ 2 ). Next, we tested whether or not the numerical differences between the variances for sampling technique were significant; a likelihood ratio test was used comparing the goodness of the fit of the homogenous residual variances of the base model (referred to as the reduced model) and heterogenous residual variances (full model). 6 Next, chi square analysis was used to evaluate the difference between the restricted log likelihood of the reduced model and restricted log likelihood of the full model using a chi square (x 2 ) distribution with 1 degree of freedom. Results were considered significant at P ≤ 0.05 and marginally significant between P > 0.05 and P ≤ 0.10.
Next, residual variance estimates from the reduced model were used in sampling frequency calculations to determine sampling accuracy within a 95% confidence interval. To assess this, a margin of analysis was utilized (Equation 1). Where n is the number of samples, Z 2 a/2 is the critical value for a normal distribution given a desired confidence level (95%), σ 2 is the variance estimate of the population for a given sample, e 2 is the margin of error no larger than a given concentration (i.e. ppm). It is important to note, that the variance for the residual from the covariance estimate was divided by 2 since each sample was analyzed in duplicate at the lab. We then calculated the margin of error using the observed variances for the hand and probe samples for the individual and composite feeder analysis.
Results and Discussion
To determine whether the magnitude of differences between sampling techniques were significant, we used a chi-square analyses to evaluate the likelihood ratios comparing models accounting for heterogenous variance vs. those that assumed homogenous variance. The observed variability (Table 2) when sampling feeders with an open handle probe was significantly reduced (P = 0.013) for Cu (Figures 1 to 4 ) and marginally reduced (P = 0.058) for Ca (Figures 9 to 12 ) on the individual feeder analysis, which can be seen in Figures 1, 2, 9 , and 10. There was no evidence for differences detected Swine Day 2017 between sampling technique for Zn (Figures 5 to 8) and P (Figures 12 to 16) for the individual feeder analysis. Interestingly, when samples were pooled within sampling technique and dietary treatment to form a composite, there was no evidence for differences detected between sampling techniques for Cu, Zn, Ca, and P. Thus, these results would suggest that pooling samples to form a homogenized composite sample reduced total variability. Intuitively, this would be expected due to a homogenized sample being theoretically equal in composition throughout.
From these results, sampling frequency calculations were determined to assess sampling accuracy within a 95% confidence interval. To facilitate this, a margin of error analysis was utilized to estimate the mean concentration of a given diet with n samples and a margin of error (±) from the expected mean (Equation 1 in procedures). Covariance parameter estimates generated from the heterogenous variances (full model) for Cu, Zn, Ca, and P were utilized in the calculation. Examples using the sampling frequency calculations are reported in Tables 5 and 6 . For instance, if we wanted to estimate the mean concentration of 100 ppm Cu with a margin of error no larger or smaller than 15 ppm of Cu using a 95% confidence interval, we would need to sample 17 feeders by hand and 7 feeders by probe when analyzing Cu on an individual feeder analysis. Based on our pooling of samples from 6 feeders we would need to submit 4 composite samples if sampling by hand and 2 composite samples if collected with a probe. Based on these results, it is clear that feed samples collected with probe require fewer feeders to be sampled. This seems to indicate that a probed and pooled sample will lead to a lower number of samples and thus lower analytic cost for a given margin of error. One caution with the composite analysis is that this applies to composites of 6 feeders. Further investigation is needed to determine the optimum number of feeders that would be needed to make the composite pools.
In conclusion, equations can be used to generate the sample size needed to accurately determine nutrient concentrations in a diet. Our results suggest that the best option to minimize variation and reduce analytical cost is to collect samples with a probe from 6 feeders, and composite before analysis. Number of feeders: refers to the number of feeders that would need to be sampled to be within (±) a given margin of error on an individual feeder analysis basis. 7 Number of samples: refers to the number of composite samples needed when pooling samples across 6 feeders to be within a given margin of error. 
