Abstract. We consider the focusing nonlinear Schrödinger equation on a large class of rotationally symmetric, noncompact manifolds. We prove the existence of a solitary wave by perturbing off the flat Euclidean case. Furthermore, we study the stability of the solitary wave under radial perturbations by analyzing spectral properties of the associated linearized operator. Finally, in the L 2 -critical case, by considering the Vakhitov-Kolokolov criterion (see also results of Grillakis-Shatah-Strauss), we provide numerical evidence showing that the introduction of a nontrivial geometry destabilizes the solitary wave in a wide variety of cases, regardless of the curvature of the manifold. In particular, the parameters of the metric corresponding to standard hyperbolic space will lead to instability consistent with the blow-up results of Banica-Duyckaerts (2015) . We also provide numerical evidence for geometries under which it would be possible for the Vakhitov-Kolokolov condition to suggest stability, provided certain spectral properties hold in these spaces.
Introduction
The focusing nonlinear Schrödinger equation i∂ t u(t, x) + ∆ x u(t, x) + u(t, x)|u(t, x)| p−1 = 0, p > 1, (1.1)
for an unknown u : R ×R d → C, is a prototypical dispersive partial differential equation that arises in various situations in physics, e.g., in nonlinear optics or as an effective equation in many particle quantum mechanics. We refer the reader to the standard monograph [66] for the general background. It is a classical result that in the parameter range 1 < p < 1 + 
2) where the profile function Q R d ,α ∈ H 1 (R d ) is radial, smooth, positive, and exponentially decaying, see [22, 65, 23, 33, 34, 7, 9] . Note that Q R d ,α satisfies the elliptic equation
The upper bound p = 1 +
has an interpretation in terms of scaling. Observe that if u is a solution to Eq. (1.1), then so is the rescaled function u λ (t, x) := λ 1 as t → ∞, modulo symmetries of the equation. Proving asymptotic stability is challenging as it presupposes a detailed knowledge of the spectrum of the nonself-adjoint operator that arises upon linearization of the equation at the ground state. Unfortunately, the mathematical understanding of this operator is still unsatisfactory and one has to rely in part on numerical evidence. Consequently, asymptotic stability is known only in special cases or under suitable spectral assumptions, see e.g. [63, 64, 13, 57, 25, 26, 14, 55, 29, 59, 5, 28, 6, 52] for an incomplete selection of available results.
Main results.
In the present paper we change the geometry and investigate the existence of solitary waves and their spectral stability for Schrödinger equations on manifolds. More precisely, let
, be a warped product manifold with warping function A : R → R and S d−1 equipped with the standard round metric, see e.g. [56] . For the sake of concreteness, we use the stereographic projection ψ : for j, k ∈ {1, 2, . . . , d}. We also remark that the sectional curvatures of M d are given by K(∂ r , ∂ y a )(r, y) = − A ′′ (r) A(r) , K(∂ y a , ∂ y b )(r, y) = 1 − A ′ (r) 2 A(r) 2 (1 − δ ab ), for a, b ∈ {1, 2, . . . , d − 1}, see [56] . Hypothesis 1.1. We make the following assumptions on the warping function A.
• A : R → R is smooth and odd with A ′ (0) = 1.
• A(r) r for all r > 0.
• There exists a constant V 0,d ∈ R such that As usual, we denote by (g jk ) the matrix inverse of (g jk ) and det g is the determinant of the latter matrix. Explicitly, we have det g(r, y) = A(r) 
,
Remark 1.4. The soliton profile on the manifold is a perturbation of the Euclidean profile. The heuristic behind this fact is that for large α the soliton is supposed to concentrate near the origin and one expects the curvature to become negligible. This effect is quantified in Theorem 1.3.
We continue by investigating the linear stability of the solitary wave from Theorem 1.3. By plugging the ansatz u(t, r, y) = e iα 2 t [Q M d ,α (r, y) + w(t, r, y)] into Eq. (1.4), one obtains, upon dropping the nonlinear terms, the evolution equation
Re w(t, ·) Im w(t, ·) , (1.5) with the operator
where
Evidently, the linear stability of u * α is encoded in the spectral properties of (a closed realization of) the operator L M d ,α . We restrict our attention to the radial case and consider (no upper bound in the case d = 2). There exists an α 0 > 0 such that for any α ≥ α 0 , the operator
is closable. Its closure L M d ,α has the following properties:
• The spectrum of L M d ,α is a subset of R ∪ iR.
•
• The essential spectrum 1 of L M d ,α is given by σ e (L M d ,α ) = {z ∈ C : Re z = 0, | Im z| ≥ α 2 + V 0,d }.
• The set σ(L M d ,α )\σ e (L M d ,α ) is free of accumulation points and consists of eigenvalues with finite algebraic multiplicities.
we obtain a very clear picture concerning the linear stability which is analogous to the Euclidean situation. (no upper bound in the case d = 2). Then there exists an α 0 > 0 such that for all α ≥ α 0 the following holds.
, there exists precisely one positive eigenvalue
Remark 1.9. Theorem 1.7 raises the intriguing question of whether it is possible to "stabilize" the borderline unstable soliton in Euclidean space by changing the background geometry. Unfortunately, we cannot answer this question in the affirmative as we are unable to provide a sufficient criterion for stability in the critical case. This appears to be challenging, as it requires a good understanding of eigenvalues and resonances on the imaginary axis, a question which is still largely open even in the purely Euclidean setting. However, Theorem 1.7 provides a sufficient criterion for (linear) instability. Using this, we provide numerical evidence that there exists a large class of negatively curved manifolds such that the soliton becomes (linearly) unstable, see Section 6. This fits well with the blow-up instability for the L 2 critical (and super-critical) nonlinear Schrödinger equation on the hyperbolic space H d computed via virial identities in [4] . Blow-up was also established in [12] in the L 2 critical setting with a Riemannian manifold that is locally like H d and asymptotically like R d .
1.2.
Further related results. Unfortunately, there is still no general satisfactory understanding of the linearized operator even in the Euclidean case, and as a consequence, this classical problem remains a topic of contemporary research. For instance, see [30] for an analysis of embedded eigenvalues in the essential spectrum and [16] for a modern account of the general theory and new numerical results. Furthermore, decay properties of eigenfunctions are investigated in [42] . The paper [59] is concerned with asymptotic stability but also contains a thorough analysis of the linearized operator. In [24] , a novel computer-assisted method is introduced to prove the absence of eigenvalues in the essential spectral gap. In addition, in [50] , the authors give a numerically assisted proof for the absence of embedded eigenvalues in a variety of settings on R d . In the case of potential perturbations, stability analysis in both the small and large mass limits have been studied through both dispersive techniques as well as bifurcation theory on R d for a range of nonlinearities in many works, for a small sampling see e.g. [69, 27, 39, 45, 44, 49, 54, 53] and the references captured within.
Needless to say, the literature on Schrödinger equations on manifolds is vast and we just mention some closely related recent works. There is a number of papers devoted to the study of the focusing nonlinear Schrödinger equation on hyperbolic space. A recurring theme, compare Remark 1.9, is the question whether the negative curvature may improve the situation compared to the Euclidean case and stabilize the evolution, see, e.g., [2, 1, 4] . Spectral properties in hyperbolic space are studied in [10] and the existence of ground states on noncompact manifolds is investigated in, e.g., [21, 67, 20] . See also the recent works [18, 19, 17] for advances on the spectral measure for asymptotically hyperbolic manifolds, the analysis of which is required for good dispersive estimates that can lead to results on asymptotic stability when understood with perturbations and for the linearized operator. The literature on spectral measures for the asymptotically Euclidean and conic cases is quite vast, but see [48, 11, 40] and references therein.
Preliminary transformations
We proceed by transforming the radial case of Eq. (1.4) to a standard nonlinear Schrödinger equation on R d with a potential. This is a well-known reduction, see e.g. [3, 21] .
2.1. The Laplace-Beltrami operator. The Laplace-Beltrami operator ∆ M d is given by
We now assume that f (r, y) = f (r), i.e., we restrict ourselves to the radial case. Then, 
To compare the two operators, we need to conjugate by the unitary map that relates the radial function spaces.
By setting
for a function v : R × (0, ∞) → C, Eq. (2.1) can now be written as
In fact, we find it more convenient to formulate this equation in terms of the auxiliary function v :
We keep in mind that v(t, ·) is radial. Note that Eq. (2.2) resembles a standard nonlinear Schrödinger equation on Euclidean space with a potential V d .
To look for solitons, we plug the ansatz v(t, x) = e iα 2 t R α (x) into Eq. (2.2) with R α radial. This yields the elliptic equation
In terms of the rescaled profile R α , defined by
where F p (s) := s|s| p−1 . We intend to solve Eq. (2.4) by perturbing off the Euclidean situation and hence insert the ansatz
Existence of a soliton
In this section we show that Eq. (2.5) has a solution ρ = ρ α , provided α ≥ 1 is sufficiently large. This way, we obtain a soliton solution
to Eq. (2.2).
3.1. Analysis of the linear operator. Initially, we define the operator A α as a classical differential operator acting on
. This is a well-known operator in the Euclidean setting that occurs in the linearization about solitary waves.
Note that both A α and L + map radial distributions to radial distributions since Q R d and V d are radial. Consequently, A α and L + may be viewed as unbounded operators on L 2 rad (R d ).
Furthermore, L + is invertible and we have the smoothing estimate
Proof. 
where F denotes the Fourier transform
Thus, on the Fourier side, the equation L 0 f = g reads
Consequently, by Plancherel,
. By definition, we have the identity
+ is also bounded. Consequently, the smoothing property of L
implies the bound
Lemma 3.2. There exists an α 0 > 0 such that, for any α ≥ α 0 , the operator
is self-adjoint and invertible. Furthermore, we have the smoothing estimate
Consequently, a Neumann series argument shows the existence of the operator (
with the bound
for all α ≥ α 0 , provided α 0 > 0 is sufficiently large. Thus, from the identity
we obtain the existence of the operator A −1
As a consequence of Lemma 3.2, we can now reformulate Eq. (2.5) as the fixed point problem 
Proof. By Sobolev embedding and Lemma 3.1 the result is immediate in the case d = 2, i.e.,
Thus, we may restrict ourselves to d ≥ 3. Since all functions are radial, problems occur only at the origin. Indeed, by the one-dimensional Sobolev embedding and Lemma 3.1, we have
Consequently, it suffices to prove the estimate
, and by the radial Sobolev embedding we infer that 
for all r > 0. Now we consider the homogeneous version of Eq. (3.2), i.e.,
Eq. (3.3) has a fundamental system {φ 0 , φ ∞ } with the asymptotic behavior
and we may normalize so that W (φ 0 , φ ∞ ) = 1, see Lemma B.1 below. Consequently, the variation of constants formula yields the existence of constants a, b ∈ C such that
Furthermore, we have the bounds
and
for all r ∈ (0, 1]. Consequently,
for all r ∈ (0, 1], which implies the desired bound
By a simple perturbative argument, we obtain an analogous L ∞ bound for the operator A 
As in the proof of Lemma 3.2, we set
Note that B α g X g X for all g ∈ X and α > 0 by Hypothesis 1.1. Consequently, the operator (1 − α −2 B α ) : X → X is bounded invertible on X for any α ≥ α 0 by a Neumann series argument, provided α 0 is sufficiently large. Furthermore,
for all g ∈ X and α ≥ α 0 . By Lemmas 3.1 and 3.3, we have L −1 + g X g X for all g ∈ X, and thus,
for all g ∈ X and α ≥ α 0 , as desired.
3.3.
Bounds on the right-hand side of Eq. (3.1). Next, we provide suitable estimates for the terms appearing on the right-hand side of Eq. (3.1).
Lemma 3.5. We have the bounds
for all x ∈ R d and all α ≥ 1.
Proof. Recall that we assume Hypothesis 1.
and thus,
we trivially estimate
since A(|α −1 x|) |α −1 x|. This yields the first statement. For the second one we recall that
In the case |x| ≤ α 1 2 we use the bound |q α (x)| α −1 from above. This proves the second bound, and the fourth bound follows analogously. Finally, the third estimate is obvious from
Next, we provide Lipschitz estimates for the nonlinearity from Eq. (3.1).
Lemma 3.6. We have the bound
Proof. Recall that we assume p ∈ (1,
and the fundamental theorem of calculus yields
Now we distinguish the cases p ∈ (1, 2] and p > 2. We proceed with the former and note the elementary estimate
, we obtain from Eq. (3.4) the bound
Consequently, by Hölder's inequality and Sobolev embedding,
In the case p > 2 (which only occurs if d ≤ 5), we use the bound
which yields
by the Sobolev embeddings
∞ bound is immediate from the above. Proposition 3.7. There exists an α 0 > 0 such that Eq. (3.1) has a real-valued solution
and set
Note that Lemmas 3.2, 3.6 and Corollary 3.4 imply the estimates
Then, by Lemma 3.5,
for all f ∈ X δ . Thus, K α (f ) ∈ X δ for all f ∈ X δ and α ≥ α 0 , provided δ > 0 is sufficiently small and α 0 ≥ 1 is sufficiently large. Similarly,
Thus, K α is a contraction on X δ for all α ≥ α 0 , provided δ > 0 is small enough and α 0 ≥ 1 is large enough. Consequently, the contraction mapping principle yields the existence of a fixed point
by construction, is a solution to Eq. (3.1). Finally, for the stated estimate on ρ α , it suffices to note that
by the above estimate for K α (f ).
3.5. Decay and regularity. From now on we denote by ρ α the solution constructed in Proposition 3.7. Note that the radiality of ρ α immediately implies a pointwise decay estimate. To see this, we recall the classical Strauss estimate.
Lemma 3.8. We have the bound
Proof. It suffices to prove the bound for real-valued f . First, we assume that
. By the fundamental theorem of calculus and Cauchy-Schwarz, we obtain
for all r ≥ 0, which implies the desired estimate. By approximation, the bound extends to
Lemma 3.8 implies the decay
Then, by Lemma 3.6, we have
Since ρ α , h α ∈ C(R d ) are radial, the claim follows from Lemma A.4.
Proof of Theorem 1.3. For α > 0 sufficiently large, let
By Lemma 3.9 and Hypothesis 1.1,
The remaining properties follow from Proposition 3.7.
Spectral stability of the soliton
In this section we investigate the linear stability of the soliton
as a solution to the nonlinear Schrödinger equation (2.2). More precisely, we study spectral properties of the linearized operator L α associated to the soliton v * α . We will see that the qualitative behavior is very similar to the Euclidean case.
4.1. The linearized operator. The notion of spectral stability derives from spectral properties of the operator that is obtained by linearizing Eq. (2.2) at the soliton v * α . More precisely, we insert the ansatz
into Eq. (2.2). This yields
where we have used Eq. (2.3), i.e.,
Now note that for all a 0 , a, b ∈ R,
where N 1 (a 0 , a, b) and N 2 (a 0 , a, b) are quadratic in a and b. Hence,
where N(a 0 , a, b) is quadratic in a and b. This yields
By dropping the nonlinear terms, we obtain from Eq. (4.1) the linearized problem
Finally, we rescale by setting w(t, x) = w(α 2 t, αx). This yields
2) is equivalent to the system
with the spatial differential operator
Consequently, (linear) stability properties of the soliton v * α are encoded in the spectrum of the operator L α , which we consider on the space
This suggests a perturbative spectral analysis, based on the Euclidean situation.
4.2.
Spectral properties in the Euclidean case. Our base case will be the Euclidean operator L which was extensively studied in the literature, see e.g. [70, 71, 35, 16] . Nevertheless, there are still a number of substantial questions that remain unanswered. We summarize some of the known results but restrict ourselves to the radial case. Since we will be dealing with spectra of nonself-adjoint operators, there are some ambiguities that need to be clarified first.
Definition 4.1. Let T be a closed operator on a Banach space X. We define the essential spectrum σ e (T ) of T by σ e (T ) :=
where K(X) denotes the set of all compact operators on X. Furthermore, σ p (T ) is the set of all eigenvalues of T .
Remark 4.2. There are other meaningful definitions of essential spectra for nonself-adjoint operators in the literature, see e.g. [38, 32, 42] for a discussion on this. The choice we made is the largest possible that is invariant under relatively compact perturbations. However, for the particular class of operators we will be concerned with, all the usual definitions turn out to be equivalent, see [42] . 
is closed and has the following properties:
• The spectrum σ(L) is a subset of R ∪ iR.
• The essential spectrum of L is given by σ e (L) = {z ∈ C : Re z = 0, | Im z| ≥ 1}.
• The set σ(L) \ σ e (L) is free of accumulation points and consists of eigenvalues with finite algebraic multiplicities.
• For the kernels of powers of L we have
In particular, the algebraic multiplicity of the eigenvalue 0 ∈ σ p (L) equals 4 in the
, L has no positive eigenvalues. In the L 2 -supercritical case p > 1 + , the two nonzero real eigenvalues move towards the origin as p decreases. Precisely when p = 1 + , a pair of purely imaginary eigenvalues emerges from 0. In particular, the ground state is linearly stable in the subcritical case and unstable in the supercritical case. These linear stability properties are reflected in the nonlinear theory. Indeed, in the subcritical case the ground state is orbitally stable and in the supercritical case it is unstable. The critical case p = 1 + 4 d is more delicate as there is spectral stability (that is to say, no spectrum away from the imaginary axis) but quite strong instability in the nonlinear theory.
Remark 4.5. Important issues that remain unsolved concern the existence of eigenvalues and/or resonances embedded in the essential spectrum and the "gap property". The latter refers to the absence of eigenvalues on the imaginary axis between 0 and i in the supercritical case. These spectral properties are important for the (nonlinear) asymptotic stability theory of the ground state. Some of them have been verified numerically or even proved rigorously in special cases, see e.g. [31, 46, 16, 24] , but there is no systematic theoretical understanding so far.
4.3.
Spectral properties in the curved geometry. To begin, we show that the structural properties of the spectrum in the curved case are the same as in the Euclidean case. An important prerequisite is the nonnegativity of L α,− , which we establish first. 
is self-adjoint with the following properties:
Furthermore, by Hypothesis 1.1, Lemma 3.5, Proposition 3.7, and Lemma 3.8, we have
is bounded and the Kato-Rellich theorem (see e.g. [68] , p. 159, Theorem 6.4) shows that L α,− is self-adjoint. In particular, σ(L α,− ) ⊂ R. Furthermore, by [68] , p. 258, Theorem 10.2, the operator
is relatively compact with respect to L α,0 and Weyl's theorem (see e.g. [68] , p. 171, Theorem Next, we show that there exists a constant µ > 0 such that
for all α ≥ α 0 . To this end we use the resolvent bound (λ
−1 is invertible for all λ < −µ by a Neumann series argument and the identity,
proves (4.4). Now we turn to the computation of ker
by Lemma 3.9 and
In particular, R α ⊂ ker(L α,− ). To prove the reverse inclusion, suppose
for all r > 0. According to Lemma B.1, there exist constants a, b ∈ C such that f (r) = aφ 0 (r) + bψ 0 (r), where |φ 0 (r)| ≃ r
2 , and
for r ∈ (0,
we must have b = 0 and this shows that the kernel of L α,− is one-dimensional. Consequently, ker L α,− = R α , as claimed. Now we define an operator
We have
for all x ∈ R d by Lemma 3.5 and Proposition 3.7. Here we have used the elementary estimates (3.5) and (3.6) from the proof of Lemma 3.6. Consequently, U α L ∞ (R d ) → 0 as α → ∞ and this shows that the operator C α converges to 0 in norm as α → ∞. Recall that L − is nonnegative. This is a consequence of d 0 , ∞) = ∅ for all t ∈ [0, 2π]. By construction, γ(t) ∈ ρ(L − ) for all t ∈ [0, 2π] and thus, the spectral projection
is well defined. By the self-adjointness of L − , we have rg P = ker L − = Q R d since 0 is the only spectral point of L − inside of γ. Recall that C α → 0 in norm as α → ∞ and thus, γ(t) ∈ ρ(L α,− ) for all t ∈ [0, 2π] and α ≥ α 0 , provided α 0 > 0 is sufficiently large. This follows immediately from the identity
valid for all z ∈ ρ(L − ). Thus, the spectral projection
is well defined, and we have P α → P in norm as α → ∞. Consequently, by [43] , p. 34, Lemma 4.10, it follows that dim rg P α = dim rg P = 1 for all α ≥ α 0 . Since 0 ∈ σ p (L α,− ), we conclude that 0 is the only spectral point of L α,− in the interval [−1 − µ, 1 4 d 0 ]. Finally, with (4.4), we infer that (−∞,
In particular, L α,− is nonnegative, and this finishes the proof.
We also note the following simple observation concerning the operator L α,+ .
Proof. We write L α,+ = L + + B α with B α f (x) = W α (x)f (x) and
We have W α L ∞ (R d ) → 0 as α → ∞ (cf. the proof of Proposition 4.6) and thus, B α is a bounded symmetric operator on L 2 rad (R d ) that converges to 0 in norm as α → ∞. Consequently, the Kato-Rellich theorem implies that L α,+ is self-adjoint. Since 0 ∈ ρ(L + ), it follows from the identity
+ ]L + , and a Neumann series argument, that L α,+ is invertible for all α ≥ α 0 , provided α 0 > 0 is sufficiently large.
Based on the results on L α,± , we can now establish some basic structural properties concerning the spectrum of L α . Lemma 4.8. There exists an α 0 > 0 such that for all α ≥ α 0 the operator
is closed and the following holds:
• The spectrum of L α is a subset of R ∪ iR.
• The essential spectrum of L α is given by
• There exists a µ > 0 (independent of α) such that
is free of accumulation points and consists of eigenvalues with finite algebraic multiplicities.
Proof. First of all, L α,± are self-adjoint and hence closed. This implies the closedness of L α . Now consider the unitary operator U :
and set H α := i UL α U * . Explicitly, we have
Evidently, H 0,α is self-adjoint, and
Furthermore, H ′ α is bounded, and 
and, since H α is unitarily equivalent to iL α , the statement on σ e (L α ) follows. From the identity 1 for all α ≥ α 0 , and thus, there exists a µ > 0 such that {z ∈ C : Re z = 0, | Im z| > µ} ⊂ ρ(H α ) for all α ≥ α 0 . Consequently, the analytic Fredholm theorem (see e.g. [62] , p. 194, Theorem 3.14.
consists of isolated eigenvalues of finite algebraic multiplicities which do not accumulate at any point outside of σ e (H α ).
Next, we turn to the proof that σ(
by Proposition 4.6, and from the second equation in (4.5) we infer that f 2 = 0. This is a contradiction to f = (f 1 , f 2 ) being an eigenfunction. Note further that P α is the spectral projection associated to the eigenvalue 0 ∈ σ p (L α,− ) and thus, P α commutes with L α,− . From the first equation in (4.5) and Proposition 4.6 we obtain
, and the second equation in (4.5) yields
which implies that λ ∈ R ∪ iR. From Eq. (4.5) it is also evident that −λ ∈ σ p (L α ). Finally, by setting λ = 0 in Eq. (4.5), we obtain from Proposition 4.6 and Lemma 4.7 that
Now we can show that the linear stability of the soliton in the curved geometry is determined by the stability of the Euclidean ground state, at least if p = 1 + then there exists an α 0 > 0 such that for all α ≥ α 0 the following holds.
• The algebraic multiplicity of 0 ∈ σ p (L α ) equals 2.
• If p < 1 + 
Since L α −L is bounded and converges to 0 in norm as α → ∞ (see the proofs of Proposition 4.6 and Lemma 4.7), γ(t) ∈ ρ(L α ) for all t ∈ [0, 1] and all α ≥ α 0 , provided α 0 > 0 is sufficiently large. Consequently,
is well defined, and P α → P in norm as α → ∞. This implies dim rg P α = dim rg P = 2, p < 1 + and there exists a positive eigenvalue λ α ∈ σ p (L α ). Then, by Lemma 4.8, −λ α ∈ σ p (L α ) and, since 0 ∈ σ p (L α ), we must have dim rg P α ≥ 3. This contradicts dim rg P α = 2 and thus, there can be no positive eigenvalue of L α in the case p < 1 + , µ + 1] and such that λ is the only spectral point of L that lies inside of γ. Set
As above,
is well defined for sufficiently large α and dim rg P α = dim rg P = 1. Consequently, there exists a positive simple eigenvalue λ α ∈ σ p (L α ) and by Lemma 4.8, −λ α ∈ σ p (L α ). Furthermore, by symmetry, −λ α ∈ σ p (L α ) must be simple, too. Since dim rg P α = 4 and 0 ∈ σ p (L α ), there can be no other nonzero eigenvalues in [−µ − 1, µ + 1] as they would have to come in pairs. Since (µ, ∞) ⊂ ρ(L α ), it follows that there exists a unique simple positive eigenvalue λ α ∈ σ p (L α ). In particular, the algebraic multiplicity of 0 ∈ σ p (L α ) must equal 2.
Spectral stability in the critical case
In the critical case p = 1 +
, the situation is subtle and the stability of the soliton depends on the fine structure of the geometry.
5.1.
Refined properties of L α,+ .
Lemma 5.1. There exists an α 0 > 0 such that for all α ≥ α 0 the following holds. We have
L α,+ has precisely one negative eigenvalue λ * α < 0, and this eigenvalue is simple. Further-
Thus, by repeating the argument from the proof of Proposition 4.6, we find σ e (L α,
, and there exists a µ > 0 such that (−∞, −µ) ⊂ ρ(L α,+ ) for all α sufficiently large.
We define
As in the proof of Proposition 4.6, we infer that C α → 0 in norm as α → ∞. Let γ : [0, 1] → C be given by γ(t) = −µ + µe 2πit . Then, by Lemma 4.7 and the above, γ(t) ∈ ρ(L α,+ ) for all t ∈ [0, 1) and all α ≥ α 0 , provided α 0 > 0 is sufficiently large. Define the spectral projections
Then P α → P in norm as α → ∞. Furthermore, L + has precisely one simple eigenvalue inside of γ [71, 16] , which implies that dim rg P = 1. Consequently, from [43] , p. 34, Lemma 4.10, we conclude that dim rg P α = dim rg P = 1 for all α ≥ α 0 . In conjunction with (−∞, −µ) ⊂ ρ(L α,+ ) and the self-adjointness of L α,+ (Lemma 4.7), this means that L α,+ has precisely one negative eigenvalue λ * α < 0, and this eigenvalue is simple. Let f * ∈ rg P with f *
is an eigenfunction of L α,+ with eigenvalue λ * α and any other eigenfunction to this eigenvalue is a multiple of f * α . Since λ * is the only negative eigenvalue of L + , it follows by Sturm oscillation theory that f * does not have zeros. In particular, (
Lemma 5.2. Let α > 0 be sufficiently large and denote by P ⊥ α the orthogonal projection onto Q R d + ρ α ⊥ , i.e.,
is self-adjoint, and
Proof. The proof is based on the standard trick (see e.g. [43] , p. 246) of using the decomposition P
, and thus K α is self-adjoint. By the Kato-Rellich theorem (see e.g. [68] , p, 159, Theorem 10.2) it follows that P ⊥ α L α,+ P ⊥ α is self-adjoint. Weyl's theorem (see e.g. [68] , p. 171, Theorem 6.19), in conjunction with Lemma 5.1, yields the statement on the essential spectrum.
Next, we establish a crucial dichotomy for L α,+ . Proposition 5.3. Let α > 0 be sufficiently large.
Proof. We first assume that
We set
.
26
Thus, it suffices to show that (
, and thus, by Lemma 5.2, P ⊥ α L α,+ P ⊥ α must have a negative eigenvalue λ α < 0. In other words, there exists a nontrivial
We claim that c α = 0. To see this, recall that L α,+ has a unique negative eigenvalue λ * α < 0 (which is simple) and if f * α is an associated eigenfunction, we have (f * α | R α ) L 2 (R d ) = 0, see Lemma 5.1. Suppose now that c α = 0. Then g α is an eigenfunction of L α,+ with negative eigenvalue λ α , and thus, λ α = λ * α and g α must be a multiple of f * α . This, however, contradicts (g α | R α ) L 2 (R d ) = 0, and the claim c α = 0 follows. Note further that λ α = λ * α because otherwise we would arrive at the contradiction
Note that φ α is differentiable and
and φ α (λ α ) = 0. Thus, we must have λ α < λ * α since otherwise, we would arrive at the contradiction
However, λ α < λ * α is also impossible since it leads to the contradiction
where S α := (L α,+ − λ α ) −1 R α and we have used the fact that L α,+ − λ * α is nonnegative, see Lemma 5.1. In summary, we see that there cannot exist an α,− plays a crucial role. Definition 5.4. Let α > 0 be sufficiently large. We define an operator
α,− f . It is not immediately obvious that J α is densely defined. Thus, we first establish this fact using the following simple property of maximally defined products. 
To prove the second assertion, let x ∈ D(B). We have to show that there exists a sequence (x n ) n∈N ⊂ D(AB) such that x n → x in X and Bx n → Bx in Y as n → ∞. Since D(A) is dense in Y , there exists a sequence (y n ) n∈N ⊂ D(A) such that y n → Bx in Y as n → ∞. We set x n := B −1 y n . Then (x n ) n∈N ⊂ D(AB) and we have Bx n → Bx in Y as well as
Lemma 5.6. Let α > 0 be sufficiently large. Then the operator J α is densely defined.
Proof. To begin with, we define an auxiliary operator
by Lemma 4.7, Lemma 5.5 shows that A α is densely defined. Next, we define another auxiliary operator
α,− f . Obviously, B α is densely defined and, since ker L
α,− it follows immediately that B α is closed and the closed graph theorem implies that B α is bounded invertible. Now observe that J α = A α B α , where the product A α B α is maximally defined. Consequently, Lemma 5.5 implies that J α is densely defined.
Remark 5.7. Lemma 5.5 also shows that D(J α ) is a core for the operator B α defined in the proof of Lemma 5.6.
The importance of J α derives from the following observation.
Lemma 5.8. Let α > 0 be sufficiently large and λ ∈ C \ {0}. Then we have the following implications.
• If λ ∈ ρ(L α ) then λ 2 + J α is surjective. α,− ) such that λL
By inserting the first equation into the second one, we find
and applying L
To prove the second assertion, we first assume that
Then, by setting g = g 2 = 0 in the above computation, we find (λ 2 +J α )f = 0 for f = L It remains to prove the reverse implication, i.e., we assume that λ − L α is injective and show that λ 2 + J α is injective. Consider the equation (λ 2 + J α )f = 0 for an arbitrary α,− , L α,+ and Lemma 5.6, it follows that J α is symmetric. In other words, J α ⊂ J * α and, since J * α is closed, J α is closable and its closure J α is symmetric, too. Now consider the operators ±i + J α = µ 2 ± + J α , where
. By Lemma 4.8, µ ± ∈ ρ(L α ) and thus, Lemma 5.8 implies that ±i + J α is surjective. Consequently, ±i + J α is surjective and therefore, J α is self-adjoint (see e.g. [43] , p. 271, Theorem 3.16). Let g ∈ D(J α ) be arbitrary. By the surjectivity of i + J α , there exists an f ∈ D(J α ) such that (i + J α )f = (i + J α )g and J α ⊂ J α implies that (i + J α )(f − g) = 0. Since σ p (J α ) ⊂ R, we must have f − g = 0 and therefore, g ∈ D(J α ). Thus, we have proved that D(J α ) ⊂ D(J α ) and this shows that J α = J α .
We need one last technical result.
Lemma 5.10. Let α > 0 be sufficiently large and define B α :
α,− f . Then the (maximally defined) operator L α,+ B α is densely defined, closed, and D(J α ) is a core for L α,+ B α .
Proof. Recall from the proof of Lemma 5.6 that B α is closed and bounded invertible. As a consequence, Lemma 5.5 shows that
as n → ∞ and the closedness of B α implies that f ∈ D(B α ) and
α,+ h = h. This proves the closedness of L α,+ B α .
Next, we claim that L α,+ B α has closed range. Indeed, let (h n ) n∈N ⊂ rg(L α,+ B α ) with h n → h as n → ∞. Then there exists a sequence (
Now we define an auxiliary operator then there exists an α 0 > 0 such that for all α ≥ α 0 the following holds.
Proof. Let P and P α be the spectral projections from the proof of Lemma 4.9. By Theorem 4.3 and [43] , p. 34, Lemma 4.10, we have dim rg P α = dim rg P = 4 and thus, by Lemma 4.8, there can be at most one positive eigenvalue λ α > 0 and if so, the eigenvalues ±λ α ∈ σ p (L α ) will be simple since 0 ∈ σ p (L α ). Now assume that (L
α,− g α = f α , where B α is the operator defined in Lemma 5.10. By construction,
Since D(J α ) is a core for L α,+ B α (Lemma 5.10), we can find for any given
Consequently, by choosing ǫ > 0 sufficiently small, we find
Lemma 5.9 therefore implies that J α has negative spectrum, i.e., there exists a λ α > 0 such that −λ
If, on the other hand, (L Proof of Theorems 1.5, 1.6, and 1.7. Consider the map
with inverse
f (αre 1 ).
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, and thus, V α is unitary for any α > 0. Furthermore, recall that
and thus, for any radial
and L M d ,α is unitarily equivalent to α 2 L α . This implies the claimed statements.
Stability and curvature
From [4] , we know that in negative curvature there is blow-up instability for sufficiently high energy. In this last section we give numerical evidence of how this instability manifests in the bifurcation theory from the Euclidean situation. The soliton may become linearly unstable in the curved geometry if the curvature is strictly negative everywhere or otherwise. More precisely, we consider the model case of a warping function A(r) = r + c 1 r 3 + c 2 r 5 , in the critical case d = 2, p = 3. The sectional curvatures of the manifold M 2 are given by
6.1. A formal expansion. As before, we write R α = Q R 2 + ρ α with ρ α from Proposition 3.7. By Lemma 3.9, R α ∈ C 2 (R 2 ) and
for all x ∈ R 2 . When written out explicitly for our model case, this reads where r(x) = |x|. Now we assume an asymptotic expansion of the form 
In order to compute the profiles Q 1 and Q 2 , we plug the ansatz (6.2) into Eq. (6.1) and solve order by order in α. This yields
R 2 ,α = 0. By differentiating this equation with respect to α, we see that
which, when evaluated at α = 1, reads
. This implies that
).
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The sign of ∂ α Q M 2 ,α 2 L 2 (R 2 ) is to leading order determined by the sign of
. More precisely, we have
and the soliton is linearly unstable for sufficiently large α if κ > 0, see Theorem 1.7 and Remark 1.8.
6.2. Stability. By using the defining equation for Q 2 , we find the expression
It is convenient to introduce the function Q 1 , defined as the unique solution (in H 
Consequently, the issue is to determine the signs of b 1 and b 2 (which depend only on the Euclidean profile Q R 2 ). An integration by parts yields
< 0 and numerical evaluation shows, somewhat surprisingly, that b 1 ≥ 14π, see Appendix C. This means that the simple choice c 1 = 1 and c 2 = 0 provides a negatively curved metric that makes the soliton linearly unstable. In addition, we see that there are values of c 1 ≪ c 2 such that the mass condition for stability is possibly true. Of course, to establish orbital stability, further analysis is required on such a manifold, for which the metric expansion is far from standard examples. for all ψ ∈ D(0, ∞), and the equation
Explicitly, we have 
and by [41] , p. 58, Corollary 3.1.6, it follows thatf ∈ C 2 (0, ∞) and D df =ĝ holds in the classical sense.
Lemma A.4. Let f, g ∈ C(R d ) be radial and suppose f satisfies
Then f ∈ C 2 (R d ) and ∆ R d f (x) = g(x) for all x ∈ R d in the classical sense.
