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Abstract
Within an artificial neural network (ANN) approach, we classify simulated signals corre-
sponding to the semi-classical description of Bloch oscillations on a two-dimensional square
lattice. After the ANN is properly trained, we consider the inverse problem of Bloch oscil-
lations (BO) in which a new signal is classified according to the lattice spacing and external
electric field strength oriented along a particular direction of the lattice with an accuracy of
96%. This approach can be improved depending on the time spent in training the network
and the computational power available. This work is one of the first efforts for analyzing
the BO with ANN in two-dimensional crystals.
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1. Introduction
Flat two-dimensional crystals are unstable against thermal fluctuations according to the
Mermin-Wigner theorem [1]. Therefore, the early study of these crystals was considered
just for academic convenience. More recently, it has been known, nevertheless, that some
interesting phenomena occur effectively in two-dimensions, like quantum Hall effect [2, 3] and
high-Tc superconductivity in cuprates [4]. Soon after the first isolation of graphene flakes [5,
6], a new era of materials science emerged [7] with a huge variety of two-dimensional (2D)
systems discovered in the recent past [8]. The 2D materials are nowadays a cornerstone of
solid state physics and materials science because of their potential technological applicability
and their impact in fundamental research. Many of these 2D crystals have the crystal
structure of the square lattice, which due to its high symmetry, allows the study of a number
of interesting phenomena, like Bloch oscillations (BO) [9]. It is well known that BO are not
observed directly on crystals because of intraband tunneling and ultrafast electron scattering;
BO are directly observed in high purity superlattices under different experimental setups [10,
11, 12, 13, 14, 15, 16, 17, 18, 19]. The equations of motion of BO are also relevant for a
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number of optical systems [20, 21]. For that purpose, in a previous work [22], some of us
posed the inverse problem of BO for the linear chain within an artificial neural network
(ANN) approach [23, 24]. The idea is to use simulated signals for BO in a semiclassical
approximation to train the ANN and then classify a new signal according to the lattice
spacing and electric field strength with high accuracy. In this paper we extend these ideas
to the 2D square lattice.
We develop a framework in which the ANN is trained using the simulated signals corre-
sponding to the semiclassical description of BO for a 2D square lattice considering only the
nearest neighbor influence. We then predict the strength of electric field along a particular
direction of the lattice and the lattice spacing that produce such trajectories. We achieve
up to 96% of accuracy in our classification scheme, which can be improved depending on
the computational time and computer power available.
For the presentation of ideas, we have organized the remaining of this paper as follows:
In Section 2 we give a description of the BO phenomenology in the semiclassical approach.
In Section 3, we describe how the signals were generated and the ANN configuration. In
Section 4 the results for all the analyzed cases are discussed and finally, in Section 5, the
conclusions are presented.
2. Bloch oscillation: Semiclassical approach
We start our discussion from the tight-binding Hamiltonian of a monoatomic 2D square
lattice of spacing a. Considering the nearest neighbors approximation, we have
Hψn,m(k) = −tψn+1,m(k)− tψn−1,m(k)
−tψn,m+1(k)− tψn,m−1(k) + ǫ0ψn,m(k)
≡ E (n,m)(k)ψn,m(k) , (1)
where t is the hopping parameter and k = k1eˆx+k2eˆy is the crystal-momentum of electrons in
2D. From Bloch theorem, it is straightforward to find that the energy-momentum dispersion
relation is:
E (n,m)(k1, k2) = ǫ0 − ǫ
(n,m)(k1, k2) , (2)
where
ǫ(n,m)(k1, k2) = w(1− cos(k1a)− cos(k2a)), (3)
ǫ0 is the on-site energy and w = 2t. Next, we recall the semiclassical equations of motion
for an electron moving in an external electric field E oriented parallel to one direction of the
square lattice,
dk
dt
= −eE , (4)
dr
dt
=
1
~
∂
∂k
ǫ(n,m)(k1, k2) . (5)
We can straightforwardly integrate the equations of motion and obtain the velocities and
trajectories for a given external field strength. Considering the lattice oriented along the
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x− y plane and a uniform electric field E = E1eˆx+E2eˆy, we integrate Eq. (4) assuming the
initial condition kj(0) = 0 with j = 1, 2. Thus
kj(t) = −
eEj
~
t. (6)
Rewriting Eq. (5), the electron velocity is given by:
v
(n,m)
j (kj(t)) =
wa
~
sin(kj(t)a),
= −
wa
~
sin
(
eEja
~
t
)
, (7)
and the electric current is simply ji = −evi. Integrating Eqs. (7) we get the profile of BO
obtaining the position of the electrons as function of time:
x
(n,m)
j (t) =
w
eEj
cos
(
eEj
~
at
)
,
=
w
eEj
cos(ωEjt), (8)
with ωEj = eEja/~. Eqs. (8) describe the trajectories which are in fairly good agreement with
the experimental observations of BO. In the next Section we describe how the oscillations
described by Eq. (7) are simulated and how ANN processes them in order to give an accurate
result.
3. Signals creation and feature processing
For fixed lattice parameters a and t, the trajectories described by Eqs. (7) and (8) are
functions of the electric field strength along each spatial direction, which becomes the only
free parameter that characterizes a given trajectory in our considerations. We have trained
an ANN that associates the electric currents of the electrons with their corresponding electric
fields. In other words, the ANN learns through some examples the relationship between the
electric current signals in the 2D square lattice and the electric fields that generate those
currents. First, let us describe how the training signals were generated then we explain the
classification process.
For simplicity and without loss of generality, all signals were created following the next
considerations:
• The parameters of Eqs. (7) and (8) were fixed to dimensionless units e = ~ = 1,
w2 = w2 = a = 0.5.
• The signals were generated for a time lapse τ = 200.
• We integrate the signals considering the possibility of negative and positive electric
fields for both E1 and E2 on three different ranges defined by Emin and Emax. These
cases will be describe more thoroughly later on section 3.1.
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Figure 1: Velocities of the oscillating electrons generated using Eq. (7). The points show the values used as
inputs for the ANN. Left: velocity v1(t) for E1 = −0.22. Right: velocity v2(t) for E2 = 0.14.
Once the signals were produced, we selected as inputs of the ANN values for each com-
ponent of the velocity (v1 and v2) at one hundred different times defined by ti = i∆t, with
∆t = τ/100 = 2 and i = 0, 1, . . . , 99. This means that the ANN will analyze a signal V
consisting of two hundred values:
V = {v1(t1), v2(t1), . . . , v1(tn), v2(tn)}. (9)
In Figure 1 we show an example of BO velocities and the corresponding values where the
trajectories were evaluated with E1 = −0.22 and E2 = 0.14 generated using Eq. (7).
As the goal is to classify the electric field in 2D, we impose that the feedforward ANN
has two outputs E˜1 and E˜2. Notice the difference between E˜i as the predicted value and
Ei the physical value. Considering a single hidden layer with 27 neurons, the equation that
defines the predicted value given an input signal V is defined by:
E˜j = F
(
27∑
h=1
σ˜hjF
(
200∑
i=1
σihVi
))
, (10)
where j = 1, 2. F is the activation function for the hidden and output layers, in this case the
standard sigmoid logistic function were used; σih and σ˜hj are the weights between the input
and hidden layer and hidden to output layer respectively. The ANN structure is illustrated
in the Figure 2.
3.1. Electric field scenarios
The accuracy of the ANN depends on the frequency of the signals, the electric fields and
sampling points. In this Section, we analyze how the performance of the ANN behaves in
three different scenarios. Using 625 signals with all the parameters kept fixed except for the
electric field that ranges in the scenarios:
(i) Between [Emin = −0.5, Emax = 0.46] separated in steps of ∆E = 0.04.
(ii) Between [Emin = −1, Emax = 0.92] with ∆Ej = 0.08.
(iii) Between [Emin = −0.25, Emax = 0.23] with ∆Ej = 0.02.
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Figure 2: Structure of the ANN developed for the classification of the BO. The input layer consists of 200
neurons according to the values extracted from the BO signals. The input layer is connected to a hidden
layer with 27 units with weights σih. Each hidden neuron computes a value using the sigmoid activation
function F . Later, these values are sent to the 2 neurons in the output layer, with weights σ˜hj and using the
same sigmoid function as before. Finally, the difference between from the ANN outputs and the proposed
targets, associated to the electric field used in the BO signal is measured. With this difference the cost
function is constructed and minimized.
Considering that the activation function F used in Eq. (10) is a sigmoid function, the
output of the network will be within the range [0, 1]. The ANN’s outputs could be divided in
classes that represent the target intervals for E1 and E2. This means that the more classes
an output has, the more precision is required for a correct classification. For this case, we
have decided to divide each output in 5 classes. For clarity, let us develop the case ((i))
where ∆Ej = 1/25 and Emin = −0.5 and Emax = 0.46. Therefore for each Ej , every class
covers up the range:
Emin + 5ζ∆E ≤ Eζ < Emin + 5(ζ + 1)∆E, 0 ≤ ζ ≤ 4, (11)
where Eζ index each class for any of signal Ej sections. An schematic representation classes
division is presented in Figure 3. However, because the ANN’s output is defined between
(0,1), we need to map the electric field class classification into this range. For that, we define
the center each one of the five classes Eˆζ in the output neuron as:
Eζ ≡ Eˆζ = 0.1 + 0.2ζ. (12)
Besides, the center of each class will be used as the target value (Eˆζ) in the training
phase. For example, if the signal is created with any of the first five values for E1 (ζ = 0)
and the last five values of E2 (ζ = 4), then the ANN has correctly classified this signal if:
Eˆ0 − 0.1 ≤ E˜1 < Eˆ0 + 0.1, (13)
Eˆ4 − 0.1 ≤ E˜2 < Eˆ4 + 0.1. (14)
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Figure 3: Schematic representation of the class definition for the electric field ranges. Also, the center of each
region Eζ is equivalent to the target class (Eˆζ) that will be used in the training phase. The representation
is shown only in one direction of the electric field but it is done in the same way in the other direction.
In the following section we discuss the training procedure used to minimize the error of the
predictions.
3.2. ANN’s training considerations
Given that the ANN’s weights are adjusted under a supervised training, thus, for each
signal is necessary to associate the outputs with their respective electric field used during the
signal generation. Using all previous considerations, the ANN was trained with an offline
backpropagation algorithm by minimizing the cost function:
C(~σ) =
1
2P
P∑
p=1
cp =
1
2P
P∑
p=1
2∑
j=1
(
E˜pj − Eˆ
p
j
)2
. (15)
where p = 1, 2, ..., P , with P the number of training patterns. This backpropagation algo-
rithm is a gradient descent method that adjusts the weights ~σ after an epoch or iteration s
by following the relationship:
σlm(s+ 1) = σlm(s)−
γ
P
P∑
p=1
δplm(s), (16)
where γ is the learning rate and the indexes l and m indicate the connection between the l
and the m neuron and δplm is defined by
δplm(s) =
∂C(s, ~σ)
∂σplm(s)
. (17)
The number of steps S (1 ≤ s ≤ S) can be selected by achieving a default error, a
maximum number of iterations or by cross-validation with an unknown set of signals. In
this case, from the 625 signals generated, we chose randomly seventy percent of them as
the training set (P = 438) and the remaining 187 signals were used as the validation set to
check convergence and avoid overfitting to the proposed targets. Moreover, another set of
187 signals were generated to test the accuracy of the ANN to completely unknown signals,
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Training set (%) Validation set (%) Test set (%)
Output E˜1 E˜2 E˜1 E˜2 E˜1 E˜2
Case (i) 100 99 90 86 82 91
Case (ii) 99 99 90 85 42 40
Case (iii) 100 100 98 97 96 93
Table 1: Percent of correctly classified patterns of the ANN for the signals created varying: Case (i); E1
between [−0.5, 0.46] and E2 between [−0.5, 0.46], Case (ii); E1 between [−1, 0.92] and E2 between [−1, 0.92],
Case (iii); E1 between [−0.25, 0.23] and E2 between [−0.25, 0.23]. We used 438 training patterns, 187
validation patterns and the average of 5 test sets of 187 patterns each one.
namely the test set. During the training phase a maximum of ten thousand iterations were
considered, all ANN’s weights were initialized randomly between [-1,1] and a learning rate
γ = 0.005 was used. Moreover, to help the network to converge faster the cost function to a
minimum, it is convenient that all the inputs have the same order of magnitude. Therefore
a min-max normalization in the velocities is performed in every input:
V˜ pi =
{
V
p
i
−<Vi>
V max
i
−V min
i
, if V maxi 6= V
min
i
V pi − < Vi >, if V
max
i = V
min
i
(18)
for 1 ≤ i ≤ 200, < Vi > is the average, V
max
i and V
min
i are the maximum and minimum
values respectively of the i−th input of all the signals.
4. Results
In all the results presented below, we have trained five different networks using different
initial weights, and reporting only the best one for all the cases described in the past section.
For the first case ((i)) this ANN has classified correctly with a perfect score the training set,
meanwhile with the test set it achieved a 82% and 91% efficiency on E˜1 and E˜2 respectively
as it is observed in Table 1. In this case, the extreme ranges for E are wider and, according
to Eq. (8), the maximum frequency of the signals is twice as in the case ((i)). Therefore,
the signals have a higher frequency, so in principle we should need more points or a lower
interval in time to characterize properly these signals before being introduced into the ANN.
We consider that the lower accuracy in the network is due to this fact.
The results for case number ((ii)) where the extreme values of Ej were in the range
[−1, 0.92], are less accurate because the outputs only achieved an accuracy of E˜1 = 42% and
E˜2 = 40% in the test set as shown in Table 1.
Finally, for case ((iii)) with the interval [Emin = −0.25, Emax = 0.23] and ∆E = 1/50,
the curves generated have a lower frequency than the case ((i)), thus the sampled points
have more information about the signal, letting the ANN to outperform previous cases, were
achieved an efficiency of 96% and 93% for E1 and E2 respectively, as it is shown in Table
1. An example of the prediction using the BO signals with an electric field composed by
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Figure 4: Plot of v1(t) and v2(t), for the oscillations of the electrons generated with random values E1 and
E2 between [-0.25,0.23]. The solid lines represent the BO oscillation generated using the true electric field
E1 and E2, while the dash curves are the BO signals generated using the center values of the electric fields
on the predicted classes E˜1 and E˜2, as described on Section 3.1. On the left are plotted v1(t) for the true
electric field E1 = −0.2046 and the center value of class 0, i.e, Eζ=0 ≡ E1 = −0.20. On the right are plotted
v2(t) for E2 = 0.1969 and the center value of Eζ=4 ≡ E2 = 0.2.
E1 = −0.2046 and E2 = 0.1969 is shown in Figure 4. In this case, the ANN estimates, that
the signals where generated with values of E1 and E2 belonging to the classes Eζ=0 and Eζ=4
respectively, which is a correct classification.
5. Final remarks
We have developed a method employing an ANN approach to analyze the Bloch oscil-
lations on a 2D square lattice of atoms within a tight-binding approximation considering
the nearest neighbors influence. The ANN considered uses the velocity (electric current)
oscillations signals as inputs signals and estimates the corresponding electric field strength
projection along each spatial direction. For the purpose of this work, three different scenar-
ios where the maximum and minimum electric fields considered are restricted. The extreme
ranges of the electric fields determine the electron velocity frequencies and thus the number
of points sampled per cycle, which impact the ANNs performance. The ANNs were trained
and cross-validated with 625 signals within these ranges, meanwhile they were tested for
signals with random electric fields on those same intervals. In the best case scenario, for
low frequency, the ANN reaches at least 93% accuracy on each output on the test set. As
mentioned before, this is because for the lower interval of the electric field, the generated
curves oscillate less and therefore the curves are described better. Meanwhile, for the greater
interval of the electric field the predictions are less accurate, because the curves require more
points to described them.
From our previous work [22] and the results exposed here, it is straightforward to see
that this approach has a good potential and encourage us to explore more complex systems.
Acknowledgments
We acknowledge support from CONACyT grant 256494 and CIC-UMSNH (Mexico) un-
der grants 4.22 and 4.23.
8
References
References
[1] Mermin, N.D., Wagner, H.: Absence of Ferromagnetism or Antiferromagnetism in One-
or Two-Dimensional Isotropic Heisenberg Models, Phys. Rev. Lett. 17 1133136 (1966) Bib-
code:1966PhRvL..17.1133M, doi:10.1103/PhysRevLett.17.1133
[2] Klitzing v., K., Dorna, G., Pepper, M.: New Method for High-Accuracy Determination of the Fine-
Structure Constant Based on Quantized Hall Resistance, Phys. Rev. Lett. 45, 494 (1980).
[3] Tsui, D.C, Stormer, H.L., Gossard, A.C.: Two-Dimensional Magnetotransport in the Extreme Quan-
tum Limit, Phys. Rev. Lett. 49, 1559 (1982).
[4] Kyle, S., Seamus, J.C.: Cuprate high-Tc superconductors, Mater. Today11, 91421 (2008).
[5] Novoselov, K. S., et al.: Two-dimensional atomic crystals, Proc. Natl Acad. Sci. USA 102, 1045110453
(2005).
[6] Zhang Y, et. al.: Experimental observation of the quantum Hall effect and Berry’s phase in graphene,
Nature 438, 201 (2005).
[7] Geim, A. K. y Novoselov, K. S.: The rise of graphene, Nature Materials 6, 183191 (2007).
[8] Vafek, O. y Vishwanath, A.: Dirac Fermions in Solids - from High Tc cuprates and Graphene to
Topological Insulators and Weyl Semimetals, Ann. Rev. Cond. Mat. Phys5; 83-112 (2014).
[9] Esaki, L. y Tsu R.: Superlattice and Negative Differential Conductivity in Semiconductors, J. Res.
Dev. 61 61 (1970).
[10] Feldmann J., Leo K., Shah J., Miller D. A. B., Cunningham J. E., Meier T., von Plessen G., Schulze
A., Thomas P., and Schmitt-Rink S.: Optical investigation of Bloch oscillations in a semiconductor
superlattice, Phys. Rev. B46 7252 (1992).
[11] von Plessen G. and Thomas P.: Method for observing Bloch oscillations in the time domain, Phys. Rev.
B45, 9185 (1992).
[12] Leo K., Bolivar P. H., Bru¨ggemann F., Schwedler R., and Ko¨hler K.: Observation of Bloch oscillations
in a semiconductor superlattice, Solid State Commun. 84, 943 (1992).
[13] Leisching P., Haring Bolivar P., Beck. W., Dhaibi Y., Bru¨ggemann F., Schwedler R., Kurz H., Leo K.,
and. Ko¨hler K.: Bloch oscillations of excitonic wave packets in semiconductor superlattices Phys. Rev.
B50 14389 (1994).
[14] Dekorsy T., Leisching P., Ko¨hler K., and Kurz H.: Electro-optic detection of Bloch oscillations, Phys.
Rev. B50 8106 (1994).
[15] Dekorsy T., Ott R., Kurz H., and Ko¨hler K.: Bloch oscillations at room temperature, Phys. Rev. B51
17275 (1995).
[16] Waschke C., Roskos H. G., Schwedler R., Leo K., Kurz H., and Ko¨hler K.: Coherent submillimeter-wave
emission from Bloch oscillations in a semiconductor superlattice, Phys. Rev. Lett. 70, 3319 (1993).
[17] Roskos H. G., Waschke C., Schwedler R., Leisching P., Dhaibi Y., Kurz H., and Ko¨hler K. Bloch
oscillations in GaAs/AlGaAs superlattices after excitation well above the bandgap, Superlattices and
Microstructures 15 281 (1994).
[18] Kolovsky A. R. and Korsch H. J.: Bloch Oscillations in cold atoms in two-dimensional optical lattices,
Phys. Rev. A. 67, 063601 (2003).
[19] Witthaut D., Keck F., Korsch H. J. and Mossmann S.: Bloch Oscillations in two-dimensional lattices,
New J. Phys. 6, 41 (2004).
[20] Breid, B. M., Witthaut, D. and Korsch H. J.: BlochZener oscillations, New J. Phys. 8, 110 (2006).
[21] Turkera, Z., Yuceb, C.: Super Bloch oscillation in a PTPT symmetric system, Phys. Lett. A 380 2260
(2016).
[22] Gonza´lez J. A., Herna´ndez-Ortiz S., Lo´pez C. E. and Raya A.: Bloch oscillations: Inverse problem,
Plasmonics (2016) doi:10.1007/s11468-016-0477-x
[23] Rojas R. Neural Networks. A Systematic Introduction 1996 Springer-Verlag
[24] Proakis J. G. and Manolakis D. G. Digital Signal Processing 2006 Prentice Hall
9
