In software defined radio (SDR), sharp filters of different bandwidth are required to fine tune the desired channel. This requires different computational resources and large number of filter coefficients. This paper proposes a continuously variable bandwidth sharp finite impulse response (FIR) filter with low distortion and low complexity. For this, a fixed length FIR filter is used with two arbitrary sampling rate converters. This system can be used for both the continuous increase as well as decrease of the effective bandwidth of a filter. The low complexity and sharpness are achieved by using the frequency-response masking (FRM) approach for the design of the fixed length FIR filter. The sharp transition width leads to maximum rejection to channel interference in SDR.
Introduction
Real time variable frequency response characteristics are required in various telecommunication applications including the software defined radio (SDR). SDR implies that important radio characteristics can be defined by software. In every radio receiver, one of the important characteristics is the bandwidth of the filter that selects the desired channel.
Several methods exist [1] [2] [3] [4] [5] [6] [7] [8] for realizing the discretely variable bandwidth filter. The usual method to change the frequency response of a digital filter is to increase the number of taps or the order of the finite impulse response (FIR) filter to reduce the bandwidth and to decrease the number of taps to increase the bandwidth.
This can be implemented in SDR by modifiable software or firmware operating on programmable devices having constraints in resources as well as power. In the hardware implementation of a variable bandwidth filter, we must use a variable length data array, coefficient array, adders, multipliers etc. along with the filter design algorithm operating in the background to compute the new coefficients for each desired bandwidth.
The number of taps in a FIR filter is known to be proportional to the ratio of sample rate to transition bandwidth i.e. fs/∆f. When the bandwidth of a filter is reduced or increased by a factor, the transition width is also reduced or increased respectively by the same factor i.e., the spectral shape scales with bandwidth. Hence as the number of taps varies, the transition bandwidth and hence the overall bandwidth will also vary. Now, if the number of taps is fixed, then to obtain a continuously variable bandwidth FIR filter, a new technique was proposed by Fred Harris [9] where a filter design algorithm is not needed to operate in the background to compute new coefficients for each desired bandwidth. Here, the principle used is that the absolute bandwidth of a filter is reduced by operating it at a reduced sample rate. This is accomplished [9] by efficiently shifting the frequency spectrum of the input signal by using an arbitrary down sampler. The down-sampled signal is then processed with a fixed length, fixed bandwidth FIR filter and then shifted back to the original spectrum by using an up-sampler. The combined technique gives the effect of reducing the effective bandwidth of the filter. This method can only decrease the bandwidth. However, many applications may require a bandwidth greater than the bandwidth of the fixed length filter. But this may lead to distortion in the output signal response. The main cause for this distortion is the non-zero transition bandwidth of the fixed length filter. The length of the FIR filter is inversely proportional to the transition bandwidth.
In this paper, the technique of obtaining a continuously variable bandwidth filter using re-sampling, is modified in such a way that, we get a bandwidth increase as well as decrease. At the same time, the distortion in the output response is reduced to a minimum. Hence, the variable bandwidth filter proposed in this paper has the property of fine tuning, i.e., continuous variation of the bandwidth is possible with minimum distortion, which includes both decrease and increase of bandwidth. The fixed length FIR filter is designed by frequency-response masking (FRM) technique. This leads to a sharp transition width and hence less distortion in the output spectrum as well as reduction in the computational complexity.
The next section reviews the variable bandwidth filter. Section 3 presents the design procedure for the arbitrary sample rate converter. The principle and structure of the low complexity technique on the design of the fixed length FIR filter, more specifically, the FRM is presented in Section 4. Section 5 gives the implementation as well as the detailed performance analysis and in Section 6, the computational complexity analysis is done. Section 7 concludes the paper. Figure 1 shows the concept of a variable bandwidth filter. In the case of a constant form factor FIR filter, the length of the filter is inversely proportional to the transition width, which is proportional to the bandwidth of the filter. Thus, if the bandwidth of the filter is changed by a factor, the length of the filter is also changed by the same factor.
Review of Variable Bandwidth Filter
In order to realize a variable bandwidth filter without changing the number of coefficients or coefficient values, we can utilize the relationship between the sample rate and bandwidth [9] [10] [11] . This can be further elaborated that the interval between the main lobe peak and the first zero crossing of the impulse response is the reciprocal of the filter bandwidth. Also the interval between the samples is the reciprocal of the sample rate.
The number of taps of the filter (T P ) is given by P T fs f   , where "fs" is the sampling frequency and "∆f" is the transition bandwidth. If the bandwidth is changed, the transition bandwidth is also changed by the same factor. Hence if the number of taps of the filter is fixed, one method of changing the bandwidth is to change the sampling rate. The absolute bandwidth is proportional to the sampling rate [9] . So we can change the absolute bandwidth of a filter by operating it at a different sampling rate. The technique used in [9] reduces the absolute bandwidth of a filter by operating it at a reduced sample rate. In this paper, we have modified the implementation in such a way that the bandwidth of the filter can also be increased by increasing the sample rate. The use of an FRM based FIR filter, makes the transition bandwidth sharp and reduces the complexity and distortion.
The implementation of the process is represented in Figure 2 . An input signal which is initially oversampled is applied to an arbitrary sample rate converter (up or down) that preserves the dynamic range and still satisfies the Nyquist criterion. The modified signal is processed by the fixed length, fixed bandwidth FRM based FIR filter. The output of the filter is then converted back to the original input sampling rate by using another arbitrary sample rate converter (down or up). Figure 3 shows the interpolation indexing. This gives the method of forming a sample value at a location "y" that does not correspond to an available location of a M-path polyphase interpolator. The value of M is taken as 5 for illustration. Figure 4 shows the implementation of an arbitrary ratio interpolator [9] . Three M-path polyphase filters are used for calculating the sample values of the interpolant and the sample derivatives at the offset position k M from the interpolating output phase centre. The computed output is formed from a local Taylor series as given by Equation (1) .
Arbitrary Sample Rate Converter
The increment d_acc satisfies the following relation shown in Equation (2) and the required bandwidth can be achieved by just changing the parameter d_acc as shown in Equation (3).
_
Arbitrary sampling ratio
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Review of FRM Technique
In this section, we provide a brief review of FRM technique [12] [13] [14] , which is one of the most efficient techniques for the synthesis of sharp linear phase digital filters using several wide transition band sub filters. Compared to the conventional direct-form realization, it gives a large reduction in the computational complexity because of the large number of sparse coefficients. Figure 5 shows the basic realization structure of the FRM technique.
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is an M-fold version of a given prototype with symmetrical impulse response, linear phase low pass filter. "θ" and "φ" are the pass band and stop band edges respectively and the transition width of respectively and added together to form the FRM filter with an overall transfer function as given in Equation (4) . The FRM based filter responses are illustrated in Figure 6 [12] .
In this paper, the design specifications for the conventional FIR filter is chosen as ω p = 0.266, ω s = 0.273, minimum stop band attenuation = 60 dB and maximum pass band ripple = 0.1 dB, for illustration. Frequency response of the conventional FIR filter is shown in Figure 7(a) . The required length of the FIR filter is 570, and the number of multipliers required is 285 and Figure 7(b) shows the frequency response of the FRM based FIR filter, both designed for the above specifications. The total length of the FRM filter is 645, which is obtained as the sum of the lengths of the prototype filter 
Simulation of Variable Bandwidth Filter Using Re-Sampling
In order to illustrate the performance of the variable bandwidth filter using re-sampling technique, the input signal is formed as a sum of 18 sinusoids spanning the input bandwidth for simulation using MatLAB. This is chosen such that, it covers approximately twice the fixed bandwidth of the conventional FIR filter (for validation). It should be sampled by at least four times the Nyquist rate in order to get a bandwidth reduction of 40% without distortion. The arbitrary sample rate converter is designed to operate with signals sampled at two times the two sided bandwidth. The number of stages required in the converter is controlled by the excess sample rate. Here we use a 64 path polyphase partition with 10 tap filter per path for getting a minimum attenuation of 60 dB in the stop band. For getting the precise values, three such polyphase filters are used for implementing the first three terms of the Taylor series expansion as given in the Equation (1) . One arbitrary sample rate converter is used at the input and a similar one is used at the output of the fixed length, low pass filter of Figure 2 , for converting back to the original input sampling rate with a new d_acc, which is the reciprocal of the initial d_acc as represented in Figure 4 . The simulation of the variable bandwidth filter using MatLAB is presented in the following subsections as bandwidth reduction as well as bandwidth enhancement using conventional FIR filter and both the cases using FRM based FIR low pass filter.
Bandwidth Reduction
For reducing the bandwidth, (which is referred as case-1 in this paper) the first converter in Figure 2 is chosen to be a down-sampler and the last block is an up-sampler. For the design of the variable bandwidth filter, first a conventional FIR filter is designed with an appropriate set of specifications. Figure 8(a) shows the input spectrum as well as the frequency response of the FIR filter, if the filter is operated at the same sampling rate as that of the input signal. Figure 8(b) is the spectrum of the output of the decimator which is operated as a 1 to 0.8 (effective sampling ratio) down-sampler. The downsampled but not bandwidth reduced input spectrum is seen expanded. More portion of the signal bandwidth is now seen to extend beyond the filter pass band. Figure  8(c) is the spectrum at the output of the fixed length low pass filter. Figure 8(d) is the spectrum obtained at the output of the second sampling rate converter, which is an interpolator in case-1. Here a 0.8 to 1 up-sampler is used. Hence the signal is converted back to the original sampling rate. It can be seen that the output spectrum and the corresponding frequency response are the same, if we had increased the number of taps of the fixed length FIR filter (570 to 712), to get the reduced bandwidth. Figure  8(d) also shows the approximate effective bandwidth of the overall system for visualization.
Bandwidth Enhancement
In order to increase the bandwidth, the first converter in Figure 2 is used as an up-sampler and the second converter as a down-sampler. This is referred to as case-2 with a conventional FIR filter. The first converter is a 1 to 1.4 up-sampler and the second one is a 1.4 to 1 down-sampler. The input signal used in case-2 is the same as in case-1. The waveforms in Figure 9 for case-2 are also arranged in a way similar to those in Figure 8 . The output spectrum in Figure 9(d) shows a bandwidth enhancement. When the bandwidth is enhanced, the transition bandwidth is also enhanced. This leads to a distorion of the spectrum as is evident in Figure 9(d) . This is t seen to be more evident in case-2 than in case-1.
FRM Based Variable Bandwidth Filter
The stretching of the transition bandwidth in case-2 can be eliminated to a high degree, if we use FRM technique for the design of the FIR filter. Hence we have designed a low complexity FRM based FIR low pass filter with smaller transition bandwidth by selecting ω p = 0.12 and ω s = 0.13 and keeping all other specifications, the same.
The corresponding spectra for case-1 and case-2 with FRM based FIR filter are shown in Figure 10 and Figure 11 respectively. Hence by using FRM technique for the design of the FIR filter for variable bandwidth application using re-sampling, the shape of the output spectra is improved and the complexity is reduced as well. Selecting case-1 or case-2 through d_acc (Figure 4 ) together with FRM based FIR filter, sharp band edge tuning can be achieved.
Complexity Analysis
In this section, the computational complexity is analyzed. Computational complexity is quantified using the number of multipliers needed for the realization of various filters. Here the bandwidth of the filter for the comparison is taken as the ratio of input and output bandwidth and the values are taken as same as in section 4 for comparison. Table 1 gives the complexity comparison in terms of the multipliers for various filters. We can see that the number of multipliers needed is very less in the case of the variable bandwidth filter with FRM than the variable bandwidth filter with conventional FIR filter as well as the equivalent fixed bandwidth, fixed length FIR filter. In addition to this, a set of multipliers (20 for the two terms and 30 for the three terms implementation of the Taylor series terms for better approximation) together with a set of memory locations with pre-stored polyphase filter coefficients are only needed for realizing the arbitrary sample rate converter. Increased number of polyphase stages does not increase the computational complexity, but it will improve the granularity. The reduction in the complexity is achieved for both case-1 and case-2.
Conclusion
We have presented a technique to obtain a continuously variable bandwidth filter as a combination of two arbitrary sample rate converters and a fixed length, low complexity, sharp transition-band filter designed using FRM technique. The first sample rate converter either increases or decreases the sample rate according to the proportional requirement of the effective bandwidth. This signal is processed with the fixed length, fixed bandwidth filter and the output of the filter is given to a second sample rate converter for converting back to the original input sample rate. This effectively changes the bandwidth of the filter. Arbitrary sampling rate is achieved by using a polyphase interpolator and the fixed length filter is implemented by FRM technique for reducing the complexity. Sharp transition band is achieved and this helps in reducing the inter-channel interference. Computational complexity of the whole system is same for the entire range of operating bandwidth. The rejection of adjacent bands with continuous variation up to 40% decrease and 200% enhancement in effective bandwidth is better than 60 dB.
