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Abstract. It has been recently established that a deterministic infinite hori-
zon discounted optimal control problem in discrete time is closely related to
a certain infinite dimensional linear programming problem and its dual, the
latter taking the form of a certain max-min problem. In the present paper, we
use these results to establish necessary and sufficient optimality conditions for
this optimal control problem and to investigate a way how the latter can be
used for the construction of a near optimal control.
1. Introduction and Preliminaries. It has been established that a deterministic
infinite horizon discounted optimal control problem in discrete time (for brevity, we
will refer to this as just the OC problem) is closely related to an infinite dimensional
(ID) linear programming (LP) problem and its dual, the latter taking the form of
a certain max-min problem (see [17] and also [26] for earlier developments in the
Markov Decision Processes setting). In the present paper, we use results of [17]
to establish necessary and sufficient optimality conditions for this optimal control
problem and to investigate a way how the latter can be used for the construction
of a near optimal control.
Note that necessary optimality conditions in the form of Pontryagin’s maximum
principle are generally not available for discrete time optimal control problems, this
being related to the fact that the so called relaxed (measure valued) controls play no
role in dealing with such problems. While the classic control relaxation technique
is not applicable in discrete time, a different relaxation approach based on using
occupational measures generated by controls and the corresponding solutions of
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the dynamical system can be used in both continuous and discrete time. Such
occupational measures relaxation makes it possible to reformulate the OC problem
as an IDLP problem which has a nice dual counterpart, and it is the relationships
between this IDLP problem and its dual that lead to the optimality conditions
established in the paper.
The linear programming (LP) approach to optimal control problems has been
studied extensively in both stochastic and deterministic settings (see, e.g., [6], [9],
[10], [14],[25], [29], [33], [34] and, respectively, [1], [13], [15], [18], [19], [20], [22],
[27], [28], [30], [31], [32], [36] as well as references therein). In particular, results
establishing the validity of LP formulations of deterministic infinite horizon OC
problems with time discounting have been obtained in [18], [19] and [27] for systems
evolving in continuous time and in [16] and [17] for systems evolving in discrete
time. (Note that other approaches/techniques for dealing with deterministic optimal
control problems on the infinite time horizon have been studied, e.g., in [4], [8], [11],
[23], [24], [37], [38] and [39]; see also references therein.) In this paper, we continue
the line of research started in [16] and [17].
Consider the control system
y(t+ 1) = f(y(t), u(t)), t ∈ T := {0, 1, . . . },
y(0) = y0,
y(t) ∈ Y,
u(t) ∈ U(y(t)),
(1)
where Y is a given nonempty compact subset of IRm, U(·) : Y  U0 is an up-
per semicontinuous compact-valued mapping to a given compact metric space U0,
f(·, ·) : IRm × U0 → IRm is a continuous function. A control u(·) and the pair
(y(·), u(·)) are called an admissible control and, respectively, an admissible process
if the relationships (1) are satisfied. The set of all admissible controls is denoted as
U(y0).
Everywhere in what follows, we will be dealing with the optimal control problem
inf
u(·)∈U(y0)
∞∑
t=0
αtg(y(t), u(t)) =: V (y0), (2)
where g : IRm × U0 → IRm is a continuous function and α ∈ (0, 1) is a discount
factor. Note that the last two constraints in (1) can be rewritten as one:
u(t) ∈ A(y(t)),
where the map A(·) : Y  U0 is defined by the equation
A(y) := {u ∈ U(y)| f(y, u) ∈ Y } ∀y ∈ Y. (3)
Note also that from the fact that U(·) is upper semicontinuous and f(·, ·) is con-
tinuous it follows that the map A(·) is upper semicontinuous and its graph G,
G := graphA = {(y, u)| y ∈ Y, u ∈ U(y), f(y, u) ∈ Y },
is a compact subset of Y × U0.
The standing assumption in the paper is the following
ASSUMPTION I: The set A(y) is not empty for any y ∈ Y .
As can be readily seen, this assumption implies that the set U(y) is not empty
for any y ∈ Y (systems satisfying such a property are called viable; see [3]). It
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can be shown (see, e.g., [5] or [17]) that under this assumption an optimal solu-
tion of problem (1) exists, the optimal value function V (·) is lower semicontinuous
and bounded on Y , and V (·) is a solution of the following equation (the dynamic
programming principle)
V (y) = min
u∈A(y)
{g(y, u) + αV (f(y, u))} ∀y ∈ Y. (4)
Note that this equation can be rewritten in the form that resembles the Hamilton-
Jacobi-Bellman equation for continuous time systems:
HV (y)− (1− α)V (y) = 0 ∀y ∈ Y, (5)
where, for any lower semicontinuous function ψ : Y → IR,
Hψ(y) := min
u∈A(y)
{g(y, u) + α(ψ(f(y, u))− ψ(y))}. (6)
Along with (5), let us consider the following max-min problem
max
ψ∈LS
inf
y∈Y
{Hψ(y)− (1− α)(ψ(y)− ψ(y0))} =: µ∗(y0) (7)
where max is over the class of bounded lower semicontinuous functions from Y to
IR (denoted as LS). It has been recently established in [17] (see also Proposition
1 below) that the maximum in (7) is reached at ψ = V . Note that from the fact
that V is a maximizer in (7) it follows that V˜ := V + const is a maximizer in (7) as
well. The set of maximizers in (7) may, in fact, be much broader than just constant
shifts of the optimal value function (see an example in Section 2).
In this paper, we establish that necessary and sufficient optimality conditions
for problem (2) can be stated in terms of any such maximizer. (Note that the
max-min problem (7) involves the dependence on y0 and the optimality conditions
in terms of a maximizer in (7) will only be valid for the solutions satisfying the
initial condition y(0) = y0, this being in contrast to the solution of the dynamic
programming equation (5), which allows to characterize the optimal solutions for
arbitrary initial conditions.)
We will also indicate a way how an approximate maximizer in (7) can be used
for the construction of a near optimal control for problem (2), this construction will
be illustrated by a numerical example.
The paper is organized as follows. In Section 2, we establish necessary and suffi-
cient conditions of optimality for problem (2) in terms of a maximizer in the max-
min problem (7) (the main result of this section is Theorem 2.1). In Section 3, we
introduce N -approximating max-min problem, in which in contrast to (7), the max-
imization is over ψ ∈ DN , where DN is an N -dimensional subspace of the space of
continuous functions on Y . We show that the optimal value of the N -approximating
max-min problem converges to the optimal value of (7) as N →∞ (Proposition 4)
and we establish that a maximizer in the N -approximating max-min problem exists
for any N under a readily verifiable controllability condition (Proposition 5). In
Section 4, we establish that a maximizer in the N -approximating max-min problem
can be used for the construction of a near optimal control (Theorem 4.1). Sections
5 and 6 are devoted to numerical examples that illustrate the latter construction.
Some of the results presented in Section 2 were announced in [16] without proofs.
Continuous time counterparts of results of Sections 3 and 4 can be found in [21].
To conclude this section, let us outline some notations and results that are used
further in the text. For an admissible process (y(·), u(·)), a probability measure γu
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is called the discounted occupational measure generated by u(·) if, for any Borel set
Q ⊂ G,
γu(Q) = (1− α)
∞∑
t=0
αt1Q(y(t), u(t)), (8)
where 1Q(·) is the indicator function of Q.
It can be shown that this definition is equivalent to the validity of the relationship∫
G
q(y, u)γu(dy, du) = (1− α)
∞∑
t=0
αtq(y(t), u(t)) (9)
for any Borel measurable function q on G. Indeed, (8) obviously implies the validity
of for a simple function (i.e., a finite sum of indicator functions of Borel measurable
sets). The validity of for an arbitrary Borel q follows from the definition of the
Lebesgue integral as a limit of integrals of simple functions; see, e.g. [2].
To describe convergence properties of occupational measures, we introduce the
following metric on P(G) (the space of probability measures defined on Borel subsets
of G):
ρ(γ′, γ′′) :=
∞∑
j=1
1
2j
∣∣∣∣∫
G
qj(y, u)γ
′(dy, du)−
∫
G
qj(y, u)γ
′′(dy, du)
∣∣∣∣
for γ′, γ′′ ∈ P(G), where qj(·), j = 1, 2, . . . , is a sequence of Lipschitz continuous
functions dense in the unit ball of the space of continuous functions C(G) from G
to IR. This metric is consistent with the weak∗ convergence topology on P(G), that
is, a sequence γk ∈ P(G) converges to γ ∈ P(G) in this metric if and only if
lim
k→∞
∫
G
q(y, u)γk(dy, du) =
∫
G
q(y, u)γ(dy, du)
for any q ∈ C(G). Using this metric, we can define the “distance” ρ(γ,Γ) between
γ ∈ P(G) and Γ ⊂ P(G) and the Hausdorff metric ρH(Γ1,Γ2) between Γ1 ⊂ P(G)
and Γ2 ⊂ P(G) as follows:
ρ(γ,Γ) := inf
γ′∈Γ
ρ(γ, γ′), ρH(Γ1,Γ2) := max{ sup
γ∈Γ1
ρ(γ,Γ), sup
γ∈Γ2
ρ(γ,Γ2)}.
Let Γ(y0) denote the set of all discounted occupational measures generated by the
admissible controls. That is,
Γ(y0) :=
⋃
u(·)∈U
{γu}.
Note that, due to Assumption I, the set Γ(y0) is not empty. Also, due to (1),
problem (1) can be rewritten as
min
γ∈Γ(y0)
∫
G
g(y, u)γ(dy, du) = (1− α)V (y0). (10)
Consider the problem
min
γ∈W (y0)
∫
G
g(y, u)γ(dy, du) =: g∗(y0), (11)
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where W (y0) is the set of probability measures defined by the equation
W (y0) := {γ ∈ P(G)|∫
G
[α(ϕ(f(y, u))− ϕ(y)) + (1− α)(ϕ(y0)− ϕ(y))]γ(dy, du) = 0 ∀ϕ ∈ C(Y )}.
(12)
Note that (11) is an infinite dimensional linear programming problem since both
the objective function and the constraints are linear with respect to the “decision
variable” γ. Note also that the setW (y0) is not empty (as follows from the statement
(i) of Proposition 1 below) and, as can be readily verified, it is compact in weak∗
topology. Hence, the minimum in (11) is reached.
In [17], it has been established that problem (7) is dual to the IDLP problem
(11) and that these two problems are related to the optimal control problem (2).
Some of the relationships between problems (7), (11) and (2) are summarized in
the following proposition.
Proposition 1. The following statements are valid:
(i) The closed convex hull of the set of discounted occupational measures Γ(y0)
is equal to the set W (y0). That is,
c¯o Γ(y0) = W (y0). (13)
(ii) The optimal values in problems (7) and (11) coincide and are equal to the
optimal value in (2) multiplied by (1− α), that is,
µ∗(y0) = g∗(y0) = (1− α)V (y0). (14)
(iii) The supremum in (7) is reached at ψ = V .
Proof. The statements (ii) and (iii) follow from Theorem 4.1 in [17]. The
statement (i) follows from Corollary 2 in [17]. 
2. Necessary and Sufficient Optimality Conditions. We will say that ψ ∈ LS
is a solution of (7) if
inf
y∈Y
{Hψ(y)− (1− α)(ψ(y)− ψ(y0))} = µ∗(y0), (15)
which is equivalent to
inf
(y,u)∈G
{g(y, u) + α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y))} = µ∗(y0). (16)
Due to Proposition 1(iii), V is a maximizer in (7), and, as has been mentioned
earlier, all constant shifts of V are solutions of (7) as well. As also has been
mentioned above, the set of solutions of problem (7) can be significantly larger than
the set of these shifts. This is demonstrated by the following example.
Example. Consider the problem
Minimize
∞∑
t=0
αtg(y(t)),
y(t+ 1) = u(t), t ∈ T ,
y(0) = y0,
u(t) ∈ [0, 1],
y(t) ∈ [0, 1],
where function g is increasing on [0, 1] and g(0) = 0.
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It is clear that the optimal control is u ≡ 0 with the corresponding trajectory
y(t) =
{
y0, t = 0,
0, t > 0,
and the value function is V (y) = g(y).
Let us show that, if ψ : [0, 1]→ IR is such that ψ(y0) = g(y0), ψ(0) = g(0) = 0,
and 0 ≤ ψ(y) ≤ g(y) for all y ∈ [0, 1], then ψ is a solution of (7). Indeed, for such
ψ we have
min
(y,u)∈[0,1]×[0,1]
{g(y) +αψ(u)−ψ(y) + (1−α)ψ(y0)} = (1−α)ψ(y0) = (1−α)V (y0),
therefore, ψ is a solution of (7) due to Proposition 1(ii). 
The theorem stated below establishes necessary and sufficient optimality condi-
tions for problem (2) in terms of any solution of (7).
Theorem 2.1. Let ψ be a solution of (7). Optimality of an admissible process
(y(·), u(·)) is equivalent to each of the following for all t ∈ T :
(i)
(y(t), u(t)) = argmin(y,u)∈G{g(y, u) + αψ(f(y, u))− ψ(y)}, (17)
or, equivalently,
u(t) = argminu∈A(y){g(y(t), u) + αψ(f(y(t), u))},
y(t) = argminy∈Y {Hψ(y)− (1− α)ψ(y)};
(18)
(ii)
ψ(y(t)) = V (y(t)) + ψ(y0)− V (y0), (19)
that is, ψ and V coincide on the optimal trajectory up to the constant ψ(y0)−V (y0).
Furthermore, if (y(·), u(·)) is optimal, then
Hψ(y(t))− (1− α)ψ(y(t)) = (1− α)(V (y0)− ψ(y0)). (20)
Proof. Since both V and ψ are solutions of (7), we have
inf
y∈Y
{HV (y) + (1− α)(V (y0)− V (y))} = inf
y∈Y
{Hψ(y) + (1− α)(ψ(y0)− ψ(y))}.
Taking into account that HV (y)− (1−α)V (y) = 0 for all y ∈ Y due to (5), we have
inf
y∈Y
{Hψ(y)− (1− α)ψ(y)} = (1− α)(V (y0)− ψ(y0)), (21)
which implies that
g(y, u) + αψ(f(y, u))− ψ(y) ≥ (1− α)(V (y0)− ψ(y0)) for all (y, u) ∈ G. (22)
Further, the identity
∞∑
t=0
αtψ(y(t)) = ψ(y0) + α
∞∑
t=0
αtψ(f(y(t), u(t))), (23)
is equivalent to
∞∑
t=0
αt[αψ(f(y(t), u(t)))− ψ(y(t)) + (1− α)ψ(y0)] = 0. (24)
Assume that (y(·), u(·)) is an optimal process. Then
∞∑
t=0
αtg(y(t), u(t)) = V (y0),
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or, equivalently,
∞∑
t=0
αt[g(y(t), u(t))− (1− α)V (y0)] = 0. (25)
Adding (24) and (25) we obtain
∞∑
t=0
αt[g(y(t), u(t))+αψ(f(y(t), u(t))−ψ(y(t))+(1−α)(ψ(y0)−V (y0))] = 0. (26)
Taking into account (22) we arrive at
g(y(t), u(t)) +αψ(f(y(t), u(t)))−ψ(y(t)) = (1−α)(V (y0)−ψ(y0)) for all t, (27)
and (17).
Let us see that (20) holds. From the definition of H, (20) is equivalent to
min
u∈A(y(t))
{g(y(t)), u) +αψ(f(y(t), u))}−ψ(y(t)) = (1−α)(V (y0)−ψ(y0)) for all t.
From (22) and (27) it follows that this relation holds with the minimizing u ∈
A(y(t)) equal to u(t).
To prove (19) take k ∈ T . From the identity
∞∑
t=k
αtψ(y(t)) = αkψ(y(k)) +
∞∑
t=k+1
αtψ(y(t))
we get
αkψ(y(k)) =
∞∑
t=k
αt[ψ(y(t))− αψ(f(y(t), u(t))]. (28)
From optimality of (y(·), u(·)), via (27), we obtain
αkψ(y(k)) =
∞∑
t=k
αt[g(y(t), u(t)) + (1− α)(ψ(y0)− V (y0))]
= αk
{ ∞∑
t=0
αtg(y(t+ k), u(t+ k)) + (ψ(y0)− V (y0))
}
= αk{V (y(k)) + ψ(y0)− V (y0)},
(29)
therefore, ψ(y(k)) = V (y(k)) + V (y0)− ψ(y0), i.e., (19) holds.
Conversely, assume that assertion (i) of the theorem is true. Let us rewrite (21)
in the form
inf
y∈Y
min
u∈A(y)
{g(y, u) + αψ(f(y, u))− ψ(y)} = (1− α)(V (y0)− ψ(y0)).
From (17) it follows that inf
y∈Y
min
u∈A(y)
in this formula is reached when (y, u) =
(y(t), u(t)) for all t, in which case (27) holds. The latter implies (26). Subtracting
(24) from (26) we obtain (25), therefore, the process (y(·), u(·)) is optimal.
Assume now that (ii) holds. Similarly to formula (29), we obtain for any k ∈ T
ψ(y(k)) = V (y(k)) + ψ(y0)− V (y0) =
∞∑
t=0
αtg(y(t+ k), u(t+ k)) + (ψ(y0)− V (y0))
= α−k
{ ∞∑
t=k
αt[g(y(t), u(t)) + (1− α)(ψ(y0)− V (y0))]
}
.
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From this equality and (28) we obtain
∞∑
t=k
αt[g(y(t), u(t)) + (1− α)(ψ(y0)− V (y0))] =
∞∑
t=k
αt[ψ(y(t))− αψ(f(y(t), u(t))],
wherein setting k = 0 leads to (26). As above, subtracting (24) from (26) we get
(25), that is, the process (y(·), u(·)) is optimal. The theorem is proved. 
Assertion (ii) of the theorem above states that ψ and V are equal on the optimal
trajectory, up to the constant ψ(y0)− V (y0). It can be shown that, away from the
optimal trajectory, the equality becomes inequality.
Proposition 2. Let ψ be a solution of (7). Then ψ(y) ≤ V (y) + ψ(y0)− V (y0).
Proof. Take the optimal trajectory (y(·), u(·)) starting from an arbitrary initial
condition y1. Replacing y0 with y1 in (23) we get
ψ(y1) =
∞∑
t=0
αt(ψ(y(t))− αψ(f(y(t), u(t)))). (30)
From (22) it follows that
ψ(y(t))− αψ(f(y(t), u(t)) ≤ g(y(t), u(t))− (1− α)(V (y0)− ψ(y0)).
Taking into account (30) and the latter inequality we obtain
ψ(y1) ≤
∞∑
t=0
αtg(y(t), u(t))− (V (y0)− ψ(y0)) = V (y1)− (V (y0)− ψ(y0)),
and the assertion of the proposition follows. 
Remark. If we introduce the function resembling the unmaximized Hamiltonian
Hψ(y, u) := α(ψ(f(y, u))− ψ(y)) + g(y, u),
then the first of the conditions (18) can be written in the form resembling the
Pontryagin-type minimum principle
u(t) = argminu∈A(y)Hψ(y(t), u).
(Of course, it is well known that the Pontryagin maximum principle doesn’t hold
in general for discrete time systems without additional convexity assumptions.)
Let us complete this section with another characterization of the solution set of
the max-min problem (7). Consider the inequality (compare with (5))
Hψ(y)− (1− α)ψ(y) ≥ 0 ∀y ∈ Y. (31)
The following result establishes the relationships between the solutions of this in-
equality satisfying the additional condition
ψ(y0) = V (y0) (32)
and the solutions of the max-min problem (7).
Proposition 3. If ψ ∈ LS is a solution of inequality (31) satisfying (32), then
ψ is a solution of the max-min problem (7). Conversely, if ψ is a solution of the
max-min problem (7), then
ψ˜(y) := ψ(y)− ψ(y0) + V (y0), (33)
is a solution of inequality (31) satisfying (32).
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Proof. Let ψ ∈ LS be a solution of inequality (31) satisfying (32). Then, by
(14),
Hψ(y)− (1− α)(ψ(y)− ψ(y0)) ≥ (1− α)ψ(y0) = (1− α)V (y0) = µ∗(y0) ∀y ∈ Y.
The latter implies (15) due to the definition of µ∗(y0) (see (7)). Hence, ψ is a
solution of the max-min problem (7).
Let now ψ be a solution of the max-min problem (7). Then ψ˜ defined in (33)
will be a solution of this problem too. Also, ψ˜ will satisfy (32) (ψ˜(y0) = V (y0)).
Consequently, by (14),
Hψ˜(y)− (1− α)(ψ˜(y)− ψ˜(y0)) ≥ µ∗(y0) = (1− α)V (y0) = (1− α)ψ˜(y0)
⇒ Hψ˜(y)− (1− α)ψ˜(y)) ≥ 0 ∀y ∈ Y.
That is, ψ˜ is a solution of inequality (31) as well. 
3. N-Approximating Max-Min Problem. Let {φi}∞i=1 be a sequence of con-
tinuous functions with the following properties:
(i) Any finite collection of functions from this sequence is linearly independent
on any open set;
(ii) For any ψ ∈ C(Y ) (the space of continuous functions on Y ) and any δ > 0,
there exist N and λNi , i = 1, . . . , N such that max
y∈Y
|ψ(y)−
N∑
i=1
λNi φi(y)| ≤ δ.
Note that, due to the “approximation property” (ii), the set W (y0) defined in
(12) can be rewritten in the form
W (y0) := {γ ∈ P(G)|∫
G
[α(ϕi(f(y, u))− ϕi(y)) + (1− α)(ϕi(y0)− ϕi(y))]γ(dy, du) = 0 ∀ i = 1, ...}.
(34)
In what follows it is assumed that φ1 ≡ 1. Hence, the linear independence
property (i) implies that
N∑
i=1
viφi(y) = const ∀y ∈ Q ⇔ vi = 0 ∀ i = 1, . . . , N (35)
if Q has a nonempty interior. (An example of a sequence with the properties (i) and
(ii) is the sequence of monomials yi11 . . . y
im
m , i1, . . . , im = 0, 1, . . . , where yj stands
for the jth component of y.)
Consider the max-min problem
sup
ψ∈DN
min
(y,u)∈G
{g(y, u) + α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y))} =: µ∗N (y0),
(36)
where DN ⊂ C(Y ) is the finite dimensional space defined by the equation
DN := {ψ ∈ C(Y )|ψ(y) =
N∑
i=1
λiφi(y); λi ∈ IR, i = 1, . . . , N}.
Problem (36) is referred to as the N -approximating problem.
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Proposition 4. The optimal value µ∗N (y0) of the N -approximating problem con-
verges to the optimal value µ∗(y0) of problem (7) as N tends to infinity. That
is,
lim
N→∞
µ∗N (y0) = µ
∗(y0).
Proof. Let
µ∗C(y0) := sup
ψ∈C(Y )
min
(y,u)∈G
{g(y, u) + α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y))},
(37)
where sup is over the space of continuous functions. It is obvious that µ∗N (y0) ≤
µ∗C(y0) ∀N . Also the sequence {µ∗N (y0)} is monotone increasing. Hence, the limit
lim
N→∞
µ∗N (y0) exists and does not exceed µ
∗
C(y0). Also, from the approximating
property of {φi} it follows, in fact, that lim
N→∞
µ∗N (y0) = µ
∗
C(y0). Thus, to prove
the proposition, it is sufficient to establish that µ∗C(y0) is equal to µ
∗(y0). This is
established by the lemma stated below. 
Lemma 3.1. The equality
µ∗C(y0) = µ
∗(y0) (38)
is valid.
Proof. Since
µ∗C(y0) ≤ µ∗(y0), (39)
it is sufficient to establish that the inequality µ∗C(y0) ≥ µ∗(y0) holds true.
To prove the latter, note first that for any ψ ∈ C(Y ), we have
min
(y,u)∈G
{α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y))} ≤ 0. (40)
Indeed, if this was not the case, then, for ψm := mψ with positive integer m we
would get
lim
m→∞ min(y,u)∈G
{g(y, u) +α(ψm(f(y, u))−ψm(y)) + (1−α)(ψm(y0)−ψm(y))} = +∞,
contradicting the fact that µ∗C is bounded (the latter being implied by (39)).
Assume that functions {φi} are normalized so that maxy∈Y |φi(y)| < 1/2i. Define
Qˆ ⊂ IR× l1 by
Qˆ := {(θ, x)| θ ≥
∫
G
g(y, u)γ(dy, du), x = (x1, x2, . . . ) ,
xi =
∫
G
[α(φi (f (y, u))− φi (y)) + (1− α) (φi (y0)− φi (y))]γ (dy, du) , γ ∈ P(G)}.
It’s easy to see that the set Qˆ is a closed subset of IR × l1 and that, for any
j = 1, 2, . . . , the point (g∗(y0) − 1j , 0) does not belong to Qˆ, where 0 is the zero
element of l1 (otherwise, g
∗(y0) is not the minimum value in (11)). Due to Hahn-
Banach separation theorem (see, e.g., [12], Section V.2) there exists a sequence
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(κj , λj) ∈ IR× l∞ (where λj = (λj1, λj2, . . . )) such that
κj
(
g∗(y0)− 1
j
)
+ δj ≤ inf
(θ,x)∈Qˆ
{κjθ +
∞∑
i=1
λjixi}
= inf
γ∈P(G)
{κjθ +
∫
G
[α(ψλj (f(y, u))− ψλj (y)) + (1− α)(ψλj (y0)− ψλj (y))]γ(dy, du)
s.t. θ ≥
∫
G
g(y, u)γ(dy, du)},
(41)
where δj > 0 for all j and ψλj :=
∑∞
i=1 λ
j
iφi. From the last formula it is easy to see
that κj ≥ 0. Let us show that, actually, κj > 0. Indeed, if it was not the case and
κj = 0, then we would have
0 < δj ≤ min
γ∈P(G)
∫
G
[α(ψλj (f(y, u))− ψλj (y)) + (1− α)(ψλj (y0)− ψλj (y))]γ(dy, du)
= min
(y,u)∈G
{(α(ψλj (f(y, u))− ψλj (y)) + (1− α)(ψλj (y0)− ψλj (y))},
which is a contradiction to (40). Thus, κj > 0. Dividing (41) by κj , we obtain
g∗(y0)− 1
j
< min
γ∈P(G)
{
∫
G
(
g(y, u) +
1
κj
(α(ψλj (f(y, u))− ψλj (y))
+ (1− α)(ψλj (y0)− ψλj (y))
)
γ(dy, du)}
= min
(y,u)∈G
{g(y, u) + 1
κj
(α(ψλj (f(y, u))− ψλj (y)) + (1− α)(ψλj (y0)− ψλj (y)))}
≤ µ∗C(y0).
Therefore, g∗(y0) ≤ µ∗C(y0). Taking into account that, due to Proposition 1,
g∗(y0) = µ∗(y0), we obtain µ∗(y0) ≤ µ∗C(y0). This, along with (39), proves the
(38). 
A function ψ ∈ DN will be called a solution of the N -approximating problem
(36) if
min
(y,u)∈G
{g(y, u) + α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y))} = µ∗N (y0). (42)
From Proposition 4 it follows that, if ψ ∈ DN is a solution of (36), then it solves
the max-min problem (7) approximately in the sense that (compare with (15)
min
y∈Y
{Hψ(y)− (1− α)(ψ(y)− ψ(y0))} = µ∗(y0)− κN ,
where κN := µ
∗(y0) − µ∗N (y0) → 0 as N → ∞. Below we establish that a solu-
tion of the N -approximating problem exists for any N under a readily verifiable
controllability-type assumption.
Let Ry0 be the reachable set for system (1) in finite time. That is,
Ry0 := {y | y = y(t) for some solution of (1) and for some t ∈ T }.
Proposition 5. Assume that
int (clRy0) 6= ∅. (43)
Then a solution of the N -approximating problem exists for any N .
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Proof. Let us show first that the only function ψ ∈ DN satisfying the inequality
α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y)) ≥ 0 ∀ (y, u) ∈ G, (44)
is ψ ≡ 0. Indeed, rewrite this inequality as
αψ(f(y, u))− ψ(y) + (1− α)ψ(y0) ≥ 0 ∀ (y, u) ∈ G.
Let (y(·), u(·)) be an admissible process in (1). It follows from this inequality and
(24) that each term in (24) is equal to zero, that is,
0 = αψ(f(y(t), u(t))− ψ(y(t)) + (1− α)ψ(y0)
= α(ψ(y(t+ 1))− ψ(y(t))) + (1− α)(ψ(y0)− ψ(y(t))).
Hence,
ψ(y(t+ 1))− ψ(y(t)) = 1− α
α
(ψ(y(t))− ψ(y0)) ∀t ∈ T .
As can be readily verified, the latter implies ψ(y(t)) ≡ ψ(y0) on any admissible
trajectory. That is, ψ(y) = ψ(y0) for any y ∈ Ry0 and, consequently, ψ(y) =
ψ(y0) ∀ y ∈ clRy0 . From (43) it now follows that ψ ≡ 0 (due to (35)).
Next, consider a maximizing sequence in the N -approximating problem, that is,
for k = 1, 2, . . . let vk = (vk1 , . . . , v
k
N ) ∈ IRN be such that the function
ψk(y) :=
N∑
i=1
vki φi(y)
satisfies the inequality
g(y, u)+α(ψk(f(y, u))−ψk(y))+(1−α)(ψk(y0)−ψk(y)) ≥ µ∗N (y0)−
1
k
∀ (y, u) ∈ G.
(45)
We will show that the sequence vk, k = 1, 2, . . . is bounded and, therefore, has a
convergent subsequence. Assume to the contrary that there exists a subsequence
vk
′
such that
lim
k′→∞
|vk′ | =∞, lim
k′→∞
vk
′
|vk′ | := v˜, |v˜| = 1.
Dividing (45) by |vk| and passing to the limit along the subsequence {k′}, we
obtain
α(ψ˜(f(y, u))− ψ˜(y)) + (1− α)(ψ˜(y0)− ψ˜(y)) ≥ 0 ∀ (y, u) ∈ G,
where
ψ˜(y) :=
N∑
i=1
v˜iφi(y).
We proved above that we must have ψ˜ ≡ 0, which contradicts linear independence
of the functions {φi}Ni=1. Thus, the sequence vk is bounded and there exists a
subsequence such that lim
k′→∞
vk
′
:= v∗. Passing to the limit in (45) along this
subsequence, we obtain
g(y, u) +α(ψ∗(f(y, u))−ψ∗(y)) + (1−α)(ψ∗(y0)−ψ∗(y)) ≥ µ∗N (y0) ∀ (y, u) ∈ G,
where
ψ∗(y) :=
N∑
i=1
v∗i φi(y).
Therefore, ψ∗(y) is a solution of the N -approximating problem. 
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4. Construction of near optimal controls. Let (43) hold true and let ψN stand
for a solution of the N -approximating problem. Motivated by (18), define the
control uN by the equation
uN (y) = argminu∈A(y){g(y, u) + αψN (f(y, u))} (46)
and denote by yN the solution of the system
yN (t+ 1) = f(yN (t), uN (yN (t))) (47)
that satisfies the initial condition yN (0) = y0.
The next theorem (which is the main result of this section) states that, under
appropriate conditions, uN (·) and yN (·) converge to the optimal control and the
optimal trajectory as N →∞.
Theorem 4.1. In addition to (43) assume that the functions f and g are Lipschitz
continuous and that the optimal solution γ∗ of problem (11) is unique. Assume also
that there exists an optimal admissible process (y¯(·), u¯(·)) such that:
(a) For any t ∈ T there exists an open ball Qt centered at y¯(t) such that the
minimizer uN (y) in the right hand side of (46) is uniquely defined for y ∈ Qt;
(b) uN (·) is Lipschitz continuous on Qt with Lipschitz constant independent of
N and t;
(c) yN (t) ∈ Qt ∀t ∈ T for sufficiently large N .
Then
lim
N→∞
uN (yN (t)) = u¯(t) ∀ t ∈ T ,
lim
N→∞
yN (t) = y¯(t) ∀ t ∈ T ,
lim
N→∞
V N (y0) = V (y0),
(48)
where V N (y0) =
∞∑
t=0
αtg(yN (t), uN (yN (t))).
The proof of Theorem 4.1 is given at the end of this section. It is based on several
propositions stated and proved below.
Consider the semi-infinite dimensional LP problem
min
γ∈WN (y0)
∫
G
g(y, u)γ(dy, du) =: g∗N (y0), (49)
where
WN (y0) := {γ ∈ P(G)|∫
G
[
α(φi(f(y, u))− φi(y)) + (1− α)(φi(y0)− φi(y))
]
γ(dy, du) = 0, i = 1, . . . , N},
(50)
with φi as in Section 3. Note that the set WN (y0) is not empty (since WN (y0) ⊃
W (y0) ∀N) and that it is compact in weak∗ topology. Therefore, the minimum
in problem (49) is reached. Note also that problem (49) is related to the N -
approximating problem (36). The latter is, in fact, dual to the former, and the
duality relationships include, in particular, the equality of the optimal values of
these two problems, as established by the following lemma.
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Lemma 4.1. The optimal value of problem (49) is equal to the optimal value of the
N -approximating problem (36):
g∗N (y0) = µ
∗
N (y0). (51)
Proof. Denote
µN (ψ, y0) := min
(y,u)∈G
{g(y, u)+α(ψ(f(y, u))−ψ(y))+(1−α)(ψ(y0)−ψ(y))} ∀ ψ ∈ DN ,
so that µ∗N (y0) = sup
ψ∈DN
µ(ψ, y0). For any γ ∈WN (y0) and ψ ∈ DN , we have
µN (ψ, y0) ≤
∫
G
(g(y, u) + α(ψ(f(y, u))− ψ(y)) + (1− α)(ψ(y0)− ψ(y)))γ(dy, du)
=
∫
G
g(y, u)γ(dy, du),
which implies that
µ∗N (y0) ≤ g∗N (y0). (52)
The proof of the opposite inequality is similar to the proof of Lemma 3.1. Namely,
we first show that, for any ψ ∈ DN , the inequality min
(y,u)∈G
{α(ψ(f(y, u)) − ψ(y)) +
(1−α)(ψ(y0)−ψ(y))} ≤ 0 is valid (compare with (40)). Then we introduce the set
Qˆ ⊂ IR× IRN ,
Qˆ :={(θ, x)| θ ≥
∫
G
g(y, u)γ(dy, du), x = (x1, . . . , xN ),
xi =
∫
G
[α(φi (f (y, u))− φi (y)) + (1− α) (φi (y0)− φi (y))]γ (dy, du) ,
i = 1, . . . , N, γ ∈ P(G)}
and use convex separation theorem to separate Qˆ from the point (g∗N (y0)−1/j, 0) (0
being the zero element of IRN ; see (41)). This will lead to the inequality g∗N (y0) ≤
µ∗N (y0), which, along with (52), will prove the validity of (51). 
Proposition 6. The following relations are true:
(i) lim
N→∞
ρH(WN (y0),W (y0)) = 0;
(ii) lim
N→∞
g∗N (y0) = (1− α)V (y0);
(iii) If the optimal solution γ∗ of problem (11) is unique, then lim
N→∞
γN = γ∗,
where γN is any optimal solution of (49).
Proof. Since W (y0) ⊂WN (y0), to prove (i), it suffices to show that
lim
N→∞
sup
γ∈WN
ρ(γ,W ) = 0.
Assume this is not true. Then there exist a sequence {γN ′} ∈ WN ′ and a number
δ > 0 such that ρ(γN ′ ,W ) ≥ δ for all N ′. From weak∗ compactness of P(G) it
follows that there exists γ¯ ∈ P(G) and a subsequence of {γN ′} (we do not relabel)
such that
lim
N ′→∞
γN
′
= γ¯,
therefore,
ρ(γ¯,W ) ≥ δ. (53)
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On the other hand, since γN ′ ∈WN ′ , we have∫
G
[
α(φi(f(y, u))− φi(y)) + (1− α)(φi(y0)− φi(y))
]
γN ′(dy, du) = 0
for any i (provided that it less or equal than N ′). Hence,∫
G
[
α(φi(f(y, u))− φi(y)) + (1− α)(φi(y0)− φi(y))
]
γ¯(dy, du) = 0 ∀ i.
Due to the approximating property of {φi}, it implies that∫
G
[
α(φ(f(y, u))− φ(y)) + (1− α)(φ(y0)− φ(y))
]
γ¯(dy, du) = 0 ∀φ ∈ C(Y )
and, thus, it follows that γ¯ ∈ W . This contradicts (53) and completes the proof of
statement (i). Note that (i) implies that lim
N→∞
g∗N (y0) = g
∗(y0), which, due to (14),
proves the validity of statement (ii). The validity of statement (iii) follows from the
fact that, due to (i), any partial limit of an optimal solution of (49) is an optimal
solution of (11). 
Proposition 7. Among the optimal solutions of problem (49), there exists one
(denoted below as γN ) that is presented as a convex combination of at most N + 1
Dirac measures with concentration points in G. More precisely,
γN =
KN∑
j=1
βNj δ(yNj ,uNj ), where β
N
j > 0, j = 1, . . . ,KN ≤ N + 1,
KN∑
j=1
βNj = 1
(54)
and where δ(yNj ,uNj ) are the Dirac measures concentrated at (y
N
j , u
N
j ) ∈ G. More-
over, the concentration points (yNj , u
N
j ), j = 1, . . . ,KN satisfy the following rela-
tionships:
uNj = argminu∈A(yNj ){g(y
N
j , u) + αψ
N (f(yNj , u))},
yNj = argminy∈Y {HψN (y)− (1− α)ψN (y)},
(55)
where ψN is a solution of the N -approximating problem (36).
Proof. Let W ∗N be the optimal solution set in (49) and let γ
N be one of its
extreme points. (The set of extreme points of W ∗N is not empty; see, e.g., [12],
Section V.8). Being an extreme point of W ∗N , γ
N must be an extreme point of the
set WN as well. Any extreme point of WN can be represented as a sum of at most
N + 1 Dirac measures (see, e.g., Theorem A.5 in [32]). Thus, the representation
(54) is valid.
Let us prove the validity of (55). Taking into account the fact that γN is an
optimal solution of (49) and that γN ∈WN (y0) we have
g∗N (y0) =
∫
G
g(y, u)γN (dy, du)
=
∫
G
[g(y, u) + α(ψN (f(y, u))− ψN (y)) + (1− α)(ψN (y0)− ψN (y))]γN (dy, du).
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Using (54), we obtain
g∗N (y0) =
KN∑
j=1
βNj [g(y
N
j , u
N
j )+α(ψ
N (f(yNj , u
N
j ))− ψN (yNj ))
+ (1− α)(ψN (y0)− ψN (yNj ))].
(56)
On the other hand, due to Lemma 4.1 and due to the fact that ψN is a solution of
the N -approximating problem (see (42)), we have
g∗N (y0) = µ
∗
N (y0) = min
(y,u)∈G
{g(y, u)+α(ψN (f(y, u))− ψN (y))
+ (1− α)(ψN (y0)− ψN (y))}.
(57)
Comparing (56) and (57) and taking into account that βNj > 0, we obtain that, for
all j = 1, . . . ,KN ,
g(yNj , u
N
j ) + α(ψ
N (f(yNj , u
N
j ))− ψN (yNj )) + (1− α)(ψN (y0)− ψN (yNj )) =
min
(y,u)∈G
{g(y, u) + α(ψN (f(y, u))− ψN (y)) + (1− α)(ψN (y0)− ψN (y))},
which is equivalent to (55). 
Proposition 8. Let (y¯(·), u¯(·)) be an optimal process in (1) such that the conditions
(a),(b) and (c) of Theorem 4.1 are satisfied and let γN be an optimal solution
of (49) that is represented in the form (54). Then, for any t, there exist points
(uNjN , y
N
jN
) ∈ {(yNj , uNj ), j = 1, . . . ,KN} such that
(y¯(t), u¯(t)) = lim
N→∞
(yNjN , u
N
jN ). (58)
Proof. Since the optimal solution γ∗ of the IDLP problem (11) is unique and
since the discounted occupational measure γu¯ generated by the optimal control u¯(·)
must be an optimal solution of (11) (due to Proposition 1; see also (10) and (11)),
one may conclude that γu¯ = γ
∗. That is, γ∗ is the discounted occupational measure
generated by u¯(·). Due to the definition of the latter (see (8)) one comes to the
conclusion that
γ∗(Br(y¯(t), u¯(t))) > 0 ∀ t ∈ T and ∀ r > 0, (59)
where Br(y¯, u¯) := {(y, u)| |y − y¯|+ |u− u¯| < r}.
Assume that the statement of the proposition is false. Then there exist r > 0,
t ∈ T and a sequence Ni →∞ such that
(yNij , u
Ni
j ) /∈ Br(y¯(t), u¯(t)) ∀ j = 1, . . . ,KNi .
By (54), it follows that
γNi(Br(y¯(t), u¯(t))) = 0.
Due to statement (iii) of Proposition 6, lim
Ni→∞
γNi = γ∗. This implies
0 = lim
i→∞
γNi(Br(y¯(t), u¯(t))) ≥ γ∗(Br(y¯(t), u¯(t)))
(due to the semicontinuity property of probability measures; see Theorem 2.1 in [7]).
The latter contradicts (59). The obtained contradiction proves the proposition. 
Proof of Theorem 4.1. Let t ∈ T and let (uNjN , yNjN ) be as in (58). Comparing
formulas (46) and (55), we conclude that
uNjN = u
N (yNjN ).
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Therefore,
|u¯(t)− uN (y¯(t))| ≤ |u¯(t)− uNjN |+ |uN (yNjN )− uN (y¯(t))|. (60)
Due to (58) and due to the assumed continuity of the map uN (·) in a neighbourhood
of y¯(t) (see assumptions (b) and (c) of Theorem 4.1), we have
lim
N→∞
uN (y¯(t)) = u¯(t) for all t. (61)
Subtracting the equation y¯(t+ 1) = f(y¯(t), u¯(t)) from the equation yN (t+ 1) =
f(yN (t), uN (yN (t))) and taking into account the fact that the functions f(·, ·) and
uN (·) are Lipschitz continuous, we obtain
|yN (t+ 1)−y¯(t+ 1)| ≤ L1(|yN (t)− y¯(t)|+ |uN (yN (t))− u¯(t)|)
≤ L1(|yN (t)− y¯(t)|+ |uN (yN (t))− uN (y¯(t))|+ |uN (y¯(t))− u¯(t)|)
≤ L2(|yN (t)− y¯(t)|+ |uN (y¯(t))− u¯(t)|)
were L1 and L2 are some appropriately chosen positive constants. The inequalities
above (along with (61) and the discrete time analog of Gronwall-Bellman lemma)
allow to conclude that
|yN (t)− y¯(t)| → 0 as N →∞.
Also,
|uN (yN (t))− u¯(t)| ≤ |uN (yN (t))− uN (y¯(t))|+ |uN (y¯(t))− u¯(t)| → 0 as N →∞.
Thus, the first two relationships in (48) are proved. The validity of the third
relationship in (48) follows from the first two and from the fact that g is Lpischitz
continuous. 
5. Numerical example. An optimal solution (54) of the semi-infinite LP problem
(49) as well as its optimal value g∗N and an optimal solution of the N -approximating
problem (36) can be found numerically using, e.g., the algorithm discussed in [21].
Also, once an optimal solution of the N -approximating problem is found, one can
construct a control uN (y) as a minimizer in (46), the latter being near optimal in
(2) for N large enough (as has been established by Theorem 4.1).
Note that conditions under which the statements of Theorems 4.1 are valid are
difficult to verify. Their verification, however, is not needed for the construction of
the control uN (y). After this control is constructed, one can find the admissible
process (yN (·), uN (·)) (from (47)) and subsequently find the corresponding value of
the objective function VN (y0). Since
g∗N (y0) = µ
∗
N (y0) ≤ µ∗(y0) = (1− α)V (y0) ≤ (1− α)VN (y0),
the difference VN (y0) − V (y0) is less than or equal to the difference VN (y0) −
gN (y0)(1 − α)−1, the latter provides us with a “measure of near optimality” of
the found control.
Let us illustrate the way a near optimal control can be constructed with the help
of a numerical example.
Example 1. Consider the optimal control problem (2) with
y = (y1, y2), u = (u1, u2), g(y, u) = −y1(t)u2(t) + y2(t)u1(t)
and with f(y, u) = (f1(y, u), f2(y, u)), where
fi(y, u) =
1
2
yi − 1
2
ui, i = 1, 2. (62)
18 VLADIMIR GAITSGORY, ALEX PARKINSON AND ILYA SHVARTSMAN
Let the map U(y) be constant-valued: U(y) = U := [−1, 1] × [−1, 1] and let
Y := [−1, 1]×[−1, 1]. One can readily verify that f(y, u) ∈ Y ∀u ∈ U if y ∈ Y and,
therefore, A(y) = U (see (3)). The semi-infinite LP problem (49) was formulated
for this problem with the use of the monomials φi1,i2(y) = y
i1
1 y
i2
2 , i1, i2 = 0, 1, ..., I,
as the functions φi(·) defining WN (y0) in (50). Note that the number of constraints
N in (50) is equal to (I + 1)2 in this case. This problem and the corresponding
N -approximating problem were solved numerically with the use of the algorithm
similar to one described in [21] for I = 7 (N = 64). The discount factor was taken
to be equal to 0.9 (α = 0.9), and the initial conditions were taken to be as follows:
y1(0) =
1
2
, y2(0) =
1
4
. (63)
In particular, the coefficients of the expansion λNi1,i2 defining the optimal solution
of the N -approximating problem,
ψN (y1, y2) =
∑
0≤i1+i2≤I
λNi1,i2y
i1
1 y
i2
2
were found, and the optimal value of the semi-infinite LP problem was evaluated
to be approximately equal to −1.013 (g∗N (y0) ≈ −1.013).
For (y1, y2) = (y1(0), y2(0)) = (0.5, 0.25) (see (63)), the minimizer of the problem
min
(u1,u2)∈U
{−y1u2 + y2u1 + 0.9ψN (1
2
y1 − 1
2
u1,
1
2
y2 − 1
2
u2)} (64)
was numerically found (using MATLAB) to be equal to (−1.000, 1.000). Thus, we
take uN (0) = (−1, 1), which after substitution into the equations of the dynamics,
gives
yN1 (1) =
1
2
(0.5)− 1
2
(−1) = 0.75, yN2 (1) =
1
2
(0.25)− 1
2
(1) = −0.375
For (y1, y2) = (y
N
1 (1), y
N
2 (1)), the minimizer of the problem (64) was found to be ≈
(−0.552, 1.000) and we take uN (1) = (−0.552, 1.000). The latter being substituted
into the equations of the dynamics allows one to obtain
yN1 (2) =
1
2
(0.75)− 1
2
(−0.552) = 0.651, yN2 (2) =
1
2
(−0.375)− 1
2
(1) ≈ −0.688.
This process has been repeated 50 times, and the results of the first 10 time steps
are shown in the table below.
t yN1 (t) y
N
2 (t) u
N
1 (t) u
N
2 (t)
0 0.500 0.250 -1.000 1.000
1 0.750 -0.375 -0.552 1.000
2 0.651 -0.688 1.000 1.000
3 -0.174 -0.844 1.000 1.000
4 -0.587 -0.922 1.000 -1.000
5 -0.794 0.039 1.000 -1.000
6 -0.897 0.520 -1.000 -1.000
7 0.052 0.760 -1.000 -1.000
8 0.526 0.880 -1.000 1.000
9 0.763 -0.060 -1.000 1.000
10 0.881 -0.530 1.000 1.000
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Figure 1. The state trajectory - 50 time steps.
Note that, starting from the moment t = 2, the controls take only values of 1 or
−1. Also, starting from this moment, the sequence of controls appeared to be peri-
odic with the period T = 8 (that is, (uN1 (t+8), u
N
2 (t+8)) = (u
N
1 (t), u
N
2 (t)) ∀ t ≥ 2).
The obtained state trajectory appears to be converging to a “square like figure” as
shown in Fig 1. The concentration points of the Dirac measures in the expansion
(54) (these and the corresponding weights were found as a part of an optimal solu-
tion of the semi-infinite LP problem; see Section 4 in [21]) are marked with dots in
Fig 1, the size of which are scaled proportionally to the magnitude of their respec-
tive weights. Having in mind Proposition 8, one can expect that the optimal state
trajectory must come close to at least some of these dots, and, as one can see, the
obtained state trajectory has a similar property (passing near or just going through
these dots).
The value of the objective function thus obtained was evaluated to be approxi-
mately equal to −9.972 (V N (y0) ≈ −9.972). Consequently,
|V N (y0)− g∗N (y0)(1− α)−1| ≈ −9.972− (−10.13) = 0.158,
which indicates that the value of the objective function obtained with the use of
the constructed control is within a close proximity of the optimal one.
Remark. Note that the control uN (y) defined as a minimizer in (46) is near
optimal only in a neighbourhood of the optimal trajectory that starts at y0. If,
instead of ψN (·), an approximation of the optimal value function is used in the
right-hand-side of (46), then the corresponding minimizer will be near optimal for
all y ∈ Y . A most common approach to finding an approximation of the opti-
mal value function is based on a discretization of the state space and solving the
corresponding dynamic programming equation for thus obtained finite state space
process (see, e.g., Appendix A in [4]). The finer is the grid of the discretization,
the better are approximations of the optimal value and the optimal control. In
contrast to this approach, the function ψN (·), being an approximate solution of the
max-min problem (7), is obtained via solving the semi-infinite dimensional (SID)
linear programming problem (49), and the proximity of an approximation depends
on the number N of the test functions in (50). While solving the SIDLP problem
(49) requires a discretization of the state space, the grid of the discretization does
not need to be fine. In fact, the algorithm proposed in [21] aims at finding the
grid points (their number being no more than N) that are concentrated around the
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optimal trajectory. Arguably, this may require less computational efforts than the
classic approach although, of course, more research is needed to validate this claim.
6. Generalization of Theorem 4.1 and a heuristic numerical algorithm.
Finding a minimizer in (46) may be a challenging task since the problem in the
right-hand-side of (46) is generally not of the convex programming class (even in
the case when g(y, u) is convex and f(y, u) is linear in u). This difficulty can be
avoided since the only property of the minimizer uN (y) that was used in proving
that it is near optimal for large N is that it satisfies the equalities
uN (yNj ) = u
N
j , j = 1, ...,KN , (65)
where (yNj , u
N
j ) are the concentration points of the Dirac measures in the presen-
tation (54) (see Proposition 7). Having this in mind, one can establish a more
general result suggesting that a simpler way of constructing a near optimal control
is possible. To state the result, let us introduce the following assumption.
ASSUMPTION II: Let the set of the concentration points {(yNj , uNj ), j = 1, ...,KN}
does not contain points with the same y-coordinates and different u-coordinates.
Note that, under Assumption II (which is assumed to be valid everywhere in this
section), one can define the function ξN (·),
ξN (yNj ) := u
N
j , j = 1, ...,KN . (66)
This function is defined on the set of y-coordinates of the concentration points
{(yNj , uNj ), j = 1, ...,KN} and it takes values in the set of u-coordinates of these
points.
We will call a function uN (·) an extension of ξN (·) onto Y if uN (y) ∈ A(y) ∀ y ∈
Y and if the equalities (65) are satisfied. (As has been mentioned above, the mini-
mizer in (46) is an example of such an extension.) The following theorem establishes
that, under conditions similar to those of Theorem 4.1, an extension of ξN (·) onto
Y is near optimal for N is large enough.
Theorem 6.1. Let uN (·) be an extension of ξN (·) onto Y and let yN (·) be the
solution of (47) satisfying the initial condition yN (0) = y0. Let (43) be satisfied,
the functions f and g be Lipschitz continuous and the optimal solution γ∗ of prob-
lem (11) be unique. Assume also that there exists an optimal admissible process
(y¯(·), u¯(·)) such that:
(a) For any t ∈ T there exists an open ball Qt centered at y¯(t) such that uN (·)
is Lipschitz continuous on Qt with Lipschitz constant independent of N and t;
(b) yN (t) ∈ Qt ∀t ∈ T for sufficiently large N .
Then the relationships (48) are valid.
Proof. The proof follows exactly the same steps as those in the proof of Theorem
4.1. 
In the case when the map A(y) is constant-valued, it is natural do define an exten-
sion uN (·) of ξN (·) in such way that it takes constant values on some neighbourhoods
of the y-components of the concentration points {(yNj , uNj ), j = 1, ...,KN}. That
is, uN (y) = uNj for all y in some “sufficiently small” neighborhood of y
N
j for all
j = 1, ...,KN . (Note that, due to Proposition 8, one may expect that the optimal
admissible trajectory y¯(·) is contained in the union of these neighbourhoods if N is
large enough.)
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Using the idea of such piecewise constant extension of ξN (·), one can propose the
following heuristic algorithm for the construction of a control that can be a “good
candidate” for being near optimal in (2):
Heuristic algorithm for the construction of a near optimal control.
1. Find an optimal solution of the semi-infinite LP problem (49). That is, find
the concentration points {(yNj , uNj )} of the Dirac measures and the weights {βNj },
j = 1, ...,KN , in the presentation (54), and evaluate the optimal value g
∗
N (y0) of
this problem.
2. Among the y-components of the concentration points, choose one which is
closest to y0. That is, choose j0 := argminj{|yNj − y0|} and define
uN (0) := uNj0 , y
N (1) := f(y0, u
N (0)).
Assume that uN (0), ..., uN (t − 1) and yN (1), ..., yN (t), where t ≥ 1, have been
defined. Then uN (t) and yN (t+ 1) are defined as follows:
uN (t) := uNjt , y
N (t+ 1) := f(yN (t), uN (t)),
where jt := argminj{|yNj − yN (t)|}.
3. Continue this process until the moment t = T when the α
T+1
1−α becomes
small enough, making the finite sum
∑T
t=0 α
tg(yN (t), uN (t)) := V N (y0) a good
approximation for the value of the objective function on the infinite time horizon.
Evaluate the difference |V N (y0)−g∗N (y0)(1−α)−1| that provides a measure of near
optimality of the constructed control.
Remark. If for some t ≥ 0 the minimizer in the problem minj{|yNj − yN (t)|} is
not unique, then one can take jt := argmaxj∈Jt{βNj }, where Jt := Argminj{|yNj −
yN (t)|}. That is, among the concentration points the y-components of which are
equally close to yN (t), one can choose one that has the greatest weight. Note
that a weight βNj in the sum
∑KN
j=1 β
N
j δ(yNj ,uNj ) (see (54)) can be interpreted as an
approximation of the number of times the optimal trajectory “attends” a vicinity
of the corresponding yNj (each subsequent attendance being time discounted).
Let us illustrate the way the algorithm outlined above works with the help of the
example considered in Section 5.
Example 1 (continued). A sample of the concentration points yNj = (y
N
1,j , y
N
2,j),
uNj = (u
N
1,j , u
N
2,j) of the Dirac measures entering (54) and the values of the corre-
sponding weights {βNj }, j = 1, ...,KN is shown in the table below (these being a
part of the solution of the SIDLP problem of Example 1).
yN1,j y
N
2,j u
N
1,j u
N
2,j β
N
j
-0.5375 -0.875 1 -1 0.0913
0.5 0.25 -1 1 0.0820
0.7625 -0.4875 1 1 0.0642
-0.775 0.05 1 -1 0.0538
0.8875 -0.5625 1 1 0.0536
-0.0875 -0.75 1 1 0.0525
(The concentration points with weights that are less than 10−2 were discarded, the
number of terms in (54) after the discarding being equal to 27.)
Among the concentration points shown in the table above, there is one with the
y-coordinates (0.5, 0.25), these coinciding with the initial conditions (63). Thus, we
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Figure 2. The state trajectory - time step 1.
Figure 3. The state trajectory - time steps 1 and 2.
take uN (0) to be equal to the corresponding u-coordinates of this point, uN (0) =
(−1, 1), which being substituted into the equations of the dynamics, leads to yN (1) =
(0.75,−0.375). The closest to yN (1) (of all y components of the concentration
points) is the pair (0.7625,−0.4875); the latter is marked by a dot in Fig. 2. The
corresponding u-components of the concentration point are (1, 1). We, therefore,
take uN (1) = (1, 1) and obtain yN (2) = (−0.125,−0.6875). The closest to yN (2)
are the y-coordinates (−0.0875,−0.75) marked in Fig 3. The corresponding u-
components of the concentration point are (1, 1), and, consequently, uN (2) = (1, 1),
etc.
This process has been repeated 50 times and the resulted state trajectory is
depicted in Fig. 4. Note that it looks similar to that depicted in Fig 1. The value
of the objective function thus obtained was evaluated to be approximately equal to
−10.03 (V N (y0) ≈ −1.003). Finally, we obtain
|V N (y0)− g∗N (y0)(1− α)−1| ≈ (−10.03)− (−10.13) = 0.1,
the error being less than in the case when the control defined as a minimizer (46)
was used.
Remark. As has been mentioned above, results obtained in this paper are in
many ways analogous to similar results in continuous time setting obtained in [21].
Let us briefly outline relationships between these two sets of results. Firstly, all
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Figure 4. The state trajectory - 50 time steps.
results of the present paper are established for the case when the control set may
depend on the state variables, with the only restriction on this dependence being
that the map U(·) is upper semicontinuous and compact valued. The consideration
in [21] was for the fixed control set, that is without the dependence of the latter on
the state variables. Moreover, allowing such dependence in the continuous time set-
ting would make the consideration much more technical (requiring, e.g., additional
regularity assumptions about the map U(·)). Secondly, the max in the max-min
problem (7) is over the class of bounded lower semicontinuous functions, this being
in contrast to the continuous time max-min counterpart of (7), in which max (or
rather sup) was over the set of smooth functions. While maximizer in (7) always
exists, a maximizer in the continuous counterpart of (7) may not exist and its exis-
tence needs to be assumed, this being a restrictive assumption (compare Theorem
2.1 and Proposition 2.1 in [21]).
As far as the algorithmic part of the paper is concerned, finding a minimizer
in problem (46) is generally a more difficult task than finding a minimizer in the
continuous time counterpart of (46) (see Section 3 in [21]). For example, the latter
is of convex programming while the former is generally not in case g(y, u) is convex
and f(y, u) is linear in u. In Section 6, we proposed a way allowing one to avoid
solving (46), this being also possible in continuous time setting (such an opportunity
was not investigated in [21]).
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