-In this paper, the theory of uniform DFI, parallel, quadrature mirror filter (QMF) banks is developed. The QMF equations, i.e., equations that need to be satisfied for exact reconstruction of the input signal, are derived. The concept of decimated filters is introduced, and structures for both analysis and synthesis banks are derived using this concept. The QMF equations, as well as closed-form expressions for the synthesis filters needed for exact reconstruction of the input signal x(n), are also derived using this concept. In general, the reconstructed. signal .C( n) suffers from three errors: aliasing, amplitude distortion, and phase distortion. Conditions for exact reconstruction (i.e., all three distortions are zero, and Z(n) is equal to a delayed version of x(n)) of the input signal are derived in terms of the decimated filters. Aliasing distortion can always be completely canceled. Once aliasing is canceled, it is possible to completely eliminate amplitude distortion (if suitable IIR filters are employed) and completely eliminate phase distortion (if suitable FIR filters are employed). However, complete elimination of all three errors is possible only with some simple, pathalogical stable filter transfer functions. In general, once aliasing is canceled, the other distortions can be minimized rather than completely eliminated. Algorithms for this are presented. The properties of FIR filter banks are then investigated. Several aspects of IIR filter banks are also studied using the same framework.
I. INTRODUCTION T HE DECOMPOSITION of a signal into contiguous frequency bands and reconstruction of the signal based on the subband components are fundamental concepts in signal processing. The partitioning of the input signal into several frequency bands is done by the so-called analysis filter bank and reconstruction by the synthesis filter bank. The subband components of the input signal are usually decimated to reduce the amount of computational load in applications where the subband components need to be processed. In maximally decimated filter banks, each subband component is represented with the minimum number of samples per unit time. Such maximally decimated filter banks are of particular interest in frequency-domain coders. In fact, the motivation for studying maximally decimated filter banks largely stems from frequency-domain speech coding because in such coders properties of aural perception can be exploited to achieve higher speech quality at lower bit rates. The quadrature mirror filter (QMF) pair ( Fig. 1 ) has been the basis of most filter banks used in frequencydomain speech coders since its development by Croisier et al. [35] and later by Esteban and Galand [21] . The analysis section of the QMF pair splits the input signal into two Subband signals having equal bandwidth and decimates each subband signal by a factor of two. The synthesis section interpolates the two subband signals by a factor of two and recombines them through another filter pair to produce the output. The impulse responses of the analysis filters are represented by h,(n) and h,(n) and their transfer functions by H,(z) and H,(z). The impulse responses of the synthesis filters are represented by to(n) and fi(n) and their transfer functions by F,(z) and F,(z). The input signal is denoted by x(n) with z-transform X(.zl and the reconstructed signal by 2(n) with z-transform X(z). The QMF pair has the desirable property that when the analysis and synthesis filter banks are connected together, the input signal can be reconstructed at the output with arbitrarily small error. This is because 1) the analysis and synthesis filters are chosen so as to completely cancel the aliasing components caused by the decimation process, and 2) the filter' frequency responses are designed to overlap and add in such a way that the overall frequency response approximates a delay at all frequencies.
An important class of filter banks is the uniform filter bank where the input signal is split into equal bands. Maximally decimated uniform filter banks with more than two bands may be implemented using tree structures in which the input signal is successively divided into two equal bands at each stage of the tree using the analysis section of the QMF pair and the output signal is reconstructed by successively recombining the subband components at each stage of the tree using the synthesis section of the QMF pair [l] , [lo] , [21] - [26] . A disadvantage of this approach is that the number of uniform bands, say r, is restricted to be a power of two. Uniform maximally decimated parallel QMF banks (Fig. 2) , which do not have this restriction, are implemented by passing the signal through r analysis filters and decimating each filter output by a factor of r. The signal is reconstructed by interpolating each subband signal by a factor of r and recombining them through r synthesis filters [lo] , [27] . The impulse responses of the r analysis filters are represented by ho(n)9 h,(n),* -*> h,-1(n), and their transfer functions by f&(z), f4(z),--*> HrT1(z). The impulse responses of the r synthesis filters are represented by!,(n), fi(n); * ., f,-i(n), and their transfer functions by Fa(z), Fi(z), . * *, F,-,(z) . A comparison between parallel QMF structures and tree structures can be found in [lo] , when r is a power of two. It is shown in [lo] that the complexity of the parallel approach is comparable to the tree approach and in addition has several advantages, such as smaller group delay and smaller signal storage requirement, over the tree approach.
In this paper, we restrict ourselves to maximally decimated uniform parallel QMF banks. We also assume that the analysis filters of these uniform filter banks are all frequency-translated versions of a common baseband filter. Thus H,( &a) = jy( &-2n//r)) h,(n) = pm/q (n)
where H(z) is the prototype low-pass filter and h(n) its impulse response. If we define w= e-jWr then H,(z) = H(zW') h,(n) = W-'"h(n).
Such uniform filter banks, where the analysis filters are derived by frequency modulation of a common baseband filter, are referred to as uniform DFT filter banks [l, ch. 71 . The common baseband filter is assumed to be centered at w = 0. This corresponds to the "even-type" uniform channel stacking arrangement [l, ch. 71 . The objective of this paper is to develop the theory, implementation, and design of such filter banks. A unified framework is presented in this paper .which allows various issues such as aliasing, amplitude and phase distortions, efficiency of implementation, stability of filters, etc., to be addressed based on a common ground.
The filter banks developed in this paper differ from the results of Galand and Nussbaumer [lo] , Rothweiler [37] , and Chu [39] in a number of respects. We indicate here how aliasing can be exactly canceled with an arbitrary number of channels r and with no assumptions regarding the exact frequency shaping achieved by the filters (for example, no assumption is made that nonadjacent filters have completely nonoverlapping frequency responses). Galand and Nussbaumer have indicated tree structures for accomplishing this, and their results hold when r is a power of 2. The results in [37] and [39] hold for arbitrary r, under the assumption that nonadjacent filters in the analysis bank do not overlap.
The filters belonging to the filter banks presented in this paper are such that all filters are derived as in the above equation by complex modulation. Accordingly, the filtered signals x,,Jn) in Fig. ,2 are complex even for real x(n). Depending upon the actual application, this may or may not be an inconvenience. In any case, there are several important reasons for studying these filter banks. First, complete theoretical results are developable, addressing aliasing and other distortions in a unified and quantiative manner. Second, parallel r-channel QMF banks with filters having real impulse responses (so that xk(n) are real for real x(n)), and which are entirely free from aliasing, are readily developed from the results of this paper; in fact, all the properties we study herein can be translated to the case of real-QMF banks, as will be reported elsewhere. Finally, there are several other contexts such as transmultiplexer design [3] , [22]-[24] , spectral analysis, and synthesis of speech [l, ch. 71 , and so on, where the concept of uniform DFT filter banks finds applications. The organization of the paper is as follows. In Section II, the QMF equations (i.e., the equations that must be satisfied if the input signal is to be reconstructed exactly by the cascade of analysis and synthesis banks) are derived. Closed-form expressions for the synthesis filters that are needed for exact reconstruction are also derived. In Section III, the concept of decimated filters is introduced and expressions for the synthesis filters needed for exact reconstruction are obtained in terms of the decimated filters. Structures for the analysis and synthesis filter banks are derived. The study of FIR filter banks (i.e., where all analysis and synthesis filters are FIR) is motivated and conditions that must be satisfied for exact reconstruction by the FIR filter bank are derived. In Section IV, we investigate situations for which the cascade of analysis and synthesis FIR filter banks has transmission zeros at some frequencies for any arbitrary linear-phase FIR, prototype low-pass filter H(z). Clearly, such situations are to be avoided while designing FIR filter banks. Properties of FIR filter banks are derived in Section V. In Section VI, a procedure for designing linear-phase FIR filter banks is described. Examples of the design algorithm are given in, Section VII. In Section VIII, various aspects of IIR filter banks are discussed.
II. DERIVATION OF THE QMF EQUATIONS
In this section, we derive the QMF equations which are a set of linear equations that must be satisfied for exact reconstruction of the incoming signal in the absence of any processing of the decimated subband signals. Using these equations, we derive closed-form expressions for each synthesis filter in terms of analysis filters.
Let us denote the decimated subband signals as x,(n), x,(n),-* a, xrP1( n) with z-transforms X,(z), Xi(z), . . . , X,-i(z). Each decimated subband signal xk( n) is obtained by first passing the input signal x(n) through the filter Hk(z) and then decimating it by a factor of r. Thus, X,(z) can be expressed as (see [l, sec. 2.3.21) X/h> = ; g&( zl'rw-') x( ""'W-'), O<k<r-1. 0) Each signal xk(n) is next passed through an interpolator as shown in Fig. 3 . It is then passed through the corresponding synthesis filter Fk(z) and the outputs of synthe-sis filters are added to produce Z(n). Thus r-l R(Z) = c Fk(z)xk(zr).
Substituting for X,(z) from (1) in the above equation, we get r-l 2(z) = c Fk(z)~;~~Hk(zw-~)x(zw-t) k=O = ; ;+zw-') ;+I)H,(Iw-').
But the analysis filters Hk(z) are assumed to be related to H(z) by Hk( z) = H( z Wk) and therefore
whence
If the reconstructed signal a(n) is to be an exact replica of the input signal, except for a delay of n, samples, then we must have A general matrix formulation has also been derived in [41] by Ramstad and in [42] by Vetterli. Equations (7) or (8) are identical to (5-33) derived in [31] by Smith. In order to obtain a closed-form expression for the synthesis filters in terms of the analysis filters, we exploit the circulant nature of the matrix H(z). Every circulant matrix, such as H(z), can be expressed as H(z)'= wA(z)w-l (9) where W is the r-point DFT matrix, i.e., f-1 I -1 1 1 w **. w= .
wr-1
and where 
In view of (SC), (9a), and (9b), eq. (llb) simplifies to 434 -1.
where
The set of linear equations described in (7) or (8) We have thus derived a closed-form expression for the synthesis filters in terms of the analysis filters.
III. ANALYSIS AND SYNTHESISFILTER BANKS USING DECIMATEDFILTERS
In this section, uniform DFT, parallel, QMF filter ba&s are studied using the concept of decimated filters. The Ith decimated filter with transfer function G,( z)(O Q I 6 r -l), corresponding to H(z), is defined as the filter whose impulse response is obtained by retaining every r th sample of h(n), the impulse response of the prototype low-pass filter, starting from the Ith sample. Thus G,(z) = f h(l+pr)z-P, O<l<r-1.
(14a) p=o
The transfer function H(z) can therefore be written as
This representation has been used earlier by other authors; for example see Bellanger et al. in [3] . The notion of decimated filters provides additional insight into' the implementation and design aspects of uniform DFT parallel QMF filter banks. We begin this section by deriving expressions for the analysis filters in terms of the decimated filters. Next, expressions for the synthesis filters in terms of the decimated filters are developed. Structures for the analysis and synthesis filter bank are derived. Finally, for the case when both the analysis and synthesis filters are restricted to be FIR filters, the condition for exact reconstruction of the original incoming signal is derived in terms of the decimated filters.
The transfer function Hk(z) of the k th analysis filter can be expressed, using,(l4b) as r-1
I-O
The above equation can also be expressed in matrix form as where
We have thus expressed the analysis filter bank in terms of the decimated filters of the prototype H(z). Equation (16) can also be written as
k=O But the right-hand side of (18) is just the Ith eigenvalue h,(z) of the matrix H(z) (see (SC)). Thus
The eigenvalues of the circulant matrix H(z) are thus very simply related to the decimated filters by the above expression. A consequence of this relationship is that, if any of the decimated filters has a transmission zero at some frequency, then the corresponding eigenvalue becomes zero causing H(z) to become singular at the same frequency. We elaborate further on the physical significance of these singularity issues in Section V.
Substituting (19) into (13a), we obtain 4(z) = ; $1 z-k;;;zr) '-"',
We have thus obtained an expression for the synthesis filters in terms of the decimated filters of the analysis prototype H(z). In order to derive a similar equation as (16) for the synthesis filters, we proceed by defining r-1
Then . e(z) = fDtz) r~l~k(z')z-('-'*'w'*, k=O or in matrix form
(244 One can easily derive the structures for the analysis and synthesis filter banks using (16) and (24). The vector of r outputs of the analysis filters is given by h(z)X(z) = r W-'g(z)X(z).
If the vector of r inputs to the synthesis filters is u(z), the reconstructed signal is given by X(z) = f '(z) y( z) = l/rD( z)r'( z) WY(z), in view of the symmetry of W, i.e., WT= W. The analysis and synthesis filter banks can therefore be drawn as in Fig. 3(a) . Without the IDFT and DFT, the filter banks are identical to the decimating and interpolating structures used by Constantinides and Valenzuela in transmultiplexing [4] . An alternative structure with the decimator moved to the left and interpolator moved to the right is shown in Fig.  3 (b). This can be justified because the DFT, IDFT, and multiplication operations are all memoryless (see [l, sect. 3.1.21) . The analysis and synthesis filter banks are now seen to be identical to the polyphase structures discussed in [l] , [3] , and [5] . Identical filter banks for the case r = 2 have been given by Barnwell in [6] and [30] .
In the structures of Fig. 3 , we have a general means of perfectly reconstructing a signal x(n) (within a fixed delay) after the signal has been split into r bands and each SWAMINATHAN AND VAIDYANATHAN: UNIFORM DFT, PARALLEL, QMF BANKS component decimated by r. The claim is that Z(n) = x( n -n,) with no aliasing error and no reconstruction error. Accordingly, the overall system of Fig. 3 is a linear shift-invariant system (even though the decimator and interpolator building blocks are time-varying) with transfer function 2 -"0. The question that remains to be answered is, under what conditions is the synthesis filter bank realizable for a given analysis filter bank? For realizability, the components Rk(z) and D(z) are required to be causal and stable. Notice that if the prototype low-pass filter H(z) is stable, then so are the decimated filters G,(z). As a result, Rk(z) defined as in (21) is stable for all k. It only remains to concern ourselves with the stability of D(z). In general, D(z) as given by (22) is not stable. In fact, if H(z) is a linear-phase FIR filter with a symmetric impulse response, it is easily shown (property 4, Section V) that lYI;:tG,(zr) is a linear-phase FIR filter. Hence, D(z) is necessarily unstable in this case. This motivates us to find conditions under which D(z) can be deleted in Fig. 3 , without deteriorating beyond tolerance, the reconstructed signal.
Consider the case when H(z) is a FIR filter. Let
Furthermore, let
The power of z-l, which lies midway, is r-l+(N-r). r/2. In Section IV, it is shown that in order to avoid singularity situations, N -r must necessarily be even, and so its mid-value is guaranteed to be an integer. So one possible design criterion for minimizing the distortion is to approximate Z'(z) by a delay of r -1 +(N -r)r/2, i.e., r-l
or equivalently
Thus, if we design the prototype transfer function H(z) so that in addition to being a good low-pass filter it also satisfies (29) or (30) as closely as possible, then the reconstructed signal Z(n) will be a good approximation of the original incoming signal x(n). For FIR analysis-synthesis filter banks, the filter D(z) is excluded, and so the synthesis filters are now given by Since all the decimated filter transfer functions are polynomials in I-i, the filters R,(z)(O < 2 6 r -l), defined in (21), are also polynomials in z-i. Thus, all the filters shown in the structures for analysis and synthesis filter banks can be realized as FIR filters with the exception of D(z). If we exclude D(z), then the overall transfer function of the cascade of the analysis and synthesis filter banks would simply be (27) This is because when D(z) is included, the overall transfer function is simply ~~"0. Note that the effect of deleting D(z) is to introduce an amplitude distortion of the form l/lD(ej")l and a phase distortion of the form -arg[ D(ej")]. (The reconstructed signal however, continues to be free from aliasing.) The effects of these two distortions are minimized by approximating T(z) as closely as possible with a pure delay operator.
The overall transfer function T(z) has powers of z-l starting from r -1 to NT, where
( 31) ;
This confirms our earlier statement that the effect of deleting D(z) is only to introduce an amplitude distortion and a phase distortion, and the reconstructed signal is still completely free from aliasing. Minimizing the effect of this distortion is equivalent to satisfying the first QMF equation as closely as possible, i.e.,
For the choice of n,=r-l+r*(N-r)/2, this is the same as the design criterion expressed by (29) and (30).
Comment on Exact Reconstruction: The term "exact reconstruction" means a situation where aliasing, amplitude, and phase distortions are completely eliminated, so that a(n) = x(n -no). With FIR filters in the analysis and synthesis stages, this is possible provided we make the following choices:
where k, and p are arbitrary nonnegative integers, with p > k,. The overall delay no is given by n, = r -1 + pr. With G,( zr) restricted to be delays in the above manner, the frequency-shaping achievable by H,(z) is indeed very limited, i.e., H,(z) does not give a "good" low-pass response. Such pathological situations of "exact" reconstruction will not be considered further.
In general, with H,(z) required to accomplish better frequency shapings, it is possible to eliminate either amplitude distortion or phase distortion completely, but not both. Aliasing, of course, can always be eliminated by proper choice of Fk(z) for given Hk(z). IV. SINGULARITY ISSUES Odd In this section, we investigate the conditions under which the input signal cannot be reconstructed by the FIR filter bank for any arbitrary linear-phase low-pass filter H(z). Clearly, these conditions are to be avoided.
The overall transfer function of the FIR filter bank is T(z) and is given by (27), i.e., r-1
The input signal is unconditionally nonreconstructable iff G,( ej"") = 0 for some I and some w,, unconditionally. In other words, one of the decimated filters G[(z) has a transmission zero at some frequency w for any arbitrary linear-phase filter H(z). Equivalently, the corresponding eigenvalue of H(z) (see (19) ) has zeros at frequencies (wo+2rp)/r for O<p<r-1 causing H(z) to become singular at these frequencies.
If h(n), the impulse response of H(z), is real, then the Zth decimated filter will also have a transmission zero at 27r -w0 and, accordingly, the eigenvalue A,(z) will have zeros at frequencies (2~ -w. + 2vrp)/r for 0 < p < r -1 as well. Let us now investigate the condition under which this situation can arise.
In the range 0 < I Q m,, the transfer function of the Zth decimated filter G,(ej") is given by G,(ej") = z h(Z+ kr)e-jak. k=O This vanishes unconditionally when one of the following cases arises [7, ch. 31. i) The 1 th decimated filter is a linear-phase filter of odd order (even length) with a symmetric impulse response. For this case, G,(ej") becomes necessarily zero at w = T.
ii) The Zth decimated filter is a linear-phase filter of odd order with an antisymmetric impulse response. For this case, G,(ej") becomes necessarily zero at w = 0.
iii) The Zth decimated filter is a linear-phase filter of even order with an antisymmetric impulse response. For this case, G,(ej") becomes necessarily zero at w = 0 and w = 77.
For both case i) and ii), m, must be odd, and we must have In other words, if m, is odd and m, even, GWO,,(ej") vanishes at w = r or equivalently Rm0,2(ejw) vanishes at all odd multiples of r/r for an arbitrary linear-phase filter H(z) with a symmetric impulse response. Similarly, it can be shown that if m, is odd and m, even, GmO,,(ei") vanishes at w = 0 and, hence, R,0,2(ejw) = 0 at all even multiples of v/r for an arbitrary linear-phase filter with an antisymmetric impulse response. If both m, and m, are even, it can be shown that G,0,r2(e-jw) vanishes at w = 0 and w = 7~ and, hence, A m0,2(e'w) = 0 at all multiples of q/r for an arbitrary linear-phase filter with an antisymmetric impulse response. These results are summarized in Table I . In the range m. + 1~ Z Q r -1, the frequency response of the Zth decimated filter is given by m,-1 G,(ej") = c h(Z+ kr)e-Juk. k=O As in the previous range, this will vanish for any { h(n)} at either w = rr or w = 0 or both corresponding to one, of the three cases. For the first two cases, m, must be even, and we must have
O<k+-I for case i), and
for case ii). For case iii), m, must be odd, and we must have -1 Thus, for m, even and (mo+r) even, Gc,0+rj,2(ejw) vanishes at w = n or equivalently A (m,+rj,2( e"') vanishes at all odd multiples of r/r for an arbitrary linear-phase filter H(z) with a symmetric impulse response. Similarly, it can be shown that if m, is even and (mO + r) even, Gcmo+rj,2 (ej") vanishes at w = 0 or equivalently or equivalently A (m, + rj,2 (e+) = 0 at all multiples of g/r for an arbitrary linear-phase filter H(z) with an antisymmetric impulse response. These results are summarized in Table II . To summarize, a singularity situation arises for a linearphase FIR filter with a symmetric impulse response only when i) me is even and m, is odd, and ii) (m O + r ) is even and m, is even. The combinations of r, mo, m,, which result in the above conditions, are listed in Table III . Such conditions are avoided by restricting ourselves to the following choices of r, m,, m,: and even N. We thus see that linear-phase FIR filters with an antisymmetric impulse response have limited use. Furthermore, such filters have a zero at w = 0 and therefore cannot be used if we want a low-pass filter centered at the zero frequency. For this reason, we assume throughout the remainder of this paper that all prototype linear-phase FIR filters have a symmetric impulse response.
V. PROPERTIESOF FIR FILTERBANKS
In this section, we derive several useful properties of FIR filter banks discussed in the previous section. But for choices i) and ii), N is odd and for choices iii) and iv), N is even. Thus, singularity can be avoided simply by choosing N and r to be both odd or both even. For the case r = 2, this result is well-known [l] .
For a linear-phase FIR filter with an antisymmetric impulse response, a singularity situation arises only when mO or (m,+ r) is even. The combinations of r,m,,m,, which result in such a condition, are listed in Table IV . Such a condition can therefore be avoided by restricting ourselves to even r and odd m,, or equivalently, even r For FIR filter banks, the synthesis filters, like the analysis filters, can be derived from a basic filter F(z), which is the same as I;b( z). The synthesis filters are related to F(z) by the following equation: e(z) = w-'F(zW').
(34) Proof: Using (31) =w i(r-1). -', ~~~Rk(z'W")I"-'-k)w-i~~-~-k~ = w-'Fo(zW') = w-'F(zW').
Corollary: When n ,, = r -1+ (N -r). r/2, the synthesis filters required for exact reconstruction of the original signal, except for a delay of n,, and whose transfer functions are given by (23) also satisfy this property.
Proof The degree of R,(z') using (27) and (28) is simply obtained as follows:
Clearly, degree of F(z) = o<',a;-, {degree of z-('-'-')Ri(z')} . .
= max 1 max {degreeof z-(~-'-').R~(z')}, Thus, the length of the filter F(z) is Nr = (N -r + 2)r -N.
Comments on the length of F(z): Note that the length of the FIR filter F(z) is much higher than that of the analysis prototype filter H,(z) for large r. This is unlike the parallel QMF structures proposed elsewhere, such as in [37] and [39] . The reason for this increased length is that aliasing is guaranteed to be perfectly canceled, regardless of the exact nature and quality of Ho(z):
For composite r (i.e., r not a prime), one can obtain a compromise between parallel and tree structures by decomposing r, say, as r = r,r,, and decomposing the analysis stage (and synthesis stage) into two subsections, in a manner analogous to the tree structures in [lo] . Such decomljosition may lead to reduced overall length of the synthesis filters. Notice that aliasing is guaranteed to be perfectly canceled even with this decomposition. which establishes (36). Equation (37) follows in a similar manner.
Property 4 If the basic analysis filter H(z) is a linear-phase FIR filter, then the overall transfer function T(z) has linear phase.
Proof: In view of (36) and (37), T(z) given by (27) has the property that if zk is a zero, then so is zi'. Hence, T(z) has linear phase. Then the normalization constraint is also given by Thus, if zk is a zero of F(z), then so is zi'. Hence, F(z) has linear phase. . . . decimated filters are real and so the coefficients ,of z-i in the basic synthesis filter F(z), given by (31), are also real.
VI. DESIGN OF LINEAR-PHASE FIR FILTER BANKS
In this section, we describe a procedure for designing linear-phase FIR filter banks. Our procedure uses the same distortion measure as in Johnston's technique [8] as well as in a technique proposed by Jain and Crochiere [9] . This distortion measure is a weighted sum of the ripple energy E, of the overall transfer function T(z) and the stopband energy Es of the basic analysis filter H(z). Thus E=E,+aE,.
The analysis filter H(z) is designed by minimizing E subject to the constraint that the total energy of H(z) is unity, i.e., Cy:th2(n) = 1. The same normalization constraint has been employed by Jain and Crochiere [9] .
The design procedure is basically a gradient algorithm. Before we describe the algorithm, we obtain expressions for the normalization constraint, ripple energy E,, and stopband energy Es. The gradient computation is discussed in Section VI-D, and finally the gradient algorithm is described in Section VI-E. for odd N. In matrix form, we can express (43) as where Note that f(n) is assumed to be zero for n outside the range [0, NJ -11 in the above expression. It follows from (41) that the overall impulse response t(n) can be obtained by first convolving the prototype analysis filter impulse response h(n) with the prototype synthesis filter impulse response f(n), decimating the convolved sequence by a factor of r (starting from the (r -1)th sample), and finally interpolating the decimated sequence by a factor of r.
Ideally, we want T(z) to obey the design condition in Note that the matrix A is symmetric and nonnegative definite.
C. Stopband Energy The stopband energy of H(z) is given by
Substituting from (41), we get
.f(kr+r-1-j).
where w, is the stopband edge and lies between vr/r and 2r/r. Equation (45) can be rewritten as For linear-phase FIR filters, the ripple energy can also be expressed in terms of d(i)3 defined by (38a) and (39a). Thus 
where Ad is assumed to be sufficiently "small" so that we can ignore second-order terms. Let us choose (54 where g, is a vector orthogonal to g, and r is the stepsize, a positive number which controls the change in error and v is a number chosen so as to ensure that d + Ad has unit length. A vector g, such that dg=o (55) is generated using g, = (g=dd-w (56) where p = g=d. (57) One can also verify easily the following relations using (53), (55), (56), and (57):
From (58b), it follows that g'g z CL*.
(584
We now evaluate the constant v that is needed to ensure that d + Ad is of unit length, i.e., 
For v to be real, we must have
But r is a positive number and fi -fi G 0 from (58~). So the range of permissible values for I' is [0, r,,] , where r max is given by r,,=(~+fi)h?i.
To summarize, a decrease in the error E can be obtained by changing every unit length vector d to another unit length vector d + Ad, where Ad is as in (54). In this equation, g is the gradient of the error E evaluated at d, g, is the vector orthogonal to the gradient g and is given by (56) I' is the stepsize that must lie in the range [O,r,,] , and v is a constant that ensures that d + Ad is of unit length and is given by (60). Thus, by modifying the vector d every iteration, the error E can be reduced to within acceptable limits.
The exact choice of I controls the change in error at every iteration and, hence, the rate of convergence. For a large change in error at every iteration, a large value for I would be necessary. But a small I is necessary,.so that IlAd ]I is small enough for the second-order effects to be negligible. At every iteration, it is necessary to verify that the chosen value for the stepsize, say r,,, is less than I,,. If it is not so, then the stepsize is reset to I,, for that iteration. In other words, the stepsize is chosen accord- when m, is odd. Thus, the overall transfer function T(z), which is given by (27) i.e., r-l
[=O simply reduces to Hence, the ripple energy, defined in (42), is identically zero. Note that for this initial value of h(n), the FIR filterbank satisfies (29) and (30) exactly.
VII. EXAMPLES A Fortran program has been written which implements the design procedure described in the previous section. In this section, we present two examples: i) a two-band filter bank with filter length being 32, i.e., r = 2, N = 32, ii) a three-band filter bank with filter length being 49, i.e., r 5 3, N = 49.
In both the examples, the stepsize r,, was chosen to be 0.6 and the value of cx was chosen to be 1.0. The value of ws in example i) was chosen to be 1.2g/r = 0.6s and 1.25v/r = 0.4167~ in example ii). For both examples, magnitude plots of the prototype analysis low-pass filter transfer function H(ej") and the overall transfer function T( ej") are shown in Figs. 4-7. The filter coefficients h(n) are also listed. The following two significant quantities are computed: i) the attenuation AL (in decibels) at the first sidelobe in the stopband of IH(ej")l, and ii) the ripple c (in decibels) which is defined as
The values of AL and c are provided in both the examples. The corresponding magnitude plots of the filter transfer function H(ej") and the overall transfer function T(ejW) are shown in Figs. 4 and 5, respectively. The significant quantities AL and z are 44.40 dB and 0.01596 dB, respectively. A plot of the synthesis prototype response IFo(ej")l reveals that it has essentially the same low-pass nature of H,(z). Even though this can be understood based on an intuitive argument, no theoretical proof is attempted in this paper.
In the Jain-Crochiere design of a 32-tap QMF pair, the corresponding values for AL and c are 44 dB and 0.015 dB. In [S] , Johnston has listed two designs for a 32-tap QMF pair. The best set of values for AL and c are 51 dB and 0.009 dB (this corresponds to the design with (Y = 2.0 and normalized transition bandwidth of 0.0625). Thus, the design for r = 2 is comparable to both the Jain-Crochiere as well as Johnston's design of the QMF pair. The corresponding magnitude plots of the filter transfer function H(ej") and the overall transfer function T(ei") are shown in Figs. 6 and 7, respectively. The significant quantities AL and E are 51.53 dB and 0.02091 dB, respectively. A plot of the synthesis prototype response ] Fb( &")I reveals that it has essentially the same low-pass nature of H,(z). Even though this can be understood based on an intuitive argument, no theoretical proof is attempted in this paper.
VIII. GENERAL r-BAND IIR QMF BANKS Based on the derivations of Sections II-V, it is a simple task to extend the solution to the QMF problem for the IIR case. In applications where phase distortion (but not amplitude distortion) can be tolerated, it is more appropriate to use IIR rather than FIR filters, as shown in this section. As pointed out in Section III, Bellanger et al. [3] have shown how an arbitrary digital filter transfer function H(z) can be written in a form suitable for polyphase implementation as in (14b), i.e., that when H(z) is an IIR filter, the G,(z)'s all have the same denominator and furthermore that the G,(z)'s closely resemble allpass functions when H(z) is a low-pass prototype with a passband width of about r/r. In this section, we employ the same polyphase structure along with an IDFT for the "analysis section" of the QMF bank. Without assuming the G,(z)'s to be allpass or even approximately allpass, we show how to obtain a "synthesis bank" which can be employed along with the analysis bank so that the reconstructed signal X(z) is given by
where A(z) is a stable allpass function. The above equation essentially means that the aliasing error terms have been completely cancelled and the reconstructed signal only suffers from a phase distortion. For the case of r = 2, Barnwell [6] has shown how an IIR QMF bank :an be constructed such that the reconstructed signal X(z) is related to X(z) as in (62). The main purpose of this section is to generalize these results. Let us assume that the given low-pass prototype H(z) has been expressed as in (14b). Let us assume that the Fig. 8 . The IIR filter bank. (63) Notice that the denominator polynomial Q(z) is the same for all k. The polynomials P,Jz) and Q(z) can be computed following Bellanger's approach in [3] if the poles of H(z) are known. (Refer to the Appendix in this context, where we indicate how P,Jz) and Q(z) can be obtained without the explicit knowledge of the poles of H(z).)
Both analysis and synthesis sections of the IIR filterbank are shown in Fig. 8 , where the quantities fG)(z),-. *> R,-,(z) are to be determined such that (62) holds. Fig. 8 has been obtained here in analogy with the derivations and conclusions of Section III. Note that the DFT and IDFT blocks have been coalesced for analysis purposes, as shown in Fig. 9 .
The overall structure of Fig. 9 is time invariant provided the quantities Pk(z)Rk(z)/Q(z) are identical for all k. Under this condition, with S(z) p 4c(z>&(z)/Q(z) (64 we can easily verify that
Thus, the overall transfer function is z-('-')S(z'). We therefore need only to choose Rk(z) such that the righthand side of (64) is a stable ahpass function, independent of k. Under this condition, X(z) given by (65) is completely free from aliasing terms and amplitude distortion and only suffers a phase distortion. Clearly, the choice Rk( z) = Q( z)/Pk( z) accomplishes the desired goal, with S(z) in (65) becoming unity. However, the synthesis bank is then not guaranteed to be stable because the polynomials Pk(z) do not necessarily have all zeros strictly inside the unit circle. This problem can be handled by decomposing each P,Jz) as p,(z) = %in,kwtnax,k(z) (66) where P&, k( z) is a minimum-phase polynomial which has all its zeros strictly inside the unit circle and Pm,, k( z) is a maximum-phase polynomial which has all its zeros strictly outside the unit circle. We have implicitly assumed that Pk(z) has no zeros on the unit circle. Indeed, if Pk(z) had a zero at zO=e jwo (and, hence, at e -+o if h(n) is real), then the k th branch in Fig. 9 would have zeros at frequencies (w,+2?rp)/r for O<p<r-1 (and also at (27r-w0 + 27~p)/r for 0 Q p < r -1 if h(n) is real). As discussed in Section IV, such a singularity situation would imply that X(ej") cannot be recovered by the filter bank at these frequencies. Thus, our assumption that Pk(z) has no roots on the unit circle is entirely consistent with the conditions that would naturally be imposed by the requirements of Equation (72) 
H(z) =z-~~~[l+z-l+ -* * +z-(r-l)].
In the above equation, nk is the order of P,=,Jz). Clearly, P m,,k(z) has minimum phase and, hence, Tk(z) is stable. If Rk(z) were taken to be equal to Tk(z) , then the k th br!nch in Fig. 9 would have transfer function P max kw/pma, k(Z). 1 n order to make the branch transfer functions independent of k, it is therefore only necessary to set
I+k
This choice leads to
which is clearly a stable allpass function, independent of k. Thus, we finally have (62), where A(z) = z-('-%( z') = a stable allpass function. (71) Clearly, the complexity of the synthesis bank depends on the orders of Q(z) and the factors Pm=,,(z) . If all the polynomials Pk(z) happen to have minimum phase, then Rk(z) = Q(z)/Pk(z) for all k, thus leading to the simplest possible synthesis bank. In this case, the cascade of the analysis and synthesis bank would be an identity system (except for a delay of r -l), leading to a perfect-reconstruction system. This observation has also been made by Smith [3, ch. 51 . Finally, note that closed-form expressions for the transfer functions Fk(z) of the synthesis bank are once again given by (31) with Rk(z) now given by (69). We wish to emphasize that no assumptions have been made about the nature of H(z) except that none of the decimated filters Gk(z) have transmission zeros on the unit circle. In the following subsection, we consider a specific instance of the above general setup.
A. A Special Case
If H(z) is a low-pass transfer function with passband width nearly equal to r/r, then the decimated filter transfer functions Gk(z) closely resemble allpass functions [3] . It might, in fact, turn out that Gk(z) are exactly allpass functions. For the case of r = 2, this phenomenon has been known for some time. The interested reader is referred to Constantinides [4], Liu et al. [12] , and Fettweis et al. [13] , [14] for related results. If Gk(z) is an allpass function, then, with N denoting the degree of Q(Z) P,(z) = z-~Q(z-'), if there are no cancellations in the ratio Pk(z)/Q(z).
But this is a trivial situation because the amplitude shaping provided by H(z) is then entirely due to the FIR filter whose transfer function is 1+ z-l + . . . + z-'+l. Accordingly, we rule out the possibility that Pk(z) and Q(z) are relatively prime. Assuming therefore that there are cancellations, the decimated filter transfer functions can be expressed in their minimal forms as
O<k<r-1
where aik(z) is the mirror image of (Ye. If we choose Rk(z) to be the following stable allpass function:
I#k I#k then we have r-1
, which is independent of k. The overall transfer function A(z) is again given by (71). Note that, in this special case, every transfer function building block, i.e., G,(z)'s and Rk(z))s, in the IIR filter bank has an allpass nature.
B. Relation to Low-Sensitivity IIR Filters Satisfying Allpass-Decomposition Property
Until this point, we have discussed only multirate filter structures in this paper. Let us now go back to single-rate digital filtering and review certain well-known properties satisfied by certain IIR digital filter transfer functions. These properties pertain to a concept called double-complemtarity [13] , [14] , [15] , and lead to very efficient IIR digital filter implementations [16] . We wish to revisit these single-rate implementations in the context of multirate QMF banks and place in evidence their extreme suitability for multirate applications. Two digital filter transfer functions H,,(z) and H,(z) with the same common denominator polynomial are said to be "power complementary" 
The pair (H,(z), Hr( z)) is called a power-complementary pair. There exist certain power complementary pairs that can be decomposed into sums and differences of allpass functions [16] . This property is referred to as the allpass 
4(z) = fbb) -f&w.
Typical examples of such complementary pairs are oddorder digital Butterworth, Chebyshev, and Elliptic lowpass/high-pass pairs. (Note that if H,(z) is lowpass, then H,(z) is highpass in view of (78).) An advantage of the decomposition of (79) and (80) is that it leads to dramatically efficient filter structures requiring very few multipliers. Moreover, if A,(z) and A,(z) are implemented in a "structurally lossless" manner [17] , the resulting implementation is "structurally passive," giving rise to very low passband sensitivities [18] . The details of these issues are beyond the scope of this section and the reader is referred to [4] , [12]-[18] .
The main purpose of the subsection here is to indicate the suitability of these efficient structures for multirate applications. To be specific, let us consider the case of the QMF bank for r = 2. Let us choose the analysis filters Ho(z), H,(z) in the usual manner [9], i.e., H,(z) = I&( -z).
(83) In addition, let H,(z) and H,(z) be implementable in the forms shown in (79) and (80). Let the synthesis filters F,(z) and F,(z) be chosen in the usual manner [9], i.e., F,(z) = f&(z) (844 F,(z) = -H,(z).
(84b) Then there is perfect cancellation of the aliasing terms, and the reconstructed signal is
In view of the allpass decomposition of (79) and (SO), the above equation leads to
Thus, the overall transfer function is a stable allpass function and therefore the signal has been perfectly reconstructed to within a phase distortion. Fig. 10 shows the overall implementation. A similar reconstruction property is satisfied by certain suitably designed wave digital filter circuits, as shown by Fettweis [14] . In order to derive a polyphase implementation of the circuit in Fig. 10 
The polyphase implementation of the structure of Fig. 10 can now be obtained directly and is shown in Fig. 11 . Since H,(z) and H,(z) satisfy (78) and (83) simultaneously, they exhibit a certain symmetry around 77/2. Fig.  12 shows a typical sketch of ]H,,(e@)]2 and ]Hi(ej")]2 for an equiripple case. Such transfer functions can be looked upon as logical extensions of half-band FIR transfer functions [7] , [19] . These transfer functions, because of the symmetry around 7r/2, are also called symmetrical functions [4] . Note that if 6, and 6, represent the peak-ripples in the conventional sense (see Fig. 13 ) then these symmetrical filters have the design requirement 1 -(1 -2s,)2 = s,2 which should be taken into account while designing Ho(z).
We now generalize the concepts mentioned so far in this subsection to the r-band case. The allpass decomposition A \ sign issue is not within the scope of this subsection, IAk(ej")l =l forall w,O<kgr-1. (89b) and W is the usual r-point DFT matrix. Equations (79) and (80) are clearly special cases of (89). From (89), it follows that ht(ej")h(ej") = ~ut(e+)~(ej") =l
since the components of a(ej") all have unit magnitude. In other words, the set of r filter transfer functions Ho(z), Hl(Z>,. * *> H,-,(z) satisfy the property IHo(ej")12+IHI(ej0)12+ ... +IH,-,(ej")12=1.
Equation (78) is clearly a special case of the above equation. Note that if each allpass function is implemented in a structurally lossless manner, then each Hk(z) is structurally passive because of (91) and, hence, has low passband sensitivity [17] , [18] . Given a set of frequency domain specifications, one design issue is to compute the coefficients of h(z), or equivalently a(z), satisfying these specifications. This dealthough some preliminary work can be found in [15] . Another related question worth exploring is, how to precisely characterize the class of frequency responses Hk( e j") if they are to satisfy (89).
For uniform filter banks, i.e., where H,(z) = H&W"),
O<k<r-1 the vector h(z) can be related 'to the decimated filter transfer functions G,(z') by (16), i.e., h(z) = Wtg(z) where g(z) is as defined in (16b), which is g(z) = [Go(z') Z-lG,(z') ...z-('-~)G~_~(z')]~.
Thus, the uniform filter bank can satisfy the allpass decomposition property of (89) iff Ak(z) =rz-"Gk(z'), In other words, the uniform filter bank can satisfy the allpass decomposition property iff the decimated filter transfer functions are allpass functions. But this is the same situation as the special case described in Section VIII-A. Thus, the design problem concerning H(z) can be restated as follows: Given the prototype filter order N, how should Ak(z) in (92) be designed so that the low-pass prototype H(z) satisfies a given set of design requirements such as stopband energy level, transition bandwidth, etc. This requires further investigation.
Ix. hfMARY
A unified theory of uniform DFT parallel QMF banks has been presented in this paper. Various aspects of FIR, as well as IIR, uniform DFT parallel QMF banks were addressed. A design procedure for FIR filter banks along with examples was presented. Improvements in design procedures for FIR filter banks, as well as design procedures for IIR filter banks, are currently being investigated. Extensions of the theory to GDFT (generalized DFT), as well as r-channel QMF banks having filters with real impulse responses are currently under study. where the residues k, and poles p, may be complex. The causal impulse response corresponding to H(z) is given by h(n) = k&n)+ ; k,p;u(n) 643)
I=1
where S(n) and u(n) denote the unit impulse and unit step functions, respectively. Clearly then, the inverse transformation of G,Jz), defined by (14a), is given by g,(n)=h ( 
In other words, Q(z) in (63) is given by N and' is independent of k.
In practice, it is not necessary to compute the poles p, in order to obtain Gk(z) for a given H(z). The common denominator Q(Z) of the Gk(z)'s, given by Q(z) =l+q,z-'+ a.. +& 647)
can be found by simply solving the set of N linear equations [20] go(N) *** go (2) go(l) g,(N+l) **-g,(3) go (2) . Thus, given the rational transfer function H(z), all the rational representations of the decimated filters Gk(z') can easily be found. 
