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REPRESENTATIONS OF POLYNOMIAL ROTA–BAXTER ALGEBRAS
LI QIAO AND JUN PEI
Abstract. A Rota–Baxter operator is an algebraic abstraction of integration, which is the typical
example of a weight zero Rota-Baxter operator. We show that studying the modules over the
polynomial Rota–Baxter algebra (k[x], P) is equivalent to studying the modules over the Jordan
plane, and we generalize the direct decomposability results for the (k[x], P)-modules in [13] from
algebraically closed fields of characteristic zero to fields of characteristic zero. Furthermore, we
provide a classification of Rota–Baxter modules up to isomorphism based on indecomposablek[x]-
modules.
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1. Introduction
The notion of a Rota–Baxter algebra was introduced by Baxter [4] based on his probability
study to understand Spitzer’s identity in fluctuation, where it is a k-algebra R with a k-linear
operator P that satisfies
(1) P(u)P(v) = P(uP(v)) + P(P(u)v) + λP(uv), ∀u, v ∈ R, λ ∈ k.
The operator P is called a Rota–Baxter operator of weight λ on R. Rota–Baxter operators are
rooted deeply in analysis. A Rota–Baxter algebra can be regarded as the integral analogue of
a differential algebra. More fundamentally, in the case where λ = 0, the Rota–Baxter equation
Eq.(1) is an algebraic abstraction of the integration by parts formula for calculus:
FG
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Throughout the 1960s, Rota–Baxter operators were studied widely by researchers such as
Atkinson [2]. In the 1960s and 1970s, Rota [14, 15] and Cartier [8] developed Rota–Baxter
operators related to combinatorics. In the late 1990s, the operator appeared again as a funda-
mental algebraic structure in a study by Connes and Kreimer [9] regarding the renormalization
of quantum field theory. Subsequently, important theoretical developments and applications of
Rota–Baxter algebras have occurred in areas such as mathematical physics, operads, number the-
ory, and combinatorics. Readers may refer to the book by Guo [10] for further details of their
development.
At present, much of the research into certain algebraic objects in mathematics involves the theo-
retical study of their representations. However, the representation theory of Rota–Baxter algebras
is still in the early stage of development. The concept and some basic properties of representations
of Rota–Baxter algebras were introduced by Guo et al. [11]. Similar to the representations of dif-
ferential algebras, which can be considered as a vector bundle with a connection, a representation
of a Rota–Baxter algebra comprises a module of the algebra together with an integral operator
p. The representations and regular-singular decomposition of Laurent series Rota–Baxter algebra
were studied by Lin and Qiao [12], and they are important for the renormalization of quantum
field theory.
In this study, we revisit the analytical origin of Rota–Baxter operators in order to study the
representation theory of Rota–Baxter algebras of weight zero, where k[x] plays a central role in
both the analysis and algebra. If P is the standard integral operator on k[x], then (k[x], P) is a
Rota–Baxter algebra of weight zero. This provides an ideal testing ground for understanding the
interaction between analytically defined Rota–Baxter operators and algebraically defined Rota–
Baxter operators.
1.1. Overview of our results and methods. The main aim of this study is to investigate finite
dimensional (k[x], P)-modules. It is well known that the category of modules over a differential
algebra is equivalent to the category of modules over its corresponding algebra of differential
operators. Thus, our first step involves transforming the problem concerning representations of
(k[x], P) into the problem of representing a certain type of algebra in the usual sense. This
problem is considered in Subsection 2.1, where we show that studying the (k[x], P)-modules is
equivalent to studying the modules of J = k〈x, y〉/(xy − yx − y2), which is a special example of
Ore extensions.
The Ore extension R[x;σ, δ] is the noncommutative ring obtained by giving R[x] a new mul-
tiplication subject to the identity xr = σ(r)x + δ(r), where R is a k-algebra, σ ∈ Endk(R),
and δ is a σ-derivation of R. The Ore extensions where k[y] is the underlying ring belong
to three specific types, i.e., quantum planes, quantum Weyl algebras, or algebras comprising
Ah = k〈x, y〉/(xy − yx − h), where h ∈ k[y] (see [3]). Thus, studying (k[x], P)-modules is equiva-
lent to studying modules of the Jordan plane J = Ay2 , and thus the known results forAy2-modules
can immediately give their corresponding descriptions of (k[x], P)-modules.
The Jordan plane Ay2 arises in noncommutative algebraic geometry [1, 19] and it exhibits
many interesting features such as being Artin–Schelter regular of dimension 2. In several studies
[16, 17, 18], Shirikov extensively investigated the automorphisms, derivations, prime ideals, and
modules of the algebra Ay2 . These investigations were extended by Iyudu [13] to include results
based on various finite-dimensional modules of Ay2 over algebraically closed fields of character-
istic zero. For finite dimensional modules, Iyudu gave a complete description of the irreducible
Ay2-module and a necessary condition for indecomposableAy2-modules, which implies the direct
decomposition of Ay2-modules. Recent studies by Benkart et al. [5, 6, 7] investigated the family
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of algebras comprising Ah. In [5, 7], they studied the structure of Ah and determined its auto-
morphism group and derivations. In [6], they gave an example of an indecomposable module of
dimension n + 1 of Ah and completely characterized the irreducible modules of Ah for arbitrary
field, thereby generalizing the results obtained for irreducible modules by [13]. Thus, we obtain
the description of irreducible (k[x], P)-modules by interpreting the descriptions of the irreducible
Ay2-module in terms of the (k[x], P)-module language.
In the remainder of Section 2, by determining the (k[x], P)-module structures on a given k[x]-
module, we generalize the results of regarding the direct decomposability of (k[x], P)-modules
given by [13] from algebraically closed fields of characteristic zero to fields of characteristic zero.
This result allows us to reduce the problem of finding the structure of (k[x], P)-module (M, p) to
the problem of finding the structure of its submodule.
In Section 3, as a special case, when k is an algebraically closed field of characteristic zero, we
completely and explicitly characterize the Rota–Baxter module structures on the indecomposable
k[x]-modules.
2. Representations of (k[x], P)
In this section, after some basic definitions, we show that the representations of (k[x], P) are
equivalent to representations of the Jordan plane. We then provide a direct decomposition of
(k[x], P)-modules over a field of characteristic zero.
2.1. Representations of (k[x], P) and the Jordan plane.
Definition 2.1. Let k be a field and (R, P) a Rota–Baxter k-algebra of weight zero. A (left)
Rota–Baxter module over (R, P) or simply an (left) (R, P)-module is a pair (M, p), where M is an
R-module and p : M −→ M is a k-linear map that satisfies
(2) P(r)p(m) = p(P(r)m + rp(m)), ∀ r ∈ R,∀m ∈ M.
If we let (M, p) be an (R, P)-module, then M is a k-vector space. If dimk M < +∞, then (M, p)
is called a finite dimensional (R, P)-module. In the following, all (R, P)-modules are assumed to
be finite dimensional.
Basic concepts regarding an R-module can be defined in a similar manner for (R, P)-modules.
In particular, an (R, P)-module homomorphism φ : (M, p) −→ (N, q) is an R-module homomor-
phism φ : M −→ M that satisfies
φ ◦ p = q ◦ φ.
Furthermore, (M, p) is isomorphic to (N, q) if the homomorphism φ is bijective. It is simple to
check that
⊕n
i=1
(Mi, pi) = (
⊕n
i=1
Mi,
n∑
i=1
pi), where
n∑
i=1
pi is defined by
 n∑
i=1
pi
 (u1, · · · , un) = n∑
i=1
pi(ui),
is still an (R, P)-module and it is called the direct sum of (R, P)-modules (M1, p1), · · · , (Mn, pn).
Remark 2.1. Recall that (k[x], P) is a Rota–Baxter algebra, where P : k[x] −→ k[x] is defined
by P(xm) = 1
m+1
xm+1,m ∈ N (i.e., the standard integral operator). Thus, P is only well defined
over a field of characteristic zero. In the following, we let k be a field of characteristic zero,
unless stated otherwise.
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Let (k[x], P) be the polynomial Rota–Baxter algebra and k〈x, y〉 the noncommutative polyno-
mial algebra with variables x and y. Let IP be the ideal of k〈x, y〉 generated by the set
(3) X0 = {P( f )y − yP( f ) − y f y | f ∈ k[x]},
and J = k〈x, y〉/IP.
For any m ∈ N, we have
P(xm)y − yP(xm) − yxmy =
xm+1
m + 1
y −
1
m + 1
yxm+1 − yxmy.
The integral operator P is k-linear, so the set
X1 = {x
m+1y − yxm+1 − (m + 1)yxmy | m ∈ N}
also generates IP.
Next, we establish the relationship between J-modules and (k[x], P)-modules. Recall that a
(k[x], P)-module is a pair (M, p), where M is a k[x]-module and p ∈ Endk(M) such that
(4) P( f )p(v) = p(P( f )v + f p(v)), ∀ f ∈ k[x], ∀v ∈ M.
Proposition 2.2. Let M be a J-module. Define a k-linear map p on M by
p(v) = yv, ∀v ∈ M.
Then, (M, p) is a (k[x], P)-module. Conversely, if (M, p) is a (k[x], P)-module and we define
yv = p(v), ∀v ∈ M,
then M is a J-module.
Proof. We note that the equations
P(xm)y − yP(xm) − yxmy = 0, m ∈ N,
hold in J. Thus, for any v ∈ M, we have
(P(xm)y − yP(xm) − yxmy)(v) = 0,
i.e.,
P(xm)p(v) = p(P(xm)v + xmp(v)).
Hence, (M, p) is a (k[x], P)-module.
Conversely, M is now a k〈x, y〉-module. (M, p) is a (k[x], P)-module, so we have
IP ⊆ annM = {F ∈ k〈x, y〉 | Fv = 0, for all v ∈ M}.
Thus, M is a J-module. 
Due to Proposition 2.2, the study of (k[x], P)-modules becomes the study of J-modules in the
usual sense.
Lemma 2.3. If we let X = {xy − yx − y2}, then IP is generated by X, i.e., IP := Id(X).
Proof. Obviously, we have Id(X) ⊆ IP. Conversely, we need to show that IP ⊆ Id(X). We use
induction onm to show that xm+1y−yxm+1−(m+1)yxmy is in Id(X), but there is no need to consider
m = 0. Assume that for any m − 1 ≥ 0, xmy − yxm − myxm−1y ∈ Id(X). For m ≥ 1, we have
xm+1y − yxm+1 − (m + 1)yxmy
= xm+1y − xmyx − xmy2 + xmyx + xmy2 − yxm+1 − (m + 1)yxmy
= xm(xy − yx − y2) + (xmy − yxm − myxm−1y)x + myxm−1yx + xmy2 − (m + 1)yxmy,
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and
myxm−1yx + xmy2 − (m + 1)yxmy
= myxm−1(yx − xy + y2) + (xmy − yxm − myxm−1y)y.
Then,
xm+1y − yxm+1 − (m + 1)yxmy
= (xm − myxm−1)(yx − xy + y2) + (xmy − yxm − myxm−1y)(x + y).
By the induction hypothesis, we obtain xm+1y− yxm+1 − (m+ 1)yxmy ∈ Id(X), i.e., X1 ⊂ Id(X) and
IP = Id(X1) ⊆ Id(X). Therefore, IP = Id(X). 
Lemma 2.4. For any m ≥ 1, the equation ymx = xym − mym+1 holds in J.
Proof. We prove the statement by induction on m. xy − yx = y2 holds in J, so the case where
m = 1 is obvious. Assume that the equation holds for m ≥ 1. We consider the case where m + 1:
xym+1 − ym+1x = xym+1 − yxym + yxym − ym+1x
= (xy − yx)ym + y(xym − ymx)
= y2ym + y(mym+1) = (m + 1)ym+2.
This completes the induction. 
Corollary 2.5. Let M be a k[x]-module and p ∈ Endk(M). Then, (M, p) is a (k[x], P)-module if
and only if
(5) xp − px = p2.
Corollary 2.6. Let (M, p) be a (k[x], P)-module. Then, p : M −→ M is nilpotent.
Corollary 2.7. If (M, p) is a 1-dimensional (k[x], P)-module, then p = 0.
Now, Lemma 2.3 shows that studying (k[x], P)-modules is equivalent to studying modules of
the Jordan plane Ay2 in the usual sense. Thus, descriptions of the irreducible Ay2-module can be
interpreted in terms of the (k[x], P)-module.
Definition 2.8. A nonzero (k[x], P)-module (M, p) is called irreducible if the submodule of (M, p)
is either (0, p) or (M, p). (M, p) is called indecomposable if M , 0 and (M, p) is not the direct
sum of its two proper submodules.
As a special case of Ah, the following result can be obtained from the result for irreducible
Ay2-modules over a field of characteristic zero (see Theorem 4.7 and Corollary 6.1 in [6]).
Theorem 2.9. ([6]) A (k[x], P)-module (M, p) is irreducible if and only if M is an irreducible
k[x]-module and p = 0.
A semisimple (k[x], P)-module is a direct sum of irreducible (k[x], P)-modules, so we have the
following corollary.
Corollary 2.10. Let (M, p) be a (k[x], P)-module. Then, (M, p) is semisimple if and only if M is
a semisimple k[x]-module and p = 0.
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Remark 2.2. Let M be an indecomposable k[x]-module. If there is some p ∈ Endk(M) such
that (M, p) is a (k[x], P)-module, then (M, p) is indecomposable. We find all such p for a given
indecomposable k[x]-module in Section 3. In addition, it is natural to ask whether all the inde-
composable (k[x], P)-modules are derived from indecomposable k[x]-modules with some suitable
p and the answer is no. For example, let M = kv1 ⊕ kv2 with
x(v1, v2) = (v1, v2)
(
a 0
0 a
)
, p(v1, v2) = (v1, v2)
(
0 1
0 0
)
.
The only 1-dimensional (k[x], P)-module is (k, 0), so (M, p) is an indecomposable (k[x], P)-
module whereas M is a decomposable k[x]-module.
2.2. Direct decomposition of (M, p). In this subsection, we generalize the results concerning
the direct decomposability of (k[x], P)-modules in [13] from algebraically closed fields of char-
acteristic zero to fields of characteristic zero.
It should be noted that our method is slightly different from that employed by Iyudu. Any
Ay2-module can be regarded as both a k[x]-module and a k[y]-module, but the role of action x
is different from the role of action y. For example, Corollary 2.5 states that the action y should
be nilpotent. Thus, there are two natural ways to study Ay2-modules: trying to recover the Ay2-
module structures on k[x]-modules or suitable k[y]-modules. Iyudu’s method aims to determine
the Ay2-module structures on a given k[y]-module with the nilpotent action y. However, our
starting point is the representation of (k[x], P), so it is natural for us to determine the (k[x], P)-
module structures on a given k[x]-module.
For a k[x]-module M, let τ(v) = xv,∀v ∈ M, and thus τ ∈ Endk(M). It is well known that
a k[x]-module M can be regarded as a k-vector space M with a k-linear map τ ∈ Endk(M) and
f (x)v = f (τ)v, f (x) ∈ k[x]. In the following, the linear map induced by the action of x is always
denoted by τ. Therefore, a (k[x], P)-module (M, p) can be regarded as a k-vector space M with
two k-linear maps, τ and p.
Let (M, p) be a (k[x], P)-module and the minimal polynomial of τ
f (x) = hr1
1
(x) · · · hrss (x), r1, · · · , rs ≥ 1,
where h1(x), · · · , hs(x) are distinct irreducible polynomials in k[x]. Define
Mhri
i
(x) = {v ∈ M | h
t
i(τ)v = 0, for some t > 0}, 1 ≤ i ≤ s.
Then, Mhri
i
(x) is invariant under τ and
(6) M = Mhr1
1
(x) ⊕ · · · ⊕ Mhrss (x).
Lemma 2.11. Let M be a k[x]-module and p ∈ Endk(M). If (adτ)
ℓp = 0, ℓ ≥ 1, then Mhri
i
(x) is
invariant under p.
Proof. We prove this statement by induction on ℓ. When ℓ = 1, we find that τ commutes with
p. For any v ∈ Mhri
i
(x), we have some t > 0 such that h
t
i
(τ)v = 0. p commutes with hi(τ)
t, so we
obtain
hti(τ)pv = ph
t
i(τ)v = 0.
Hence, p(v) ∈ Mhri
i
(x), as required.
We assume that this statement is true for ℓ ≥ 1 and we consider the case where ℓ + 1. Now,
(adτ)ℓ+1p = 0 implies that (adτ)ℓ[τ, p] = 0. By the induction hypothesis, we find that Mhri
i
(x) is
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invariant under [τ, p]. For any v ∈ Mhri
i
(x), there is some t > 0 such that h
t
i
(τ)v = 0. Using ht
i
(τ)p
acting on v, we obtain
hti(τ)pv = ph
t
i(τ)v + [h
t
i(τ), p]v
=
t−1∑
j=0
h
t− j−1
i
(τ)[τ, p]h
j
i
(τ)v.
Since Mhri
i
(x) is invariant under h
t− j−1
i
(τ), [τ, p], and h
j
i
(τ), then we have ht
i
(τ)pv ∈ Mhri
i
(x). Some t
′
exists such that
0 = ht
′
i (τ)(h
t
i(τ)pv) = h
t′+t
i (τ)pv.
Therefore, p(v) ∈ Mhri
i
(x). This completes the induction. 
Lemma 2.12. Let (M, p) be a (k[x], P)-module. Then, Mhri
i
(x) is invariant under p.
Proof. By Lemma 2.4, we have
τps − psτ = sps+1, s ≥ 1.
Then, (adτ)sp = s!ps+1. By Corollary 2.6, p is nilpotent and we let the index of p be ℓ + 1. If
p = 0, then the statement is obviously true. Now, we assume that p , 0, and thus ℓ ≥ 1. Now, we
have (adτ)ℓp = ℓ!pℓ+1 = 0. By Lemma 2.11, we find that Mhri
i
(x) is invariant under p. 
Theorem 2.13. Let (M, p) be a (k[x], P)-module with
M = Mhr1
1
(x) ⊕ · · · ⊕ Mhrss (x).
Then, pi = p|M
h
ri
i
(x)
is a linear map on Mhri
i
(x), (Mhri
i
(x), pi) is a (k[x], P)-submodule of (M, p), and
(7) (M, p) =
s⊕
i=1
(Mhri
i
(x), pi).
Proof. The proof follows immediately from Lemma 2.12. 
Theorem 2.13 states that the problem of finding the structure of (k[x], P) module (M, p) is
reduced to the problem of finding the structure of its submodule (Mhri
i
(x), pi).
Proposition 2.14. Let (M, p) be a (k[x], P)-module. If τ has n distinct eigenvalues, then p = 0.
Proof. Now, (M, p) is the direct sum of an n 1-dimensional (k[x], P)-module. By Corollary 2.7,
we obtain p = 0. 
If k is an algebraically closed field of characteristic zero, then Eq. (6) becomes the generalized
eigenspace decomposition of M
(8) M = M(x−a1)r1 ⊕ · · ·M(x−as)rs ,
where a1, · · · , as are all distinct eigenvalues of τ and r1 + · · · + rs = n.
Corollary 2.15. ([13]) Let k be an algebraically closed field of characteristic zero and (M, p) a
(k[x], P)-module. Then, pi = p|M(x−ai )ri
is a linear map on M(x−ai)ri and
(9) (M, p) =
s⊕
i=1
(M(x−ai)ri , pi).
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Corollary 2.16. ([13]) Let k be an algebraically closed field of characteristic zero, (M, p) a
(k[x], P)-module,and A, B the matrices of τ, p with respect to the basis v1, · · · , vn respectively. If
A =

A11 0 · · · 0
0 A22 · · · 0
· · · · · · · · · · · ·
0 0 0 Ass

is a quasi-diagonal matrix with A11, · · · , Ass have no common eigenvalues, and thus
B =

B11 0 · · · 0
0 B22 · · · 0
· · · · · · · · · · · ·
0 0 0 Bss

is also a quasi-diagonal matrix with AiiBii − BiiAii = B
2
ii
, i = 1, · · · , s.
Proposition 2.17. Let k be an algebraically closed field of characteristic zero and (M, p) a
(k[x], P)-module. Some k-basis v1, · · · , vn of M exists such that the matrices associated with
τ, p are both upper triangular.
Proof. Let the index of p be ℓ and L = span{τ, p, · · · , pℓ−1}. By Lemma 2.4, we have
τps − psτ = sps+1, ∀s ≥ 1.
Let [, ] be the commutator and we have
[τ, τ] = 0, [τ, ps] = sps+1, [ps, pt] = 0, 1 ≤ s, t ≤ ℓ − 1.
Then, L is a finite dimensional Lie algebra under [, ]. The derived algebra is
[L, L] = span{p2, · · · , pℓ−1}.
Hence, L is solvable. By Lie’s theorem, a basis exists such that τ and p are both upper triangular.

Corollary 2.18. Let (M, p) be a (k[x], P)-module. A basis v1, · · · , vn of M exists such that (Vi, pi)
is a (k[x], P)-module, where Vi = span{v1, · · · , vi}, pi = p|Vi , 1 ≤ i ≤ n.
Remark 2.3. When k is an algebraically closed field of characteristic zero, the problem of de-
termining the structure of the (k[x], P)-modules is reduced to the case where τ has exactly one
eigenvalue. Furthermore, by Eq. (5) in Corollary 2.5, it is possible to assume that τ has exactly
one eigenvalue 0.
3. Rota–Baxter module structure onMa,n
In this section, we mainly focus on the Rota–Baxter module structures on the indecompos-
able k[x]-modules. After introducing some basic properties of Rota–Baxter module structures on
Ma,n, we classify them up to isomorphism. We conclude this section by discussing the general
(k[x], P)-modules. In this section, we assume that k is an algebraically closed field of character-
istic zero.
REPRESENTATIONS OF POLYNOMIAL ROTA–BAXTER ALGEBRAS 9
3.1. Matrices associated with (M, p). Let M be a k[x]-module, p : M −→ M a k-linear map,
and fix a k-basis v1, v2, · · · , vn of M. Let the matrices of τ and p corresponding to the basis
v1, v2, · · · , vn be A and B, respectively. Then, (M, p) is a (k[x], P)-module if and only if
AB − BA = B2.
It is well known that there is a suitable k-basis v1, · · · , vn of M such that τ has canonical Jordan
block form and each Jordan block is a matrix of the following form.
Jr(a) =

a 1 · · · 0 0
0 a · · · 0 0
...
... · · ·
...
...
0 0 · · · a 1
0 0 · · · 0 a

.
By Corollary 2.16, we only need to consider the case where τ has exactly one eigenvalue. In
general, τ may have several Jordan blocks. Thus, we consider the simplest case where τ has
exactly one Jordan block. Now, the (k[x], P) module (M, p) is (Ma,n, p), where Ma,n = k[x]/(x −
a)n with the standard basis (x − a)n−1, · · · , x − a, 1. It is easy to see that
Jn(a)B − BJn(a) = B
2
is equivalent to
Jn(0)B − BJn(0) = B
2.
Thus, it is possible to assume that the module is (Mn, p) := (Mn,0, p). Denote Jn(0) by Jn when
there is no possibility of confusion.
Proposition 3.1. Let (Mn, p) be a (k[x], P)-module. Then, p(xn−1) = 0.
Proof. We prove the statement by induction on n. When n = 1, p = 0, as necessary. Assume that
the statement holds for n − 1 ≥ 0 and consider the case n.
τ(xn−1) = xxn−1 = xn = 0, so we find that xn−1 is an eigenvector of τ corresponding to 0. In
addition, rank(τ) = n − 1 implies that the dimension of the eigenspace V associated with 0 is 1.
Thus,V = span{xn−1}.
By Lemma 2.4, we have
τps − psτ = sps+1,∀s ≥ 1.
If ps+1(xn−1) = 0, then we have
τ(ps(xn−1)) = (τps)(xn−1) = (τps − psτ)(xn−1) = sps+1(xn−1) = 0.
Then, ps(xn−1) ∈ V and ps(xn−1) = µxn−1 for some µ ∈ k, i.e., xn−1 is an eigenvector of ps
corresponding to µ. p is nilpotent, so µ = 0 and thus ps(xn−1) = 0. Hence, ps+1(xn−1) = 0 implies
that ps(xn−1) = 0. By Theorem 2.6, p is nilpotent and some m exists such that pm+1 = 0. It is
obvious that pm+1(xn−1) = 0. Therefore, we have p(xn−1) = 0. 
Corollary 3.2. Let (Mn, p) be a (k[x], P)-module. Then, p induces a linear map p
′ on Mn−1 =
Mn/(xn−1) given by p
′(v + (xn−1)) = p(v) + (xn−1) such that (Mn−1, p
′) is also a (k[x], P)-module.
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Proof. Proposition 3.1 implies that p induces a linear map p′ on Mn−1 = Mn/(xn−1). For any
v + (xn−1) ∈ Mn−1, we have
(τp − pτ)(v + (xn−1)) = τp(v + (xn−1)) − pτ(v + (xn−1))
= (τp(v) − pτ(v)) + (xn−1) = p2(v) + (xn−1)
= (p′)2(v + (xn−1)).
Therefore, (Mn−1, p
′) is a (k[x], P)-module. 
Notation. Let (Mn, p) be a (k[x], P)-module. In the rest of this section, B = (bi j)n×n ∈ M
n(k)
always denotes the matrix of p corresponding to the standard basis, unless specified otherwise.
Corollary 3.3. Let (Mn, p) be a (k[x], P)-module. Then, B is strictly upper triangular.
Proof. Using induction on n, when n = 1, B = 0, as necessary. The induction step follows from
Corollary 3.2. 
Proposition 3.4. Let (Mn, p) be a (k[x], P)-module. Then, B satisfies
bi j = 0, 1 ≤ j ≤ i ≤ n(10)
bi+1, j+1 − bi, j =
j∑
k=i+1
bi,kbk,( j+1), 1 ≤ i < j ≤ n − 1.(11)
Proof. By Corollary 3.3, B is strictly upper triangular. After directly computing and then com-
paring the two sides of the matrix equation
JnB − BJn = B
2,
we have Eq. (10) and Eq. (11). 
Lemma 3.5. For each 1 ≤ ℓ ≤ n−2, bi,i+ℓ, 1 ≤ i ≤ n−ℓ−1 are completely determined recursively
by bn−1,n, bn−2,n, · · · , bn−ℓ,n. In particular, B is completely determined by its n-th column.
Proof. We prove this lemma by induction on ℓ. First, we rearrange Eq. (11) as follows:
ℓ = 1, bi+1,i+2 − bi,i+1 = bi,i+1bi+1,i+2, 1 ≤ i ≤ n − 2;(12)
· · · · · · · · ·
ℓ = ℓ, bi+1,i+ℓ+1 − bi,i+ℓ =
i+ℓ∑
k=i+1
bi,kbk,i+ℓ+1, 1 ≤ i ≤ n − ℓ − 1;(13)
· · · · · · · · ·
ℓ = n − 2, b2,n − b1,n−1 =
n−1∑
k=2
b1,kbk,n, i = 1.(14)
When ℓ = 1, by Eq. (12), we obtain
(15) bi,i+1 =
bi+1,i+2
1 + bi+1,i+2
, 1 ≤ i ≤ n − 2.
Then, bi,i+1, 1 ≤ i ≤ n − 2 are determined by bn−1,n, and the formulae are
b12 =
bn−1,n
1 + (n − 2)bn−1,n
, b23 =
bn−1,n
1 + (n − 3)bn−1,n
, · · · , bn−2,n−1 =
bn−1,n
1 + bn−1,n
.
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Assume that the statement is true for 1 ≤ ℓ ≤ n − 3 and we consider the case for ℓ + 1. By Eq.
(13), we obtain
(16) bi,i+ℓ+1 =
bi+1,i+ℓ+2(1 − bi,i+1) − (
∑i+ℓ
k=i+2 bi,kbk,i+ℓ+2)
1 + bi+ℓ+1,i+ℓ+2
, 1 ≤ i ≤ n − ℓ − 1.
By the induction hypothesis, we find that bi,i+1, bi+ℓ+1,i+ℓ+2, bi,kbk,i+ℓ+2, k = i + 1, · · · , i + ℓ are all
determined by bn−1,n, bn−2,n, · · · , bn−ℓ,n. By combining this with Eq. (16), we find that bi,i+ℓ+1,
1 ≤ i ≤ n − ℓ − 1 are determined by bn−1,n, bn−2,n, · · · , bn−ℓ,n and bn−ℓ−1,n, which completes the
induction. 
Corollary 3.6. Let (Mn, p) be a (k[x], P)-module. Then, p is determined completely by p(1).
Proof. Given that (b1n, · · · , bn−1,n, 0)
T are the coordinates of p(1) under the basis xn−1, · · · , x, 1,
then Lemma 3.5 implies that p is determined completely by p(1). 
Proposition 3.7. Let (Mn, p) be a (k[x], P)-module. If B satisfies bn−1,n = · · · = bn−i+1,n = 0 and
1 ≤ t − s ≤ i − 1, then bs,t = 0.
Proof. We prove the statement by induction on ℓ = t − s. When ℓ = 1, we have b12 = · · · =
bn−1,n = 0. Assume that the statement is true for 1 ≤ ℓ ≤ i − 2 and consider the case of ℓ + 1. By
Proposition 3.4, we have
bs+1,s+ℓ+2 − bs,s+ℓ+1 =
s+ℓ∑
k=s+1
bs,kbk,(s+ℓ+2).
Since s + 1 ≤ k ≤ s + ℓ, i.e., k − s ≤ ℓ, then we have bs,k = 0 and thus b1,ℓ+2 = · · · = bn−ℓ−1,n = 0,
which completes the induction. 
Proposition 3.8. If n ≥ 3, bn−1,n = · · · = bn−i+1,n = 0, bn−i,n , 0, [
n−1
2
] < i ≤ n − 1, then
B = bn−i,n(Jn)
i
+ bn−i−1,n(Jn)
i+2
+ · · · + b1,n(Jn)
n−1.
Proof. By Proposition 3.4, we have
bs+1,t+1 − bs,t =
t∑
k=s+1
bs,kbk,(t+1), 1 ≤ s < t ≤ n − 1.
By Proposition 3.7, either k − s ≤ i − 1 or t + 1 − k ≤ i − 1 implies that bs,kbk,(t+1) = 0. If
bs+1,t+1 − bs,t , 0, and there is at least one s + 1 ≤ k0 ≤ t such that k0 − s ≥ i and t + 1 − k0 ≥ i.
Then,
k0 − s + t + 1 − k0 = t − s + 1 ≥ 2i.
Thus, t + 1 ≥ 2i + s > n − 1 + s > n, which contradicts t ≤ n − 1. Hence, bs+1,t+1 = bs,t, 1 ≤ s <
t ≤ n − 1 and thus
B = bn−i,n(Jn)
i
+ bn−i−1,n(Jn)
i+1
+ · · · + b1,n(Jn)
n−1.

Proposition 3.9. If n ≥ 5, bn−1,n = · · · = bn−i+1,n = 0, bn−i,n , 0, 2 ≤ i ≤ [
n−1
2
], then
bn−t,n = bn−t−1,n−1 = · · · = b1,t+1, i ≤ t ≤ 2i − 2.
12 LI QIAO AND JUN PEI
Proof. Since
bn−t− j,n− j − bn−t− j−1,n− j−1 =
n− j−1∑
k=n−t− j
bn−t− j−1,kbk,n− j, 0 ≤ j ≤ n − t − 1,
k − (n − t − j − 1) + (n − j) − k = t + 1 ≤ 2i − 2 + 1 = 2i − 1,
then we have either k − (n − t − j − 1) < i or (n − j) − k < i. Hence,
bn−t− j,n− j − bn−t− j−1,n− j−1 = 0, 0 ≤ j ≤ n − t − 1.

Example 3.1. (a) If bn−1,n = b , 0, bn−2,n = c, then
B =

0 b
1+(n−2)b
c − (n − 3)b2 · · · ∗ ∗ b1n
0 0 b
1+(n−3)b
· · · ∗ ∗ b2n
...
...
...
. . .
...
...
...
0 0 0 · · · b
1+2b
c − b2 bn−3,n
0 0 0 · · · 0 b
1+b
c
0 0 0 · · · 0 0 b
0 0 0 · · · 0 0 0

.
(b) If n = 7, b67 = b57 = b47 = 0 and b37 , 0, i.e., i = 4 > [
7−1
2
], then
B =

0 0 0 0 b37 b27 b17
0 0 0 0 0 b37 b27
0 0 0 0 0 0 b37
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

.
(c) If n = 7, b67 = b57 = 0 and b47 , 0, i.e., i = 3 ≤ [
7−1
2
], then 3 ≤ t ≤ 4 and
B =

0 0 0 b47 b37 b27 − b
2
47 b17
0 0 0 0 b47 b37 b27
0 0 0 0 0 b47 b37
0 0 0 0 0 0 b47
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

.
3.2. Classification of (Mn, p). Recall that an (Mn, p) can be regarded as Mn with two linear
maps τ, p and the matrices of τ, p are Jn, B under the basis xn−1, · · · , x, 1, respectively. The stabi-
lizer of Jn under the action of conjugation is
Gn = {S ∈ GL(n, k) | Jn = S
−1JnS }
= {S | S = s0I + s1Jn + · · · + sn−1J
n−1
n , s0 , 0, s1, · · · , sn−1 ∈ k},
and the centralizer of Gn is
Z(Gn) = {X ∈ M
n(k) | X = a0I + a1Jn + · · · + an−1J
n−1
n , a0, · · · , an−1 ∈ k}.
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Let (Mn, p), (Mn, q) be two isomorphic (k[x], P)-modules and the matrices of p, q correspond-
ing to the standard basis are Bp, Bq respectively. Then, (Mn, p) is isomorphic to (Mn, q) if and
only if a S ∈ Gn exists such that Bp = S
−1BqS . Let X j be the j-th column (from left to right) of
X ∈ Mn(k) and X j(i) is the i-th array of X j. It is easy to see that Bn are the coordinates of p(1)
under the standard basis and Bn(i) is the coefficient of xn−i.
Let P(Mn) = {p ∈ Endk(Mn) | (Mn, p) is a (k[x], P)-module} and define a map Ψ from P(Mn)
to kn by
Ψ : P(Mn) −→ k
n,
p 7→ Bn,
i.e., Ψ(p) = Bn = (b1n, · · · , bn−1,n, 0)
T .
Definition 3.10. Let n ≥ 2, p ∈ P(Mn) andΨ(p) = (b1n, · · · , bn−1,n, 0)
T . If bn−1,n = · · · = bn−i+1,n =
0 and bn−i,n , 0, then the integer 1 ≤ i ≤ n − 1 is called the depth of p or B and it is denoted by
dep(p) or dep(B), respectively. If p = 0, we define dep(p) = dep(B) = n. By Corollary 3.3, we
have 1 ≤ dep(B) ≤ n.
Lemma 3.11. Let (Mn, p) be a (k[x], P)-module.
(1) If dep(B) = 1, then
(17) (S −1BS )n( j) = Bn( j), ∀ S ∈ Gn, j = n − 1, n.
(2) If dep(B) = i, 2 ≤ i ≤ [n−1
2
], then
(18) (S −1BS )n( j) = Bn( j), ∀ S ∈ Gn, j = n − 2i + 1, · · · , n.
Proof. (1) We may assume that S = I + s1Jn + · · · + sn−1J
n−1
n and S
−1
= I + t1Jn + · · · + tn−1J
n−1
n .
We have
(S −1BS )n = (S
−1BS )εn = S
−1B

sn−1
...
s1
1
 =

∗ ∗
0 · · · 1 t1
0 · · · 0 1


∗
...
∗
bn−1,n
0

=

∗
...
∗
bn−1,n
0

.
Then, (S −1BS )n( j) = Bn( j), j = n − 1, n.
(2) By Proposition 3.9 and if we let ⋆ = bn−i,nJ
i
n + · · · + bn−2i+2,nJ
2i−2
n , then we have
B = ⋆ + (B − ⋆).
Since ⋆ ∈ Z(Gn), then we have
S −1BS = ⋆ + S −1(B − ⋆)S ,
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S −1(B − ⋆)S = S −1

0 · · · ∗ ∗ · · · ∗ b1n
0 · · · 0 ∗ · · · ∗ b2n
0 · · ·
...
...
. . .
...
...
0 · · · 0 0 · · · ∗ bn−2i,n
0 · · · 0 0 · · · 0 bn−2i+1,n
0 · · · 0 0 · · · 0 0
0 · · ·
...
... · · ·
...
...
0 · · · 0 0 · · · 0 0


sn−1
...
s1
1

=

∗ ∗ ∗
0 · · · 0 1 · · · t2i−1
...
...
. . .
0 · · · 0 0 · · · 1


∗
...
∗
bn−2i+1,n
0
...
0

=

∗
...
∗
bn−2i+1,n
0
...
0

.
Then, (S −1BS )n( j) = Bn( j), j = n − 2i + 1, · · · , n. 
Lemma 3.12. Let (Mn, p) be a (k[x], P)-module and n ≥ 2. If dep(B) = 1 and bn−1,n = b , 0,
then b < {0,−1, · · · ,− 1
n−2
} and some S ∈ Gn exists such that (S
−1BS )n = (0, · · · , 0, b, 0)
T , i.e.,
S −1BS = B =

0 b
1+(n−2)b
0 · · · 0 0 0
0 0 b
1+(n−3)b
· · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · b
1+2b
0 0
0 0 0 · · · 0 b
1+b
0
0 0 0 · · · 0 0 b
0 0 0 · · · 0 0 0

.
Proof. The first statement follows immediately from Proposition 3.4. We prove the second state-
ment by induction on n ≥ 2. The case where n = 2 is obvious. Assume that the statement holds
for any n − 1 ≥ 2 and consider the case for n. B is strictly upper triangular and JnB − BJn = B
2,
so we have
B =

0 ∗ ∗
0
... B̂
0
 ,
where B̂ ∈ Mn−1(k) and thus Jn−1B̂ − B̂Jn−1 = B̂
2. By the induction hypothesis, some Ŝ ∈ Gn−1
exists such that
Ŝ −1B̂ Ŝ = B̂ =

0 b
1+(n−3)b
· · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · b
1+2b
0 0
0 0 · · · 0 b
1+b
0
0 0 · · · 0 0 b
0 0 · · · 0 0 0

,
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and Ŝ = In−1 + s1Jn−1 + · · · + sn−2(Jn−1)
n−2 for some s1, s2, · · · , sn−2 ∈ k. Let
T =

1 s1 · · · sn−1
0
... Ŝ
0
 =

1 s1 · · · sn−3 sn−2 sn−1
0 1 · · · sn−4 sn−3 sn−2
...
...
. . .
...
...
...
0 0 · · · 1 s1 s2
0 0 · · · 0 1 s1
0 0 · · · 0 0 1

.
Then,
T−1BT =

1 ∗ · · · ∗
0
... Ŝ −1
0


0 ∗ · · · ∗
0
... B̂
0


1 ∗ · · · ∗
0
... S˜
0
 =

0 x1 · · · xn−1
0
... Ŝ −1B̂ Ŝ
0
 ,
for some x1, · · · , xn−1 ∈ k. T
−1BT still satisfies
Jn(T
−1BT ) − (T−1BT )Jn = (T
−1BT )2,
so we have
b
1 + (n − 3)b
− x1 =
b
1 + (n − 3)b
x1,(
b
1 + (n − i − 2)b
+ 1
)
xi = 0, 2 ≤ i ≤ n − 2.
Then, x1 =
b
1+(n−2)b
and x2 = · · · = xn−2 = 0. Let
Q =

1 0 · · · α 0
0 1 · · · 0 α
...
...
. . .
...
...
0 0 · · · 1 0
0 0 · · · 0 1

∈ Gn, Q
−1
=

1 0 · · · −α 0
0 1 · · · 0 −α
...
...
. . .
...
...
0 0 · · · 1 0
0 0 · · · 0 1

,
where α =
(1+(n−2)b)xn−1
(n−2)b2
, and then we have
Q−1(T−1BT )Q = B.
If we let S = TQ,then we obtain the result required. 
Lemma 3.13. Let (Mn, p) be a (k[x], P)-module and n ≥ 5. If dep(B) = i and 2 ≤ i ≤ [
n−1
2
],
then some S ∈ Gn exists such that Bn = (S
−1BS )n = (0, · · · , 0, bn−2i+1,n, · · · , bn−i,n, 0, · · · , 0)
T . Let
bn−i,n = b , 0 and bn−2i+1,n = c, and then
S −1BS = B = bn−i,nJ
i
n + · · · + bn−2i+2,nJ
2i−2
n +

0 · · · c − (n − 2i)b2 ∗ · · · ∗ 0
0 · · · 0 ∗ · · · ∗ 0
0 · · ·
...
...
. . .
...
...
0 · · · 0 0 · · · c − b2 0
0 · · · 0 0 · · · 0 c
0 · · · 0 0 · · · 0 0
0 · · ·
...
... · · ·
...
...
0 · · · 0 0 · · · 0 0

.
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Proof. We prove the statement by induction on n ≥ 5. When n = 5 and now i = 2, we have
B =

0 0 b35 b25 − b
2
35
b15
0 0 0 b35 b25
0 0 0 0 b35
0 0 0 0 0
0 0 0 0 0

.
Let
S = I + αJn−2in = I + αJ5 =

1 α 0 0 0
0 1 α 0 0
0 0 1 α 0
0 0 0 1 α
0 0 0 0 1

and then
(S −1BS )5(1) = α(b25 − b
2
35) + b15 − αb25 − α
2b35 + α
2b35 = b15 − b
2
35α.
Let α = b15
b2
35
. By Lemma 3.11, we have
(S −1BS )5 = (0, b25, b35, 0, 0)
T
as required.
Assume that the statement holds for any n − 1 ≥ 5 and consider the case for n. B is strictly
upper triangular and JnB − BJn = B
2, so we have
B =

0 ∗ · · · ∗
0
... B̂
0
 ,
where B̂ ∈ Mn−1(k) and thus Jn−1B̂ − B̂Jn−1 = B̂
2. By the induction hypothesis, some Ŝ ∈ Gn−1
exists such that
Ŝ −1B̂ Ŝ = B̂,
and Ŝ = In−1 + s1Jn−1 + · · · + sn−2(Jn−1)
n−2 for some s1, s2, · · · , sn−2 ∈ k. Let
T =

1 s1 · · · sn−1
0
... Ŝ
0
 =

1 s1 · · · sn−3 sn−2 sn−1
0 1 · · · sn−4 sn−3 sn−2
...
...
. . .
...
...
...
0 0 · · · 1 s1 s2
0 0 · · · 0 1 s1
0 0 · · · 0 0 1

,
and we have
T−1BT =

1 ∗ · · · ∗
0
... Ŝ −1
0


0 ∗ · · · ∗
0
... B̂
0


1 ∗ · · · ∗
0
... Ŝ
0

=
 0 ξ0(n−1)×1 Ŝ −1B̂ Ŝ
 ,
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where ξ = (∗, · · · , ∗, x1,n)1×(n−1) ∈ k
n−1. By Proposition 3.9 and if we let ⋆ = bn−i,nJ
i
n + · · · +
bn−2i+2,nJ
2i−2
n ∈ Z(Gn), then we have
T−1BT = ⋆ + (T−1BT − ⋆).
From the induction hypothesis and
Jn(T
−1BT ) − (T−1BT )Jn = (T
−1BT )2,
it follows that
(T−1BT − ⋆) =

0 · · · b1,2i ∗ · · · ∗ x1n
0 · · · 0 ∗ · · · ∗ 0
0 · · ·
...
...
. . .
...
...
0 · · · 0 0 · · · ∗ 0
0 · · · 0 0 · · · 0 bn−2i+1,n
0 · · · 0 0 · · · 0 0
0 · · ·
...
... · · ·
...
...
0 · · · 0 0 · · · 0 0

.
Let
Q = In + α(Jn)
n−2i ∈ Gn.
Then,
Q−1(T−1BT )Q = ⋆ + Q−1(T−1BT − ⋆)Q,
(Q−1(T−1BT )Q)n(1) = (Q
−1(T−1BT − ⋆)Q)n(1)
= α(b1,2i − bn−2i+1,n) + x1n.
In addition, by Eq. (13), we have
b1,i+1 = · · · = bn−i,n, bs+1,s+2i − bs,s+2i−1 = bs,s+ibs+i,s+2i, 1 ≤ s ≤ n − 2i.
Then,
bn−2i+1,n − b1,2i = (n − 2i)b
2
n−i,n.
Let α = x1n
(n−2i)b2
n−i,n
and S = TQ. Then,
(S −1BS )n = (0, · · · , 0, bn−2i+1,n, · · · , bn−i,n, 0, · · · , 0)
T ,
which completes the induction. 
Definition 3.14. Let n ≥ 2 and a (k[x], P)-module (Mn, p) is called canonical if p satisfies one of
the following conditions:
(a) p = 0;
(b) dep(p) = 1 and Ψ(p) = (0, 0, · · · , 0, bn−1,n, 0)
T ;
(c) 2 ≤ dep(p) = i ≤ [n−1
2
] and Ψ(p) = (0, · · · , 0, bn−2i+1,n, · · · , bn−i,n, 0, · · · , 0)
T ;
(d) max{[n−1
2
], 1} < dep(p) = i ≤ n − 1 and Ψ(p) = (b1n, · · · , bn−i,n, 0, · · · , 0)
T .
Theorem 3.15. There is only one 1-dimensional (k[x], P)-module (M1, 0). For n ≥ 2, each
(k[x], P)-module (Mn, p) is isomorphic to a canonical (k[x], P)-module.
Proof. The statement follows immediately from Corollary 2.7, Proposition 3.8, Lemma 3.11,
Lemma 3.12, and Lemma 3.13. 
Example 3.2. We now list some low-dimensional canonical (k[x], P)-modules: for the given
n ≥ 2, let b < {0,−1, · · · ,− 1
n−2
} and c , 0.
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(a) n = 2: Ψ(p) =
(
b
0
)
; p = 0.
(b) n = 3: Ψ(p) =

0
b
0
; Ψ(p) =

c
0
0
; p = 0.
(c) n = 4: Ψ(p) =

0
0
b
0
; Ψ(p) =

d
c
0
0
; Ψ(p) =

c
0
0
0
; p = 0.
(d) n = 5: Ψ(p) =

0
0
0
b
0

; Ψ(p) =

0
d
c
0
0

; Ψ(p) =

d
c
0
0
0

; Ψ(p) =

c
0
0
0
0

; p = 0.
3.3. Discussion of the general cases. Let (M, p) be an n-dimensional (k[x], P)-module. Now,
we assume that τ has exactly one eigenvalue 0 and
M =Mr1 ⊕ · · · ⊕Mrs , r1 + · · · + rs = n.
We characterized the (k[x], P)-modules (Mr j , p j), 1 ≤ j ≤ s in Subsection 3.2. If we let p =∑s
j=1 p j, then (M, p) is an n-dimensional (k[x], P)-module. However, these are not the only n-
dimensional (k[x], P)-modules. In fact, Proposition 2.17 implies that some basis v1, · · · , vn of
M exists such that each (Vi, pi), i = 1, · · · , n, is an i-dimensional (k[x], P)-module. In general,
unfortunately, if we write M =Mr1 ⊕ · · · ⊕Mrs , then we do not have
p(Mr j) ⊆ Mr j ,
p(Mr1 ⊕ · · · ⊕Mr j) ⊆ Mr1 ⊕ · · · ⊕Mr j , 1 ≤ j ≤ s.
For example, let M =M1 ⊕M2 and then A = diag{J1, J2}. Let the matrix of p be
B =

1 0 1
0 0 1
−1 0 −1

and then (M, p) is a (k[x], P)-module. Obviously, B is not quasi-diagonal and not quasi-upper
triangular. Classifying (M, p) is generally complicated. We conclude this section only by giving
the classification of (M, p) when s = n.
Proposition 3.16. Let M =Mr1 ⊕ · · · ⊕Mrs be an n-dimensional k[x]-module and p ∈ Endk(M).
If s = n, then (M, p) is a (k[x], P)-module if and only if p2 = 0.
Proof. M = M⊕n
1
 k⊕n, so τ is the zero map. By Theorem 2.5, (M, p) is a (k[x], P)-module if
and only if
0p − p0 = p2,
i.e., p2 = 0. 
Corollary 3.17. Let M2 = k⊕k and p2 be the k-linear map defined by p2(1k, 0) = (0, 0), p2(0, 1k) =
(1k, 0). Then, (M2, p2) is a (k[x], P)-module.
Theorem 3.18. Let M = k⊕n. If (M, p) is a (k[x], P)-module, then some 0 ≤ ℓ ≤ [n
2
] exists such
that
M  (k, 0)⊕(n−2ℓ)
⊕
(M2, p2)
⊕ℓ.
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Proof. By Proposition 3.16, we have p2 = 0. Autk(M) = Autk(k
⊕n) = gl(n, k) and some σ ∈
gl(n, k) exists such that σ−1pσ has the canonical Jordan block form, and (σ−1pσ)2 = 0. Thus, p
has exactly one eigenvalue 0 and the sizes of the Jordan blocks of p are 1 or 2. If p has ℓ Jordan
blocks of size 2, then p has n − 2ℓ Jordan blocks of size 1. Therefore, we obtain
M  (k, 0)⊕(n−2ℓ)
⊕
(M2, p2)
⊕ℓ.

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