Considering discrete models, the univariate framework has been studied in depth compared to the multivariate one. This paper first proposes two criteria to define a sensu stricto multivariate discrete distribution. It then introduces the class of splitting distributions that encompasses all usual multivariate discrete distributions (multinomial, negative multinomial, multivariate hypergeometric, multivariate negative hypergeometric, etc . . . ) and contains several new.
. Moreover, if J = 1 then it turns out to be the usual Gauss hypergeometric function 2 F 1 (a; b; c; s) or the confluent hypergeometric 1 F 1 (b; c; s).
Definitions The random vector Y is said to follow a splitting distribution 1 if there exists a singular distribution S ∆n (θ) and an univariate distribution L(ψ) such that Y follows the compound distribution S ∆ N (θ) ∧ N L (ψ). The pmf is then given by P (Y = y) = P (|Y | = |y |)P |Y |=|y| (Y = y) assuming that |Y | follows L(ψ) and Y given |Y | = n follows S ∆n (θ). Moreover, a singular distribution is said to be:
• positive, if its support is the whole simplex,
• symmetric, if it is invariant under any permutation of its components.
If the singular distribution is symmetric, then it is possible to define a non-singular extension 2 having as support a subset of n (if the singular distribution is positive, then the support of the non-singular version is exactly n ). Such a distribution for the random vector Y , denoted by S n (θ, γ), is such that (Y , n − |Y |) ∼ S ∆ J +1 n (θ, γ). Remark that all univariate distributions bounded by n (denoted by L n (θ)) are non-singular distributions. The variable Y is said to follow a damage distribution 3 if there exists a bounded distribution L n (θ) and a distribution L(ψ) such that Y follows the
Examples The multinomial, the Dirichlet multinomial (also known as the multivariate negative hypergeometric), the multivariate hypergeometric and the generalized Dirichlet multinomial distributions are four examples of singular distributions (see Table 1 ). Contrarily to others, the multivariate hypergeometric distribution with parameters n ∈ and k ∈ J , is not positive since its support is the intersection of the simplex ∆ n and the hyper-rectangle k = {y ∈ J : y 1 ≤ k 1 , . . . , y J ≤ k J }. Contrarily to others, the generalized Dirichlet multinomial distribution is not symmetric.
| Splitting distributions as sensu stricto multivariate extensions
Support Firstly, let us remark that a singular distribution could be viewed as particular splitting distribution if the sum follows a Dirac distribution, i.e. S ∆n (θ) = S ∆ N (θ) ∧ Therefore all positive splitting distributions are considered as multivariate distribution (the criterion 1 holds) when the sum is not a Dirac distribution (only non-Dirac distributions will therefore be considered all along the paper). For nonpositive splitting distributions, the dimension also depends on the support of the singular distribution. In order to study the support of splitting distributions in a general way, the singular distribution is thus assumed to be positive (e.g., the case of the multivariate hypergeometric splitting distributions is omitted). The support of Y can be expressed in terms of the sum support. If supp ( |Y |) = {a, · · · , b } (with a ∈ , b ∈ ∪ {∞} and a < b) then supp (Y ) = b \ a−1 . But, for any j = 1, . . . , J , the marginal support is supp Y j = b . It can thus be interesting to consider a shifted sum |Y | = Z + δ, with Z ∼ L(ψ), supp (Z ) ⊆ {b + 1, . . . , ∞} and δ ∈ {−b, . . . , ∞}. As illustrated on Figure 1 , such distributions can be useful for splitting distributions since they enable their supports to be modified. In particular, for sum distributions with a = 0 (e.g., binomial, negative binomial and Poisson distributions), δ = 1 enable to remove the null vector from the joint support while it is kept in marginal supports. Conversely, for sum distributions with a = 1 (e.g., geometric and logarithmic series distributions), δ = −1 enable to add the null vector to the joint support. If multivariate zeros are from one structural source, it is possible to use splitting models with shifted sums to extend hurdle models described by Mullahy (1986) . 2 The symmetry ensures that the choice of the last category to complete the vector, has no impact on the distribution. 3 It is named damage distribution since an outcome y ∈ of the distribution L(ψ) is damaged into a smaller value.
a + δ b + δ 
Graphical model A probabilistic graphical model (or graphical model, in short) is defined by a distribution and a graph
such that all independence assertions that are derived from the graph using the global Markov property hold in the distribution Koller and Friedman (2009) . A graphical model is said to be minimal, if any edge removal in the graph induces an independence assertion that is not held in the distribution. A graphical model is said to be connected if there exists a path containing all its vertices (i.e., there is no pair of independent variables). This is a necessary condition (criterion 2) to obtain a sensu stricto multivariate distribution. Peyhardi and Fernique (2017) characterized the graphical model of multinomial and Dirichlet multinomial splitting distributions according to the sum distribution. But, when the graphical model is unknown, it is sufficient to show that covariances are strictly positive to obtain a graph with at least one path between every pair of random variables. Moments can be derived using the law of total expectation
. This method could be used for multivariate hypergeometric and generalized Dirichlet multinomial splitting distributions since their graphical models
have not yet been characterized. Similarly, the pgf of splitting distributions can be obtain from the pgf of the singular
Marginal distributions Splitting distributions that are sensu stricto multivariate distributions (i.e., with criteria 1 and 2) are not necessarily multivariate extensions. To be considered as a multivariate extension of a specific family, marginal distributions ofY j must belong to this family. The symmetry of the singular distribution is a sufficient condition to obtain a multivariate extension. In fact, marginals of symmetric splitting distributions follow the same damage distribution but with different parameters (see Appendix A for details). Blumenthal and Dahiya (1981) Negative binomial N B (r , p) See Dai et al. (2012) Poisson P (λ) See Johnson et al. (1993) Logarithmic series L (p) See Johnson et al. (1993) Beta binomial β B n (a, b) See Tripathi et al. (1994) ; Lesnoff et al. (2012) for n known Beta negative binomial β N B (r , a, b) See Irwin (1968) Beta Poisson β λ P (a, b) See Gurland (1958) ; Vu et al. (2016) TA B L E 2 References of parameter inference procedures for seven usual univariate discrete distributions.
| Inference
If the parameters θ and ψ are unrelated, the log-likelihood of the splitting distribution, denoted by L (θ, ψ; y), can be decomposed into log-likelihoods for the singular distribution and the sum distribution:
Therefore, the maximum likelihood estimator (maximum likelihood estimator (MLE)) of a splitting distribution with unrelated parameters can be obtained separately using respectively the MLE of the singular distribution and the MLE of the sum distribution. Hence, with C estimators of singular distributions and L estimators of univariate distributions, one is able to estimate C × L multivariate distributions, with time complexity in O (C + L). Let us remark that decomposition (1) stays true for decomposable scores such as AIC and BIC. Hence model selection using decomposable scores is also reduced to two separate model selection problems and has the same linear time and space complexity. To limit the scope of this paper, focus will be given only to parametrization and inference of singular distributions. Sum distributions considered in this paper are usual power series distributions and some beta compound distributions (see Appendix C for definitions and Table 2 for some inference references).
| CONVOLUTION SPLITTING DISTRIBUTIONS
In order to study thoroughly the graphical models and the marginals of splitting distributions, additional assumptions are necessary concerning the parametric form of the singular distribution. Convolution splitting distributions have been introduced by Shanbhag (1977) for J = 2 and extended by Rao and Srivastava (1979) for J ≥ 2, but were only used as a tool for characterizing univariate discrete distributions L(ψ). We here consider convolution splitting distributions as a general family of multivariate discrete distributions.
Definition The random vector Y given |Y | = n is said to follow a (singular) convolution distribution if there exists a non-negative parametric sequence a := {a θ (y )} y ∈ such that for all y ∈ ∆ n we have
where c θ denotes the normalizing constant (i.e., the convolution of a θ 1 , . . . , a θ J over the simplex ∆ n ). This convolution distribution, characterized by the parametric sequence a = {a θ (y )} y ∈ , is denoted by C ∆n (a; θ) where θ = (θ 1 , . . . , θ J ) ∈ Θ J . If the distribution of |Y | belongs to a family of univariate parametric distribution L(ψ) then, we note this compound
Remark that a convolution distribution is positive if and only if a θ (y ) > 0 for all θ ∈ Θ and all y ∈ . Moreover, a convolution distribution is said to be:
• additive, if c (θ,θ ) (n) = a θ+θ (n) for all (θ, θ ) ∈ Θ 2 and all n ∈ ,
Thanks to the symmetry, the non-singular extension denoted by C n (a; θ, γ) is well defined. Its pmf is given by
for all y ∈ n . If the non-singular convolution distribution is univariate then it is denoted by C n (a; θ, γ). The random variable Y is said to follow a convolution damage distribution if there exists a latent variable N such that Y given
, we denote this compound distribution as follows:
Examples Remark that these convolutions distributions are symmetric by construction. The generalized Dirichlet multinomial distribution thus not belong to this family. The three other singular distributions are additive convolution distributions; details for the multinomial and Dirichlet multinomial distributions are given in the next two sections.
Additivity is necessary to easily determine the marginal distributions of corresponding splitting distributions. Among those four distributions, only the multinomial distribution is a proportional convolution distribution (details are given in the next section); see Table 3 for summary of these properties. For the univariate case, the binomial, beta binomial (negative hypergeometric) and hypergeometric distributions are three non-singular convolutions distributions.
| Properties of convolution splitting distributions
Graphical model Until recently, only marginal independence have been studied through the well-known Rao-Rubin condition (Radhakrishna Rao and Rubin, 1964) . Peyhardi and Fernique (2017) generalized this condition for conditional independence and deduced the graphical models for positive convolution distributions under mild hypotheses. In this case, it has been shown that there exists only one univariate distribution L(ψ) = (p * k ) k ∈ such that the minimal graphical model for Y is empty. This distribution belongs to the family of power series distributions since there exists some
In this case and only this case, the resulting convolution splitting distribution is not a senso stricto multivariate distribution. For all other univariate distributions L(ψ) (p * k ) k ∈ , the graphical model is complete (the criterion 2 holds) and thus the resulting convolution splitting distribution is a sensu stricto multivariate distribution. This characterization of the graphical model (Peyhardi and Fernique, 2017, Theorem 4) holds for multinomial and Dirichlet multinomial splitting distributions. But if the convolution is not positive (e.g., the multivariate hypergeometric distribution), this characterization does not hold anymore and stays an open issue.
Derived distributions Several stability properties hold for additive convolution splitting distributions including results of Patil (1968) ; Janardan and Patil (1972) ; Xekalaki (1986) as particular cases.
2.
The subvector Y I given |Y I | = n follows the singular convolution distribution C ∆n (a; θ I ).
The subvector Y I follows the convolution splitting damage distribution
C ∆ N (a; θ I ) ∧ N C N (a; |θ I |, |θ −I |) ∧ N L(ψ) .
4.
The subvector Y I given Y −I = y −I follows the convolution splitting truncated and shifted distribution
5.
The subvector Y I given Y J = y J follows the convolution splitting truncated and shifted damage distribution
where I ⊂ {1, . . . , J }, −I = {1, . . . , J } \ I, J ⊂ −I and T S δ { L(ψ)} denotes the truncated and shifted distribution L(ψ) 
Corollary 2 An additive convolution splitting distribution
C ∆ N (a; θ) ∧ N L(ψ) is a
Corollary 3
The non-singular version of an additive convolution distribution is a specific convolution splitting distribution:
The proof of the three previous result are given in Appendix A. As a consequence from Corollary 3, the univariate distribution L(ψ) = C n (a; |θ | , γ) is considered as the canonical case for a given convolution distribution. The parameters of the convolution distribution and the univariate bounded distribution are independent given the sum |θ |. This property can be benefited from into parameter inference procedures. Such dependence disappears when the convolution distribution is proportional, implying that inference procedure of the non-singular distribution is separable into two independent parts. Note that univariate marginals follow the convolution damage distribution:
It is thus easy to highlight multivariate extensions studying these marginal distributions.
Positive
Additive Proportional
TA B L E 3 Properties differentiating three convolutions distributions.
| MULTINOMIAL SPLITTING DISTRIBUTIONS
In this section the multinomial distribution is introduced as a positive, additive and proportional convolution distribution.
Then, the general case of multinomial splitting distributions (i.e., for any sum distribution L(ψ)) is addressed. For six specific sum distributions, the usual characteristics of multinomial splitting distributions are described in Tables 4 and 5 .
Finally, the canonical case of binomial sum distribution is detailed, with particular emphasize on parameter inference.
Multinomial distribution Let a θ (y ) = θ y /y ! be the parametric sequence that characterizes the multinomial distribution as a convolution distribution. It is positive since θ y /y ! > 0 for all θ ∈ Θ = (0, ∞) and all y ∈ . It is additive, as a consequence from the binomial theorem:
n y θ y γ n−y . It implies, by induction on n, that the normalizing constant is c θ (n) = a |θ| (n) = |θ | n /n!. The pmf of the singular multinomial distribution is thus given by
and is denoted by M ∆n (θ) with θ ∈ (0, ∞) J . This convolution is proportional, implying that the equivalence class of distributions {M ∆n (λ · θ), λ ∈ (0, ∞)} can be summarized by the representative element M ∆n (π) where π = 1 |θ| · θ. The parameters vector π lies in the continuous simplex c∆ = {π ∈ (0, 1) J : |π | = 1} and the pmf reduces to its usual form. The pmf of the non-singular multinomial distribution, denoted by M n (θ, γ), is given by
In the same way there exists a representative element M n (π * , γ * ) with (π * , γ * ) ∈ (0, 1) J +1 such that |π * | + γ * = 1.
Knowing this constraint, the last parameter γ * = 1 − |π * | could be let aside to ease the notation and obtain M n (π * )
where the parameters vector π * lies in the continuous corner of the open hypercube c = {π * ∈ (0, 1) J : |π * | < 1}. As a particular case of the non-singular multinomial distribution (when J = 1), the binomial distribution is finally denoted by B n (p) with p ∈ (0, 1) (which is also the representative element of its class). Even if this new definition of multinomial distributions based on equivalence classes seems quite artificial, it is necessary to obtained all the properties that hold for convolution splitting distributions. For instance Corollary 3 becomes
with representative element notations (see Appendix A for the proof). A second point that is important to highlight is the difference between singular and non-singular multinomial distributions. Contrarily to the widely held view that the multinomial distribution is the extension of the binomial distribution (Johnson et al., 1997) , only the non-singular one should be considered as the natural extension. In fact, criterion 4 does not hold for the singular multinomial distribution (multivariate marginals follow non-singular multinomial distributions). Moreover, when confronted to multivariate counts, the usual inference of multinomial distributions (Johnson et al., 1997; is the inference of singular multinomial distributions such that n ∈ the random vector Y given |Y | = n follows M ∆n (π). Such a point of view therefore limits the possibility of comparing these distributions to other classical discrete multivariate distributions such as the negative multinomial distribution (Johnson et al., 1997) or the multivariate Poisson distributions (Karlis and Meligkotsidou, 2005) used for modeling the joint distribution of Y . The singular multinomial distribution must not be considered as a J -multivariate distribution since criterion 1 does not hold.
Properties of multinomial splitting distributions
The criteria 1 and 3 hold, as a consequence from the positivity and the symmetry. The pmf is given by
The expectation and covariance are given by
where π t denotes the transposition of the vector π and µ k denotes the factorial moments of the sum distribution for k = 1, 2. Moreover, using the pgf formula of the singular multinomial distribution (Johnson et al., 1997) we obtain the pgf of multinomial splitting distributions as
where G |Y | denote the pgf of the sum distribution. The graphical model is characterized by the following property.
Property 1 (Peyhardi and Fernique, 2017 
) The minimal graphical model for a multinomial splitting distribution is empty if the sum follows a Poisson distribution and is complete otherwise.
Therefore, all multinomial splitting distribution are sensu stricto multivariate distributions (the criteria 2 holds) except when the sum follows a Poisson distribution. As a consequence from additivity, Theorem 1 holds and yields the marginals distributions in Corollary .
where
denotes the y -th derivative of the pgf of the sum distribution L(ψ).
Using equation (8), it is easy to study the action of the binomial distribution among the set of univariate distribution.
Assume that L(ψ) is a power series distribution denoted by P S D {g (α)}. It can be seen by identifiability that the resulting distribution of Y is exactly the multivariate sum-symmetric power series distribution (MSSPSD) introduced by Patil (1968) with
The non-singular multinomial distribution, the negative multinomial distribution and the multivariate logarithmic series distribution are thereby encompassed in multinomial splitting distributions (see Table 4 ).
Assume now that L(ψ) is a standard beta compound distribution. We obtaine three new multivariate distributions which are multivariate extensions of the non-standard beta binomial, non-standard beta negative binomial and beta
Poisson distributions (see Table 5 for details about these three multivariate distributions and Appendix C for definitions of the non-standard beta binomial and the non-standard beta negative binomial distributions). All the characteristics of these six multinomial splitting distributions (pmf, expectation, covariance, pgf and marginal distributions) have been calculated using equations (4), (5), (6), (7), (8) according to the sum distribution L(ψ). The singular multinomial distribution belongs to the exponential family. For any j ∈ {1, . . . , J } the MLEs π j are given by the following closed-form expression:
Canonical case of binomial sum distribution. The case L(ψ) = B n (p) is considered as the canonical case since the binomial distribution is the univariate version of the non-singular multinomial distribution. Usual characteristics of the multinomial splitting binomial distribution are obtained using equations (4), (5), (6), (7), (8) with L(ψ) = B n (p). It should be remarked that the constraint between parameters of the singular distribution and the sum distribution described in Corollary 3 disappears in this case, as for equation (3). More generally the constraint disappears when the convolution is proportional. Relation (3) and equation (1) allow parameters of non-singular multinomial distributions to be inferred using a parameter inference procedure for singular multinomial and binomial distributions. In particular, this enables us to propose joint or conditional maximum likelihood estimation of parameters n and π of the non-singular multinomial distribution directly by combining MLE inference for the binomial distribution (Blumenthal and Dahiya, 1981) with the closed-form expression given in equation (9). Moreover, equation (1) allows us to generalize studies related to parameter inference in binomial distributions (Deriggi, 1983) to parameter inference in the non-singular multinomial distributions. If the sum dataset is
• overdispersed, the likelihood is an increasing function of n and there is no finite MLE of n,
• underdispersed, the likelihood is either a decreasing function of n, or has an unique maximum and there is a finite MLE of n.
Note that some previous works considered the joint estimation of parameters n and π for non-singular multinomial distributions (Sanathanan, 1972; Royle et al., 2007) but only MLEs for specific constraints were derived.
TA B L E 4 Usual characteristics of multinomial splitting binomial, negative binomial and logarithmic series distribution. Distribution
TA B L E 5 Usual characteristics of multinomial splitting beta binomial, beta negative binomial and beta Poisson distribution.
| DIRICHLET MULTINOMIAL SPLITTING MODELS
In this section the Dirichlet multinomial distribution is introduced as a positive and additive convolution distribution.
Then, the general case of Dirichlet multinomial splitting distributions is studied. For six specific sum distributions, the usual characteristics of Dirichlet multinomial splitting distributions are described in Tables 6, 7 , 8, and 9. Finally, the canonical case of beta binomial sum distribution is detailed, with particular emphasis on parameter inference. . In order to respect the usual notation, parameter α will be used instead of θ, and thus the Dirichlet multinomial distribution will be denoted by D M ∆n (α) with n ∈ and α ∈ (0, ∞) J . The non-singular Dirichlet multinomial distribution will be denoted by
Dirichlet multinomial distribution
The beta binomial distribution will be denoted by β B n (a, b) with (a, b) ∈ (0, ∞) 2 . For similar reasons as in the multinomial case, the non-singular Dirichlet multinomial distribution should be considered as the natural extension of the beta binomial distribution, rather than the singular one. Note that a Dirichlet multinomial distribution is exactly a multivariate negative hypergeometric distribution.
Dirichlet multinomial splitting distributions In this paragraph let Y follow a Dirichlet multinomial splitting dis-
. Criteria 1 and 3 hold, as a consequence of positivity and symmetry. The pmf is given by
The pgf is given by
The graphical model is characterized by the following property.
Property 2 (Peyhardi and Fernique, 2017) for some p ∈ (0, 1) and is complete otherwise.
Therefore, all Dirichlet multinomial splitting distribution are senso stricto multivariate distributions except when the sum follows a negative binomial distribution N B(r , p) with the specific constraint r = |α|. Finally, due to additivity, Property 1 can be applied to describe the marginal distributions.
Using the Fubini theorem, it can be shown that
since N and π are independent latent variables. Therefore, results previously obtained for the binomial damage distributions can be used to describe the beta-binomial damage distributions. Assume that L(ψ) is a standard beta compound distribution. Four new and two already known multivariate distributions are obtained or recovered (see Tables 6, 7 and 8). In particular, natural multivariate extensions of three beta compound distributions are described.
The non-singular Dirichlet multinomial is recovered when L(ψ) = β B n (a, b) with the specific constraint a = |α |. The multivariate generalized waring distribution, introduced by Xekalaki (1986) , is recovered when L(ψ) = β N B(r , a, b)
with the specific constraint r = |α |. Finally, a multivariate extension of the beta Poisson distribution is proposed when
Assume now that L(ψ) is a power series distributions leading to three new multivariate extensions (see Table 9 ).
Remark that several multivariate extensions of the same univariate distribution could be defined. Tables 5 and 9 ). Note that the singular Dirichlet multinomial distribution does not belongs to the exponential family.
Either if |α | is known or not, MLEs α j can be computed using various iterative methods (Minka, 2000; Sklar, 2014) .
Canonical case of beta binomial sum distribution The case L(ψ) = β B n (a, b) is considered as the canonical case since the beta binomial distribution is the univariate version of the non-singular Dirichlet multinomial distribution. Usual characteristics of the Dirichlet multinomial splitting beta binomial distribution are derived from equations (10), (11), (12), (13) and (14) with L(ψ) = β B n (a, b). According to Corollary 3, the Dirichlet multinomial splitting beta binomial distribution with the specific constraint a = |α | is exactly the non-singular Dirichlet multinomial distribution:
The constraint a = |α | has to be taken into account in the inference procedure, either on the singular distribution or on the sum distribution. We propose to use the first alternative since the inference procedure of a constrained Dirichlet multinomial distribution (i.e., with a fixed sum |α |) has already been proposed by Minka (2000) . The sum distribution β B n (a, b) can then be estimated without constraint on parameters a or b (see Table 2 ). Note that, if no constraint between parameters of singular and sum distributions is assumed then the inference procedure is straightforward, since it can be separated into two independent procedures. The resulting splitting distribution is more general, including the non-singular Dirichlet multinomial distribution as a special case. As a consequence from equation (14), the marginals follow beta square binomial distributions β 2 B n (α j , |α −j |, a, b) and β B n (α j , |α −j | + b) when the constraint a = |α| is assumed (see Appendices B and C for definition of beta square distribution and beta square compound distributions).
Identifying these two distributions we obtain a property about the product of two independent beta distributions.
Property 3 For (a, b, c) ∈ (0, ∞) 3 , let X ∼ β (a, b) and Y ∼ β (a + b, c) be two independent random variables. Then
This result can be extended by induction for a product of n independent beta distributions.
TA B L E 6 Usual characteristics of Dirichlet multinomial splitting standard beta binomial distribution respectively without constraint and with a 
TA B L E 7 Usual characteristics of Dirichlet multinomial splitting standard beta negative binomial distribution respectively without constraint and with r = |α|.
TA B L E 8 Usual characteristics of Dirichlet multinomial splitting beta Poisson distribution respectively without constraint and with a = |α |.
TA B L E 9 Usual characteristics of Dirichlet multinomial splitting binomial, negative binomial and Poisson distribution. See Forcina and Franconi (1988) and Lesnoff et al. (2012) for n known Beta negative binomial 
| SPLITTING REGRESSION MODELS
Let us consider the regression framework, with the discrete multivariate response variable Y and the vector of Q explanatory variables X = X 1 , . . . , X Q . The random vector Y is said to follow a splitting regression if there exists ψ : Supp(X) → Ψ and θ : Supp(X) → Θ such that:
• the random vector Y given |Y | = n and X = x follows the singular regression S ∆n {θ (x)} for all n ∈ .
• the sum |Y | given X = x follow the univariate regression L {ψ (x)}.
Such a compound regression model will be denoted by
The decomposition of log-likelihood (1) still holds when considering covariates if parametrizations of the singular distribution and the sum distribution are unrelated. Table 10 gives some references for parameter inference and variable selection adapted to three singular regressions and six univariate regressions. The choice of the link function for the singular regression is related to the symmetry of the resulting splitting regression. Using the singular multinomial regression for instance, only the canonical link function implies the symmetry of the splitting regression (see Peyhardi et al. (2015) for details about invariance properties of categorical regression models). Note that all generalized Dirichlet multinomial splitting regressions are not symmetric since the singular distribution is not.
| EMPIRICAL STUDIES
All studies presented in this section are reproducible. Packages used are installable using the conda package management system and each study is available as a Jupyter notebook (see Appendix D).
| A comparison of multivariate models for count data
In order to illustrate the variety of splitting models, we considered two datasets used in the literature to illustrate models for count data. The first one consists in outcomes of football games (Karlis and Ntzoufras, 2005) and the second one consists in simulated data mimicking data obtained from sequencing techonologies such as RNA-seq data . The goal being to compare distributions and regressions models, comparisons were performed when considering all covariates or none of the covariates (see Table 11 ). Remark that variable selection e.g., using regularization methods) is possible, but is out of the scope of this paper.
Let us first remark that the inference methodology for multinomial, Dirichlet multinomial and generalized Dirichlet multinomial regressions presented by and implemented by is only valid for singular versions. Their comparisons of these models against the negative multinomial is therefore invalid since the first three models focus on Y given |Y | and the latter focuses on Y . Hence, we only compared our results to their unique J -multivariate model that is the negative multinomial model and the multivariate Poisson model defined by Karlis and Meligkotsidou (2005) . By limiting the number of sum models to 7 and the number of singular models to 6, we were able to propose 42 splitting models. Among those 42 models, only 4 models were not sensu stricto multivariate models since multinomial splitting Poisson models induce independent response variables.
For the first dataset, the best splitting model is a singular multinomial regression compounded by a Poisson distribution with a BIC of 508.14 + 1, 130.64 = 1, 638.78. This score is inferior to the one of the best multivariate Poisson model (i.e., 1, 710.05) and the one of the best negative multinomial model (i.e., 1, 705.93). This indicates that there is no relationship between football team goals. For the second dataset, the best splitting model is a singular generalized Dirichlet multinomial regression compounded by a negative binomial regression with a BIC of 8843.48 + 2514.3 = 11, 357.78. This score is also inferior to the one of the best negative multinomial model (i.e., 17, 657.63).
| An application to mango patchiness analysis
Recently, a statistical methodology has been proposed to characterize plant patchiness at the plant scale (Fernique et al., 2016) . However, little is known about patchiness at the whole population scale. To characterize patchiness at the plant scale, a segmentation/clustering of tree-indexed data method has been proposed in order to split an heterogeneous tree into multiple homogeneous subtrees. After the clustering, the tree can be summarized into a multivariate count denoting the number of subtrees in each cluster (i.e., patch type). Mixture of multinomial splitting distributions can therefore be considered to recover the different types of tree patchiness that can be found in the plant population. Such a mixture model is of high interest since it enables to discriminate the types of tree patchiness according to the :
• number of patches present on trees, by fitting different sum distributions within components of the mixture model,
• distribution of these patches among types, by fitting different singular distributions within components of the mixture model.
We here consider results presented by Fernique et al. (2016) to conduct our post-hoc analysis. Three different types of (a) Y given |Y | = n and X = of mixture components were therefore of dimension 3, where N 0 (resp. N 1 and N 2 ) denotes the number of vegetative (resp. reproductive and quiescent) patches observed within a tree. Since there is at least one patch in a mango tree (i.e., the tree itself), shifted singular multinomial splitting distributions were considered with a shift equal to 1 for binomial, negative binomial and Poisson sum distributions but without shift for geometric and logarithmic distributions. Within each component the parametric form of the sum distribution was selected using the BIC.
The mixture model selected using BIC has two components (see Figure 2 ) with weights P (L = 1) = 0.44 and P (L = 2) = 0.56. In the two components i = 1, 2, the number of patches followed a multinomial splitting shifted negative • mango trees with a relatively low number of patches that can be either vegetative or quiescent but not reproductive (component 1),
• mango trees with a relatively high number of patches that can be of any type and in particular reproductives (component 2). Frequency F I G U R E 3 Representation of the mixture of sum distributions estimated (with a solid line) confronted to data frequencies (gray bars). Note that the sum distribution of the first (resp. second) component is represented with a dotted (resp. dashed) line.
These types of trees are almost equally represented in the period considered (52% for the first component against 48%).
This result tends to imply that the reproductive period of mango trees leads to an increase in patch number increase while the vegetative period leads to a decrease in patch number.
| DISCUSSION
Convolutions splitting distributions that are positive and additive, have been studied in depth in this paper since their graphical models and their marginal distributions are easily obtained. The characterization of the graphical model of hypergeometric splitting distributions stay an open issue because of the non-positivity. But thanks to the additivity, Theorem 1 still holds. It would be interesting to instantiate some univariate distributions L(ψ) and precisely describe the resulting splitting distributions. More generally, the multivariate Polya distribution with parameters n ∈ , θ ∈ Θ and c ∈ encompasses the multivariate hypergeometric (c = −1), the multinomial (c = 0) and the Dirichlet multinomial (c = 1) distributions (Janardan and Patil, 1970) . It would therefore be interesting to study the properties of multivariate Polya splitting distributions according to the c value. Otherwise, non-symmetric convolution distributions could be defined (including the generalized Dirichlet multinomial distribution as a special case) to ease the study of corresponding splitting distributions.
Another alternative to define new singular distributions is to consider their mixture. Finite mixture can be inferred using classical expectation-maximization algorithm for multivariate distributions. Moreover, in an application context the principle of mixture models is quite interesting for splitting models. If we consider the mango tree application, we inferred mixture of splitting distributions in order to characterize plant patchiness at the plant scale. This relied on the assumption that tree patchiness is both expressed in terms of number of patches and their type distribution.
One the one hand, if tree patchiness is only a phenomenon expressed in term of number of patches, a mixture of sum distributions could be considered to distinguish trees. On the other hand, if tree patchiness is only a phenomenon expressed in term of patch type distribution, singular distributions constructed using mixture of singular distributions could be of most interest.
Finally, this work could be used for learning graphical models with discrete variables, which is an open issue.
Although the graphical models for convolution splitting distributions are basic (complete or empty), they could be used as building blocks for partially directed acyclic graphical models. Therefore, the procedure of learning partially directed acyclic graphical models described by Fernique et al. (2014) could be used for learning graphical models based on convolution splitting distributions and regressions. It could be used for instance to infer gene co-expression network from RNA seq dataset.
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A | PROOFS

Details about marginal of symmetric splitting distributions
For any j ∈ {1, . . . , J } and y j ∈ we have
The marginal distribution of the singular distribution, i.e., the distribution of Y j given |Y | = n, is a distribution bounded by n. Its parametrization has the same form f j (θ) for all marginals Y j given |Y | = n, since the singular distribution is symmetric. It implies that all marginals
Proof of Theorem 1
Let I denote a subset of {1, . . . , J } withI {1, . . . , J }. Let −I denote the subset {1, . . . , J } \ I and y I (respectively y −I ) denote the corresponding sub-vectors.
Proof of 1
where c θ I (n) denotes the convolution of (a θ j ) j ∈I over the simplex ∆ n . Since the convolution distribution is assumed to be additive, we obtain by recursion on j ∈ I (resp. j ∈ −I and j ∈ {1, . . . , J }) that
Moreover we obtain the convolution identity Proof of 2 and 3
Using equation 16 we obtain the conditional probability
and thus 2 holds. Remark that 1 and 2 imply 3 by definition of a splitting distribution. 
Proof of equality (3)
Using the Corollary 3 with a θ (y ) = θ y /y ! we obtain for θ ∈ (0, ∞) J and γ ∈ (0, ∞)
Denoting by π = 1 |θ| · θ, p = |θ| |θ|+γ and π * = 1 |θ|+γ · θ and using the proportionality we obtain equivalently
The notation of the binomial and the non-singular multinomial are then simplified by letting aside the last parameter without loss of generality, i.e. we have
. Finally remarking that π * = p · π we obtain the desired result.
B | REMARKABLE CONTINUOUS UNIVARIATE DISTRIBUTION
Let us recall the definition of the (generalized) beta distribution with positive real parameters c, α and b, denoted by β c (a, b). Its probability density function described by Whitby (1972) is given by
Note that Z = dX with d ∈ (0, ∞) and X ∼ β c (a, b) implies that Z ∼ β cd (a, b). The parameter c of the beta distribution can thus be interpreted as a rescaling parameter of the standard beta distribution. By convention the standard beta distribution (i.e., defined with c = 1) will be denoted by β (a, b).
Let us introduce the definition of the (generalized) beta square distribution with parameters
and c ∈ (0, ∞), denoted by β 2 c (a 1 , b 1 , a 2 , b 2 ), as the product of the two independent beta distributions β (a 1 , b 1 ) and β (a 2 , b 2 ) normalized on (0, c); see Dunkl (2013) for details. It is named the standard beta square distribution when c = 1 and denoted by β 2 (a 1 , b 1 , a 2 , b 2 ) . More generally the product of m beta distributions could be defined.
C | REMARKABLE DISCRETE UNIVARIATE DISTRIBUTIONS
C.1 | Power series distributions
Let (b y ) y ∈ be a non-negative real sequence such that the series y ≥0 b y θ y converges toward
where R is the radius of convergence. The discrete random variable Z is said to follow a power series distribution if for
and is denoted by Y ∼ P S D {g (θ)}. Several usual discrete distributions fall into the family of power series distributions:
1. The Poisson distribution P(λ) with b y = 1/y !, θ = λ, g (θ) = e θ and D = (0, ∞). 
The binomial distribution
The geometric distribution G(p) with
When the support is a subset of , the b y values can be weighted by an indicator function as for binomial, geometric and logarithmic distributions. The b y must be independent of θ but they may depend on other parameters as for binomial and negative binomial distributions.
Zero modified logarithmic series Johnson et al. (1997) The discrete variable Y is said to follow a zero modified logarithmic series distribution with parameter ω ∈ [0, 1) and p ∈ (0, 1) if the its probabilities are given by
This distribution will be denoted by L(p, ω). Note that if ω = 0 this is the logarithmic series distribution:
C.2 | Beta compound distributions
Usual characteristics of the standard beta binomial (Tripathi et al., 1994) , standard beta negative binomial -also described by Xekalaki (1981) as the univariate generalized waring distribution (UGWD) -and the beta Poisson distributions (Gurland, 1958) are first recalled in Table 12 . Then we introduce these beta compound distributions in a general way, i.e.
using the generalized beta distribution (see Appendix B). For the Poisson case we obtain the same distribution since P(λp) ∧ p β (a, b) = P(θ) ∧ θ β λ (a, b). The two other case lead us to new distributions (13 for usual characteristics). Remark that if π = 1 then, the generalized beta binomial (resp. generalized beta negative binomial) turns out to be the standard beta binomial (resp. standard negative binomial distribution). In opposition, if π < 1, the non-standard beta binomial distribution (respectively non-standard beta negative binomial distribution) is obtained.
Generalized beta binomial distribution
Let n ∈ , a ∈ (0, ∞), b ∈ (0, ∞) and π ∈ (0, 1) and consider the compound distribution B n (p) ∧ 
Generalized beta square compound distributions
It is also possible to define the (generalized) beta square distribution, as the product of two independent beta distributions (Dunkl, 2013) , and then define the (generalized) beta square compound distributions.
• The standard beta square binomial distribution is defined as B n (p)∧ p β 2 (a 1 , b 1 , a 2 , b 2 ) and denoted by β 2 B n (a 1 , b 1 , a 2 , b 2 ).
• The standard beta square negative binomial distribution is defined as N B(r , p) ∧ p β 2 (a 1 , b 1 , a 2 , b 2 ) and denoted by β 2 N B(r , a 1 , b 1 , a 2 , b 2 ).
• The generalized beta square binomial distribution is defined as B n (p)∧ p β 2 π (a 1 , b 1 , a 2 , b 2 ) and denoted by β 2 π B n (a 1 , b 1 , a 2 , b 2 )
• The generalized beta square negative binomial distribution is defined as N B(r , p) ∧ p β 2 π (a 1 , b 1 , a 2 , b 2 ) and denoted by β 2 π N B(r , a 1 , b 1 , a 2 , b 2 ) • The beta square Poisson distribution is defined as P(θ) ∧ θ β 2 λ (a 1 , b 1 , a 2 , b 2 ) and denoted by β 2 λ P(a 1 , b 1 , a 2 , b 2 ).
D | REPRODUCIBILITY
The source code (written in C++ and Python) used for the inference of splitting distributions is available on GitHub (https://github.com/StatisKit) and binaries can be installed using the Conda package management system ((http:
//conda.pydata.org)). Refers to the documentation for more information ((http://statiskit.rtfd.io)). Our analyses performed with the Python interface or R packages is available in the Jupyter notebook format as supplementary materials and can be reproduced using the Docker (Merkel, 2014) 
