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Abstract
Cette thèse comporte trois volets indépendants en cryptographie, en théorie
de Hodge p-adique et en analyse numérique.
La première partie consiste en l'étude d'algorithmes performants de résolution
du logarithme discret . La résolution du logarithme discret consiste à déterminer
les exposants d'une famille ﬁxée de générateurs dans la décomposition des éléments
du groupe. Dans le cas des groupes multiplicatifs d'un corps ﬁni, la complexité des
calculs dépendent de la taille - dite de petite, moyenne ou grande caractéristique-
de la caractéristique du corps dans lesquels on eﬀectue les calculs.
Nous présentons diﬀérents algorithmes dans chacune des caractéristiques (petite,
moyenne ou grande) en précisant quel est l'algorithme le plus performant dans
chacun des cas.
La seconde partie s'inscrit dans le contexte du programme de Langlands p-
adique. Nous présentons une généralisation de l'un des outils centraux de la théorie,
les modules de Breuil-Kisin.
La troisième partie est un travail initié lors de la treizième SEME, Semaine
d'Etudes Maths Entreprises organisée par l'Agence pour les Mathématiques en
Interaction avec l'Entreprise et la Société (AMIES). L'Institut Français du Pétrole
et des Energies Nouvelles nous a soumis un problème de résolution numérique d'un
système d'équations modélisant la désorption d'un gaz de schiste en une dimension.
Nous proposons plusieurs schémas du premier ordre recourant à un traitement
implicite de l'équation de relaxation.
Abstract
In this thesis, we present three independent works in cryptography, p-adic
Hodge theory and Numerical analysis.
First we present several algorithms to solve the discrete logarithm in several
characteristic ﬁnite ﬁelds. We are particularly interested with the determination
of classes of polynomial functions with small coeﬃcients.
The second part of the thesis deals with one of the major object of p-adic
Hodge theory. We present a multi-variable version of Breuil-Kisin modules where
the Lubin-Tate tower replaces the classical cyclotomic tower.
He third part proposes two numerical schemes for the modelisation of desorp-
tion of shale gaz.
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9Introduction
Cette thèse comporte trois volets indépendants en cryptographie, en
théorie de Hodge p-adique et en analyse numérique.
La première partie consiste en l'étude d'algorithmes performants de réso-
lution du logarithme discret. La cryptographie étudie les moyens sécurisés
de transmettre des informations, de les chiﬀrer et de les déchiﬀrer par des
algorithmes dits cryptosystèmes. La majorité des cryptosystèmes actuels
repose sur la diﬃculté de factoriser des grands entiers ou de calculer des log-
arithmes discrets dans un groupe ﬁni. La résolution du logarithme discret
consiste à déterminer les exposants d'une famille ﬁxée de générateurs dans
la décomposition des éléments du groupe. Dans le cas des groupes multipli-
catifs d'un corps ﬁni, la complexité des calculs dépendent de la taille - dite
de petite, moyenne ou grande caractéristique- de la caractéristique du corps
dans lesquels on eﬀectue les calculs.
Nous présentons diﬀérents algorithmes dans chacune des caractéristiques (pe-
tite, moyenne ou grande) en précisant quel est l'algorithme le plus performant
dans chacun des cas. Nous nous intéressons particulièrement à la détermi-
nation de classes de polynômes à coeﬃcients petits par rapport à la taille du
corps. Ces polynômes déﬁnissent des extensions de corps sur lesquelles les
calculs de déchiﬀrement deviennent les plus eﬃcaces.
La seconde partie s'inscrit dans le contexte du programme de Langlands
p-adique. Même si la correspondance de Langlands p-adique est connue en
dimension deux pour Qp depuis environ cinq ans avec les travaux de Breuil,
Colmez, Emerton et Kisin, le cas de la dimension supérieure reste à ce jour
ouvert.
Nous présentons une généralisation de l'un des outils centraux de la théorie,
les modules de Breuil-Kisin, en dimension supérieure. Nous déﬁnissons une
version multi-variée des modules de Breuil-Kisin où la tour de Lubin-Tate
remplace la tour cyclotomique classique. Il s'agit ensuite de revisiter la
preuve de Kisin du plongement pleinement ﬁdèle de la catégorie des représen-
tations cristallines dans la catégorie des modules de Breuil-Kisin. Mal-
heureusement certains arguments classiques ne se généralisent pas au cas de
dimension supérieure. Il convient alors de développer de nouvelles stratégies,
plus proches des résultats en équi-caractéristique de Genestier et Laﬀorgue.
La troisième partie est un travail eﬀectué en collaboration avec Victor Vi-
laça Da Rocha, Roberta Tittarelli, Richard Sambilason Rafeﬁmanana, Vic-
tor Michel-Dansac et Benjamin Couéraud. Il a été initié lors de la treizième
SEME, Semaine d'Etudes Maths Entreprises organisée par l'Agence pour les
Mathématiques en Interaction avec l'Entreprise et la Société (AMIES).
L'Institut Français du Pétrole et des Energies Nouvelles nous a soumis un
problème de résolution numérique d'un système d'équations modélisant la
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désorption d'un gaz de schiste en une dimension. Nous proposons plusieurs
schémas du premier ordre recourant à un traitement implicite de l'équation
de relaxation. Enﬁn nous présentons un schéma numérique d'ordre deux en
temps.
En annexe est reporté un article de diﬀusion paru dans la rubrique "l'objet
du mois" du site Image des Maths, rubrique consacrée à la présentation
d'objets mathématiques. Il s'agit d'une transcription pour Images des Maths
d'un travail de Mark Baker, Jane Beltran, Jason Buell, Brian Conrey, Tom
Davis, Brianna Donaldson, Jeanne Detorre-Ozeki, Leila Dibble, Tom Free-
man, Robert Hammie, Julie Montgomery, Avery Pickford et Justine Wong
eﬀectué et publié dans le cadre du "Math Teacher's Circle".
Le jeu Set est l'illustration, probablement la plus connue, de la géométrie
d'un espace vectoriel de dimension 4 sur F3. Les règles du jeu utilisent les
droites, les plans et les hyperplans de cet espace qu'il s'agit d'identiﬁer le plus
rapidement possible. Une étude combinatoire révèle les chances d'apparition
-et l'intérêt du jeu !- de tels objets géométriques après le tirage aléatoire d'un
nombre ﬁxé de points de l'espace.
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Part I
Logarithme discret en
cryptographie
12 Introduction
1 Introduction
Le logarithme discret est apparu en cryptographie dans l'article de Diﬃe
et Hellmann en 1976 ([DH]) pour le cryptage par clé publique entre deux
utilisateurs Alice et Bob. On ﬁxe un groupe ﬁni, cyclique G et un généra-
teur g de G qui est connu d'Alice et Bob. Il est commode de prendre pour
G, le groupe des éléments inversibles d'un corps ﬁni. Alice (respectivement
Bob), choisit (de façon secrète) un entier "assez grand" a (respectivement b).
Alice (respectivement Bob) élève g à la puissance a (respectivement b). Les
éléments ga et gb de G sont rendus publiques. De ce fait, Alice dispose de
la connaissance de gb et de a. Ainsi Alice et Bob connaissent tous deux gab
sans l'avoir transmis.
Diﬃe et Hellmann ([DH]) conjecturent que le problème consistant à casser
ce protocole est aussi diﬃcile que le problème de résolution du logarithme
discret, autrement dit, connaissant g ∈ G et ga, trouver a.
L'objet de notre travail est présenter quelques aspects de la résolution du
logarithme discret dans G groupe multiplicatif d'un corps ﬁni. Nous nous in-
téressons particulièrement à la complexité des algorithmes mis en ÷uvre. La
méthode du calcul d'indice initiée par Kraitchik en 1922 ([Kr]) a été adaptée
à la cryptographie par Diﬃe et Hellmann ([DH]) et Adleman ([Ad1]).
Plus récemment, de nouveaux algorithmes eﬃcaces sont apparus via le crible
par corps de fonctions, en petite caractéristique ([Ad2] et [JL]) ou le crible
par corps de nombres en moyenne et grande caractéristiques ([JL], [JLSV] et
[BGGM]). Tous ces algorithmes sont de complexité sous-exponentielle.
Ce chapitre est organisé comme suit. Dans la section 2, on présente la
méthode du calcul d'indice pour la détermination du logarithme discret sur
le groupe multiplicatif du corps ﬁni Fpn . L'eﬃcacité de cette méthode dépend
de la borne de lissité choisie sur la famille de générateurs de F∗pn .
Dans la section 3, le théorème de Canﬁeld-Erdos-Pomerance (3.1) four-
nit une majoration de la complexité des algorithmes associés à la méthode du
calcul d'indice. La méthode de détermination du logarithme discret dépend
de la "taille" (petite, moyenne ou grande) de la caractéristique du corps ﬁni
sur lequel on travaille (3.4). Les sections suivantes précisent ces calculs de
complexité pour les algorithmes les plus eﬃcaces dans chacun des cas : petite
caractéristique (4), grande et moyenne (8, 9).
Dans la section 4, on présente brièvement le crible par corps de fonc-
tions, crible optimal en petite caractéristique d'après [BGJT]. Il repose sur
la présentation du corps ﬁni comme un anneau quotient d'un anneau de
polynômes.
Dans la suite de ce texte, on s'intéresse uniquement au cas de la grande ou
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moyenne caractéristique. D'abord (5), on détaille la méthode du crible par
corps de nombres. Celle-ci repose sur une présentation du corps ﬁni comme
quotient d'anneaux d'entiers de corps de nombres. Via le choix de deux
présentations (identiques ou diﬀérentes en utilisant deux anneaux d'entiers
distincts), on construit une famille de relations linéaires entre éléments d'une
famille génératrice de F∗pn (5.1). La résolution de ce système linéaire déter-
mine le logarithme discret.
Les anneaux d'entiers de corps de nombres étant de Dedekind, chaque idéal
se décompose en produits d'idéaux premiers. Malheureusement, cette dé-
composition n'est unique qu'à choix ﬁxé d'une famille génératrice des unités
et de générateurs de chaque idéal premier.
L'application de Shirokauer (5.2) permet d'associer à chaque idéal de façon
unique des puissances de générateurs ﬁxés d'idéaux premiers. Les exposants
introduits par l'application de Shirokauer admettent une interprétation arith-
métique en termes de nombres de classes de certains anneaux d'entiers.
Il s'agit enﬁn de déduire de ces constructions le crible par corps de nombres,
c'est-à-dire, d'expliciter comment obtenir le logarithme discret à partir des
informations ainsi obtenues (5.3).
La section 6 est consacrée à la construction des corps de nombres qui
apparaissent lors de l'usage de la méthode du crible. On commence par un
court paragraphe de rappels sur la notion de résultant (6.1). Les propriétés
recherchées sur les diﬀérents polynômes déﬁnissant les corps de nombres util-
isés par le crible, s'interprètent, en eﬀet, de façon explicite et calculatoire en
termes de résultants. On rappelle ensuite (6.2) la construction initiale de
Joux-Lercier ([JLSV]).
Dans (6.3), on propose une construction alternative de ces polynomes qui
déterminent un nouvel algorithme pour le calcul du logarithme discret et on
calcule sa complexité.
Dans la section 7, on propose une autre stratégie de construction des
extensions ﬁnies de Q utilisées dans le crible par corps de nombres. D'après
6.1, on sait caractériser les polynômes optimaux recherchés, i.e. dont les
racines sur C engendrent les "meilleurs" corps de nombres pour le crible. La
construction de 7 repose sur le choix d'un élément de Fp dont les puissances
restent "petites". Malheureusement, il s'avère que de tels éléments sont très
rares : la probabilité d'obtenir un tel élément est de l'ordre de 1/p2n ce qui
rend la méthode de la section 7 inutilisable en pratique.
La section 8 est dédiée aux calculs de complexité des diﬀérents algo-
rithmes avec corps de nombres (6.3) entre moyenne et grande caractéris-
tique.
Une discontinuité de la valeur de la complexité apparaît entre les cas de
petite et moyenne caractéristiques (9). Cette observation justiﬁe le raﬃne-
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ment dans le calcul de complexité en moyenne caractéristique. D'abord on
constate qu'au voisinage de la petite caractéristique, on ne peut plus négliger
l'inﬂuence du calcul du résultant dans la complexité en moyenne caractéris-
tique (9.1).
Dans 9.2, la minoration des diﬀérents coeﬃcients du résultant suggère qu'il
y a explosion de la complexité de la méthode du crible par corps de nombres
quand on approche du cas limite de la petite caractéristique. Ce dernier point
suggère la vanité de notre approche au voisinage de la petite caractéristique.
Enﬁn on présente dans la dernière partie (10), les avancées les plus ré-
centes sur la détermination du logarithme discret. Il s'agit d'une part du
crible multiple par corps de nombres (10.1) dû à Barbulescu et Pierrot
([BP]) et d'autre part du crible par tour de corps de nombres (10.2) dû à
Barbulescu et Kim ([BK]). Nous présentons les grandes lignes de leurs méth-
odes et quelques pistes nouvelles pouvant induire des variantes possibles.
Ce travail n'aurait jamais vu le jour sans la bienveillance d'Antoine Joux
et de Cécile Pierrot qui n'ont ménagé ni leur temps ni leur patience pour
m'expliquer les diﬀérents aspects de leurs algorithmes. Je dois notamment à
Cécile cette discussion ﬁne sur les diﬀérents algorithmes pertinents en fonc-
tion de la caractéristique, la construction des polynômes utiles et l'étude des
cas limites entre petite et moyenne caractéristique.
2 Méthode du calcul d'indice
On ﬁxe un nombre premier p, un entier n ≥ 1 et un générateur g de
F∗pn .
Déﬁnition 2.1. On appelle logarithme discret de x ∈ F∗pn le plus petit entier
positif h tel que x = gh.
Pour calculer les logarithmes discrets des éléments de F∗pn , on les décom-
pose dans une famille génératrice privilégiée.
Le temps de calcul de cette décomposition doit être aussi petit que pos-
sible. Cela impose des conditions sur le choix de la famille génératrice ou,
plus précisément, sur un choix d'éléments relevant cette famille dans un an-
neau dans lequel il est pratique de faire les calculs. On identiﬁe alors Fpn au
quotient de cet anneau par un idéal maximal approprié.
Il est plus facile de décomposer un nombre entier en produit de nombres
premiers si l'on possède une borne (la plus petite possible) majorant la taille
de ses facteurs premiers. L'analogue existe pour les anneaux d'entiers ou les
anneaux de polynômes. Ainsi on déﬁnit la notion de borne de lissité :
Déﬁnition 2.2. Soit B un entier naturel ﬁxé.
(i) Soit x ∈ Z, on dit que x est B-lisse lorsque tous les diviseurs premiers de
15
x sont plus petits que B.
(ii) Soit x ∈ Z[X], on dit que x est B-lisse lorsque tous les diviseurs premiers
de x sont de degrés plus petits que B.
(iii) Soit x un idéal premier d'un anneau d'entiers O, on dit que x est B-lisse
si la norme de x (le cardinal du corps ﬁni O/x) est B-lisse au sens de (i).
La déﬁnition 2.2 est importante pour la suite. En eﬀet, supposons donnée
une famille {gi}i∈I d'éléments de F∗pn générant ce groupe cyclique. Supposons,
de plus que pour tout i dans I, il existe un relèvement de gi dans N qui soit
B-lisse (au sens de (i) 2.2). Alors ([LO]) il existe un algorithme de com-
plexité quasi-polynomiale en le logarithme de B décomposant tout élément
du groupe cyclique F∗pn dans la base {gi}i∈I . De tels algorithmes existent
aussi pour des relèvements dans des anneaux de polynômes ou des anneaux
d'entiers ([LO]).
Calculer le logarithme discret d'un élément quelconque de F∗pn se ramène
donc, après décomposition dans la famille des {gi}i∈I , au seul calcul du log-
arithme discret des gi.
Le calcul d'indice est une méthode résolvant le problème du logarithme dis-
cret. Il consiste à recueillir suﬃsamment de relations sur les {gi}i∈I pour en
déduire leur logarithme. Ces relations sont de la forme∏
i∈I
ghii =
∏
i∈I
g
h′i
i
où les hi et h
′
i sont des éléments de Z. En passant au logarithme discret (noté
log) on obtient : ∑
i∈I
hilog(gi) ≡
∑
i∈I
h′ilog(gi) mod p
n − 1. (2.1)
Si on obtient assez de relations de type (2.1), on peut en déduire un système
d'équations linéaires d'inconnues log(gi) pour tout i dans I. Un tel système,
s'il est inversible, permet d'obtenir pour tout i dans I les valeurs log(gi).
Pour déterminer le logarithme discret d'un élément quelconque x de F∗pn , il
suﬃt alors de le décomposer dans la famille {gi}i∈I :
x =
∏
i∈I
ghii .
Ainsi log(x) =
∑
i∈I xilog(gi). On obtient de la sorte un algorithme résolvant
le problème du logarithme discret dans F∗pn .
3 Familles génératrices d'éléments lisses
La méthode du calcul d'indice s'eﬀectue donc en deux phases, la phase
de détermination de la famille génératrice satisfaisant l'hypothèse de lissité,
puis la phase de collection d'un nombre suﬃsant de relations pour calculer
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les logarithmes discrets.
Pour majorer la complexité de la première phase, la détermination d'une
famille génératrice, on s'appuie sur le théorème suivant dû à Canﬁeld-Erdos-
Pomerance, ([CEP]).
Théorème 3.1. Soit A et B deux entiers naturels, B > 2. La densité
des nombres entiers positifs inférieurs ou égaux à A B-lisses est donnée par
u−u+o(1) où u = ln(A)/ln(B) et o(1) tend vers 0 quand A tend vers l'inﬁni.
Le théorème 3.1 fournit donc une borne supérieure à la probabilité
d'obtenir un élément B-lisse inférieur à A. Remarquons que ce théorème
admet une version polynomiale :
Théorème 3.2. Soit A et B deux entiers naturels. La densité qu'un
polynôme de Z[X] de degré inférieur ou égal à A soit B-lisse est donnée par
u−u+o(1) où u = ln(A)/ln(B) et o(1) tend vers 0 quand A tend vers l'inﬁni.
La complexité d'un algorithme s'identiﬁe à sa partie la plus coûteuse.
On peut donc supposer la complexité de ces deux phases (détermination,
collection) égales. La première consiste en la recherche d'éléments B-lisses
via le théorème de Canﬁeld-Erdos-Pomerance. La seconde, d'algèbre linéaire,
consiste en la résolution du système donné par les équations de la forme (2.1).
Soit v le logarithme (népérien) d'une borne sur la taille des éléments lisses :
cette borne est notée A dans le théorème 3.1. Alors, d'après le théorème 3.1,
il existe λ et µ deux réels, que l'on calcule explicitement dans la section 8,
tels que la complexité de l'algorithme global, identiﬁé à sa partie de collecte
d'éléments B-lisses, soit de la forme :
(λv)µv+o(1).
On identiﬁe les éléments candidats à la B-lissité à des relèvements d'éléments
de Fpn , on peut donc les choisir inférieurs ou égaux à pn si l'anneau du relève-
ment s'identiﬁe à Z.
Dans le cas où le relèvement s'eﬀectue dans un anneau d'entiers, on demande
(voir 5.1) à ce que les éléments lisses engendrent à des idéaux maximaux de
cet anneau d'entiers. On ne cherche alors d'éléments lisses que parmi les
idéaux dont la norme est inférieure ou égale à pn.
Ainsi on peut poser en suivant les notations du théorème 3.1 A = pn. En
d'autres termes, on peut supposer v = ln(pn). On introduit alors la notation
suivante :
Déﬁnition 3.3. On pose q = pn et
Lq(a, c) = exp
(
(c+ o(1))(ln(q)a(ln(ln(q)))1−a)
)
avec 0 ≤ a ≤ 1 et c de l'ordre de 1.
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La fonction Lq(a, c) introduite dans la déﬁnition 3.3 est un moyen utile
pour paramétrer diﬀérents objets qui interviennent dans le calcul de com-
plexité de l'algorithme d'indice.
D'abord la complexité globale de l'algorithme de calcul d'indice s'exprime
sous la forme d'une fonction Lq(a, c) (voir 8). Les constantes a et c de la
déﬁnition 3.3 se déduisent aisément de λ et µ si l'on pose v = ln(q). En
particulier, si a = 0, la complexité est polynomiale en ln(q). Si a = 1 la
complexité est exponentielle en ln(q). La complexité est minimale si a et c
sont minimaux.
Ensuite la fonction Lq(a, c) permet de classer les nombres premiers p étudiés.
Précisément si l'on écrit p sous la forme :
p = Lq(l, c),
on a la déﬁnition suivante :
Déﬁnition 3.4. Soit p un nombre premier, n un entier naturel et q = pn.
On pose p = Lq(l, d) avec 0 ≤ l ≤ 1 et d de l'ordre de 1.
Si l < 1/3, l'extension Fpn est dite de petite caractéristique.
Si 1/3 ≤ l ≤ 2/3 elle est dite de moyenne caractéristique.
Sinon, Fpn est dite de grande caractéristique.
Par exemple, si p est quelconque et n = bp/ln(p)c l'extension est de pe-
tite caractéristique. Pour p quelconque et n = 1, l'extension est de grande
caractéristique. Cette distinction a son importance pour deux raisons :
- la première, c'est que suivant que p est de petite, moyenne ou grande
caractéristique, ce sont des algorithmes diﬀérents qui donnent les meilleurs
résultats en termes de complexité. L'anneau quotienté pour présenter Fpn ,
le choix de la base de lissité et la collecte de relation sur cette base sont
diﬀérents.
- La seconde raison est que, dans les calculs de complexité, les termes nég-
ligeables ne sont pas les mêmes- suivant la caractéristique -petite, moyenne
ou grande- de Fpn (voir section 8).
La partie 4 traite succinctement des méthodes utilisées en petite carac-
téristique. Les anneaux quotientés utilisés pour présenter Fpn sont alors des
anneaux de polynômes sur Fp. On ne détaille pas le calcul de la complexité
en petite caractéristique. En eﬀet, à partir de la section 5, on se limite à
l'étude de la moyenne et grande caractéristique.
4 Petite caractéristique
En petite caractéristique (voir [BGJT]) on identiﬁe Fpn à un quotient par
un idéal maximal de Fp[X, Y ] où Fp[X, Y ] représente l'anneau des polynômes
en deux variables sur Fp.
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Soient F1 et F2 deux polynômes sur Fp en une variable tels que F2(F1(X))−X
est divisible par un polynôme irréductible noté Φ de degré n sur Fp. Soit θ une
racine de Φ. Ainsi θ engendre Fpn . En envoyant X sur F2(θ) (respectivement
Y sur F1(θ)), on peut déﬁnir les morphismes d'anneaux
f1 : Fp[X, Y ]/(Y − F1(X))→ Fpn et f2 : Fp[X, Y ]/(X − F2(Y ))→ Fpn .
Le diagramme suivant est alors commutatif
Fp[X, Y ]
))uu
Fp[X, Y ]/(Y − F1(X))
f1
))
Fp[X, Y ]/(X − F2(Y ))
f2
uuFpn
La base choisie de lissité est la projection par f1 (respectivement f2) de
famille de polynômes B-lisses dans Fp[X, Y ]/(Y − F1(X)) (respectivement
Fp[X, Y ]/(X − F2(Y ))). On souhaite, dans cette partie 4, mettre l'accent
sur le fait que la collecte de relations, le choix de la base de lissité et la
présentation du groupe étudié, s'appuie sur des anneaux de polynômes sur
Fp en petite caractéristique. Pour une analyse détaillée du choix de F1 et F2
ainsi que de la base de lissité on renvoie encore à [BGJT]. On ne détaille pas
cette construction mais il est plus facile de factoriser dans des anneaux de
polynômes sur Fp que dans des anneaux d'entiers.
Les algorithmes les plus récents sont même de complexité polynomiale (voir
[Jo]). Ainsi le coût du calcul du logarithme individuel d'un élément quel-
conque de F∗pn est essentiellement dû au calcul de sa décomposition dans la
base de lissité. On obtient actuellement une complexité de l'ordre de Lpn(a, c
′)
si p est de la forme Lpn(a, c). On parle alors de complexité quasi-polynomiale
([BGJT]).
5 Moyenne et grande caractéristique
Dans cette partie, on détaille la méthode de crible par corps de nombres
qui donne, pour la moyenne et la grande caractéristique, de meilleurs résultats
que le crible par corps de fonctions évoqué dans la partie précédente (4).
Dans 5.1, on donne un aperçu général de cette méthode. D'abord on déﬁnit
un modèle du logarithme discret dans les anneaux d'entiers, dit logarithme
virtuel (5.2). Puis on retrouve (5.3) le logarithme discret pour tout élément
de F∗pn . La construction des corps de nombres est détaillée dans la section
6.
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5.1 Méthode du crible par corps de nombres
Dans la méthode du crible par corps de nombres, on remplace les corps
de fonctions de la section 4 par des corps de nombres. La base de lissité se
déduit alors des idéaux premiers de leurs anneaux d'entiers. Nous détaillons
ici la construction commune à toutes les méthodes dites de crible par corps
de nombres de [BGGM].
On commence par construire deux polynômes f et g de Z[X] irréductibles
unitaires et possédant une racine commune modulo p engendrant Fpn . On
note m la racine commune de f et g modulo p identiﬁant Fp[m] à Fpn . Soit
α et β des racines dans C de respectivement f et g. On note
Kf = Q[α] et Kg = Q[β].
Pour Kf (respectivement Kg) on note Of (respectivement Og) l'anneau
d'entiers associé. On rappelle que l'anneau d'entiers d'un corps de nom-
bres est l'ensemble des éléments de ce corps racines d'un polynôme unitaire
de Z[X]. On peut alors déﬁnir le diagramme suivant :
Z[X]
""||
Of
ρf
""
Og
ρg
||
Fpn
En d'autres termes, le corps Fpn s'obtient ici comme la réduction modulo
un idéal premier au dessus de p de Of et de Og.
On rappelle la déﬁnition suivante :
Déﬁnition 5.1. Soit A un anneau commutatif intègre. Soient I et J deux
idéaux de A. On dit que I est équivalent à J , s'il existe a et b dans A tels que
aI = bJ . Le nombre de classes de A est le cardinal du quotient de l'ensemble
des idéaux de A par cette relation d'équivalence.
Notons h le nombre de classes de Of (on dit aussi nombre de classes de
Kf ). Pour tout p idéal premier de Of l'idéal ph est alors principal mais le
choix d'un générateur de cet idéal n'est connu qu'à unité près.
Notons r l'entier tel que r = r1 + r2− 1 où r1 est le nombre de racines réelles
de f et r2 le nombre de racines dans C qui ne sont pas réelles.
Soit Uf le groupe des unités de Of . D'après le théorème de Dirichlet, on a :
Uf ' Utor × Zr
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où Utor est cyclique : c'est la partie de Uf formée des racines de l'unité de C
incluses dans Kf . Fixons ε0 un générateur de Utor et une famille génératrice
{εi}i∈{1,...,r} de la partie sans torsion de Uf .
Fixons une borne de lissité B (elle n'est explicitée que lors du calcul de
complexité de la section 8). On note Ff l'ensemble des idéaux premiers p
de Of dont les normes, c'est-à-dire le cardinal de Of/p, sont plus petites que
B.
Soit q un élément de Ff et bq le choix d'une bijection du groupe engendré par
les {εi}i∈{0,...,r} avec l'ensemble des générateurs de qh. On note Γ l'ensemble
:
Γ = {εi}i∈{0,...,r} ∪ {bq}q∈Ff .
La donnée de Γ permet d'associer à qh un de ses générateurs que l'on note γq.
D'après la déﬁnition 2.1, un logarithme discret est déterminé par la donnée
d'un générateur du groupe étudié. L'algorithme d'Hellman Pohlig ([HP])
permet de décomposer en parties élémentaires le problème du logarithme
discret. Précisément, pour tout l diviseur premier de pn − 1, l'algorithme
calcule le logarithme discret dans F∗pn ' Z/(pn−1)Z pourvu qu'on connaisse
l'ordre de cet élément réduit modulo l, c'est-à-dire dans Z/lZ. On travaille
à présent à l ﬁxé. On choisit Ff comme base de lissité dans Of . Soit q dans
Ff , on déﬁnit le logarithme virtuel de q de la manière suivante :
Déﬁnition 5.2. Soit q ∈ Ff et γq le générateur de qh associé à Γ. Le
logarithme discret virtuel de q modulo l est :
logΓ(q) = h
−1log(ρf (γq)) mod l.
De même, pour une unité fondamentale εi on pose :
logΓ(εi) = h
−1log(ρf (εi)) mod l, 0 ≤ i ≤ r.
Remarque 5.3. Les éléments logΓ(q) et logΓ(εi) de Z/lZ sont appelés com-
munément des logarithmes virtuels car ces derniers représentent virtuelle-
ment, c'est-à-dire relevés aux anneaux d'entiers, les logarithmes discrets dans
F∗pn.
Si ϕ est un polynôme de Z[X] de degré inférieur ou égal à t− 1 ( l'entier
t est ensuite ﬁxé) et α une racine ﬁxée de f dans C. On dit que ϕ(α) est
B-lisse si l'idéal principal ϕ(α)Of se décompose en idéaux premiers B-lisses.
Dans les calculs de complexité de la section 8, on ﬁxe t et on optimise B.
Par suite, on peut supposer que Ff est formé d'idéaux engendrés par des
polynômes de degrés tous inférieurs à t − 1. Pour ϕ(α) élément B-lisse,
l'idéal ϕ(α)Of se décompose en idéaux premiers tous éléments de Ff :
ϕ(α)Of =
∏
q∈Ff
qvalq(ϕ(α)) (5.1)
où valq(ϕ(α)) désigne la multiplicité de q dans la décomposition de ϕ(α).
Ainsi, en élevant l'identité (5.1) à la puissance h, il existe une unique famille
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d'entiers {ei,ϕ(α)}i∈{0,...,r} tels que :
ϕ(α)h = ε
e0,ϕ(α)
0
r∏
i=1
ε
ei,ϕ(α)
i
∏
q∈Ff
γvalq(ϕ(α))q .
On peut appliquer le morphisme d'anneaux ρf : Of → Fpn et on obtient
après passage au logarithme discret dans F∗pn :
log(ρf (ϕ(α))) = e0,ϕ(α)logΓ(0) +
r∑
i=1
ei,ϕ(α)logΓ(εi) +
∑
q∈Ff
valq(ϕ(α))logΓ(q).
On peut raisonner de même dans Og pour β une racine ﬁxée de g dans C et
l'on trouve :
log(ρf (ϕ(α))) = log(ρg(ϕ(β))).
On en déduit, en faisant varier ϕ ∈ Z[X], des relations linéaires, en nom-
bre égal aux nombres de ϕ(α)Of décomposés. Ces relations portent sur les
éléments de la forme logΓf (i,f ), logΓg(i,g) et logΓf (qf), logΓg(qg) où l'on a
mis f et g en indice pour distinguer les contributions des deux corps, Kf et
Kg considérés. Ainsi, en décomposant suﬃsamment d'éléments de la forme
ϕ(α)Of et ϕ(β)Og, précisément au moins
rf + rg + 2 + #(Ff ) + #(Fg),
tels éléments, on peut résoudre le système et obtenir logΓf (qf) (et logΓg(qg))
pour tout qf (et qg) dans Ff (et Fg).
Remarque 5.4. Dans le calcul du logarithme, on a généralement logΓ(ε0) =
0 mod l. En eﬀet, si ε0 est une racine de l'unité d'ordre r0 tel que hr0
soit premier avec l, on a εr00 = 1 et par suite hr0logΓ(ε0) = 0 mod l, donc
logΓ(ε0) = 0 mod l.
Cette approche a quelques limites liées à la détermination des données
nécessaires à l'algorithme mis en ÷uvre :
- le nombre de classes h de Kf ,
- le choix des générateurs de Uf ,
- le choix d'un générateur de qh pour tout q élément de Ff .
En général, pour un polynôme f dont les coeﬃcients sont de l'ordre de p1/2,
ces données ne sont pas accessibles rapidement.
Cette remarque justiﬁe l'introduction d'une autre déﬁnition, indépendantes
des unités, des logarithmes discrets des éléments de Ff (voir Déﬁnition 5.6).
5.2 Applications de Schirokauer
On garde les notations déﬁnies dans la partie 5.1, notamment Kf est un
corps de rupture du polynôme f ∈ Z[X]. On introduit la notion suivante :
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Déﬁnition 5.5. Soit l et r deux entiers et Kf un corps de rupture de
f ∈ Z[X]. On déﬁnit Kl comme l'ensemble des éléments de K∗f de normes
premières à l. Une application de Schirokauer Λ est une surjection linéaire
Λ : (Kl)/(Kl)
l → (Z/lZ)r,
∀(γ1, γ2) ∈
(
(Kl)/(Kl)
l
)2
: Λ(γ1γ2) = Λ(γ1) + Λ(γ2),
et Λ est surjective des unités de Kf sur (Z/lZ)r :
Λ(Uf ) = (Z/lZ)r.
Dans [Sc2], Schirokauer construit une telle application. On reprend ici sa
construction.
Soit ∆ l'ensemble des degrés des facteurs irréductibles de f mod l. On pose
e dans N le plus petit commun multiple des éléments de la forme lδ−1, pour
δ ∈ ∆. Ainsi d'après le petit théorème de Fermat, pour tout γ(X) dans Z[X]
tel que γ(α) appartient à Kl on a :
γ(X)e − 1 mod (f(X), l) = 0.
Par suite on peut bien déﬁnir une application
Λ0 : (Kl)/(Kl)
l −→ Z/lZ[X]/(f(X))
par :
γ(α) 7→ γ(X)
e − 1
l
mod (f(X), l).
En pratique ([Sc2]), si 1, X, . . . , Xr−1, sont les r premiers termes de la famille
génératrice 1, X, . . . , Xdeg(f)−1 de Z/lZ[X]/(f(X)) la projection de Λ0 sur
l'espace engendré par ces r premiers termes est une application de Schirokauer
que l'on note Λ.
Comme Λ(Uf ) = (Z/lZ)r, il existe une famille (εi)1≤i≤r génératrice de Uf
telle que Λ(εi) = (0, . . . , 0, h, 0, . . . , 0) où la composante égale à h est à la
i-ème position. C'est cette famille qui va permettre de déﬁnir le logarithme
virtuel associé à Λ.
Remarquons que Λ(Uf ) = (Z/lZ)r permet aussi d'assurer l'existence de γq
générateur de qh tel qu'on ait : Λ(γq) = 0. En eﬀet, Uf agit transitivement
sur les générateurs de qh. Ainsi, pour un générateur arbitraire donné q de
qh,on peut construire un nouveau générateur γq de q
h tel que Λ(γq) = 0. De
plus, γq est déﬁni à racine de l'unité près. La remarque 5.4 permet alors de
déﬁnir le logarithme discret associé à Λ :
Déﬁnition 5.6. Soit Λ une application de Schirokauer, Ff l'ensemble des
idéaux premiers de Of , B-lisse pour un certain réel B, q un idéal de Ff et γq
un générateur de la puissance h-ième de q vériﬁant Λ(γq) = 0. Le logarithme
virtuel associé à Λ de l'idéal q est déﬁni par :
logΛ(q) = h
−1log(ρf (γq)) mod l.
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De même, le logarithme virtuel associé à Λ d'une unité fondamentale est
déﬁni par l'expression :
logΛ(εi) = h
−1log(ρf (εi)) mod l, 0 ≤ i ≤ r.
On peut raisonner comme dans 5.1 : si α est une racine complexe de f
et si ϕ est un polynôme de Z[X], on obtient en décomposant l'idéal ϕ(α)Of
selon les idéaux premiers de Ff la relation suivante :
log(ρf (ϕ(α))) =
r∑
i=1
λi(ϕ(α))logΛ(i) +
∑
q∈Ff
valq(ϕ(α))logΛ(q) mod l
où les (λi)1≤i≤r sont les composantes de Λ vue comme application à valeurs
dans (Z/lZ)r.
On peut à nouveau raisonner comme dans 5.1 et on obtient
rf + rg + #(Ff ) + #(Fg)
relations en décomposant rf + rg + #(Ff ) + #(Fg) éléments de Of et de Og.
Reste à résoudre le système associé dont les inconnues sont les logarithmes
virtuels associés à Λ et l'on obtient logΛ(q) et logΛ(εi) pour tout q dans
Ff ∪ Fg et tous générateurs des parties sans torsion de Uf et Ug.
5.3 Logarithme individuel
Soit Λ une application de Schirokauer. Pour z ∈ F∗pn on calcule le loga-
rithme discret de z à l'aide du logarithme virtuel associé à Λ. D'après 5.1,
on peut identiﬁer Fpn à Fp[m] et par suite, on peut écrire z =
∑n
j=0 zjm
j
avec pour tout j ∈ {0, ..., n}, zj un entier compris entre 0 et p − 1. Notons
zˆ =
∑n
j=0 zjα
j un relevé de z dans Of . Si l'idéal zˆOf se décompose en idéaux
premiers tous éléments de Ff alors zˆh se décompose en un produit d'unités
et d'éléments de la forme γq. Précisément on a:
zˆh = εk00
r∏
i=1
εkii
∏
q∈Ff
γvalq(zˆ)q
où les (ki)0≤i≤r sont des entiers relatifs. On obtient alors par ρf l'identité
suivante :
log(z) =
r∑
i=1
kilogΛ(εi) +
∑
q∈Ff
valq(zˆ)logΛ(q).
Remarque 5.7. Il est nécessaire que l'idéal engendré par zˆ se décompose
selon Ff . Si ce n'est pas le cas on élève z à une certaine puissance a prise
au hasard, et on recommence jusqu'à ce que zˆa vériﬁe la condition voulue, ce
qui permet de conclure.
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6 Construction des corps de nombres
6.1 Rappel sur les résultants
Soit A un anneau commutatif et
P (X) = anX
n + · · ·+ a0 et Q(X) = bmXm + · · ·+ b0
deux polynômes de A[X]. On déﬁnit la matrice de Sylvester Syl(P,Q) dans
Mm+n(A) associée à P et Q de la manière suivante : La première colonne de
Syl(P,Q) est constituée des coeﬃcients (an, . . . , a0, 0, . . . , 0).
La deuxième colonne des mêmes coeﬃcients décalés d'un cran :
(0, an, . . . , a0, 0, . . . , 0).
Pour la troisième colonne on recommence l'opération :
(0, 0, an, . . . , a0, 0, . . . , 0).
De même jusqu'à la colonne m incluse.
La colonnem+1 est constituée des coeﬃcients suivants : (bm, . . . , b0, 0, . . . , 0).
On recommence l'opération de permutation circulaire pour les n + m − 1
colonnes suivantes et l'on obtient ainsi Syl(P,Q),
Syl(P,Q) =

an 0 . . . 0 bm 0 . . . . . . . . . 0
an−1 an . . . 0 bm−1 bm 0 . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . b0 b1 . . . bm 0 . . .
a0 a1 . . . ai 0 b0 . . . . . . . . . 0
0 a0 . . . ai−1 0 0 . . . . . . . . . bm
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . a0 0 0 . . . . . . . . . b0

Cette matrice est associée, dans les bases canoniques, à l'application :
S : Am−1[X]× An−1[X]→ An+m−1[X]
déﬁnie par :
S(A,B) = AP +BQ.
Déﬁnition 6.1. Soit P et Q deux polynômes de A[X], on appelle résultant
de P et Q et l'on note res(P,Q) le déterminant de la matrice de Sylvester
associée à P et Q.
Si A est intègre de corps des fractions K, on a la proposition suivante :
Proposition 6.2. Soit P (X) = anX
n + · · ·+ a0 et Q(X) = bmXm + · · ·+ b0
deux polynômes de A[X] et res(P,Q) leur résultant. On note (α1, . . . , αn)
(respectivement (β1, . . . , βm)) les racines de P (respectivement Q) dans K¯
avec multiplicité. On a alors :
res(P,Q) = amn b
n
m
∏
i,j
(αi − βj),
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soit encore
res(P,Q) = amn
∏
i∈{1,...,n}
Q(αi) = (−1)nmbnm
∏
j∈{1,...,m}
P (βj).
Lemme 6.3. Soient P,Q deux polynomes de Z[X] ayant un facteur commun
modulo p. Alors res(P,Q) est un entier divisible par p.
Preuve. Par déﬁnition le résultant est le déterminant de l'application
Zm−1[X]× Zn−1[X] −→ Zm+n−1[X], (A,B) 7→ AP +BQ.
Donc le résultant s'annule si et seulement si P et Q ont un facteur commun.
Par conséquent si P et Q ont un facteur commun modulo p, il s'en suit que
res(P,Q) est un entier divisible par p.
Lemme 6.4. Le cas optimal en terme de complexité pour avoir un résultant
res(P,Q) de l'ordre p avec des coeﬃcients de P et Q les plus grands possibles
en valeurs absolues est obtenu pour P,Q de même degré n,
P (X) = anX
n + · · ·+ a0 et Q(X) = bnXn + · · ·+ b0
avec (ai)0≤i≤n et (bi)0≤i≤n d'ordre p1/2n
Preuve. Le résultant est le déterminant d'une matrice dont les coeﬃcients
s'identiﬁent à ceux de P et Q. Ainsi
res(P,Q) =
∑
σ∈Sm+n
sign(σ)
m+n∏
i=1
ci,σ(i) (6.1)
où les ci,σ(j) sont pris parmis les coeﬃcients (ak)k=0,...,n et (bl)l=0,...,m coeﬃ-
cients de P et Q. On en déduit, puisque |res(P,Q)| est au moins égale à
p, que ces coeﬃcients sont au moins d'ordre p
1
n+m pour m et n négligeables
devant p. D'où le lemme.
6.2 Corps de nombres pour le crible
D'après 5.1,5.2 et 5.3, le problème du logarithme discret se ramène à
construire, deux extensions ﬁnies Kf et Kg de Q de même degré déﬁnies par
des polynômes f et g dont les réductions modulo p ont un facteur irréductible
commun sur Fp[X] de degré n. De plus, f et g doivent être choisis de façon à
minimiser la complexité de l'algorithme associé. On a la proposition suivante
:
Proposition 6.5. Soit α une racine complexe de f , notons c(f) le coeﬃcient
dominant du polynôme f . Soit ϕ un polynôme de Z[X], alors
N(ϕ(α)Of ) = ±c(f)−deg(ϕ)res(f, ϕ).
26 Construction des corps de nombres
Preuve. Par déﬁnition de la norme, N(ϕ(α)Of ) est égal au produit des
{ϕ(αi)}1≤i≤n où {αi}1≤i≤n désigne la famille des racines complexes de f .
L'identité se déduit de la Proposition 6.2.
D'après 5.1, pour collecter des relations sur les éléments de Ff , on doit
décomposer en idéaux premiers des idéaux principaux B-lisses de la forme
ϕ(α)Of avec ϕ de degré inférieur ou égal à t−1. On eﬀectue cette opération
successivement sur une suite aléatoire de polynômes ϕ.
Soit β une racine complexe de g, il s'agit donc de maximiser la probabilité
d'avoir ϕ(α) et ϕ(β) générateurs d'idéaux B-lisses dans Of , respectivement
Og. La norme étant multiplicative, pour maximiser ces probabilités, il faut
contrôler res(f, ϕ) et res(g, ϕ) pour tout ϕ en fonction de f et g. C'est cette
condition qui va guider la construction des polynômes f et g.
Pour majorer les résultants, on majore les coeﬃcients des polynômes f et
g. Rappelons que ces deux polynômes doivent être premiers entre eux sur
Q avec pourtant un polynôme irréductible de degré n qui les divise sur Fp.
Par conséquent, res(f, g) diﬀérent de 0 et divisible par p (Lemme 6.3) et les
coeﬃcients de f et g sont en valeurs absolues de l'ordre de p1/2n (Lemme
6.4).
En résumé, on cherche des polynômes f et g irréductibles, premiers entre
eux de degré n, de coeﬃcients dans Z d'ordre p1/2n dont les réductions modulo
p coïncident et sont irréductibles.
Nous rappelons ici, les constructions de polynômes f , g pertinents (mais ne
satisfaisant pas la condition idéale sur la taille des coeﬃcients) dues à Joux,
Lercier ([JL]) pour le cas des corps premiers et à Joux, Lercier, Smart et
Vercauteren en moyenne caractéristique ([JLSV]). Précisément,
Proposition 6.6. On peut construire en temps polynomial deux polynômes
f et g de Z[X] de degré n, irréductibles, avec f à coeﬃcients dans {−1, 0, 1}
tels que f et g soit égaux modulo p.
Preuve. Cette construction consiste à choisir un polynôme f de Z[X] à pe-
tits coeﬃcients (dont les coeﬃcients appartiennent à {1,−1, 0}) irréductible
modulo p et de degré n. Il suﬃt alors de prendre pour g le polynôme f + p.
Le couple (f, g) vériﬁe alors les conditions voulues.
Le défaut de cette construction vient de la taille des coeﬃcients de g, de
l'ordre de p. Une autre construction est proposée dans [JLSV]:
Proposition 6.7. On peut construire en temps polynomial deux polynômes f
et g de Z[X] de degré n, irréductibles, égaux modulo p et dont les coeﬃcients
sont plus petits en valeurs absolues que
√
p.
Preuve. On construit f en posant f = r + ch où r et h sont des polynômes
de Z[X] à petits coeﬃcients (tous éléments de {−1, 0, 1}) et c un entier de
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l'ordre de
√
p en valeur absolue. Les polynômes r et h et l'entier c sont choisis
de telle sorte que f soit irréductible modulo p. On écrit alors c comme le
rapport modulo p de deux entiers a et b d'ordre
√
p :
c = a/b mod p.
On pose g = br + ah polynôme de Z[X] irréductible modulo p et tel que
g ≡ bf mod p.
La construction de [JLSV] (Proposition 6.7) a l'avantage de symétriser
les rôles de f et g. Ils ont des coeﬃcients du même ordre (
√
p), ils sont
irréductibles et ont même degré. Cette construction joue un rôle important
dans la mise en ÷uvre du crible multiple par corps de nombres. En eﬀet le
crible multiple par corps de nombres, initié par Barbulescu et Pierrot ([BP])
consiste à étudier non plus deux mais une famille de corps de nombres au
dessus d'une extension de Fp ﬁxée. Il est naturel, dans ce cas, de demander
à ce que les corps nombres aient tous des propriétés analogues pour assurer
l'amélioration du calcul d'indice.
Dans la partie suivante (6.3), on propose une construction nouvelle de f
et g. Les polynômes obtenus par cette méthode sont candidats pour être de
degré n, premiers entre eux, avec des coeﬃcients de l'ordre de p1/2n et possé-
dant modulo p une racine commune engendrant Fp. Il convient néanmoins de
signaler d'ores et déjà une faiblesse de cette construction. En eﬀet, sa com-
plexité étant exponentielle (7), elle n'est pas utile en pratique. Trouver un
algorithme produisant de tels f et g avec une complexité sous-exponentielle
reste un problème ouvert.
6.3 Une construction nouvelle des corps de nombres
On commence par rappeler la méthode de Montgomery ([El]) et on en
détaille la construction aﬁn de pouvoir l'appliquer ensuite dans une situation
analogue (7).
Proposition 6.8. On peut construire en temps polynomial deux polynômes
f1 et f2 dans Z[X] de degré 2, premiers entre eux, possédant une racine
commune θ dans Fp et des coeﬃcients tous de l'ordre de p1/4.
Preuve. On choisit t et q dans Z tel que p ≡ t2 mod q où q est d'ordre √p.
On peut prendre par exemple t =
⌊√
p
⌋
et q un diviseur de p− (⌊√p⌋)2.
Pour (a, b, c) ∈ Z3 tel que aq+ bt+ c(t2−p)/q = 0 le polynôme a+ bX+ cX2
admet t/q mod (p) comme racine modulo p. Soit
E = {(a, b, c) ∈ Z3 tel que aq + bt+ c(t2 − p)/q = 0}.
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Le Z-module E libre de rang 2 s'identiﬁe au réseau orthogonal au vecteur
(q, t, (t2 − p)/q). Notons
M =

q t (t2 − p)/q
1 0 0
0 1 0
0 0 1
 .
Ainsi, on a
(a, b, c) ∈ E ⇐⇒

0
a
b
c
 ∈ ImM.
On cherche les petites solutions pour p1/4 de E, c'est-à-dire l'ensemble des
triplets (a, b, c) de E tels que :
√
a2 + b2 + c2 ≤ p1/4.
Pour K ≥ p1/4 (assez grand), on déﬁnit :
MK =

Kq Kt K(t2 − p)/q
1 0 0
0 1 0
0 0 1

En déﬁnissant le déterminant d'une matrice rectangulaire comme la racine
carrée du déterminant du produit de cette matrice par sa transposée, on a
det(MK) ≈ K
√
q2 + t2 + ((t2 − p)/q)2. (6.2)
On réduit MK dans M3,4(Z) et l'on obtient une nouvelle matrice MK red ∈
M3,4(Z) équivalente à MK de la forme :
MK red =

0 0 K
a1 a2 a3
b1 b2 b3
c1 c2 c3
 .
Par construction, (a1, b1, c1) et (a2, b2, c2) (éléments de E) déﬁnissent deux
polynômes premiers entre eux
f1(X) = a1 + b1X + c1X
2 et f2(X) = a2 + b2X + c2X
2
tels que modulo p, ils aient une racine commune dans Fp.
L'équivalence conservant le déterminant on a :∣∣∣∣∣∣
a1 a2
b1 b2
c1 c2
∣∣∣∣∣∣K = det(MK).
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Notons u = (a1, b1, c1) le vecteur à la norme euclidienne la plus grande entre
(a1, b1, c1) et (a2, b2, c2). On obtient en minorant le déterminant de
∣∣∣∣∣∣
a1 a2
b1 b2
c1 c2
∣∣∣∣∣∣,
l'inégalité suivante :
(‖u‖4 − 2 ‖u‖2)1/2 ≤
√
q2 + t2 + ((t2 − p)/q)2 ≈ √p. (6.3)
Ainsi ‖u‖ ≤ p1/4. Les polynômes f1 et f2 ont une racine commune θ modulo
p dans Fp, sont premiers entre eux comme polynômes de Z[X] et ont des
coeﬃcients tous de valeurs absolues plus petites que p1/4.
Soient f1 et f2 deux polynômes premiers entre eux de Z[X] de degré deux
de coeﬃcients tous de valeurs absolues plus petites que p1/4 ayant une racine
commune θ modulo p dans Fp construits en suivant la proposition 6.8. Dans
la suite on identiﬁe θ à son relèvement dans Z compris entre 0 et p − 1.
Suivant la méthode du crible par corps de nombres (5.1), on déduit de la
connaissance de ces deux polynômes, f1 et f2, un algorithme qui calcule le
logarithme discret dans Fp. Avec ces notations, nous allons à présent con-
struire deux autres polynômes f et g permettant de déﬁnir un algorithme
calculant le logarithme discret dans Fpn (voir 5.1).
Soit h ∈ Z[X] irréductible dans Fp de degré n
h(X, θ) =
n∑
i=0
hiX
i avec hi = ±1± θ pour 0 ≤ i ≤ n− 1 et hn = 1.
Pour 0 ≤ i ≤ n, on pose hi = h0i + h1i θ avec h0i = ±1 et h1i = ±1. On note
enﬁn
h0(X) =
n∑
i=0
h0iX
i, h1(X) =
n∑
i=0
h1iX
i, ainsi h(X, θ) = h0(X) + h1(X)θ.
Pour trouver un polynôme h irréductible de cette forme, on procède comme
suit : on choisit les coeﬃcients hi au hasard. On teste l'irréductibilité de h,
par exemple en montrant via un calcul de résultant qu'il est premier avec
xp
k − x pour tout k entre 1 et n − 1. On obtient de la sorte un polynôme
h irréductible. On rappelle le fait suivant qui suggère que cette stratégie est
valide car il y a beaucoup de polynômes irréductibles de degré n dans Fp :
Proposition 6.9. La probabilité d'obtenir un polynôme irréductible de degré
n à coeﬃcients dans Fp parmi les polynômes de degré n est comprise entre
(1− 1/pn/2−1)/n et 1/n.
Preuve. Tout élément de Fnp est racine d'un polynôme irréductible unitaire
de degré d divisant n. Un polynôme unitaire de degré d sur Fp s'identiﬁe
à son système de d racines. On déduit que pn =
∑
d|n dmd(p) où md(p) est
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le cardinal des polynômes irréductibles unitaires de Fp[X] de degré d. On
déduit donc l'encadrement suivant
pn − pn/2+1
n
≤ mn(p) ≤ p
n
n
.
On construit à partir de h, deux nouveaux polynômes f, g de degré 2n
dans Z[X] en posant :
f(X) = resθ(h(X, θ), f1(θ)) et g(X) = resθ(h(X, θ), f2(θ)).
Ce qui donne après calcul du résultant (6.2) :
f(X) = f1
(
− h
0(X)
h1(X)
)
(h1(X))2 et g(X) = f2
(
− h
0(X)
h1(X)
)
(h1(X))2.
Les polynômes f mod p et g mod p s'annulent en m ∈ Fpn racine sur Fp
de h(X, θ) d'après l'expression de f et g en termes de résultant. Ainsi f
mod p et g mod p ont bien une racine commune m dans Fpn tel que m soit
génératrice de Fpn sur Fp. Les coeﬃcients h0i et h1i étant tous égaux à plus
ou moins un, les coeﬃcients de f et g ont même taille que ceux de f1 et f2
et sont donc d'ordre p1/4 d'après 6.3. Enﬁn, les polynômes f1 et f2 étant
premiers entre eux et de degré 2 on vériﬁe que f et g sont eux aussi premiers
entre eux de degré 2n. Il n'y a pas de gain de complexité à utiliser cette
méthode comme on le voit dans la section 8.
7 Méthode de Montgomery généralisée ?
L'objet de cette partie 7 est de déterminer deux polynômes de Z[X] de
même degré n, premiers entre eux à petits coeﬃcients, i.e de normes toutes
plus petites que p1/2n. On veut de plus que ces polynômes aient une racine
commune dans Fp. La connaissance de tels polynômes est en eﬀet cruciale
pour optimiser la complexité du crible par corps de nombres (5.1). Pour
cela, on généralise la méthode de Montgomery (6.3).
Soit t, q et (ui)0≤i≤n éléments de Z tels que p ne divise pas q. Si l'on a
(a0, . . . , an) ∈ Zn+1 tel que
a0(q
n−1 − pu0) + a1(qn−2t− pu1) + a2(qn−3t2 − pu2) + · · ·
+an−1(tn−1 − pun−1) + an(tn − pun)/q = 0
alors modulo p, le rationnel t/q est une racine de a0+a1X+a2X
2+· · ·+anXn.
C'est pourquoi on considère l'ensemble des n+ 1-uplets
E =

(a0, . . . , an) ∈ Zn+1 tel que
a0(q
n−1 − pu0) + a1(qn−2t− pu1) + a2(qn−3t2 − pu2) + · · ·
+an−1(tn−1 − pun−1) + an(tn − pun)/q = 0

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Le Z-module libre E de rang n est le réseau orthogonal au vecteur(
qn−1 − pu0, qn−2t− pu1, . . . , (tn − pun)/q
)
dans Zn+1.
Soit M =

qn−1 − pu0 qn−2t− pu1 . . . . . . (tn − pun)/q
1 0 0 . . . 0
0 1 0 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . 1
.
Un n+1-uplet (a0, . . . , an) est dans E si et seulement siM
a0. . .
an
 =

0
a0
...
an
 .
Les polynômes recherchés ont une famille de coeﬃcients éléments de E. Pour
borner uniformément leurs normes, on introduit doncMK déﬁni de la manière
suivante pour K un paramètre réel positif (assez grand) :
MK =

K(qn−1 − pu0) K(qn−2t− pu1) . . . . . . K(tn − pun)/q
1 0 0 . . . 0
0 1 0 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . 1
.
Comme élément de Mn+2,n+1(Z), MK est équivalente à une matrice MKred
de la forme :
MKred =

0 ... 0 K
a0,0 a0,1 . . . a0,n
a1,0 a1,1 . . . a1,n
. . . . . . . . . . . .
an,0 an,1 . . . an,n
 .
On peut calculer le déterminant commun aux deux matrices MK et MKred
et l'on obtient l'identité suivante :
det(MK) = K
√
(qn−1 − pu0)2 + ...+ (tn − pun)2/q2 = K det(NK)
pour
NK =

a0,0 a0,1 . . . a0,n−1
a1,0 a1,1 . . . a1,n−1
. . . . . . . . . . . .
an,0 an,1 . . . an,n−1
 .
Par l'algorithme LLL (voir [Co] théorème 2.6.2), le plus petit vecteur pour
la norme euclidienne de E, noté b1 est tel que ‖b1‖ ≤ 2(n−1)/4 det(NK)1/n et
le second plus petit vecteur b2 vériﬁe ‖b2‖ ≤ 2n/4 det(NK)1/n−1. Ainsi l'on
obtient
Lemme 7.1. Si det(NK) est de l'ordre de p
1/2, la généralisation de la méth-
ode de Montgomery permet de construire deux polynômes à coeﬃcients de
l'ordre de p1/2n possédant une racine commune dans Fp.
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Il s'agit à présent de déterminer des coeﬃcients t et les (ui)0≤i≤n−1 pour
lesquels l'hypothèse du lemme 7.1 est satisfaite, i.e. det(NK) est de l'ordre
de p1/2. On suppose un = 0 et q = t
n.
Lemme 7.2. Pour s ∈ Z, on note sp le plus petit entier en valeur absolue
tel que s ≡ sp mod p. Si⌊
p1/(n(n−1))
⌋
+ 1 ≤ tp ≤ p− 1 et ((tp)(n−1)i)p = (t(n−1)i)p ≤ p1/2
alors la généralisation de la méthode de Montgomery produit deux polynômes
b1,b2 sans racine commune évidente dans Q et de coeﬃcients de l'ordre de
p1/2n.
Preuve. Sous les hypothèses du lemme, soient t et (ui)0≤i≤n−1 tels que
qn−i−1ti − pui soient de l'ordre de p1/2 pour 0 ≤ i ≤ n. Comme les deux
polynômes associés à b1 et b2 n'ont pas de racines communes dans C, on doit
exclure les cas 0 ≤ (tp)n(n−1) ≤ p. En eﬀet, si 0 ≤ (tp)n(n−1) ≤ p, alors t/q
serait racine commune à b1 et b2 dans Q. Ainsi
⌊
p1/(n(n−1))
⌋
+ 1 ≤ tp ≤ p− 1
avec ((tp)
ni)p = (t
ni)p. Alors, par division euclidienne, on en déduit b1 et b2
et les deux polynômes associés.
Remarque 7.3. Il reste à s'assurer que les deux polynômes construits par
la méthode de Montgomery généralisée sont premiers entre eux. On peut
tester ce fait par l'algorithme d'Euclide qui est polynomial en n2 si n est le
degré des deux polynômes. Complexité négligeable au vu des autres phases de
l'algorithme du crible.
Les limites de cette version généralisée de la méthode de Montgomery
tient à la détermination de l'élément t ∈ Z satisfaisant les hypothèses du
Lemme 7.2. Or, pour tp quelconque, la probabilité pour un certain i d'avoir
(tni)p de l'ordre de p
1/2 est égale à 1/p1/2. Ainsi, pour tp choisi au hasard la
probabilité pour que pour tout i ∈ [0, n] de telles conditions soient vériﬁées
est inférieure à 1/pn/2. D'où
Lemme 7.4. La complexité de la généralisation de la méthode de Mont-
gomery est exponentielle en log(p).
Cette généralisation de la méthode de Montgomery permet donc en théorie
de proposer des polynômes candidats aux conditions demandées (de degré n
premier entre eux avec des coeﬃcients d'ordre p1/2n avec une racine commune
dans Fp) mais en temps exponentiel ce qui n'est pas satisfaisant. Actuelle-
ment on ne sait pas s'il existe une variante de la méthode de Montgomery
qui détermine en temps raisonnable deux polynômes satisfaisant toutes les
hypothèses requises.
8 Calcul de Complexité
En grande caractéristique, le crible par corps de nombres par la méthode
de Joux-Lercier ([JL]) utilisée seule est de complexité asymptotique minimale
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Lpn(1/3, (64/9)
1/3) pour la détermination du logarithme discret d'un élément
d'un corps ﬁni Fpn . On ne donne dans cette partie 8 que le calcul de com-
plexité dans le cas limite entre moyenne et grande caractéristique pour la
construction des corps de nombres de la partie 6.3.
Rappelons les notations pour Fpn pour cette caractéristique :
q = pn et p = Lq(2/3, 1/αn)
où αn est un réel de l'ordre de 1. D'après la déﬁnition de la fonction L (voir
3.3), on a donc
n = αn(log(q)/ log(log(q)))
1/3.
Soit B la borne de lissité, on déﬁnit le réel αB par l'égalité
B = Lq(1/3, αB).
Notons C la taille (i.e. le nombre d'éléments) du crible. On suppose que
C = B. On restreint le crible aux éléments de la forme a+ bα et a+ bβ où a
et b sont des entiers naturels plus petits que B et α et β sont les générateurs
respectifs des corps Kf et Kg construits dans la section 6.3. La norme d'un
élément x ∈ Kf (resp. Kg) peut aussi s'écrire comme le produit des σ(x)
pour σ décrivant l'ensemble des plongements de Kf (resp. Kg) considéré
dans C.
On déduit des notations que
N(a+ bα)N(a+ bβ) ≤ N pour N = (n+ 1)2p1/2B4n.
On impose aux éléments du crible d'être tous B-lisses. D'après le théorème
de Canﬁeld-Erdos-Pomerance (Théorème 3.1) :
log(P(x ≤ N|B − lisse)) ≈ − log(N )
log(B)
log(
log(N )
log(B)
). (8.1)
Proposition 8.1. Entre moyenne et grande caractéristique, le crible par
corps de nombres sur Fpn est de complexité asymptotique minimale de l'ordre
de
Lpn(1/3, (64/9)
1/3).
Preuve. La partie algèbre linéaire du crible par corps de nombres consiste à
inverser une matrice de taille B×B, donc a pour complexité B2. Ainsi, pour
égaliser les complexités de la partie "crible" (8.1) et de la partie "algèbre
linéaire" on doit avoir :
log(N )log(log(N )
log(B)
) = log2(B).
Or N = (n+ 1)2p1/2C4n, donc
log2B =
(
2 log(n+1)+(1/2) log(p)+4n log(B)
)
log
(
2 log(n+1)+(1/2) log(p)+4n log(B)
)
.
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On peut supposer 2 log(n + 1) négligeable devant 4n log(B) pour pn grand.
Ainsi, log(B) est solution de :
X2 = ((1/2) log(p) + 4nX) log
(
(1/2) log(p) + 4nX
)
.
On peut exprimer log(B) en fonction de αB et n en fonction de αn. Si l'on
écrit de plus log(p) = log(Q)/n on obtient :
αB(log(Q)/ log(log(Q)))
1/3 =
2/3αn2(log(Q)/ log(log(Q)))
1/3 + (1/(6αBαn))(log(Q)/ log(log(Q)))
1/3.
Le facteur αB est donc la racine positive de :
X2 − 2/3αn2X − 1/(6αn).
Par conséquent,
αB = αn2/3 +
√
α2n4/9 + 1/(6αn). (8.2)
La complexité étant égale à B2 et B = Lq(1/3, αB), on obtient une expression
de la complexité en fonction de αn. Elle est minimale pour αB minimal
en fonction de αn. On cherche donc les zéros de la dérivée de l'expression
précédente (8.2) en fonction de αn :
2/3 +
8/9αn − 1/(6α2n)
2(α2n4/9 + 1/(6αn))
1/2
= 0.
On en déduit αn que l'on peut remplacer dans :
X2 − 2/3αn2X − 1/(6αn)
où l'inconnu est αB. Ce binôme ne possède qu'une racine positive, αB :
αB = (2/3)(3)
1/3.
Par suite, la complexité asymptotique minimale est de l'ordre de :
Lpn(1/3, (64/9)
1/3).
La complexité du crible par corps de nombres entre moyenne et grande
caractéristique (Proposition 8.1) est donc identique à celle obtenue par la
méthode de Joux-Lercier (voir [JLSV]). Le gain en terme de taille des co-
eﬃcients des polynômes - d'ordre p1/2 dans la méthode de Joux-Lercier et
d'ordre p1/4 avec la construction 6.3- est balancé par l'augmentation des de-
grés des polynômes - de degré n dans le cas Joux-Lercier et de degré 2n pour
6.3.- Ces deux distinctions se compensent et l'on obtient la même complexité
pour les deux algorithmes.
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9 Entre la petite et la moyenne caractéristique
En petite caractéristique (4), c'est-à-dire pour p de la forme
p = Lpn(α, c) avec α ≤ 1/3,
la complexité de l'algorithme par crible sur les corps de fonctions est meilleure
que celle donnée par le crible par corps de nombres. Cette complexité est de
l'ordre de Lpn(α, c
′), pour un réel c′ dépendant de α et c. Il est naturel de
regarder le cas limite, i.e pour α = 1/3 et c est variable et croissant. De la
sorte, on approche de la fenêtre à partir de laquelle l'algorithme optimal de
calcul de logarithme discret est obtenu à l'aide du crible par corps de nombres.
D'après la section 10), le meilleur algorithme à ce jour pour α > 1/3 est de
complexité
Lpn(1/3, (48/9)
1/3)
pour certains n ("divisible par une petite constante"). L'objet de cette sec-
tion 9 est l'analyse de la complexité du crible par corps de nombres pour
α = 1/3. On commence par montrer que l'analyse analogue au cas α > 1/3 ne
s'applique pas (9.1). Une majoration plus ﬁne du déterminant de Sylvester
s'avère nécessaire (9.2).
9.1 Complexité entre petite et moyenne caractéristique
On rappelle les notations du crible par corps de nombres (5.1):
- t− 1 le degré des polynômes du crible,
- B la borne de lissité,
- A la borne sur les coeﬃcients des diﬀérents polynômes du crible.
Comme p = Lpn(α, c) avec α ≤ 1/3, on a
n =
1
cp
( ln(q)
ln(ln(q))
)2/3
.
Ecrivons t sous la forme :
t =
ct
cp
( ln(q)
ln(ln(q))
)1/3
.
On peut aussi exprimer At et B sous les expressions suivantes (voir [JP]) :
At = Lq(1/3, cact) et B = Lq(1/3, cb)
pour ca, cb deux réels.
La complexité de l'algorithme par corps de nombre dépend de la norme
des polynômes du crible dans chacun des deux corps de nombres (6.3). Cette
norme, à un coeﬃcient négligeable au vu de leurs tailles, est de l'ordre de :
det(Syl(fi, h))
où Syl(fi, h) est la matrice de sylvester associée aux polynômes fi et h.
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Lemme 9.1. Notons ‖fi‖ le maximum des valeurs absolues des coeﬃcients
de fi et A une borne de la valeur absolue des coeﬃcients de h, alors
|res(fi, h)| ≤ nmmnAn ‖fi‖t .
Preuve. Vue la forme de la matrice de Sylvester Syl(fi, h) = (cij)0≤i≤n+m−1,
le nombre de permutations σ ∈ Sn+m qui induisent un produit Πm+n−1i=0 ci,σ(i)
non nul dans l'expression développée (6.1) du résultant est majoré par
nmmn.
Pour p de la forme Lq(α, c) avec α > 1/3, le terme n
ttn est négligeable
devant An ‖fi‖t. Il n'apparaît donc pas dans le calcul de complexité en
moyenne et grande caractéristique.
Ce n'est plus le cas pour α = 1/3 car tn n'est plus négligeable. La majoration
évidente de |res(fi, h)| ne suﬃt plus pour retrouver la même complexité par
le même calcul que dans le cas de moyenne caractéristique où α > 1/3.
9.2 Majoration d'un résultant
Soient P (X) et Q(X) deux polynômes de degrés respectifs n et m avec
n ≥ m et soit Syl(P,Q) = (mi,j)0≤i,j≤n+m−1 la matrice de Sylvester associée.
Ainsi
res(P,Q) = det Syl(P,Q) =
∑
σ∈Sn+m
(σ)
n+m−1∏
k=0
mσ(k),k.
On a donc la majoration évidente
|res(P,Q)| ≤ |Θ|An+m
où A = max{|mi,j| , i, j ∈ {0, . . . , n + m − 1}} et |Θ| est le cardinal de
l'ensemble
Θ = {σ ∈ Sn+m tel que
n+m−1∏
k=0
mσ(k),k 6= 0}.
On cherche à estimer |Θ| pour obtenir une approximation plus ﬁne que
dans le lemme 9.1 de |res(P,Q)|. Pour ce faire, on utilise la forme particulière
de la matrice de Sylvester qui contient beaucoup de coeﬃcients nuls répartis
de façon régulière. De plus il existe une césure dans cette matrice à la colonne
m : on passe des coeﬃcients de P aux coeﬃcients de Q, ce qui permet de
diﬀérencier les rôles des deux polynômes.
Lemme 9.2. Pour σ ∈ Sn+m, posons
l(σ) = Max0≤j≤m−1(σ(j)).
Alors l(σ) ≥ m.
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Preuve. L'opérateur σ est une bijection. L'entier l(σ) est le maximum d'un
ensemble d'entiers naturels de cardinal strictement égal à m. D'où l(σ) ≥
m.
Lemme 9.3. Soit σ ∈ Θ. Alors σ induit une permutation de {0, . . . , l(σ)}.
Preuve. Par déﬁnition (9.2), si 0 ≤ j ≤ m − 1 on a σ(j) ≤ l(σ). Soit
i ∈ [m, l(σ)]. Si σ(i) ≥ l(σ), comme i ≤ l(σ), le coeﬃcient mσ(i),i est situé
strictement en dessous de la diagonale et dans la partie de la matrice associée
à Q, donc est nul et σ 6∈ Θ.
A présent, il est naturel d'étudier σ(k) pour k supérieur à l. On a la
proposition suivante :
Proposition 9.4. Soit σ ∈ Θ est non nulle. Alors pour tout k > l(σ), on a
σ(k) = k.
Preuve. On raisonne par récurrence. Pour k = l(σ) + 1. Les seules permuta-
tions éléments de Θ sont telles que σ(l(σ) + 1) ≥ l(σ) + 1 d'après le lemme
9.3. Or dans ce cas le terme associé dans la matrice, mσ(l(σ)+1),l(σ)+1 se situe
sous la diagonale après la colonne m. Vue la forme de la matrice, il est non
nul si et seulement si σ(l(σ) + 1) = l(σ) + 1.
Soit u ≥ l(σ). On suppose à présent que pour tout k compris entre l(σ) + 1
et u, σ(k) = k. Comme σ est bijective, σ(u+ 1) > l(σ). De plus en utilisant
l'hypothèse de récurrence il vient que σ(u + 1) > u. A nouveau les seuls
termes possibles pour σ(u + 1) sont tels que mσ(u+1),u+1 se situe au dessous
de la diagonale dans une partie de la matrice (après la colonne m) où tous
les termes strictement sous la diagonale sont nuls. Donc σ(u+ 1) = u+ 1 et
la récurrence est établie au rang u+ 1.
D'après la proposition 9.4, si σ ∈ Θ alors pour tout k tel que l(σ) + 1 ≤
k ≤ n+m− 1, on a σ(k) = k. Le polynôme Q(X) = ∑mi=0 biX i est unitaire,
i.e. bm = 1. Donc pour σ ∈ Θ et k compris entre l(σ) + 1 et n+m− 1 on a
: mσ(k),k = mk,k = bm. On en déduit la majoration suivante de |res(P,Q)| :
Proposition 9.5. Soient P et Q deux polynômes unitaires de degré respectif
n et m.
|res(P,Q)| ≤
∑
σ∈Sn+m
0≤j≤max{l(σ),σ(j)}∏
k=0
∣∣mσ(k),k∣∣ .
On donne une majoration du cardinal de Θ, i.e du nombre de permutations
intervenant dans le résultant.
Lemme 9.6. Soit P et Q deux polynômes de Z[X] de degré respectif n et m.
Alors :
|Θ| ≤ 2n+m(n+ 1)!(m− 1)!
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Preuve. Il suﬃt de majorer le nombre de permutations évitant les coeﬃcients
nuls de la matrice de Sylvester associée à P et Q. Pour σ(1), on a deux choix.
Pour σ(2) on a quatre choix et ainsi de suite jusqu'à σ(n + 1). Puis pour
σ(n + 2) on a 2(m − 1) choix, pour σ(n + 3), 2(m − 2) choix et ainsi de
suite jusqu'à σ(n+m) où l'on a à nouveau deux choix. Ainsi, on obtient la
majoration annoncée.
|Θ| ≤ 2n+m(n+ 1)!(m− 1)!
La majoration du lemme 9.6 est grossière et ne suﬃt pas à abaisser la
complexité de l'algorithme du calcul d'indice entre la petite et la moyenne
caractéristique. Il faut faire un travail plus ﬁn, tenant compte de la signature
des permutations de Θ et des coeﬃcients de P et Q. En étant plus soigneux,
on s'aperçoit que l'approximation de la valeur du résultant peut être l'objet
de questions combinatoires ouvertes ﬁnes.
10 Variantes du crible par corps de nombres
Dans cette section 10, on présente deux variantes récentes du crible par
corps de nombres. Elles sont indépendantes et peuvent être appliquées en-
semble.
La première (10.1), appelée crible multiple de corps de nombres, est due
à Barbulescu et Pierrot ([BP]). Elle consiste à considérer plusieurs anneaux
d'entiers au dessus d'un corps ﬁni ﬁxé. Elle augmente ainsi les relations
linéaires entre logarithmes virtuels déﬁnies cette fois dans plus de deux corps
de nombres. Elle permet de la sorte de faire baisser la complexité globale de
l'algorithme de calcul d'indice associé.
La seconde variante (10.2), dite méthode de crible par tour de corps de
nombres, est due à Barbulescu et Kim ([BK]). Elle permet d'obtenir en
moyenne caractéristique, les résultats de complexité obtenus pour la grande
caractéristique. Elle consiste à tensoriser le diagramme du crible par corps
de nombres classique pour Fpη par un anneau d'entiers non ramiﬁé en p
de dimension κ. On obtient un algorithme global calculant le logarithme
discret dans Fpn où n = ηκ avec une complexité ne dépendant que de la
caractéristique de Fpη .
10.1 Crible multiple par corps de nombres
Initiée par Barbulescu et Pierrot ([BP]), cette méthode consiste à multi-
plier le nombre d'anneaux d'entiers au dessus d'un corps ﬁni ﬁxé. Le crible
par corps de nombres ne considère originellement que deux anneaux des en-
tiers (5.1). Ici on multiplie le nombre d'égalités de la forme (2.1) sans avoir
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à décomposer un trop grand nombre d'idéaux de la forme ϕ(α)Of dans les
anneaux d'entiers Of .
Cependant, en multipliant les anneaux d'entiers au dessus d'un corps ﬁni
ﬁxé, on augmente le temps de calcul de factorisation, dans chacun de ces an-
neaux d'entiers, en idéaux principaux. Par conséquent, il existe un nombre
optimal d'anneaux d'entiers au dessus du corps ﬁni.
La section 10.1 présente brièvement cette stratégie nouvelle due à Bar-
bulescu et Pierrot. D'abord (10.1.1), on indique la construction de ces
anneaux d'entiers. Puis on détermine le nombre optimal d'anneaux d'entiers
à considérer simultanément dans l'algorithme de crible multiple par corps de
nombres (10.1.2).
10.1.1 Famille d'anneaux d'entiers
D'après 6.2, on sait construire des couples de polynômes tels que leurs
corps de rupture sur Q déﬁnissent des anneaux d'entiers répondant aux exi-
gences du crible par corps de nombres (6.2).
Pour construire non plus deux mais une famille de tels anneaux d'entiers,
on prend des combinaisons linéaires des deux polynômes de départ :
λf + µg
où λ et µ sont des entiers négligeables devant les coeﬃcients de f et g. On
obtient de la sorte des polynômes qui ont tous une racine commune sur Fp et
l'on choisit dans cette famille de combinaisons linéaires, celles qui déﬁnissent
des polynômes irréductibles. En agissant de la sorte, on symétrise les rôles
des deux polynômes initiaux qui forment la base du Z-module libre de rang 2
des polynômes candidats pour déﬁnir le crible multiple. Ils ont même degré
et même taille.
L'optimisation de l'algorithme par crible multiple nécessite une limitation
du nombre des polynômes à considérer. La borne est une constante néglige-
able devant la taille des deux polynômes originaux que nous explicitons dans
le paragraphe suivant (10.1.2).
10.1.2 Cardinal optimal de la famille associée au crible multiple
On adapte au crible multiple les notations de la section 5.1 du crible par
corps de nombres. La méthode du crible repose sur la collection de relations
linéaires entre logarithmes virtuels par décomposition des éléments du crible
en produit d'idéaux premiers. Dans le cadre du crible multiple, on note V
le nombre d'anneaux d'entiers de corps de nombres (Q[αi])1≤i≤V au dessus
du corps Fpn étudié. Notons (fi)1≤i≤V les polynomes minimaux respectifs de
(αi)1≤i≤V et Ofi l'anneau d'entiers de Q[αi]. On obtient une relation linéaire
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utile au crible lorsque que deux idéaux parmis la famille des (ϕ(αi)Ofi)1≤i≤V
sont B-lisses.
Notons P la probabilité pour un polynôme de degré inférieur strictement à
un entier t d'être B-lisse dans une extension de la forme Q[αi]. La probabilité
pour un polynôme ϕ de degré inférieur strictement à t d'être B-lisse dans
deux extensions de la forme Q[αi] est égale à
P ′ = V (V − 1)/2P2.
Ainsi la probabilité de construire une relation linéaire utile au crible est aug-
mentée d'un facteur de l'ordre de V 2.
D'après [BP], les variables intervenant dans la complexité globale de
l'algorithme sont :
- t la borne des degrés des polynômes sur lesquels on eﬀectue le crible,
- S la taille maximale des coeﬃcients de ces polynômes,
- B la borne de lissité du crible,
- V le nombre d'extensions de Fpn .
Comme dans le calcul de complexité de crible par corps de nombres (8),
on égalise la complexité des deux phases du crible : celle de collection des
relations et celle d'algèbre linéaire. La phase de collection nécessite l'analyse
de la B-lissité des St éléments du crible. La partie algèbre linéaire, via
l'algorithme de Wiedemann ([Wi]), est de complexité de l'ordre de (V B)2.
On obtient ainsi
St = (V B)2.
Pour la collection des V B relations nécessaires, on obtient une complexité
StP ′ = V B.
Donc V B de l'ordre de 1/P ′, pour P ′ = V (V − 1)/2P2. Ces relations déter-
minent V en fonction de B et P .
Barbulescu et Pierrot mènent à bien les calculs de complexité en moyenne
et grande caractéristique pour le crible multiple ([BP]) pour les paramètres
V,B,P ′ ainsi choisis :
Proposition 10.1. En moyenne caractéristique, la méthode du crible mul-
tiple conduit à une complexité égale à :
Lpn(1/3, (2
13/36)1/3).
En grande caractéristique, la méthode du crible multiple conduit à une com-
plexité égale à :
Lpn(1/3, (
92 + 26
√
13
27
)1/3).
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On rappelle que le crible par corps de nombres ([JL]) a pour complexité
en moyenne caractéristique :
Lpn(1/3, (128/9)
1/3)
or
(213/36)1/3 ∼= 2, 24 et (128/9)1/3 ∼= 2, 42
d'où le gain escompté du crible multiple dans le cas de la moyenne carac-
téristique.
En grande caractéristique, le crible par corps de nombres ([JL]) a pour com-
plexité
Lpn(1/3, (64/9)
1/3).
Or
(
92 + 26
√
13
27
)1/3 ∼= 1, 902 et (64/9)1/3 ∼= 1, 923.
Ainsi le crible multiple conduit à un gain en complexité que ce soit en grande
ou en moyenne caractéristique.
Entre moyenne et grande caractéristique, i.e. pour
p = Lpn(2/3, cp)
où cp est un réel positif de l'ordre de 1 (il suﬃt ici de prendre cp inférieur à
10). Dans ce cas la complexité dépend de cp et de t. Précisément on a ([BP])
:
Proposition 10.2. La complexité de l'algorithme de calcul d'indice avec le
crible multiple pour
p = Lpn(2/3, cp)
et cp de l'ordre de 1, est égale à :
Lpn
(
1/3, 2/3(
16
9cpt
+
√
(
16
9cpt
)2 +
8
3
(cp(t− 1)))
)
.
Rappelons la complexité de l'algorithme de calcul d'indice par la méthode
de Joux-Lercier :
Lpn
(
1/3, 2/3(
2
cpt
+
√
(
2
cpt
)2 + 3(cp(t− 1)))
)
.
Ainsi on constate un gain de complexité via la mise en ÷uvre du crible
multiple (10.2).
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10.2 Crible par tour de corps de nombres
Dans cette section (10.2), on donne une variante due à Barbulescu et
Kim ([BK]), dite crible par tour de corps de nombres, du crible par corps
de nombres. On commence par présenter le gain de complexité (Proposition
10.3), puis on décrit précisément la méthode de Barbulescu et Kim.
L'objectif du travail de Barbulescu et Kim ([BK]) est d'obtenir (sous des
hypothèses que l'on précise dans la proposition 10.3) en moyenne carac-
téristique, une complexité équivalente au cas de grande caractéristique. Les
calculs de complexité en grande caractéristique sont détaillés dans [JLSV].
Quelque soit la méthode utilisée, la complexité en grande caractéristique est
inférieure à la complexité en moyenne caractéristique. Notamment la méth-
ode de Joux-Lercier donne en grande caractéristique une complexité égale
à Lpn(1/3, (64/9)
1/3) et en moyenne caractéristique Lpn(1/3, (128/9)
1/3). La
méthode de Barbulescu et Kim ([BK]) que l'on présente ici (10.2) permet
d'obtenir la même constante, (64/9)1/3, en grande et moyenne caractéris-
tique. Elle permet de faire un peu plus. En eﬀet, le cas limite entre moyenne
et grande caractéristique, pour
p = Lpn(2/3, cp)
avec cp un réel positif de l'ordre de 1 (ici, il suﬃt de prendre cp compris
entre 0, 1 et 10) donne dans les cas optimaux une meilleure complexité qu'en
grande caractéristique ([BK]) :
Proposition 10.3. Soit n = ηκ et q = pn. On suppose η et κ premiers entre
eux et
η = o
(( log q
log log q
)1/3)
.
Alors l'algorithme de calcul d'indice pour Fpn associé à la méthode de crible
par tour de corps de nombre a pour complexité
Lpn(1/3, (48/9)
1/3).
Décrivons à présent la méthode du crible par tour de corps de nombres.
Soit Fpn un corps de moyenne caractéristique avec n = ηκ tel que Fpη est un
extension entre moyenne et grande caractéristique.
D'après 6.3 la probabilité d'obtenir un polynôme irréductible unitaire sur
Fp de degré κ est égale à (1/κ)(1 − 1/p). Probabilité suﬃsamment grande
(κ est inférieur à log(pκ)) pour qu'on puisse déterminer un tel polynôme, en
temps polynomial en les variables (le nombre de chiﬀres nécessaire à l'écriture
de pκ). Quitte à prendre des relevés dans Z de ses coeﬃcients, on construit
ainsi un polynôme P irréductible unitaire de degré κ sur Z qui reste irré-
ductible modulo p.
Soit ι une racine complexe de P , Q[ι] l'extension de Q engendrée par ι et Oι
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l'anneau des entiers de Q[ι]. Comme P est irréductible modulo p, le nombre
premier p est non ramiﬁé dans Oι. Par réduction modulo p, on obtient un
morphisme surjectif d'anneaux :
Oι → Fpκ .
L'extension Fpη est de grande caractéristique (ou entre moyenne et grande
caractéristique). Le crible par corps de nombres usuel (5.1) conduit au
diagramme de réductions successives suivant :
Z[X]
""||
Of
ρf
""
Og
ρg
||
Fpη
où f et g sont des polynômes introduits dans la section 6.2. On peut alors
tensoriser sur Z ce diagramme par Oι. En constatant que
Oι ⊗Z Fpη = Fpn ,
on en déduit le diagramme suivant :
Oι[X]
%%yy
Oι ⊗Z Of
ρf
%%
Oι ⊗Z Og
ρg
yy
Fpn
Cependant les anneaux Oι ⊗Z Of et Oι ⊗Z Og ne sont pas forcément de
Dedekind. Il convient donc de travailler plutôt dans l'anneau Oι,f (respec-
tivement Oι,g) des entiers de l'extension Kf [ι] (respectivement Kg[ι]). On
obtient ainsi un nouveau diagramme :
Oι[X]
##{{
Oι,f
ρf
##
Oι,g
ρg
{{
Fpn
Reste à collecter des relations et déﬁnir les ensembles d'idéaux B-lisses
dans ces anneaux. On peut supposer que les coeﬃcients du polynôme P
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négligeables devant ceux de f et g. Les normes (sous les hypothèses de la
proposition 10.3) restent alors du même ordre par passage de Kf ou Kg à
Kf [ι] ou Kg[ι], ce qui permet de conserver la même complexité du crible de
Fpκ à Fpn .
Remarquons enﬁn que les méthodes de crible multiple et de crible par
tour de corps de nombres peuvent s'associer et conduisent ensemble à une
nouvelle complexité en moyenne caractéristique. Cette complexité est la
meilleure pour Fpn avec n = ηκ tel que Fpη est de caratéristique strictement
comprise entre la moyenne et la grande caractéristique ([BK]).
Proposition 10.4. Sous les hypothèses de la proposition 10.3, la complexité
pour le calcul d'indice sur Fpn vaut
Lpn
(
1/3,
(92 + 26√13
27
)1/3)
en combinant la méthode de tour par corps de nombres et le crible multiple.
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Part II
Catégories multivariées en théorie
de Hodge p-adique
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11 Introduction et rappel
Soit K une extension ﬁnie de Qp et GK le groupe de Galois absolu de
K. Depuis les travaux de Colmez et Fontaine ([CF]) on sait décrire les
représentations galoisiennes de GK en termes de (ϕ,Γ)-modules, le groupe Γ
étant déﬁni à partir de la tour d'extensions cyclotomiques de K. Cette ap-
proche, extrêmement fructueuse, a permis la démonstration d'une partie du
programme de Langlands p-adique qui cherche à classiﬁer les représentations
galoisiennes de GK en termes de représentations linéaires (voir les travaux
de Berger, Breuil, Colmez, Kisin...). Dans [KR], Kisin et Ren ont montré
qu'il était possible de remplacer la tour cyclotomique par n'importe quelle
tour associée à une loi de Lubin-Tate. La catégorie de modules, dit de Kisin,
obtenue de la sorte permet, entre autres, de décrire les réseaux stables sous
l'action de GK déduits de représentations cristallines de GK .
Nous commençons par un rappel sur les lois de groupes formelles de Lubin-
Tate 12. Puis, 13, nous généralisons les résultats de [KR] en augmentant le
nombre de variables de l'anneau sur lequel se construit les modules de Kisin.
On déﬁnit une version multivariée des modules "cristallins" de [KR] (13.2).
L'introduction de plusieurs variables est motivée par l'espoir de remplacer le
groupe Γ par un groupe p-adique plus grand permettant d'obtenir des infor-
mations complémentaires dans des situations plus générales. Cette stratégie
est déjà émergente dans les travaux récents de Berger ([Be2]) et de Kedlaya
([Ke]).
Le développement de la théorie classique à la structure multivariable révèle
diﬀérentes diﬃcultés nouvelles que l'on a cherchées à mettre en évidence dans
ce texte. Notamment pour obtenir une équivalence entre la catégorie de
certains ϕ-modules multivariés et une catégorie adaptée de représentations
cristallines, la généralisation de la stratégie mise en ÷uvre dans [KR] néces-
site une version multivariée de la théorie des pentes. Malheureusement, pour
le moment, on ne dispose que d'une version partielle multivariée des pentes
de Kedlaya ([Ke]) qui est encore insuﬃsante. Même dans le cas classique
avec une seule variable, sans la théorie des pentes de Kedlaya, on ne sait pas
décrire explicitement les réseaux stables dans des représentations galoisiennes
cristallines à partir des modules de Kisin.
Cette diﬃculté est la motivation principale de la seconde partie 14 où,
suivant la stratégie développée par Genestier et Laﬀorgue en caractéristique
positive ([GL]), on munit les ϕ-modules d'une structure supplémentaire, dite
de Hodge-Pink, qui pourrait permettre de contourner la théorie des pentes
de Kedlaya. La condition de tranversalité de Griﬃths se substitue à l' étude
des pentes. Il s'agit de déﬁnir les objets analogues à la théorie de Genestier-
Laﬀorgue dans le contexte d'une tour associée à une loi de Lubin-Tate. Nous
concluons en rappelant la stratégie de Genestier-Laﬀorgue dans le cadre
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de la tour cyclotomique, stratégie qui pourrait servir de guide dans le cas
d'une tour associée à une loi de Lubin-Tate. Nous mettons enﬁn en évidence
quelques diﬃcultés nouvelles qui apparaissent dans ce cadre.
Ce travail est le reﬂet de multiples discussions avec Eugen Hellmann à
l'Institut de Mathématiques de Jussieu Paris-Rive Gauche puis au MSRI
(Mathematical Sciences Research Institut) qui a guidé l'auteur au c÷ur des
méandres de la théorie de Hodge p-adiques avec enthousiasme et précision.
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12.1 Rappel sur les lois de groupes de Lubin-Tate
On s'appuie essentiellement sur [We] dans cette partie. Soit A un anneau
commutatif et C la catégorie des A-algèbres commutatives A′ complètes pour
un certain idéal I de A′. Soit E la catégorie des ensembles. Pour tout n entier,
on peut déﬁnir le foncteur
AˆnA : C → E
qui à A′ associe l'ensemble des n-uplets de A′ d'éléments topologiquement
nilpotents pour la topologie I-adique de A′. Ce foncteur est représentable et
est représenté par A[[X1, ..., Xn]] muni de la topologie (X1, ..., Xn)-adique.
Déﬁnition 12.1. On appelle Lie-Variété formelle de dimension n sur A tout
foncteur F : C → E isomorphe à AˆnA. On la note Lf (A)n. L'union de ces
espaces pour tout n est notée Lf (A).
L'espace Lf (A) est muni d'une structure de catégorie. Ses objets sont les
Lie-Variétés formelles et ses morphismes sont les morphismes de foncteurs
déﬁnissant ces objets. Cette catégorie admet des objet-groupes G. En eﬀet,
elle est à produit ﬁni (on passe alors des dimensions n et n′ à la dimension
n + n′ avec comme objet ﬁnal le foncteur vide). Soit G un tel objet. Par
construction il existe n ∈ N et ϕ un isomorphisme de C tel que G soit
isomorphe par ϕ à un objet-groupe supporté par AˆnA.
Déﬁnition 12.2. On appelle loi de groupe formelle sur A de dimension n
tout objet-groupe commutatif sur Lf (A) d'espace sous jacent AˆnA.
On remarque que le produit des deux foncteurs AˆnA et AˆmA s'identiﬁe canon-
iquement à Aˆn+mA . On en déduit la proposition suivante :
Proposition 12.3. Une loi de groupe formelle G sur A de dimension
1 s'identiﬁe canoniquement à la donnée d'une série formelle G(X, Y ) ∈
A[[X, Y ]] vériﬁant les conditions suivantes :
(i) G(X, Y ) = X + Y + R où R est élément de l'idéal engendré par
(X2, XY, Y 2),
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(ii) G(X, Y ) = G(Y,X),
(iii) G(G(X, Y ), Z) = G(X,G(Y, Z)),
(iv) Il existe i(X) dans A[[X]] tel qu'on ait : G(X, i(X)) = 0.
Un morphisme de lois de groupe formelles f : G → G ′ s'identiﬁe alors à
une série entière f ∈ A[[X]] telle que l'on ait f(G(X, Y )) = G ′(f(X), f(Y )).
Soit F un corps local non archimédien d'anneau d'entiers OF . On suppose
que A objet de C est muni d'une structure de OF -algèbre.
Déﬁnition 12.4. Un OF -module formel sur A est la donnée d'une loi de
groupe G sur A ainsi que d'un morphisme d'anneaux OF → End(G) qui à
a ∈ OF associe [a]G(X) ∈ A[[X]] série entière satisfaisant :
[a]G(X) = aX +O(X2).
Soit $ une uniformisante de F et q = pf le cardinal de son corps résiduel.
On étudie l'action de $ sur un OF -module formel G d'anneau de base OF où
l'on demande de plus à cette action de s'identiﬁer au Frobenius sur OF/$.
La loi est alors dite de Lubin-Tate. Précisément :
Déﬁnition 12.5. Soit G un OF -module formel sur OF . On dit que G est
une loi de Lubin-Tate si l'on a
[$]G(X) = Xq mod $. (12.1)
Le théorème suivant (voir [We]) montre qu'il existe toujours une loi de
Lubin-Tate sur un anneau OF à uniformisante ﬁxée et que, de plus, une telle
loi est unique.
Théorème 12.6. Soit f ∈ OL[X] tel que f(X) = $X+O(X2) et f(X) = Xq
mod $ alors il existe une unique structure Gf de OF -module formel sur OF
telle que [$]Gf (X) = f(X). De plus si g dans OL[X] vériﬁe les mêmes
conditions, on a :
Gf ∼= Gg.
Remarque 12.7. Sous les hypothèses du Théorème 12.6, on peut choisir
f ∈ OL[X] quelconque pourvu qu'on ait f(X) = $X +O(X2) et f(X) = Xq
mod $. Tout polynôme f satisfaisant ces deux mêmes conditions déﬁnit la
même loi de Lubin-Tate. Dans toute la suite, on peut poser sans perdre en
généralité :
f(X) = $X +Xq.
Soit G l'unique loi de Lubin-Tate associée à $ sur OF . On construit une
extension de F associée à G, dite extension de Lubin-Tate de F . Pour se faire
on ﬁxe une clôture séparable de F noté F s. On note m l'idéal maximal de
son anneau d'entiers. Pour tout n dans N on déﬁnit G[$n] comme l'ensemble
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des éléments x de m tels qu'on ait : [$n]G(x) = 0.
La condition (12.5) de compatibilité au Frobenius permet d'aﬃrmer que
G[$n] est isomorphe, comme OF/$n-module, à OF/$n. Cet isomorphisme
est compatible aux projections modulo $m pour m dans N (voir [We]). On
en déduit que la limite projective des G[$n] pour n dans N est un OF -module
libre de rang 1. C'est le $-adique module de Tate. On le note T$(G).
Soit F$ l'extension de F engendrée par l'union des G[$n] pour n ∈ N.
Le groupe de Galois de F$ sur F agit naturellement sur T$(G) qu'on a vu
isomorphe à OF . On en déduit la représentation suivante :
ρ : Gal(F$/F )→ O×F .
Déﬁnition 12.8. On appelle caractère de Lubin-Tate, noté χLT le prolonge-
ment de ρ à Gal(F s/F ). C'est donc un morphisme de groupes :
χLT : Gal(F
s/F )→ O×F .
Si l'on note F ab l'extension abélienne maximale de F dans F s et F nr
l'extension non ramiﬁée maximale de F , on a le théorème suivant du à Lubin
et Tate (voir [LT]).
Théorème 12.9. Soit F$, F
ab et F nr comme précédemment, on a :
F ab = F$F
nr.
12.2 Notations
On ﬁxe une clôture algébrique Q¯p de Qp. Pour toute extension ﬁnie F
de Qp contenue dans Q¯p, on note OF l'anneau des entiers de F et on note
GF = Gal(Q¯p/F ) son groupe de Galois absolu.
On ﬁxe K une extension ﬁnie de Qp et L ⊂ Q¯p un corps de coeﬃcients de
dimension ﬁnie contenant σ(K) pour tout plongement σ : K ↪→ Q¯p. On note
K0 l'extension maximale non ramiﬁée de Qp dans K et k = Fq (resp. kL, k)
le corps résiduel de K (resp. L, Q¯p). On a q = pf avec f = [K0 : Qp]. Soit
$K une uniformisante de OK et $L une uniformisante de OL. On note ϕq
le relèvement de la f -ième puissance du Frobenius sur les anneaux de Witt
W (kL) et W (k¯).
Pour tout σ ∈ HomQp(K, Q¯p), on ﬁxe une variable formelle tσ et l'on
note [−]σ pour la loi de groupe de Lubin-Tate sur σ(K) correspondant à
l'uniformisante σ($K) (voir Théorème 12.6). Pour tout a ∈ OK et σ ∈
HomQp(K, Q¯p), cette loi de groupe déﬁnit une série entière [a]σ ∈ Oσ(K)[[tσ]] ⊂
OL[[tσ]].
On note χLT : GK → O×K le caractère de Lubin-Tate associé à $K et
χLT,σ = σ ◦ χLT : GK → σ(O×K) pour σ plongement de K ↪→ Q¯p. Tous ces
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caractères peuvent être vus comme des caractères de GK à valeurs dans L.
Enﬁn on note
χcyc =
∏
σ
χLT,σ = NmK/Qp ◦ χLT
le caractère cyclotomique de GK .
13 Catégories d'objets semi-linéaires
L'objet de cette section est une adaptation des résultats de Kisin-Ren
([KR]) pour les tours de Lubin-Tate en une variable au cas multivarié. Il
s'agit de passer du cas où l'on ne possède qu'une unique ﬁltration sur le
corps de base Qp au cas où, le corps de base K est une extension ﬁnie de Qp.
Ainsi, on obtient une famille de ﬁltrations paramétrées par les plongements
du corps de base dans Q¯p (voir 13.1 et 13.2). On décrit le lien entre les
ϕ-modules multiﬁltrés et certains (ϕ,Γ)-modules (Théorème 13.14).
13.1 Les ϕ-modules ﬁltrés
Dans ce paragraphe (13.1), K désigne une extension ﬁnie de Qp. Nous
donnons ici les déﬁnitions des catégories de ϕ-modules ﬁltrés. Pour une
présentation détaillée voir, par exemple [Fo] ou [Be1].
Déﬁnition 13.1. Un ϕ-module ﬁltré sur K à coeﬃcients dans L est un
L⊗QpK0-module libre D de rang ﬁni muni d'un automorphisme id⊗ϕ-linéaire
Φ : D → D et d'une ﬁltration décroissante exhaustive et séparée Fil•DK de
DK = D ⊗K0 K par des L⊗Qp K-sous-modules.
Un morphisme de D → D′ de ϕ-modules ﬁltrés est une application L⊗QpK0-
linéaire commutant avec l'action des Φ et préservant les ﬁltrations.
La catégorie des ϕ-modules ﬁltrés est notée Fil−ϕ−ModLK. S'il n'y a pas
d'ambiguïté sur les rôles des corps K et L, on note cette catégorie simplement
Fil−ϕ−Mod.
Déﬁnition 13.2. Un ϕq-module ﬁltré sur K à coeﬃcients dans L est un
L-espace vectoriel de dimension ﬁnie D muni d'un automorphisme id⊗ϕq-
linéaire Φq : D → D et pour tout σ : K ↪→ L d'une ﬁltration décroissante
exhaustive et séparée, Fil•σD de D par des sous L-espaces vectoriels.
Un morphisme D → D′ de ϕq-modules ﬁltrés est une application linéaire de D
dans D′ commutant avec les automorphismes Φq et préservant les ﬁltrations
Fil•σ.
La catégorie des ϕq-modules ﬁltrés est notée Fil−ϕq−ModLK. Si les corps K
et L sont tels qu'il n'y ait pas d'ambiguïté, on les omet dans la notation.
Dans les catégories Fil−ϕ−ModLK et Fil−ϕq−ModLK , on peut déﬁnir les
notions de sommes directes, de produits, de produits tensoriels et de puis-
sance extérieure. Les notions usuelles associées aux pentes ainsi qu'à la semi-
stabilité s'étendent également :
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Déﬁnition 13.3. (i) Soit D ∈ Fil−ϕ−ModLK un objet de rang 1. On note
tN(D) = valp(detK0 Φ) la valuation p-adique du déterminant de Φ sur D vu
comme K0-espace vectoriel. Ce déterminant dépend du choix d'une base de
D sur K0 mais sa valuation est indépendante d'un tel choix. On note de plus
:
tH(D) =
1
[K : Qp]
∑
i∈Z
i dimL
(
gri(DK)
)
.
(ii) Soit D ∈ Fil−ϕq−ModLK un objet de rang 1, alors Φq est simplement la
multiplication par un élément a ∈ L× et on note tN(D) = valp(a). On déﬁnit
de plus :
tH(D) =
1
[K : Qp]
∑
σ
tH,σ(D),
où tH,σ(D) est l'unique entier tel que
FiliσD =
{
D i ≤ tH,σ(D)
0 i ≥ tH,σ(D) + 1
(iii) Pour tout ϕ-module ﬁltré (ou ϕq-module ﬁltré) D de rang d on note
tN(D) = tN(
d∧
D) et tH(D) = tH(
d∧
D).
Le rationnel µ(D) = 1
d
(tN(D)− tH(D)) est appelé pente de D.
(iv) Un objet D de Fil−ϕ−ModLK (resp. de Fil−ϕq−ModLK) est dit semi-
stable, si pour tout sous-objet D′ ⊂ D stable par Φ (resp. Φq) on a µ(D′) ≥
µ(D). L'objet D est dit faiblement admissible s'il est semi-stable et de pente
0.
13.2 Catégories de (ϕq,Γ)-modules en multivariables
On présente, dans ce paragraphe 13.2 une généralisation multivariée de la
théorie des (ϕ,Γ)-modules de Berger ([Be1]). La généralisation au cas de la
tour associée à un groupe de Lubin-Tate est due à Kisin et Ren ([KR]) et
développée par Berger et Fourquaux ([BF]). La généralisation au cas muti-
variée apparaît dans les articles de Berger ([Be2]) et Kedlaya ([Ke]).
On note
SL = OL[[(tσ)σ]]
Sk¯ = W (k¯)[$L][[(tσ)σ]].
Soit U = (Spf SL)rig la ﬁbre générique rigide du spectre formel de SL et
O = O((tσ)σ) = Γ(U,OU) ⊂ L[[(tσ)σ]]
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l'anneau des séries de Laurent convergeant sur le polydisque U.
Soit σ ∈ HomQp(K, Q¯p), on note Uσ = (SpfOL[[tσ]])rig le disque unité corre-
spondant à la variable tσ. Son faisceau structural est noté OUσ . Les sections
globales de ce faisceau structural sont notées
O(tσ) = Γ(Uσ,OUσ).
Pour chaque σ on dispose d'un plongement ισ : Uσ ↪→ U donné par tσ′ = 0
pour tout σ′ 6= σ.
On note ϕq le relèvement de la q-ième puissance du Frobenius sur W (Fq)
ou W (k¯) et l'on étend ϕq aux anneaux SL,Sk¯,O,OL(tσ) en posant
ϕq(tσ) = [$]σ(tσ).
Si ϕq agit sur un anneau A, pour tout A-module M , on pose ϕ
∗
qM le A-
module obtenu via la loi a.m = ϕq(a)m pour tout a ∈ A et m ∈M .
On rappelle que les structures de groupe de Lubin-Tate sont toutes iso-
morphes (Théorème 12.6), on peut donc sans perdre en généralité en choisir
une particulière. On ﬁxe ainsi
ϕq(tσ) = [$]σ = t
q
σ − σ($)tσ.
Soit
Qσ(tσ) = [$]σ(tσ)/tσ = t
q−1
σ − σ($) ∈ OL[[tσ]]
et Q =
∏
σQσ ∈ SL où le produit est pris sur tous les plongements σ ∈
HomQp(K, Q¯p). On pose :
λσ =
∏
n≥0
ϕnq
(Qσ(tσ)
Qσ(0)
) ∈ O(tσ),
λ =
∏
σ
λσ ∈ O.
Lemme 13.4. L'ouvert,
U =
⋃
σ
{x ∈ U |
∏
σ′ 6=σ
λσ′(x) 6= 0}
est stable sous l'action de ϕq. Le complémentaire fermé de U dans U est de
codimension 2.
Preuve. Le complémentaire de U dans U s'obtient comme l'union des ensem-
bles {(xσ1 , xσ2)} ×
∏
σ 6=σ1,2 Uσ, où xσi ∈ {λσi = 0} ⊂ Uσi .
On note j : U ↪→ U le plongement ouvert de U dans U. Soit Γ =
Gal(KLT/K) le groupe de Galois de l'extension de Lubin-Tate KLT de K
correspondant à l'uniformisante $. Le caractère de Lubin-Tate χLT identiﬁe
Γ avec O×K (Déﬁnition 12.8). On déﬁnit une action de Γ sur OL[[tσ]] via
a · tσ = [a]σ ∈ OL[[tσ]], a ∈ Γ.
Cette action s'étend à SL and O.
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Déﬁnition 13.5. On note (ϕq,Γ)−Mod/O la catégorie des faisceaux co-
hérents M sur U vériﬁant M = j∗MU avec MU = M|U localement libre
et où j∗ désigne le poussé en avant par j : U → U. On demande de plus
l'existence d'un isomorphisme
Φ : (ϕ∗qM)[1/Q] −→M[1/Q]
tel que pour N  0 on ait :
QNM⊂ Φ(ϕ∗qM) ⊂ Q−NM.
Enﬁn, M doit être muni d'une action semi-linéaire de Γ ∼= O×K commutant
avec Φ. Les morphismes sont les morphismes de faisceaux commutant avec
Φ et l'action de Γ.
De même, on peut considérer le cas en une variable, on note Mod
ϕq ,Γ
OL(tσ)
la catégorie obtenue. Par déﬁnition, tout objet Mσ de Modϕq ,ΓOL(tσ) est un
faisceau sur Uσ. Soit D(0, r) le disque de centre 0 et de rayon r dans Uσ, on
note Mσ(D(0, r)) la restriction de Mσ à D(0, r). On rappelle ici le lemme
2.1.2 [KR], du originellement à Berger [Be1].
Lemme 13.6. Soit Mσ un objet de Modϕq ,ΓOL(tσ). Pour tout r ∈]0, 1[ et tout
γ ∈ Γ suﬃsamment proche de 1, la série
log γ =
∞∑
i=1
(γ − 1)i(−1)i−1/i
déﬁnit un opérateur surMσ(D(0, r)) via l'action de Γ sur ce module.
Cet opérateur induit l'existence des applications Zp-linéaires entre algèbres
de Lie suivantes :
dΓOL(tσ) : LieΓ→ EndK0OL(tσ),
et
dΓMσ : LieΓ→ EndK0Mσ.
Précisément, ces applications s'obtiennent en envoyant β ∈ LieΓ sur
l'opérateur associé à log(exp β). De plus, l'application dΓOL(tσ)(β) est une
dérivation et dΓMσ(β) est un opérateur diﬀérentielle sur dΓOL(tσ)(β). En
d'autres termes, pour m ∈Mσ, f ∈ OL(tσ) et β ∈ LieΓ :
dΓMσ(β)(fm) = dΓOL(tσ)(β)(f)m+ fdΓMσ(β)(m).
Déﬁnition 13.7. La catégorie Mod
ϕq ,Γ,an
OL(tσ) est déﬁnie comme la sous catégorie
pleine de Mod
ϕq ,Γ
OL(tσ) dont les objetsMσ sont tels que l'application dΓMσ estOL-linéaire.
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Déﬁnition 13.8. (i) On déﬁnit la catégorie (ϕq,Γ)−ModanO comme la sous
catégorie pleine de (ϕq,Γ) −ModO dont les objets M sont tels que ι∗σM =
M mod(tσ′)σ′ 6=σ est un objet de Modϕq ,Γ,anOL(tσ) pour tout σ ∈ Hom(K0, L).
(ii) On note (ϕq,Γ)−Modcris/O la sous catégorie pleine de (ϕq,Γ)−Mod/O con-
sistant en les objets dits cristallinsM tels que
dimL(M[ 1λ ])Γ = rkMU .
Cette égalité a bien du sens car l'action de L commute avec l'action de Γ.
Par suite,M[1/λ]Γ est un L-espace vectoriel.
Remarque 13.9. La terminologie "cristallin" introduite dans la déﬁnition
13.8 est motivée par le cas univarié dans lequel Kisin et Ren ont établi que
les représentations galoisiennes associées à ces modules étaient cristallines
au sens de Fontaine ([KR]). D'après le Corollaire 7.2 de [Be1],on a toujours
:
dimL(M[ 1λ ])Γ ≤ rkMU .
Ainsi, un (ϕq,Γ)-moduleM est cristallin si et seulement si l'espace invariant
par Γ dansM[1/λ] est aussi grand que possible.
Berger donne une déﬁnition moins naïve du caractère cristallin multivarié
(Déﬁnition 7.3 [Be2] qui lui permet d'obtenir l'équivalence entre les catégories
de (ϕq,Γ)-modules cristallins et les ϕq-modules avec h ﬁltrations (Théorème
7.9 [Be2]).
Remarque 13.10. On a (ϕq,Γ)−Modcris/O ⊂ (ϕq,Γ) − ModanO . En eﬀet, si
M est cristallin,
M[1/λ]Γ ⊗L O(tσ)[1/λσ] ∼= ι∗σ(M)[1/λσ].
En particulier, l'action de Γ sur ι∗σ(M)[1/λσ] est isomorphe à l'action de Γ
sur O(tσ)[1/λσ]d. On en déduit que l'action de Lie Γ est OF -linéaire.
Exemple 13.11. Soit δ : K× → L× un caractère continu. On peut alors
déﬁnir D(δ) comme le O((tσ)σ)-module libre de rang 1 et de générateur e
tel que ϕ(e) = δ($K)e et γ · e = δ(γ)e. Ce module est alors cristallin si et
seulement si δ est algébrique en d'autres termes, si δ|O×K est de la forme
z 7−→
∏
σ:K↪→L
σ(z)nσ
avec nσ ∈ Z pour tout σ plongement de K dans L.
Déﬁnition 13.12. Soit Fil−ϕq−ModL la catégorie des L-espaces vectoriels
D de dimension ﬁnie munis d'un isomorphisme ϕq-linéaire et d'une ﬁltra-
tion décroissante exhaustive et séparée sur D, indexée par Z, de L-espaces
vectoriels. Les morphismes sont les morphismes de L-espaces vectoriels com-
mutant avec les ϕq-isomorphisme et respectant les ﬁltrations.
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Le lemme suivant (voir Lemma 2.2.2 [Be1], Prop. 2.2.6 [KR]) est
l'argument clé prouvant l'équivalence de catégories entre Mod
ϕq ,Γ,an
OL(tσ) et
Fil−ϕq −ModL.
Lemme 13.13. SoitMσ un objet de Modϕq ,Γ,anOL(tσ) . Il existe une unique section
L-linéaire ξσ :Mσ/tσMσ →Mσ[1/λσ] telle que les éléments ξσ(Mσ/tσMσ)
soient Γ-invariant. On a de plus :
(i) l'application ξσ est ϕq-equivariante.
(ii) L'application ξσ induit un isomorphisme :
Mσ/tσMσ ⊗L OL(tσ)[1/λσ]→Mσ[1/λσ].
(iii) Si vm ∈ Qp est tel que [$mK ]σ(vm) = 0, ξσ induit un isomorphisme :
Mσ/tσMσ ⊗L L(vm)→ ϕ∗q(Mσ)/Qσϕ∗q(Mσ).
Pour tout σ ﬁxé, il existe une équivalence de catégories entre Mod
ϕq ,Γ,an
OL(tσ)
et Fil−ϕq −ModL donnée par :
Dσ : Mod
ϕq ,Γ,an
OL(tσ) → Fil−ϕq −ModL.
On rappelle la construction de Kisin-Ren de Dσ (Proposition 2.2.6 [KR]).
SoitMσ un objet de Modϕq ,Γ,anOL(tσ) . Pour i ∈ Z, soit Filiϕ∗qMσ la préimage de
QiσMσ par Φσ.
Comme l'action de Γ commute avec Φσ et que Qσ divise [γ]σ(Qσ), cette
ﬁltration est stable par Γ. Pour Dσ(Mσ) =Mσ/tσMσ, par le lemme 13.13,
ξσ induit un isomorphisme :
Dσ(Mσ)⊗L L(vm)→ ϕ∗q(Mσ)/Qσϕ∗q(Mσ).
Le tiré en arrière de Filiϕ∗qMσ dans Dσ(Mσ)⊗LL(vm) est Γ-stable et induit
donc une ﬁltration sur Dσ(Mσ).
Théorème 13.14. Il existe un foncteur naturel :
D : (ϕq,Γ)−ModcrisO → Fil−ϕq−ModKL .
Preuve. SoitM∈ (ϕq,Γ)−ModcrisO de rang d on déﬁnit D(M) = (M[1/λ])Γ.
C'est un espace vectoriel sur L de dimension d équipé d'un isomorphisme
induit par Φ surM, ϕq-linéaire. On pose de plus,Mσ = ι∗σ(M|Uσ). Comme
M|Uσ est libre de rang d il en va de même pour Mσ. Ainsi Mσ objet de
Mod
ϕq ,Γ
OL(tσ). L'isomorphisme canonique
D(M)⊗L O[1/λ] −→M[1/λ]
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induit un isomorphisme D(M) →M/(tσ, σ) ∼= Mσ/(tσ) qui commute avec
l'action de Φ. On en déduit aussi que
Mσ/(tσ)⊗L O(tσ) −→Mσ[1/λσ]
est un isomorphisme. Par suite, Mσ est un objet de Modϕq ,Γ,anOL(tσ) . On peut
lui appliquer le foncteur Dσ et l'on obtient un isomorphisme Φ-équivariant :
D ∼= Dσ(Mσ). En tirant en arrière la ﬁltration Fil•σ sur Dσ(Mσ) le long de
cet isomorphisme, on équipe D(M) d'une structure qui en fait un objet de
Fil−ϕq−ModKL .
Proposition 13.15. Il existe un foncteur naturel :
M : Fil−ϕq−ModKL → (ϕq,Γ)−ModO.
Preuve. Soit D ∈ Fil−ϕq−ModKL et soit σ ﬁxé. On note Dσ l'objet de cette
même catégorie possédant la structure de D comme ϕq-module et la même
ﬁltration associée à σ, Fil•σ. On suppose de plus que pour σ
′ 6= σ tout autre
plongement la ﬁltration associée Fil•σ′ est triviale. On en déduit qu'il existe à
isomorphisme près un unique objetMσ ∈ Modϕq ,Γ,anOL(tσ) tel que Dσ(Mσ) = Dσ.
Via le morphisme ξσ construit dans le lemme 13.13 on peut voirMσ comme
un sous module de D ⊗L Oσ[1/λσ]. On noteM′σ le tiré en arrière deMσ le
long de Uσ → Uσ. Pour n = 1 on obtient ainsi un objet de (ϕq,Γ)−ModO.
Pour n 6= 1 et σ 6= σ′ les restrictions M′σ|Uσ∩Uσ′ et M′σ′|Uσ∩Uσ′ coïncident
avec D⊗LO[1/λ]. On peut donc recollerM′σ pour tout σ et l'on obtient un
moduleM′ sur U muni d'une action de Γ et d'un isomorphisme ϕq-linéaire
commutant avec cette action.
Comme le fermé complémentaire de U est de codimension 2 (Lemme 13.4)
le faisceauM = j∗M′ est cohérent et fait deM un objet de (ϕq,Γ)−ModO.
14 Objets admissibles
L'objet de cette section 14 est de déﬁnir l'analogue multivarié des ϕq-
modules de Hodge-Pink de Genestier-Laﬀorgue ([GL]).
Dans [GL], à un objet de Fil-ϕq-ModL est associé un ϕq-module de Hodge-
Pink. La faible admissibilité de l'objet D de Fil-ϕq-ModL garantie la conver-
gence d'une suite de OL réseaux dans D. La convergence est contrôlé grâce à
une famille bornée d'objets, dits pseudo-iso-S-modules. On détaille les déf-
initions de ces objets dans le cas multivarié (14.1), puis certaines diﬃcultés
nouvelles qui apparaissent dans notre situation généralisée.
14.1 Modules de Hodge-Pink
Soit SˆQσ (respectivement Sˆk¯,Qσ) la complétion de OL[[tσ]][1/p] (respec-
tivement W (k¯)[$L][[tσ]][1/p]) selon l'idéal engendré par Qσ.
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Déﬁnition 14.1. Soit D un L (respectivement un W (k)[1/p]) espace vec-
toriel. Une σ-structure de Hodge-Pink sur D est un SˆQσ-réseau (respec-
tivement un Sˆk¯,Qσ-réseau) VD,σ ⊂ ϕ∗q(D) ⊗L SˆQσ [1/Qσ] (respectivement
VD,σ ⊂ ϕ∗q(D)⊗W (k¯)[$L][1/p] Sˆk¯,Qσ [1/Qσ]) .
Un ϕq-module de Hodge-Pink sur L (respectivement W (k¯)[$L][1/p]) est un
L-espace vectoriel D (respectivement espace vectoriel sur W (k¯)[$L][1/p])
muni d'un ϕq-isomorphisme ΦD sur D et d'une σ-structure de Hodge-Pink
pour tout σ ∈ HomQp(K, Q¯p).
Un morphisme f : (D,Φ, (Vσ)σ) → (D′,Φ′, (V ′σ)σ) de ϕq-module de Hodge-
Pink est un morphisme f : D → D′ de L-espaces vectoriels (respectivement
un morphisme de W (k¯)[$L][1/p]-espaces vectoriels) tel que
f ◦ Φ = Φ′ ◦ f et f(Vσ) ⊂ V ′σ
pour tout σ. La catégorie des ϕq-modules de Hodge Pink sur L est notée
HP−Modϕq .
La catégorie HP−Modϕq est munie des notions usuelles de sommes di-
rectes, produits, produits tensoriels et puissances extérieures. On peut de
plus y déﬁnir des notions de pentes et de semi-stabilité :
Déﬁnition 14.2. (i) Soit D ∈ HP−Modϕq un objet de rang 1. Alors
l'isomorphisme ΦD s'obtient comme produit par un certain a ∈ L× on déﬁnit
alors tN(D) par tN(D) = valp(a). Puis le rationnel tH(D) par :
tH(D) =
1
[K : Qp]
∑
σ
tH,σ(D),
où tH,σ(D) est l'unique entier tel que
Vσ = Q
−tH,σ(D)
σ
(
D ⊗L SˆQσ
)
.
(ii) Pour D quelconque de rang d, on déﬁnit tN(D) et tH(D) via les identités
:
tN(D) = tN(
d∧
D) et tH(D) = tH(
d∧
D).
On pose alors µ(D) = 1
d
(tN(D)− tH(D)) qu'on appelle pente de D.
(iii) Un objet D est dit semi-stable, si pour tout ΦD-sous objet stable D
′ ⊂ D
on a µ(D′) ≥ µ(D). L'objet D est dit faiblement admissible s'il est semi-
stable de pente égale à 0.
Notation 14.3. Soit D ∈ HP−Modϕq , on note Uσ = D ⊗L SˆQσ le réseau
naturel de D ⊗L SˆQσ [1/Qσ].
Déﬁnition 14.4. Soit X un espace analytique rigide et X un schéma formel
dont il est issu. Soit L un faisceau sur X. On appelle modèle de L un
faisceau sur X dont le rigidiﬁé s'identiﬁe à L.
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Déﬁnition 14.5. Soit M un objet de la catégorie (ϕq,Γ)−ModanO et N un
modèle deM. CommeM est cohérent et déﬁni sur le rigidiﬁé d'un schéma
formel aﬃne on peut identiﬁer N à un OL[[(tσ)σ]]-module de rang ﬁni. Dans
la suite on note Nσ le tiré en arrière de N selon ισ.
On déﬁnit VD(M),σ la σ-structure de Hodge-Pink associée à σ sur D = D(M)
par:
VD(M),σ = ϕ∗qξ
−1
σ ((ΦNσ ⊗ 1)−1(Nσ ⊗OL[[tσ ]] SˆQσ))
Ainsi déﬁni, (D,ΦD, (VD(M),σ)σ) est un ϕq-module de Hodge-Pink.
Cette construction induit un foncteur D′ entre la catégorie (ϕq,Γ)−ModanO et
la catégorie des ϕq-modules de Hodge-Pink :
D′ : (ϕq,Γ)−ModanO → HP−Modϕq .
Remarque 14.6. Suivant les idées de [GL] 1, on construit un foncteur V
de la catégorie des ϕq-modules de Hodge-Pink, HP−Modϕq vers la catégorie
des ϕq-modules ﬁltrés, Fil−ϕq−ModLK :
V : HP−Modϕq → Fil−ϕq−ModLK .
V est déﬁni via:
Φ−1D (Fil
i
σ(D)) = (Q
i
σVD,σ ∩ UD,σ)/(QiσVD,σ ∩QσUD,σ).
Soit D un objet de HP−Modϕq , cette construction induit l'égalité suivante :
tH(V(D), σ) = tH(D, σ).
En d'autres termes, V préserve la faible admissibilité.
D'après [KR] 2.2.2, la ﬁltration FiliσD(M) obtenue par le foncteur D est
la même que celle qui se déduit des applications successives de D′et V. On
a le diagramme commutatif suivant :
(ϕq,Γ)−ModanO D
′
//
D

HP−Modϕq
Vvv
Fil−ϕq−ModKL
(14.1)
Soit (D,Φ,Fil•σ) un objet de Fil−ϕq−ModLK. Pour tout σ, [GL] lemma 1.3
déﬁnit une section du foncteur V. Cette section préserve la faible admissi-
bilité ([GL] lemma 1.4), On peut associer à la ﬁltration Fil•σ un SˆQσ-réseau
VD,σ ⊂ D ⊗L SˆQσ [1/Qσ]. Par suite on peut déﬁnir V′ section du foncteur
V. Cette section n'est pas un foncteur inverse : on a bien V ◦V′ = id mais
pas V′ ◦V 6= id, V n'étant pas essentiellement injectif.
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Déﬁnition 14.7. On note PIMod
ϕq ,Γ
/S la catégorie des pseudo-iso-SL[1/p]-
modules N, formée des SL[1/p]-modules N de rang ﬁni, muni d'un isomor-
phisme
Φ : (ϕ∗qN)[1/Q]→ N[1/Q]
et d'une action semi-linéaire de Γ commutant avec Φ.
On suppose de plus que N est sans torsion et que pour s ≤ t in Z dépen-
dant uniquement de N, on a pour tout SL-submodule M ⊂ N satisfaisant
M[1/p] = N une constante C dépendant de M telle que pour tout n ∈ N on
ait :
Φ ◦ ϕ∗qΦ ◦ · · · ◦ (ϕn−1q )∗Φ ∈ p−CQsϕq(Q)s . . . ϕn−1q (Q)s Hom((ϕnq )∗M,M),(
Φ ◦ ϕ∗qΦ ◦ · · · ◦ (ϕn−1q )∗Φ
)−1
∈ p−CQ−tϕq(Q)−t . . . ϕn−1q (Q)−t Hom(M, (ϕnq )∗M).
(14.2)
Soit une Zp-algèbre R locale complète et noethérienne de corps résiduel
ﬁni et un R[1/p]-module N de type ﬁni. On déﬁnit un faisceau cohérent N
sur la ﬁbre générique de l'espace rigidiﬁé (Spf R)rig de la manière suivante :
Soit M ⊂ N un sous-R-module quelconque tel que N = M[1/p]. Soit N la
ﬁbre générique du rigidiﬁé de M. On vériﬁe que N est indépendant du choix
d'un modèle intégral M de N, on dira que N est la ﬁbre rigide de N.
On peut remarquer que N ﬁbre rigide d'un objet N de PIModϕq ,Γ/S n'est
pas nécessairement objet de (ϕq,Γ)−Mod/O, en eﬀet rien n'assure que la re-
striction N|U soit libre ni non plus que l'on ait j∗NU = N . C'est bien le
cas pourtant si l'on suppose N libre comme S[1/p] module. Pour n = 1 le
travail de Genestier-Laﬀorgue (voir [GL]) montre qu'il suﬃt de se restreindre
à de tels modules (libres) pour déﬁnir correctement l'admissibilité. Dans le
cas général nous ne savons pas si une telle restriction permet de tenir compte
de tous les objets admissibles. On ne sait pas si tout objet de PIMod
ϕq ,Γ
/S
peut être considéré comme libre sur S[1/p]. La catégorie PIMod
ϕq ,Γ
/S va
servir dans la suite de "modèle entier" pour les catégories (ϕq,Γ)−Mod/O
et (ϕq,Γ)−Modcris/O .
Déﬁnition 14.8. Un objetM∈ (ϕq,Γ)−ModanO est dit admissible s'il existe
N ∈ PIModϕq ,Γ/S tel que M soit la ﬁbre rigide de N, son action par Γ et
l'existence de Φ se déduisant alors de l'action de Γ et de l'existence de Φ sur
N. On dit alors que N est un modèle deM.
Proposition 14.9. SoitM un objet admissible de (ϕq,Γ)−Modcris/O alorsM
est libre. De plus il existe un modèle N ∈ PIModϕq ,Γ/S deM qui est localement
libre.
Preuve. Soit X ⊂ U le sous-ensemble des x ∈ U tel que l'on ait dimk(x)M⊗
k(x) > d, où d désigne le rang générique de M. Alors X est fermé de
codimension au moins 2 et stable par ϕq. Soit N un modèle M et soit
R un quotient de S tel qu'on ait pour tout y ∈ SpecR[1/p] l'inégalité :
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dimk(y) N⊗k(y) > d. L'ensemble X s'identiﬁe alors a la ﬁbre rigide de Spf R
et ainsi n'a qu'un nombre ﬁni de composantes irréductibles. Donc l'ensemble
X est soit vide soit muni d'un nombre inﬁni de composantes irréductibles.
Ainsi, X est vide et par suite N est localement libre.
Corollaire 14.10. Soit M ∈ (ϕq,Γ)−Modcris/O un objet admissible et soit
N ∈ PIModϕq ,Γ/S un modèle pourM. Alors on a N localement libre.
Preuve. Il existe une bijection entre les points fermés de SpecS[1/p] et les
points de l'espace rigidiﬁé U = (Spf S)rig. Soit un tel point x ∈ SpecS[1/p]
on note x˜ le point associé dans U. Par déﬁnition de N comme modèle de
M, il vient N ⊗ k(x) = M⊗ k(x˜). On en déduit, en appliquant 14.9 que
dimk(x) N ⊗ k(x) est constant sur SpecS[1/p]. Ce schéma étant réduit, on
en déduit que N est localement libre.
Remarque 14.11. Dans le corollaire 14.10, on ne peut pas garantir que N
soit libre comme S[1/p]-module, la question reste ouverte.
Par déﬁnition (14.7), les pseudo-iso-S modules se caractérisent par le fait
que tout itéré de leur Frobenius reste borné. C'est cette propriété qui carac-
térise la faible admissibilité des ϕq-modules ﬁltrés.
Précisons la stratégie de Genestier et Laﬀorgue ([GL]) dans le cas de la
tour cyclotomique (en une variable t) et lorsque L est totalement ramiﬁé sur
Qp. Genestier et Laﬀorgue prouvent l'équivalence entre admissibilité (déﬁnie
dans 14.8) et faible admissibilité.
A chaque ϕ-module de Hodge-Pink irréductible et déﬁni sur W (k¯)[1/p]
associé à un ϕ-module ﬁltré D, Genestier et Laﬀorgue associent une suite
de modules sur S inclus dans D ⊗ S[1/p]. La réduction de cette suite de
S-modules modulo t déﬁnit une suite de réseaux sur OL inclus dans D. La
faiblement admissibilité du ϕ-module ﬁltré se traduit par le fait que la suite de
réseaux restent bornée. Précisément, si ∆ est le réseau initial et (γn(∆))n∈N
la suite de réseau associé au ϕ-module ﬁltré, la faible admissibilité implique
qu'il existe un C entier naturel tel que pour tout n ∈ N on ait :
pC∆ ⊂ γn(∆) ⊂ p−C∆. (14.3)
Par ailleurs, Genestier et Laﬀorgue montrent qu'une telle propriété (14.3)
de la suite (γn(∆))n∈N est équivalente à l'admissibilité au sens de 14.8. Ils en
déduisent l'équivalence entre admissibilité et la faible admissibilité.
On voit ainsi l'importance de déﬁnir les structures de Hodge-Pink et les
pseudo-iso-S module, ces derniers traduisent en terme de lieu d'évolution
des itérés du Frobenius la faible admissibilité et donc par là l'admissibilité
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des représentations cristallines. Cependant lorsque l'on remplace tour cyclo-
tomique et tour de Lubin-Tate, il est diﬃcile de contrôler la convergence des
suites de réseaux.
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Part III
Schémas numériques d'ordre 2 en
temps pour les équations de
désorption 1D d'un gaz de schiste
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15 Introduction
Ce rapport contient des éléments de réponse concernant le problème posé
par l'Institut Français du Pétrole et des Energies Nouvelles (IFPEN) lors
de la treizième Semaine d'Etude Maths-Entreprise (SEME). Il a été eﬀectué
en collaboration avec Victor Vilaça Da Rocha, Roberta Tittarelli, Richard
Sambilason Rafeﬁmanana, Victor Michel-Dansac et Benjamin Couéraud.
Les SEME sont une initiative de l'Agence pour les Mathématiques en In-
teraction avec l'Entreprise et la Société. Elles visent "à créer des échanges
entre les milieux industriels et le monde académique par le biais d'une se-
maine de travail sur des problèmes posés par des industriels et nécessitant
des approches mathématiques et informatiques innovantes."
Le problème concernait la résolution numérique d'un système d'équations
modélisant la désorption d'un gaz de schiste, en une dimension. L'extraction
de gaz de schiste, méthode critiquée, mérite plus qu'une autre une juste mod-
élisation de ces eﬀets. Le présent travail tente d'éclaircir la façon dont on
modélise sa désorption i.e. la chute de pression qu'elle provoque . Le système
d'équation modélisant cette variation de la pression et du volume du gaz dans
la faille nous a été soumis par l'IFPEN. Nous modélisons -le plus simplement
possible- ces équations aﬁn de disposer d'une évaluation prédictive et con-
crète des variables du problème, la pression, le volume, sous contraintes. La
fracture dans la roche où se trouve le gaz est modélisé par un segment de
longueur ﬁxée. On modélise, à partir du début du pompage, la pression en
tout temps et en tout points de la faille.
Une telle modélisation peut s'avérer cruciale, par exemple, pour la sécurité
des sols au voisinage d'une faille utile à l'exploitation du schiste. Une baisse
violente mal contrôlée, en un point donné de la pression du gaz peut occa-
sionner une fragilité des sols. Nous n'avons pas les connaissances requises
pour dire si tel est le cas. Les schémas eux-mêmes, sont, par leur simplicité,
sujets à débat.
Après une présentation du problème, nous exposons nos résultats; le pre-
mier schéma numérique donne des résultats encourageants. Par la suite,
plusieurs possibilités sont évoquées pour monter en ordre à partir de ce
schéma numérique.
Une fois posées les données du problème (16), nous donnons la discréti-
sation utilisée pour la partie spatiale (17). Puis nous explicitons le schéma
du premier ordre en temps (18). Nous testons alors plusieurs hypothèses
de modélisation. La première (18.1) est un schéma explicite en espace. La
seconde (18.2) est un schéma implicite dans lequel il n'existe pas de couplage
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entre les valeurs de volume et pression. Enﬁn la dernière (18.3) reprend un
schéma implicite en espace du premier ordre en lui associant à chaque pas
de discrétisation, un couplage volume/pression. Nous analysons sur des ex-
emples concrets la pertinence de chacun de ces modèles et leur préservation
des états d'équilibre.
16 Le problème de désorption et sa modélisa-
tion
On cherche à pomper le gaz de schiste situé dans une fracture souterraine,
qui a un volume initial V 0 et une pression P 0. Pour cela, on installe un puits
qui va permettre de créer une dépression (comme un appel d'air). La pression
à l'entrée du puits est P ∗ < P 0 engendre la dépression et le gaz est évacué
vers le haut du puits.
absorption de gaz désorption de gaz
On cherche l'évolution de la pression P (x, t) et du volume V (x, t) du
gaz présent dans la fracture. Après plusieurs discussions et changements, le
modèle que nous avons retenu est donné par le système d'équations suivant,
redimensionné (P devient KP ):
∂tV = K∂xxP , (16.1a)
∂tV = kc
(
VLP
P +KPL
− V
)
, (16.1b)
oùK est la perméabilité de la roche constituant la fracture, kc la constante
dite cinétique, VL et PL les volume et pression de Langmuir, et P la pression.
Il est à noter que l'IFPEN avait déjà simpliﬁé à l'extrême les équations,
pour que l'on puisse travailler en une dimension. L'équation (16.1a) sera
appelée équation de diﬀusion: elle lie le gradient de pression à la variation
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de volume. L'équation (16.1b) sera appelée équation de relaxation: elle a
été rajoutée par l'IFPEN et correspond à une relaxation d'un modèle plus
simple. Lorsque la constante kc tend vers l'inﬁni, on retrouve bien le modèle
de Langmuir:
V =
VLP
P + PL
.
Nous exigeons de plus des conditions au bord de Dirichlet:{
P (x = 0, t) = P0 ,
P (x = L, t) = P∗ .
(16.2)
Nous donnons à présent les notations liées à la discrétisation du système
d'équations ci-dessus. La fracture est assimilée à un segment [0, L] que l'on
subdivise régulièrement avec un pas ∆x: on obtient I+2 ∈ N noeuds dénotés
par xi = i∆x avec x0 = 0 et xI+1 = L. L'intervalle de temps [0, T ] est
subdivisé régulièrement avec un pas ∆t: on obtient N ∈ N pas de temps
discrets tn = n∆t. On veut écrire un schéma numérique qui calcule P ni ≈
P (xi, tn) et V
n
i ≈ V (xi, tn), i.e. la pression et le volume en chaque noeud
xi et à chaque temps tn. Dans toutes nos approches (sections 18.1, 18.2 et
18.3) nous discrétisons l'opérateur ∂xx (laplacien) par des diﬀérences ﬁnies
centrées d'ordre 2, comme spéciﬁé dans la prochaine section.
17 Discrétisation de la partie spatiale
Nous avons décidé de discrétiser ∂xxP par des diﬀérences ﬁnies centrées
d'ordre 2, il s'agit d'une méthode standard de discrétisation du laplacien. On
a donc:
∂xxP (xi, t
n) ≈ 1
∆x2
(
P ni−1 − 2P ni + P ni+1
)
.
En tenant compte que, d'après les conditions au bord de Dirichlet (16.2),
on a P (x0, t
n) = P0 et P (xI+1, t
n) = P∗, on peut réécrire la discrétisation
spatiale sous forme matricielle A~P n, avec
~P n = t
(
P n1 , P
n
2 , . . . , P
n
I−1, P
n
I
)
et
A =
1
∆x2

−2 1 0 · · · 0
1 −2 1 . . . ...
0
. . . . . . . . . 0
...
. . . 1 −2 1
0 · · · 0 1 −2
 , (17.1)
Les conditions au bord seront donc inclues opportunément dans le terme
connu de l'équation.
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Remarque 17.1. La matrice −A est une M-matrice car elle est une Z-
matrice (tous ses éléments extra- diagonaux sont négatifs) et elle est une
P-matrice (−A est symétrique et déﬁnie positive). Du fait que −A est une
P-matrice on déduit qu'elle est inversible et que (−A)−1 a tous ses éléments
positifs, ce qui va nous aider à montrer que P reste positive dans le schéma
d'ordre 1 en temps dans les sections 18.1 et 18.2. D'autres conditions au
bord seraient tout aussi applicables, même si il faut faire attention car, par
exemple, si l'on met des conditions au bord de Neumann à la fois en x = 0
et en x = L, cette méthode des diﬀérences ﬁnies nous amène à une matrice
A non inversible.
Remarque 17.2. La matrice A est tridiagonale: on peut donc appliquer
l'algorithme de Thomas ([1, section 2.4]) pour résoudre tout système linéaire
basé sur A. Ceci nous permet d'avoir une résolution rapide, avec seulement
O(N) opérations, contre O(N3) pour une factorisation LU classique.
18 Schémas d'ordre 1 en temps utilisés
Les schémas numériques présentés vont tous avoir une propriété en com-
mun : ils vont avoir recours à un traitement implicite de l'équation de re-
laxation (16.1b). Leur diﬀérence majeure sera le traitement de l'équation
de diﬀusion (16.1a): par exemple, le premier schéma proposé utilisera un
traitement explicite de cette équation.
Rappelons que l'on considère une partition uniforme de l'intervalle tem-
porel [0, T ]:
t0 ≤ t1 ≤ · · · ≤ tN−1 ≤ tN , avec ∆t = |tn−tn−1| pour tout n ∈ {0, . . . , N},
comme montré dans la Figure 1.
0 tn tn+1 T
∆t
Figure 1: Partition uniforme de l'intervalle temporel [0, T ].
Dans cette section on s'intéressera à des schémas d'ordre 1 en temps :
la dérivée temporelle ∂tV sera toujours approchée par une diﬀérence ﬁnie
antérieure à V (·, t), c'est-à-dire de la manière suivante :
∂tV (·, tn+1) ≡ V
n+1
i − V ni
∆t
. (18.1)
18.1 Schéma explicite en espace
Pour l'équation de diﬀusion, on applique ici un schéma explicite en espace
et le schéma d'Euler explicite en temps. Ceci nous donne la discrétisation
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suivante de l'équation de diﬀusion :
V n+1i − V ni
∆t
=
K
∆x2
(
P ni+1 − 2P ni + P ni−1
)
,
dont on extrait la valeur du volume au point xi, mise à jour au temps t
n+1
:
V n+1i = V
n
i +
K∆t
∆x2
(
P ni+1 − 2P ni + P ni−1
)
. (18.2)
Aﬁn de résoudre (18.2), il faut utiliser les conditions aux bords de Dirich-
let (16.2) fournies sur la pression.
On discrétise maintenant l'équation de relaxation avec le schéma d'Euler
implicite en temps aﬁn d'obtenir P n+1i :
V n+1i − V ni
∆t
= kc
(
VLP
n+1
i
P n+1i + PL
− V n+1i
)
. (18.3)
Cette équation (18.3) nous permet d'obtenir la valeur de P n+1i en fonction
des volumes aux temps tn et tn+1 :
P n+1i = −PL
V n+1i − V ni + kc∆tV n+1i
V n+1i − V ni + kc∆t
(
V n+1i − VL
) . (18.4)
Grâce aux deux équations (18.2) et (18.4), nous avons obtenu un schéma
explicite en espace, d'ordre 1 en temps, qui résout le système (16.1).
Figure 2: Pression obtenue avec le schéma explicite, pour le cas-test proposé.
Les résultats obtenus (Figure 2 et Figure 3) paraissant concluants, nous
avons décidé de nous intéresser à d'autres propriétés du schéma.
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Figure 3: Volume obtenu avec le schéma explicite, pour le cas-test proposé.
 Préserve-t-il les états d'équilibre ?
 Préserve-t-il la positivité de la pression ainsi que les bornes du volume
?
Concernant les états d'équilibre, il faut tout d'abord les déterminer. Un
état d'équilibre du système (16.1) est obtenu en annulant toutes les dérivées
temporelles. On a donc, en annulant ∂tV dans (16.1a) et (16.1b) :
∂xxP = 0 (18.5a)
V =
VLP
P + PL
. (18.5b)
(18.5a) donne que la pression est une fonction aﬃne de l'espace. On peut la
déterminer point par point en utilisant les conditions aux limites : P (x0, ·) =
P0 et P (xI+1, ·) = PI+1. Des calculs simples donnent ﬁnalement
Pi = P0 − (P0 − PI+1) i
I + 1
. (18.6)
Grâce à cette expression de Pi, le volume à l'équilibre est déﬁni sur tout le
domaine par (18.5b) :
Vi =
VLPi
Pi + PL
. (18.7)
Nous pouvons maintenant étudier le schéma proposé aﬁn de déterminer
s'il est well-balanced, i.e. s'il préserve ces états d'équilibre. Pour ce faire,
on suppose que le volume et la pression sont à l'équilibre au temps tn, et
on regarde s'ils y sont toujours au temps tn+1. On voit aisément que, si la
pression est aﬃne, (18.2) donne immédiatement que V n+1i = V
n
i . Ensuite,
(18.4) devient
P n+1i =
−PLV ni
V ni − VL
, (18.8)
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ce qui n'est autre qu'une réécriture de (18.7). On a donc aussi P n+1i = P
n
i ,
et le schéma est well-balanced. Numériquement, on le vériﬁe en prenant une
donnée initiale à l'équilibre et en remarquant que toutes les itérations suiv-
antes restent à l'équilibre. On peut aussi s'intéresser à la perturbation d'un
état d'équilibre, en prenant en donnée initiale un état proche d'un équili-
bre, et en laissant évoluer cet état : à temps assez long, il devrait revenir à
l'équilibre. Ce résultat est vériﬁé Figure 4.
Figure 4: La courbe rouge est la pression pour l'équilibre perturbé, condi-
tion initiale imposée. La courbe verte montre l'évolution de cette pression
après quelques pas de temps : on remarque que la perturbation commence à
s'aplatir et se propager dans les deux directions. La courbe bleue représente
la pression après un temps de simulation assez long : on voit qu'elle tend vers
l'équilibre non perturbé, ce qui valide ce cas-test de préservation des états
d'équilibre.
On s'intéresse maintenant à la préservation des bornes de la pression et
du volume : on rappelle qu'on veut avoir P > 0 et 0 < V < VL.
18.2 Schéma implicite en espace
On s'intéresse ici à un schéma implicite en espace pour l'équation de dif-
fusion. Dans ce cas, pour obtenir la pression à l'instant tn+1 à partir de
l'équation de diﬀusion, on a besoin d'avoir le volume à l'instant tn et tn+1.
Pour cette raison on choisit tout d'abord d'obtenir V n+1 à partir de l'équation
de relaxation. Pour cela on a recours à une discrétisation semi-implicite en
temps (le volume discrétisé de façon implicite et la pression de façon explicite)
comme suit :
V n+1i − V ni
∆t
= kc
(
VLP
n
i
P ni + PL
− V n+1i
)
. (18.9)
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On extrait de (18.9) la valeur de V n+1i :
V n+1i =
1
1 + kc∆t
(
V ni + kc∆t
VLP
n
i
P ni + PL
)
, (18.10)
ce qui nous permet d'aller résoudre l'équation de diﬀusion de façon implicite
en espace :
V n+1i − V ni
∆t
=
K
∆x2
(
P n+1i+1 − 2P n+1i + P n+1i−1
)
. (18.11)
En utilisant les notations de la section 17, on peut exprimer (18.11) de
manière compacte sur tout l'espace :
− A ~P n+1 = ~bn+1, où (18.12)
 A est la matrice (17.1);

~P n+1 = t
(
P n+11 , P
n+1
2 , . . . , P
n+1
I−1 , P
n+1
I
)
;

~bn+1 = ∆x
2
K∆t
(
~V n − ~V n+1
)
+ t
(
P n+10 , 0, . . . , 0, P
n+1
I+1
)
, avec ~V n =
t
(
V n1 , V
n
2 , . . . , V
n
I−1, V
n
I
)
pour tout n.
La solution ~P n+1 est obtenue en résolvant ce système linéaire.
On peut faire quelque remarques sur la well-balanced property et la posi-
tivité.
 Ce schéma ne préserve pas les états d'équilibre: si on suppose que le
volume et la pression sont à l'équilibre au temps tn, ils ne le seront pas
au temps tn+1. On suppose le volume et la pression respectivement
comme dans (18.7) et (18.6), on constate qu'au temps tn+1 on a bien
pour le volume
V n+1i =
VLPi
Pi + PL
, (18.13)
or pour la pression
~P n+1 = t
(
P n+10 , 0, . . . , 0, P
n+1
I+1
)
. (18.14)
Ce qui est en contradiction avec la demande d'avoir, aussi au temps
tn+1, une pression discrète donnée par (18.6).
 Concernant la positivité du schéma, supposons P n et V n positifs.
Puisque les coeﬃcients de l'équation (18.10) sont tous positifs, le vol-
ume ~V n+1 sera positif. Ensuite, comme −A est une P-matrice et le
volume décroissant en temps de la (18.12) suit que ~P n+1 sera positive.
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18.3 Schéma implicite en espace qui utilise un couplage
des équations
Au vu des résultats non concluants du schéma implicite précédent, nous
avons utilisé une discrétisation semi-implicite en pression de l'équation de
relaxation :
V n+1i − V ni
∆t
= kc
(
VLP
n+1
i
P ni + PL
− V n+1i
)
. (18.15)
Cette équation nous donne une expression de V n+1i en fonction de P
n+1
i :
V n+1i =
1
1 + kc∆t
(
V ni + kc∆t
VLP
n+1
i
P ni + PL
)
. (18.16)
Nous pouvons injecter (18.16) dans la discrétisation implicite en espace
(18.11) de l'équation de diﬀusion. Ceci nous donne une équation du type
(18.12) à résoudre pour obtenir P n+1i . On a donc
A˜n ~P n+1 = b˜n, où (18.17)
 A˜n = A− diag
((
∆x2
K∆t
kc∆t
1 + kc∆t
VL
P ni + PL
)
i∈[1,N ]
)
;

~P n+1 = t
(
P n+11 , P
n+1
2 , . . . , P
n+1
I−1 , P
n+1
I
)
;
 b˜n =
∆x2
K∆t
kc∆t
1 + kc∆t
t
(−V n1 ,−V n2 , . . . ,−V nI−1,−V nI )+ t (−P0, 0, . . . , 0,−PN).
Résoudre le système linéaire (18.17) nous donne la valeur de P n+1i pour
chaque n÷ud xi, donc on déduit la valeur de V
n+1
i en appliquant la formule
(18.16) à tous les n÷uds xi.
Ces résultats semblent meilleurs que ceux obtenus avec le schéma implicite
non couplé, mais ne sont tout de même pas concluants. On remarque que
pression et volume sont presque uniformes sur le domaine, sauf très près
des bords. Ceci peut s'expliquer formellement en regardant de plus près le
système (18.17). En eﬀet, à cause des divisions par K (qui est très petit, de
l'ordre de 10−15 m2), la diagonale de A˜n va être très grande devant les termes
extra-diagonaux. De même, toutes les composantes de bn va être grandes :
en eﬀet, les conditions aux limites P0 et PN+1 sont de l'ordre de
√
K, et
n'ont donc que peu d'impact comparé au reste du terme source. On a donc
un système presque diagonal à résoudre : il y aura donc peu d'interactions
entre les diﬀérentes cellules, ce qui explique le palier de pression (et donc de
volume) vers le milieu du domaine.
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Figure 5: Pression obtenue avec le schéma couplé, pour le cas-test proposé.
Figure 6: Pression obtenue avec le schéma couplé, pour le cas-test proposé.
19 Perspectives pour un schéma numérique
d'ordre 2 en temps
19.1 Le schéma RK2-TVD
Supposons que l'on dispose d'un schéma d'ordre 1 explicite en temps,
stable pour un pas de temps satisfaisant ∆t ≤ ∆tc. Partant d'un schéma
d'ordre 1 explicite en temps, les auteurs de [2] proposent des schémas d'ordre
2 et 3 en temps, basés sur des méthodes de Runge-Kutta, et telle que la
stabilité en temps devienne ∆t ≤ c∆tc, avec c < 1.
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Notons u : t ∈ I 7→ (V (t), P (t)) ∈ R2 la fonction vectorielle donnant le
volume et la pression au temps t. Notons S˜∆t(u
n) le résultat de notre schéma
numérique explicite (voir section 18.1) appliqué à la donnée initiale un et avec
un pas de temps ∆t; autrement dit un+1 = S˜∆t(u
n) dans ce schéma.
Le schéma d'ordre 2 proposé dans [2, proposition 3.1] est de la forme:
u∗ = un + ∆tS˜∆t(un),
un+1 =
1
2
un +
1
2
u∗ +
1
2
S˜∆t(u
∗);
et le schéma d'ordre 3 proposé dans [2, proposition 3.1] est de la forme:
u∗ = un + ∆tS˜∆t(un),
u∗∗ =
3
4
un +
1
4
u∗ +
1
4
S˜∆t(u
∗),
un+1 =
1
3
un +
2
3
u∗∗ +
2
3
S˜∆t(u
∗∗).
Ces deux schémas sont optimaux au sens où c = 1. De plus, ils préservent la
monotonie dès que S˜∆t la préserve. D'après [2, proposition 3.1], à partir de
l'ordre 4, il n'est plus certain que cette propriété soit encore vériﬁée.
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Annexe : Activité de diﬀusion
76 Le jeu Set
20 Le jeu Set
Nous reportons ici un article de vulgarisation paru dans la rubrique
"l'objet du mois" du site Image des mathématiques, rubrique consacrée à
la présentation d'objets mathématiques :
" Le monde mathématique est peuplé d'objets allant du très concret au très
abstrait. Dans cette rubrique, on se propose d'en présenter quelques-uns
parmi les plus importants, beaux, utiles ou étonnants. Même lorsque leur
découverte est ancienne, ils sont toujours d'actualité dans la recherche comme
(contre-)exemples, comme outils, ou comme source d'inspiration."
http://images.math.cnrs.fr/-Objet-du-mois-.html
Objet du mois (-Objet-du-mois-.html)
LE JEU SET
Piste bleue (spip.php?page=mot&id_mot=21) le 5 mai 2013  - Rédigé par  Pierre Jalinière
(_Jaliniere-Pierre_.html)
Venu d’outre-Atlantique, Set est un jeu de carte qui se joue à plusieurs et qui
consiste pour chaque joueur à identiﬁer le plus vite possible des familles de cartes
compatibles. C’est aussi un jeu qui permet de se poser des questions combinatoires,
algébriques, algorithmiques ou géométriques ; certaines restent ouvertes.
Nous décrivons le jeu Set, examinons certaines de ses questions combinatoires puis
les traduisons en termes spatiaux. On peut espérer tout lire avec un niveau
terminale. L’occasion de pratiquer déjà de belles mathématiques ! [1 (#nb1)].
Images des mathématiques http://images.math.cnrs.fr/Le-jeu-Set.html
1 sur 11 30/04/2016 12:40
Ici, un Set vivant.
Le jeu Set
Set se joue avec des cartes originales. Sur chaque carte on trouve d’une à trois formes
identiques munies d’une couleur et d’un mode de remplissage. Les formes sont : Vague,
Losange, Ovale. Les couleurs :  Rouge, Vert et Violet.  Les remplissages :  Hachuré, Plein,
Vide. Par exemple, ici l’on a « un losange vert vide », « deux vagues hachurées rouges » et
« trois ovales pleins violets ».
Images des mathématiques http://images.math.cnrs.fr/Le-jeu-Set.html
2 sur 11 30/04/2016 12:40
Il  y  a  exactement  une  carte  pour  chaque  famille  de  caractéristiques  possibles  ce  qui
permet de répondre à la question : Combien compte-t-on de cartes dans un jeu Set ?
Comme il y a trois valeurs possibles pour chacune des quatre caractéristiques on trouve
un total de  cartes à jouer.
Un  Set  est  une  collection  de  trois  cartes  dont  les  quatre  caractéristiques  sont  soit
différentes, soit identiques. Ainsi la famille de trois cartes donnée en exemple est un Set.
Pour faire un Set, les trois cartes doivent présenter quatre critères :
 être un Set pour les nombres. Ceci signiﬁe que chaque carte contient le même nombre
de ﬁgures, soit une, deux, ou trois exactement, un autre cas courant advient quand les
trois  cartes  portent  des  nombres  tous  différents.  C’est-à-dire  pour  un Set  en nombre
contiennent respectivement une, deux et trois ﬁgures.
 être un Set en ﬁgures : il s’agit maintenant d’avoir le même type de ﬁgure sur chaque
carte ou les trois types de ﬁgures représentés (un type par carte), différent pour chaque
carte.
 être un Set en couleurs.
 être un Set en remplissages.
Etre un Set, c’est être ces quatre sortes de Set à la fois. Remarquons que chaque carte
étant unique, pour l’un de ces critères au moins, la caractéristique diffère d’une carte à
l’autre (par exemple, pour un Set en ﬁgure on aura vague, losange, ovale).
Comment joue-t-on à Set ?
= 8134
Images des mathématiques http://images.math.cnrs.fr/Le-jeu-Set.html
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Le jeu commence en disposant douze cartes devant les joueurs. Le premier qui trouve un
Set parmi ces douze cartes collecte les trois cartes qui le constituent. On remet sur la
table trois nouvelles cartes tirées du paquet et le jeu continue jusqu’à ce qu’il n’y ait plus
de carte à disposer sur la table. Le gagnant est celui qui a trouvé le plus de Set pendant la
partie.
La principale faiblesse de ces règles est qu’il se peut qu’il n’y ait pas de Set parmi les douze
cartes disposées devant les joueurs (Un problème similaire se pose pour le jeu Dobble par
exemple,  voir  ici  (Dobble-et-la-geometrie-ﬁnie.html)).  Quand  les  joueurs  tombent
d’accord,  on  sort  du  paquet  trois  nouvelles  cartes  qui  viennent  rejoindre  celles  déjà
visibles. Si  l’un des joueurs trouve un Set parmi ces quinze cartes,  il  s’en empare sans
extraire trois nouvelles cartes du paquet. Le jeu continue. S’il n’y a toujours aucun Set, on
tire trois nouvelles cartes et ainsi de suite jusqu’à ce qu’un des joueurs identiﬁe un Set.
La partie se termine quand il n’y a plus de cartes dans le paquet et que les cartes sur la
table ne forment aucun Set.  Très rarement,  lors de la partie,  toutes les cartes ont été
utilisées, s’intégrant toutes dans l’un des Set ramassés par les joueurs. La fréquence de
ces jeux « complets » est une question qui reste ouverte. Le lecteur s’il trouve la réponse,
est chaleureusement invité à la transmettre au comité éditorial. Il faut un peu de pratique
pour identiﬁer les Set. Un moyen sûr d’en trouver s’appuie sur la règle suivante :
Pour deux cartes arbitraires,  il  n’existe qu’une unique troisième carte qui  les complète
pour faire des trois un Set.
En  effet,  pour  chaque  caractéristique,  deux  cartes  arbitraires  sont  identiques  ou
différentes.  Comme il  n’y  a  que trois  valeurs  pour  chacune de ces caractéristiques,  la
troisième carte est uniquement déterminée à partir des deux premières.
Cette règle permet de répondre à au moins deux questions :
(1) : Quelle est la probabilité, tirant trois cartes au hasard, de former un Set ?
Le jeu comporte 81 cartes et deux cartes parmi les trois sont arbitraires, celles-ci prisent
ensemble, la troisième est unique parmi les 79 restantes. Soit une probabilité de 1/79 que
la combinaison tirée soit un Set.
(2) : Combien le jeu comporte-t-il de Set ?
Il y a 81 choix possibles pour la première carte et 80 choix possibles par la seconde. Ces
deux cartes déterminent de manière unique la troisième du Set.  L’ordre des cartes ne
compte  pas,  on  doit  donc  diviser  81×  80  par  3   !=3×2=6.  Soit  exactement  1080  Sets
possibles avec les cartes du jeu.
(3) : Quels sont les Set les plus faciles à repérer ?
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On compte quatre sortes de Set distincts. On peut les classer en fonction du nombre de
caractéristiques partagées par les cartes : Aucune, une, deux ou trois. Celles en partageant
trois,  ce  qu’on  nomme  ici  les  trois-Set,  sont  visuellement  plus  faciles  à  identiﬁer.  Par
exemple, voici ce que peut être un trois-Set : « un, plein, rouge, vague », « deux, plein,
rouge,  vague   »,  «   trois,  plein,  rouge,  vague   ».  Un  Set  dont  toutes  les  caractéristiques
diffèrent,  les  différents-Set,  sont  les  plus  diﬃciles  à  remarquer.  C’est  un  Set  de  cette
espèce qui est représenté plus haut. On peut alors se poser la question :
(4) : Parmi tous les Set possibles quelle est la probabilité de chacun de ces types ?
En raisonnant de la même façon que pour la question (2), on trouve pour les trois-Set,
exactement 108 possibilités parmi les 1080 choix possibles de Set.  Soit  10%. Pour les
deux-Set, 324, soit 30%. Pour les un-Set, 432, soit 40%. Enﬁn pour les différent-Set, 216,
autrement dit, 20%.
On peut se poser beaucoup de questions combinatoires concernant Set. Et nous n’avons
qu’eﬄeuré ce qu’on peut en dire. Un autre aspect du jeu, plus géométrique, donne un
sens à la  notion de Set  et  permet d’identiﬁer les cartes à des points dans un certain
espace. Voici comment s’y prendre.
Set et sa géométrie
L’espace sur lequel nous allons situer les cartes est ﬁni. C’est-à-dire qu’il ne contient qu’un
nombre  de  points  ﬁni.  On  le  construit  avec  autant  de  dimensions  qu’il  y  a  de
caractéristiques pour chaque carte, soit 4. Il y a donc une dimension pour le nombre de
ﬁgures, une pour leur couleur, une pour leur forme ainsi qu’une pour ce qui les remplit. En
mathématiques un tel espace muni d’une géométrie adéquate existe bien. On peut y faire
de la géométrie comme à l’habitude : par exemple deux points pris au hasard, déﬁnissent
une unique droite. Mais ici  tout est plus simple, en effet une droite ne contient que 3
points, un plan 9, un hyperplan (c’est-à-dire notre espace de dimension trois plongé dans
un espace de dimension quatre) 27, et l’espace tout entier… 81, soit le nombre exact de
cartes que contient le jeu Set.
Une carte s’identiﬁe à la donnée d’un point dont les coordonnées sont déterminées par
ses caractéristiques et réciproquement, tout point de cet espace détermine une unique
carte.
Il est très facile dans cet espace de déﬁnir ce qu’est un Set : c’est simplement une droite,
en d’autres termes, les trois cartes d’un Set déterminent trois points alignés. Comme en
géométrie, on retrouve la règle selon laquelle par deux points passe une et une seule
droite  :  avec deux cartes,  seule une troisième permet de les compléter en un Set.  De
même, un plan se détermine uniquement par la donnée de trois points non colinéaires,
ou par la donnée d’une droite et d’un point distinct, ou par la donnée de deux droites
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parallèles ou de deux droites qui  s’intersectent.  Toutes ces assertions restent  valables
quand  elles  s’appliquent  à  Set.  Tirons  par  exemple  trois  cartes  «   non  colinéaires   »
puisqu’elles ne forment pas une droite, elles ne forment pas un Set. Celles-ci déﬁnissent
donc un plan unique. Plan qui se reconstitue comme suit : On rajoute à cette collection
une  carte  telle  qu’avec  deux  des  trois  précédentes,  l’ensemble  forme  un  Set.  Et  l’on
recommence le tirage en suivant la même règle : chaque nouvelle carte tirée doit former
un Set, une droite, avec deux des cartes déjà précédemment tirées. En tout, l’on obtiendra
exactement neuf cartes. Ces neuf cartes réalisent le plan qu’on a déﬁni en usant des trois
premières.  Les parties qui  suivent,  plus diﬃcile,  peuvent croit-on,  avec un peu d’effort,
espérées être lu dès le niveau terminale scientiﬁque.
Planète, variante et déﬁnition
Le but est d’introduire une variante du jeu Set, on ne cherche plus à trouver parmi douze
cartes trois d’entre elles alignées (autrement dit un Set), mais quatre déﬁnissant ensemble
un unique plan, c’est-à-dire quatre cartes coplanaires. Quatre points étant pris au hasard,
quels sont les cas possibles en géométrie classique ? Le premier, c’est que ces quatre
points soient alignés. Un tel cas ne peut se produire pour Set puisqu’on a vu que toute
droite contient exactement trois points.  Si  l’on tire une quatrième carte,  un quatrième
point,  ce  dernier  nécessairement  se  trouve  à  l’extérieur  de  la  droite.  Ensemble,  ils
déﬁnissent un plan. C’est l’un des deux cas qu’on appellera Planète. L’autre correspond à
quatre points déﬁnissant deux droites qui s’intersectent. En langage Set, cela signiﬁe que
deux à deux, quatre cartes déﬁnissent deux Set qui se complètent par la même troisième
carte. Voici un exemple de quatre cartes Planète répondant à cette condition :
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Ici, le plan complet déﬁni par ces quatre mêmes cartes :
Qu’en déduit-on sur le jeu ? Il y a plus de combinaisons gagnantes car dès qu’on a un Set
n’importe quelle quatrième carte déﬁnit une Planète. La probabilité tirant quatre cartes au
hasard de former une Planète est plus grande que la seule probabilité de former un Set
tirant trois d’entre elles du jeu complet :
(5) : Quelle est la probabilité tirant quatre cartes de former une Planète ?
Deux cas sont possibles,  soit  la Planète contient un Set,  soit  elle n’en contient pas. La
probabilité de tirer un Set dès les 3 premières cartes est comme on l’a vu de 1/79. La
probabilité de n’en pas tirer, l’événement contraire, est donc de 78/79. Or trois cartes qui
ne forment pas un Set déﬁnissent un unique plan. Six autres cartes appartiennent à ce
même plan, ainsi la probabilité que la quatrième carte tirée forme une Planète avec les
trois précédentes est exactement de 6/78, 6 cartes possibles parmi les 78 restantes. Soit
une probabilité de tirer une Planète de : 1/79 + (78/79) × (6/78)=7/79. Il y a donc sept fois
plus de chances de tirer une planète qu’un simple Set. Ces chances importantes induisent
la question suivante :
(6) : A partir de combien de cartes tirées est-on sûr de disposer d’une planète ?
Elle fait l’objet de la prochaine partie.
Set, Planète à l’épreuve du jeu
Davis et Maclagan [2 (#nb2)] ont montré que pour un jeu de Set à trois dimensions (par
exemple si  l’on décide de ne jouer qu’avec des cartes de couleur rouge),  on peut tirer
jusqu’à 9 cartes sans Set. Mais 10 cartes tirées contiennent toujours un Set.  Pour le jeu
complet, soit 81 cartes, on peut tirer jusqu’à 20 cartes sans qu’il y ait de Set, la 21ème
permettra toujours d’en former un. Pour les Planètes nous étudierons d’abord le cas de la
dimension 3.
Planète à trois dimensions
On peut tirer jusqu’à cinq cartes rouges sans Planète :
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On prouve en deux temps que cinq telles cartes ne contiennent pas de Planète. D’abord,
on s’assure qu’elles ne contiennent pas de Set. Ensuite, pour un couple de cartes données,
on donne la troisième carte qui fait du trio complet un Set. Pour s’assurer qu’il n’y a pas de
Planète, il suﬃt de vériﬁer que ces troisièmes cartes déduites de tout couple sont bien
différentes. Le nombre de couples correspond au choix de deux cartes parmi cinq. C’est le
nombre de combinaison de 2 éléments pris dans un ensemble à 5 éléments. Ce nombre
en mathématiques est noté de la manière suivante :
Soit donc 10 couples de cartes à vériﬁer. Il est clair qu’aucune des troisièmes cartes qui
s’en déduisent ne sont les mêmes : on ne peut pas trouver de Planète parmi ces cinq
cartes.
(7) : Avec sept cartes peut-on toujours former une Planète ?
La réponse est oui, voici la preuve : Supposons qu’on dispose de sept cartes sans Planète.
Entre autres, elles ne forment pas de Set, et pour tout couple de cartes, les troisièmes qui
forment un Set avec un tel couple doivent être toutes distinctes. On compte de la même
façon :  choix de couples de cartes possibles. S’il y avait autant de troisièmes
cartes de Set qu’il y a de couples on compterait en tout 21+7=28 cartes rouges et le jeu
n’en compte que 27. C’est une contradiction qui conclut la preuve.
( ) = 1052
( ) = 2172
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Reste le cas où l’on tire six cartes. Le groupe de travail du Math Teachers’ circle a mis à
l’épreuve par ordinateur tous les sextuplés possibles et la réponse est la suivante : Avec six
cartes, on peut toujours former une Planète au moins.
Planète en dimension 4
La même question se pose quand on décide de ne plus se restreindre aux seules cartes
rouges. C’est l’objet de la dernière question de la partie précédente reformulée ici :
(8)   :  Le  jeu  pris  en  entier  combien  de  cartes  au  plus  peut-on  tirer  sans  former  une
Planète ?
L’argument utilisé en dimension 3 s’adapte dans ce cas pour treize cartes. Si 13 cartes, soit
13  points  ne  contiennent  aucun  Set,  elles  déterminent   droites  toutes
distinctes. Si de ces 13 points l’on ne peut extraire aucune Planète, cela veut dire que le jeu
compte au moins 78+13 =91 points or on a vu plus tôt que Set contient exactement 81
cartes. Qu’en est-il pour 12 cartes ? Le même calcul aboutit au fait que le jeu doit contenir
au moins 78 cartes, ce qui n’a rien d’absurde, dans ce cas cette méthode ne permet pas de
conclure. Remarquons d’abord qu’il existe bien des collections de neuf cartes sans Planète,
voici un exemple :
On laisse au plus patient des lecteurs la preuve que neuf telles cartes ne contiennent ni
Set ni Planète, il faut vériﬁer que, pour tout couple de cartes, les seules troisièmes qui s’en
déduisent formant des trois un Set sont distinctes cela pour tout couple. On compte en
( ) = 78132
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tout trente-six tels couples. Un programme informatique a montré qu’avec dix cartes, on
peut  toujours  former  une  Planète.  Ce  même  programme  permet  de  déterminer  la
probabilité  de  ne  pas  tirer  de  Planète  parmi  neuf  cartes.  Celle-ci  est  de   :
11664/222981055≅0,0000523093. Soit, à peu près, une chance sur 19117 de tirer neuf
cartes sans Planète.
Il existe une propriété possédée par tout ensemble de neuf cartes sans Planète ni Set, ces
neuf cartes forment alors ce qu’on appelle un ET.
ET
De la même façon que pour un Set, on décompose la déﬁnition d’un ET en quatre étapes.
ET en couleur, en nombre, en forme, en remplissage. Neuf cartes étant données, elles
forment un ET en couleur, si l’on peut les rassembler de telles sortes qu’elles forment trois
Set en couleur. S’il en est de même pour chaque caractéristique, on parle d’un ET. Les neuf
cartes représentées plus haut en donnent un exemple.
On ne connait pas de preuve naïve assurant que neuf cartes ne formant ni Set ni Planète
forment toujours un ET, mais un programme exhaustif a montré que c’était bien toujours
le  cas.  D’ailleurs  remarquons  que  la  réciproque  est  fausse.  Il  existe  beaucoup  de  ET
contenant des Set ou des Planètes. Voici deux questions naturelles sur ET :
Montrer que pour huit cartes quelconques données, il n’en existe qu’une supplémentaire
telle que les neuf ensemble forment un ET.
Quelle est la probabilité tirant neuf cartes au hasard d’obtenir un ET ?
Cela  dit,  on peut  mettre  au point  un nouveau jeu s’appuyant  sur  ces  deux nouveaux
objets : ET et Planète. La dernière partie en déﬁnit les règles.
Planète, le jeu
On pose neuf cartes sur la table. Le but du jeu est d’y trouver Set, Planète ou ET. Dès qu’un
joueur a trouvé l’une de ces combinaisons,  il  la  montre et  la retire du jeu.  On tire du
paquet autant de cartes que celles récupérées. Le jeu continue jusqu’à ce qu’il n’y ait plus
assez de cartes pour qu’on puisse identiﬁer parmi celles restantes ni Set, ni Planète, ni ET.
Le gagnant est celui qui dispose du plus de cartes à la ﬁn du jeu.
Dégageons deux avantages à jouer de cette façon.
D’une part, il n’est plus nécessaire de tirer du paquet plus de neuf cartes, en effet comme
on l’a dit, neuf cartes qui ne contiennent ni Set, ni Planète forment toujours un ET. Ainsi
quoiqu’il arrive et jusqu’à l’avant-dernier tirage, on dispose d’exactement neuf cartes sur la
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table. D’autre part, le jeu va beaucoup moins vite que Set, parce que le gagnant est celui
disposant du plus de cartes à la ﬁn de la partie. On a tout intérêt à chercher en premier
lieu  des  ET  ou  des  Planètes  plutôt  que  de  simples  Set.  La  quête  peut  s’avérer
chronophage…. A conseiller donc pour les longues soirées d’hiver.
Conclusion
Le jeu Set recèle bien des trésors, la géométrie, l’algorithmique, sont deux méthodes qui
permettent  ici  d’en  percer  certains  secrets.  Des  questions  restent  ouvertes,  d’autres
cachées sont peut-être à découvrir. Qu’en est-il par exemple des cartes toutes inscrites
dans  un  espace  de  dimension  trois   ?  Comment  déterminer  que  cinq  cartes  sont
cospatiales ? Quelle est la probabilité de tirer cinq telles cartes ? Une autre  approche
consiste  à  changer  les  cartes  elle  même,  augmenter  par  exemple  le  nombre  de
caractéristiques. La question de savoir combien de cartes l’on peut alors tirer sans former
de Set est partiellement résolue dans l’article de T. Tao ici (http://oeis.org/A090245).  Le
sujet  n’est  pas  épuisé  et  le  lecteur  trouvera  sans  mal,  qu’il  soit  joueur  ou  pas,  des
combinaisons nouvelles, pour autant de nouveaux jeux.
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