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Abstrakt 
Tato práce se zabývá návrhem a implementací aplikace na zobrazování medicínských dat v reálném 
čase. První část projektu je zaměřena na metody získávání medicínských dat v praxi a na možnosti 
vizualizace rozsáhlých objemových dat v počítači s využitím známých renderovacích přístupů. 
Podobné aplikace se používají mimo medicíny i v jiných oblastech, jako např. v chemii na 
zobrazování molekulárních struktur nebo mikroorganizmů. Další část projektu bude zaměřena na 
výhody vizualizace volumetrických dat pomocí programovatelného hardwaru a na nové metody 
paralelizace algoritmů na grafické kartě pomocí technologie CUDA a OpenCL. Výsledná aplikace 
bude zobrazovat medicínské objemové data na základě vybrané metody urychlené pomocí 
programovatelných shaderů, přičemž časově náročné operace budou paralelizované na grafické kartě. 
             
Abstract 
This thesis deals with design and implementation of an application for medical data imaging in real-
time. The first part of project is focused on methods for obtaining data in medical practice and 
visualization of large volume data on computer using familiar rendering approaches. Similar 
applications are used outside of medicine in other fields, such as chemistry to display molecular 
structures or microorganisms. Another part of project will focus on benefits of visualization of 
volumetric data using programmable hardware and new methods of parallelization of algorithms on 
graphics card using CUDA technology, and OpenCL. The resulting application will display the 
volume of medical data based on selected method accelerated by programmable shaders, and time-
consuming operations will be paralleled on graphics card. 
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1 Úvod 
V minulých storočiach došlo k výrazným technickým a vedeckým pokrokom, a to najmä v oblasti 
fyziky, chémie a medicíny. Za jednu z najpodstatnejších vďačíme nemeckému fyzikovi Wilhelmovi 
Conradovi Röntgenovi, ktorý ako prvý v roku 1895 vytvoril a detekoval elektromagnetické žiarenie 
vlnovej dĺžky v rozsahu od 10 do 0.01 nanometrov, ktoré dnes poznáme pod názvom Röntgenové 
žiarenie alebo tiež X-žiarenie. Zistil, že toto žiarenie prechádza mäkkými tkanivami, a že je naopak 
pohlcované tvrdšími materiálmi akými sú napr. kosti. Tak vytvoril historicky prvý röntgenový 
snímok ruky svojej ženy. Röntgen za tento objav získal v roku 1901 vôbec ako prvý človek Nobelovu 
cenu za fyziku. Jeho „vynález“ sa stal základom pre súčasnú diagnostickú radiológiu a dal podnet na 
skúmanie nových možností snímania ľudského tela. 
Súčasná medicína používa viacero technológií na snímanie ľudského organizmu, pričom všetky 
sú založené na určitých fyzikálnych či chemických procesoch prebiehajúcich v tele človeka. Medzi 
najpoužívanejšie snímacie metódy patria CT (Computed Tomography), MRI (Magnetic Resonance 
Imaging) a PET (Positron Emission Tomography). Zatiaľ, čo sa CT používa na snímanie tvrdších 
materiálov, MRI je vhodnejšie pre snímanie mäkkých tkanív. PET skúma funkčné procesy pomocou 
rádioizotopu injektovaného do krvného obehu, ktorý sa viaže na určité zlúčeniny v tele. Všetky tieto 
zariadenia snímajú objekt z rôznych uhlov a potom zložitými algoritmami rekonštruujú výsledný 
obraz. Vo výsledku dostávame sériu 2D snímkov (rezov) s rôznymi úrovňami hodnoty šedej, podľa 
hustoty materiálu, ktoré spolu tvoria 3D maticu skalárnych hodnôt. 
Volume rendering je nefotorealistická zobrazovacia metóda používaná na vizualizáciu 
rozsiahlych objemových dát získaných niektorou spomínanou snímacou metódou. Funguje na 
princípe projektovania 3D diskrétnych hodnôt na 2D rovinu obrazu. Metód na zobrazovanie 
objemových dát je hneď niekoľko, pričom sa principiálne delia na nepriame a priame zobrazovacie 
techniky. Výhodou nepriamych metód je relatívne jednoduchá implementácia založená na extrakcii 
povrchu pomocou trojuholníkovej alebo polygonálnej siete. Nevýhodou sú však občasné 
nezrovnalosti povrchu, ako napr. diery v sieti. Častejšie sa v praxi používajú priame zobrazovacie 
techniky, ktoré zobrazujú objem ako blok dát a priraďujú každému voxelu farbu a priehľadnosť. 
Medzi tieto metódy patrí aj algoritmus vrhania lúča – raycasting, ktorý použijeme v tejto diplomovej 
práci na zobrazovanie volumetrických dát.   
V minulosti nebola počítačová rekonštrukcia medicínskych a všeobecne objemových dát 
možná kvôli slabému výkonu vtedajších grafických kariet. Ďalším dôvodom bolo aj to, že tieto karty 
ponúkali len fixný počet zabudovaných funkcií, ktoré boli programovateľné prostredníctvom 
aplikačných rozhraní, ako DirectX alebo OpenGL. Avšak s príchodom prvých programovateľných 
grafických kariet sa otvorila cesta vývoja rýchlych paralelných grafických aplikácií, kde si 
programátori mohli pridávať vlastné funkcie a tvoriť nové realisticky pôsobiace efekty. Takto vznikli 
prvé verzie vertex a fragment shaderov, ktoré sú neodmysliteľnou súčasťou našej aplikácie. Obrovský 
výkon a masívny rozvoj grafických akcelerátorov viedol k novým možnostiam využitia grafických 
kariet aj k negrafickým výpočtom. Tak vznikla prvá paralelná architektúra využívajúca systém 
multiprocesorov a vlákien s názvom CUDA. Nad touto technológiu sa v súčasnosti vyvíjajú rôzne 
aplikačné rozhrania, ako C for CUDA či aktuálna technológia OpenCL. 
Druhá kapitola práce bude pojednávať o metódach získavania medicínskych dát. Postupne si 
rozoberieme najčastejšie používané techniky pre snímanie ľudského tela a ich fyzikálny princíp 
činnosti. Táto kapitola nám slúži ako informatívna vsuvka, aby sme získali predstavu o tom, ako 
pracujú tieto zariadenia. 
Tretia kapitola sa zaoberá problematikou zobrazovania objemových dát na počítači. Povieme si 
niečo v skratke o rôznych renderovacích metódach používaných v praxi a detailnejšie sa zameriame 
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na techniku vrhania lúča raycasting. K tejto metóde popíšeme jej matematický princíp a možnosť 
numerickej aproximácie pomocou softwarového algoritmu. 
V štvrtej kapitole sa zameriame na výhody dnešných grafických akcelerátorov a detailne si 
popíšeme hardwarovú podporu týchto grafických kariet, ktoré budú tvoriť neodmysliteľnú časť pri 
implementácií algoritmu. Dôkladne sa zameriame na využitie programovateľných shaderov a na 
architektúru CUDA, ktorú využijeme na paralelizáciu časovo náročnej operácie výpočtu gradientov 
pre osvetľovací model. 
Piata kapitola sa bude venovať už samotnému návrhu aplikácie a prostriedkom, ktoré sme 
nevyhnutne potrebovali na realizáciu projektu. Zameriame sa na charakteristiku dát a na formát 
textúr, ktoré boli použité na uloženie týchto dát. Povieme si, akú rolu zohráva framebuffer object pri 
implementácií algoritmu raycasting a rozoberieme jednotlivé projekčné metódy implementované 
v aplikácií. Detailnejšie sa budeme venovať metódam získavania gradientov a matematickému 
princípu výpočtu osvetľovacieho modelu. 
Šiesta kapitola bude zameraná na implementačné detaily kľúčových častí aplikácie. Medzi tie 
patrí spôsob vytvorenia textúr pre objemové dáta a prenosové funkcie v OpenGL, implementácia 
vertex a fragment shaderov a najrozsiahlejšiu časť kapitoly budeme venovať architektúre CUDA 
a urýchleniu výpočtu gradientov za pomoci paralelného výpočtového stroja. 
Na záver v prílohe ukážeme spôsob inštalácie a ovládanie aplikácie pomocou ovládacích 
prvkov naprogramovaných v OpenGL a priložíme zopár screenshotov z aplikácie. 
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2 Metódy získavania medicínskych dát 
V súčasnej modernej medicíne sa používa viacero technológií na získavanie medicínskych údajov. 
Všetky tieto technológie sú založené na nejakom fyzikálnom princípe a slúžia špeciálne na 3D 
snímanie živočíšnych, vo väčšine prípadov ľudských tkanív. Každé takéto zariadenie pritom dokáže 
snímať tkanivá s rôznou hustotou materiálu. 
Medzi najznámejšie technológie patria CT (Computed Tomography), MRI (Magnetic 
Resonance Imaging) a PET (Positron Emission Tomography). Treba predovšetkým podotknúť, že 
tieto diagnostické zariadenia „nazerajú“ do ľudského tela neinvazívnym spôsobom a pri malej miere 
absorbovaného žiarenia sú neškodné pre ľudský organizmus. Ako sme už povedali, sú založené na 
fyzikálnych javoch, ktoré sa dejú v atómoch živých tkanív pri absorbovaní určitého množstva energie. 
Odozva pritom závisí od úrovne absorbcie dosiahnutej pri regulácií frekvencie žiarenia a od intenzity 
magnetického poľa – ako pri ladení rádiového prijímača na určitú frekvenciu. 
  Skenovanie vnútorných štruktúr má veľký význam pre nás práve z toho dôvodu, že nám to 
poskytuje možnosť relatívne jednoduchej 3D rekonštrukcie jednotlivých vrstiev objemu a na rozdiel 
od zariadení snímajúcich iba povrch materiálov môžeme zobrazovať aj vnútorné časti našich 
naskenovaných dát. Preto sme schopný oddelene sledovať napr. kosti alebo mäkké tkanivá ako svaly 
či kožu. Pre lepšie zvýraznenie týchto štruktúr je občas potrebné používať kontrastné látky, ktoré sa 
injektujú do tkaniva alebo do krvného obehu a menia tak vlastnosti materiálu akou je napr. hustota, 
čoho výsledkom je väčší kontrast určitej vrstvy po nasnímaní.   
S využitím grafickej karty potom môžeme zobrazovať tieto medicínske objemové dáta 
rôznymi projekčnými metódami, akou je napr. blending metóda, kedy každú vrstvu renderujeme inou 
farbou a rôznou úrovňou transparentnosti. Ďalšou metódou je projekcia maximálnej intenzity, kedy 
zobrazujeme len vrstvu s najväčšou hodnotou hustoty. 
V nasledujúcich kapitolách si priblížime niektoré technológie získavania 3D objemových dát 
s dôrazom na ich využitie a princíp funkčnosti. 
2.1 Výpočtová tomografia 
Výpočtová tomografia (Computed Tomography - CT) je rádiologická vyšetrovacia metóda, ktorá 
pomocou röntgenového žiarenia umožňuje zobrazovať vnútorné orgány živočíchov a ľudí. Používa sa 
v medicíne na diagnostiku širokého spektra chorôb a poranení. Názov výpočtová vychádza z princípu 
funkčnosti tejto technológie, pretože sa jedná o výpočet veľkej sústavy rovníc [5]. 
2.1.1 Princíp 
Pacient je zasunutý do prístroja, kde ho po kruhovej ose obieha zariadenie zložené z röntgenky 
a detektorov. Brzdné žiarenie, ktoré je emitované na anóde röntgenky, prechádza skúmaným 
objektom a po dopade na detektor je zaznamenaná intenzita dopadajúceho žiarenia (ktorá je po 
prechode objektom vždy menšia než intenzita vyžarovaná).  
Vzťah medzi vstupnou a výstupnou intenzitou röntgenového žiarenia je daná vzťahom: 
    
 
(2.1) 
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kde I0 je hodnota vstupnej intenzity žiarenia, I je hodnota výstupnej intenzity, d je hrúbka materiálu a 
µ je lineárny súčiniteľ zoslabenia. Najviac sa žiarenie zoslabuje v kostiach, menej v mäkkých 
tkanivách napr. v pečeni alebo obličkách a najmenej v tukových vrstvách a pľúcach. 
 
 
 
Obr. 1: CT – Computed Tomography [5] 
 
Skúmaný objekt je ožiarený z najrôznejších uhlov v jednej rovine, čím získame spravidla 
niekoľko sto projekcií. Úlohou výkonného počítača, ktorý je neoddeliteľnou súčasťou tomografu, je 
zrekonštruovať plošný rez vyšetrovaným objektom. Tento problém v zásade spočíva vo vyriešení 
veľkej sústavy rovníc. Vyšetrovaný rez je teda pokrytý maticou plošných elementov, tzv. voxelov, 
a výsledok riešenia sústavy rovníc spočíva v priradení skutočného koeficientu tlmenia každého 
voxelu. 
V praxi sa k riešeniu tejto úlohy, tzv. obrazovej rekonštrukcie, používa Radonova 
transformácia a spätná Radonova transformácia. Radonova transformácia sa používa v tvare 
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kde f(x, y) reprezentuje µ(x, y), r je x pozícia röntgenky a θ je uhol natočenia röntgenky.  
Je možné odvodiť aj spätnú Radonovu transformáciu a podľa tzv. rezového teorému môžeme 
získať dokonalý obraz človeka, ak budeme mať nekonečný počet projekcií (teda pre všetky uhly). 
Každopádne v praxi sa toto nepoužíva, keďže Radonova transformácia sa ukazuje byť značne 
nestabilná, ak projekcia obsahuje šum. Z toho dôvodu sa miesto spätnej Radonovej transformácie 
používa tzv. metóda filtrovanej projekcie. 
2.2 Magnetická rezonancia 
Magnetická rezonancia na rozdiel od CT nevyužíva škodlivé ionizujúce žiarenie, ale veľké 
magnetické pole a elektromagnetické vlnenie s vysokou frekvenciou. Nenesie teda žiadne riziká 
spôsobené radiáciou. Podstatou farebného odlíšenia jednotlivých tkanív je ich rozdielne chovanie pri 
rovnakom vonkajšom pôsobení. MRI poskytuje ďaleko väčší kontrast medzi jednotlivými mäkkými 
(2.2) 
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tkanivami ako CT, preto má veľké uplatnenie v neurologickom, muskuloskeletálnom, 
kardiovaskulárnom a onkologickom zobrazovaní. 
Ako sme už spomenuli, nevyužíva škodlivé ionizujúce žiarenie ako CT, ale využíva silné 
magnetické pole na usmernenie nukleárnej magnetizácie atómov vodíka vo vode, ktoré tvorí viac než 
60% ľudského tela. Rádiofrekvenčné (RF) polia sa používajú na systematickú úpravu usporiadania 
tejto magnetizácie, čo spôsobuje, že jadro atómu vodíka produkuje otáčavé magnetické pole 
detekovateľné skenerom. Signál môže byť upravovaný ďalšími magnetickými poliami na vytvorenie 
dostatočnej informácie pre rekonštrukciu obrazu tela. 
Vo vedeckej oblasti sa tejto technológií hovorí tiež nukleárna magnetická rezonancia NMRI, 
ale široká verejnosť ju pozná iba pod názvom magnetická rezonancia, aby si ju ľudia nespájali 
s obávanou jadrovou fyzikou [6]. 
2.2.1 Princíp 
Telo sa z väčšej časti skladá z molekúl vody, ktoré sú zložené z dvoch jadier vodíka či protónov. Keď 
sa človek dostane do silného magnetického poľa skeneru, magnetické momenty sa usporiadajú v 
smere tohto poľa. 
Rádiofrekvenčné elektromagnetické pole po zapnutí spôsobí zmenu v usporiadaní protónov 
relatívne k tomuto magnetickému poľu. Ak vypneme elektromagnetické pole, protóny sa vrátia do 
pôvodného magnetického usporiadania. Táto zmena usporiadania vytvára signál, ktorý môže byť 
detekovateľný skenerom. Frekvencia, pri ktorej protóny rezonujú, závisí od veľkosti magnetického 
poľa. 
Magnetická rezonancia využíva z fyzikálneho hľadiska tú vlastnosť, že niektoré atómy majú 
nenulové spinové číslo a tým pádom majú magnetický moment. V našom prípade, v tzv. spin-½ jadre 
akým je aj 1H, sú 2 spinové stavy známe ako „horný“ a „dolný“.  
Ak je takéto rotujúce jadro vložené do konštantného magnetického poľa B0, dochádza k tomu, 
že sa nasmeruje podľa pôsobenia tohto poľa a osa jadra bude jemne rotovať okolo smeru pôsobiaceho 
poľa B0. Aby bolo jadro udržané v stálom pohybe, používa sa vysokofrekvenčné magnetické pole, 
ktoré súčasne rotuje v rovine XY. V minulosti používané polia o veľkosti 0,2-0,5T nie sú dnes už 
obvyklé a nahradzujú ich prístroje s veľkosťou poľa 7T. Vo výskume sú bežné aj polia s veľkosťou 
20T. 
Pri vyvolaní rotačného pohybu okolo osi má každé jadro určitú rezonančnú frekvenciu, 
obvykle nazývanú vlastná frekvencia. Tá závisí na pôsobiacom magnetickom poli a na vnútornej 
štruktúre jadra. Vlastná frekvencia pre vodík je pri 1T rovná 42,58MHz. Pretože zo všetkých prvkov 
je vodík v ľudskom tele najpočetnejšie zastúpený, používa sa práve frekvencia podobná tejto.  
Voľbou veľkosti statického magnetického poľa B0 a voľbou veľkosti pre transverzálne 
magnetické pole BT sa dá veľmi presne určiť, ktoré jadrá budú v rezonancií. Rezonanciou je 
magnetický moment m jadra preklopený o 90° do roviny XY a osa potom rotuje podľa 
transverzálneho poľa. Ak je transverzálne pole odpojené, jadro rotuje stále v rovine XY. Priblížením 
cievky do blízkosti rotujúceho magnetického momentu sa v nej indukuje napätie, ktoré je následne 
odmerané. Zjednodušene povedané je veľkosť nameraného napätia závislá na polohe a type tkaniva. 
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Obr. 2: MRI – Magnetic Resonance Imaging [6] 
 
Na základe nameraného indukovaného napätia a ďalších parametrov je signál pomocou 
zložitých procesov a algoritmov prevedený na úroveň šedej. Práve kvôli tomu, že výsledný signál 
závisí na mnohých parametroch, sa nedá použiť žiadna stupnica, ktorá by jednoznačne určovala 
jednotlivé tkanivá, preto sa k interpretácií obrazu používa skôr rozhranie, na ktorých sa mení intenzita 
signálu [6]. 
2.2.2 Výhody a nevýhody magnetickej rezonancie 
Výhodou MRI voči ostatným zobrazovacím metódam používaným v diagnostickej rádiológií je 
väčšia presnosť pri zobrazení väčšiny orgánov, čo je dôsledkom rozdielnej intenzity signálov 
v odlišných mäkkých tkanivách. Niektoré orgány ako nervy či mozgové tkanivo bolo možné 
neinvazívne zobrazovať až  pomocou MRI. Vďaka rozsahu nastavenia vyšetrenia je možné dosiahnuť 
rozlíšenie, ktoré ďaleko presahuje možnosti röntgenu či CT. Ďalšieho zlepšenia môžeme dosiahnuť 
pridaním kontrastnej látky, ktorá pomáha odhaliť prítomnosť zápalov či nádorových tkanív. 
Hlavnou nevýhodou tejto metódy sú vysoké náklady, rovnako ako vyššie časové nároky 
oproti iným typom vyšetrenia. Pre pacientov sú hlavným nebezpečím vedľajšie účinky pri prítomnosti 
kovových materiálov, ktoré sa môžu zahriať. Rovnako nie je možné vykonať MRI vyšetrenie na 
ľuďoch používajúcich kardiostimulátory alebo iné elektronické zariadenia. V porovnaní s CT sa 
artefakty vyskytujú častejšie, a tým znižujú kvalitu výsledného obrazu. Tiež nie je možné vyšetrovať 
pohybujúce sa časti tela ako napr. črevné klky [6].   
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2.3 Pozitrónová emisná tomografia 
Pozitrónová emisná tomografia je zobrazovacia technika patriaca do oblasti nukleárnej medicíny, 
ktorá produkuje 3-dimenzionálny obraz funkčných procesov v tele. Systém detekuje dvojicu gamma 
žiarení emitovaných nepriamo pomocou pozitrón-emitujúceho rádionuklidu, ktorý je zavedený do tela 
na biologicky aktívnu molekulu. Obrazy koncentrácie v trojdimenzionálnom priestore v rámci tela sú 
potom rekonštruované pomocou počítačovej analýzi. V moderných skeneroch je táto rekonštrukcia 
často zdokonalená použitím CT röntgenového skenu vykonaného na pacientovi behom tej istej 
procedúry v tom istom zariadení. 
Ak je vybranou biologicky aktívnou molekulou FDG (Fludeoxyglucose 18F) , analóg glukózy, 
koncentrácia stopovacieho prvku dáva tkanivu metabolickú aktivitu, z hľadiska miestnej absorbcie 
glukózy. Aj keď tento druh stopovacie prvku sa používa najbežnejšie v PET skeneroch, existujú aj iné 
stopovacie molekuly na zobrazovanie koncentrácie tkanív. PET sken, podobne ako MRI, má značné 
využitie v neurológií, kardiológií a onkológií [7].  
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 3: PET – Positron Emission Tomography 
2.3.1 Princíp 
Pacientovi sa pred vyšetrením podá rádiofarmakum (rádioaktívny stopovací izotop) s veľmi krátkym 
polčasom rozpadu. U PET sa používa rádiofarmak, ktorý pri svojom rozpade produkuje pozitróny, 
hovorí sa tomu tzv. beta rozpad. Pozitrón putuje po svojom vzniku (rádovo niekoľko milimetrov, 
ktoré urazí behom niekoľkých nanosekúnd) a anihiluje s nejakým elektrónom, ktorý sa nachádzal 
v jeho blízkosti. Pozitrón aj elektrón zaniknú a z miesta anihilácie odlietajú v opačnom smere dva 
fotóny anihilačného žiarenia s energiou 511keV. Súčasnú interakciu týchto fotónov v detektoroch 
snímacieho prstenca je možné zaznamenať tzv. koincidenčným detektorom. Z veľkého množstva (až 
niekoľko sto tisíc) takýchto záchytov je možné potom výpočtovým algoritmom rekonštruovať 
tomografický obraz vyšetrovaného.  
Medzi najčastejšie používané rádiofarmaká patria uhlík-11 (polčas rozpadu ~20 minút), 
dusík-13 (polčas rozpadu ~10 minút), kyslík-15 (polčas rozpadu ~2min) a fluór-18 (polčas rozpadu 
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~110 minút). Tieto rádionuklidy sú podávané v zlúčeninách telu vlastných ako je napr. glukóza, voda, 
amoniak alebo v molekulách, ktoré sa viažu na receptory alebo na miesta účinku liekov [7]. 
 
    
Obr. 4: PET sken ľudského tela 
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3 Volume rendering 
Volume rendering je technika používaná na zobrazovanie 3D diskrétnych objemových dát 2D 
projekciou. 3D dáta sú vlastne skupinou 2D rezov, určitého naskenovaného objektu, získaných 
niektorou bežnou snímacou metódou používanou predovšetkým v oblasti medicíny, akými sú MRI, 
CT alebo MicroCT. Zvyčajne sú získané dáta v pravidelnej mriežke (jeden rez na každý milimeter) 
a majú pravidelný počet pixelov v 2D obraze. Táto pravidelná 3D mriežka je reprezentovaná 
objemovým prvkom, tzv. voxelom (volume pixel), čo je vlastne jedna skalárna hodnota získaná 
vzorkovaním okolia voxelu. 
Na to, aby sme mohli renderovať 3D objemové dáta v 2D projekcií, musíme najprv definovať 
pozíciu kamery v priestore relatívne k objemu. Musíme tiež definovať farbu a priehľadnosť voxelu 
pomocou RGBA (red, green, blue, alpha) prenosovej funkcie. 
Objem je možné renderovať pomocou trojuholníkovej (polygonálnej) siete alebo priamou 
zobrazovacou metódou ako blok dát. Algoritmus Marching cubes je bežnou technikou pre extrakciu 
povrchu z objemových dát. Priame zobrazovanie volumetrických dát je výpočtovo náročná úloha, 
ktorá môže byť vykonaná niekoľkými spôsobmi, ktoré si popíšeme v nasledujúcich kapitolách. 
3.1 Marching cubes 
Marching cubes je algoritmus pre extrakciu polygonálnej siete isoplošiek z trojdimenzionálneho poľa 
skalárnych hodnôt (voxelov). Algoritmus prechádza poľom skalárnych hodnôt a uchováva si okolie 
ôsmych susedných voxelov naraz (vytvára tak imaginárnu kocku) a potom určí polygóny potrebné na 
reprezentáciu časti isoplochy, ktorá prechádza touto kockou. Jednotlivé polygóny sa neskôr spoja do 
požadovaného povrchu. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 5: Počítačový sken hlavy zobrazený pomocou algoritmu Marching cubes – cca. 150 000 
polygónov [12] 
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To dosiahneme vytvorením indexu do predpočítaného poľa 256 možných konfigurácií 
polygónov (2  256) vo vnútri kocky tak, že každý z ôsmych skalárnych hodnôt budeme brať ako 
jeden bit v 8-bitovom celom čísle. Ak je skalárna hodnota vyššia ako isohodnota (teda je vo vnútri 
plochy), tak je príslušný bit nastavený do jednotky. Ak je hodnota nižšia (teda je vonku), tak sa 
príslušný bit nastaví do nuly. Po skontrolovaní všetkých ôsmych skalárnych hodnôt je konečná 
hodnota aktuálnym indexom do poľa konfigurácií polygónov. 
Nakoniec všetky vrcholy vygenerovaných polygónov sú umiestnené na príslušnú pozíciu na 
hrane kocky pomocou lineárnej interpolácie dvoch skalárnych hodnôt vrcholov, ktoré sú spojené 
príslušnou hranou. 
Pole predpočítaných 256-tich konfigurácií kociek môžeme získať zrkadlovým odrazom 
a symetrickou rotáciou 15-tich jedinečných prípadov. 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 6: 15 jedinečných konfigurácií kocky [12] 
 
Gradient skalárneho poľa v každom bode mriežky je tiež normálovým vektorom hypotetickej 
isoplochy prechádzajúcej týmto bodom. Z toho dôvodu môžeme interpolovať tieto normály na 
hranách každej kocky, aby sme našli normály vygenerovaných vrcholov, ktoré sú nevyhnutné pre 
osvetľovací model [12]. 
3.2 Priame zobrazovanie objemových dát 
Priame zobrazovanie objemových dát si vyžaduje, aby každá vzorkovaná hodnota bola namapovaná 
na RGBA hodnotu, pričom RGB (red, green, blue) zložky tvoria farbu pixelu a A (alpha) zložka 
určuje priehľadnosť. Mapovanie sa vykonáva prostredníctvom prenosovej funkcie, ktorá sa realizuje 
pomocou lineárnej funkcie alebo ľubovoľnej tabuľky. 
Keď máme RGBA hodnotu namapovanú na voxel, tak sa táto výsledná hodnota premietne na 
korešpondujúci pixel framebufferu. Spôsob vykonanie tejto operácie závisí na technike renderovania. 
Kombinácia týchto techník je možná, napr. algoritmus shear warp môže používať textúrovaciu 
jednotku na vykreslenie osovo zarovnaných rezov do off-screen bufferu.  
  
 3.3 Vrhanie lú
Metóda vrhania lúča – raycasting 
renderovania objemových dát. Funguje na princípe premietania lú
a projektovaním farby na 2D rovinu obrazu. Tento lú
s nejakým pevne definovaným krokom. Body v
lúč prechádza objemovými dátami, akum
výstupnú farbu a alfa zložku pixelu pod
ušetril čas výpočtu. 
Keďže sa táto diplomová práca zaoberá zobrazovaním objemových dát práve technikou 
raycasting, budeme sa jej matematickému princípu venova
 
Obr. 6: Základné kroky techniky vrhania lú
 
Technika vrhania lúča pozostáva zo 4 základných krok
1. Raycasting  – pre každý pixel finálneho obrazu sa vyšle lú
v kocke, ktorý nám slúži k tomu, aby sme zistili vstupný a
2. Sampling – lúč vzorkuje objemové dáta s
neležia vždy na priamke prechodu lú
dôležité mať dáta trilineárne interpolované. 
3. Shading – na objemové dáta je možné aplikova
poznať orientáciu plôch v
informáciu o orientácií týchto plôch, musíme ich nahrádza
na základe okolia bodu.
4. Compositing – v závere apliku
funkciu pre výpočet výstupnej farby pixelu definovanú RGBA hodnotou. 
 
Existuje viacero raycasting funkcií a
• Projekcia maximálnej intenzity 
• Projekcia priemernej intenzity 
• Prahovanie (Thresholding)
• Isoplocha (Isosurface)
• Kompozícia (Compositing)
 
ča 
sa radí medzi najkvalitnejšie a zároveň najpomalšie techniky 
ča z kamery do volumetrických dát 
č prechádza objemom, ktorý lineárne vzorkuje 
 okolí pritom musia byť trilineárne interpolované. Ako 
uluje do seba RGBA hodnoty voxelov a
ľa definovaných funkcií. Lúč je orezaný na objem dát, aby sa 
ť hlbšie v tejto kapitole. 
ča [8] 
ov [8]:  
č do objemu. Objem je uzavretý 
 výstupný bod lú
 pevne definovaným krokom. Vzorkované dáta 
ča, ale môžu sa nachádzať medzi voxelmi. Je preto 
 
ť osvetľovací model. Na to potrebujeme 
 našich objemových dátach. Keďže voxely neobsahujú žiadnu 
ť gradientami, ktoré si vypo
 
jeme na vzorkované body vopred definovanú kompozitnú 
 medzi najpoužívanejšie patrí týchto 5: 
(Maximum Intensity Projection - MIP) 
(Average Intensity Projection) 
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 14
Na obrázku 7 vidíme typický graf pre dátové hodnoty získané pri prechode lúča. Osa x 
reprezentuje vzdialenosť od bodu pozorovateľa. Osa y reprezentuje hodnotu intenzity šedej, v tomto 
prípade interval [0, 255]. 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 7: Profil dátových hodnôt [3] 
3.3.1 Projekcia maximálnej intenzity (MIP) 
Lúč prechádzajúci objemom hľadá maximálnu hodnotu v dátach a automaticky priradí túto hodnotu 
na korešpondujúci pixel obrazu. V medicínskej praxi sa často pridávajú kontrastné látky do krvného 
obehu, aby mali cievy a tepny vysokú výslednú hodnotu šedej po nasnímaní. Lúče, ktoré neprejdú 
oblasťami s vysokou hodnotou šedej, ostanú vo výslednom obraze tmavšie [3]. V konečnom výsledku 
dostávame polo transparentný obraz objemových dát, kde oblasti s vysokou hustotou sú jasnejšie a 
tmavšie oblasti s nižšou hustotou ostávajú tiež viditeľné. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 8: CT sken hlavy po aplikovaní metódy projekcie maximálnej intenzity 
 15
3.3.2 Projekcia priemernej intenzity 
Projekcia priemernej intenzity berie do úvahy priemernú hodnotu získanú pri prechode lúča objemom 
a túto hodnotu priradí na korešpondujúci pixel obrazu. Tkanivá s vysokou hodnotou šedej zvyšujú 
priemernú hodnotu a budú viac viditeľné ako oblasti objemu s nízkou hodnotou šedej [3]. 
3.3.3 Prahovanie 
Metóda prahovania (thresholding) je podobná metóde projekcie maximálnej intenzity, len s tým 
rozdielom, že maximálna hodnota je vybraná vopred. Raycasting funkcia končí v momente, ako 
narazí na túto prahovú hodnotu. Z toho dôvodu sa nepoužíva moc často v praxi. Ak je totižto objekt 
nášho záujmu v dátach obklopený hodnotami s vysokou hustotou (teda hodnotami vyššími ako je 
prah), tak nikdy nebudeme schopný zobraziť tento objekt, pretože okolité tkanivo ho prekryje. Lúč 
teda nebude schopný preniknúť objemom. Ak je však objekt záujmu obklopený len prázdnym 
priestorom, tak prahovanie poskytuje nenáročný a užitočný spôsob zobrazenia [3]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 9: CT sken hlavy po aplikovaní metódy prahovania 
3.3.4 Isoplocha 
Isoplošný (Isosurface) raycasting je formou prahovania s tým rozdielom, že sa hľadá špecifická 
hodnota v dátach a zobrazia sa všetky voxely s touto hodnotou. Toto je trošku rozdielne od klasického 
prahovania, ktorý v podstate len delí objem na voxely pod prahovou hodnotou a nad prahovou 
hodnotou.  
Obe metódy sú však výrazne citlivé na vzorkovacie artefakty. Snažia sa rekonštruovať povrch 
z objemových dát a nezrovnalosti na povrchu sú jasne viditeľné, hlavne ak používame osvetľovací 
model. Sú však možnosti, ako tieto artefakty zmierniť. Objemové dáta sú vzorkované s nejakým 
pevne definovaným krokom, čo znamená, že ak isoploška leží niekde medzi týmito vzorkovanými 
hodnotami, tak zobrazený povrch objektu sa nebude zhodovať so skutočným. Aby sme získali 
presnejšie hodnoty, musíme použiť vylepšený mechanizmus krokovania pri vzorkovaní. Obidve 
metódy sa snažia nájsť isoplochu porovnávaním vzorkovanej hodnoty s prahovou hodnotou, rozdiel 
je v presnosti s akou je isoplocha lokalizovaná [3]. 
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3.3.5 Kompozícia 
Kompozitná metóda určuje výslednú farbu pixelu na základe zmesi všetkých vzorkovaných hodnôt 
farby a priehľadnosti voxelu získaných pri prechode lúča objemovými dátami. Pre každú vzorku sa 
zisťuje farba a priehľadnosť pomocou tzv. prenosovej funkcie. Vstupom do tejto funkcie môže byť 
jednak samotná hodnota voxelu alebo nejaká iná hodnota, napr. vypočítaný gradient daného voxelu. 
Prenosová funkcia v podstate klasifikuje každý voxel v objeme ako súčasť určitého typu tkaniva. 
Výhodou je, že vďaka tejto metóde máme možnosť zobraziť každý typ tkaniva inou farbou a inou 
hodnotou priehľadnosti. Na kompozitnú metódu sa často aplikuje osvetľovací model pre zlepšenie 
priestorového efektu zobrazovaného objemu. K tomu je potrebné vypočítať gradienty jednotlivých 
voxelov. Postup výpočtu gradientov a ich rolu pri tvorbe osvetľovacieho modelu si popíšeme 
v kapitole 5.4.7. 
 
 
Obr. 10: CT sken hlavy po aplikovaní kompozitnej metódy v kombinácií s osvetľovacím 
modelom 
3.3.6 Prenosová funkcia 
Najväčšou výhodou zobrazovania objemových dát v oblasti medicíny je možnosť odlíšenia 
rozdielnych štruktúr (tkanív). Hovorí sa tomu klasifikácia a vykonáva sa pomocou prenosovej 
(transfer)  funkcie, ktorá mapuje vlastnosti týchto dát získaných alebo vypočítaných v danom bode 
objemu na optické vlastnosti ako farba a priehľadnosť. V princípe, ak môže byť určitá vrstva odlíšená 
od ostatných na základe existujúcich typických vlastností týchto dát, tak môže byť tiež zobrazená 
svojou vlastnou farbou a priehľadnosťou. Na obrázku 10 vidíme typický príklad aplikácie prenosovej 
funkcie na CT skene hlavy.  
3.3.7 Matematický princíp kompozície 
Kompozitná metóda je najkomplexnejšia zo všetkých zmienených, a preto sa jej budeme venovať 
trošku hlbšie v tejto kapitole. Budeme sa zaoberať hlavne matematickou podstatou kompozitného 
raycastingu a toho, ako sa dá softwarová implementácia odvodiť z matematického popisu. Ako prvá 
je popísaná obecná formulácia toho, čo sa stane, keď pozorovateľ sleduje objem v smere línie 
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pohľadu, ktorej hovoríme lúč. Ďalšia časť popisuje to, ako sa dá obecnú formuláciu aproximovať 
diskrétnou reprezentáciou a postupne implementovať do softvérového algoritmu.  
 
 
 
 
 
 
 
 
 
 
 
Obr. 11: Prenosová funkcia mapujúca hodnoty na optické vlastnosti [3] 
3.3.8 Obecná formulácia 
Matematický princíp metódy raycasting je vcelku jednoduchý. Predstavme si objem s hustotou ρ(x,  y,  
z), ktorým prechádza lúč R začínajúci v zadnej časti objemu (t=0) a postupujúci smerom dopredu 
k pozorovateľovi (t = teye), ako to vidíme na obrázku 12. 
Hustota nameraná v smere lúča môže byť parametrizovaná nasledovným spôsobom: 
  !, !, "!#  ! 
 
 
 
 
 
 
 
 
 
Obr. 12: Integrály lúča z dvoch bodov emitujúcich svetlo smerom k pozorovateľovi [3] 
 
kde t je vzdialenosť. Bod vo vzdialenosti t1 emituje svetlo intenzity I(t1) smerom k pozorovateľovi 
nachádzajúceho sa vo vzdialenosti teye. Z dôvodu distribúcie hustoty vo vnútri objemu je toto svetlo 
utlmené a len časť z neho sa dostane k pozorovateľovi. Intenzitu nameranú vo vzdialenosti 
pozorovateľa môžeme popísať nasledovne: 
 
  !$%$#  !&'(), (+,+ 
 
(3.1) 
(3.2) 
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kde predpokladáme, že útlm závisí priamo na hustote ρ(t) nasledovne:  
 -!&, !.  / 00(1()  
 
Na obrázku 12 vidíme ešte jeden bod na priamke lúča vo vzdialenosti t2 emitujúceho svetlo 
intenzity I(t2), ktoré sa tiež dostane k pozorovateľovi potom, ako je utlmený distribúciou hustoty 
objemu. Intenzita I(teye) nameraná vo vzdialenosti pozorovateľa ako výsledok obidvoch bodov je 
popísaná nasledovne: 
  !$%$#  !&' (), (+,+# 2  !.' (1, (+,+# 
 
V skutočnosti každý bod nachádzajúci sa na priamke lúča emituje svetlo, takže celková 
intenzita, ktorá sa dostáva k pozorovateľovi, je vlastne sumou utlmených intenzít všetkých bodov. 
Obecná formula pre intenzitu nameraná vo vzdialenosti t po utlmení je  
 
!   0'3,(0(  
3.3.9 Numerická aproximácia 
Numerická aproximácia integrálu lúča vyžaduje rozdelenie lúča na i diskrétnych krokov s šírkou ∆t, 
ako je to znázornené na obrázku 13. 
Ako prvé treba zvážiť to, ako namapovať hustotu ρ(t) na priehľadnosť Ai a na farbu Ci 
v kroku i. Koeficient útlmu vychádzajúci z distribúcie hustoty ρ(t) na vzdialenosti (0, t) je 
 ',(   / 43356  
 
 
 
 
 
 
 
 
Obr. 13: Diskrétna aproximácia distribúcie hustoty lúča [3] 
 
Tento integrál môžeme aproximovať pomocou Riemannovej sumy nasledovným spôsobom [3]: 
 
 ',( 7  ∑ 49:(:(5/<5=>6  
 
 
 
(3.3) 
(3.4) 
(3.5) 
(3.7) 
(3.6) 
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To je ekvivalentné s: 
 
',( 7 ? 49:(:((/:(9@  
 
Ak zavedieme pojem priehľadnosť A na pozícií i ako: 
 A9  1  49:(:( 
 
tak môžeme prepísať koeficient útlmu nasledovne: 
 
',( 7 ?1  A9(/:(9@  
 
Podobným spôsobom aj distribúcia hustoty môže byť aproximovaná pomocou Riemannovej sumy: 
 
 
! 7 C DE!E!',((/:(9@  
 
Po substitúcií s predošlým vzorcom dostávame: 
 
! 7 C FDE!E! ?1  AG(/:(G@ H
(/:(
9@  
 
Ak predpokladáme, že DE!E! je vlastne farba Ci v kroku i, potom je možné tento vzorec 
implementovať rekurzívne použitím nasledovnej formule: 
 I9,  I9 2 1  A9I9&J  
 
Pre potreby našej aplikácie však budeme používať upravenú verzia tejto kompozitnej funkcie, ktorá 
vyzerá nasledovne: 
 I9J  I9 2 1  A9I9&J A9&J  A9J  A9 2 1  A9A9&J  
kde 
• C’i  je farba zaznamenaná na pozícií i 
• Ci  je farba emitovaná na pozícií i 
• 1-Ai je absorpcia na pozícií i 
• C’i-1  je farba zaznamenaná na pozícií i-1 
• A’i je priehľadnosť zaznamenaná na pozícií i 
• A’i-1  je priehľadnosť zaznamenaná na pozícií i-1 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
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V typickej aplikácií používajúcej metódu vrhania lúča sa používa prenosová funkcia na 
modelovanie optických vlastností tkanív. Prenosová funkcia priradí farbu Ci a priehľadnosť Ai na 
každú pozíciu i pozdĺž lúča, a to na základe hodnoty získanej na tej istej pozícií v objemových dátach. 
Postupným vzorkovaním sa akumuluje konečná farba a priehľadnosť voxelu podľa danej kompozitnej 
funkcie. Nezáleží na tom, či je kompozícia vykonávaná spredu-dozadu alebo odzadu-dopredu, 
výsledný efekt je rovnaký. Napriek tomu väčšina aplikácií používa metódu spredu-dozadu, pretože 
smer pohľadu a štartovací bod na „prednej stene“ objemu je už známy [3]. 
3.4 Mapovanie textúr 
Mnoho 3D grafických systémov používa mapovanie textúr na priradenie obrázkov alebo textúr na 
geometrické objekty. Bežné grafické karty sú rýchle v textúrovaní a dokážu efektívne renderovať 
vrstvy 3D objemu so schopnosťou interakcie v reálnom čase. Grafické karty na pracovných staniciach 
sú ešte rýchlejšie, a preto sa často používajú aj v medicíne a iných oblastiach priemyslu. 
  Rozlišujeme dva druhy textúrovania. V prvom prípade sa jedná o 2D textúrovanie. Tento 
prístup je založený na uchovávaní zásobníkov vrstiev objemu ako 2D textúr v pamäti, a to pre každú 
pohľadovú os. Zásobník textúr, ktorý je najviac kolmý k smeru pohľadu, je vybraný, ako to vidíme na 
obrázku 14. Aby sme mohli renderovať, treba namapovať každú textúru na príslušný geometrický 
objekt. Tieto geometrické objekty sa potom renderujú postupne odzadu smerom dopredu s použitím 
tzv. alpha blendingu, aby sme dostali vrstvy s rôznou úrovňou priehľadnosti. Aj keď je tento prístup 
veľmi výkonný, nemá praktické využitie, pretože tri textúrovacie zásobníky zaberajú značnú časť 
pamäte grafickej karty. Je výhodnejšie použiť 3D textúrovanie, ktoré dnes už podporuje väčšina 
grafických kariet.  
 
 
 
Obr. 14: Volume rendering s využitím 2D textúrovania [2] 
 
Tento spôsob ukladá objemové dáta v pamäti ako 3D textúry. Aby sme mohli renderovať, tak 
musíme postupne vykresľovať jednotlivé polygóny v smere odzadu-dopredu zarovnané s rovinou 
pohľadu, ako je to znázornené na obrázku 15. Grafická karta sa korektne postará o trilineárnu 
interpoláciu farieb v textúre. Aj v tomto prípade aplikujeme na polygóny alpha blending pre 
zvýraznenie rôznych vrstiev objemu. Táto metóda je výhodná z dôvodu hardwarovej akcelerácie, 
pretože dnešné grafické karty majú veľmi rýchle a efektívne textúrovacie jednotky. 
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Obr. 15: Volume rendering s využitím 3D textúrovania [2] 
3.5 Voxel splatting 
Voxel splatting je technika renderovania objemových dát, ktorá používa objektovo radený prístup, na 
rozdiel od metódy raycasting, ktorá je založená na obrazovo orientovanom prístupe. Každý voxel sa 
premieta na rovinu obrazu ako smerovo invariantné Gaussovské jadro s veľkosťou amplitúdy 
násobenou hodnotou voxelu, pričom sa tieto jadrá vzájomne prekrývajú. Najväčšou výhodou tejto 
metódy je, že plne transparentné voxely, ktoré neprispievajú do výsledného obrazu, môžu byť 
vynechané z procesu spracovania. To značne redukuje množstvo dát k spracovaniu. Aby sme získali 
korektnú kompozíciu, tak musí byť objem spracovaný v správnom viditeľnom poradí. Najčastejšie sa 
na to používa tzv. sheet buffer (pamäť vrstvy), ako to vidíme na obrázku 16. Jadrá voxelov sú 
spracovávané v plátoch, ktoré sú paralelne zarovnané s rovinou obrazu. Všetky jadrá, prekrývajúce sa 
s plátom, sú sčítané do sheet bufferu, ktorý sa potom spojí s predchádzajúcou vrstvou. Týmto 
prístupom sa podstatne redukujú artefakty, ktoré vznikajú pri splattingu. Najkvalitnejšie výsledky zo 
súčasných metód, založených na splattingu, dáva metóda Elliptical Weighted Average EWA 
(Elipticky vážený priemer). 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 16: Splatting: (a) stopy. (b) kompozícia pomocou „sheet bufferu“ [2] 
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3.6 Shear warp 
Technika shear warp patrí dodnes medzi najrýchlejšie metódy renderovania volumetrických dát. 
Algoritmus je založený na shear-warp faktorizácií pohľadovej transformácie. Objemové dáta sa 
transformujú do tzv. skoseného objektového priestoru (sheared object space), ako je to znázornené na 
obrázku 17. V skosenom objektovom priestore sú všetky pohľadové lúče paralelné k tej osi, ktorá je 
najviac kolmá k smeru pohľadu. Tieto skosené objemové vrstvy sa spoja dohromady v poradí spredu-
dozadu, a tým sa objem premietne na dočasnú 2D rovinu v skosenom objektovom priestore. Nakoniec 
sa tento dočasný obraz transformuje do obrazového priestoru. 
Tento druh spracovania vrstiev poskytuje efektívnu prácu s pamäťou, pretože umožňuje 
priame načítanie dát z hlavnej pamäte do cache. Pre rýchlejšie spracovanie môžeme použiť RLE 
kódovanie obrazového priestoru; toto kódovanie sa aktualizuje zakaždým, keď sa hodnota pixelu už 
nemení, napr. ak sa dosiahla maximálna priehľadnosť alebo lúč opustil objem. Výhodou algoritmu 
shear warp je možnosť paralelizácie na architektúre SIMD. 
Kódovacia schéma je osovo zarovnaná, a z toho dôvodu vyžaduje konštrukciu samostatného 
zakódovaného objemu pre každú os. Na prevzorkovanie sa použije bilineárna interpolácia, ktorá 
vedie k podstatne nižšej kvalite výsledku oproti raycastingu. 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 17: Shear warp: (a) objektový priestor. (b) skosený objektový priestor [2] 
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4 Programovateľný hardware GPU 
Hlavným účelom grafickej karty je vziať 3D geometrické útvary a projektovať ich na 2D obraz, ktorý 
môžeme zobraziť na monitore. Tieto geometrické útvary pozostávajú vo väčšine prípadov z vrcholov 
(vertexov) alebo z bodov v 3D priestore, ktoré sa zhromažďujú do väčších celkov a vytvárajú tak 
základné geometrické primitíva ako čiary, trojuholníky, polygóny, kružnice, kocky atď. 
Komplexnejšie útvary sa skladajú z týchto geometrických primitív, napr. 3D krajinu je možné 
vytvoriť z trojuholníkovej alebo polygonálnej siete. Grafická karta vezme tieto dáta, projektuje ich do 
2D priestoru a napokon konvertuje túto projekciu do diskrétneho obrazu reprezentovanú pixelmi 
v procese, ktorý sa nazýva rasterizácia. Proces grafického pipelinu môžeme vidieť na obrázku 18. 
Dnešné grafické karty podporujú jak DirectX, tak OpenGL, pretože sa obe technológie za 
roky vývoja vypracovali na takú úroveň, aby poskytli pohodlné programátorské rozhranie pre vývoj 
aplikácií. Zatiaľ čo DirectX má najväčšie uplatnenie vo výrobe počítačových hier, OpenGL našlo 
svoje uplatnenie najmä vo sfére vývoja priemyselných a vedeckých vizualizačných aplikácií. 
Spočiatku všetky grafické karty ponúkali len fixnú funkcionalitu v rámci vykresľovania, tzv. fixed 
function pipeline. Ako sa však vyvíjali postupom času, tak vzrastala aj potreba programovateľného 
hardwaru, a z toho dôvodu sa začali vyrábať prvé programovateľné shadere, zvlášť pre vertex 
pipeline a zvlášť pre pixel pipeline. Vývojári tak otvorili cestu širokej škále nových funkcií 
a predovšetkým možnostiam urýchlenia renderovania vďaka veľmi efektívnemu paralelizmu, ktoré 
tieto 3D grafické karty ponúkajú.  
Vertex shader je jednoduchý program, ktorý sa spúšťa pre každý vertex a fragment shader pre 
každý pixel výsledného obrazu. Zatiaľ čo prvé vertex a fragment shadere ponúkali len zopár 
asemblerovských inštrukcií, moderné grafické karty podporujú vysoko úrovňové programovacie 
jazyky, ktoré umožňujú používať cykly, podmienkové skoky, volanie funkcií a najmä SIMD (Single 
Instruction Multiple Data) operácie na číslach s plávajúcou rádovou čiarkou. Medzi takéto operácie 
patrí napr. násobenie vektorov či matíc pomocou jedinej inštrukcie.  
Toto neodmysliteľné paralelné spracovanie výpočtov na súčasných grafických kartách je 
veľmi vhodné pre vektorové a maticové algebry, čo viedlo k úplne novému výskumu možností 
výpočtu časovo náročných operácií na GPU aj pre negrafické účely. Rozsah použitia je teda široký od 
násobenia veľkých matíc cez parciálne diferenciálne rovnice, simulácie tekutín atď. Medzi novodobé 
technológie vyvinuté firmou NVIDIA patrí CUDA (Compute Unified Device Architecture), čo je 
architektúra umožňujúca paralelizáciu výpočtov na grafickej karte pomocou systému multiprocesorov 
a vlákien (threads. Z tejto technológie vychádza OpenCL (Open Computing Language), ktorý 
vytvára jednoduché aplikačné rozhranie založené na technológií CUDA a poskytuje heterogénne 
výpočtové prostredie pre tvorbu paralelných programov na GPU, CPU a iných procesoroch. 
Rýchla hardwarová podpora grafickej karty je nevyhnutná pre zobrazovanie objemových dát, 
pretože vo väčšine prípadov pracujeme s dátami veľkých rozmerov, a z toho vyplýva veľké množstvo 
operácií a výpočtov. Rovnako potrebné sú aj rýchle textúrovacie jednotky, ktoré efektívne pristupujú 
k dátam našich textúr. Algoritmy ako raycasting, ktorý bude implementovaný v našej aplikácií, sme 
tým pádom schopný naprogramovať priamo na grafickej karte, a to s minimálnym využitím CPU, 
ktorý sa tak môže starať o ovládanie rozhrania a pod. 
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Obr. 18: Vykresľovací reťazec grafickej karty [9] 
4.1 Moderné grafické karty a shadery 
Aby sme mohli porovnávať schopnosti dnešných grafických kariet od rôznych výrobcov, tak 
Microsoft DirectX 9.0 zaviedol špecifikáciu Shader Modelu. Táto špecifikácia pozostáva z dvoch 
častí, ktorými sú Vertex Shader model a Pixel Shader model. Určuje to, aké podmienky by mal spĺňať 
jeden aj druhý model v rámci programovacích schopností vertex a fragment shaderu. Od verzie 3.0 
boli oba modely integrované do jedného spoločného modelu Shader Model 3.0. Špecifikácia sa týka 
predovšetkým hardwarových schopností a nie je špecifická ani pre DirectX, ani pre OpenGL. 
V tabuľke 1 môžeme sledovať vývoj Pixel Shader modelu od prvej verzie k súčasnej. Ako 
vidíme, minimálny a maximálny počet inštrukcií, ktoré môžu byť použité v Pixel Shaderi, značne 
narástol od prvej verzie. 
 
   
Tab. 1: Vývoj Pixel Shader modelu od verzie 1.x k verzii 3.0 
 
Funkcie PS 1.x PS 2.0 PS 3.0 
Min. počet inštrukcií 14 96 512 
Max. počet inštrukcií 14 512 65535+ 
Dynamické vetvenie Nie Nie Áno 
Shader anti-aliasing Nie Nie Áno 
Back-face register Nie Nie Áno 
Hĺbka farieb 8-bit int 8-bit int 32-bit float 
Multiple render targets Nie Voliteľný Min. 4 
Hmla a spekulárne osvetlenie Nie 8-bit fixné 32-bit prog. 
Textúrovacie súradnice na pixel - 8 10 
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V tabuľke 2 vidíme vývoj Vertex Shader modelu. Jeho schopnosti sú podobné tým v Pixel 
Shader modeli a navyše máme možnosť vyhľadávania v textúre. Táto vlastnosť je užitočná v prípade 
posúvania vertexov podľa výškovej mapy (definovaná textúrou), ktorá dáva povrchu objektu 
nepravidelný tvar pri simulácií drsných materiálov.  
 
  
 
Tab. 2: Vývoj Vertex Shader modelu od verzie 1.x k verzii 3.0 
 
V súčasnosti existuje viacero programovacích jazykov na programovanie shaderov. Je 
samozrejmé, že si vlastný jazyk vytvorili aj dve najpoužívanejšie grafické knižnice na trhu. DirectX 
vyvinul jazyk HLSL (High Level Shading Language) a OpenGL zase GLSL (Graphics Library 
Shading Language). Okrem Microsoftu a OpenGL Architecture Review Board (ARB), ktorá 
rozhoduje o obsahu aplikačného rozhrania knižnice OpenGL API, aj NVIDIA vyvinula proprietárny 
programovací jazyk shaderov s názvom Cg (C for graphics). Tento jazyk funguje aj na grafických 
kartách od firmy ATI, ale je optimalizovaná na NVIDIA karty. V našej aplikácií budeme používať 
práve tento programovací jazyk pre implementáciu algoritmu raycasting. 
V praxi sa tieto jazyky podobajú svojou syntaxou už zaužívanému jazyku C a podporujú 
hneď niekoľko štandardných dátových typov, ako sú integre, floaty, vektory, matice a vstavané 
funkcie pre prácu s týmito dátovými typmi, ako sčítanie a násobenie vektorov a matíc, dot produkt, 
cross produkt, dĺžka vektoru, normalizácia apod.      
4.2 Vykresľovací reťazec pixelu 
Aby sme si mohli vysvetliť, ako funguje vertex a pixel shader, musíme si najprv povedať niečo 
o procese transformácie 3D objektu do 2D priestoru a o následnej diskretizácií tohto objektu 
v procese zvanom rasterizácia. Každá grafická karta má svoju vlastnú architektúru, ale tento proces je 
dostatočne jednoduchý, aby mohol byť aplikovateľný na ktorýkoľvek grafický hardware. 
Hlavnou úlohou pixel pipelinu je transformovať grafické útvary z 3D priestoru do 2D, ktorý 
sa dá zobraziť na monitore. Na obrázku 19 vidíme typický proces skladania skupiny vertexov do 
geometrických primitív, rasterizáciu týchto objektov na pixely a farbenie objektu interpoláciou farieb 
na vertexoch. Tento zjednodušený proces pozostáva zo štyroch krokov. Programátori majú možnosť 
pomocou programovateľných shaderov nahradiť etapu 1 a 4 vlastným kódom. 
 
Funkcie VS 1.x VS 2.0 VS 3.0 
Min. počet inštrukcií - - 512 
Max. počet inštrukcií 128 256 65535+ 
Dynamické vetvenie Nie Nie Áno 
Hĺbka farieb 8-bit int 8-bit int 32-bit float 
Vertex texture lookup Nie Nie Min. 4 textúry 
Podpora inštancovania Nie Nie Áno 
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Obr. 19: Transformácia vertexov na fragmenty [3] 
 
Program, ktorý nahrádza etapu 1 sa nazýva vertex shader. Program, ktorý nahrádza etapu 4 sa 
nazýva pixel alebo tiež fragment shader. Ako to už názov vypovedá, vertex shader sa spúšťa pre 
každý vertex vstupujúci do vykresľovacieho reťazca a fragment shader zase pre každý pixel 
vyprodukovaný v procese rasterizácie. 
4.3 Vertex shader 
Vertex shader je program, ktorý sa spúšťa pre každý vertex v tzv. vertex procesore. Táto jednotka 
vykonáva niekoľko zabudovaných operácií v závislosti na grafickej karte a jeho schopnostiach. Má na 
starosti: 
 
1. Transformáciu vertexov 
2. Transformáciu normálových vektorov a normalizáciu 
3. Generovanie textúrovacích súradníc 
4. Mapovanie textúrovacích súradníc 
5. Osvetlenie 
 
Najdôležitejšou funkciou je transformácia vertexov násobením s modelview a projekčnou 
maticou. Objekty v scéne sú definované v ich vlastnom lokálnom súradnicovom systéme (local 
coordinate system). Ak máme v scéne viacero objektov, tak ich musíme umiestniť a situovať v tzv. 
svetovom súradnicovom systéme (world coordinate system). Scéna s objektmi je vždy pozorovaná 
z určitého pohľadového uhla a vzdialenosti, ktoré sa môžu meniť v rámci aplikácie a tým sa mení aj 
vzhľad samotnej scény. To, čo pozorovateľ vidí, sa nakoniec zobrazí aj na obrazovke, takže svetové 
súradnice sa musia nejako transformovať do pohľadového súradnicového systému (eye coordinate 
system). V OpenGL sa prechod z lokálneho súradnicového systému do pohľadového rieši pomocou 
modelview matice. Posledným krokom je projekcia 3D pohľadového súradnicového systému na 2D 
rovinu pohľadu s použitím projekčnej matice. 
Okrem vertexov musia byť rovnakým spôsobom transformované aj normálové vektory 
a musia byť normalizované na jednotkovú veľkosť kvôli správnemu výpočtu osvetlenia. Súradnice 
textúr sa musia napojiť na vertexy a znova transformovať ako predtým normály. Osvetlenie sa 
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väčšinou počíta vo vertex shaderi, takže každý vertex prijme farbu, ktorá reprezentuje množstvo 
svetla prijatého z jedného alebo viacerých svetelných zdrojov. 
Vertex shader nemá prístup k ostatným vertexom, preto operácie, ktoré vyžadujú znalosť 
pozície ostatných vertexov ako napr. výpočet perspektívy, clipping (orezávacie roviny), back-face 
culling (orezávanie zadných stien, ktoré nie sú viditeľné pre pozorovateľa) atď., ostali zabudovanými 
operáciami.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 20: Diagram toku programovateľného vertex shaderu [9] 
4.4 Fragment shader 
Pixel shader je program, ktorý sa spúšťa pre každý pixel v tzv. fragment procesore. Táto jednotka 
vykonáva niekoľko zabudovaných operácií v závislosti na grafickej karte a jeho schopnostiach. Má na 
starosti: 
 
1. Operácie na interpolovaných farbách 
2. Prístup k textúram, interpolácia a mapovanie 
3. Farbenie, moduláciu a miešanie farieb 
4. Hmla 
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Najdôležitejším aspektom fragment procesora je, že pracuje na interpolovaných hodnotách. 
Fragment procesor dokáže vyhľadávať v textúrach a získavať interpolované hodnoty z textúry, ktorú 
sme ešte predtým napojili na vertexy pomocou textúrovacích súradníc. Hodnota textúry je 
skombinovaná z farbou fragmentu v závislosti na režime, ktorý sme nastavili v OpenGL.  
Fragment shader nemá prístup k ostatným fragmentom a nedokáže meniť svoju (x, y) pozíciu. 
Operácie ako scissor testing, alpha testing, depth buffer testing a blending zvyčajne tiež nie sú 
súčasťou fragment shadera.  
Pixel shader však zohráva najdôležitejšiu rolu v našom projekte, keďže algoritmus vrhania 
lúča raycasting funguje na princípe vyhľadávania a vzorkovania 3D textúry a následného priradenia 
výstupnej farby a priehľadnosti do 2D textúry. Rovnako aj výpočet osvetľovacieho modelu sa rieši 
v pixel shaderi, hovoríme tomu tzv. per pixel lighting. Tento spôsob osvetlenia pôsobí realistickejšie 
v aplikáciách, ale tiež je náročnejší na výpočetný výkon. 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 21: Diagram toku programovateľného fragment shaderu [9] 
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4.5 Technológia CUDA 
NVIDIA® CUDATM  je paralelná výpočtová architektúra zavedená firmou NVIDIA. Obsahuje tzv. 
CUDA Instruction Set Architecture (ISA) a paralelný výpočtový stroj v GPU. Na programovanie 
CUDA architektúry sa používa jazyk C, ktorý patrí medzi najznámejšie a najpoužívanejšie vysoko 
úrovňové programovacie v súčasnosti, a ktorý poskytuje vysokú rýchlosť na grafických kartách 
s podporou CUDA.  
Architektúra CUDA a software s ním spojený boli vyvinuté hneď s niekoľkými prednosťami 
v návrhu: 
• Poskytujú malú skupinu rozšírení pre štandardné programovacie jazyky ako C, ktoré 
umožňujú priame programovanie paralelných algoritmov. S technológiou CUDA 
a jazykom C for CUDA sa môžu programátori zamerať na problém paralelizácie algoritmu 
miesto toho, aby trávili čas premýšľaním nad implementáciou. 
• Podporujú heterogénne výpočtové prostredie pre aplikácie, ktoré používajú jak CPU tak 
GPU zároveň. Sériové časti algoritmu bežia na procesore CPU a paralelné časti sú 
preložené na grafický procesor GPU. Tým pádom môže byť CUDA postupne pridaná do 
existujúcich aplikácií. CPU aj GPU sa berú ako oddelené zariadenia s ich vlastným 
pamäťovým priestorom. Táto konfigurácia tiež umožňuje súčasné počítanie na CPU aj 
GPU bez súperenia o pamäťové zdroje. 
 
Grafické karty s podporou CUDA obsahujú stovky jadier, ktoré dokážu kolektívne spustiť 
tisícky vlákien (threadov). Každé jadro má zdieľané zdroje zahŕňajúce registre a pamäť. Zdieľaná 
pamäť umožňuje zdieľať dáta pre paralelné úlohy bez potreby posielania týchto dát po systémovej 
zbernici [11]. 
4.5.1 Systémové požiadavky 
Aby ste mohli používať systém CUDA, je potrebné spĺňať nasledovné požiadavky: 
 
• Grafická karta s podporou CUDA 
• Ovládače 
• CUDA kompilátor (dostupný na http://www.nvidia.com/cuda) 
 
Zoznam grafických kariet s podporou CUDA môžete vidieť na stránkach NVIDIA CUDA-
Enabled GPU. 
4.5.2 Princíp technológie CUDA 
Narastajúci nátlak zo strany trhu na hardwarové požiadavky a na výpočetný výkon grafických kariet 
viedol k vzniku nových typov multivláknových a multiprocesorových kariet s vysokou úrovňou 
paralelizmu. Tieto karty ponúkajú obrovskú výpočetnú silu a veľmi vysokú priepustnosť pamäte, ako 
vidíme na obrázku 22.  
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Obr. 22: Počet floating point operácií za sekundu a pamäťová priepustnosť pre CPU a GPU 
[11] 
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Grafické procesory boli už od svojho počiatku stvorené pre rýchle paralelné výpočty na 
číslach s plávajúcou rádovou čiarkou (floating-point) – na čom je založené celé renderovanie – 
a preto je v GPU použitých viacej tranzistorov na spracovanie dát ako v CPU, ako je to schematicky 
naznačené na obrázku 23. 
 
 
 
 
Obr. 23: GPU venuje väčšie množstvo tranzistorov na spracovanie dát [11] 
 
Architektúra CUDA je postavená na škálovateľnom poli viacvláknových Streamovacích 
Multiprocesorov (SMs). Ako vidíme na obrázku 24, každý multiprocesor pozostáva z 5 typov pamätí: 
• Sada lokálnych 32-bitových registrov na každý multiprocesor – počet závisí od compute 
capability grafickej karty. 
• Zdieľaná pamäť (shared memory), ktorú zdieľajú všetky skalárne procesory. 
• Globálna pamäť taktiež zdieľaná všetkými multiprocesormi. Globálna pamäť obsahuje dve 
jednotky, ktoré sú cachované: 
 Pamäť konštánt - je zdieľaná všetkými skalárnymi procesormi a urýchľuje čítanie 
z pamäťového priestoru konštánt, ktorá je read-only oblasťou globálnej pamäte 
zariadenia. 
 Pamäť textúr – je zdieľaná všetkými skalárnymi procesormi a urýchľujúca čítanie 
z pamäťového priestoru textúr, ktorá je read-only oblasťou globálnej pamäte. 
zariadenie; každý multiprocesor pristupuje k textúrovacej pamäti prostredníctvom 
textúrovacej jednotky, ktorá implementuje rôzne adresovacie módy a filtrovanie dát. 
 
Ako sme už povedali, grafická karta GPU zohráva úlohu výpočetnej jednotky – device, na 
ktorom sa paralelne počítajú časovo náročné operácie preložené z procesora CPU – host. Kernel je 
časť aplikácie, ktorá je spustená N-krát, ale nezávisle s rôznymi dátami. Môže byť izolovaná vo 
funkcii, ktorá je spustená na zariadení vo viacerých vláknach. Na obrázku 25 vidíme mriežku blokov 
a vlákien, ktoré používa zariadenie device v rámci jedného kernelu. Každý kernel má alokovanú svoju 
vlastnú mriežku blokov. Prístup k blokom funguje formou indexovania, pričom každý blok je 
identifikovaný 1D alebo 2D identifikátorom. Každý blok obsahuje mriežku určitého počtu vlákien, 
ktoré indexujeme 1D, 2D či 3D identifikátorom. Tieto vlákna pracujú s limitovaným množstvom 
zdieľanej pamäte. Vlákna jedného bloku môžu medzi sebou komunikovať prostredníctvom zdieľanej 
a globálnej pamäte, zatiaľ čo vlákna rozličných blokov len prostredníctvom globálnej pamäte. 
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Obr. 24: Hardwarový model – systém multiprocesorov architektúry CUDA [11] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 25: Mriežka blokov a vlákien prislúchajúcich jednotlivým blokom [11] 
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4.5.3 OpenCL 
OpenCLTM (Open Computing Language) je aplikačným programovacím rozhraním vyvinutým 
skupinou Khronos Group, ktorý je založený na technológií CUDA. Podporuje široké spektrum 
aplikácií od vstavaného (embedded) a spotrebiteľského softwaru po HPC riešenia. Vytvára efektívne 
programovacia rozhranie a formuje podstatnú vrstvu paralelného výpočtového ekosystému 
platformovo nezávislých nástrojov, middleware a aplikácií. 
Jak OpenCL, tak aj C for CUDA vykonávajú tie isté kroky konceptuálne. Hlavný rozdiel 
tvoria schémy názvov a to, ako sú dáta predávané do aplikačných rozhraní. OpenCL aj CUDA Driver 
API vyžadujú od programátora správu kontextu a predávanie parametrov funkcií. Veľmi význačným 
rozdielom je, že aplikácie programované v C for CUDA sa kompilujú externým prekladačom NVCC 
Compiler pred spustením na výslednej aplikácií. Naproti tomu OpenCL prekladač sa volá runtime, 
čiže počas kompilácie výslednej aplikácie a programátor musí vytvoriť alebo získať reťazce s 
programami kernelu. OpenCL program je možné kompilovať v offline režime, podobne ako u C for 
CUDA. 
Na obrázku 26 vidíme architektúru CUDA a aplikačné rozhrania, ktoré sú postavené na tejto 
technológií. Okrem otvoreného štandardu OpenCL a C for CUDA existuje ešte rozhranie vytvorené 
firmou Microsoft s názvom DirectX Compute.  
 
 
 
Obr. 26: Architektúra CUDA a aplikačné rozhrania postavené na tejto technológií 
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5 Návrh aplikácie 
V tejto kapitole sa budeme podrobnejšie venovať návrhu algoritmu pre zobrazovanie objemových dát 
za pomoci programovateľných shaderov. 
V prvom rade sa budeme zaoberať charakteristikou vstupných dát a ich spracovaním ešte 
predtým, ako budú poslané do pamäte grafickej karty vo forme 3D textúry. Rovnako si povieme niečo 
aj o prenosovej funkcii, ktorá je potrebná pre klasifikáciu rozličných tkanív. Prenosová funkcia bude 
tvorená 2D textúrou uloženou v pamäti grafickej karty podobne ako dátová textúra. Dôležitú úlohu 
bude zohrávať formát uloženia týchto textúr v textúrovacej pamäti, aby boli pamäťové nároky čo 
najnižšie a pritom aby sa zachovala kvalita renderovaných dát. 
V ďalšej časti detailne popíšeme princíp renderovania pomocou algoritmu raycasting 
a jednotlivé projekčné metódy implementované v tejto práci, ktorými sú:  
• Blending – Zobrazovanie transparentných vrstiev 
• MIP – Projekcia maximálnej intenzity 
• RTG – Simulácia röntgenu 
• Kompozitná metóda – kombinovaná s Phongovým osvetľovacím modelom. 
Predtým bude treba ešte spomenúť mechanizmus renderovanie do textúry pomocou 
framebuffer objectu, ktorý je neodmysliteľnou súčasťou renderovacej schémy algoritmu vrhania 
lúča. 
K tomu, aby sme mohli aplikovať osvetľovací model na objemové dáta, musíme vypočítať 
gradienty každého voxelu. Význam pojmu gradient a spôsob jeho výpočtu rozoberieme v kapitole 
5.4.7.   
Projekt bol implementovaný v jazyku C/C++ s využitím podporného programového vybavenia 
Microsoft Visual Studio 2008. Na programovanie grafického pipelinu bola použitá knižnica OpenGL 
a jej nadstavba GLUT pre prácu s oknami, myšou a klávesnicou. Pre prácu so  shadermi bol zvolený 
jazyk Cg, ktorý je podobne ako OpenGL platformovo nezávislý a má veľmi dobrú podporu na 
grafických kartách firmy NVIDIA. Keďže výpočet gradientov pre osvetľovací model je časovo 
náročná operácia, bude ju treba paralelizovať pre potreby runtime spracovania. K tomu nám poslúži 
architektúra CUDA a jazyk C for CUDA, ktorý bol taktiež navrhnutý firmou NVIDIA. 
5.1 Vstupné dáta a ich spracovanie 
Postup získavania vstupných dát sme si už popísali v kapitole 2, kde sme vysvetlili princíp funkčnosti 
skenovacích zariadení používaných v medicínskej praxi. Dozvedeli sme sa, že sú tieto dáta tvorené 
jednou skalárnou hodnotou, ktorá vyjadruje typickú vlastnosť materiálu v závislosti na použitej 
technike snímania. Túto vlastnosť môžeme charakterizovať ako tuhosť alebo tiež tvrdosť materiálu. 
Dáta takto naskenované sú uložené v nezmenenej podobe v binárnom súboru. Súborových 
formátov na uloženie naskenovaných dát je viacero. V našej aplikácií budeme pracovať s dvomi 
typmi, konkrétne so súbormi typu RAW a VLB.  
Formát VLB má na začiatku súboru uloženú hlavičku, ktorá obsahuje informácie o rozmeroch, 
dátovom type a mierke uložených dát. Tieto informácie sú nevyhnutné, aby sme vôbec mohli začať 
proces renderovania. Okrem týchto informácií obsahuje ešte údaje o maximálnej a minimálnej 
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hodnote vyskytujúcej sa v dátach a poradie uloženia bajtov ( little/big endian) – potrebné pre prípad 
platformy typu MAC OS X.  
Formát RAW naproti tomu obsahuje len hrubé dáta, a preto sa informácie o rozmeroch, 
dátovom type a mierke naskenovaných dát musí dodatočne pridávať v INI súbore, ktorého formát si 
tiež popíšeme v ďalšom texte. Nasledujúca schéma ukazuje proces načítania a spracovania vstupných 
dát zo súboru. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 27: Načítanie objemových dát zo súboru a ich spracovanie 
CUDA version 
Load gradients from 
gradient file 
Generate gradients 
on CPU if gradient file 
does not exist 
Generate gradients on 
GPU if gradient file 
does not exist 
INI File 
Structure 
VLB Header 
Structure 
Open data file 
RAW / VLB 
       RAW             VLB 
128  256  256 
little8 
2.0  1.0   1.0 
VLIB.1 
256 256 225 
uint8 
little 
1.0  1.0  1.0 
0  255 
0  1 
Load .ini file with data 
informations 
Read .vlb file header with 
data informations 
Load volume data from 
.RAW file 
Load volume data from 
.VLB file 
Normalize data to range 
[0.0, 1.0] 
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File header 
informations 
File type 
RAW (.ini file) VLB (header) 
Verzia dátového formátu - VLIB.1 
Veľkosť dát [x, y, z] [int] 256   256   225 256   256   225 
Dátový typ a počet bitov little/big[8-16] int-uint[8-32], float, double 
Endian - little/big 
Mierka dát [float] 1.0  1.0  1.0 1.0  1.0  1.0 
Max a Min hodnota - -1117  2248 
Doporučená min a max dát 
[float] 
- 0  1 
 
Tab. 3: Štruktúra .ini súboru a hlavičky .vlb súboru 
 
V tabuľke 3 vidíme štruktúru .ini súboru obsahujúceho informácie o objemových dátach uložených 
v súbore typu RAW a štruktúru hlavičky VLB súboru pre dáta uložené vo VLB formáte. 
Ako vidíme na schéme obrázku 27, po načítaní dát je potrebné tieto dáta normalizovať na 
rozsah [0.0, 1.0] pre jednoduchšiu prácu s nimi pri ďalšom spracovaní, ako aj pri klasifikácií 
pomocou prenosovej funkcie. 
V poslednej fázi spracovania dát sa vypočítajú gradienty pre osvetľovací model, a to buď na 
CPU alebo na GPU v prípade, že grafická karta podporuje architektúru CUDA. Ak máme gradienty 
uložené v súbore, tak sa z tohto súboru načítajú automaticky. 
5.2 Príprava textúr 
Príprava textúr tvorí jednu z najdôležitejších krokov vo fázy spracovania vstupných dát pred 
samotným renderovaním. Táto príprava spočíva hlavne vo výbere vhodného interného formátu 
textúry, teda formátu, v akom budú dáta uložené v textúrovacej jednotke grafickej karty. Vhodne 
zvolený formát v značnej miere ovplyvňuje rýchlosť renderovania objemových dát,  preto je potrebné 
zvoliť taký, ktorý aj pri malých pamäťových nárokoch zachová kvalitu zobrazovaných dát. Formát 
uloženia týchto textúr je však závislý aj na použitom hardwari. Ak teda zvolíme formát, ktorý nie je 
podporovaný grafickou kartou, tak sa použije iný k nemu najbližší. 
Aby sme vedeli aký formát textúr použiť, musíme najprv pouvažovať nad tým, s akými dátami 
budeme pracovať v rámci aplikácie. Ako sme už spomenuli v úvode kapitoly 5, budeme používať 4 
projekčné metódy. Na MIP, RTG a Blend metódu stačí jedna informačná hodnota, z ktorej sa určí 
výstupná farba pixelu framebufferu. Aby sme zachovali čo najväčšiu presnosť tejto hodnoty, uložíme 
si ju vo formáte GL_ALPHA16. Ten sa javí ako najvhodnejší, pretože väčšina dát, s ktorými 
pracujeme, má dátový rozsah 8 až 16 bitov a pri 32 bitových dátach ešte stále dochádza k prípustným 
stratám na presnosti. 
Pri kompozitnej metóde sa však situácia mení z toho dôvodu, že je na ňu aplikovaný 
osvetľovací model. K tomu je potrebné mať vypočítané gradienty, ktoré predstavujú normálový 
vektor voxelu. Gradient tvoria 3 hodnoty, ktoré musia byť veľmi presné, aby sa osvetlenie počítalo 
správne. Normálové vektory budeme posielať do grafickej karty spolu s hodnotami dátovej textúry.  
Je teda zrejmé, že tieto dáta budú zaberať 4x toľko pamäte ako samotné objemové dáta, preto treba 
voliť formát textúry obzvlášť opatrne, aby sa zachovala čo najväčšia presnosť týchto vektorov 
s minimálnymi stratami na presnosti a zároveň aby boli pamäťové nároky prijateľné. Preto bol na 
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tieto účely zvolený formát GL_RGBA16F_ARB, ktorý je rozšírením OpenGL ARB konzorcia. 
Pokusne bol vyskúšaný aj formát GL_RGBA32F_ARB, ten však značne spomaľoval proces 
renderovania, a to bez viditeľného nárastu kvality vizualizácie.  
Tretiu skupinu textúr, ktoré budeme používať v aplikácií, tvoria textúry prenosových funkcií. 
Tie budú uložené v pamäti ako 2D textúry o maximálnej veľkosti 256x256, avšak ich veľkosť 
budeme môcť dynamicky meniť za behu programu. Dôvod, prečo boli použité 2D prenosové funkcie, 
miesto 1D, si vysvetlíme v kapitole 5.4.9. Celkovo bude týchto textúr 4, pričom 3 z nich budú slúžiť 
výhradne na maskovanie vybraných častí objemu. Hodnoty v týchto textúrach musia byť taktiež 
veľmi presné kvôli dobrej klasifikácií jednotlivých vrstiev objemu. Z toho dôvodu bude aj tu 
nastavený interný formát GL_RGBA16F_ARB. 
Poslednú skupinu uzatvárajú textúry pre framebuffer object (FBO). Budeme potrebovať dve 
takéto textúry, pričom ich veľkosť bude závislá na rozmeroch vykresľovacieho okna. Aby sme 
zachovali presnosť pri renderovaní objemových dát, bude treba aj tieto textúry ukladať vo formáte 
GL_RGBA16F_ARB. 
Ak si to zhrnieme všetko dokopy, môžeme vypočítať pamäťové nároky na grafickú kartu. 
Vezmime si napr. dáta o veľkosti 256x256x225. 
 
 MIP / RTG / Blend 
Kompozícia + osvetľovací 
model 
Veľkosť dát 256x256x225 256x256x225 
Interný formát 3D textúry GL_ALPHA16 GL_RGBA16F_ARB 
Počet informačných hodnôt 
na 1 pixel 
1 4 
Maximálna veľkosť textúry 
prenosovej funkcie 
256x256x4 256x256x4 
Interný formát prenosovej 
textúry 
GL_RGBA16F_ARB GL_RGBA16F_ARB 
Počet informačných hodnôt 
na 1 pixel 
4 4 
Veľkosť FBO (závislá na 
rozmeroch okna) – príkl.: 
1024x768x2  1024x768x2 
Interný formát textúr pre 
FBO 
GL_RGBA16F_ARB GL_RGBA16F_ARB 
Počet informačných hodnôt 
na 1 pixel 
4 4 
SUMA 42,1 MB 126,5 MB 
    
Tab. 4: Pamäťové nároky na grafickú kartu pri rôznych projekčných metódach 
 
Ako vidíme v tabuľke 4, pamäťové nároky značne vzrástli pri kompozitnej metóde. Z toho dôvodu je 
potrebné mať kvalitný hardware pri zobrazovaní rozsiahlejších objemových dát, ktoré by sa tak 
nemuseli vojsť do pamäte grafickej karty. Ak by sme si napr. zobrali dáta veľkosti 512x512x512, tak 
by pamäťové nároky vzrástli pri kompozitnej metóde až na 1024MB. Alternatívnym a efektívnejším 
riešením by mohla byť implementácia algoritmu na podvzorkovanie rozsiahlejších dát, prípadne 
renderovanie pomocou subkociek. 
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5.3 Framebuffer object 
Už niekoľkokrát sme spomenuli v predošlých kapitolách pojem framebuffer object, ale zatiaľ sme si 
nevysvetlili, čo to vôbec je a ako nám poslúži.  
Za bežných okolností vykresľuje OpenGL na konci renderovacieho cyklu objekty do 
framebufferu. Tento framebuffer sa skladá z niekoľkých pamäťových skladísk uložených v 2D 
poliach, ktorými sú color buffer, depth buffer, stencil buffer a accumulation buffer. Framebuffer je 
plne pod správou systému okien. 
OpenGL nám však poskytuje rozhranie, ktorým sme schopný presmerovať výstup 
renderovacieho cyklu z framebufferu do aplikačne vytvoreného framebuffer objectu. Ten sa od 
klasického líši v tom, že obsahuje len color buffer, depth buffer a stencil buffer a je plne pod správou 
OpenGL. Tieto buffre je možné pripojiť do framebuffer objectu a pracovať s nimi podľa našich 
potrieb.  
Existujú dva typy obrazov, ktoré je možné pripojiť do framebuffer objectu; textúrovací obraz a 
renderbuffer obraz. Ak je do framebuffer objectu pripojený textúrovací objekt, tak vykonávame 
renderovanie do textúry. V prípade,  že je doň pripojený renderbuffer objekt, tak vykonávame tzv. 
offscreen rendering.  
Ak si to zhrnieme dokopy, tak z toho vyplýva, že sme schopný renderovať priamo do textúry 
bez toho, aby sme museli prenášať celý obsah framebufferu do textúry a zaťažovať tak procesor 
a grafickú kartu časovo náročnými operáciami kopírovania pamäte. Tento mechanizmus značne 
urýchľuje celý proces vykresľovania, a to je dosť podstatný faktor pre náš algoritmus. V rámci  
aplikácie budeme potrebovať dva framebuffer objecty, ktoré budú predstavovať začiatok a koniec 
algoritmu raycasting.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 28: Prepojenie medzi FBO, textúrovacím objektom a renderbuffer objektom 
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5.4 Renderovanie objemových dát 
Na renderovanie volumetrických dát sme si zvolili algoritmus vrhania lúča, ktorého princíp sme 
popísali v kapitole 3.3. Aj keď sa algoritmus raycasting radí medzi najpomalšie techniky 
renderovania objemových dát, v tejto práci sme si ju zvolili hlavne kvôli výslednej kvalite 
zobrazovaných dát. Navyše vďaka novodobému trendu vo vývoji grafických kariet, ktorý za 
posledných pár rokov značne vzrástol, tento problém pomaly zaostáva. Možnosť kvalitného 
a rýchleho renderovania pomocou algoritmu raycasting umožnili až grafické karty s čipom G80 od 
firmy NVIDIA. Najmä grafické karty rady 8800 poskytli veľký prínos svojím jednotným a rýchlym 
shaderovacím systémom. Algoritmus raycasting pozostáva zo štyroch základných krokov, ktorými sú: 
• Vrhanie lúča 
• Vzorkovanie 
• Výpočet osvetlenia 
• Kompozícia 
V nasledujúcich kapitolách si povieme, ako tieto štyri kroky realizovať čo najjednoduchším 
a najefektívnejším spôsobom. 
5.4.1 Vstupné dáta textúr 
Veľkosť vstupných dát pre textúry je obmedzená používaným hardwarom. Staršie grafické karty 
totižto podporovali 3D textúry do maximálnej veľkosti 2563. Navyše museli byť rozmery textúr 
mocninou dvoch, čo v podstatnej miere obmedzovalo renderovanie z toho dôvodu, že sa napr. dáta 
veľkosti 260x260x260 museli prevzorkovať na najbližšiu možnú veľkosť, teda na 512x512x512. Toto 
prevzorkovanie zhoršuje jednak kvalitu objemových dát a navyše tým pádom zaberajú dáta aj viac 
textúrovacej pamäte, ak sa vôbec do pamäte grafickej karty vojdu.  
Dnešné grafické karty už podporujú 3D textúry o veľkosti 5123 a novšie karty dokonca 20483. 
Taktiež nie je potrebné mať rozmery textúr  zarovnané na mocninu dvoch, aj keď stále platí fakt, že 
práca so zarovnanými textúrami je rýchlejšia a efektívnejšia. 
5.4.2 Raycasting 
Princíp algoritmu raycasting spočíva vo vyslaní lúča z každého bodu obrazu naprieč objemovými 
dátami a vo vzorkovaní tejto 3D textúry s nejakým pevne definovaným krokom. Tento mechanizmus 
je možné ľahko naimplementovať v pixel shaderi a aby bolo možné vykonať tento krok, využijeme 
schopnosť OpenGL renderovať geometrické objekty. Keďže sa jedná o 3D objemové dáta, budeme 
textúru mapovať na objemovú kocku, ktorej veľkosť bude závislá na rozmeroch textúry. 
Ako prvé si musíme povedať, čo vôbec lúč predstavuje. Lúč je vlastne priamka, ktorá je 
tvorená počiatočným bodom a smerovým vektorom. Parametrická rovnica priamky vyzerá 
nasledovne: 
 
 K!  L	DMDN 2 D	O!DLN P ! 
 
 
(5.1) 
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- origin – počiatočný bod priamky 
- direction – smerový vektor priamky 
- t – parameter; v našom prípade dĺžka vzorkovacieho kroku 
Vystáva však problém, ako určiť začiatočný a koncový bod algoritmu. K tomu nám poslúži 
jednoduchý trik. Každému bodu našej objemovej kocky určíme farbu prislúchajúcu danému vrcholu. 
Tieto farby predstavujú súradnice textúry a tak nám vznikne interpolovaná kocka, ako vidíme na 
obrázku 29. 
 
  
 
Obr. 29: Interpolovaná objemová kocka: (a) frontface, (b) backface 
 
Aby sme vedeli zobraziť len predné, resp. len zadné steny kocky ako to vidíme na obrázku, 
využijeme ďalšiu funkciu knižnice OpenGL, ktorou je tzv. culling. Pomocou cullingu sme schopný 
orezať predné, resp. zadné steny renderovaných objektov. Táto funkcia sa často používa pri 
renderovaní rozsiahlych scén, kde sa štandardne orezávajú zadné steny objektov, ktoré nie sú 
viditeľné a teda nie je potrebné ich zobrazovať. To značne urýchľuje proces vykresľovanie. V našom 
prípade použijeme túto funkciu na to, aby sme boli schopný uložiť prednú a zadnú stenu kocky do 
dvoch samostatných textúr pomocou framebuffer objectu, o ktorom sme sa zmienili v kapitole 5.3. 
Tieto dve textúry nám  poslúžia ako vstupný a výstupný bod „lúča“. Ak ich od seba odčítame, 
dostaneme smerové vektory všetkých lúčov.  
Ako poslednú vec potrebujeme zistiť textúrovacie súradnice, ktorými budeme indexovať 
backface, aby sme správne určili výstupný bod lúča. Tieto súradnice sa počítaju z normalizovaných 
súradnic zariadenia – normalized device coordinates. Výpočet spočíva v podelení súradníc x a y 
hodnotou w. Tak dostaneme všetky hodnoty do rozsahu [-1, -1, -1] a [1,  1,  1]. My však potrebujeme 
dostať tieto hodnoty do rozsahu [0,  0,  0] a [1,  1,  1], aby sme správne indexovali textúru, preto 
musíme spraviť drobnú úpravu a dostávame tak výsledný vzorec: 
 
 
QRRS  TUVWX. 2 0,5 , QRRS  ,UVWX. 2 0,5 
  
  (a)   (b) 
(5.2) 
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Keď už poznáme vstupný a výstupný bod algoritmu, smerový vektor lúčov a dĺžku 
vzorkovacieho kroku, tak môžeme začať algoritmus vzorkovania 3D textúry. V cykle prechádzame 
objem a s určitým krokom delta získavame dáta z 3D textúry a mapujeme ich na optické vlastnosti. 
Inak povedané akumulujeme hodnoty farby a priehľadnosti v závislosti na charaktere vstupných dát 
a aktuálnej projekčnej metóde. 
5.4.3 Projekcia blending 
Pri projekcii blending zobrazujeme tkanivá rôznymi farbami a hlavne rôznymi úrovňami 
transparentnosti, pričom tieto farby nemusia zodpovedať realite. Nastavenie farieb a priehľadnosti 
zabezpečuje prenosová funkcia. Pôvodne sa tento typ projekcie využíva pri zobrazovaní objemových 
dát pomocou techniky mapovania textúr, kedy sa každý polygón renderuje inou úrovňou alpha zložky 
farby, aby boli tieto vrstvy transparentné.  
Pomocou algoritmu vrhania lúča sme taktiež schopný simulovať blending s veľmi kvalitným 
výstupom. Najjednoduchší spôsob spočíva v priradení farby na výstup pomocou prenosovej funkcie 
a nastavení veľmi malých hodnôt alpha zložky, aby sme dostali čo najtransparentnejší pohľad na 
volumetrické dáta. To môžeme dosiahnuť napr. vynásobením aktuálne vzorkovanej hodnoty dĺžkou 
vzorkovacieho kroku a priradením tejto hodnoty do alpha zložky RGBA hodnoty pixelu.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 30: CT sken hlavy zobrazený projekciou blending 
5.4.4 Projekcia MIP 
Projekcia maximálnej intenzity, ako sme vysvetlili v kapitole 3.3.1, hľadá maximálnu hodnotu 
v dátach a tú priradí na korešpondujúci pixel výstupného obrazu. Lúč prechádzajúci objemom vlastne 
len porovnáva aktuálne vzorkovanú hodnotu s maximálnou, ktorá bola do tej doby zaznamenaná. Na 
konci cyklu potom priradí túto hodnotu na výstup. 
 Z[\[]^  maxZ[\[]^, [O!\L] L^!QRbRS  maxValue (5.3) 
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Táto metóda renderovania sa preto radí medzi najrýchlejšie. Jej nevýhoda spočíva akurát 
v tom, že výsledný obraz pôsobí plochým dojmom, keďže sa renderovanie vykonáva v paralelnej 
projekcii a táto metóda nezachováva priestorovú hĺbku v dátach. V medicínskej praxi sa však 
s obľubou používa, lebo dokáže výrazne odlíšiť nádorové tkanivá od ostatných. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Obr. 31: CT sken hlavy zobrazený projekciou MIP 
5.4.5 Projekcia RTG 
Projekcia RTG simuluje zobrazenie, aké vidíme na röntgenových snímkoch. Narozdiel od projekcie 
MIP sa nehľadá maximálna intenzita v dátach, ale robí sa súčet hodnôt získaných pri prechode lúča 
objemom. Aby sme zvýraznili tvrdšie tkanivá ako napr. kosti, musíme tieto vzorkované hodnoty 
umocniť nejakou konštantou k. 
Na konci cyklu je vhodné previesť túto výslednú hodnotu do logaritmického merítka, aby sme 
dostali kvalitnejšiu simuláciu röntgenového zobrazenia. Projekciu RTG je možné simulovať aj iným 
spôsobom, a to hľadaním priemernej hodnoty v dátach a priradením tejto hodnoty na výstup, ale 
výsledný efekt nie je natoľko dôveryhodný ako pri predošlom spôsobe. 
Výslednú hodnotu prevedieme do logaritmickej škály nasledovne: 
 
 
L^!QRbRS  ]LM ∑ Dg  h9@log N  
 
 
n – počet navzorkovaných hodnôt na ceste lúča 
k – konštanta; experimentálne sme zvolili k = 3 
(5.4) 
 43
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 32: CT sken hlavy zobrazený projekciou RTG  
5.4.6 Projekcia kompozície 
Kompozitná metóda podobne ako blending metóda určuje výstupnú farbu pixelu ako zmes všetkých 
akumulovaných hodnôt farby a priehľadnosti na ceste lúča objemom. Nastavenie farby daného voxelu 
sa opäť vykonáva prostredníctvom prenosovej funkcie. Táto technika poskytuje najkvalitnejší 
a najpôsobivejší výstupný obraz, ak je kombinovaná s osvetľovacím modelom. Tá jej dodáva 
priestorový dojem, takže výsledný obraz pôsobí skutočne 3D a pri správne nastavenej prenosovej 
funkcii a úrovni osvetlenia môžeme dosiahnuť takmer fotorealistickú  kvalitu zobrazenia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 33: CT sken hlavy zobrazený kompozitnou metódou 
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Farba výstupného pixelu sa určuje z kompozitnej funkcie, ktorú sme popísali v kapitole 3.3.7. 
V našej aplikácií realizujeme tzv. front-to-back raycasting, čo znamená, že lúč postupuje od prednej 
steny objemovej kocky smerom k zadnej. 
 IRj(  I9hk9h 2 1  k9hIh$lkh$l kRj(  k9h 2 1  k9hkh$l 
 
Toto sú základné vzťahy na výpočet výstupnej farby a priehľadnosti. V prípade, že používame 
osvetľovací model, tak treba uvažovať aj zložky svetla a v tom prípade budú vzorce vyzerať 
nasledovne: 
 IRj(  I9hk9h 2 1  k9hIh$lkh$l P D^0 P 0O^][	 P [ZmDN! kRj(  k9h 2 1  k9hkh$l 
 
Aby sme mohli používať osvetľovací model, potrebujeme zistiť zložky svetla. K tomu však 
potrebujeme poznať normálový vektor voxelu - gradient.  
5.4.7 Gradienty 
Gradient v obecnom zmysle predstavuje smer rastu a označuje diferenciálny operátor, ktorého 
výsledkom je vektorové pole vyjadrujúce smer a veľkosť najväčšej zmeny skalárneho poľa. Naše dáta 
sú tvorené čisto takýmito skalárnymi hodnotami, z čoho vyplýva, že nenesú žiadnu informáciu 
o priestorovej orientácií plôch.  
Keďže normálové vektory bodov nepoznáme, musíme si ich zistiť z okolia spracovávaného 
bodu. Bez normálového vektoru nie sme schopný vypočítať rozptýlenú (diffuse) a odrazovú 
(specular) zložku svetla. Normálový vektor nahrádzame gradientom daného bodu. Existuje viacej 
spôsobov, ako zistiť gradient bodu, pričom sa líšia v tom, aké veľké okolie bodu sa berie do úvahy pri 
výpočte. 
V aplikácií budeme počítať gradienty tromi spôsobmi: 
1. Intermediate difference gradient 
2. Central difference gradient 
3. Neumann gradient estimation 
 
Obr. 34: Výpočet gradientu bodu: (a) Intermediate difference gradient, (b) Central 
difference gradient, (c) Neumann gradient [2] 
(5.5) 
(5.6) 
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(a) Intermediate difference gradient – ako vstup prijíma 3 susedné voxely a aktuálne spracovávaný 
voxel. Gradient získame nasledovne: 
 n  \op&,%,q   \o,%,q n  \o,%p&,q   \o,%,q n"  \o,%,qp&  \o,%,q 
 
(b) Central difference gradient – ako vstup prijíma 6 susedných voxelov. Gradient získame 
nasledovne: n  \op&,%,q   \o&,%,q n  \o,%p&,q   \o,%&,q n"  \o,%,qp&  \o,%,q& 
 
(c) Neumann gradient estimation – ako vstup prijíma 26 susedných voxelov. Tento spôsob je 
zovšeobecnením predošlých metód; vytvára teoretický rámec založený na lineárnej regresií. 
 
Výhodou intermediate difference gradient algoritmu je, že dokáže detekovať vysoké frekvencie 
v obraze. To však vedie aj k tomu, že výsledný efekt nemusí byť dostatočne kvalitný pri dátach, ktoré 
sú veľmi zašumené. Central difference gradient algoritmus naproti tomu slúži ako veľmi dobrý filter 
typu dolný priepust, avšak ani ten nemusí zachytiť príliš úzke štruktúry. Neumann gradient estimation 
sa radí do vyššej triedy prístupov na výpočet gradientov. Produkuje takmer izotropné gradienty 
a spôsobuje menej artefaktov v obraze ako predošlé metódy. Používa sa v hlavne v aplikáciách, ktoré 
vyžadujú vysokú kvalitu renderovaných dát, v medicínskej praxi však nemá veľké uplatnenie kvôli 
svojím veľkým výpočtovým nárokom [2]. Napriek tomu sme sa rozhodli implementovať aj tento 
model, kvôli jej kvalitným výsledkom.  
Ak máme vypočítané gradienty a uložené v textúre, tak môžeme pristúpiť k výpočtu 
osvetľovacieho modelu.  
5.4.8 Phongov osvetľovací model 
Phongov osvetľovací model sa používa najčastejšie v grafických aplikáciách, pretože je rýchly a 
poskytuje takmer realistické výsledky aj napriek tomu, že sa jedná o lokálny osvetľovací model a nie 
globálny. Aj samotná knižnica OpenGL používa na výpočet per-vertex osvetlenia Phongov model. 
Phongov osvetľovací model definuje tri zložky svetla, ktoré musíme sčítať dokopy, aby sme 
dostali korešpondujúci príspevok svetla v danom bode. Menovite sú to: 
 
• Ambientná zložka – predstavuje prirodzené osvetlenie scény, ktoré dopadá na objekt z 
každého smeru. Táto zložka svetla je konštantná v rámci celej scény. Každý povrch musí mať 
definovaný svoj ambientný koeficient, ktorý údava, aká časť svetla je od povrchu odrazená. 
Intenzita odrazeného svetla sa počíta ako: 
 
 
(5.7) 
(5.8) 
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rst  r P urst 
  
 Ia – konštantná intenzita ambientného svetla  
 κamb  – ambientný koeficient povrchu 
 
• Difúzna zložka – udáva intenzitu svetla dopadajúceho na povrch objektu v jedno smere 
a odrazeného rovnomerne do všetkých smerov. Táto zložka svetla dodáva povrchu dojem 
drsného materiálu. Intenzita odrazeného svetla sa počíta ako: 
 
9vv  w9 · u9vv · cos, || z 90°0                    DN[} ~ 
 
 Ii – intenzita dopadajúceho svetla  
 κdiff  – koeficient materiálu pre difúzny odraz 
 θ – uhol medzi normálou povrchu N a vektorom dopadu svetla L 
 
• Spekulárna zložka – je tá časť svetla, ktorá dopadá na povrch objektu a odráža sa jedným 
smerom, pričom sa riadi zákonom odrazu svetla. Táto zložka svetla dodáva povrchy lesklý 
dojem, ako na kovových či zrkadlových materiáloch. Spekulárnu zložku svetla získame ako: 
 
3$Q  w9 · u3$Q · OL0s, || z 90°0                    DN[} ~ 
 
  
 Ii – intenzita dopadajúceho svetla  
 κspec  – koeficient spekulárnej zložky materiálu 
 m – miera lesklosti materiálu 
 γ – uhol medzi uhlom odrazu svetla R a vektorom pohľadu V 
 
 
 
 
 
 
 
 
 
 
Obr. 35: Blinn-Phongov osvetľovací model 
 
Sčítaním všetkých troch zložiek svetla dokopy dostávame celkovú hodnotu príspevku svetla pre daný 
voxel. 
   rst 2 9vv 2 3$Q 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
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5.4.9 Prenosová funkcia 
Prenosová funkcia alebo tiež tzv. look-up tabuľka je najdôležitejšou súčasťou aplikácie a slúži na 
klasifikáciu jednotlivých štruktúr, ktoré tvoria objemové dáta. Jej úlohou je previesť 8-bitovú alebo 
v niektorých prípadoch 12-bitovú informáciu získanú CT alebo MRI skenom na optickú vlastnosť 
materiálu, teda určiť jej farbu a priehľadnosť. 
Prenosová (transfer) funkcia môže byť reprezentovaná 1D alebo 2D RGBA textúrou, pričom 
vstupom do týchto textúr je aktuálne vzorkovaná hodnota z dátovej textúry. RGBA hodnota získaná z 
prenosovej textúry na danom indexe sa potom použije v kompozitnej funkcií na výpočet výstupnej 
farby. Výhody a nevýhody 1D resp. 2D transfer funkcie si popíšeme v ďalšom texte. 
5.4.9.1 1D prenosová funkcia 
Tento druh transfer funkcie tvorí jednoduchá jednorozmerná textúra RGBA hodnôt. Prevádza čisto 
len hodnotu intenzity získanú z 3D dát na farbu a priehľadnosť. 
 
 
 
 
 
 
 
 
 
 
Obr. 36: Slice-by-slice alebo tiež sample-by-sample technika 
5.4.9.2 2D prenosová funkcia s predintegrovanou tabuľkou 
Nevýhoda 1D prenosovej funkcie spočíva v tom, že pri jeho použití vznikajú farebné artefakty na 
miestach prechodu z priehľadnej oblasti do nepriehľadnej. Tento nežiadúci efekt je možné odstrániť 
zmenšením vzorkovacieho kroku tak, aby na každý voxel pripadali aspoň 2 vzorkovacie kroky.  Toto 
však značne spomaľuje samotný rendering, a preto sa ako efektívnejšie riešenie ponúka vytvorenie 
2D predintegrovanej tabuľky [14]. 
 
k9 0v , 0t , #  1  exp  0v  0t 0t   0v# , 0   u00
3
  
I  0v , 0t , #  0v  0t 0t   0v# , 0   Õ00
3
  
 
Vzorec 5.13 ukazuje výpočet 2D predintegrovanej tabuľky, kde κ(s) predstavuje integrál 
hodnôt alpha zložky kanálu a Õ0 predstavuje integrál hodnôt RGB kanálu. 
 
Plátno Objem 
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Obr. 37: Slab-by-slab alebo tiež segment-by-segment technika 
 
Problém 1D transfer funkcie spočíva v tom, že neberie do úvahy hodnoty nachádzajúce sa 
medzi dvoma vzorkovanými úsekmi. Tieto hodnoty potom nemajú možnosť prispieť k výslednej 
farbe, čoho výsledkom sú farebné pásy a zhluky, aké môžeme vidieť na obrázku 39.  
Naproti tomu 2D predintegrovaná prenosová funkcia zoberie celý tento úsek - slab, ktorý bol 
preskočený, zintegruje tieto hodnoty a uloží ich do 2D textúry. Potom sme schopný miesto jednej 
hodnoty pričítať k výslednej farbe celý tento úsek. Keďže sa jedná o 2D textúru, budeme ju musieť 
indexovať dvomi hodnotami. Prvou hodnotou je aktuálne vzorkovaný voxel a druhou predchádzajúci, 
ktorý si budeme odpamätávať. Princíp predintegrácie je znázornený na obrázku 38. 
 
 
Obr. 38: Princíp predintegrácie v 2D transfer funkcii 
 
V tejto aplikácií sme sa rozhodli úplne vynechať riešenie pomocou 1D transfer funkcie 
a miesto toho používame 2D predintegrovanú prenosovú funkciu kvôli jej kvalitnejším klasifikačným 
výsledkom. Nevýhoda predintegrácie spočíva vo veľkých výpočtových nárokoch, ak je prenosová 
funkcia väčšia ako 256x256. Navyše sa takáto predintegrovaná tabuľka musí pri každej zmene 
aktualizovať, čo tiež komplikuje prácu s ňou v reálnom čase. Tieto fakty však nebudeme brať do 
úvahy, pretože textúry väčšie 256x256 nebudeme potrebovať a z experimentálnych výsledkov bolo 
zistené, že na odlíšenie jednotlivých tkanív nám stačí aj prenosová funkcia menšej veľkosti. Je to 
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z toho dôvodu, že tkanivá vyskytujúce sa v tele nemusia mať všade rovnakú hustotu, napr. kosti lebky 
sú na niektorých miestach hrubšie ako inde, a preto majú tieto miesta inú mieru pohlteného žiarenia 
ako ostatné časti lebky. Tým pádom majú vo výsledku inú hodnotu intenzity, čo nás však nemusí 
zaujímať, pretože väčšinou sa snažíme zobraziť určitý druh tkaniva jednou farbou a hodnotou 
priehľadnosti. 
Predintegrácia prenosovej funkcie rieši problém s artefaktmi tiež len čiastočne. Kvalita 
renderovaných dát je silne závislá na charaktere a kvalite naskenovaných dát. Na úplne odstránenie 
artefaktov v obraze existujú pokročilejšie techniky, ktoré sú však už mimo rozsah tejto práce.    
 
 
 
 
Obr. 39: Porovnanie 1D a 2D predintegrovanej transfer funkcie: (a) 1D prenosová funkcia, (b) 
2D prenosová funkcia  
 
  
  
(a) (b) 
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6 Implementácia 
Táto kapitola sa bude bližie venovať niektorým implementačným detailom a problémom, ktorých 
riešením sme sa zaoberali v procese implementácie. Najviac sa pritom zameriame na mechanizmus 
renderovania a na niektoré kľúčové časti kódu Cg shadera. Tiež sa budeme venovať paralelnej 
architektúre CUDA, ktorú sme použili na výpočet gradientov osvetľovacieho modelu. Detailne 
popíšeme postup prípravy 3D textúry, v ktorej budú uložené gradienty a zdôvodníme, prečo sme 
zvolili spôsob paralelizácie algoritmu s využitím textúrovacej cache pamäte. 
6.1 Načítanie dát a spracovanie 
Obrázok 27 predstavuje diagram toku práce pre načítanie a spracovanie dát zo súboru. O túto 
časť algoritmu sa stará trieda rCTexture3D. Dáta načítané zo súboru sa normalizujú na rozsah [0.0, 
1.0] a potom sa pristúpi k výpočtu gradientov pre prípad, že by sa program spúšťal v režime 
kompozitnej projekcie. Výpočet gradientov osvetľovacieho modelu je najpodstatnejšou úlohou tejto 
triedy. Aplikácia automaticky zisťuje podporu technológie CUDA a podľa toho sa rozhoduje, či budú 
gradienty počítané paralelne na grafickej karte alebo sériovo na procesore. Program sa teda vetví na 
režim GPU spracovania, resp. režim CPU spracovania.   
Pokiaľ grafická karta nepodporuje CUDU, poprípade nemá dostatok pamäte na uloženie 
gradientov, tak sa výpočet presúva na procesor. Ten trvá podstatne dlhšie, preto máme možnosť 
uložiť si gradienty do súboru. Tieto gradienty si môžeme uložiť do súboru aj  v prípade, že ich 
počítame na grafickej karte. Pri ďalšom spustení programu sa automaticky načítavajú z tohto súboru. 
Treba si však dávať pozor, aby sme gradienty neukladali v jednom režime (napr. GPU) a potom 
načítavali ten istý súbor v režime druhom (CPU), pretože oba režimy ukladajú gradienty do súboru v 
rozličnom formáte. Tým pádom by osvetľovací model nefungoval správne. Je treba tento súbor 
vymazať, vykonať výpočet gradientov znova po spustení aplikácie a tak uložiť znova do súboru.  
Po ukončení týchto krokov môžeme pristúpiť k vytvoreniu objemovej kocky a k renderovaniu 
objemových dát. 
6.2 Vytvorenie objemovej kocky 
Na vytvorenie objemovej kocky potrebujeme poznať rozmery textúry a mierku, v akej boli dáta 
naskenované. Tieto hodnoty sa načítavajú z hlavičky VLB súboru, príp. z INI súboru pre dáta uložené 
v RAW formáte. Vzorec 6.1 ukazuje výpočet rozmerov objemovej kocky: 
  
 
!N!  39q$P3Qrb$sroRbjs$9q$  !N!  39q$P3Qrb$sroRbjs$9q$ !N!  39q$P3Qrb$sroRbjs$9q$  
 
 
(6.1) 
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Ak už poznáme rozmery objemovej kocky, tak ju pomocou OpenGL vyrenderujeme a každému 
vrcholu kocky priradíme príslušné textúrovacie súradnice. Rozsah textúrovacích súradníc však 
musíme upraviť na rozsah [0.01, 0.99], pretože inak na okrajoch textúry vznikajú nepríjemné 
artefakty vo forme bodiek, spôsobené nepresnosťou pri práci s číslami typu float. Ďalej je treba 
priradiť každému vrcholu kocky jej prislúchajúcu farbu, aby nám vznikla interpolovaná kocka 
potrebná pre algoritmus raycasting, viď. 5.4.2. Vytvorenie 3D textúry v OpenGL je jednoduché, čo 
však treba zdôrazniť sú nasledovné operácie: 
 
  glTexParameteri(GL_TEXTURE_3D, GL_TEXTURE_MAG_FILTER, GL_LINEAR); 
  glTexParameteri(GL_TEXTURE_3D, GL_TEXTURE_MIN_FILTER, GL_LINEAR); 
   
 
Funkcia glTexParameteri musí vykonať trilineárnu interpoláciu hodnôt pri mapovaní textúry na 
objekt, aby sa táto textúra správne zväčšila, resp. zmenšila na oblasť polygónu a aby pri tom 
nevznikol alias. To zabezpečíme parametrom GL_LINEAR. Ak by sme použili napr. parameter 
GL_NEAREST, tak by bol obraz degradovaný šumom spôsobeným nesprávnym mapovaním textúry.  
   
  glTexParameteri(GL_TEXTURE_3D, GL_TEXTURE_WRAP_S, GL_CLAMP_TO_BORDER);  
  glTexParameteri(GL_TEXTURE_3D, GL_TEXTURE_WRAP_T, GL_CLAMP_TO_BORDER); 
  glTexParameteri(GL_TEXTURE_3D, GL_TEXTURE_WRAP_R, GL_CLAMP_TO_BORDER); 
 
 
Funkcia glTexParameteri tiež musí zabezpečiť mapovanie textúry po okraj (border), to 
zabezpečíme parametrom GL_CLAMP_TO_BORDER. Ak by sme mapovali textúru po hranu (edge) 
kocky, tak by znova dochádzalo k ďalšiemu nepríjemnému artefaktu „natiahnutia“ textúry do 
nekonečna, tiež spôsobenú nepresnosťou hodnôt typu float. Funkcia glTexImage3D napokon vytvorí 
3D textúru podľa požadovanej projekčnej metódy a z príslušných dát. 
 
  glTexImage3D(GL_TEXTURE_3D,0,GL_ALPHA16,w,h,d,0,GL_ALPHA,GL_FLOAT,data); 
 
6.3 Vytvorenie prenosových textúr 
Prenosové textúry budú vystupovať vo forme 2D textúr veľkosti NxN. Veľkosť textúry a dáta v nej 
budeme môcť dynamicky meniť za behu programu pomocou transfer funkcie implementovanej 
pomocou OpenGL. Pri každej zmene hodnoty v prenosovej textúre sa bude musieť najprv 
aktualizovať predintegrovaná tabuľka, viď. 5.4.9.2.  Pri vytváraní textúry v OpenGL sa obdobným 
spôsobom musí zabezpečiť tentokrát bilineárna interpolácia hodnôt, keďže sa jedná o 2D textúru, 
a namapovať znova aktuálne dáta do objektu GL_TEXTURE_2D. Viac sa o používaní transfer 
funkcie môžeme dozvedieť v Príloha 1. 
 
 ... 
 CalculatePreIntegratedTable(); 
 ... 
 glTexParameteri(GL_TEXTURE_2D,GL_TEXTURE_MIN_FILTER,GL_LINEAR); 
 glTexParameteri(GL_TEXTURE_2D,GL_TEXTURE_MAG_FILTER,GL_LINEAR); 
 ... 
  glTexImage2D(GL_TEXTURE_2D,0,GL_RGBA16F_ARB, N, N, 0,GL_RGBA, GL_FLOAT,transfer); 
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6.4 Orezávanie objemových dát 
Maskovanie vybraných častí objemu má na starosti trieda rCClipping. V našom prípade nejde použiť 
klasické orezávacie roviny, ako pri technike mapovania textúr na objemovú kocku. Orezávacie roviny 
by však ani neboli vhodné pre nás, pretože by sme neboli schopný tieto vybrané časti objemu 
klasifikovať nejakou inou prenosovou textúrou. Boli by sme obmedzený len na klasické orezanie 
renderovaných dát.  
Princíp nami zvoleného spôsobu maskovania je založený na prieniku geometrie, konkrétne 
druhej „maskovacej“ kocky, s objemovými dátami. Pozíciu tejto kocky posielame do pixel shadera, 
kde sa testuje jej prienik s priamkou lúča. Ak lúč pretína kocku v niektorej časti objemu, tak sa táto 
oblasť klasifikuje podľa aktívnej prenosovej textúry. Aplikácia poskytuje 4 prenosové textúry, z čoho 
3 sú výhradne určené na maskovanie vybraných častí objemu. Užívateľ má tak možnosť vytvoriť si 
sadu prenosových textúr, z ktorých každá klasifikuje vybranú oblasť inak, napr. jedna prenosová 
textúra zobrazuje len kožu, druhá len kosti atď. 
Nevýhoda tohto spôsobu vymedzenia oblasti záujmu spočíva v tom, že oproti klasickým 
orezávacím rovinám znižuje rýchlosť renderovania z toho dôvodu, že musí testovať každý 
vzorkovaný bod na prienik s maskovacou kockou. Kvôli tomu je možné v súčasnej dobe maskovať 
len jednu oblasť dát. Aplikácia umožňuje uloženie aktuálnej konfigurácie masky do súboru, ktorú 
môžeme neskôr načítať z parametrov príkazového riadku. Taktiež môžeme uložiť prenosové textúry 
do súboru, ktoré tiež načítavame z parametrov príkazového riadku. 
Ako efektívnejšie, ale zároveň trošku komplikovanejšie riešenie by sa javilo použitie druhej 3D 
textúry, ktorá by obsahovala index aktuálnej prenosovej funkcie. Pri tomto spôsobe by bola réžia 
menšia z toho dôvodu, že indexovanie 3D textúry je vstavaná funkcia jazyka Cg. Ako index do tejto 
textúry by sa použil ten istý, ktorým indexujeme dátovú textúru. Tento spôsob by neskôr mohol byť 
implementovaný ako vylepšenie mechanizmu maskovania. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Obr. 40: Ukážka orezania dát pomocou maskovacej kocky na CT skene hlavy  
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6.5 Vertex a fragment shader 
Na prácu so shadermi slúži trieda rCCgShader. Tá má na starosti načítanie, skompilovanie, 
aktivovanie a deaktivovanie používaných shaderov. Výhodou použitia Cg shaderov je ich 
prenositeľnosť na rôzne grafické karty. Kód napísaný v jazyku Cg sa kompiluje za behu programu, čo 
tiež značne zjednodušuje jeho prenositeľnosť.  
Ako vhodný jazyk by sa tiež javil jazyk GLSL (OpenGL Shading Language). GLSL je 
rozšírením OpenGL ARB a rovnako ako Cg je založený na jazyku C, preto by pre prípad potreby 
nemal byť problém prepísať kód z Cg do jazyka GLSL v budúcnosti. 
Najdôležitejšiu časť Cg kódu tvoria pixel shadere, ktoré sú najviac vyťaženými jednotkami 
grafického pipelinu, pretože sa v nich vykonáva celý algoritmus vrhania lúča. Sú implementované 4 
pixel shadere pre každú projekčnú metódu. 
• RaycastBlend – zobrazenie objemových dát ako transparentných vrstiev, viď. 5.4.3 
• RaycastMIP – zobrazenie objemových dát v projekcií maximálnej intenzity, viď. 5.4.4  
• RaycastRoentgen –  zobrazenie objemových dát ako simulácia RTG, viď. 5.4.5 
• RaycastComposite – zobrazenie objemových dát v kompozícií spolu s osvetľovacím 
modelom, viď. 5.4.6  
Všetky shadere prijímajú ako parameter funkcie identifikátor 3D textúry obsahujúci objemové dáta 
a identifikátor 2D textúry obsahujúci zadnú stenu objemovej kocky, ktorá slúži ako výstup algoritmu 
raycasting, viď. 5.4.2 
uniform sampler3D volume 
Atribút uniform značí nejakú ľubovolnú nemennú hodnotu, ktorú predávame do funkcie z hlavného 
programu. Na prácu s 3D textúrou sa v shaderi používa objekt sampler3D.  
uniform sampler2D backface 
Analogicky pre prácu s 2D textúrou reprezentujúcou textúru zadnej steny – backface, použijeme 
objekt sampler2D. Tento istý objekt sa používa aj pre prácu s 2D textúrami reprezentujúcimi 
prenosové funkcie.  
Identifikátory štyroch prenosových textúr sa predávajú len do pixel shaderov RaycastBlend 
a RaycastComposite. Iba v týchto dvoch projekčných metódach máme teda možnosť meniť farbu 
a priehľadnosť vrstiev objemu, rovnako ako aj možnosť orezávať, resp. maskovať oblasti záujmu 
pomocou prenosových funkcií. Metódy MIP a RTG sú skôr náhľadové metódy pre ukážku ich 
jednoduchej implementácie v pixel shaderi pomocou techniky vrhania lúča, a preto v týchto dvoch 
režimoch zobrazenia nemáme možnosť používat transfer funkcie ani maskovať oblasti záujmu. Ako 
sme už povedali v kapitole 5.4.2, pre správne indexovanie textúry zadnej steny objemovej kocky 
(backface) potrebujeme vypočítať textúrovacie súradnice z normalizovaných textúr zariadenia 
(vzorec 5.2). V pixel shaderi dokážeme túto operáciu vykonať jednoduchým príkazom: 
 
float2 tex2DCoord = ((IN.TexPos.xy / IN.TexPos.w) / 2.0f) + 0.5f; 
 
kde IN.TexPos obsahuje pozíciu prepočítanú modelovo-pohľadovou a projekčnou maticou. 
Výstupný bod lúča potom získame vzorkovaním textúry backface nasledovným príkazom: 
 
float4 exit = tex2D(backface, tex2DCoord); 
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Počiatočný bod lúča zistíme jednoducho z aktívnej FBO textúry prednej steny objemovej 
kocky - frontface, do ktorej sa nastaví renderovanie výstupu ešte pred spustením programu shadera 
v hlavnej aplikácií. Táto textúra predstavuje naše 2D „plátno“, na ktorú sa projektuje objem z 3D 
textúry.  
 
float4 origin = IN.TexCoord; 
 
Odčítaním týchto dvoch vektorov získame smerový vektor lúča, ktorý potom ešte musíme 
normalizovať: 
 
float3 rayDirection = normalize(exit.xyz - origin.xyz); 
 
Ďalší dôležitý parameter predstavuje vzorkovací krok stepSize. Ten vypočítame jednoduchým 
spôsobom. Zistíme si maximálny rozmer dátovej matice a jej prevrátenú hodnotu použijeme ako 
vzorkovací krok.  
 
stepSize = 1.0f / maxVolumeSize; 
 
Dĺžku vzorkovacieho kroku budeme môcť meniť v aplikácií pomocou posuvníka v paneli 
nástrojov. Ideálny vzorkovací krok by mal byť nastavený tak, aby na každý voxel prislúchali aspoň 
dva vzorkovacie kroky. Polovičný sme zvolili kvôli tomu, aby sa aplikácia spúšťala v režime nižšej 
kvality pre pomalšie počítače.    
Implementácia algoritmu vrhania lúča v pixel shaderi je relatívne jednoduchá, preto v ďalšom 
texte popíšeme len kľúčové časti Cg kódu. 
6.5.1 Implementácia vertex shadera 
Úlohou vertex shadera v našom prípade je len vynásobiť pozíciu vertexov modelovo-pohľadovou 
a napokon projekčnou maticou. Táto pozícia určuje potom textúrovacie súradnice výstupného bodu 
lúča. Vertex shader tiež obsahuje súradnice textúry prednej steny – frontface, na ktorý sa renderuje 
výstup algoritmu pixel shadera. Tá sa zobrazí ako 2D textúra za pomoci OpenGL.  
 
   VsPsInt RaycastSimpleVS(AppData IN, uniform float4x4 modelViewProj) 
   { 
  // output vertex 
VsPsInt OUT; 
 
OUT.Position = mul(modelViewProj, IN.Position); 
OUT.TexPos = OUT.Position; 
OUT.TexCoord = IN.TexCoord; 
return OUT; 
   }      
 
6.5.2 Implementácia osvetľovacieho modelu v pixel shaderi 
Implementácia osvetľovacieho modelu v pixel shaderi je najdôležitejšou časťou kompozitnej 
projekcie. Dodáva zobrazovaným dátam realistický vzhľad a tak máme prehľad o priestorovom 
rozložení dát, ktoré ostatné projekčné metódy neposkytujú. 
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Výpočet zložiek svetla v shaderi je vďaka vstavaným funkciám na prácu s vektormi relatívne 
jednoduchá. Jediný problém, ktorý bol treba vyriešiť, bola správna orientácia normálových vektorov. 
Po uložení gradientov do textúry totiž nastáva ich orezanie do rozsahu [0.0, 0.0, 0.0] a [1.0, 1.0, 1.0] 
kvôli správnemu indexovaniu textúry. Aby sme dostali tieto hodnoty späť do rozsahu [-1.0, -1.0, -1.0] 
a [1.0, 1.0, 1.0], tak by stačilo spraviť jednoduchý trik, a to odčítať od všetkých zložiek vektoru 
hodnotu 0,5, vynásobiť celý vektor dvomi a potom znova normalizovať kvôli možnej strate presnosti, 
ktorá mohla nastať. 
 
surfaceNormal = normalize((ColorVoxel.rgb – 0.5f) * 2.0f); 
 
 
Tento spôsob nám však neposkytoval uspokojivé výsledky, preto sme sa rozhodli pre iný 
spôsob úpravy normálových vektorov. OpenGL vykonáva všetky operácie s osvetlením 
v pohľadovom svete, tzv.  eye space. Nie je to nutné, ale zaužívané a pohodlné riešenie. Aby sme 
mohli počítať osvetlenie v pohľadovom svete, musíme prepočítať aj normály z objektového sveta do 
pohľadového. Preto je nevyhnutné vynásobiť normálové vektory inverznou transponovanou 
modelovo-pohľadovou maticou. To je z toho dôvodu, že na pozíciu normál má zo všetkých 
transformácií vplyv len rotácia (rotation) a nerovnomerné škálovanie (non-uniform scale), čo 
znamená, že sa na pozíciu vertexov aplikuje inverzná škálovacia matica. Ak si predstavíme, že 
modelovo-pohľadová matica pozostáva len z týchto operácií, tak platí nasledovné: 
• pre rotáciu (ortonormálnych) matíc:   R-1 = RT  a  R-T = R 
• pre škálovanie (diagonálnych) matíc: S = ST  
Z toho vyplýva: 
        & 
 
 
Konečná úprava normálových vektorov v shaderi vyzerá na základe predošlých faktov nasledovne: 
 
 
float3 normal = (normalize(mul((float3x3)modelViewIT, voxel.rgb))).xyz; 
 
 
kde parameter modelViewIT obsahuje spomínanú inverznú transponovanú modelovo-pohľadovú 
maticu a ColorVoxel.rgb nesie hodnotu normálového vektoru.  
V kapitole 5.4.8 sme si vysvetlili princíp výpočtu zložiek svetla osvetľovacieho modelu. 
Implementácia v shaderi je jednoduchá vďaka podpore vektorových operácií ako dot produkt, cross 
produkt, length atď. 
Difúzna (rozptýlená) zložka svetla sa implementuje nasledovne: 
 
float diffuse = max(dot(L, surfaceNormal), 0.0); 
 
kde parameter L predstavuje smerový vektor svetla vzhľadom k vzorkovanému bodu. 
 
 Spekulárna (odrazená) zložka svetla sa implementuje nasledovne: 
 
float specular = pow(max(dot(surfaceNormal, H),0.0f),shininess); 
(6.2) 
 56
kde parameter H predstavuje vektor medzi vektorom pohľadu V a vektorom svetla L. Parameter 
shininess predstavuje mieru lesklosti materiálu.  
Keď už máme vypočítanú rozptýlenú a odrazenú zložku svetla, tak týmito koeficientmi 
ponásobíme vektory, ktoré budú určovať farbu difúznej a spekulárnej časti svetla. 
 
 // ambient light color  
 float3 ambientLight = float3(0.1f, 0.1f, 0.1f);  
 
 // diffuse light color 
 float3 diffuseLight = float3(0.4f, 0.4f, 0.4f) * lightColor * diffuse; 
  
 // specular light color 
 float3 specularLight = float3(1.0f, 1.0f, 1.0f) * lightColor * specular; 
  
 
Nakoniec tieto tri zložky svetla sčítame a máme výslednú farbu. 
 
light = ambientLight + diffuseLight + specularLight; 
 
6.6 Paralelizácia na CUDA 
V kapitole 4.5 sme popísali princíp architektúry CUDA a povedali sme si, že je nástrojom pre 
paralelizáciu časovo náročných, hlavne negrafických algoritmov na GPU. Poskytuje nám heterogénne 
výpočtové prostredie, kde môžeme tvoriť paralelný kód na grafickom zariadení GPU (device) 
a taktiež sériový kód bežiaci na procesore CPU (host). Obe zariadenia pritom majú svoj vlastný 
oddelený adresovací priestor v DRAM nazývaný device memory, resp. host memory. 
Keď program na host CPU zavolá kernel, vytvorí sa mriežka blokov, ktorá sa distribuuje na 
multiprocesory s maximálnou možnou spúšťacou kapacitou. Vlákna v jednom bloku sa spúšťajú 
súčasne na jednom multiprocesore a viacero blokov vlákien sa môže spustiť súčasne na jednom 
multiprocesore. Multiprocesory sú navrhnuté tak, aby boli schopné spúšťať stovky vlákien súčasne. 
Na správu takéhoto veľkého množstva vlákien sa používa jedinečná architektúra SIMT (Single 
Instruction, Multiple Threads). Viac o hardwarovej implementácií architektúry CUDA sa môžeme 
dozvedieť v [11], strana 79. 
V kapitole 4.5.2 sme si vysvetlili hierarchiu pamätí používaných na grafickom zariadení. 
Naskytla sa otázka, či používať globálnu alebo textúrovaciu pamäť na paralelizáciu výpočtu 
gradientov. Po mnohých uvahách sa ako najvhodnejšia varianta javila textúrovacia pamäť kvôli hneď 
niekoľkým výhodám, ktoré poskytuje oproti globálnej pamäti. 
6.6.1.1 Textúrovacia pamäť 
Najväčšou výhodou textúrovacej pamäte je, že je cachovaná v tzv. texture cache. To znamená, že 
operácia čítania z textúry prislúcha jednej operácií čítania z pamäte zariadenia, ale iba v prípade, že 
čítanie z cache vrátilo chybu cache miss. V opačnom prípade nás to stojí len jednu operáciu čítania 
z cache. Je navrhnutá tak, aby zvládala blokové operácie čítania s konštantným oneskorením.  
Existuje viacero výhod, prečo používať textúrovaciu pamäť ako alternatívne riešenia za 
globálnu pamäť alebo pamäť konštánt: 
• Čítanie z globálnej pamäte alebo z pamäte konštánt vyžaduje nasledovanie určitých 
prístupových vzorov, aby sa dosiahol maximálny výkon. Naproti tomu pri použití 
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textúrovacej pamäte je možné dosiahnuť väčšiu šírku pásma (bandwidth) za predpokladu, že 
sa tieto prístupové vzory nepoužívajú. 
• Adresovacie výpočty sa vykonávajú mimo kernel v dedikovaných jednotkách. 
• Komprimované dáta môžu byť poslané do samostatných premenných v jednej operácií. 
• 8-bitové a 16-bitové celočíselná dáta môžu byť konvertované na 32-bitové floating-point 
čísla v rozsahu [0.0, 1.0] alebo [-1.0, 1.0]. 
6.6.2 Príprava 3D textúry 
Predtým, než sa začneme venovať paralelizácií výpočtu, si musíme najprv vysvetliť nastavenie 3D 
textúry v CUDE. Mechanizmus prípravy je o niečo komplikovanejší ako pri 2D textúrach, preto si ho 
popíšeme detailne v tomto dokumente. 
Ako prvé sa musí vytvoriť textúrovací objekt, ktorý nazývame texture reference. Tento objekt 
musí figurovať v globálnom rozsahu súboru, v ktorom sa s textúrou pracuje a nemôže sa predávať 
ako parameter funkcie. Texture reference definuje, ktorá časť textúrovacej pamäte sa číta. Tento 
objekt musí byť prostredníctvom runtime funkcií pripojený na určitý región pamäte s názvom texture 
ešte predtým, než ho začne kernel používať. Referencia na textúru sa definuje nasledovne: 
 
texture<Type, Dim, ReadMode> textureReference 
  
• Type – špecifikuje typ dát, ktoré sa budú vracať z funkcie na čítanie z textúry. Typ dát môžu 
tvoriť klasické integer,  floating-point a vektorové dátové typy ako float1, float2, float4 atď. 
• Dim – špecifikuje dimenziu textúry, ktorá môže byť rovná 1, 2 a 3 
• ReadMode – špecifikuje spôsob čítania dát z textúry; existujú 2 možné režimy: 
 cudaReadModeNormalizedFloat 
 cudaReadModeElementType 
Keďže my potrebujeme zachovať dáta v pôvodnom tvare ako boli získané zo súboru, tak 
použijeme režim cudaReadModeElementType. V tomto režime nedochádza k normalizácií dát po 
čítaní z textúry. Dosiaľ popisované atribúty sú nemenné a musia byť známe už v čase kompilácie 
kódu. 
Ďalšie atribúty objektu texture reference sa môžu meniť runtime prostredníctvom host runtime. 
Objekt texture je definovaný v high-level API ako štruktúra odvodená z typu textureReference 
definovaného v low-level API: 
 
   struct textureReference {  
   int normalized;  
enum cudaTextureFilterMode filterMode;  
enum cudaTextureAddressMode addressMode[3];  
struct cudaChannelFormatDesc channelDesc;  
   } 
 
• normalized – definuje, či sú textúrovacie súradnice normalizované alebo nie. V našom 
prípade nebudeme normalizovať tieto súradnice. 
• filterMode – špecifikuje režim filtrovania dát v textúre, teda to, ako je hodnota vrátená po 
získaní z textúry. Existujú 2 režimy filtrovania: 
 cudaFilterModeLinear – hodnota vrátená z textúry je lineárne interpolovaná 
z okolitých bodov. 
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 cudaFilterModePoint – hodnota vrátená z textúry je tá, ktorá je najbližšie 
k textúrovacím súradniciam. 
V tomto prípade sme použili režim cudaFilterModePoint, aby sa nám vracali pôvodné 
neinterpolované hodnoty z textúry. 
• addressMode – definuje adresovací mód textúry, teda to, ako sa spracovávajú súradnice, 
ktoré sú mimo rozsah textúry. Znova existujú 2 spôsoby spracovania: 
 cudaAddressModeWrap 
 cudaAddressModeClamp 
V našom prípade nastavíme cudaAddressModeClamp pre všetky 3 súradnicové osi, čo 
znamená, že súradnice mimo rozsah textúry budú nahradené najbližšou hraničnou. 
• channelDesc – je štruktúra, ktorá špecifikuje formát hodnôt po vrátení z textúry a je 
definovaná nasledovným spôsobom: 
 
   struct cudaChannelFormatDesc {  
int x, y, z, w;  
enum cudaChannelFormatKind f;  
   }; 
 
 x, y, z, w – predstavuje počet bitov na každú zložku vrátenej hodnoty; tu nastavíme 32 
bitov na x-ovú zložku, ostatné ponecháme rovné 0. 
 f – formát dát 
o cudaChannelFormatKindSigned 
o cudaChannelFormatKindUnsigned 
o  cudaChannelFormatKindFloat 
My budeme chciet používať dáta v rozsahu [0.0, 1.0], preto použijeme formát 
cudaChannelFormatKindFloat. 
 
Po tomto nasleduje vytvorenie tzv. CUDA array. Toto pole je optimalizované a výhradne určené pre 
prácu s textúrami, na ktoré sa pripája. Aby sme ho mohli vytvoriť, musíme určiť najprv jej rozmery a 
potom alokovať miesto pre ňu v pamäti. Tieto kroky vykonáme nasledovne: 
 
   // create CUDA array 
cudaArray *cuArr = NULL; 
 // create texture extents 
 cudaExtent cuExt = make_cudaExtent(width, height, depth); 
 // allocate memory for cuda array 
 cudaMalloc3DArray(&cuArr, &channelDesc, cuExt); 
 
 
Podstatným krokom je vytvorenie lineárnej pamäte pomocou funkcie cudaMalloc3DArray. Táto 
funkcia spĺňa požiadavky na zarovnanie pamäte v globálnom adresovacom priestore, a tým pádom 
zabezpečuje najlepší výkon pri prístupe na riadkové adresy alebo pri kopírovaní dát medzi rôznymi 
regiónmi globálnej pamäte.  
Na kopírovanie 3D dát z jedného objektu do druhého musíme použiť funkciu cudaMemcpy3D. Ako 
parameter funkcie jej predávame štruktúru cudaMemcpy3DParms. Položky tejto štruktúry nastavíme 
nasledovným spôsobom: 
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cudaMemcpy3DParms cuParam = {0}; 
 cuParam.srcArray  = NULL; 
 cuParam.srcPos    = make_cudaPos(0,0,0); 
 cuParam.srcPtr    = {volume3D, cuExt.width*sizeof(float),  
                          cuExt.width, cuExt.height}; 
 cuParam.dstArray  = cuArr; 
 cuParam.dstPos    = make_cudaPos(0,0,0); 
 cuParam.dstPtr    = {NULL, 0, 0, 0}; 
 cuParam.extent    = cuExt; 
cuParam.kind    = cudaMemcpyHostToDevice; 
 
 
Najdôležitejšími položkami, ktoré musíme nastaviť sú dstArray, ktorá určuje cieľové miesto, 
kam sa majú skopírovať dáta a položka srcPtr, ktorá obsahuje pointer na lineárnu pamäť, odkiaľ sa 
majú dáta kopírovať do dstArray. Po týchto krokoch stačí už len zavolať funkciu na kopírovanie:  
 
 
cudaMemcpy3D(&cuParam); 
 
 
a pripojiť toto pole na textúrovací objekt pomocou funkcie: 
 
 
cudaBindTextureToArray(textureRef,cuArr,channelDesc); 
 
6.6.3 Paralelizácia výpočtu gradientov 
Najpodstatnejším krokom pri paralelizácií algoritmu výpočtu gradientov je voľba veľkosti bloku 
vlákien a počtu vlákien na jeden blok. Tieto dimenzie by mali byť nastavené tak, aby efektívne 
pokryli oblasť dát, ktoré chceme paralelizovať a aby pritom počet vlákien na jeden blok nepresiahol 
maximálny možný počet, čo je 512 pre grafické karty s compute capability 1.0 – 1.3. Grafické 
zariadenia s compute capability 2.0 podporujú až 1024 vlákien na jeden blok, lenže tie už patria 
medzi high-end grafické karty, preto my budeme naďalej uvažovať referenčnú hodnotu 512. Toto 
obmedzenie  je spôsobené tým, že sa jeden blok môže spúšťať naraz iba na jednom multiprocesore 
a musí zdielať limitované zdroje poskytované týmto procesorom. Kompletnú technickú špecifikáciu 
jednotlivých compute capabilities môžeme nájsť v [11] na strane 148. 
Algoritmus výpočtu gradientov prebieha v trojitom cykle pre každú os súradnicového systému. 
Podľa vybraného typu algoritmu, viď. 5.4.7, sa zoberie okolie bodu a vypočíta sa x, y a z zložka 
normálového vektoru. Tá sa uloží na príslušné miesto v poli vektorov, z ktorej sa vytvorí 3D textúra 
pre pixel shader. 
Tento algoritmus sme sa rozhodli paralelizovať tak, aby sa pre každú x-ovú a y-ovú os 
vytvorilo jedno vlákno. Výpočet bude teda prebiehať už len v jednom cykle pre z-ovú os a na ostatné 
dve osi sa budeme odkazovať cez index vlákna.  
Aby sme zachovali limit počtu vlákien 512, tak zvolíme takú veľkosť, ktorá padne do tohto 
rozsahu. Ako vhodná sa javí veľkosť 16x16 vlákien na jeden blok, čo je bežný vzor používaný 
v aplikáciách. Zápis vyzerá nasledovne: 
 
   #define BLOCKSIZE 16 
   … 
   Dim3 threads(BLOCKSIZE, BLOCKSIZE); 
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Potom ostáva už len vypočítať počet blokov, ktorý je tvorený 2D mriežkou. Preto bloky 
indexujeme len dvoma súradnicami x a y. Dimenzia bloku sa určuje väčšinou z veľkosti dát, s akými 
pracujeme. 
 
dim3 blocks (ceil(width/threads.x),ceil(height/threads.y)); 
 
Takto máme zabezpečený dostatočný počet vlákien pre objemové dáta rôznych veľkostí. Pre 
dataset veľkosti 256x256x256 vznikne týmto spôsobom 65536 vlákien, čiže 256 vlákien pre osu x-
ovú a 256 vlákien pre osu y-ovú.  
S týmito dvoma parametrami voláme program kernelu, ktorý spustí ten istý kód paralelne na N 
vláknach a vypočíta gradienty na základe nami zvoleného spôsobu. 
 
CudaGradients<<< blocks, threads >>>(w, h, d, gradients); 
 
Parametre w, h, d predstavujú rozmery 3D textúry a pole gradients slúži na uloženie vypočítaných 
vektorov. Predtým však musíme alokovať pamät na grafickej karte pomocou funkcie cudaMalloc. 
Táto funkcia alokuje pamäťové miesto v globálnej pamäti zariadenia DRAM. 
 
cudaMalloc((void**)&gradients, GRAD_SIZE); 
 
Výpočet gradientov prebieha formou vzorkovania 3D textúry pomocou funkcie tex3D(texRef, x, y, z), 
kde parameter texRef je referencia na textúru a parametre x, y, z slúžia na indexovanie tejto textúry.   
Indexy x a y sú pritom identifikátormi vlákien, ku ktorým pristupujeme obecným spôsobom. 
 
int x = blockIdx.x * blockDim.x + threadIdx.x; 
int y = blockIdx.y * blockDim.y + threadIdx.y; 
 
• blockIdx – index bloku 
• blockDim – veľkosť bloku 
• threadIdx – index vlákna 
Po skončení výpočtu sa môžu gradienty prekopírovať na host pomocou funkcie cudaMemcpy. 
 
cudaMemcpy(cGradients, gradients, GRAD_SIZE, cudaMemcpyDeviceToHost); 
    
Parameter cGradients je pole, do ktorého sa kopírujú vektory z pamäťového miesta grafického 
zariadenia gradients. Parameter GRAD_SIZE určuje počet bajtov, ktoré sa majú skopírovať 
a parameter cudaMemcpyDeviceToHost určuje cieľové miesto kopírovania, čiže v tomto prípade z 
pamäte zariadenia device na host. Na konci nesmieme zabudnúť uvoľniť alokované zdroje na 
grafickej karte: 
 
cudaFree(gradients); 
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7 Dosiahnuté výsledky 
Aplikácia bola implementovaná a testovaná na konfigurácií: 
 
 
 
 
 
Tab. 5: Konfigurácia použitá na implementáciu aplikácie 
 
Táto konfigurácia je úplne minimálna, hlavne kvôli použitej grafickej karte. Tá totiž patrí do nižšej 
rady grafických adaptérov, ktorá ešte síce podporuje paralelnú architektúru CUDA, ale veľkosť 
pamäte RAM nás značne limitovala v jej použití. Pri dátach veľkosti 256x256x256 by sme totižto  
potrebovali alokovať pamäť na grafickej karte veľkosti 2563 * 4 * 3 =  192MB pre gradienty a 2563 * 
4 = 64MB pre 3D textúru, čo dokopy dáva 256MB.  
Požiadavky na CPU nie sú stanovené, ale prinajmenšom by to mal byť aspoň dvojjadrový 
procesor. Dôležité je mať dostatok fyzickej pamäte RAM, aspoň 2GB, ale v ideálnom prípade aj 4GB 
pre alokáciu zdrojov pri väčších objemových dátach. Grafická karta by mala podporovať architektúru 
CUDA a mala by mať tiež dostatok pamäte, minimálne 1GB RAM, ideálne 2GB RAM. Dnešné 
grafické karty už síce podporujú 3D textúry veľkosti 512x512x512, ale nie je možné využiť plnú 
kapacitu tejto textúrovacej pamäte, lebo by rýchlosť renderovania rapídne klesla. Tiež by mala karta 
podporovať štandard OpenGL 2.0 a Shader Model 3.0. Aplikácia nebola testovaná na grafických 
kartách ATI, preto nie je zaručená jej správna funkčnosť na tomto zariadení. 
Tabuľka 6 ukazuje framerate na 3 rôznych datasetoch pre všetky projekčné metódy.  
 
SPV 
DATASET SIZE 
256 x 256 x 225 [FPS] 128 x 256 x256 [FPS] 256 x 256 x256 [FPS] 
MIP RTG B C MIP RTG B C MIP RTG B C 
0,06 29,79 27,98 14,98 9,99 59,92 59,91 30,00 19,98 59,91 59,91 19,97 11,98 
0,25 12,00 11,97 5,99 3,33 29,97 29,96 11,99 6,66 14,94 14,97 5,99 3,15 
0,50 8,56 8,56 3,53 1,82 19,97 19,97 7,49 3,53 8,56 8,25 3,33 1,66 
0,75 7,61 7,49 2,50 1,27 15,00 14,98 4,99 2,40 5,45 5,45 1,82 0,94 
1,00 6,00 5,99 1,93 1,00 11,99 11,99 3,75 1,82 5,00 5,12 1,66 0,80 
1,25 5,38 5,30 1,62 0,82 9,99 9,99 3,00 1,46 4,61 4,38 1,50 0,76 
1,50 4,28 4,22 1,36 0,69 8,56 8,56 2,61 1,25 4,00 3,74 1,27 0,64 
1,75 4,00 3,98 1,20 0,61 7,49 7,49 2,22 1,07 3,52 3,33 1,11 0,56 
2,00 3,52 3,53 1,05 0,54 6,66 6,66 1,93 0,94 3,00 2,72 0,98 0,50 
 
Tab. 6: Počet obrázkov za sekundu pri rôznych projekčných metódach a rôznych vzorkovacích 
krokoch pre 3 datasety 
Mainboard MB ASUS-M2N-MX SE PLUS 
CPU AMD Phenom 8450 Triple Core 2,11GHz 
RAM 2,00 GB RAM, 800 MHZ 
GPU NVidia GeForce 8600GT, 256 RAM 
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Ako vidíme, počet frame-ov rapídne klesal so zvyšujácim sa SPV (Samples per voxel). Najväčší 
pokles bol zaznamenaný pri kompozitnej projekčnej metóde. Tá má totiž veľkú réžiu pri výpočte 
osvetľovacieho modelu a navyše jej textúra zaberá veľkú časť textúrovacej pamäte. Graf na obrázku 
41 ukazuje pokles frameratu pre 3 rôzne datasety pri použití kompozitnej metódy renderovania. 
 
 
Obr. 41: Počet obrázkov za sekundu pri kompozitnej projekcii na rôznych dátach 
 
 
 
Intermediate difference   
gradient  - čas výpočtu[s] 
Central difference 
 gradient - čas výpočtu[s] 
Neumann gradient  
estimation - čas výpočtu[s] 
D1 D2 D3 D1 D2 D3 D1 D2 D3 
GPU 0,280 0,344 0,594 0,281 0,359 0,61 0,328 0,375 0,672 
CPU 0,626 0,757 1,317 0,881 1,051 1,829 2,134 2,503 4,393 
Zrýchlenie 2,24x 2,2x 2,22x 3,14x 2,93x 3,00x 6,51x 6,68x 6,54x 
D1 – 256x256x109,  D2 – 128x256x256,  D3 – 256x256x225 
 
Tab. 7: Porovnanie rýchlosti výpočtu gradientov na GPU a CPU pred spustením aplikácie 
 
Tabuľka 7 ukazuje rozdiel v rýchlosti výpočtu gradientov na CPU a GPU pred spustením 
renderovania. Ako vidíme, najmarkantnejší rozdiel nastal pri Neumann gradient estimation metóde 
výpočtu, kde sme dosiahli takmer 7-násobné zrýchlenie výpočtu.    
 
 
Intermediate difference   
gradient  - čas výpočtu[s] 
Central difference 
 gradient  - čas výpočtu[s] 
Neumann gradient  
estimation  - čas výpočtu[s] 
D1 D2 D3 D1 D2 D3 D1 D2 D3 
GPU 0,297 0,968 1,437 1,031 0,984 1,50 1,062 1,016 1,562 
CPU 0,613 1,043 1,616 1,214 1,049 1,824 2,120 2,059 4,416 
Zrýchlenie 2,06x 1,07x 1,12x 1,17x 1,07x 1,21x 2,00x 2,03x 2,83x 
D1 – 256x256x109,  D2 – 128x256x256,  D3 – 256x256x225 
 
Tab. 8: Porovnanie rýchlosti výpočtu gradientov na GPU a CPU runtime za behu aplikácie 
 
Tabuľka 8 ukazuje ten istý prípad, ale tentokrát bol čas výpočtu odmeraný runtime za behu aplikácie. 
Vidíme, že nastalo drobné spomalenie výpočtu pri riešení na GPU, čo je spôsobené tým, že je 
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Grafy na obrázkoch 42 
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Obr. 42: Porovnanie rýchlosti výpo
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a 43 ukazujú rozdiel v rýchlosti výpočtu pomocou 
 počas behu aplikácie. 
čtu gradientov na CPU a GPU pred spustením renderovania
 
očtu gradientov na CPU a GPU runtime za behu programu
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ľmi krátku dobu. 
ľa toho, ako je 
ť výpočtu aj dĺžka 
Neumann gradient 
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8 Záver 
Cieľom prvej časti diplomovej práce bolo preštudovať si možnosti získavania medicínskych dát,  
poznať základy algoritmov na renderovanie týchto dát a vytvoriť si prehľad o súčasnom využití 
grafických kariet s dôrazom na hardwarovú podporu. V druhej časti bolo treba implementovať 
navrhnutý systém pre zobrazovanie objemových dát s využitím tejto hardwarovej podpory. 
Všetky body zadania sa podarilo úspešne splniť. Aplikácia je schopná zobrazovať objemové 
dáta, ktoré boli nasnímané niektorou skenovacou technológiou. Zatiaľ sme schopný čítať z dvoch 
typov súborov typu RAW a VLB, ale je možné v budúcnosti doimplementovať aj podporu iných 
formátov ako TIFF, ICS apod. Na implementáciu algoritmu vrhania lúča sa použili programovateľné 
shadere, pričom najdôležitejšiu časť algoritmu implementuje pixel shader, v ktorom sa vykonáva 
vzorkovanie 3D textúry a počíta sa výsledná farba a priehľadnosť pixelu podľa zvolenej projekčnej 
metódy. V pixel shaderi sa tiež implementuje osvetľovací model, ktorý dáva našim objemovým 
dátam realistickejší vzhľad. Nemusí sa pri tom jednať špeciálne o medicínske dáta, ale primárne sa 
aplikácia testovala práve na nich kvôli demonštrácií schopností dnešného grafického hardwaru pri 
rýchlom realtime spracovaní rozsiahlych objemových dát.  
Nevýhodou algoritmu raycasting je, že presúva celý výpočet na grafickú kartu. Vertex shader  
nie je zaťažený skoro vôbec, keďže ten má na starosti len správne prepočítanie textúrovacích 
súradníc. Výpočet sa teda celý presúva do pixel shadera, ktorý sa tým pádom stáva najviac vyťaženou 
jednotkou grafického pipelinu. Tento fakt je však v dnešnej dobe zanedbateľný vďaka jednotnému 
a veľmi rýchlemu shaderovaciemu systému súčasných grafických kariet. Navyše vertex a fragment 
jednotky majú 2-násobnú frekvenciu oproti jadru GPU. 
Najväčším prínosom práce je možnosť výpočtu gradientov na grafickej karte pomocou 
technológie CUDA. Vďaka veľmi efektívnemu systému vlákien sme boli schopný paralelizovať 
výpočet a dosiahli sme sa tak v niektorých prípadoch až 6,5-násobné zrýchlenie výpočtu. Jediné, čo 
nás obmedzovalo, bol hardware samotný, ktorého nedostatok pamäte nám umožnil testovať len dáta 
do určitej veľkosti. Pre testovanie rozsiahlejších dát by bola potrebná lepšia grafická karta 
s minimálne 1GB RAM, v ideálnom prípade až 2GB RAM.     
Aplikácia má najrozsiahlejšie využitie v oblasti medicíny pri zobrazovaní a rozlišovaní 
odlišných tkanív v tele. Môže však nachádzať uplatnenie aj v chémií pri zobrazovaní molekulárnych 
a bunkových štruktúr, poprípade aj v priemysle. 
Budúcich prácí na projekte by bolo veľa a väčšina z nich by bola zameraná na zvýšenie kvality 
renderovania a na optimalizáciu. Zobrazovanie veľmi rozsiahlych dát o veľkosti napr. 5123 by mohol 
spôsobiť rapídny pokles frameratu. Preto by bolo vhodné takéto dáta buď podvzorkovať alebo 
optimalizovať vykresľovanie pomocou stromových štruktúr typu kd-tree, príp. octal-tree. Tie by 
rozdelili objem na menšie celky, ktoré by sa spracovávali postupne a navyše by sme boli schopný 
vynechať prázdne oblasti dát, ktoré neprispievajú ku konečnému výsledku, a tým zrýchliť proces 
renderovanie. 
Na odstránenie artefaktov v obraze, spôsobených semitransparentným zobrazením, by sa okrem 
predintegrovanej tabuľky mohla ešte použiť technika prekladaného vzorkovania (interleaved 
sampling). Pri tejto technike sa používajú nepravidelné vzorkovacie kroky, ktoré pokrývajú viacej 
pixelov.  
Nakoniec by ešte ďalším vylepšením mohli byť rôzne postprocessingové úpravy obrazu, 
poprípade by sa dalo pouvažovať aj o celkovej implementácií algoritmu raycasting v CUDE bez 
použitia shaderov. 
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Príloha 1.: Manuál 
 
Požiadavky 
Nie sú určené žiadne minimálne požiadavky na procesor, aby sme boli schopný ovládať 
aplikáciu. Určite by sa však malo jednať o niektorú zo súčasných CPU, pretože aplikácia nebola 
testovaná na slabšom procesore. Na čo treba klásť dôraz, je použitá grafická karta a fyzická pamäť 
RAM.  
 
Minimálne požiadavky  
RAM 2GB RAM, 800 MHz 
GPU NVidia GeForce 8600GT, 256 RAM 
Ideálne požiadavky 
RAM 4GB RAM, 800 MHz 
GPU NVidia GeForce 9800GTX, 2GB RAM 
 
Tab. 9: Minimálne a ideálne hardwarové požiadavky aplikácie 
 
Pri rozsiahlejších dátach je potrebné mať o niečo viac fyzickej pamäte RAM pre potreby 
aplikácie. Je to z toho dôvodu, že musíme alokovať pamäť pre dáta, gradienty a dáta + gradienty 
spolu. Tento spôsob sme zvolili z dvoch dôvodov. Ak by sme alokovali pamäť len pre dáta 
a gradienty zvlášť a mapovali ich ako samostatné textúry na objemovú kocku, tak by tým značne 
klesol framerate a aplikácia by sa spomalila, hlavne na slabších grafických kartách. Bolo výhodnejšie 
tieto dáta spojiť do jednej RGBA textúry a tak ju mapovať na objemovú kocku. Ak by sme však 
alokovali pamäť len pre dáta, a gradienty počítali rovno do pamäte určenej pre dáta + gradienty, tak 
by sme tým znevýhodnili grafické karty s menšou kapacitou pamäte. 
Zoberme si ako príklad dataset veľkosti 256x256x225. Pre dáta potrebujeme pamäť veľkosti 
256*256*225*4 (float) = 56,25MB. Pre dáta + gradienty potrebujeme 256*256*225*4*4 = 225MB 
pamäte. Aby sa normálové vektory počítali paralelne na GPU, musíme toľko isto pamäte alokovať aj 
na grafickej karte pre 3D textúru a pre gradienty. Po sčítaní týchto dvoch hodnôt však dostávame 
pamäťové nároky, ktoré činia spolu 281MB pamäte. Z tabuľky 9 vidíme, že by nám nestačila  
minimálna konfigurácia, aspoň čo sa týka kapacity pamäte grafickej karty. Preto je lepšie alokovať si 
miesto aj pre gradienty, a potom budeme potrebovať na grafickej karte len  256*256*225*4*3 = 
168,75MB pamäte. Ak si to teraz sčítame dokopy s dátami, tak pamäťové nároky budú činiť 225MB, 
čo nám už vyhovuje. Toto však ide samozrejme na úkor RAM-ky, kde tým pádom potrebujeme mať 
k dispozícií 56,25MB + 225MB + 168,75MB = 450MB pamäte. Pri menších dátach to ešte nevadí, ak 
by sme si však vzali dáta veľkosti 5123, tak by sa tieto nároky vyšplhali až na 4GB pamäte. Jediným 
riešením by potom bola už len spomínaná optimalizácia spracovania rozsiahlych objemových dát, tú 
však naša aplikácia v súčasnej dobe ešte neimplementuje. 
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Inštalácia 
Inštalácia programu vyžaduje prekopírovať obsah DVD na zvolené miesto na disku. To je 
potrebné len v prípade, že chceme ukladať nastavenia aplikácie do konfiguračných súborov. 
Nastaveniami aplikácie sa myslí aktuálna konfigurácia masky, stav prenosových textúr a vektor 
gradientov, z ktorých sa počíta osvetľovací model. 
Konfigurácia masky sa ukladá do súboru s príponou .msk a obsahuje nasledujúce údaje: 
• Aktuálna prenosová textúra –  2 / 3 / 4 (len maskovacie prenosové textúry) 
• Stav osvetlenia – zapnuté/vypnuté 
• Stav maskovania – povolené/zakázané 
• Zobrazenie maskovacej kocky – zobrazený/nezobrazený 
• Oblasť maskovaných dát – vo vnútri kocky / mimo oblasť kocky 
• Vstupnú pozíciu maskovacej kocky – x, y, z súradnice 
• Výstupnú pozíciu maskovacej kocky – x, y, z súradnice 
 
Prenosové textúry máme 4 a ukladajú sa do súborov s príponou .tf1 až .tf4. Súbor obsahuje: 
• Aktuálnu veľkosť textúry 
• Dáta textúry 
 
Gradienty sa ukladajú do súboru s príponou .grad, pričom obsah súboru závisí od toho, či sú 
gradienty počítané na CPU alebo na GPU. 
• GPU verzia súboru obsahuje: 
 Pole 3-prvkových vektorov – vektory gradientov 
• CPU verzia súboru obsahuje: 
 Pole 4-prvkových vektorov – vektory gradientov + hodnota z dátovej matice 
(pozn.: Ak uložíme gradienty do súboru v GPU režime a budeme ich chcieť načítať v CPU  
režime alebo naopak, tak sa nám nezobrazia správne kvôli tomu, že sa ukladajú rozdielne  
informácie. Treba súbor zmazať, aby sa gradienty znova vypočítali a potom znova uložiť do  
súboru v požadovanom formáte.) 
 
Projekt je treba skopírovať celý v pôvodnej podobe, ak chceme spustiť testovacie sady 
pripravené v adresári \Debug. Testovacie dávkové súbory zobrazujú dáta uložené v adresári 
..\mdrender\data\test1-N. Ak chceme zobraziť iné dáta, treba ich skopírovať do zvolenej lokality 
a načítať z príkazového riadku.  
 
Príkazový riadok 
V príkazovom riadku nastavujeme niektoré základné nastavenia programu. Formát vyzerá 
nasledovne: 
MDRender.exe [-d dataFile] [-p projection method] [-t1 transferFile1] [-t2 transferFile2]  
[-t3 transferFile3] [-t4 transferFile4] [-m maskConfigFile] 
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Možnosti: 
-d datafile   Načítanie dátového súboru s príponou .raw alebo .vlb 
-p projection method  Typ projekcie – blend, mip, rtg, composite 
-t1 transferFile1  Súbor obsahujúci prvú prenosovú textúru 
-t2 transferFile2  Súbor obsahujúci druhú prenosovú textúru 
-t3 transferFile3  Súbor obsahujúci tretiu prenosovú textúru 
-t4 transferFile4  Súbor obsahujúci štvrtú prenosovú textúru 
-m maskConfigFile  Súbor obsahujúci konfiguráciu masky 
 
Prvé štyri parametre, ktoré špecifikujú umiestnenie dátového súboru a typ projekcie, sú 
povinné. Ostatné parametre sú voliteľné, ale treba dávať pozor na jednu vec. Ak ukladáme 
konfiguráciu masky do súboru, tak treba dbať na to, aby sme uložili aj aktuálnu prenosovú textúru 
(použitú pri maskovaní) do súboru a pri načítavaní konfiguračného súboru z príkazového riadku 
nesmieme zabudnúť tiež načítať aj súbor s touto prenosovou textúrou. 
 
Ovládanie GUI 
Aplikácia sa kompletne ovláda pomocou myši. Pomocou nej rotujeme vyrenderovaný objem, 
nastavujeme prenosové textúry a ovládame jednoduché OpenGL GUI, ktoré sme si naprogramovali 
pre jednoduchšie ovládanie aplikácie. Aplikácia pozostáva z týchto základných prvkov: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 44: Vzhľad aplikácie 
Nastavenia 
aplikácie 
Transfer 
funkcia 
Renderovaný objekt GUI aplikácie 
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Transfer funkcia 
Transfer funkcia slúži na nastavenie RGBA hodnôt v objemových dátach a umožňuje nám rozlíšiť 
jednotlivé štruktúry rôznymi farbami a úrovňami transparentnosti. Ovládací prvok transfer funkcie 
vyzerá nasledovne: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 45: Okno transfer funkcie 
Týchto transfer funkcií máme 4, medzi ktorými môžeme prepínať a 3 z nich slúžia výhradne na 
maskovanie vybraných oblastí dát pomocou maskovacej kocky. Ľavým tlačítkom myši meníme 
polohu vybraného bodu v grafe. Pravým tlačítkom presúvame graf ľubovoľne v okne aplikácie, 
stredným tlačítkom meníme veľkosť okna grafu a kolieskom myši pridávame, resp. odoberáme body 
v  grafe. 
 
Orezávanie / maskovanie dát 
Orezávanie / maskovanie dát slúži na odstránenie, príp. vyfarbenie vybranej oblasti dát pomocou 
maskovacej kocky a prenosovej 
funkcie. 
 
 
 
 
 
 
 
 
 
Obr. 46: Klasifikácia dát pomocou maskovania 
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Maskovať dáta môžeme prenosovými textúrami 2 až 4, pretože tie sú výhradne určené k tomuto účelu 
a nie sme schopný nimi klasifikovať inú oblasť než maskovanú. Poloha maskovacej kocky sa mení 
stlačením klávesy SHIFT + ľavé / pravé tlačítko myši. Veľkosť maskovacej kocky meníme 
stlačením klávesy CTRL + ľavé / pravé tlačítko myši. Ľavé tlačítko slúži na zmenu polohy / veľkosti 
v smere x, y a pravé tlačítko na zmenu polohy / veľkosti v smere z. 
 
Panel nástrojov 
Panel nástrojov slúži na ovládanie najdôležitejších nastavení v programe. Okno panelu nástrojov 
vyzerá nasledovne: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 47: Panel nástrojov aplikácie 
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- Projection method – pomocou 4 prepínacích tlačítok meníme projekčnú metódu. 
• Blend – transparentné vrstvy 
• MIP – projekcia maximálnej intenzity 
• Composite – kompozitná metóda 
• RTG –simulácia röntgenu 
- Clipping – orezávanie, resp. maskovanie vybraných oblastí objemu 
• Enable clipping – povolenie maskovania dát (zobrazí sa maskovacia kocka) 
• Hide cube – zobrazenie alebo vypnutie maskovacej kocky 
• Inside – maskuje sa oblasť vo vnútri maskovacej kocky 
• Ouside – maskuje sa oblasť mimo maskovacej kocky 
- Gradient type – výber metódy výpočtu gradientov 
• Intermediate difference gradient – okolie 3 bodov+aktuálny voxel 
• Central difference gradient – okolie 6 bodov 
• Neumann gradient estimation – okolie 26 bodov 
- Lighting – funkcie pre prácu s osvetlením 
• Enable lighting – zapnutie / vypnutie osvetlenia (len pri kompozitnej metóde) 
• Rot X, Rot Y, Rot Z – zmena polohy svetla v scéne 
 – rozsah od [-100, 100] na každej osi 
• Shininess – miera lesklosti materiálu; parameter spekulárnej zložky svetla 
– rozsah od [0, 100] 
- Transfer function – výber prenosovej textúry 
• Show – zobrazenie aktuálne zvolenej transfer funkcie (zobrazí sa okno transfer funkcie) 
• Transfer 1 – prenosová textúra 1 
• Transfer 2 – prenosová textúra 2 
• Transfer 3 – prenosová textúra 3 
• Transfer 4 – prenosová textúra 4 
- Sample options – funkcie meniace vzorkovací krok 
• Enable downscaling – automatické zníženie vzorkovacieho kroku pri pohybe myši, aby sme 
dosiali vyšší framerate 
• Stepsize – manuálne nastavenie vzorkovacieho kroku 
– vzorkovací krok sa počíta ako 1/x; hodnotu x meníme posuvnítkom v rozsahu  
   [16, 1024]. 
- Other option – iné dodatočné operácie 
• Bounding cube – zapnutie / vypnutie zobrazenia objemovej kocky 
• Fullscreen – zobrazenie na celú obrazovku 
• Save gradients – uloženie gradientov do súboru 
• Save mask – uloženie konfigurácie masky do súboru 
• Save TF1–TF4 – uloženie prenosových textúr 1 až 4 do súboru 
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Panel nástrojov môžeme presúvať v rámci okna aplikácie pomocou pravého tlačítka myši. 
Ostatné aktívne prvky GUI (zaškrtávacie políčko, prepínacie tlačitko, posuvník, obyčajné tlačidlo) 
ovládame ľavým tlačítkom myši. 
Rotovanie objektu sa tiež vykonáva pohybom myši. Ľavým tlačítkom rotujeme objekt okolo 
osí x,y a pravým tlačítkom okolo osi z. Kolečko myši slúži ako zoom in / zoom out. Aplikácia sa dá 
ukončiť pomocou kláves q, x alebo ESC. 
  
 Príloha 2.: Obrázky (Screenshots) 
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