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Abstract
We propose a sparse regression method based on the non-concave penalized density
power divergence loss function which is robust against infinitesimal contamination in
very high dimensionality. Present methods of sparse and robust regression are based
on `1-penalization, and their theoretical properties are not well-investigated. In con-
trast, we use a general class of folded concave penalties that ensure sparse recovery and
consistent estimation of regression coefficients. We propose an alternating algorithm
based on the Concave-Convex procedure to obtain our estimate, and demonstrate its
robustness properties using influence function analysis. Under some conditions on
the fixed design matrix and penalty function, we prove that this estimator possesses
large-sample oracle properties in an ultrahigh-dimensional regime. The performance
and effectiveness of our proposed method for parameter estimation and prediction
compared to state-of-the-art are demonstrated through simulation studies.
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1 Introduction
Consider the standard linear regression model (LRM):
y = Xβ + , (1.1)
where y = (y1, . . . , yn)T are observations from a response variable Y , X = (x1 · · ·xn)T
is the design matrix containing associated observed values of the explanatory variable
X ∈ Rp, and  = (1, . . . , n)T ∼ Nn(0, σ2In) are the random error components. Under
this setup, sparse estimators of β = (β1, . . . , βp)T , i.e. the estimators which set some
entries in the estimated coefficient vector to exactly 0, can be defined as the minimizer of
the following objective function:
n∑
i=1
ρ(yi − xTi β) + λn
p∑
j=1
p(|βj |), (1.2)
where ρ(.) is a loss function, p(.) is the sparsity inducing penalty function, and λn ≡ λ
is the regularization parameter depending on the sample size n. Starting from the Least
Absolute Shrinkage and Selection Operator (LASSO) method of Tibshirani (1996), the
area of sparse penalized regression has seen a flurry of research in the past two decades,
owing to their ability of simultaneously perform variable selection and estimation in high-
dimensional datasets from diverse areas such as genome biology, chemometrics and eco-
nomics. A number of further studies led to improvement in estimation accuracy of the
penalized estimates (Fan and Li, 2001; Zou, 2006; Zhang, 2010), as well as algorithmic
refinement (Kim et al., 2008; Zou and Li, 2008; Wang et al., 2013).
All the above methods are, however, based on penalizing the least square (or log-
likelihood) loss function, and as a consequence are not robust against data contamination
and model misspecifications. This is a serious concern, since real-world high-dimensional
datasets, for example gene expression data, often contain variables with heavy-tailed dis-
tributions, or observations contaminated due to technical reasons (Osborne and Overbay,
2004; Shieh and Hung, 2009; Zang et al., 2017).
Among robust methods for sparse regression, Khan et al. (2007) proposed a robust
version of the LARS algorithm for calculating the Lasso solution path (RLARS), while
Wang et al. (2007) and Alfons et al. (2013) proposed sparse versions of the regression
with Least Absolute Deviation loss (LAD-Lasso) and the Least Trimmed Square method
(sLTS), respectively. More recently, Zang et al. (2017) sparsified the density power di-
vergece (DPD) loss-based regression, and Kawashima and Fujisawa (2017) did the same for
the log-DPD loss function. DPD-based methods are a robust generalization of maximum
likelihood-based inference, and are known to produce highly robust parameter estimates
with nominal loss in efficiency in several non-sparse regression problems (Basu et al., 1998;
Ghosh and Basu, 2013, 2016). The above two papers numerically illustrated that such
advantages of DPD-based inference continue to hold in high-dimensional settings.
A major issue with the robust high-dimensional regression techniques proposed till now
is that all of them are based on (adaptive) `1-penalization. The bias of Lasso estimators is
well known for penalized least square regression (Zhang and Huang, 2008; Javanmard and
Montanari, 2018). Nonconcave penalties, e.g. the Smoothly Clipped Absolute Deviation
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(SCAD, Fan and Li (2001)) remedy this, giving estimators that are variable selection
consistent and provide asymptotically unbiased penalized (least square) estimates for non-
zero elements of the coefficient vector β. Advantage of nonconcave penalized methods
have been demonstrated for the LRM in (1.1) (see Wang et al. (2013) and the references
therein), and multiple-response regression (Majumdar and Chatterjee, 2018).
In this paper, we combine the strengths of non-concave penalties and the DPD loss
function to simultaneously perform variable selection and obtain robust estimates of β
under the model (1.1). We ensure robustness of our procedure against contaminations of
infinitesimal magnitude using influence function analysis, and establish theoretical con-
sistency properties of the proposed estimator in a high-dimensional context with non-
polynomial (NP) dimensionality. To this end, we use the DPD loss function with suitable
non-concave penalties (Fan and Li, 2001; Zhang, 2010) in the setup of (1.2) to obtain
estimators with reduced false positives, estimation and prediction error as compared to
`1-penalization, along with robustness advantages against data contamination. As an
added advantage of the generalized formulation of DPD, we obtain new results on the
forms of influence functions and asymptotic properties of penalized maximum likelihood
LRM estimates of both the regression coefficient and the error variance.
Properties of the closely related class of penalized high-dimensional M-estimators have
previously been analyzed by Neghaban et al. (2012); Bean et al. (2013); Donoho and
Montanari (2016); Lozano et al. (2016); Loh and Wainwright (2017), but without detailed
attention to the robustness aspects. The assumptions on the design matrix they impose
are largely same as those imposed for high-dimensional analysis assuming the least-square
loss function (e.g. the restricted eigenvalue condition (Bickel et al., 2009)). However, in
presence of arbitrary contamination in X one does not expect it to adhere to the nice
properties that enable a non-robust analysis to go through. In contrast, our theoretical
conditions in Section 4 are perhaps the first attempt to recognize the need for modified
conditions for theoretical analysis in a robust M-estimation framework in high dimensions.
In very recent work, Avella-Medina and Ronchetti (2018) discussed the robustness and
asymptotic properties of a particular M-estimator based on a quasi-likelihood approach.
However, their high-dimensional asymptotics and illustrations are restricted only to the
estimation of β using adaptive lasso penalties. In comparison, we derive the general theory
for simultaneous robust estimation of β and σ along with consistent variable selection using
general non-concave penalties for a class of location-scale error model of linear regression,
and also develop an efficient computational algorithm for our proposal. Further, as seen
later, the simplicity and rigorousness of our proposal makes it feasible to extend for more
general parametric regression models. This generalizability is a major strength of our
theoretical developments.
Structure of the paper We start with the general framework of DPD-based robust
methods, then introduce our estimator for a general location-scale class of error distribu-
tion in the LRM (1.1) in Section 2, followed by a Concave-Convex Procedure (CCCP)(Kim
et al., 2008; Wang et al., 2013)-based computational algorithm. We elaborate on the ro-
bustness properties of our estimator using influence function analysis in Section 3. Sec-
tion 4 presents a detailed analysis of the theoretical properties of our estimator that
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underlies its oracle properties. We compare the finite sample performance of our methods
with existing sparse robust regression techniques in Section 5 using simulations. Finally,
we finish our paper with a discussion in Section 6. Proofs of all theoretical results and
additional simulations are given in the supplementary material.
Notation We denote vectors a ∈ Rb and matrices A ∈ Rb×b1 by bold small and capital
letters, respectively, and their elements by small non-bold letters. The non-zero support
of a is denoted by supp(a) = {c : ac 6= 0}. We denote `1 norm by ‖a‖1 = ∑bc=1 |ac|, `2
norm by ‖a‖ =
√∑b
c=1 a
2
c , `∞ norm by ‖a‖∞ = maxbc=1 |ac|, ‖A‖∞ = maxbc=1 b1c1=1|acc1 |,
and also use the mixed matrix norm ‖A‖2,∞ = max‖v‖=1 ‖Av‖∞. For a positive defi-
nite matrix P , we denote its smallest and largest eigenvalue by Λmin(P ) and Λmax(P ),
respectively.
2 Model formulation
The density power divergence (DPD) (Basu et al., 1998) between two densities g and f ,
with respect to some common dominating measure, is defined as
dα(g, f) =
∫ {
f1+α −
(
1 + 1
α
)
fαg + 1
α
g1+α
}
, α > 0, (2.1)
d0(g, f) =
∫
g log
(
g
f
)
, (2.2)
where α is a tuning parameter controlling the trade-off between robustness and efficiency
of the resulting estimator. Basu et al. (1998) initially proposed a robust estimator under
the parametric setup of independent and identically distributed (IID) data by minimizing
the DPD measure between model density and observed data density. In particular, if
X1, . . . , Xn are IID observations from a population having true density g which is being
modeled by a parametric family of densities {fθ : θ ∈ Θ}, the minimum DPD estimator
(MDPDE) of θ is obtained by minimizing the DPD measure dα(ĝ, fθ) with respect to
θ ∈ Θ, where ĝ is an empirical estimate of g based on data.
The advantage of DPD that makes it popular among other divergences generating
robust inference is the third term in its definition (2.1) can be neglected when minimizing
dα(g, f) with respect to θ and the second term can be re-written as
∫
fαg =
∫
fαdG
with G being the true distribution function of g. It thus suffices to estimate G using
the empirical distribution function, avoiding any nonparametric estimation of g itself and
the associated complications. This leads to the simplified objective function (or the loss
function)
Hn(θ) =
∫
f1+αθ −
(
1 + 1
α
) 1
n
n∑
i=1
fαθ (Xi). (2.3)
The MDPDE is a robust generalization of the Maximum Likelihood Estimate (MLE) for
α > 0, with both of them coinciding as α ↓ 0. See Basu et al. (2011) for more details and
examples.
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Durio and Isaia (2011) extended the concept of the minimum DPD estimation to the
problem of robust estimation in the LRM (1.1) with normal errors. They proposed to
minimize the loss function
Lαn(θ) = Lαn(β, σ) =
1
(2pi)α/2σα
√
1 + α
− 1 + α
α
1
(2pi)α/2σα
1
n
n∑
i=1
e−α
(yi−xTi β)
2
2σ2 + 1
α
. (2.4)
When both Y and X are random but we only assume the parametric model for the
conditional distribution of Y given X, the loss function Lαn(β, σ) in (2.4) can be seen
as an empirical estimate of the expectation (with respect to the unknown covariate dis-
tribution) of the DPD objective function (2.3) between the conditional data and model
densities of Y given X. However, under the fixed design setup with non-stochastic co-
variates xi, i = 1, . . . , n, the only random observations y1, . . . , yn are independent but
non-homogeneous (INH). Ghosh and Basu (2013) recently studied this problem, where
they suggested minimizing the average DPD measure between the data and the model
densities for each given covariate value. Interestingly, this also leads to the same loss
function, i.e. (2.4). Therefore the loss function Lαn(θ) = Lαn(β, σ) in (2.4), referred from
here as the DPD loss function (with tuning parameter α), can be used to obtain robust
MDPDE under the LRM (1.1) with normal errors for both stochastic and fixed design
matrices.
2.1 Non-concave penalized DPD
In the present paper we propose a penalized version of the DPD loss function, with an ap-
propriate class of non-concave penalties (Fan and Li, 2001) to simultaneously perform ro-
bust parameter estimation and variable selection for the LRM (1.1) in a high-dimensional
setup under data contamination. The choice of penalty functions plays an important role
in characterizing the properties of the resulting estimator.
A good penalty function pλ(|s|), with s ∈ R and λ > 0, should have three basic
properties (Fan and Li, 2001)– (i) Unbiasedness to remove modeling biases (holds when
p′λ(|s|) = 0 for large s), (ii) Sparsity for variable selection (holds when min(|s|+p′λ(|s|)) >
0), and (iii) Continuity of the resulting estimator for greater stability (holds when min(|s|+
p′λ(|s|)) is attained at s = 0). The smoothly clipped absolute deviation (SCAD) penalty
(Fan and Li, 2001) satisfies all the above properties. It is defined based on two fixed
parameters a > 2 and λ > 0 as:
pλ(|s|) =

λ|s| if |s| ≤ λ,
2aλ|s|−|s|2−λ2
2(a−1) if λ < |s| ≤ aλ,
(a+1)λ2
2 if |s| > aλ.
(2.5)
Zhang (2010) developed another important penalty function satisfying Properties (i)–(ii)
but not (iii), known as the minimax concave penalty (MCP):
pλ(|s|) =
{
λ|s| − |s|22a if |s| ≤ aλ,
aλ2
2 if |s| > aλ, a > 1, λ > 0.
(2.6)
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Combining an appropriate penalty function Pn,λ(β) =
∑
j pλ(βj) with the DPD loss
function (2.4), we now propose to minimize a general penalized objective function
Qαn,λ(θ) = Lαn(β, σ) + Pn,λ(β)
= 1
(2pi)α/2σα
√
1 + α
− 1 + α
α
1
(2pi)α/2σα
1
n
n∑
i=1
e−α
(yi−xTi β)
2
2σ2 + 1
α
+
p∑
j=1
pλ(|βj |),
(2.7)
Note that as α ↓ 0, Lαn(β, σ) coincides (in a limiting sense) with the negative log-
likelihood and hence Qαn,λ(β, σ) becomes the (non-robust) nonconcave penalized negative
log-likelihood, which was studied in Fan and Li (2001); Kim et al. (2008); Wang et al.
(2013) among others. Thus the proposed objective function Qαn,λ(θ) generalizes the pe-
nalized likelihood objective function, with the extra advantage of robustness against data
contamination at α > 0 (as shown in Section 3). We refer to the estimator obtained
by minimizing the objective function Qαn,λ(β, σ) in (2.7) as the Minimum Non-concave
Penalized DPD estimator (MNPDPDE) with tuning parameter α.
It is straightforward to generalize our proposal for any assumed error distribution
based on the objective function (2.3). Under the LRM (1.1), assume that the errors
1, . . . , n are IID from a general distribution with mean zero and variance σ2 > 0 having
density (1/σ)f(/σ), where f is any univariate density with zero mean and unit variance.
Then, given covariate value xi, yi has the density fθ(y|xi) = (1/σ)f((y−xTi β)/σ). Based
on (2.3) the DPD loss function for this general LRM can now be defined as
Lαn(θ) = Lαn(β, σ) =
1
σα
M
(α)
f −
1 + α
α
1
nσα
n∑
i=1
fα
(
yi − xTi + 1α + β
σ
)
, (2.8)
where M (α)f =
∫
f()1+αd is assumed to exist finitely. Thus, the MNPDPDE of θ for the
LRM (1.1) with general error density f can be defined as the minimizer of the penalized
DPD loss function given by
Qαn,λ(θ) =
1
σα
M
(α)
f −
1 + α
α
1
nσα
n∑
i=1
fα
(
yi − xTi β
σ
)
+
p∑
j=1
pλ(|βj |) + 1
α
. (2.9)
In this paper, we derive the theoretical properties of the proposed MNPDPDE for this
general set-up with appropriate conditions on the error density f . This generality is a
major advantage in the context of robust regression for high-dimensional data, and covers
all generalized linear models with identity link function. It can also be extended to more
general parametric regression problems with some additional notations and technicalities.
However, for brevity, we restrict the computational algorithm and empirical illustrations
to normal error distributions only.
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2.2 Computational Algorithm
We iteratively compute robust solutions θˆ = (βˆ, σˆ2) to the optimization problem in (2.7)
by minimizing the following quantities using an alternating iterative algorithm.
Rαλ(β) = Lαn(β, σˆ) +
p∑
j=1
pλ(|βj |), (2.10)
Sα(σ) = Lαn(βˆ, σ). (2.11)
In the kth step of the iterative procedure (k ≥ 1), given σˆ(k) we use the Concave-
Convex Procedure (CCCP) to solve (2.10). The CCCP algorithm (An and Tao, 1997;
Yuille and Rangarajan, 2003) can be applied when a convex objective function can be
decomposed into a sum of convex and concave functions. Kim et al. (2008) used it to
calculate solutions to nonconvex penalized linear regression problems, while Wang et al.
(2013) showed in the same context that a calibrated CCCP algorithm provides theoretical
guarantees of convergence to the oracle solution, and has better finite sample performance
than local linear approximation (Zou and Li, 2008) or local quadratic approximation (Fan
and Li, 2001).
The CCCP algorithm hinges on the following decomposition and subsequent first-order
approximnation of the penalty function:
pλ(|βj |) = J˜λ(|βj |) + λ|βj | ' ∇J˜λ(|βcj |)βj + λ|βj |
for j = 1, . . . , p, where J˜λ(·) is a differentiable concave function, and βc = (βc1, . . . , βcp)T
is a current solution. Taking the present iterate as the current solution: βˆc = βˆ(k), we
update βˆ by solving a convex relaxation of the original sub-problem (2.10):
βˆ
(k+1) = arg min
β
R¯αλ(β) (2.12)
= arg min
β
Lαn (β, σˆ(k))+
p∑
j=1
[
∇J˜λ(|β(k)j |)βj + λ|βj |
] .
To obtain σˆ(k+1) we consider the following derivative:
dSα(σ)
dσ
= 0 ⇒
n∑
i=1
[
1− (yi − x
T
i βˆ)2
σ2
]
e−
γ(yi−xTi βˆ)
2
σ2 = γ
(1 + γ)3/2
,
and update the estimate as
σˆ2(k+1) =
[
n∑
i=1
w
(k)
i −
γ
(1 + γ)3/2
] [
n∑
i=1
w
(k)
i
(
yi − xTi β(k+1)
)2]−1
;
w
(k)
i := exp
{
−γ (yi − x
T
i β
(k))2
σ2(k)
}
. (2.13)
Putting everything together, we summarize the steps of our alternating procedure in
Algorithm 1.
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Algorithm 1. (Robust non-concave penalized regression using density power divergence)
1. Set k = 0. Fix initial values (βˆ(0), σˆ(0)), tuning parameter λ and tolerance  > 0.
2. Update βˆ using (2.12).
3. Update σˆ using (2.13).
4. If
∣∣∣∣Lαn (βˆ(k+1), σˆ(k+1))− Lαn (βˆ(k), σˆ(k))∣∣∣∣ < 
Stop.
Else set k ← k + 1, go to step 2.
Each of the updation steps 2 and 3 above causes the objective function to go down.
This is because each iteration inside the CCCP algorithm decreases the objective function
(Kim et al., 2008), and σˆ is updated using gradient descent. Thus
Qαn,λ
(
βˆ
(k)
, σˆ(k)
)
≥ Qαn,λ
(
βˆ
(k+1)
, σˆ(k)
)
≥ Qαn,λ
(
βˆ
(k+1)
, σˆ(k+1)
)
.
Hence Algorithm 1 eventually converges to a stationary point that depends on n. Since
our procedure is based on a first-order approximation of the original objective function,
this sequence of stationary points converges to the true value of θ = (β, σ) (Loh and
Wainwright, 2015).
The performance of Algorithm 1 depends on choice of initial values, and the tun-
ing parameter λ. We take solutions obtained by one of the following methods of high-
dimensional robust regression- RLARS, sLTS or random sample consensus (RANSAC), as
starting points. To choose λ, we use the High-dimensional Bayesian Information Criterion
(HBIC) (Kim et al., 2012; Wang et al., 2013) which has demonstrably better performance
compared to standard BIC in the case of NP dimensionality- p → ∞, log p/n → 0 (Fan
and Tang, 2013). We define a robust version of the HBIC:
HBIC(λ) = log(σˆ2) + log log(n) log p
n
‖βˆ‖0, (2.14)
and select the optimal tuning parameter λ∗ that minimizes the HBIC over a pre-determined
set of values Λn: λ∗ = arg minλ∈Λn HBIC(λ).
3 Robustness properties: Influence Function analysis
In this section, we study the robustness properties of the MNPDPDE through influence
function analysis. The influence function (IF: Hampel (1968, 1974)) is a classical tool
of measuring the asymptotic local robustness of any estimator, and has been applied to
several non-penalized regression estimators, for example Huber (1983) and Hampel et al.
(1986). However, a fully rigorous definition of the influence function for the class of
penalized estimators has been proposed only recently (Avella-Medina, 2017).
To study the IF of the proposed MNPDPDE with tuning parameter α, we need to
define its corresponding statistical functional T α(G), at the true joint distribution G of
(Y,X), as the in-probability limit of the MNPDPDE. In other words, the MNPDPDE
should equal T α(Gn), where Gn is the empirical estimate of G having mass 1/n at the
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n data-points (yi,xi) for i = 1, . . . , n. Based on the objective function (2.9) with general
error distribution, we define this MNPDPDE functional T α(G) as the minimizer of
Qαλ(θ) = Lα(θ) +
p∑
j=1
pλ(|βj |), (3.1)
with respect to θ = (βT , σ)T , where the penalty p is now assumed to be independent of
n (or, can be taken as the limiting form of n-dependent penalties) and
Lα(θ) =
1
σα
M
(α)
f −
1 + α
α
∫ 1
σα
fα
(
y − xTβ
σ
)
dG(y,x) =
∫
L∗α((y,x);θ)dG(y,x),
(3.2)
where
L∗α((y,x);θ) =
1
σα
M
(α)
f −
1 + α
α
1
σα
fα
(
y − xTβ
σ
)
. (3.3)
Note that substituting G = Gn in (3.2) Lα(θ) coincides with the DPD loss Lαn(θ) in (2.8),
except for the term 1/α which has no effect on minimization with respect to θ. Also if
g∗(y|x) denotes the true conditional density of Y givenX = x, the MNPDPDE functional
is equivalently the minimizer of
EX [dα (fθ(·|x), g∗(·|x))] +
p∑
j=1
pλ(|βj |)
with respect to θ. This justify the use of our specific loss function in defining the MD-
PDPDE. Further, T α(G) belongs to the class of M-estimator considered in Avella-Medina
(2017), with their L(Z, θ) function coinciding with our L∗α((y,x);θ).
3.1 Twice differentiable penalties
If the penalty function p˜λ(s) = pλ(|s|) is twice differentiable in s (e.g., L2 penalty),
we can indeed apply the classical definition of the IF (Hampel et al., 1986). Consider
a contaminated version of the true distribution G given by G = (1 − )G + ∧(yt,xt)
where  is the contamination proportion and ∧(yt,xt) is the degenerate distribution at
the contamination point (yt,xt). Then, the IF of the MNPDPDE functional T α at G is
defined as the limiting standardized bias due to infinitesimal contamination:
IF((yt,xt),T α, G) = lim
→0
T α(G)− T α(G)

= ∂
∂
T α(G)
∣∣∣∣
=0
, (3.4)
mathematically characterized by a particular Gateaux derivative of the functional T α
(Hampel, 1968, 1974). To derive this IF with twice differentiable penalty p˜λ and differ-
entiable error density f , we start with the estimating equations of T α(G) as given by
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∇Qαλ(θ) = 0p+1, where ∇ denotes the derivative with respect to θ. Denote P˜
∗
λ(β) =
(p˜′λ(β1), . . . , p˜′λ(βp))T , and
ψα((y,x);θ) = ∇L∗α((y,x);θ) =
(1 + α)
σα+1
 ψ1,α (y−xTβσ )x
ψ2,α
(
y−xTβ
σ
)  , (3.5)
where ψ1,α(s) = u(s)fα(s), ψ2,α(s) = {su(s) + 1}fα(s) − αα+1M
(α)
f and u = f ′/f with
f ′ denoting the derivative of f . Then, assuming the existence of relevant integrals, the
estimating equation of T α(G) is given by
(1+α)
σα+1
∫
ψ1,α
(
y−xTβ
σ
)
xdG(y,x) +P˜ ∗λ(β) = 0p,
(1+α)
σα+1
∫
ψ2,α
(
y−xTβ
σ
)
dG(y,x) = 0.
 (3.6)
By standard calculations (Hampel et al. (1986) or Lemma 1 in Avella-Medina (2017)), we
can obtain the influence function of the MNPDPDE functional T α with a twice differen-
tiable penalty function.
Theorem 3.1. Suppose that the penalty function p˜λ(s) is twice differentiable in s and for
a general error density f , the quantities M (α)f ,
∫
ψα((y,x);θ)dG(y,x) and Jα(G;θ) =∫ ∇ψα((y,x);θ)dG(y,x) exist finitely. Also denote T α(G) = θg = (βg, σg)T and P˜ ∗∗λ (β) =
diag{p˜′′λ(β1), . . . , p˜′′λ(βp)} and assume that the matrix
J∗α(G;θ) :=
[
Jα(G;θ) + diag{P˜ ∗∗λ (β), 0}
]
is invertible at θ = θg. Then, whenever it exists, the influence function of the MNPDPDE
functional T α at G is given by
IF((yt,xt),T α, G) = −J∗α(G;θg)−1
 (1+α)σα+1 ψ1,α (yt−xTt βσ )xt + P˜ ∗λ(β)
(1+α)
σα+1 ψ2,α
(
yt−xTt β
σ
)
 . (3.7)
Further, if the parameter space Θ is compact, then the above IF exists for all contamination
points (yt,xt).
Note that, if T βα and T σα denote the MNPDPDE functional for the parameters β and
σ, respectively, so that T α = (T βα, T σα )T , their individual IF can be obtained separately
from (3.7) based on the forms of J∗α(G;θg) or equivalently of Jα(G;θg). Note that, for
the general model error density f , we have
Jα(G;θg) = −(1 + α)
σα+2
EG
 J11,α (y−xTβσ )xxT J12,α (y−xTβσ )x
J12,α
(
y−xTβ
σ
)
xT J22,α
(
y−xTβ
σ
)  ,
where
J11,α(s) = {αu2(s) + u′(s)}fα(s),
J12,α(s) = {(1 + α)u(s) + αsu2(s) + su′(s)}fα(s),
J22,α(s) = −αM (α)f + {(1 + α)(1 + 2su(s)) + αs2u2(s) + s2u′(s)}fα(s).
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Whenever the conditional density of Y given X belongs to the LRM (1.1) with general
error density f , i.e., g∗ = fθ, we can further simplify the above matrix to have the form
J (0)α (θg) = −
(1 + α)
σα+2
 J
(0)
11,αE
(
xxT
)
J
(0)
12,αE (x)
J
(0)
12,αE (x)
T J
(0)
22,α
 ,
where
J
(0)
11,α = αM
(α)
f,0,2 +M
(α)∗
f,0 ,
J
(0)
12,α = (1 + α)M
(α)
f,0,1 + αM
(α)
f,1,2 +M
(α)∗
f,1 ,
J
(0)
22,α = M
(α)
f + 2(1 + α)M
(α)
f,1,1 + αM
(α)
f,2,2 + +M
(α)∗
f,2
with M (α)f,i,j =
∫
siu(s)jf(s)1+αds and M (α)∗f,i =
∫
siu′(s)f(s)1+αds for i, j = 0, 1, 2. In
particular, for the error density f satisfying J (0)12,α = 0 or E(X) = 0p, it is straightforward
to separate out the IFs of T βα and T σα at the model (1.1) as given by
IF((yt,xt),T βα, Fθ) =
[(1 + α)
σα+2
J
(0)
11,αE
(
xxT
)
− P˜ ∗∗λ (β)
]−1
(3.8)[
(1 + α)
σα+1
ψ1,α
(
yt − xTt β
σ
)
xt + P˜
∗
λ(β)
]
IF((yt,xt), T σα , Fθ) =
σ
J
(0)
22,α
ψ2,α
(
yt − xTt β
σ
)
(3.9)
An example where J (0)12,α = 0 is f = φ, the standard normal error density. In other cases,
we need to use the formula for the inverse of a block matrix to get the individual IFs
although the form will be more complicated.
3.2 Influence Functions for non-concave penalties
A major problem with Theorem 3.1 is that it can only be applied to twice differentiable
penalties like the Lq penalty with q ≥ 2, but cannot be used to study the robustness of
the MNPDPDEs with sparsity-inducing penalties like lasso, SCAD or MCP. To tackle
this problem, we define their IF by the limiting form of the IFs with differentiable penalty
functions, as proposed by Avella-Medina (2017). Consider a sequence of continuous and
infinitely differentiable penalty functions pm,λ(s) converging to pλ(|s|) in the Sobolev space
(as m→∞), and denote the MNPDPDE functional corresponding to the penalty pm,λ(s)
by Tm,α(G) (which can be obtained from Theorem 3.1). Then, we define the IF of the
MNPDPDE T α corresponding to the actual (possibly non-differentiable) penalty function
pλ(|s|) as given by
IF((yt,xt),T α, G) = lim
m→∞ IF((yt,xt),Tm,α, G). (3.10)
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Whenever Tm,α satisfies the assumptions of Theorem 3.1, Θ is compact and the quantities∫
ψα((y,x);θ)dG(y,x) and Jα(G;θ) are continuous in θ, thus the limiting IF in (3.10)
exists and is independent of the choice of the penalty sequence pm,λ(s) (Avella-Medina,
2017, Proposition 1). Moreover, this limiting influence function can be rigorously seen as
the distributional derivative of T α(G) with respect to  at  = 0 (Avella-Medina, 2017,
Proposition 6).
Based on the above definition we now derive the IF of our MNPDPDE for gen-
eral (possibly non-differentiable) penalty functions p˜λ that have differentiable pλ, e.g.
most common penalties including SCAD, `1 and MCP. To account for the possible non-
differentiability at s = 0, we separately consider the cases where true regression coefficient
is zero, as presented in the following theorem.
Theorem 3.2. Consider the above-mentioned set-up with the general penalty function
of the form pλ(|s|) where pλ(s) is twice differentiable in s. Under the the general er-
ror density f , we further assume that M (α)f ,
∫
ψα((y,x);θ)dG(y,x) and Jα(G;θ) ex-
ist finitely. For any v = (v1, . . . , vq)T with all non-zero elements, define P ∗λ(v) =
(p′λ(|v1|)sign(v1), . . . , p′λ(|vq|)sign(vq)), and P ∗∗λ (v) = diag{p′′λ(|v1|), . . . , p′′λ(|vq|)}.
1. Suppose the true value of the regression coefficient βg = T βα(G) has all components non-
zero (which forces p ≤ n). Then, whenever the associated quantities exists, the influence
function of the MNPDPDE functional T α at G is given by (3.7), with P ∗λ(β) and P ∗∗λ (β)
in place of P˜ ∗λ(β) and P˜
∗∗
λ (β) respectively.
2. Suppose the true value of βg is sparse with only s(< n) non-zero components (which
allows p >> n). Without loss of generality, assume βg = (βgT1 ,0Tp−s)T , where β
g
1 contains
all and only s-non-zero elements of βg. Denote θg = T α(G) = (βgT1 ,0Tp−s, σg)T , and the
corresponding partition of the MNPDPDE functional T α(G) by (T β1,α(G)T ,T
β
2,α(G)T , T σα (G))T .
Then, whenever the associated quantities exists, the influence function of T β2,α is identi-
cally zero at G and that of (T β1,α, T σα ) at G is given by
IF((yt,xt), (T β1,α, T σα ), G) = −Sα(G;θg)−1
 (1+α)(σg)α+1ψ1,α (yt−xTt βgσg )x1,t + P ∗λ(βg1)
(1+α)
(σg)α+1ψ2,α
(
yt−xTt βg
σg
)
 ,
(3.11)
where Sα(G;θ) ∈ R(s+1)×(s+1) is defined as
Sα(G;θ) = −(1 + α)
σα+2
EG
 J11,α (y−xTβσ )x1xT1 J12,α (y−xTβσ )x1
J12,α
(
y−xTβ
σ
)
xT1 J22,α
(
y−xTβ
σ
) + [ P ∗∗λ (β1) 0s0Ts 0
]
,
with x1, x1,t and β1 being the s-vectors of the first s elements of the p-vectors x, xt and
β, respectively.
If the parameter space Θ is compact, then the IF exists in both cases for all (yt,xt).
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Penalty pλ(u) jth element of P ∗λ(β) jth diagonal of P ∗∗λ (β)
`1 λu λsign(βj) 0
SCAD, (2.5)

λu if u ≤ λ,
2aλu−u2−λ2
2(a−1) if λ < u ≤ aλ,
(a+1)λ2
2 if u > aλ.

λ sign(βj) if |βj | ≤ λ,
aλ−|βj |
(a−1) sign(βj) if λ < |βj | ≤ aλ,
0 if |βj | > aλ.
− 1(a−1)I (λ < |βj | ≤ aλ)
MCP, (2.6))
{
λu− u22a if u ≤ aλ,
aλ2
2 if u > aλ, a > 1, λ > 0.
{
aλ−|βj |
a sign(βj) if |βj | ≤ aλ,
0 if |βj | > aλ.
− 1aI (|βj | ≤ aλ)
Table 3.1: P ∗λ(β) and P ∗∗λ (β) for common non-differentiable penalties of the form pλ(|s|)
One can further simplify the IFs in Theorem 3.2 at the conditional model distribution
given by LRM (1.1) and separately write down the IFs of T β1,α and T σα following the dis-
cussions after Theorem 3.1. These IFs depend on the non-differentiable penalty functions
pλ(|s|) through the quantities P ∗λ(β) and P ∗∗λ (β). Table 3.1 gives their explicit forms for
the three common and useful penalties.
The IFs of different MNDPDEs obtained in Theorem 3.1 or 3.2 depend on the con-
tamination points (yt,xt) only through the functions ψ1,α and ψ2,α. For most common
differentiable error densities f , it can easily be verified that they are bounded for any α > 0
but unbounded at α = 0. Thus, the the proposed MNPDPDE is robust for any α > 0.
This also justifies the well-known non-robust nature of the penalized MLE (at α = 0).
This boundedness of the IF is clearly independent of the penalty functions, although in
the sparse cases described in item (ii) of Theorem 3.2 it is enough only to examine the
boundedness of ψ1,α((yt − xTt β)/σ)x1,t to study the robustness of the MNPDPDE of
the non-zero regression coefficient and this can only be achieved using a suitable sparse
penalty function.
Remark Note that, at the special case α ↓ 0, the MNPDPDE coincides with the non-
concave penalized maximum likelihood estimate (Fan and Li, 2001; Fan and Lv, 2011).
Thus, at α = 0, Theorems 3.1 and 3.2 additionally yield their influence function as well,
which was not studied by Fan and Lv (2011).
3.3 IF for normal errors
As an illustration, we explicitly compute the IFs of the MNPDPDE for the case of normal
errors under the sparse assumption in part 2 of Theorem 3.2. In particular, at the model
distribution with f = φ, we have J (0)12,α = 0 and hence we can separately write sown the
IF of the MNDPDE functionals T β1,α and T σα , corresponding to the non-zero regression
coefficients β1 and σ, respectively, from Equation (3.11) as given by
IF((yt,xt),T β1,α, Fθ) =
[
ζ1,α
σ2α+4
E
(
x1x
T
1
)
+ P ∗∗11,λ(β)
]−1
−(1 + α)
(
yt − xTt β
)
σ2α+3(2pi)α/2
e−
α(yt−xTt β)2
2σ2 x1,t + P ∗1,λ(β)
 ,
IF((yt,xt),T σα, Fθ) =
σ(1 + α)5/2
1− 3α− α2
1−
(
yt − xTt β
σ
)2 e−α(yt−x
T
t β)2
2σ2 − α
(1 + α)3/2
 ,
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Figure 3.1: Influence function plots for β (panels a and b, (yt, ‖x1t‖1) on the (x, y) axes,
and `2 norms of IFs are plotted) and σ (panels c and d, (yt,xTt β) on the axes). We assume
x1t is drawn from N5(0, I), and β1 = (1, 1, 1, 1, 1)T , σ = 1. Panels a and c are for α = 0,
while b and d are for α = 0.5.
where ζ1,α = (2pi)−α/2(1 + α)−1/2. The IFs depends on the contamination in Y only
through the residual rt := yt − xTt β, and their boundedness over contamination points
(yt,xt) depends on the terms rt exp[−αr2t /(2σ2)]xi,t and (1 − r2t /σ2) exp[−αr2t /(2σ2)].
Both are bounded in the contaminated residual rt or contamination in covariate space at
xt only at α > 0, illustrating the claimed robustness of the proposed MNPDPDE with
α > 0.
The supremum of the norm of its IFs over the contamination points measures the local
robustness of the MNPDPDE functional T α (known as ‘sensitivity’; see Hampel et al.,
1986). One can easily verify that this measure is infinity at α = 0, translating to an
unbounded IF, and decreases with increasing α > 0. This further implies the increasing
robustness of the proposed MNPDPDE as α > 0 increases, and is clear from the explicit
form of the normal error case above. In the example of Figure 3.1, influence functions
of the MLE (corresponding to α = 0) increase and decrease unboundedly for β and σ,
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respectively, while for α = 0.5 IF values of the MNPDPDE return to 0 for higher (yt,x1t).
4 Consistency and Oracle Properties with NP-High dimen-
sionality
We now study the estimation and variable selection consistency of the proposed MN-
PDPDE. We use a similar line of argument as Fan and Lv (2011) to generalize optimality
results for the classical likelihood loss to the DPD loss function. However, in contrast to
Fan and Lv (2011) who focused on the asymptotics of β only, we develop joint asymptotic
results for the simultaneous estimation of β and σ, which will be seen not to be indepen-
dent for general error distributions. Thus, our results also provide an extended asymptotic
theory for the non-concave penalized likelihood estimator (at the choice α = 0).
Here is a brief roadmap to the theoretical results in this section. In Section 4.1, we
introduce some notations, and state a result (Proposition 4.1) that ensures the existence
of a solution to our optimization problem (2.9). Section 4.2 states the assumptions and
results concerning oracle properties of the MNPDPDE. The MNPDPDE satisfies weak
oracle properties (Theorem 4.1) under assumptions (A1)-(A4), while strengthening the
assumptions (A2) and (A3) leads to strong oracle properties being satisfied (Theorem 4.2).
Finally, adding assumption (A5) helps esablish an asymptotic distribution of our robust
estimator (Theorem 4.3).
4.1 Background and notations
Our optimality results hold for a general class of folded concave penalties, as considered in
Lv and Fan (2009); Fan and Lv (2011). This covers all three important penalty functions,
i.e. `1, SCAD and MCP. Note that the three desired properties of Fan and Li (2001) as
stated in Section 2 are only satisfied by the SCAD penalty, but not the other two. More
precisely, assume that the penalty function pλ(s) is as considered in Section 3 (i.e., does
not depend on n except through λ ≡ λn), and satisfies the following assumption.
(P) pλ(s) is increasing, continuously differentiable and concave in s ∈ [0,∞). Also p′λ(s)/λ
is an increasing function of λ with ρ(pλ) := p′λ(0+)/λ being positive and independent of
λ.
Note that the `1 penalty is the only convex function satisfying assumption (P), along with
the non-concave SCAD and MCP penalties.
Next, consider the quantuity P ∗λ(β) as in Theorem 3.2, and define the following, along
the lines of Lv and Fan (2009); Zhang (2010); Fan and Lv (2011).
Definition 4.1. The local concavity of the penalty pλ at b ∈ Rp is defined as
ζ(pλ; b) = lim
↓0
max
1≤j≤p
sup
t1<t2∈(|bj |−,|bj |+)
−p
′
λ(t2)− p′λ(t1)
t2 − t1 . (4.1)
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The maximum concavity is defined as
ζ(pλ) = sup
t1<t2∈(0,∞)
−p
′
λ(t2)− p′λ(t1)
t2 − t1 . (4.2)
Assumption (P) ensures that ζ(pλ; b) ≥ 0 and ζ(pλ) ≥ 0. Additionally if pλ has
continuous second order derivative over t ∈ (0,∞), we have ζ(pλ; b) = maxj{−p′′(|bj |)}.
Hence ζ(pλ; b) can be obtained from Table 3.1 for the three common penalties.
As a first step towards obtaining oracle properties of the MNPDPDE, we derive nec-
essary and sufficient conditions for the existence of a solution to the estimation problem
(2.9). Denote ri(θ) = (yi − xTi β)/σ, and r(θ) = (r1(θ), . . . , rn(θ))T .
Proposition 4.1. Consider the general penalized DPD loss function Qαn,λ(θ) as defined in
(2.9) for a fixed α ≥ 0 and a general error density f and a penalty function pλ satisfying
Assumption (P). Then, θ̂ = (β̂, σ̂) is a strict local minimizer of Qαn,λ(θ) if and only if
1 + α
nσ̂α+1
n∑
i=1
ψ1,α(ri(θ̂))x1i + P ∗λ(β̂1) = 0, (4.3)∥∥∥∥∥ 1 + αnλσ̂α+1
n∑
i=1
ψ1,α(ri(θ̂))x2i
∥∥∥∥∥
∞
< ρ(pλ), (4.4)
1 + α
nσ̂α+1
n∑
i=1
ψ2,α(ri(θ̂)) = 0, (4.5)
Λmin
(
− 1 + α
nσ̂α+2
n∑
i=1
[
J11,α(ri(θ̂))x1ixT1i J12,α(ri(θ̂))x1i
J12,α(ri(θ̂))xT1i J22,α(ri(θ̂))
])
> ζ(pλ, β̂1), (4.6)
where β̂1 contains non-zero components of β̂, and xi = (xT1i,xT2i)T is the corresponding
partition of xi for each i with x1i having the same dimension as β̂1.
Equations (4.3)–(4.5), with strict inequality replaced by non-strict inequality in (4.4),
are obtained from the necessary Karush-Kuhn-Tucker (KKT) conditions for existence of
a global minimizer of Qαn,λ(θ). On the other hand, (4.6) is the second order condition
ensuring that the solution is indeed a minimizer. Under the classical setting of p ≤ n,
they can be shown to lead to a global minimizer when rank(X) = p.
We define a few quantities before starting on deriving the oracle consistency of the
proposed MNPDPDE. We assume that the true density belongs to the model family
with g∗ = fθ0 , θ0 = (βT0 , σ0)T , and consider the sparsity in the true coefficient vector
β0 = (β1,0, . . . , βp,0)T under NP-dimensional settings. Denote the true active set by
S = {j : βj,0 6= 0} and assume, without loss of generality, that S = {1, . . . , s} with s << n
and N := Sc = {s+ 1, . . . , p}. Denote β0 = (βTS0,0T )T , where βS0 ∈ Rs consists of all
and only the s non-zero elements of β0. We denote β = (βTS ,βTN ) and X = [XS ,XN ],
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where βS ∈ Rs,XS ∈ Rn×s, and define the matrices
X∗h = Block-diag {Xh,1n} ; h = S,N, (4.7)
J
(α)
ij (θ) = −
1 + α
σα+2
diag{Jij,α(r1(θ)), . . . , Jij,α(rn(θ))}; i, j = 1, 2, (4.8)
Σα(θ) =
[
J
(α)
11 (θ) J
(α)
12 (θ)
J
(α)
12 (θ) J
(α)
22 (θ)
]
, (4.9)
with 1n ∈ Rn having all components as 1.
4.2 Oracle properties
We first prove a weak oracle property of the MNPDPDE at any fixed α ≥ 0 under the
following assumptions. The `∞ norm of a matrix is defined as the maximum of the `1
norm of each row. We assume the dimension of β, p ≡ pn, and its sparsity level, s ≡ sn,
depend on the sample size n. We denote by bs a diverging sequence of positive numbers
depending on s, and dn := min
j∈S
|βj0|/2.
(A1) ||x(j)|| = o(√n) for j = 1, . . . , p, where x(j) is the jth column of X.
(A2) The design matrix X satisfies∥∥∥∥(X∗TS Σα(θ0)X∗S)−1∥∥∥∥∞ = O
(
bs
n
)
, (4.10)∥∥∥∥(X∗TN Σα(θ0)X∗S) (X∗TS Σα(θ0)X∗S)−1∥∥∥∥∞ < min
{
Cp′λ(0+)
p′
λ
(dn) , O(n
τ1)
}
, (4.11)
max
(δ,σ)∈N0
max
1≤j≤p+1
{
Λmax
(
X∗TS
[
∇2(δ,σ)γ∗j,α(XSδ, σ)
]
X∗S
)}
= O (n) , (4.12)
for C ∈ (0, 1),τ1 ∈ [0, 0.5] andN0 =
{
(δ, σ) ∈ Rs × R+ : ||δ − βS0||∞ ≤ dn, |σ − σ0| ≤ dn
}
,
where ∇2(δ,σ) denotes the second order derivative with respect to (δ, σ) and
γ∗j,α(XSδ, σ) =
1 + α
σα+1
n∑
i=1
ψ1,α(ri((δT ,0p−s, σ)T ))x(j)i , j = 1, . . . , p, (4.13)
γ∗p+1,α(XSδ, σ) =
1 + α
σα+1
n∑
i=1
ψ2,α(ri((δT ,0p−s, σ)T )).
(A3) dn ≥ logn/nτ and bs = o(min{n1/2−τ
√
logn, nτ/s logn}) for some τ ∈ (0, 0.5].
Further, with s = O(nτ0), the regularization parameter λ satisfies
p′λ(dn) = o
( logn
bsnτ
)
; λ ≥ (logn)
2
nτ∗
, (4.14)
with τ∗ = min{0.5, 2τ − τ0} − τ1, and
max
δ∈N0
ζ(pλ; δ) = o
(
max
δ∈N0
Λmin
[ 1
n
X∗TS Σα(XSδ)X∗S
])
. (4.15)
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Also, max
1≤j≤p
||x(j)||∞ = o(nτ∗/
√
logn).
(A4) For any a ∈ Rn and 0 <  < ‖a‖/‖a‖∞, we have the probability bound
P
(∣∣∣∣∣1 + ασα+10
n∑
i=1
aiψ1,α(ri(θ0))
∣∣∣∣∣ > ‖a‖
)
≤ 2e−c12 , (4.16)
for some c1 > 0.
The above assumptions generalize those proposed by Fan and Lv (2011). The first two
are on the design matrix, while the third one restricts the values minimum signal, sparsity
and the regularization parameter. Assumption (A4) is related to the residual distribution
f and can be shown to hold for Gaussian or sub-gaussian errors.
Theorem 4.1. Consider the general penalized DPD loss function Qαn,λ(θ) in (2.9) for
some fixed α ≥ 0, a general error density f and the penalty function satisfying Assumption
(P). Suppose s = o(n), log p = O(n1−2τ∗) and Assumptions (A1)–(A4) hold for the given
α. Then, there exist MNPDPDEs β̂ = (β̂TS , β̂
T
N )T of β, with β̂S ∈ Rs, and σ̂ of σ such
that (β̂, σ̂) is a (strict) local minimizer of Qαn,λ(θ), with
1. β̂N = 0p−s, and
2.
∥∥∥β̂S − βS0∥∥∥∞ = O ( lognnτ ) , |σ̂ − σ0| = O ( lognnτ ) ,
holding with probability ≥ 1− (2/n)(1 + s+ (p− s) exp[−n1−2τ∗ ]).
Remark If the assumed parametric model satisfies J (α)12 (θ0) = O, e.g. normal error
regression model, one can simplify Assumption (A2) further and the same line of proof
yields |σ̂ − σ0| = O(n−1/2) in Theorem 4.1.
We can improve the above rate of convergence and derive strong oracle properties of the
estimators by replacing (A2)–(A3) with the stronger Assumptions (A2*)–(A3*) as given
below.
(A2*) The design matrix X satisfies
min
(δ,σ)∈N0
Λmin
[
X∗TS Σα((δT ,0p−s, σ)T )X∗S
]
≥ cn, (4.17)∥∥∥(X∗TN Σα(θ0)X∗S)∥∥∥2,∞ = O(n), (4.18)
max
(δ,σ)∈N0
max
1≤j≤p+1
Λmax
(
X∗TS
[
∇2(δ,σ)γ∗j,α(XSδ, σ)
]
X∗S
)
= O (n) , (4.19)
for some c > 0 andN0 =
{
(δ, σ) ∈ Rs × R+ : ||δ − βS0||∞ ≤ dn, |σ − σ0| ≤ dn
}
. Further,
E
∥∥∥∥∥1 + ασα+10
n∑
i=1
ψ1,α(ri(θ0))xSi
∥∥∥∥∥
2
2
= O(sn) and E
∣∣∣∣∣1 + ασα+10
n∑
i=1
ψ2,α(ri(θ0))
∣∣∣∣∣
2
= O(n),
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where the expectation is taken with respect to the true conditional model distribution
(with parameter θ0) of y given X.
(A3*) We have
p′λ(dn) = O(n−1/2); dn  λ min
{
s1/2n−1/2, n
τ−1
2
√
logn
}
,
and max
(δ,σ)∈N0
ζ(pλ; δ) = o (1). Also max1≤j≤p ‖x
(j)‖∞ = o(n(1−τ)/2/
√
logn).
Theorem 4.2. Suppose s n and log p = O(nτ∗) for some τ∗ ∈ (0, 0.5) and Assumptions
(P), (A1), (A2*), (A3*) and (A4) hold at a fixed α ≥ 0. Then, there exists a strict
minimizer (strict MNPDPDE) (β̂T , σ̂)T of Qαn,λ(θ) in (2.9) that satisfies the following
results with probability tending to 1 as n→∞.
1. β̂N = 0, where β̂ = (β̂
T
S , β̂
T
N )T with β̂S ∈ Rs,
2.
∥∥∥β̂ − β0∥∥∥ = O(√s/n) and |σ̂ − σ0| = O(n−1/2).
To derive the asymptotic normality of the MNPDPDE under NP dimensionality, we
need an additional Lyapunov-type condition. To this end, we define the following:
V α(θ) = V arG [ψα((Y,X);θ)]
= (1 + α)
2
σ2α+2
EG
[
ψ21,α (r1(θ))xxT ψ21,α (r1(θ))ψ2,α (r1(θ))x
ψ21,α (r1(θ))ψ2,α (r1(θ))xT ψ22,α (r1(θ))
]
K
(α)
ij (θ) =
(1 + α)2
σ2α+2
diag {ψi,α(r1(θ))ψj,α(r1(θ)), . . . , ψi,α(rn(θ))ψj,α(rn(θ))} , i, j = 1, 2,
so that X∗TS Σ∗α(θ0)X∗S yields a consistent estimate of V α(θ) with
Σ∗α(θ) =
(
K
(α)
11 (θ) K
(α)
12 (θ)
K
(α)
12 (θ) K
(α)
22 (θ)
)
.
We assume the following condition to handle the above variance estimate, with x∗Si :=
(xTSi, 1)T .
(A5) The penalty and loss functions satisfy the following conditions:
p′λ(dn) = O((sn)−1/2); max1≤i≤nE |ψk,α(ri(θ0))|
3 = O (1) , k = 1, 2,
and for the design matrix the following hold
min
(δ,σ)∈N0
Λmin
[
X∗TS Σα∗((δT ,0p−s, σ)T )X∗S
]
≥ cn,
n∑
i=1
[
x∗TSi
(
X∗TS Σ∗(θ0)X∗S
)−1
x∗Si
]3/2
= o(1),
with N0 as defined in (A2*).
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Theorem 4.3. In addition to the assumptions of Theorem 4.2, suppose that s = o(n1/3)
and (A5) holds. Then, the strict MNPDPDE (β̂, σ̂) satisfies the following results with
probability tending to 1 as n→∞.
1. β̂N = 0, where β̂ = (β̂
T
S , β̂
T
N )T with β̂S ∈ Rs.
2. Let An ∈ Rq×(s+1) such that AnATn → G as n → ∞, where G is symmetric and
positive definite. Then,
An
(
X∗TS Σ∗α(θ0)X∗S
)−1/2 (
X∗TS Σα(θ0)X∗S
) (
(β̂S , σ̂)− (βS0, σ0)
)
D→Nq(0q,G). (4.20)
Remark Whenever J (α)12 (θ0) = O and K
(α)
12 (θ0) = O for the assumed error density f ,
e.g. normal, the MDPDEs β̂S and σ̂ in Theorem 4.3 become asymptotically independent
and their limiting distributions can be separated out in (4.20). This can significantly help
in deriving (robust) asymptotic testing procedures for the important regression coefficient
βS based on the MDPDE β̂S . We hope to pursue this in future work.
5 Numerical experiments
We now compare the performance of our method against several robust and non-robust
methods of high-dimensional linear regression using a simulation study. We obtain rows of
the covariate matrix X as n = 100 random draws from N (0,ΣX), where ΣX is a positive
definite matrix with (i, j)th element given by 0.5|i−j|. Given a parameter dimension p, we
consider two settings for the coefficient vector β:
• Setting A (strong signal): For j ∈ {1, 2, 4, 7, 11}, we set βj = j. The rest of the p−5
entries of β are set at 0;
• Setting B (weak signal): We set β1 = β7 = 1.5, β2 = 0.5, β4 = β11 = 1, and βj = 0
otherwise.
Finally, we generate the random errors as  ∼ N(0, 0.52), and set y = Xβ + .
To evaluate efficiency loss against non-robust methods in absence of any contamina-
tion, as well as compare performance in presence of contamination in the data, we generate
(y,X,β) using the above setup in three parallel sets of samples. In one set we do not
add any outlying noise in any sample. For the other two, we consider the following two
settings of contamination.
• Y-outliers: We add 20 to the response variables of a random 10% of samples.
• X-outliers: We add 20 to each of the elements in the first 10 rows of X for a random
10% of samples.
We repeat this for p = 100, 200, 500. Finally, given a value of p, a setting for signal
strength and an outlier type (or no outlier), we repeat the data generation procedure 100
times. For brevity, we report the results for p = 500 in the main paper and p = 100, 200
in the supplementary material.
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5.1 Competing methods and performance measures
We compare our method with a host of robust methods of high-dimensional regression, as
well as a few non-robust ones available in the literature by applying all of them to each
dataset generated from the above setup. We consider the following robust methods for
comparison- Robust LARS (RLARS; Khan et al. (2007)), sparse least trimmed squares
(sLTS; (Alfons et al., 2013), RANSAC, and `1-penalized regression using the following loss
functions- least absolute deviation (LAD-Lasso; Wang et al. (2007)), DPD (DPD-lasso,
Zang et al. (2017)) and log DPD (LDPD-lasso, Kawashima and Fujisawa (2017)). We
repeat model fitting by our method (DPD-ncv), DPD-lasso and LDPD-lasso for different
values of the tuning parameter α = 0.2, 0.4, 0.6, 0.8, 1, as well as for different values of
the starting point, chosen by RLARS, sLTS and RANSAC. For DPD-ncv, starting points
chosen by RANSAC tend to result in better estimates across all metrics, followed by
RLARS and sLTS. However RLARS is much faster, and the advantage becomes clearer
as p becomes large. For this reason, here we report outputs of DPD-ncv, DPD-Lasso
and LDPD-Lasso corresponding to RLARS starting points. For the proposed DPD-ncv,
we used the two most common penalties: SCAD and MCP. The results are very similar,
and hence for brevity we only report the findings for the SCAD penalty. Finally, we also
use three non-robust methods- Lasso, SCAD and MCP for comparison purposes and to
measure efficiency loss. We use 5-fold cross-validation for tuning parameter selection in
all the above competing methods except LAD-Lasso, for which we use BIC.
We use the following performance metrics to estimate obtained using each of the above
methods: Mean Square Estimation Error (MSEE), Root Mean Square Prediction Error
(RMSPE), Estimation Error (EE) of σ, True Positive proportion (TP), True Negative
proportion (TN), and Model Size (MS).
MSEE(βˆ) = (1/p)‖βˆ − β0‖2,
RMSPE(βˆ) =
√
‖ytest −Xtestβˆ‖2,
EE(σ̂) = |σˆ − σ0|,
TP(βˆ) = | supp(β̂) ∩ supp(β0)|| supp(β0)|
,
TN(βˆ) = | supp
c(β̂) ∩ suppc(β0)|
| suppc(β0)|
,
MS(βˆ) = | supp(β̂)|.
For each of the above metrics, we calculate their average over 100 replications. A good
estimator will have low MSEE, RMSPE and EE, values of TP and TN close to 1, and MS
close to 5.
5.2 Results
Tables 5.1, 5.2 and 5.3 summarize the simulation results for p = 500. In all but one (setting
A of Table 5.1) of the scenarios, our method has the best performance across all metrics,
followed by LDPD-Lasso and RLARS: which select slightly larger models but have worse
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prediction performance than our method. This is expected, since both these methods are
based on `1-penalization, which in known to produce biased estimates. Among different
DPD-ncv estimates, lower values of α > 0 (within 0.6) produce the best estimates.
Among other methods, the non-robust methods perform badly as expected. Surpris-
ingly, in spite of being outlier-robust methods, DPD-Lasso and LAD-Lasso do not perform
well in our specific outlier settings. Our method is the only one that consistently improves
upon the starting values given by RLARS among the three DPD-based methods. When
no outliers are present in the data (Table 5.3), our outputs are same as all values of α.
Remark Setting an appropriate value of α, which serves as a trade-off between robust-
ness and efficiency, is vital in the performance of the MNPDPDE. Since the extent of
contamination in the data is unknown, an empirical way of choosing α is by incorporating
it as a second tuning parameter during the training stage, i.e. computing HBIC values,
like in (2.14), but for (λ, α) pairs chosen from a two-dimensional grid. However, since the
conditions (A2)-(A4), (A2∗), and (A3∗) depend on α, it is possible that there are more
theoretically grounded ways of choosing α. We plan to explore this in future research.
6 Conclusion
In this paper, we examined the penalized DPD loss function, proposed an estimator for
the non-concave penalized loss, and established theoretical convergence and robustness
properties in a high-dimensional context. As we demonstrate in the simulations, not all
robust methods perform well in presence of data contamination of large magnitudes. To
this end, an influence function-based approach, as taken by us in Section 3, gives provable
guarantees for the robustness of the procedure being used. The simplicity of the DPD
framework and the corresponding assumptions in Section 4.2 indicate a straightforward
direction to extend all our theoretical results for any parametric regression models, in-
cluding generalized linear models with non-identity link functions. For heavy-tailed error
distributions, one possible avenue to establish consistency results is by weakening the as-
sumption (A4), then following in the lines of Fan et al. (2017), replacing the huber loss
used by them by our DPD loss, and l1 penalization by nonconcave penalties.
There are at least two extensions of the above work. Firstly, one can consider graph-
ical models, where robust high-dimensional estimation is in its infancy. Little is known
about the theoretical properties of such estimators and required conditions (Sun and Li,
2012; Hirose et al., 2017), and our analysis in Section 4.2 provide a road-map towards
obtaining parallel results in graphical models with generalized error distributions. Sec-
ondly, incorporating group penalties is of interest from a practical perspective, in order
to perform robust analysis taking into account known structured sparsity patterns among
predictors.
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Appendix
A Proofs of the Results of Section 4
A.1 Proof of Proposition 4.1
From Equations (2.8), (3.5) and (4.9) of the main paper, we have
∇Lαn(θ) =
1
n
n∑
i=1
ψα ((yi,xi),θ) , (A.1)
∇2Lαn(θ) =
1
n
n∑
i=1
∇ψα ((yi,xi),θ) = 1
n
X∗TΣα(θ)X∗, (A.2)
where ∇ and ∇2 denote the first and second order partial derivatives with respect to θ,
respectively, X∗ = Block-diag {X,1n} and Σα(θ) is as defined in Equation (4.9) of the
main paper.
Only if part:
Assume that θ̂ = (β̂, σ̂) with β̂ = (βˆ1, . . . , βˆp)T being a local minimizer of Q(α)n,λ(θ). Then,
the necessary Karush-Kuhn-Tucker (KKT) conditions imply the existence of a (p + 1)-
vector v = (v1, . . . , vp, vp+1)T such that
1
n
n∑
i=1
ψα
(
(yi,xi), θ̂
)
+ v = 0p+1, (A.3)
where vp+1 = 0 and for each j = 1, . . . , p, vj = p′λ(|β̂j |) if βj 6= 0 and vj ∈ [−λρ(pλ),+λρ(pλ)]
if βj = 0. Now, if we let Ŝ = supp(β̂) and β̂1, xi1 to be the corresponding partitions of
β̂ and xi formed only with components and columns with indices in Ŝ, respectively, then
the above KKT conditions (A.3) clearly leads to the required Equations (4.3)–(4.5) of the
main paper, with non-strict inequality in (4.4).
Further, note that θ̂ is also a local minimizer of Q(α)n,λ(θ) constrained on the |S|-
dimensional subspace B =
{
(βT , σ)T ∈ Rp × R+ : βc = 0
}
, where βc is the partition of β̂
formed only with components with indices in Sc. Therefore, by the second order condition,
we get that
Λmin
(
X∗T1 Σα(θ̂)X∗1
)
≥ ζ(Pλn , β̂1),
which is the same as the desired Equation (4.6) of the main paper. Finally, both the non-
strict inequalities will be strict inequalities when θ̂ is a strict local minimizer of Q(α)n,λ(θ),
completing the proof of the only if part.
If part:
To prove the if part, we assume that conditions (4.3)–(4.6) of the main paper hold and
consider the objective function Q(α)n,λ(θ) constrained on the subspace B. Condition (4.6)
implies that Q(α)n,λ(θ is strictly concave in a neighborhood N0 ⊆ B of θ̂. But, Conditions
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(4.3) and (4.5) imply that θ̂ is a critical point of Q(α)n,λ(θ) in B. Combining, we get that θ̂
is the unique minimizer of Q(α)n,λ(θ) in N0.
Consider now a sufficiently small neighborhood N1 ⊂ Rp×R+ centered at θ̂ such that
N1∩B ⊂ N0. To prove that θ̂ is a strict local minimizer of Q(α)n,λ(θ) over the full parameter
space, it is enough to show that Q(α)n,λ(θ̂) < Q
(α)
n,λ(γ1) for any γ1 ∈ N1\N0. Let γ2 denote
the projection of γ1 onto B so that γ2 ∈ N1. Since θ̂ is the unique (strict) minimizer of
Q
(α)
n,λ(θ) in N0, we must have Q(α)n,λ(θ̂) < Q(α)n,λ(γ2) when γ2 6= θ̂. Therefore, we just need
to show that Q(α)n,λ(γ2) < Q
(α)
n,λ(γ1).
Note that, an application of the mean-value theorem leads to
Q
(α)
n,λ(γ2)−Q(α)n,λ(γ1) = ∇Q(α)n,λ(γ0)(γ2 − γ1), (A.4)
for some γ0 lying on the line segment joining γ1 and γ2. Let γk,j denote the j-th com-
ponent of γk for k = 0, 1, 2. Then, we have γ1,j = γ2,j if j = p + 1 or j ∈ Ŝ, and
sign(γ1,j) = sign(γ0,j) if j /∈ Ŝ. Thus, we get from (A.4) that
Q
(α)
n,λ(γ2)−Q(α)n,λ(γ1) =
1 + α
nλnγ
α+1
0,p+1
n∑
i=1
ψ1,α(ri(γ0))xT2,iγ1,2 −
∑
j /∈S
p′λ(|γ0,j |)|γ1,j |,(A.5)
where γ1,2 is the partition of γ having components only with indices in Ŝc. Note that
γ1,2 6= 0 since γ1 ∈ N1\N0.
But, by Assumption (P), p′λ(t) is continuous and decreasing (since pλ concave) on
(0,∞). So, Condition (4.4) implies the existence of a δ > 0 such that∣∣∣∣∣
∣∣∣∣∣ 1 + αnλnσα+1
n∑
i=1
ψ1,α(ri(θ))x2,i
∣∣∣∣∣
∣∣∣∣∣
∞
<
p′λ(δ)
λ
, for all θ ∈ B∗δ , (A.6)
where B∗δ =
{
θ : ||θ − θ̂|| < δ
}
. Now, with further shrinking if needed, we can assume
that N1 ⊂ B∗δ so that |γ0,j | ≤ |γ1,j | < δ for j /∈ Ŝ. Since γ0 ∈ N1 and p′λ(t) is monotone,
using (A.6) in (A.5), we get
Q
(α)
n,λ(γ2)−Q(α)n,λ(γ1) < p′λ(δ)||γ1,2||1 − p′λ(δ)||γ1,2||1 = 0, (A.7)
which completes the proof.
A.2 Proof of Theorem 4.1
Denote ξ = (ξ1, . . . , ξp, ξp+1)T =
∑n
i=1 ψα ((yi,xi),θ) and recall that S = supp(β0) =
{1, . . . , s}. Denote ξS = (ξ1, . . . , ξs)T and ξN = (ξs+1, . . . , ξp)T and define the events
E1 =
{
||ξS ||∞ ≤
√
n logn
c1
}
,
E2 =
{||ξN ||∞ ≤ un√n} ,
E3 =
{
|ξp+1| ≤
√
n logn
c1
}
,
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where un = c−1/21 n1/2−τ
∗(logn)1/2, and τ∗ and c1 are as defined in Assumptions (A3) and
(A4), respectively. Note that, by Assumption (A4) along with Bonferroni’s inequality, we
see that
P (E1 ∩ E2 ∩ E3) ≥ 1−
∑
j∈S∪{p+1}
P
(
|ξj | >
√
n logn
c1
)
−
∑
j∈Sc
P
(|ξj | > un√n)
≥ 1− 2
[
(s+ 1)n−1 + (p− s)e−c1u2n
]
= 1− 2
[
(s+ 1)n−1 + (p− s)e−n1−2τ
∗ logn
]
We will now show the existence of θ̂, under the event E := E1 ∩ E2 ∩ E3, with the required
properties as a minimizer of Q(α)n,λ(θ), or equivalently as a solution to the Conditions
(4.3)–(4.6) of Proposition 1.
Let us first consider Equations (4.3) and (4.5) and show that they posses a simulta-
neous solution (β̂1, σ̂) under the event E . Consider the hypercube
N =
{
(δ, σ) ∈ Rs × R+ : ||δ − βS0||∞ = n−τ logn, |σ − σ0| = n−τ logn
}
.
Note that, since dn ≥ n−τ logn, for any δ = (δ1, . . . , δs) and σ in N , we have
min
1≤j≤s
|δj | ≥ min
j∈S
|β0,j | − dn = dn, and sign(δ) = sign(βS0). (A.8)
Put η = nP ∗λ(δ) so that, by Assumption (P) and (A.8), we get ||η||∞ ≤ np′λ(dn). There-
fore, under E , we get
||ξS + η||∞ ≤
√
n logn
c1
+ np′λ(dn). (A.9)
Now, for any δ ∈ Rs and σ ∈ R+, we define
γ(δ, σ) = (γ1(δ, σ), . . . , γp(δ, σ), γp+1(δ, σ))T =
n∑
i=1
ψα
(
(yi,xi), (δT ,0Tp−s, σ)T
)
,
and
Ψ(δ, σ) = γ∗S(δ, σ)− γ∗S(βS0, σ0) + (ξ∗S(δ, σ) + η∗)
where η∗ = (ηT , 0)T and a∗S = (a1, . . . , as, ap+1)T for any (p+1)-vector a = (a1, . . . , ap)T .
Note that, Equations (4.3) and (4.5) are equivalent to Ψ(δ, σ) = 0s+1.
Now, by a second Taylor series expansion of γ∗S(δ, σ) around (β1, σ0), we get
γ∗S(δ, σ) = γ∗S(βS0, σ0) +
(
X∗TS Σα(θ0)X∗S
)
[(δ, σ)− (βS0, σ0)] + r, (A.10)
where r = (r1, . . . , rs, rs+1)T with rj = 12 [(δ, σ)− (βS0, σ0)]T ∇2γj(δ∗, σ∗) [(δ, σ)− (βS0, σ0)]
and (δ∗, σ∗) is some element in the line segment joining (δ, σ) and (βS0, σ0). But, As-
sumption (A3) implies that
||r||∞ ≤ O
(
sn1−2τ (logn)2
)
.
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Let us put
Ψ∗(δ, σ) :=
(
X∗TS Σα(θ0)X∗S
)−1
Ψ(δ, σ) = [(δ, σ)− (βS0, σ0)] + u, (A.11)
where u =
(
X∗TS Σα(θ0)X∗S
)−1
[ξ∗S(δ, σ) + η∗ + r]. But, again by Assumption (A2) and
(A.9), for any (δ, σ) ∈ N , we get
||u||∞ ≤
∣∣∣∣∣∣∣∣(X∗TS Σα(θ0)X∗S)−1∣∣∣∣∣∣∣∣∞ [||ξ∗S(δ, σ) + η∗||∞ + ||r||∞]
= O
bs
√
logn
n
+ bsp′λ(dn) + bssn−2τ (logn)2
 = O( logn
nτ
)
, (A.12)
where the last equality follows by Assumption (A3). Therefore, putting k = [(δ, σ)− (βS0, σ0)] ∈
Rs+1, for each j = 1, . . . , s+ 1, we get from (A.11) that
Ψ∗(δ, σ)j ≥ nτ
√
logn− ||u||∞ ≥ 0, if kj = nτ
√
logn,
Ψ∗(δ, σ)j ≤ −nτ
√
logn+ ||u||∞ ≤ 0, if kj = −nτ
√
logn,
for sufficiently large n. Hence, by continuity, the equation Ψ∗(δ, σ) = 0s+1 has a solution
(β̂1, σ̂) ∈ N .
Finally, using the above (β̂, σ̂) ∈ N , let us define the required solutions θ̂ = (β̂T , σ̂)T
with β̂S = β̂1 and β̂N = 0p−s. Note that, by Assumption (A3) (in particular, Equation
(4.12) of the main paper) ensures that this θ̂ satisfies the Condition (4.6). Thus, it remains
only to show that it also satisfies Condition (4.4) and we are done.
To this end, we note that
z := 1 + α
nλnσ̂α+1
n∑
i=1
ψ1,α(ri(θ̂))x2,i =
1
nλn
[
ξN + γN (β̂S , σ̂)− γN (βS0, σ0)
]
.(A.13)
But, by Assumption (A3), on the event E2, we have∣∣∣∣∣∣∣∣ 1nλn ξN
∣∣∣∣∣∣∣∣∞ ≤ O
(
unn
−1/2/λn
)
= o(1).
Next, a second Taylor series expansion of γ∗N (δ, σ) around (βS0, σ0) yields
γN (β̂S , σ̂) = γN (βS0, σ0) +
(
X∗TN Σα(θ0)X∗S
) [
(β̂S , σ̂)− (βS0, σ0)
]
+w, (A.14)
wherew = (ws+1, . . . , wp)T with wj = 12
[
(β̂S , σ̂)− (βS0, σ0)
]T ∇2γj(δ˜∗, σ˜∗) [(β̂S , σ̂)− (βS0, σ0)]
and (δ˜∗, σ˜∗) is some element in the line segment joining (β̂S , σ̂) and (βS0, σ0). Again, not-
ing β̂S ∈ N , as before, Assumption (A3) leads to ||w||∞ ≤ O
(
sn1−2τ (logn)2
)
. Further,
since (β̂S , σ̂) satisfies the equation Ψ∗(δ, σ) = 0s+1, we have from (A.11) that[
(β̂, σ̂)− (βS0, σ0)
]
= −
(
X∗TS Σα(θ0)X∗S
)−1
[ξ∗S(δ, σ) + η∗ + r] . (A.15)
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Combining these with (A.14)–(A.15) and using Assumption (A2), we finally get
||z||∞ ≤ o(1) + 1
nλn
∣∣∣∣∣∣γN (β̂S , σ̂)− γN (βS0, σ0)∣∣∣∣∣∣∞
≤ o(1) + 1
nλn
∣∣∣∣∣∣∣∣(X∗TN Σα(θ0)X∗S) (X∗TS Σα(θ0)X∗S)−1∣∣∣∣∣∣∣∣∞ (||ξ∗S(δ, σ) + η∗||∞ + ||r||∞) + 1nλn ||w||∞
≤ o(1) + 1
nλn
O
(
nτ1
√
n logn+ sn1−2τ+τ1(logn)2 + sn1−2τ (logn)2
)
+
∣∣∣∣∣∣∣∣(X∗TN Σα(θ0)X∗S) (X∗TS Σα(θ0)X∗S)−1∣∣∣∣∣∣∣∣∞ p
′
λn
(dn)
λn
≤ Cρ(pλ) + o(1) ≤ ρ(pλ), (A.16)
for sufficiently large n.
Hence Condition (4.4) is satisfied, and this completes the proof.
A.3 Proof of Theorem 4.2
We will proceed as in the proof of Theorem 4.1 with the same notation. Let us first con-
sider the (s+ 1)-dimensional subspace
{
(β, σ) ∈ Rp × R+ : βN = 0
}
and the constrained
objective function given by
Qαn,λ(δ, σ) = Lαn(δ, σ) +
p∑
j=1
pλ(|δj |), (A.17)
where δ = (δ1, . . . , δs)T , xi,S = (xi1, . . . , xis)T and
Lαn(δ, σ) =
1
σα
M
(α)
f −
1 + α
α
1
nσα
n∑
i=1
fα
(
yi − xTi,Sδ
σ
)
. (A.18)
Let us define the closed set
Nr =
{
(δ, σ) ∈ Rs × R+ : ||δ − βS0|| ≤
√
s
n
r, |σ − σ0| ≤ r√
n
}
,
for some r ∈ (0,∞) and the event
En =
{
Qαn,λ(βS0, σ0) < min(δ,σ)∈∂Nr
Qαn,λ(δ, σ)
}
,
where ∂Nr denote the boundary Nr. Then, by definition, a local minimizer of Qαn,λ(δ, σ)
exists, say (β̂1, σ̂), inNr on the event En, such that ||β̂1−βS0|| = O(
√
s/n) and ||σ̂−σ0|| =
O(n−1/2). So, we need to show that P (En)→ 1 as n→ 1 to prove the above consistency
results with probability tending to one.
Now, let us take n sufficiently large so that
√
s/nr ≤ dn; this is possible since d)n√
s/n by Assumption (A3)∗. Then, for any δ = (δ1, . . . , δs)T ∈ Nr, we have sign(δ) =
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sign(βS0), ||δ − βS0||∞ ≤ dn, |σ − σ0| ≤ dn, and minj |δj | ≥ dn. Now, a Taylor theorem
application yields, for any (δ, σ) ∈ Nr,
Qαn,λ(δ, σ)−Qαn,λ(βS0, σ0) = [(δ, σ)− (βS0, σ0)]d+
1
2 [(δ, σ)− (βS0, σ0)]
T D [(δ, σ)− (βS0, σ0)] ,(A.19)
where d = (dT1 , d2)T , d1 = 1+ασα+10
1
n
∑n
i=1 ψ1,α((yi,xi), (δT ,0Tp−s, σ)T ) + P ∗λ(δ) with
d2 = 1+ασα+10
1
n
∑n
i=1 ψ2,α((yi,xi), (δT ,0Tp−s, σ)T ), and D = 1n
(
X∗TS Σα(δ˜, σ˜)X∗S
)
+ P ∗∗λ (δ˜, 0)
with (δ˜, σ˜) being an element on the line segment joining (δ, σ) and (βS0, σ0). But, by
definition of N0 from Assumption (A2)∗, we get ||δ − βS0|| =
√
s/nr, |σ − σ0| = n−1/2r
and (δ˜, σ˜) ∈ N0 for any (δ, σ) ∈ Nr. Then, by Condition (4.14) in Assumption (A2)∗ and
Assumption (A3), we have
Λmin(D) ≥ c− max
(δ,σ)∈N0
ζ(Pλn ; δ) ≥ c/2,
and hence, from (A.19), we get
min
(δ,σ)∈∂Nr
Qαn,λ(δ, σ)−Qαn,λ(βS0, σ0) ≥
√
s/nr
(
−||d1||+ c4
√
s/nr
)
+ n−1/2r
(
−|d2|+ c4n
−1/2r
)
.(A.20)
Therefore, the probability of the event En is bounded below by
P (En) ≥ P
({
||d1||2 < c
2sr2
16n
}
∩
{
|d2| < c
2r2
16n
}
|
)
≥ 1− P
({
||d1||2 ≥ c
2sr2
16n
})
− P
({
|d2| < c
2r2
16n
}
|
)
≥ 1− 16nE||d1||
2
c2sr2
− 16nE|d2|
2
c2r2
, (A.21)
where the last step follows by Markov’s inequality. But, by Assumption (A2)∗, we get
P (En) ≥ 1−O(r−2)−O(r−2) = 1−O(r−2),
which indicates that ||β̂1 − βS0|| = OP (
√
s/n) and ||σ̂ − σ0|| = OP (n−1/2).
Now, with the above minimizers (β̂1, σ̂), let us define the vector β̂ = (β̂
T
S , β̂
T
N )T with
β̂S = β̂1 β̂N = 0p−s. We claim that this (β̂, σ̂) is indeed the required strict minimizer
of Qαn,λ(θ) over the whole parameter space. But, as in the proof of Proposition 4.1, it is
enough only to show that Condition (4.4) is satisfied by this solution; we can prove this
in a similar fashion as we have done to prove Theorem 4.1.
Denote ξ = (ξ1, . . . , ξp, ξp+1)T =
∑n
i=1 ψα ((yi,xi),θ) and define the events
E2 =
{||ξN ||∞ ≤ un√n} ,
(A.22)
with un = c−1/21 nτ
∗/2(logn)1/2. As in the proof of Theorem 4.1, using log p = O(nτ∗), we
can again show that
P (E2) ≤ 1− 2pe−c1u2n → 1, as n→∞.
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But, as in the derivation of (A.16), on the event E2 we have∣∣∣∣∣
∣∣∣∣∣ 1 + αnλnσ̂α+1
n∑
i=1
ψ1,α(ri(θ̂))x2,i
∣∣∣∣∣
∣∣∣∣∣
∞
≤ o(1) + 1
nλn
∣∣∣∣∣∣(X∗TN Σα(θ0)X∗S) [(β̂S , σ̂)− (βS0, σ0)]∣∣∣∣∣∣∞ + 1nλn ||w||∞
= o(1) + O(n)
nλn
∣∣∣∣∣∣(β̂S , σ̂)− (βS0, σ0)∣∣∣∣∣∣2 + O(n)nλn
∣∣∣∣∣∣(β̂S , σ̂)− (βS0, σ0)∣∣∣∣∣∣2
≤ o(1) + r(
√
s+ 1)
λn
√
n
= o(1), for sufficiently large n,
which completes the proof.
A.4 Proof of Theorem 4.3
Consider the event En as defined in the proof of Theorem 4.2 and the strict minimizers
β̂ = (β̂TS , β̂
T
N )T and σ̂ of Qαn,λ(β, σ) obtained there with (β̂S , σ̂) ∈ Nr ⊂ N′ being a
strict minimizer of Qαn,λ(δ, σ) and β̂N = 0p−s. In view of Theorem 4.2, such a solution
exists on the event En having probability tending to one and so we only need to prove the
asymptotic normality of (β̂S , σ̂).
Note that, the first order condition of minimization along with definition of Qαn,λ(δ, σ)
yields
∇Qαn,λ(β̂S , σ̂) = ∇Lαn(β̂S , σ̂) + P ∗λ(β̂S) = 0.
Now, using a Taylor series expansion of Lαn(δ, σ) around βS0 and Assumption (A2)∗, we
get that
0 = ∇Qαn,λ(β̂S , σ̂) = ∇Lαn(β̂S , σ̂) + P ∗λ(β̂S)
= ∇Lαn(βS0, σ0) +
1
n
(
X∗TS Σα(θ0)X∗S
) [
(β̂S , σ̂)− (βS0, σ0)
]
+O(1)
√
s
∣∣∣∣∣∣(β̂S , σ̂)− (βS0, σ0)∣∣∣∣∣∣22 + P ∗λ(β̂S)
= 1
n
n∑
i=1
ψα((yi,xi),θ0) +
1
n
(
X∗TS Σα(θ0)X∗S
) [
(β̂S , σ̂)− (βS0, σ0)
]
+Op(s3/2/n) + P ∗λ(β̂S).(A.23)
But, since β̂S ∈ N0 and p′λn(dn) = o((sn)−1/2) (by Assumption (A5)), we get by the
monotonicity of pλ(·) that∣∣∣∣∣∣P ∗λ(β̂S)∣∣∣∣∣∣2 ≤ √sp′λ(dn) = oP (n−1/2).
Therefore, noting that s = o(n1/3), we get from (A.23) that
(
X∗TS Σα(θ0)X∗S
) [
(β̂S , σ̂)− (βS0, σ0)
]
= −
n∑
i=1
ψα((yi,xi),θ0) + +op(n1/2),
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or equivalently, by Assumption (A5),
AnS
−1/2
2,n S1,n
[
(β̂S , σ̂)− (βS0, σ0)
]
= −AnS−1/22,n
n∑
i=1
ψα((yi,xi),θ0) + op(1),
where S1,n =
(
X∗TS Σα(θ0)X∗S
)
, S2,n =
(
X∗TS Σ∗α(θ0)X∗S
)
and An is as given in the state-
ment of the theorem. Therefore, we finally need to show that
un := −AnS−1/22,n
n∑
i=1
ψα((yi,xi),θ0) P→Nq (0q,G) .
To this end, take a unit vector e ∈ Rq and note that eTun = ∑ni=1 ζi, where ζi =
−eTAnS−1/22,n ψα((yi,xi),θ0). But, by our assumptions each ζi are independent with mean
0 and
n∑
i=1
var(ζi) = eTAnS−1/22,n S2,nS
−1/2
2,n A
T
ne = eTAnATne→ eTGe, as n→∞.
Finally, by Assumption (A5), we get
n∑
i=1
E|ζi|3 ≤
n∑
i=1
∣∣∣eTAnS−1/22,n x∗Si∣∣∣3 max
k=1,2
|ψk,α((yi,xi),θ0)|3
= O(1)
n∑
i=1
∣∣∣eTAnS−1/22,n x∗Si∣∣∣3
≤ O(1)
n∑
i=1
∣∣∣∣∣∣eTAn∣∣∣∣∣∣3 ∣∣∣∣∣∣S−1/22,n x∗Si∣∣∣∣∣∣3 [by Cauchy-Swartz inequality]
≤ O(1)
n∑
i=1
[
x∗TSi S
−1
2,nx
∗
Si
]3/2
= o(1).
Therefore, by Lyapunov’s central limit theorem, we get eTun→P N
(
0, eTGe
)
for any
unit vector e ∈ Rq. Hence, un→P Nq (0q,G), completing the proof.
B Additional Numerical Results
Tables B.1 – B.6 present the simulation results, under the set-up discussed in Section 5 of
the main paper, for p = 100, 200 in presence of 10% Y-outliers, X-outliers or no outliers,
respectively. The findings are very similar to those reported in the main body of the
paper.
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Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 22.3 5.98 0.42 0.80 1.00 6.00
sLTS 4.8 6.34 0.32 1.00 1.00 6.67
RANSAC 9.9 6.18 0.09 1.00 0.99 12.00
LAD-Lasso 89.4 18.10 2.78 0.94 0.99 9.53
DPD-ncv, α = 0.2 3.5 5.57 0.42 1.00 1.00 6.00
DPD-ncv, α = 0.4 6.3 5.57 0.42 1.00 1.00 6.00
DPD-ncv, α = 0.6 20.5 5.57 0.42 0.80 1.00 6.00
DPD-ncv, α = 0.8 20.3 5.57 0.42 0.80 1.00 6.00
DPD-ncv, α = 1 21.1 5.77 0.42 0.80 1.00 6.00
DPD-Lasso, α = 0.2 2330.7 77.21 0.41 1.00 0.01 497.21
DPD-Lasso, α = 0.4 2358.1 71.46 0.44 1.00 0.00 498.13
DPD-Lasso, α = 0.6 2485.7 70.68 0.43 1.00 0.00 498.73
DPD-Lasso, α = 0.8 2663.3 86.04 0.38 1.00 0.02 492.29
DPD-Lasso, α = 1 2413.9 73.95 0.25 1.00 0.11 445.27
LDPD-Lasso, α = 0.2 2.2 5.47 0.06 1.00 0.99 10.83
LDPD-Lasso, α = 0.4 2.5 5.66 0.08 1.00 0.99 8.59
LDPD-Lasso, α = 0.6 3.1 5.88 0.11 1.00 0.99 7.93
LDPD-Lasso, α = 0.8 3.7 6.04 0.15 1.00 0.99 7.51
LDPD-Lasso, α = 1 4.2 6.15 0.19 1.00 0.99 7.49
Lasso 361.8 37.61 6.93 0.79 1.00 5.69
SCAD 139.7 22.33 3.20 0.87 0.98 13.73
MCP 138.9 21.66 3.24 0.78 0.99 6.72
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 1.1 4.58 0.09 1.00 1.00 6.00
sLTS 6.2 6.06 0.23 1.00 0.93 40.07
RANSAC 6.2 4.82 0.24 1.00 0.92 44.00
LAD-Lasso 68.6 15.65 2.77 0.65 0.99 6.28
DPD-ncv, α = 0.2 0.8 4.28 0.06 1.00 1.00 5.00
DPD-ncv, α = 0.4 0.8 4.30 0.06 1.00 1.00 5.00
DPD-ncv, α = 0.6 0.8 4.50 0.06 1.00 1.00 5.00
DPD-ncv, α = 0.8 0.7 4.59 0.06 1.00 1.00 5.00
DPD-ncv, α = 1 0.8 4.61 0.06 1.00 1.00 5.00
DPD-Lasso, α = 0.2 61.3 15.10 0.05 1.00 0.00 499.08
DPD-Lasso, α = 0.4 58.9 14.41 0.17 1.00 0.05 477.15
DPD-Lasso, α = 0.6 56.5 14.85 0.14 1.00 0.10 450.22
DPD-Lasso, α = 0.8 55.1 14.29 0.02 1.00 0.13 435.72
DPD-Lasso, α = 1 54.2 14.16 0.01 1.00 0.13 433.65
LDPD-Lasso, α = 0.2 2.1 5.09 0.07 1.00 0.99 10.19
LDPD-Lasso, α = 0.4 2.2 5.12 0.09 1.00 0.99 7.97
LDPD-Lasso, α = 0.6 2.3 5.14 0.11 1.00 0.99 7.62
LDPD-Lasso, α = 0.8 2.3 5.14 0.13 1.00 1.00 7.38
LDPD-Lasso, α = 1 2.3 5.15 0.14 1.00 1.00 7.38
Lasso 134.1 22.41 4.54 0.02 1.00 0.24
SCAD 128.6 20.97 3.60 0.32 0.99 8.72
MCP 141.6 21.09 3.69 0.24 0.99 4.52
Table 5.1: Table of outputs for p = 500 and Y-outliers
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Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 0.5 3.7 0.06 1.00 1.00 6.00
sLTS 6.8 5.7 0.25 1.00 1.00 6.00
RANSAC 6.3 5.6 0.11 1.00 0.99 10.00
LAD-Lasso 561.8 42.3 1.15 0.83 0.84 81.57
DPD-ncv, α = 0.2 0.4 4.0 0.04 1.00 1.00 5.00
DPD-ncv, α = 0.4 0.5 3.9 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.6 0.5 3.9 0.06 1.00 1.00 5.00
DPD-ncv, α = 0.8 0.5 3.8 0.08 1.00 1.00 5.00
DPD-ncv, α = 1 0.5 3.8 0.10 1.00 1.00 5.00
DPD-Lasso, α = 0.2 2183.6 75.1 0.46 1.00 0.05 474.60
DPD-Lasso, α = 0.4 2357.2 83.9 0.41 1.00 0.01 495.20
DPD-Lasso, α = 0.6 2395.0 85.0 0.40 1.00 0.03 483.49
DPD-Lasso, α = 0.8 2276.0 72.2 0.29 1.00 0.13 433.30
DPD-Lasso, α = 1 1267.2 39.5 0.22 1.00 0.45 277.31
LDPD-Lasso, α = 0.2 1.8 5.1 0.05 1.00 0.99 8.84
LDPD-Lasso, α = 0.4 1.7 5.1 0.06 1.00 0.99 7.81
LDPD-Lasso, α = 0.6 1.7 5.1 0.07 1.00 1.00 7.30
LDPD-Lasso, α = 0.8 1.7 5.1 0.07 1.00 1.00 7.11
LDPD-Lasso, α = 1 1.7 5.1 0.08 1.00 1.00 6.93
LASSO 444.6 41.4 1.77 0.86 0.86 75.45
SCAD 887.4 53.9 3.72 0.66 0.97 15.87
MCP 863.7 51.2 3.59 0.66 0.97 16.26
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 2.0 4.2 0.14 1.00 0.99 12.00
sLTS 8.7 5.3 0.24 1.00 0.92 42.50
RANSAC 5.8 5.9 0.26 1.00 0.98 15.00
LAD-Lasso 108.0 20.4 2.87 0.38 0.99 7.71
DPD-ncv, α = 0.2 1.2 4.1 0.08 1.00 1.00 7.00
DPD-ncv, α = 0.4 1.1 4.0 0.10 1.00 1.00 7.00
DPD-ncv, α = 0.6 1.1 4.2 0.12 1.00 1.00 7.00
DPD-ncv, α = 0.8 1.4 4.2 0.14 1.00 1.00 7.00
DPD-ncv, α = 1 1.5 4.2 0.15 1.00 1.00 7.00
DPD-Lasso, α = 0.2 59.5 13.8 0.05 1.00 0.01 495.26
DPD-Lasso, α = 0.4 48.6 10.8 0.20 1.00 0.16 420.56
DPD-Lasso, α = 0.6 35.3 9.2 0.28 1.00 0.35 329.12
DPD-Lasso, α = 0.8 27.6 8.6 0.13 1.00 0.45 278.17
DPD-Lasso, α = 1 25.7 9.2 0.01 1.00 0.47 267.29
LDPD-Lasso, α = 0.2 1.9 5.0 0.06 1.00 0.98 15.14
LDPD-Lasso, α = 0.4 1.8 5.0 0.07 1.00 0.98 14.04
LDPD-Lasso, α = 0.6 1.8 5.1 0.07 1.00 0.98 14.03
LDPD-Lasso, α = 0.8 1.8 5.0 0.07 1.00 0.98 14.47
LDPD-Lasso, α = 1 1.8 5.0 0.07 1.00 0.98 13.90
LASSO 22.6 10.3 0.13 0.99 0.87 70.32
SCAD 45.8 13.8 0.55 0.81 0.98 16.25
MCP 45.2 12.8 0.49 0.81 0.97 16.45
Table 5.2: Table of outputs for p = 500 and X-outliers
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Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 0.5 3.82 0.06 1.00 1.00 6.00
sLTS 6.5 5.63 0.24 1.00 1.00 6.00
RANSAC 6.5 4.55 0.09 1.00 0.99 10.50
LAD-Lasso 4.7 3.86 0.44 1.00 1.00 6.70
DPD-ncv, α = 0.2 0.5 3.82 0.06 1.00 1.00 6.00
DPD-ncv, α = 0.4 0.5 3.82 0.06 1.00 1.00 6.00
DPD-ncv, α = 0.6 0.5 3.82 0.06 1.00 1.00 6.00
DPD-ncv, α = 0.8 0.5 3.82 0.06 1.00 1.00 6.00
DPD-ncv, α = 1 0.5 3.82 0.06 1.00 1.00 6.00
DPD-Lasso, α = 0.2 2397.7 64.93 0.48 1.00 0.02 487.70
DPD-Lasso, α = 0.4 2355.0 55.13 0.47 1.00 0.01 493.30
DPD-Lasso, α = 0.6 2550.9 70.29 0.48 1.00 0.01 495.90
DPD-Lasso, α = 0.8 2802.2 48.35 0.34 1.00 0.17 417.60
DPD-Lasso, α = 1 462.4 12.02 0.29 1.00 0.64 182.40
LDPD-Lasso, α = 0.2 1.7 3.44 0.06 1.00 0.99 9.90
LDPD-Lasso, α = 0.4 1.6 3.45 0.06 1.00 0.99 8.20
LDPD-Lasso, α = 0.6 1.6 3.40 0.06 1.00 0.99 7.80
LDPD-Lasso, α = 0.8 1.6 3.36 0.07 1.00 0.99 7.80
LDPD-Lasso, α = 1 1.6 3.32 0.07 1.00 0.99 7.60
Lasso 2.4 3.80 0.41 1.00 0.99 7.80
SCAD 17.8 5.22 0.70 0.98 1.00 4.90
MCP 12.6 4.67 0.57 0.98 1.00 4.90
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 1.4 4.73 0.12 1.00 0.99 10.00
sLTS 7.9 5.65 0.24 1.00 0.93 42.00
RANSAC 5.2 4.95 0.23 1.00 0.98 15.00
LAD-Lasso 4.7 3.90 0.42 1.00 1.00 7.30
DPD-ncv, α = 0.2 1.4 4.73 0.12 1.00 0.99 10.00
DPD-ncv, α = 0.4 1.4 4.73 0.12 1.00 0.99 10.00
DPD-ncv, α = 0.6 1.4 4.73 0.12 1.00 0.99 10.00
DPD-ncv, α = 0.8 1.4 4.73 0.12 1.00 0.99 10.00
DPD-ncv, α = 1 1.4 4.73 0.12 1.00 0.99 10.00
DPD-Lasso, α = 0.2 79.1 14.56 0.10 1.00 0.00 499.00
DPD-Lasso, α = 0.4 58.2 12.98 0.25 1.00 0.14 429.70
DPD-Lasso, α = 0.6 44.9 10.18 0.25 1.00 0.31 348.80
DPD-Lasso, α = 0.8 19.9 8.86 0.05 1.00 0.57 215.60
DPD-Lasso, α = 1 21.1 11.46 0.00 1.00 0.59 208.70
LDPD-Lasso, α = 0.2 1.9 3.94 0.06 1.00 0.97 17.50
LDPD-Lasso, α = 0.4 2.0 4.05 0.09 1.00 0.98 15.50
LDPD-Lasso, α = 0.6 2.0 4.23 0.09 1.00 0.98 16.90
LDPD-Lasso, α = 0.8 2.0 4.16 0.08 1.00 0.98 16.00
LDPD-Lasso, α = 1 2.0 4.10 0.08 1.00 0.98 16.40
Lasso 2.1 3.59 0.33 1.00 0.98 12.90
SCAD 0.3 3.71 0.21 1.00 0.99 9.70
MCP 0.3 3.69 0.20 1.00 1.00 6.80
Table 5.3: Table of outputs for p = 500 and no outliers
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Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 6.6 4.39 0.09 1.00 0.97 7.00
sLTS 19.5 5.26 0.32 1.00 0.99 6.00
RANSAC 22.1 5.08 0.08 1.00 0.95 10.00
LAD-Lasso 316.7 15.37 2.48 0.97 0.96 8.75
DPD-ncv, α = 0.2 3.4 4.74 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.4 3.4 4.41 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.6 3.7 4.40 0.06 1.00 1.00 5.00
DPD-ncv, α = 0.8 3.6 4.66 0.07 1.00 1.00 5.00
DPD-ncv, α = 1 3.9 4.60 0.07 1.00 1.00 5.00
DPD-Lasso, α = 0.2 2186.0 22.87 0.26 1.00 0.10 90.72
DPD-Lasso, α = 0.4 2992.4 28.33 0.29 1.00 0.08 92.45
DPD-Lasso, α = 0.6 3853.2 31.75 0.36 1.00 0.15 85.54
DPD-Lasso, α = 0.8 2682.7 23.18 0.36 1.00 0.27 74.71
DPD-Lasso, α = 1 2132.1 17.51 0.36 1.00 0.32 69.79
LDPD-Lasso, α = 0.2 7.8 4.56 0.04 1.00 0.96 8.68
LDPD-Lasso, α = 0.4 8.4 4.63 0.06 1.00 0.97 8.30
LDPD-Lasso, α = 0.6 8.9 4.72 0.07 1.00 0.97 7.49
LDPD-Lasso, α = 0.8 9.9 4.83 0.08 1.00 0.98 7.07
LDPD-Lasso, α = 1 10.9 4.91 0.10 1.00 0.98 6.83
Lasso 1358.6 33.88 6.01 0.83 0.99 5.53
SCAD 478.4 15.63 2.65 0.88 0.94 10.36
MCP 539.4 16.36 2.83 0.81 0.97 6.52
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 2.6 4.47 0.07 1.00 0.99 6.00
sLTS 10.2 1.71 0.12 1.00 0.96 9.00
RANSAC 24.9 4.59 0.07 1.00 0.94 11.00
LAD-Lasso 274.4 14.59 2.40 0.77 0.97 6.78
DPD-ncv, α = 0.2 2.6 4.45 0.04 1.00 0.99 6.00
DPD-ncv, α = 0.4 2.3 4.60 0.03 1.00 0.99 6.00
DPD-ncv, α = 0.6 2.3 4.68 0.04 1.00 0.99 6.00
DPD-ncv, α = 0.8 2.5 4.72 0.05 1.00 0.99 6.00
DPD-ncv, α = 1 2.7 4.78 0.06 1.00 0.99 6.00
DPD-Lasso, α = 0.2 136.1 7.26 0.37 1.00 0.00 99.86
DPD-Lasso, α = 0.4 148.5 8.01 0.40 1.00 0.00 99.91
DPD-Lasso, α = 0.6 176.7 9.16 0.42 1.00 0.00 99.91
DPD-Lasso, α = 0.8 229.3 11.76 0.36 1.00 0.00 99.64
DPD-Lasso, α = 1 229.4 12.40 0.25 1.00 0.01 98.82
LDPD-Lasso, α = 0.2 7.9 4.58 0.06 1.00 0.95 10.10
LDPD-Lasso, α = 0.4 7.9 4.62 0.06 1.00 0.97 7.74
LDPD-Lasso, α = 0.6 8.2 4.70 0.07 1.00 0.98 7.17
LDPD-Lasso, α = 0.8 8.5 4.71 0.09 1.00 0.98 6.90
LDPD-Lasso, α = 1 8.7 4.72 0.10 1.00 0.98 6.69
Lasso 654.9 23.54 4.48 0.05 1.00 0.33
SCAD 619.5 19.65 3.24 0.49 0.94 7.98
MCP 653.8 19.47 3.50 0.34 0.97 4.24
Table B.1: Table of outputs for p = 100 and Y-outliers
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Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 2.6 3.5 0.04 1.00 0.99 6.00
sLTS 29.6 5.5 0.23 1.00 0.99 5.50
RANSAC 18.9 5.1 0.10 1.00 0.95 9.50
LAD-Lasso 2894.6 55.5 1.54 0.84 0.54 48.25
DPD-ncv, α = 0.2 2.0 3.7 0.03 1.00 1.00 5.00
DPD-ncv, α = 0.4 2.0 3.8 0.04 1.00 1.00 5.00
DPD-ncv, α = 0.6 2.0 3.7 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.8 2.2 3.7 0.07 1.00 1.00 5.00
DPD-ncv, α = 1 2.3 3.7 0.08 1.00 1.00 5.00
DPD-Lasso, α = 0.2 534.6 12.2 0.35 1.00 0.22 79.37
DPD-Lasso, α = 0.4 1413.9 18.2 0.35 1.00 0.19 81.63
DPD-Lasso, α = 0.6 1167.4 16.1 0.39 1.00 0.31 70.64
DPD-Lasso, α = 0.8 616.8 8.0 0.42 1.00 0.42 60.17
DPD-Lasso, α = 1 140.9 5.9 0.29 1.00 0.46 56.60
LDPD-Lasso, α = 0.2 6.9 4.5 0.04 1.00 0.98 7.19
LDPD-Lasso, α = 0.4 7.0 4.5 0.04 1.00 0.98 6.79
LDPD-Lasso, α = 0.6 7.2 4.5 0.05 1.00 0.98 6.59
LDPD-Lasso, α = 0.8 7.3 4.5 0.05 1.00 0.98 6.56
LDPD-Lasso, α = 1 7.6 4.5 0.06 1.00 0.98 6.43
Lasso 2784.6 54.6 4.81 0.82 0.61 41.45
SCAD 4450.5 58.9 5.49 0.67 0.87 15.56
MCP 4505.8 62.9 5.40 0.67 0.87 15.68
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 4.0 3.7 0.07 1.00 0.98 7.00
sLTS 17.2 4.2 0.14 1.00 0.81 23.00
RANSAC 16.0 4.0 0.20 1.00 0.92 13.00
LAD-Lasso 421.6 19.1 2.10 0.62 0.90 13.05
DPD-ncv, α = 0.2 3.1 3.8 0.05 1.00 0.99 6.00
DPD-ncv, α = 0.4 2.8 3.8 0.06 1.00 0.99 6.00
DPD-ncv, α = 0.6 3.2 3.7 0.08 1.00 0.99 6.00
DPD-ncv, α = 0.8 3.3 3.6 0.10 1.00 0.99 6.00
DPD-ncv, α = 1 3.3 3.7 0.12 1.00 0.99 6.00
DPD-Lasso, α = 0.2 112.9 7.9 0.38 1.00 0.00 99.74
DPD-Lasso, α = 0.4 132.8 8.6 0.40 1.00 0.00 99.81
DPD-Lasso, α = 0.6 162.0 9.7 0.42 1.00 0.00 99.59
DPD-Lasso, α = 0.8 213.2 10.5 0.37 1.00 0.01 98.72
DPD-Lasso, α = 1 202.6 11.5 0.24 1.00 0.04 96.44
LDPD-Lasso, α = 0.2 6.7 4.5 0.05 1.00 0.93 11.55
LDPD-Lasso, α = 0.4 6.4 4.4 0.05 1.00 0.95 9.99
LDPD-Lasso, α = 0.6 6.5 4.4 0.05 1.00 0.95 10.06
LDPD-Lasso, α = 0.8 6.6 4.4 0.05 1.00 0.95 9.93
LDPD-Lasso, α = 1 6.7 4.3 0.06 1.00 0.95 9.58
LASSO 151.3 12.9 0.85 0.98 0.64 39.20
SCAD 239.2 13.0 0.99 0.83 0.88 15.31
MCP 232.1 12.6 0.94 0.84 0.88 16.01
Table B.2: Table of outputs for p = 100 and X-outliers
38
Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 2.6 3.48 0.04 1.00 0.99 6.00
sLTS 27.4 5.39 0.23 1.00 0.99 6.00
RANSAC 18.5 4.75 0.12 1.00 0.95 10.00
LAD-Lasso 11.1 4.95 0.38 1.00 0.99 5.89
DPD-ncv, α = 0.2 1.9 3.64 0.03 1.00 1.00 5.00
DPD-ncv, α = 0.4 1.8 3.79 0.04 1.00 1.00 5.00
DPD-ncv, α = 0.6 1.8 3.77 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.8 2.0 3.68 0.07 1.00 1.00 5.00
DPD-ncv, α = 1 2.0 3.79 0.08 1.00 1.00 5.00
DPD-Lasso, α = 0.2 529.7 11.83 0.35 1.00 0.23 78.22
DPD-Lasso, α = 0.4 841.7 12.76 0.36 1.00 0.25 75.78
DPD-Lasso, α = 0.6 623.0 6.85 0.41 1.00 0.30 71.78
DPD-Lasso, α = 0.8 13.4 6.43 0.38 1.00 0.47 55.78
DPD-Lasso, α = 1 12.6 6.49 0.35 1.00 0.49 53.89
LDPD-Lasso, α = 0.2 5.4 5.44 0.05 1.00 0.98 6.56
LDPD-Lasso, α = 0.4 5.4 5.38 0.06 1.00 0.99 6.11
LDPD-Lasso, α = 0.6 5.4 5.33 0.07 1.00 0.99 6.11
LDPD-Lasso, α = 0.8 5.5 5.30 0.08 1.00 0.99 5.89
LDPD-Lasso, α = 1 5.5 5.29 0.09 1.00 0.99 5.67
LASSO 8.8 5.72 0.41 1.00 0.99 6.33
SCAD 83.3 6.48 0.77 0.98 1.00 4.89
MCP 69.3 6.40 0.65 0.98 1.00 4.89
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 4.0 3.59 0.07 1.00 0.98 7.00
sLTS 17.3 4.13 0.15 1.00 0.81 23.00
RANSAC 17.2 4.39 0.18 1.00 0.93 12.00
LAD-Lasso 12.8 5.49 0.36 1.00 0.99 6.00
DPD-ncv, α = 0.2 2.7 4.08 0.04 1.00 0.99 6.00
DPD-ncv, α = 0.4 2.8 3.74 0.06 1.00 0.99 6.00
DPD-ncv, α = 0.6 3.0 3.70 0.08 1.00 1.00 5.00
DPD-ncv, α = 0.8 3.2 3.60 0.09 1.00 0.99 5.50
DPD-ncv, α = 1 3.1 3.64 0.11 1.00 0.99 5.50
DPD-Lasso, α = 0.2 94.2 6.81 0.38 1.00 0.00 99.89
DPD-Lasso, α = 0.4 108.4 6.37 0.42 1.00 0.01 99.44
DPD-Lasso, α = 0.6 128.4 8.26 0.43 1.00 0.02 98.56
DPD-Lasso, α = 0.8 118.2 9.21 0.31 1.00 0.03 97.56
DPD-Lasso, α = 1 132.1 10.22 0.16 1.00 0.04 96.11
LDPD-Lasso, α = 0.2 5.0 5.58 0.03 1.00 0.95 9.78
LDPD-Lasso, α = 0.4 5.1 5.58 0.03 1.00 0.96 8.67
LDPD-Lasso, α = 0.6 5.0 5.47 0.03 1.00 0.96 8.67
LDPD-Lasso, α = 0.8 5.0 5.42 0.04 1.00 0.96 8.78
LDPD-Lasso, α = 1 5.1 5.36 0.04 1.00 0.96 8.56
LASSO 7.0 5.80 0.33 1.00 0.97 7.44
SCAD 1.9 4.90 0.20 1.00 0.97 8.00
MCP 2.0 4.83 0.21 1.00 0.99 6.33
Table B.3: Table of outputs for p = 100 and no outliers
39
Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 5.7 5.67 0.14 1.00 0.99 6.00
sLTS 10.7 4.74 0.32 1.00 0.99 6.00
RANSAC 14.3 3.78 0.08 1.00 0.97 10.00
LAD-Lasso 184.4 15.59 2.59 0.94 0.98 9.09
DPD-ncv, α = 0.2 4.5 4.85 0.10 1.00 1.00 5.00
DPD-ncv, α = 0.4 2.8 4.88 0.10 1.00 1.00 5.00
DPD-ncv, α = 0.6 3.2 4.98 0.12 1.00 1.00 5.00
DPD-ncv, α = 0.8 2.8 5.08 0.12 1.00 1.00 5.00
DPD-ncv, α = 1 3.4 5.15 0.13 1.00 1.00 5.00
DPD-Lasso, α = 0.2 4735.4 75.86 0.38 1.00 0.00 199.49
DPD-Lasso, α = 0.4 4863.6 75.18 0.40 1.00 0.01 198.35
DPD-Lasso, α = 0.6 5206.5 75.59 0.39 1.00 0.01 197.24
DPD-Lasso, α = 0.8 5799.7 74.88 0.36 1.00 0.03 193.52
DPD-Lasso, α = 1 4576.2 67.29 0.28 1.00 0.18 165.45
LDPD-Lasso, α = 0.2 4.6 4.53 0.05 1.00 0.97 11.13
LDPD-Lasso, α = 0.4 5.3 4.66 0.06 1.00 0.98 9.02
LDPD-Lasso, α = 0.6 6.4 4.82 0.07 1.00 0.98 7.99
LDPD-Lasso, α = 0.8 7.9 5.09 0.10 1.00 0.99 7.32
LDPD-Lasso, α = 1 9.2 5.29 0.14 1.00 0.99 6.84
Lasso 757.0 32.81 6.20 0.80 0.99 5.70
SCAD 289.5 19.60 3.05 0.84 0.96 11.26
MCP 295.3 19.48 3.01 0.79 0.99 6.68
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 1.7 3.88 0.08 1.00 1.00 5.50
sLTS 11.6 6.98 0.20 1.00 0.85 34.50
RANSAC 15.7 4.03 0.12 1.00 0.96 12.00
LAD-Lasso 156.2 15.74 2.55 0.72 0.99 6.35
DPD-ncv, α = 0.2 1.3 3.84 0.02 1.00 1.00 5.00
DPD-ncv, α = 0.4 1.1 4.27 0.02 1.00 1.00 5.00
DPD-ncv, α = 0.6 1.5 4.02 0.03 1.00 1.00 5.00
DPD-ncv, α = 0.8 1.6 4.03 0.04 1.00 1.00 5.00
DPD-ncv, α = 1 1.6 4.03 0.05 1.00 1.00 5.00
DPD-Lasso, α = 0.2 128.3 13.08 0.43 1.00 0.00 199.85
DPD-Lasso, α = 0.4 128.4 12.54 0.46 1.00 0.00 199.93
DPD-Lasso, α = 0.6 132.3 12.61 0.44 1.00 0.00 199.63
DPD-Lasso, α = 0.8 131.7 12.65 0.33 1.00 0.02 195.30
DPD-Lasso, α = 1 115.3 12.91 0.25 1.00 0.05 191.17
LDPD-Lasso, α = 0.2 4.5 4.57 0.06 1.00 0.97 11.42
LDPD-Lasso, α = 0.4 4.6 4.61 0.07 1.00 0.98 8.30
LDPD-Lasso, α = 0.6 4.8 4.58 0.08 1.00 0.99 7.58
LDPD-Lasso, α = 0.8 4.8 4.56 0.09 1.00 0.99 7.31
LDPD-Lasso, α = 1 4.9 4.52 0.10 1.00 0.99 7.24
Lasso 333.6 25.45 4.38 0.03 1.00 0.31
SCAD 300.3 21.44 3.32 0.41 0.97 8.58
MCP 351.0 23.84 3.54 0.28 0.98 4.63
Table B.4: Table of outputs for p = 200 and Y-outliers
40
Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 1.1 3.4 0.05 1.00 0.99 6.00
sLTS 14.9 5.2 0.24 1.00 0.99 6.00
RANSAC 10.5 4.0 0.10 1.00 0.98 9.00
LAD-Lasso 996.1 37.6 0.49 0.89 0.65 73.18
DPD-ncv, α = 0.2 0.9 3.3 0.04 1.00 1.00 5.00
DPD-ncv, α = 0.4 0.9 3.5 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.6 1.0 3.5 0.06 1.00 1.00 5.00
DPD-ncv, α = 0.8 1.0 3.5 0.08 1.00 1.00 5.00
DPD-ncv, α = 1 1.1 3.4 0.10 1.00 1.00 5.00
DPD-Lasso, α = 0.2 3327.5 53.5 0.43 1.00 0.08 183.44
DPD-Lasso, α = 0.4 4342.1 66.5 0.42 1.00 0.03 193.21
DPD-Lasso, α = 0.6 4094.5 59.5 0.42 1.00 0.13 174.98
DPD-Lasso, α = 0.8 2995.8 38.8 0.38 1.00 0.32 136.86
DPD-Lasso, α = 1 985.1 14.7 0.32 1.00 0.54 95.25
LDPD-Lasso, α = 0.2 3.8 4.4 0.04 1.00 0.98 7.97
LDPD-Lasso, α = 0.4 3.8 4.4 0.05 1.00 0.99 7.12
LDPD-Lasso, α = 0.6 3.7 4.3 0.05 1.00 0.99 6.97
LDPD-Lasso, α = 0.8 3.8 4.4 0.06 1.00 0.99 6.69
LDPD-Lasso, α = 1 3.9 4.4 0.07 1.00 0.99 6.54
LASSO 1077.2 39.8 2.74 0.87 0.71 61.31
SCAD 2163.3 49.6 4.49 0.67 0.94 15.80
MCP 2150.3 51.8 4.47 0.65 0.94 15.88
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 2.4 3.6 0.09 1.00 0.98 8.00
sLTS 13.4 4.9 0.19 1.00 0.86 32.00
RANSAC 10.8 5.1 0.24 1.00 0.95 14.00
LAD-Lasso 255.8 20.6 2.52 0.49 0.97 9.01
DPD-ncv, α = 0.2 2.0 3.6 0.06 1.00 0.99 6.00
DPD-ncv, α = 0.4 1.9 3.4 0.07 1.00 0.99 6.00
DPD-ncv, α = 0.6 2.1 3.6 0.09 1.00 0.99 6.50
DPD-ncv, α = 0.8 2.2 3.9 0.11 1.00 0.99 6.00
DPD-ncv, α = 1 2.1 3.7 0.12 1.00 0.99 6.00
DPD-Lasso, α = 0.2 118.5 12.3 0.43 1.00 0.00 199.81
DPD-Lasso, α = 0.4 120.8 12.2 0.44 1.00 0.00 199.82
DPD-Lasso, α = 0.6 127.5 12.0 0.43 1.00 0.00 199.62
DPD-Lasso, α = 0.8 114.4 11.4 0.34 1.00 0.07 185.84
DPD-Lasso, α = 1 80.6 9.9 0.15 1.00 0.15 170.46
LDPD-Lasso, α = 0.2 3.8 4.2 0.05 1.00 0.96 12.07
LDPD-Lasso, α = 0.4 3.7 4.2 0.04 1.00 0.97 10.25
LDPD-Lasso, α = 0.6 3.7 4.2 0.05 1.00 0.97 10.20
LDPD-Lasso, α = 0.8 3.7 4.2 0.05 1.00 0.97 10.02
LDPD-Lasso, α = 1 3.8 4.1 0.05 1.00 0.97 9.94
LASSO 59.4 10.4 0.36 0.99 0.74 56.49
SCAD 116.6 11.9 0.72 0.83 0.94 16.10
MCP 116.1 12.3 0.70 0.83 0.94 16.35
Table B.5: Table of outputs for p = 200 and X-outliers
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Setting A
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 1.1 3.54 0.05 1.00 0.99 6.00
sLTS 14.9 5.55 0.24 1.00 0.99 6.00
RANSAC 11.1 4.43 0.09 1.00 0.97 10.00
LAD-Lasso 10.2 4.92 0.36 1.00 0.99 6.56
DPD-ncv, α = 0.2 0.9 3.42 0.04 1.00 1.00 5.00
DPD-ncv, α = 0.4 1.0 3.74 0.05 1.00 1.00 5.00
DPD-ncv, α = 0.6 1.1 3.57 0.07 1.00 1.00 5.00
DPD-ncv, α = 0.8 1.1 3.71 0.08 1.00 1.00 5.00
DPD-ncv, α = 1 1.1 3.52 0.10 1.00 1.00 5.00
DPD-Lasso, α = 0.2 2922.9 47.59 0.44 1.00 0.14 173.22
DPD-Lasso, α = 0.4 4156.2 65.55 0.41 1.00 0.08 184.44
DPD-Lasso, α = 0.6 3597.1 53.71 0.45 1.00 0.21 158.67
DPD-Lasso, α = 0.8 4263.6 47.08 0.42 1.00 0.30 141.78
DPD-Lasso, α = 1 9.3 5.13 0.26 1.00 0.64 75.67
LDPD-Lasso, α = 0.2 4.1 4.81 0.04 1.00 0.98 8.44
LDPD-Lasso, α = 0.4 4.0 4.78 0.05 1.00 0.99 7.33
LDPD-Lasso, α = 0.6 3.9 4.82 0.05 1.00 0.99 7.33
LDPD-Lasso, α = 0.8 3.9 4.85 0.06 1.00 0.99 7.11
LDPD-Lasso, α = 1 3.9 4.91 0.07 1.00 0.99 7.00
LASSO 6.7 5.10 0.39 1.00 0.99 6.44
SCAD 40.8 5.52 0.77 1.00 1.00 5.00
MCP 30.5 4.47 0.62 0.98 1.00 4.89
Setting B
Method MSEE(βˆ) RMSPE(βˆ) EE(σ̂) TP(βˆ) TN(βˆ) MS(βˆ)
(×10−4) (×10−2)
RLARS 2.4 3.57 0.09 1.00 0.98 8.00
sLTS 14.0 5.03 0.19 1.00 0.86 32.00
RANSAC 9.8 4.42 0.20 1.00 0.96 13.00
LAD-Lasso 10.6 5.14 0.40 1.00 0.99 6.50
DPD-ncv, α = 0.2 2.0 3.52 0.05 1.00 0.99 6.00
DPD-ncv, α = 0.4 2.0 3.27 0.07 1.00 0.99 6.00
DPD-ncv, α = 0.6 2.1 3.51 0.09 1.00 0.99 6.00
DPD-ncv, α = 0.8 2.2 3.86 0.11 1.00 0.99 6.00
DPD-ncv, α = 1 2.1 3.73 0.12 1.00 0.99 6.00
DPD-Lasso, α = 0.2 113.0 10.22 0.45 1.00 0.00 199.90
DPD-Lasso, α = 0.4 121.4 10.11 0.42 1.00 0.00 199.60
DPD-Lasso, α = 0.6 134.1 11.33 0.42 1.00 0.00 199.60
DPD-Lasso, α = 0.8 117.7 10.98 0.38 1.00 0.07 187.00
DPD-Lasso, α = 1 60.6 10.62 0.10 1.00 0.19 162.10
LDPD-Lasso, α = 0.2 4.2 4.57 0.06 1.00 0.94 17.40
LDPD-Lasso, α = 0.4 4.0 4.78 0.05 1.00 0.96 12.20
LDPD-Lasso, α = 0.6 4.0 4.80 0.05 1.00 0.96 12.30
LDPD-Lasso, α = 0.8 3.9 4.88 0.06 1.00 0.97 11.50
LDPD-Lasso, α = 1 4.1 4.72 0.05 1.00 0.96 12.70
LASSO 4.7 4.83 0.29 1.00 0.98 9.70
SCAD 1.6 4.21 0.19 1.00 0.98 8.00
MCP 1.6 4.39 0.18 1.00 0.99 7.20
Table B.6: Table of outputs for p = 200 and no outliers
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