Transport-coupled nonlinear dynamics is fundamental to most types of spatio-temporal self-organization. The rich physics of these processes is not only of basic interest, but holds the key to understanding biological phenomena such as cell motion, embryogenesis, dynamical diseases and patterns in bacterial systems [1] [2] [3] [4] [5] . Important examples are found in reaction-diffusion media, which have provided valuable insights into systems as diverse as the patterned shells of mollusks, neuronal networks, and the human heart [6, 7] . Usually in these reactiondiffusion systems transport coupling in the form of molecular diffusion or diffusion-like electric processes is considered. In contrary transport coupling by fluid flow has received little attention with experiments focusing mainly on the Belousov-Zhabotinsky (BZ) reaction [8] [9] [10] [11] . Here we show that reaction-diffusion-advection has fundamental consequences for biological systems that use solutes as signaling agents.
In this Letter, we present experimental results on flow-driven waves in the signaling of the amoebae Dictyostelium discoideum (D.d.). This organism, naturally occurring in forest soil, is an important model system for the study of chemotaxis, cell differentiation and morphogenesis [12] . When starved, 10 5 − 10 6 individual cells signal each other and form multi-cellular centimeter-scale Voronoi domains. The corresponding wave sources in each domain then act as aggregation centers, which eventually transform into millimeter long slugs and finally into fruiting bodies bearing spores for long-term survival and long-range dispersal. Underlying the signaling of D.d. are diffusive waves of the extracellular messenger cyclic adenosine monophosphate (cAMP), which are amplified via secretion of cAMP by individual cells when they are exposed to extracellular cAMP [13] [14] [15] . In the natural environment, populations of starving D.d. may experience fluid flows that will profoundly alter the wave generation processes as we show here. Although in nature these wave processes occur in 3D, a first understanding may be gained in a quasi 1D geometry.
Our experiments investigate spatial-temporal dynamics of a uniformly distributed population of D.d. cells in a flow-through narrow microfluidic channel. As shown in Fig. 1 , the starved amoebae are attached to the surface of the channel and exposed to an external fluid flow that advects cAMP molecules downstream. This transport anisotropy in the extracellular medium induced macroscopic wave trains that differ profoundly from conventional excitation waves in this system. Moreover, with this set up we injected cAMP pulses periodically and studied the phase-locking properties of the system. The D.d. cells (cell line AX2) were grown in HL5 medium, harvested in the exponential growth phase, and starved for four hours in a phosphate buffer under shaking [16] . The cells with the density of 4 × 10 7 cells/ml were loaded into a straight microfluidic device approximately 200 cells wide, 3000 cells long and 10 cells high (30 mm × 2 mm × 100 µm) that we produced from polydimethylsiloxane (PDMS) and glass using soft lithography [17] . Cells were allowed to settle for 15 min before a laminar flow of phosphate buffer was started (Fig. 1a) . cAMP wave patterns are indirectly inferred based on cell response visualized by dark-field microscopy. Since the change of the scattered light reflects the cell shape change associated with cAMP, we indirectly observe the propagating waves of cAMP [18] [19] [20] [21] .
In the absence of flow, spiral or target patterns emerge at different locations along the channel (see Supplemental Movie 1 [22] ). This is in contrast with flow-driven waves, where waves originate at the inlet region of the device, as shown in Fig. 1 . Figure 1b shows an example of flow-driven waves for the average flow velocity of V f = 2 mm/min (see Supplemental Movie 2 [22] ). The four successive snapshots reveal bright bands propagating in flow direction. The image contrast reflects the shape changes of the cells. The light bands correspond to high concentrations of cAMP and consist of elongated chemotactic cells while in the dark bands the cAMP concentrations is small and cells remain round [18] [19] [20] [21] . The flow velocities were chosen to be below the shear stresses known to be necessary for mechanotaxis [23] or cell-substrate detachment [24] . In all experiments we observed that flowdriven waves i) developed simultaneously over the entire channel, ii) were propagating solely in the flow direction, and iii) had curved wave fronts. Figure 1c shows the space-time plot for V f = 2 mm/min with diagonal bands giving the average wave velocity V w and the wavelength λ w (here 1.43 mm/min and 8.33 mm, respectively). We obtain the power spectrum of the signal and the leading frequency by computing the Discrete Fourier Transform (DFT). The DFT of the averaged light intensity < I(t) > x,y is defined as
where N is the total number of frames and averages are taken over spatial regions of interest. During wave propagation, I(k) has the dominant peak at k max which corresponds to the period of T = ∆t N kmax−1 , where ∆t is the time between two successive frames. The power spectrum analysis of the signal yielded T = 6.8 ± 0.18 min, which matches the typical oscillation period of extracellular cAMP in spatially homogeneous, well-stirred systems [20, 25] . Figures 1d-f show the spatial (pixel-wise) phase map as calculated at the dominant frequency in the power spectrum. A nearly structure-less map is observed initially for 1h -2h before wave initiation (Fig. 1d) . The average parabolic deformation of the wave front after the onset of wave propagation is characterized in Fig. 1e . Our results also reveal that these deformations increase in amplitude with increasing flow velocities (see Fig. 1f and Supplemental Movie 3 [22] ) and eventually cause single wave front to extend over the entire length of the channel (Supplemental Movie 4 [22] ).
Experiments at different flow rates show that, within the experimental error, both V w and λ w are proportional to the flow velocity while the period T is practically velocity independent (Fig. 2) . This differs profoundly from the situation in the absence of fluid flow, where the pacemaker of a given wave pattern (e.g., a target pattern or spiral rotor) determines the wave period based on its local characteristics. For a given preparation, these periods can vary by up to 33 % [25] . The wave velocity and respective wavelength are then determined by the system's dispersion relation V w (T ) which depends nearly exclusively on the underlying reaction network and cAMP diffusion. Accordingly the data in Fig. 2 provide strong evidence for the presence of flow-driven waves. To investigate the dynamical selection of flow-driven waves, we perturbed the system by periodically injecting cAMP pulses at the upstream end of the channel. We performed experiments with pulses of fixed concentration of external cAMP (0.5 µM). This concentration was found to produce well developed responses and is the lower bound of the range previously used for noflow experiments [26] . The injection periods T p were 2 min≤ T p ≤ 16 min. The volume of cAMP in each injection was 0.25 µl with the injection rate of 5 µl/min and pulse duration of 3 s. At the channel entrance a pulse of cAMP elicited a fast contraction response in the shape of the cells. This well known 'cringe' response [27, 28] was locked to the perturbation period and propagated downstream with the flow velocity. Initially the response was observed to decay towards the end of the channel. However with time progressively, after about 70 min, we observed the appearance of flow-driven waves in the middle of the channel which propagated towards its end. The red and blue colors correspond to the intensity plots along the red and blue lines in Fig. 3 . From the top trace to the bottom trace, the stimulus intervals are 2, 3, 7, 9 and 16 mins, respectively. Figure 3 shows examples of the spatio-temporal responses. We observed zones of regular and irregular dynamics at the distal end of the channel. For regular responses, we found a L:M resonance, where L and M are integers. Examples can be seen in Figs. 3 a,b ,c and e (as well as Fig. 4 ), which show a 3:1, 2:1, 1:1 and 1:2 resonance, respectively. We observed 1:1 responses for a wide range of stimulus periods between 4 min and 8 min. An example of irregular pattern with complex oscillations is shown in Fig. 3d and Fig. 4d , where the injection period of cAMP was 9 min. As T p decreased to 3 min, first a 1:1 propagated 'cringe' response is observed over the entire length of the channel. After 40 min, flow-driven waves developed away from the injection site and cringe waves died out at the middle of the channel. However, after 70 min, a 1:1 cringe response was replaced downstream by a 2:1 response at the distal end of the channel, where every second wave was blocked (Fig. 3, 4b) . A transition to propagation block was also observed at faster injection periods, namely T p =2 min, where a transition to a stable 3:1 response occurred (Fig. 3, 4a) . Furthermore, at very slow stimulus period of T p =16 min, a 1:2 response was observed (Fig. 3, 4e) .
Our experimental results can clearly be interpreted as movements through adjacent Arnold tongues [29] caused by changes in the driving frequency 1/T p . Hence, responses are phase locked only for those parameter values that fall inside an Arnold tongue. Period values outside Arnold tongues give irregular behavior and show no synchronization. This is consistent with further experiments that vary the concentration of the cAMP pulses, which are currently under way.
Flow-driven waves may have also important biological consequences on the aggregation dynamics of the D.d. cells. Our observations show that the wave's persistence length is much larger than without flow. As cells are chemotactic one would expect that they all migrate upstream to the injection or wave self-generation site. As the time for this migration would be too long one would expect, in the absence of any other mechanisms, that no aggregation clusters should form. In both cases, no cell streaming was observed. This is perplexing at first sight, as in the natural environment D.d. is typically found in forest soils, where fluid flows are very common and can be expected to influence the aggregation dynamics along the lines observed here. Notice that rainwater speeds in soils can vary from near zero to values one order of magnitude larger than flow rates in our study [30] . At those large speeds we observed cells to be washed out of the device. To investigate this question further, we performed experiments in which the flow is maintained well into the culmination phase of the life cycle. We then analyzed the spatial coordinates of the cell aggregates and surprisingly found a random distribution for most of the experiments.
Furthermore, qualitative inspection showed the same for flow-free aggregates (Fig. 5) . In our experiments waves appear 3-6 hours after starvation. During this time, the cell motion due to chemotaxis is weak [31] and did not produce patterns in cell density. Later after 8 hours, cells aggregate into small clumps as shown in Fig. 5b . We also observed that the flow structure itself can have influence on aggregation, for instance due to the parabolic front shape one would expect that cells would aggregate preferentially in the middle of the channel. This we observed in few cases as shown in Fig. 5c . Clearly more detailed studies are needed to explore these aggregation patterns and why streaming does not occur in the channel and how it couples to the flow.
In conclusion, we have shown that a flow of extracellular cAMP through a field of signaling D.d. cells can lead to wave propagation. This phenomenon is reproducible and observed for a wide range of flow rates as well as cell densities. Flow-driven waves are also observed in the autocatalytic Belousov-Zhabotinsky (BZ) reaction, where differential flow destabilizes an otherwise spatially homogeneous state of the system. A differential flow induced chemical instability (DIFICI) was originally predicted by Rovinsky and Menzinger [8, 9] and later observed in the BZ reaction [10, 32] . DIFICI share some similarities with the Turing instability [33] for which differential diffusion spatially disengages antagonistic species. The DIFICI, however, is free from the restrictions of molecular size on diffusion coefficients and should thus exist in a wide variety of chemical, physical, and biological systems. Nevertheless, up to now the BZ reaction has remained as the only unambiguous experimental example, although flowdriven transport instabilities have been hypothesized as factors during biological morphogenesis [11] and population dynamics [34] for a long time. The system presented here shares many similarities with DIFICI, but there are also important differences. For instance, in the absence of the flow, signaling D.d. amoeba represent a system under continuous development, they synchronize and show formation and propagation of spiral waves, while the BZ systems investigated homogeneous solutions were stable. In addition, in a convectively unstable system, like DIFIC, the inlet perturbation drifts with the flow and grows over a length scale called the 'healing length'. This we did not observe in our experiments with D.d. cells.
From a general persepective, D.d. presents itself as very suitable model system to further elucidate the distribution of the cell populations under the influence of differential flow [35] and investigations in this direction are under way in our laboratory.
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