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Monitoring of Internet services reveals that there is a growing trend in the use of Cloud Services.
Considering the strong growth on the access to these services in a relatively short period of time,
it is estimated that shortly they will be responsible for a significant amount of Internet flows.
In this context, this project aims to identify and quantify the use of Cloud Services at the
University of Minho (UM). Achieving this goal involves identifying appropriate techniques for
traffic classification and the definition of a model for processing the collected traces. Atten-
ding to the available set of Cloud Services, this study focuses on characterizing Cloud Storage
services, identifying the most accessed Cloud Storage Providers and the characteristics of the
corresponding traffic.
Cloud Storage services present several characteristics that turn the current classification methods
insufficient or too complex to apply, namely the use of dynamic communication ports and secu-
rity protocols encrypting the traffic. This motivates the use of a new classification approach based
on Tstat tool, which uses the technique of extracting signatures of servers during the handshake
of Secure Sockets Layer (SSL) protocol.
The obtained results provide global statistics regarding the most used services at UM, focu-
sing subsequently on Cloud Storage services. For these, the top Cloud Storage Providers within





A monitorização dos serviços que fluem na Internet revela que existe uma tendência crescente na
utilização de Cloud Services. Pelo forte crescimento de acessos a estes serviços num espaço de
tempo relativamente curto, estima-se que brevemente estes sejam responsáveis pela grande parte
dos fluxos da Internet.
Neste contexto, este projeto tem por objetivo identificar e quantificar a utilização de Cloud
Services por parte dos utilizadores da Universidade do Minho (UM). A concretização do objetivo
envolve a identificação de técnicas apropriadas de classificação de tráfego e a definição do mo-
delo de processamento dos dados coletados. Do conjunto de Cloud Services, este estudo incide
nos serviços de armazenamento na nuvem, os Cloud Storage. Como tal, o estudo realizado tem
em conta o prestador do serviço de armazenamento e as características do tráfego associado.
As características do tráfego destes serviços, que recorrem a portas de comunicação dinâmi-
cas e utilizam protocolos de segurança, cifrando desta forma o seu tráfego, tornam os métodos
de classificação atuais insuficientes ou muito complexos de aplicar. Desta forma, foi necessário
utilizar uma nova abordagem de classificação, recorrendo à ferramenta Tstat, que utiliza a téc-
nica de extração de assinaturas dos servidores durante a fase de handshake do protocolo Secure
Sockets Layer (SSL).
Os resultados apresentados reportam, inicialmente, as estatísticas sobre os serviços mais ace-
didos na UM de forma global, incidindo posteriormente nos serviços Cloud Storage. Relati-
vamente a estes, discutem-se os Cloud Storage Providers mais acedidos pelos utilizadores e as
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A caracterização de tráfego de rede é uma tarefa essencial da engenharia de tráfego que permite
obter um conhecimento mais detalhado sobre as propriedades do tráfego bem como o tipo de
aplicações e serviços que fluem na rede. Conhecer as características do tráfego e o perfil de
utilização dos recursos de rede são passos essenciais para o correcto dimensionamento, operação
e gestão das redes, permitindo melhorar a qualidade de serviço e a qualidade de experiência dos
utilizadores no uso dos serviços disponibilizados.
Cloud Computing diz respeito à mudança de um paradigma da utilização de recursos locais,
num dado sistema terminal ou num servidor, para a utilização dos recursos na nuvem, ou seja,
em servidores distribuídos pela Internet. Chega ao utilizador através do prestador do serviço
em causa, e este é responsável pela manutenção e segurança do serviço que disponibiliza. Ao
utilizador é necessário apenas um sistema terminal com um navegador e acesso à Internet. A
partir daí pode iniciar a interacção com o serviço. O modelo Cloud Computing está em forte
crescimento, e verifica-se que a adesão é bastante significativa, não só em ambiente empresarial,
mas em ambientes académicos ou ainda para utilização pessoal. Existem inúmeros serviços
cloud e ainda prestadores para os mesmos e cabe aos utilizadores/empresas a escolha mediante
os requisitos que procuram para este modelo de funcionamento.
Com o surgimento de novos serviços, como o caso dos Cloud Services, a tarefa de classi-
ficação de tráfego deixa de ser uma operação simples e imediata. Muitas das vezes a entidade
proprietária do serviço não é responsável pela distribuição do mesmo [1], tornando a classifica-
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ção destes serviços mais complexa. A tendência dos novos serviços quanto à alocação de portas
de comunicação de forma dinâmica, impede o estabelecimento de uma relação entre as portas
de comunicação e estes novos serviços. Estes factores, aliados à tendência crescente do uso de
protocolos de segurança, cifrando os dados, apesar de ser um factor de segurança acrescido do
ponto de vista dos utilizadores do serviço, tornam a tarefa de classificação do tráfego cada vez
mais complexa.
1.2 Motivação e objectivos
Segundo [2] são três as principais razões que demonstram a necessidade da caracterização e
classificação do tráfego que flui na rede. Uma das razões diz respeito ao constante desentendi-
mento entre a Recording Industry Association of America (RIAA) e Motion Picture Association
of America (MPAA) relativamente à partilha de ficheiros. O segundo motivo é relativo à luta
entre os criadores de software malicioso, os chamados hackers, e as companhias de gestão de
segurança on-line, já que a caracterização do tráfego permite identificar padrões em ataques
de software malignos, permitindo desta forma identificá-los e filtrá-los. A terceira razão, diz
respeito à necessidade de classificação de tráfego que um dado cliente acede. Deste modo, o
respectivo prestador de serviço de Internet (ISP) possui os dados necessários para verificar se o
contrato com o cliente, e vice-versa, está a ser cumprido ou não. Outra vantagem que advém
da caracterização do tráfego é a possibilidade de implementação de políticas de Qualidade de
Serviço (QoS) de acordo com o tráfego verificado.
Em [1], numa análise à evolução dos serviços da Internet, discute-se a tendência crescente na
utilização dos Cloud Services, dando ênfase ao seu crescimento explosivo num espaço de tempo
relativamente curto. Segundo os autores em [3], pode-se então esperar que o tráfego gerado por
este tipo de serviços, brevemente seja responsável pela grande parte do tráfego da Internet. Desta
forma os dados de acesso a serviços Cloud Storage obtidos neste trabalho de dissertação serão
essenciais numa futura análise aos mesmos serviços num mesmo cenário de forma a se obter o
índice de crescimento e adesão por parte dos utilizadores da UM.
Assim, o objectivo central deste trabalho é o desenvolvimento de um modelo de processa-
mento de tráfego capaz de identificar e quantificar a utilização de Serviços Cloud pelos utiliza-
dores da rede da Universidade do Minho. Este modelo encontra-se representado na Figura 3.4
na página 27. Neste contexto, definem-se como objectivos específicos:
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• estudo e identificação dos diferentes tipos de Cloud Services;
• identificação das técnicas de classificação de tráfego a aplicar;
• identificação dos parâmetros típicos de classificação para cada Serviço Cloud;
• elaboração de um modelo de classificação de Serviços Cloud e sua aplicação na caracteri-
zação do tráfego da comunidade académica da Universidade do Minho;
• identificação dos Cloud Storage Providers mais acedidos pelos utilizadores da rede UM.
1.3 Estrutura da Dissertação
No presente Capítulo é abordado de forma introdutória o problema da classificação do tráfego de
rede e ainda o conceito de cloud computing.
No Capítulo 2 são apresentados alguns conceitos essenciais para o desenvolvimento da solu-
ção de caracterização utilizada nesta dissertação. São descritas as diferentes técnicas de captura
e de classificação de tráfego, e ainda a arquitectura e principais características associadas a cloud
computing, assim como os seus modelos de serviço.
No Capítulo 3 são apresentadas as diferentes fases definidas com vista à implementação
da solução de caracterização de serviços Cloud Storage. Foram também discutidas as técnicas
utilizadas e as fases de processamento das ferramentas utilizadas.
Os resultados obtidos são apresentados no Capítulo 4. Os resultados da classificação do
tráfego de rede da UM são apresentados numa fase inicial de forma global, e são ainda caracte-
rizados o conjunto de fluxos não Cloud Storage. Seguidamente são apresentados os resultados
do conjunto de fluxos Cloud Storage, e as características são apresentadas por Cloud Storage
Provider.
Finalmente, no Capítulo 5 são apresentadas as conclusões deste trabalho de dissertação com
uma avaliação e reflexão de acordo com os resultados obtidos e objectivos iniciamente definidos.






Neste capítulo pretende-se contextualizar o leitor com os dois principais temas abordados neste
trabalho: a classificação do tráfego da rede e o conceito de cloud computing.
2.1 Caracterização do Tráfego de Rede
2.1.1 Métodos de captura do tráfego
Para a caracterização do tráfego é necessário, numa primeira fase coletar informação que flui na
rede. As duas técnicas apresentadas em [4] incidem na utilização das funcionalidades dos routers
ou então na utilização de hardware e/ou software adicional para recolha do tráfego com vista à
sua classificação.
2.1.1.1 Técnicas Router-Based
Para a captura do tráfego, estas técnicas recorrem às seguintes funcionalidades existentes nos
routers.
• Simple Network Management Protocol (SNMP) : é um protocolo da camada de aplica-
ção que permite aos administradores gerir o desempenho da rede, encontrar e solucionar
problemas.Também permite uma recolha de informação que possibilita ao administrador
tomar decisões de planeamento da rede em questão.
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• Remote Network Monitoring (RMON) : é uma extensão da base de dados (MIB) do pro-
tocolo SNMP . Enquanto no SNMP é necessário solicitar a informação pretendida, no
RMON é possível implementar uma serie de alarmes que serão accionados se a rede se
comportar segundo os critérios escolhidos.
• Netflow: diz respeito a uma funcionalidade inserida nos routers da Cisco que permite a
colecta de tráfego IP assim que entra numa interface, fornecendo ao administrador de
rede dados como a origem e destino do tráfego, a classe de serviço e dados que permitam
desvendar a causa do congestionamento da rede.
2.1.1.2 Técnicas Non Router-Based
Esta técnicas recorrem a componentes de hardware e/ou software adicionais, e podem efectuar
monitorização passiva ou activa [5].
• Monitorização Activa: esta abordagem gera tráfego intrusivo, interagindo com a rede de
forma a obter um efeito mensurável. Para isso, as ferramentas que utilizam esta abordagem
recorrem a comandos como o “ping” para calcular o atraso e o número de pacotes perdido
e o “traceroute”, utilizado para determinar a topologia da rede, ou ainda a técnicas mais
complexas para determinar o atraso como o “capprobe” ou ainda o “pathchar”.
• Monitorização Passiva: neste abordagem não é injectado qualquer tipo de tráfego. Este é
capturado e analisado pelas ferramentas denominadas de “sniffers”.
2.1.2 Métodos de classificação do tráfego
Os diferentes métodos de classificação são discutidos seguidamente.
2.1.2.1 Método de Análise à Porta (Port-Based)
Este método é considerado o mais simples e rápido, uma vez que consome consideravelmente
poucos recursos para classificar o fluxo que flui na rede. Para retornar o resultado da classifica-
ção, este método necessita da informação de apenas um pacote, o primeiro do fluxo. De seguida
compara o número de porta de origem e número de porta de destino assim como o número de
protocolo de transporte com os registos das portas registadas Internet Assigned Numbers Autho-
rity)(IANA) [6]. Como exemplo temos o serviço de transferência de ficheiros (FTP), quando
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um pacote deste tipo chega ao cliente, possui no campo de destino o valor “21” e no campo
do protocolo o valor “6”, o valor do protocolo TCP, e será então interpretado como um pacote
pertencente ao um fluxo FTP. Isto considerando que cada programa opera com um protocolo
específico, ao qual se encontra associado um número de porta. Pois é precisamente este o grande
problema no desempenho deste método, o facto de actualmente algumas aplicações alocarem
dinamicamente as portas, como é o exemplo de aplicações Peer-to-Peer (P2P), on-line gaming
e textitCloud services. Outro factor que reduz a eficácia deste método é quando o payload da
camada de rede se encontra cifrado, desta forma não é possível obter directamente o número da
porte e do protocolo, e consequentemente impossível de fazer corresponder ao fluxo.
2.1.2.2 Método de Análise ao Payload
Este método também é conhecido por Deep Packet Inspection (DPI) e distingue-se do anterior
por analisar a informação contido no campo de payload da camada de transporte. Fazendo a
correspondência entre a informação contida nos campos de payload com um conjunto de assina-
turas conhecidas de cada aplicação, é então possível determinar o tipo de fluxo ao qual pertence o
respectivo pacote. Considera-se uma assinatura uma tag de pequena dimensão que representa um
objecto ( padrão ou string) mais extenso [7]. No caso de se estar perante duas assinaturas iguais,
ou seja, se a informação contida no payload for igual a uma assinatura incluída na base de dados
das assinaturas, então esse pacote pertence ao fluxo da correspondente assinatura. A eficiência
deste método de classificação de tráfego é directamente proporcional ao número de assinaturas
conhecidas na Base de Dados. Ou seja, este método é aconselhado quando se possui um elevado
número de assinaturas conhecidas. Se não for este o caso, o método torna-se desaconselhável de
aplicar, uma vez que ainda acresce a desvantagem do elevado peso computacional.Assim como o
método antes descrito, o método de análise baseado no número da porta, este método também é
ineficaz para tráfego cifrado, uma vez que a aplicação da criptografia altera o valor do campo de
payload. Sem conhecimento do algoritmo de cifragem torna-se impossível calcular o verdadeiro
valor do payload, logo impossível de aceder à assinatura para classificar o tráfego.
2.1.2.3 Método de Análise do Comportamento de Sistemas Terminais (Host-Behaviour)
Este método é substancialmente diferente dos métodos anteriormente descritos, uma vez que não
centra a pesquisa nas características do fluxo (portas, protocolos), mas sim no comportamento
dos sistemas receptores do fluxo, ou seja, dos sistemas terminais. Para a primeira fase deste
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método, é tido em conta os campos Internet Protocol (IP) de origem e destino do fluxo. Desta
forma é possível, através da observação da quantidade de fluxos que o sistema terminal em
questão possuí como sendo o IP de destino e respectiva porta de destino, determinar se o sistema é
popular, e possivelmente prestador de serviços. Considera-se um possível prestador de serviços,
um sistema com o qual uma quantidade elevada de terminais comunicam. Desta forma, este
método torna-se imune à eventual cifragem dos dados, desde que a informação dos campos de
destino (IP e porta) não se alterem. O ponto sensível deste método é a necessidade de garantia
da captura do fluxo nos dois sentidos, o que resulta numa ineficácia em redes assimétricas. Outra
desvantagem é o facto deste processo passar por diversas fases, cada uma com o respectivo tempo
de processamento, o que traduz numa morosa classificação. Desta forma, pode-se concluir que
este método é vocacionado para cenários que não exijam uma classificação em tempo real do
tráfego, mas sim a curto/médio prazo.
2.1.2.4 Método de Análise dos Fluxos (Flow-Behaviour)
O resultado deste método concilia a área de Redes de Computadores com a área da Inteligência
Artificial e comparativamente com os restantes expostos, este propõe um nível de discriminação
bastante superior. Para caracterizar uma aplicação, é necessário partir do princípio que cada
aplicação possui propriedades estatísticas únicas, uma vez que são necessários os valores de uma
quantidade elevada de parâmetros, e a sua conjunção resulta em características únicas para um
fluxo. A desvantagem da utilização deste método é a necessidade de computação específica, o
que o torna pouco acessível.
2.1.2.5 Vantagens e desvantagens
Relativamente às técnicas de classificação a Tabela 2.1 descreve as principais vantagens e des-
vantagens para cada método.
Cada método possui vantagens e desvantagens bem particulares, daí que o método a sele-
cionar deve ser escolhido tendo em conta o objectivo da classificação assim como o hardware
dísponivel. Outra vertente incide na junção de dois ou mais métodos de classificação como
em [8] [9] .
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Método Vantagem Desvantagem
Simples Taxa de acerto muito baixa,
Port-Based Rápido para aplicações que alocam
Utiliza poucos recursos dinamicamente as portas
Taxa de acertos elevada Necessária uma BD com elevado
DPI número de assinaturas
Não classifica tráfego cifrado
Questões de privacidade
Elevada taxa de acertos Não é adequado para classificação
Não analisa o payload, em tempo-real
Host-Based logo é eficaz perante Lento
tráfego cifrado
Flow-Based Elevada taxa de acertos Computacionalmente pesado
Tabela 2.1: Vantagens e desvantagens dos diferentes métodos de classificação
2.1.3 Ferramentas de Classificação
As ferramentas podem ser categorizadas quanto ao processo de captura de tráfego e ao método
de classificação que utilizam. O principal objectivo deste tipo de ferramentas é a identificação
da aplicação/serviço que deu origem ao tráfego analisado, mas também é utilizado para uma
caracterização dos hábitos de acesso à Internet por parte dos utilizadores da rede em questão.
Esta caracterização pode ser em tempo-real ou em modo offline. A opção de análise em tempo
real é um requisito fundamental dos sistemas de detecção de intrusão, conhecidos por Network
intrusion detection system (NIDS) que são ferramentas orientadas para detectar comportamentos
anormais como ataques ou tentativa de ataque à rede e, como tal, o tempo de resposta é funda-
mental. Já no modo offline o tráfego é colecto e analisado posteriormente, possibilitando uma
análise estatística mais complexa.
Alguns exemplos de técnicas baseadas em captura de tráfego Router-Based foram descritas
acima (SNMP, RMON, Netflow), quanto às Non-Router Based as ferramentas são categorizados
pela interacção, ou falta dela com a rede. As ferramentas que interagem com a rede, ou seja
injectam tráfego para obter parâmetros de análise são as ferramentas de monitorização activas e,
como exemplo, temos o Netem e o Dummynet. As que não interagem com a rede, limitando-se a
captar o tráfego e a analisá-lo são as ferramentas denominadas de sniffers. Ferramentas como o
Wireshark e Tcdump permitem uma análise aos pacotes interactiva, enquanto outras ferramentas
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como o Snort, CoralReef, Tstat, BlinC estão automatizadas para que a interacção humana seja
minimizada.Dentro desta gama de ferramentas podemos destacar alguns exemplos de NIDS :
Snort, Bro e SRi.
Quanto à classificação de tráfego o CoralReef [10] é um exemplo de ferramenta port-based.
As ferramentas Bro [11] e L7-filter [12] recorrem à inspeção do payload (DPI). No entanto,
face às características actuais dos serviços os investigadores começaram a desenvolver ferra-
mentas [13] que não se baseassem quer na porta quer ao payload. Estas ferramentas recorrem
a estatísticas de características do tráfego, e são desta forma imunes ao tráfego cifrado. Estas
ferramentas podem ser consultadas em [14], [15] e [16].




Aliada à constante evolução das tecnologias e à crescente facilidade de acesso à Internet, surgiu
também a oportunidade de negócio de novos serviços. Esses serviços reflectem um novo e mais
interessante ponto de vista para o utilizador da Internet, permitindo que este tenha acesso aos
recursos computacionais associados a um relativo serviço, em tempo-real e independentemente
da localização dos recursos ou ainda a quem pertencem. É neste contexto que surge o conceito
de Cloud Computing. Este conceito permite uma migração dos paradigmas de computação ac-
tuais, em que o computador desempenha um papel principal, para um novo paradigma em que o
mesmo computador passa a ser um intermediário entre o utilizador e os prestadores de serviços.
Por outras palavras, as aplicações (como por exemplo um processador de texto) deixam de estar
instaladas no computador do utilizador, e passam a ser acedidas através da Internet. Do ponto
de vista do utilizador, as vantagens são variadas, uma vez que as tarefas de instalação, armaze-
namento, manutenção, actualização (entre outras) deixam de ser do utilizador e passam para o
fornecedor do serviço. Para a utilização de um serviço, o utilizador necessita apenas de acesso
à Internet. Desta forma todos os recursos computacionais passam a estar disponíveis na Cloud,
o que se traduz também numa diminuição de custos de aquisição de computadores, uma vez que
estes não necessitam de altos recursos computacionais.
2.2.1 Arquitectura
De uma forma simplista, uma solução de cloud computing é constituída, como se pode observar
na Figura 2.1. Os autores de [18] definem os por vários elementos: clientes, datacenter e servi-
dores distribuídos. Cada elemento possui uma finalidade e desempenha um papel importante na
disponibilização de uma aplicação baseada em Cloud Computing.
2.2.1.1 Clientes
Estes componentes correspondem aos designados sistemas terminais que promovem a interac-
ção com os humanos. Representam os típicos computadores, mas também podem ser portáteis,
tablets, telemóveis. De uma forma geral estes tipos de clientes podem ser divididos em três
distintas categorias:
• thin: tipo de clientes cujos computadores não possuem discos rígidos internos, deixando
para o servidor a tarefa de processamento, mostrando depois o resultado do mesmo;
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Figura 2.1: Arquitectura generalista de Cloud Computing
• thick: tipo de clientes com um computador standart, usando um browser de forma a
conectar-se à cloud;
• móveis: dispositivos móveis, incluído PDAs e smartphones.
Deste conjunto de clientes, os que começam a destacar-se são os thin [19], muito por causa
do seu preço e efeito no ambiente. De facto este tipo de clientes são mais baratos de adquirir
uma vez que não é necessária uma componente de hardware tão complexa, como os restantes
computadores. Em termos de segurança, uma vez que o processamento é realizado nos servido-
res, não há a necessidade de disco rígido, diminuindo assim a probabilidade de um vírus invadir
o sistema. Além do processamento, os dados também são mantidos nos servidores, diminuindo
a probabilidade de perder os dados no caso do portátil avariar ou ser roubado. Para além destas
vantagens descritas, esta categoria de clientes, apresenta também um menor consumo de potên-
cia, que se traduz num menor consumo de energia, e ainda numa diminuição de ruído.
2.2.1.2 Datacenters
Estes componentes dizem respeito ao conjunto de servidores cuja aplicação que o cliente subs-
creve se encontra hospedada. Em termos físicos corresponde a aglomerados de computadores
ligados em rede. De facto, diversos destes datacenters são constituídos por milhares de servido-




Não é obrigatório que os servidores sejam mantidos todos no mesmo local, aliás é bastante
comum encontrar os servidores espalhados por diversas localizações. No entanto, para o cliente
a prestação de serviços ocorre sem que este se aperceba que pode estar a recorrer a servidores
distribuídos geograficamente. Esta característica promove uma acrescida segurança ao provedor
de serviços. Por exemplo, se acontecesse algo que provocasse uma falha num servidor de um
determinado serviço, esse mesmo serviço poderia ser acedido utilizando outro servidor. Outra
mais valia acontece quando é necessário adicionar mais hardware ao serviço Cloud, pode-se
simplesmente adicionar novos servidores numa nova localização e inclui-la na Cloud.
2.2.2 Modelos de Serviço
O modelos de serviço diferem de acordo com o tipo de serviço que é prestado ao cliente. Estes
modelos encontram-se definidos pelo National Institute of Standards and Technology (NIST)
em [20] e os principais são os seguintes:
2.2.2.1 Software as a Service (SaaS)
Neste tipo de modelo a aplicação pretendida é apresentada ao utilizador como um serviço dispo-
nível através do uso da internet. As aplicações são acedidas pelo utilizador através de browsers.
Desta forma o utilizador não controla nem é responsável pela administração das aplicações, nem
de infraestruturas como a rede, servidores, ou mesmo de sistemas operacionais.
O Saas é executado por servidores em datacenters, e é da responsabilidade do prestador
do serviço (aplicação) a sua administração, assim como actualizações. Por outras palavras ,
uma empresa desenvolve uma dada aplicação, e disponibiliza-a a um baixo custo a uma grande
quantidade de utilizadores. No entanto, também existem vários SaaS grátis.
Algumas das vantagens deste modelo são as seguintes:
• é mais barato para o cliente do que comprar a licença da aplicação;
• Aplicações mais antigas são difíceis de personalizar ao gosto/vontade do cliente e envol-
viam alterar o código. Com SaaS é muito mais fácil prestar a uma empresa um serviço
mais personalizado.
13
CAPÍTULO 2. ESTADO DA ARTE
Alguns exemplos de SaaS:
• SalesForce : serviços Customer Relationship Managment que permite às que empresas
colaborar sem a necessidade de aquisição de novo hardware ou instalação e manutenção
de software;
• Google: Google Docs, Calender.
2.2.2.2 Platform as a Service (PaaS)
Este serviço disponibiliza os recursos para que os programadores/criadores de software possam
usufrui de um ambiente específico para a elaboração de aplicações com o objectivo de operar no
modelo de Cloud Computing .
Para isso são então disponibilizados os recursos computacionais, desde sistema operativo até
a compiladores de linguagens de programação. Neste modelo de serviço o cliente não administra
nem controla a infraestrutura adjacente à sua plataforma, possuindo apenas controlo sobre as
aplicações que desenvolve. O cliente utiliza os chamados “blocos” de construção do fornecedor
com vista à criação das suas próprias aplicações, aplicações essas que depois de implementadas
e testadas podem mesmo chegar a ser SaaS.
Alguns exemplos de PaaS:
• Google App Engine: plataforma para o desenvolvimento de aplicações escaláveis, executá-
veis na infraestrutura do Google. Fornece um conjunto de APIs e um modelo de aplicação
que permite aos programadores a possibilidade da utilização de serviços adicionais presta-
dos pela Google.
• Aneka : fornece serviços de segurança (autenticação, autorização, auditoria), comunicação
e manipulação de mensagens. O seu objectivo principal é a disponibilização ao utilizador
de um ambiente capaz da execução de aplicações desenvolvido com modelos de aplicação
diferentes.
2.2.2.3 Hardware as a Service (HaaS ou IaaS)
Este tipo de serviço também é conhecido como Infrastucture as a Service, e é responsável por
fornecer os recursos, tais como processamento e/ou memória.
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Os utilizadores do HaaS/IaaS também não controlam nem administram a infraestrutura da
Cloud, no entanto já possuem controlo sobre os recursos que eventualmente utilizarão, ou seja,
sobre o sistema operativo, armazenamento, e possuem também algum controlo sobre os compo-
nentes da rede, como, por exemplo, firewalls .
Alguns exemplos de HaaS:
• Amazon Elastic Cloud Computing (EC2): disponibiliza uma estrutura completa para com-
putação com diferentes níveis de processamento, abrangendo desde tarefas consideradas
simples até às de alto desempenho;
• Elastic Utility Computing Architecture Linking Your Programs To Useful Systems (Eu-
calyptus): infraestrutura de código aberto que disponibiliza uma interface compatível com
Amazon EC2, permitindo aos utilizadores a possibilidade de criação de uma infraestrutura
própria. Tem como principal objectivo auxiliar o desenvolvimento de tecnologias Cloud
Computing
• Dropbox, Icloud, PT Cloud.
Cloud Storage
Este tipo de serviço, pertencente a HaaS fornece aos seus utilizadores um novo paradigma de
armazenamento dos seus dados, o armazenamento na nuvem. De modo a que o utilizador possua
acesso a este tipo de serviço, este tem que escolher um prestador e registar-se de modo a possuir
uma conta associada. Daí os dados que pretender colocar, via upload, na sua conta encontram-se
acessíveis independentemente da sua localização e sistema terminal que utiliza, desde que tenha
acesso á internet.
Hoje em dia existem inúmeros prestadores deste tipo de serviço, denominados de Cloud
Storage Providers (CSP), e a grande maioria oferece um espaço de armazenamento considerável
e gratuito. No entanto, também existe a possibilidade, mediante um custo associado, a obtenção
de uma maior parcela de armazenamento, ou ainda a opção de espaço ilimitado.
Pela análise a [21] podemos apontar as principais funcionalidades de este tipo de serviço
ilustradas na Figura 2.2.
A funcionalidade de cópia, como o próprio nome indica, efectua uma cópia dos ficheiros se-
leccionados pelo utilizador, que se encontram numa ou mais directorias do seu sistema terminal,
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Figura 2.2: Funcionalidades Cloud Storage
SIT Technical Reports SIT-TR-2012-001
na sua conta cloud associada. Desta forma, se acontecer algum incidente ao seu sistema terminal,
os dados que guardou na nuvem não são perdidos.
A funcionalidade de backup permite ao utilizador recuperar uma versão de um ficheiro ante-
riormente guardado na sua conta, e pode ir até períodos longos, como anos. Este tipo de funcio-
nalidade é um processo automático de cópias periódicas dos dados transmitidas e guardadas na
nuvem.
Relativamente à funcionalidade de sincronização, esta diz respeito às capacidade de arma-
zenamento de ficheiros com diferentes sistemas terminais, mas com a mesma conta associada.
Considerando, que um utilizador pode possuir diferentes sistemas terminais (computador pes-
soal, tablet, telemóvel), este não perde o acesso aos dados alterando o sistema, e quando realiza
alguma alteração, por exemplo, em algum documento, o sistema sincroniza automaticamente e
independentemente do sistema terminal que utilize, o documento encontra-se actualizado.
Finalmente, a última funcionalidade, a de partilha, diz respeito à capacidade de um utilizador
poder partilhar os seus ficheiros ou mesmo directorias com outros utilizadores, sendo ainda pos-
sível atribuir-lhes, ou não, permissões tais como leitura, escrita, download ou ainda a permissão
de apagar os dados. Outra funcionalidade diz respeito ao modo como o utilizador submete os
16
2.3. SUMÁRIO
seus dados, que pode ser via um navegador Web, acedendo à sua conta e fazendo upload, ou ainda
recorrendo a aplicações dedicadas e fornecidas pelo próprio CSP. Estas aplicações permitem uma
sincronização directa do conteúdo de uma directoria com a conta associada.
Cloud Storage Providers
Aliado a estes serviços surgiram númerosos prestadores, sendo que a maior parte destes ofe-
recem alguns Gigabytes de armazenamento grátis por conta, sendo possível, desta forma, afirmar
que este tipo de modelo de serviço se encontra disponível para toda a população de forma gra-
tuita, ainda que limitada. Graças a este factor, e aliado às vantagens provenientes deste tipo de
modelo, o número de utilizadores tem vindo a crescer de forma brutal, como por exemplo no
seio académico.
Das funcionalidades acima descritas, nem todos os prestadores disponibilizam as quatro re-
feridas, cabendo ao utilizador a escolha do prestador de acordo com os seus requisitos para este
tipo de sistemas.
Como exemplos de CSP surgiram empresas dedicadas a este tipo de serviço, como por exem-
plo a Dropbox1 , CX2, Box3,Mozy4, entre outras, que viram neste novo paradigma de armaze-
namento uma oportunidade de negócio. Outras empresas, já implementadas e prestadores de
diversos serviços, também aderiram ao armazenamento na nuvem. A Microsoft criou o Sky-
drive5, como serviço adicional para os seus utilizadores, a Apple a Icloud6 e a Google o Google
Drive7. Para os utilizadores de serviços destas empresas, não é necessário a criação de uma
nova conta, pois a sua conta de armazenamento na nuvem fica associada à sua conta de correio
electrónico.
2.3 Sumário
Neste capítulo foram apresentados os temas de Classificação de tráfego de rede e cloud com-
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métodos de captura assim como os métodos de classificação. Relativamente ao cloud computing
foram apresentados os diferentes modelos de serviço, com ênfase para um dos serviços disponi-
bilizados pelo HaaS, o Cloud Storage.
No final de este capítulo espera-se que o leitor compreenda as etapas para a classificação do
tráfego de rede, e ainda que consiga distinguir os diferentes modelos de serviço que o cloud com-
puting oferece. Com a informação apresentada pretende-se facilitar a compreensão da solução
proposta e apresentada no Capítulo. 3
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Capítulo 3
Colecta e processamento dos dados
Neste capítulo encontram-se documentados os passos e as decisões que foram tomadas para a
realização com sucesso dos objectivos definidos para este projecto de mestrado. Em primeiro
lugar houve a necessidade de restringir a pesquisa e análise para um dos modelos de serviços
de Cloud Services. Tendo em conta a população alvo, o meio académico, optou-se por incidir a
pesquisa no serviço de Cloud Services, e tentar obter uma representação da quantidade de tráfego
que corresponde a este tipo de serviços e ainda quais os prestadores que os utilizadores da UM
mais usufruem.
Tomada esta decisão o próximo passo foi o levantamento das características para este tipo de
tráfego, relativamente aos métodos de classificação descritos no capítulo anterior. Este tipo de
serviços gera tráfego cifrado, o que seria de esperar uma vez que são colocados na rede docu-
mentos e dados possivelmente importantes, daí que a segurança seja um ponto fulcral para este
tipo de serviços. Perante este facto restavam dois métodos de classificação: o método baseados
nos comportamentos dos sistemas terminais e o método de análise aos fluxos.
Outra vertente, corresponde à utilização de que mais do que um método de classificação
como em [8] [9], o que se pode tornar bastante útil na classificação de tráfego cifrado. O autor
de [22], refera-se à tendência de utilização de um modelo híbrido, que reuna as vantagens de
cada método de classificação.
Em [3], é apresentada uma alternativa para a classificação de tráfego cifrado. Neste artigo a
classificação é realizada através das assinaturas do servidor do serviço, extraídas dos certificados
trocados durante o estabelecimento de uma sessão segura, recorrendo à ferramenta Tstat. Esta
técnica é o método utilizado neste trabalho para extração das assinaturas dos fluxos. Na secção
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3.1 é descrita a utilização desta técnica.
O passo seguinte foi o processamento dos fluxos, fornecidos pelos Serviços Académicos da
Universidade Do Minho(SCOM).
Finalmente, para discussão dos dados obtidos recorreu-se à ferramenta R para uma represen-
tação gráfica e estatística dos resultados.
3.1 Extração da assinatura do servidor
Este passo é realizado pela ferramenta Tstat que recorre ao handshake realizado no estabeleci-
mento da comunicação para a recolha destas informações. Uma comunicação cifrada recorre ao
protocolo Secure Sockets Layer, e esta é estabelecida através do handshake, onde são verificadas
as identidades de ambas as partes (nem sempre a identidade do Cliente é requerida). As fases de
um handshake consoante ilustradas na Figura 3.1, são as seguintes:
• na primeira fase (1), o cliente solicita o estabelecimento de uma comunicação segura envi-
ando uma mensagem “client hello” conjuntamente com a informação criptográfica;
• a resposta do servidor (2) vem numa mensagem “Server Hello” juntamente com o seu cer-
tificado digital e ainda a sua chave pública. É nesta fase que também solicita o certificado
do cliente, se for o caso;
• na próxima fase (3) o cliente verifica o certificado, e se este for considerado fiável prosse-
gue a comunicação enviando uma chave de sessão única cifrada com a chave pública do
servidor, permitindo a ambos o cálculo da chave privada que utilizaram para cifrar o resto
da comunicação
• quando existe da parte do servidor um pedido de certificado do cliente, este certificado
também tem que ser validado de forma a continuarem a comunicação (4)
Na fase 1, o Tstat retira o valor do parâmetro server_name enviada pelo cliente nas extensões1
da mensagem “Client Hello ”, e na fase 2 extraí o Common Name que corresponde a uma string
que identifica o nome do servidor indicado no certificado.
1RFC 3546, Hello Extensions
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Figura 3.1: Fases do estabelecimento de uma comunicação SSL
3.2 Recolha dos fluxos
Devido ao hardware disponível para o processamento de dados, juntamente com o objectivo
da classificação do tráfego foi requerido uma recolha mais refinada de fluxos da UM. Assim a
recolha centrou-se em todo o tráfego cifrado, o tráfego HTTPS. Para isso os SCOM capturaram
apenas as comunicações trocadas com a porta 443 do router da UM.
A recolha dos fluxos, efectuada pelos SCOM, foi realizada entre os dias 7 e 10 de Maio de
2013, em diferentes horas do dia correspondentes a diferentes cenários de utilização da rede. A
Tabela 3.1 mostra a relação entre o número de ficheiros recolhidos por dia e por hora. Da recolha
resultam ficheiros em formato dump, cada um correspondente a aproximadamente 250MB de
tráfego.
Aos dados fornecidos pelo Tsat em bruto é realizada uma formatação, de modo a apagar
dados sem qualquer tipo de informação e consequentemente irrelevantes no contexto deste tra-
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Dia Horário Quantidade Tamanho
Maio 2013 de dumps (Gbytes)
7 19 100 25
23 72 18












10 7 5 1,25
10 55 13,75
TOTAL 1174 293,5
Tabela 3.1: Fluxos recolhidos por dia e horas
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N ◦fluxos N ◦fluxos








Tabela 3.2: Quantidade de fluxos antes e depois da formatação
balho. Os requisitos para a eliminação destes fluxos dizem respeito ao conteúdo dos parâmetros
server_name e do CN. Sendo apenas apagados os fluxos cujos valores do server_name e do CN
se encontrem vazios em simultâneo. Na tabela 3.2 é possível visualizar a quantidade de fluxos
por horário antes e depois da formatação.
3.3 Tratamento dos dados
Ao conjunto de fluxos fornecidos pelos SCOM de modo a serem sujeitos a análise foram aplica-
das várias etapas de processamento, como se podem observar na Figura 3.2.
Em mais detalhe, primeira etapa diz respeito ao processamento pelo Tstat. A passagem de
um ficheiro dump pelo Tstat resulta num conjunto de ficheiros de texto txt (logs), texto esse que
caracteriza um dado fluxo. Cada linha do ficheiro retornado pelo Tstat diz respeito a um fluxo, e
cada coluna diz respeito a uma variável que caracteriza esse fluxo (ex: IP origem/destino, portas
origem/destino).
A lista completa com as variáveis retornadas pode ser encontrada em [23], ou consultada no
Anexo A. O Tstat também desagrega os ficheiros .txt por categorias (chat, streaming ,TCP ,
UDP, vídeo). No entanto, no âmbito deste trabalho os logs de interesse são os de TCP. As fases
de processamento dos fluxos pelo Tstat encontram-se ilustradas no diagrama 3.3.
Estes podem ainda ser de dois tipo diferentes: "log_tcp_complete"e os "log_tcp_nocomplete".
Nestes ficheiros encontram-se então todos as conexões tcp detectadas pelo tstat.
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Figura 3.2: Diagrama geral de processamento dos fluxos
Esta conexão é identificada quando é detectado o pacote SYN e termina numa destas três
opções:
• detectado o FIN/ACK ;
• quando não é detectado nenhum pacote de dados 10 segundos após o handshake inicial ;
• 5 minutos após o último pacote de dados detectado. Quando uma conexão tcp é correcta-
mente terminada, esta é armazenada no "log_tcp_complete", caso contrário em "log_tcp_nocomplete".
O Tstat descarta fluxos em que o handshake não tenha sido devidamente efectuado.
Para a detecção da assinatura correspondente a um servidor associado a um CSP, não é rele-
vante se o fluxo tcp foi terminado correctamente ou não, uma vez que essa informação encontra-
24
3.3. TRATAMENTO DOS DADOS
Figura 3.3: Diagrama de processamento dos fluxos pelo Tstat
se na troca de informação inicial, ou seja no handshake. Desta forma, para além do ficheiro
"log_tcp_complete", também os dados do "log_tcp_nocomplete"serão utilizados na análise dos
fluxos.
A segunda fase diz respeito ao tratamento dos logs pelo programa de cálculo e manipulação
de dados, o R. Nesta fase, e de forma aos dados não serem processados todos em conjunto, os
logs foram agregados por hora de recolha. Assim o processamento descrito no Fluxograma 3.4
foi realizado para cada período horário.
Cada fluxo processado pelo Tstat é caracterizado num total de 111 parâmetros, no entanto, a
maior parte destes não são relevantes para a caracterização do tráfego no âmbito deste trabalho.
De forma a aliviar a carga de dados a processar pelo R, a primeira etapa desta fase é a formatação
do número de variáveis características para cada fluxo.
Os parâmetros escolhidos para caracterizar um fluxo são os seguintes:
• Client IP addr (1): campo que identifica o endereço IP da máquina do cliente;
• Client TCP port(2): campo que identifica a porta que o cliente utilizou para a comunicação
com a aplicação;
• Packets[C2S](3): campo que retorna o número de pacotes enviados pelo cliente para o
servidor;
• Unique Bytes[C2S](7): corresponde à quantidade de bytes enviados do cliente para o ser-
vidor;
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• RTT[C2S](29): valor correspondente ao tempo médio verificado entre o envio de um pa-
cote do cliente para o servidor e a recepção do acknowledgment referente ao mesmo pacote;
• Servidor IP addr(45) : campo que identifica o endereço IP da máquina do servidor;
• Servidor TCP port(46): campo que identifica a porta que o servidor utilizou para a comu-
nicação com o cliente;
• Packets[S2C](47): campo que retorna o número de pacotes enviados pelo servidor para o
cliente;
• Unique Bytes[S2C](51): corresponde à quantidade de bytes enviados do servidor para o
cliente;
• RTT[S2C](73): valor correspondente ao tempo médio verificado entre o envio de um pa-
cote do servidor para o cliente e a recepção do acknowledgment referente ao mesmo pa-
cote;
• Flow duration (89): campo correspondente ao tempo total entre o primeiro pacote e o
último recebido do mesmo fluxo;
• Server name(110): identifica o nome do servidor indicado pelo cliente durante o handshake,
no caso de fluxos SSL;
• Common name(110): identifica o nome do servidor indicado pelo mesmo durante o handshake,
no caso de fluxos SSL.
Os valores numéricos apresentados dentro de parêntesis que seguem o nome do parâmetro
correspondem à entrada (coluna) da tabela dos logs do Tstat. A tabela pode ser consultada
em [23], ou no Anexo A deste trabalho.
O parâmetro correspondente à coluna 101 (Connection type) na tabela acima foi inicialmente
considerada como variável de interesse. No entanto no decorrer da análise dos dados verificou-se
que esta apresentava, como era de esperar, sempre o mesmo valor de bitmask de 8192 (consultar
Anexo A.1) corresponde ao protocolo SSL/TLS.
Outro parâmetro a referir é o correspondente à coluna 109, que identifica o tipo de fluxo
HTTP. Quando este campo apresenta o valor númerico de 27 (HTTP_Dropbox), significa que se
está perante um fluxo Dropbox (consultar Anexo A.2). No entanto este parâmetro também não
foi considerado uma vez que diz respeito a apenas um CSP, sendo desta forma insuficiente.
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A etapa seguinte foi a criação de duas categorias para a caracterização dos fluxos: Fluxos
Cloud Storage e Fluxos não Cloud Storage. Para isso foi criada uma função no R que perante
o conteúdo das variáveis server_name e CN reencaminha o fluxo para a respectiva categoria.
Esta função compara as string das variáveis server_name e CN. Se em alguma destas variáveis o
valor corresponde a uma assinatura do conjunto de assinaturas classificadas como cloud storage
o fluxo é agregado na categoria Fluxos Cloud Storage, caso contrário o fluxo é classificado com
pertencente a Fluxos não Cloud Storage.
Agregando todos os fluxos CSP numa categoria obtêm-se um conjunto de dados global de
acesso a estas aplicações, sendo possível extrair informação da interacção com este tipo de apli-
cações realizada pelos utilizadores da rede da UM. Nesta fase a empresa que fornece os serviços
não é relevante, mas sim a quantidade de acessos às mesmas para obter uma análise comparativa
com o resto de serviços disponibilizados na Internet. Quando são criadas estas novas categorias
na ferramenta R, chamadas de objectos, os dados não são escritos no objecto original, mas sim
em objectos novos, com o objectivo de não perder nenhum dado ao longo de todos os níveis de
processamento.
A próxima fase é a caracterização da utilização de cloud storage por empresa prestadora
de serviços. Para isso são utilizados os fluxos da categoria Fluxos Cloud Storage .Para isso
são criadas novas categorias (objectos) para cada CSP a analisar. Recorrendo novamente aos
parâmetros server_name e CN de cada fluxo, são comparados os valores contidos nas mesmas
e em caso de match com o conjunto de assinaturas referenciadas são reencaminhadas para a
respectiva categoria de CSP.
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Figura 3.4: Fluxograma de processamento dos fluxos pelo R
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3.3.1 Exemplo de um fluxo
Como mencionado anteriormente muita da informação do fluxo não é relevante no contexto deste
trabalho, e então é necessário apagar as colunas que não interessam. Na Figura 3.5 encontra-se
exemplificado um fluxo em bruto. Na Figura 3.6 é ilustrado o mesmo fluxo após a formatação
dos parâmetros.
Figura 3.5: Exemplo de um fluxo em bruto
Figura 3.6: Exemplo de um fluxo após formatação
O campo referente ao CN do servidor não retorna qualquer resultados, mas pela análise
ao resultado do server_name é possível a conclui que se trata de tráfego de serviço de correio
electrónico da UM .
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3.3.2 Fluxos por horário
Em 3.7, 3.8 e 3.9 é ilustrado o conjunto de assinaturas verificadas por período horário, assim
como o seu número de fluxos. As assinaturas são apresentadas por ordem descendente de ocor-
rência. Na categoria “Outros”, encontram-se assinaturas cujo montante individual por serviço é
inferior ao serviço que ocupa a última posição no respectivo ranking.
Figura 3.7: Assinaturas no período da manhã
O facto de se utilizar estes dois campos de informação permite uma eficácia superior na
caracterização dos fluxos, pois na maioria dos casos só se encontra uma das variáveis com a
informação pretendida. Por exemplo nos fluxos acima representados, no caso da aplicação da
Dropbox esta é representada mais frequentemente pela variável CN, já a informação correspon-
dente ao server_name encontra-se vazia, porque se tal não acontecesse a sua posição no número
de ocorrências na variável server_name teria que ser a mesma verificada na CN.
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Figura 3.8: Assinaturas no período da tarde
3.4 Sumário
No presente capítulo foram documentados as fases com vista à identificação e classificação de
tráfego Cloud Storage. Foi mencionado que a colecta ficou a cargo do SCOM, e foi apresentado a
quantidade da colecta de acordo com o dia e horário da mesma. Seguidamente foram explicados
os passos pelos quais a colecta foi sujeita, nomeadamente na ferramenta de classificação Tstat e
pela ferramenta estatística R, dando especial ênfase ao método de extração das assinaturas por
parte do Tstat.
No final deste capítulo espera-se que o leitor tenha compreendido as fases e métodos utiliza-
dos de modo a obter os resultados apresentados no Capítulo 4.
31
CAPÍTULO 3. COLECTA E PROCESSAMENTO DOS DADOS
Figura 3.9: Assinaturas no período da noite
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Capítulo 4
Análise e discussão dos resultados
Neste capítulo serão apresentados os resultados relativamente à identifição dos fluxos fornecidos,
utilizando o modelo de classificação descrito no Capítulo 3. Primeiro serão apresentados os
resultados de forma geral de todo o tráfego capturado. De seguida, ao conjunto total dos fluxos
é subtraído um conjunto cujas assinaturas correspondem a assinaturas CSP, de forma apresentar
o tráfego não Cloud Storage e suas características. Depois, são apresentados os resultados do
tráfego identificado como Cloud Storage e serão apresentadas as características por CSP.
4.1 Classificação geral de fluxos
Para ser possível a caracterização dos fluxos observados na UM foi criado um objecto na ferra-
menta R chamada de “Logs_geral” que concatena todos os fluxos dos diferentes horários, resul-
tando assim num objecto com a informação global em bruto.
Nesta fase, para uma análise mais ilustrativa da presença de acessos a aplicações Cloud Sto-
rage, todos os fluxos com assinaturas referentes a CSP foram agregadas num único objecto de-
nominado “LogsCS”. Desta forma, é possível a comparação directa com os restantes serviços.
A Figura 4.1 apresenta os resultados da quantificação global dos acessos utilizadores da UM.
Consoante ilustrado, a grande maioria dos acessos encontra-se na categoria “Outros”, sendo que
será discutida e analisada em mais detalhe na Secção 4.2. Ainda de acrescentar que, apesar de
esta categoria englobar diversos serviços e aplicações, e de a sua representação ser superior a
50%, nenhum dos serviços e ou aplicações em individual apresenta acessos superiores ao último
classificado na Figura 4.1, a categoria Cloud Storage.
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Figura 4.1: Classificação dos fluxos
Desta forma o serviço mais acedido pelos utilizadores da rede da UM diz respeito aos acesso
à Akamai. É comum, hoje em dia, aplicações em grande e rápida expansão recorrerem a servido-
res externos como os Content Delivery Network (CDN) de modo a distribuírem aos utilizadores
finais a informação/serviços pretendidos da forma mais rápida e fiável possível. A empresa Aka-
mai Technologies,Inc é uma rede distribuidora de conteúdo (CDN) que serve de intermediário
para inúmeras aplicações. Nas assinaturas deste tipo de fluxo é possível ver qual a empresa final
associada, neste caso é o Facebook1.
O Facebook possui então a Akamai como CDN, desta forma, por exemplo quando se faz
upload de fotos para a conta do facebook, as fotas são enviadas e guardadas num servidor Aka-
mai. Uma explicação para os inúmeros fluxos de origem Akamai prende-se ao facto de que de
cada vez que um utilizador quer aceder a uma foto do Facebook, sua ou de outro utilizador é
enviado um pedido não para o servidor principal do Facebook mas para a Akamai.
No entanto, em termos de percepção em relação à utilização do facebook pelos utilizadores
da Universidade do Minho para os dias e horários capturados, a análise carece da caracterização
dos acessos via HTTP, uma vez que até ao final de Julho de 2013 , data posterior à captura, o
1Assinaturas:“fbcdn-profile-a.akamaihd.net”, “fbexternal-a.akamaihd.net”,”fbstatic-a.akamaihd.net”
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utilizador acedia por defeito por HTTP. Antes da data referida, o utilizador tinha que especificar
que desejava aceder via HTTPS. Dados revelados pela empresa em [24] revelam que apenas
cerca de um terço dos utilizadores até à data utilizavam o protocolo cifrado. A partir de final
de Julho 2013 a utilização de HTTPS deixa então de ser voluntária e passa a ser automática.
Conjuntamente os acessos ao facebook via servidores próprios(10,1%) e via servidores akamai
(16,3%) , resultam numa categoria de acessos considerável.
O terceiro serviço mais requisitado diz respeito à Google. A Google Inc, começou por dis-
ponibilizar um motor de busca, mas depressa cresceu e hoje disponibiliza aos seus utilizadores
desde software de produtividade (SaaS), serviço de correio electrónico (Gmail), redes sociais,
navegador de internet (Google Chrome), entre outros. Também disponibiliza um serviço de ar-
mazenamento na cloud, o Google Drive. No entanto no Gráfico mostrado em 4.1, este serviço
encontra-se agrupado com os restantes CSP, na categoria Cloud Storage. Os acessos represen-
tados no gráfico referem-se então a acessos ao motor de busca na Internet. No entanto, apesar
de ser a terceira aplicação mais acedida na amostragem, não reporta o seu acesso global na UM,
uma vez que só diz respeito aos acessos via HTTPS .Apenas os utilizadores autenticados na sua
conta Google é que podem fazer a procura utilizando o protocolo cifrado como a empresa in-
forma em [25], ou então aqueles que acedam directamente ao URL HTTPS. Para os restante, e
por default a pesquisa é sempre HTTP.
O quarto serviço mais acedido é o de correio electrónico da instituição da UM. Este serviço
constitui um meio fundamental de troca de informação dentro da comunidade académica. Desta
forma, todos os alunos docentes e investigadores possuem uma conta de correio electrónica as-
sociada.
Com 3,1% dos acessos, a categoria de Cloud Storage apresenta-se assim como a quinta ca-
tegoria de aplicações/serviços mais acedidos na amostragem da rede da UM, para os horários
e dias referidos na Tabela 3.2. Esta categoria será alvo de uma caracterização mais específica
relativamente aos Storage Providers envolvidos, nomeadamente na Secção 4.3.
4.2 Caracterização de fluxos não Cloud Storage
Para este tipo de caracterização, foi criado um objecto denominado “logsNCS” que utiliza o
objecto “Logs_geral” como referência e retirou-se desta lista todos os fluxos cujo server_name
ou CN correspondam a uma assinatura dos Cloud Providers referenciados. Os resultados obtidos
da análise aos fluxos não Cloud Storage encontram-se na Figura 4.2.
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Fluxos Não Cloud Storage
Figura 4.2: Classificação dos fluxos não Cloud Storage
Sendo este conjunto representativo de fluxos não Cloud Storage, é um sub-conjunto dos
acessos visualizados anteriormente, como seria de esperar o serviço mais requisitado continua a
ser o Facebook, que desta vez é representado agregado com os fluxos correspondentes à empresa
Akamai.
Para além da Google e do serviço de correio electrónico da UM, descritos anteriormente,
estão desta vez representados novos serviços. Nesta representação gráfica, 4 dos serviços mais
acedidos correspondem a serviços prestados pela UM: na 3o posição encontra-se o serviço de
correio electrónico anteriormente referido; na 4o posição encontra-se o serviço de repositório da
mesma instituição, que promove um acesso aos artigos científicos produzidos pelos membros da
UM; o próximo serviço da instituição do Minho diz respeito ao E-learning na 6o posição.Este
serviço é uma plataforma digital on-line de interacção entre os alunos e os docentes, assim como
o Moodle. No entanto, este último serviço é específico para alunos cujos docentes sejam do
Departamento de Sistemas de Informação(DSI), ou então que leccionem disciplinas em que este
departamento esteja envolvido, desta forma corresponde a um conjunto limitado de alunos, o
que não acontece na plataforma de E-learning da Uminho, em que todos os alunos possuem uma
conta.
Deixando a temática de serviços prestados pela Universidade, e como segundo serviço de
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e-mail mais acedido, surge na 4oposição o serviço de correio electrónico da Microsoft. Para
contabilização deste serviço foram tidos em conta tanto o domínio Hotmail, como o mais re-
cente domínio da Microsoft, o Outlook. Agregando os fluxos de ambos os domínios obtem-se a
categoria de email da Microsoft.
Na 7o posição, e como segunda rede social mais utilizada a seguir ao Facebook pelos utiliza-
dores da rede da UM, no intervalo de dias/horários previamente referido encontra-se o Twitter.
A representação dos acessos realizados ao Moodle do DSI, constitui uma excepção aos ser-
viços mais acedidos. Este serviço foi contabilizado e descrito por ser um serviço prestado pela
instituição do Minho, e não surge na 8oposição em termos de acessos como aparenta o gráfico.
No entanto os restantes 7 serviços encontram-se representados por serem os 7 mais acedidos. Ou
seja, todos os serviços/aplicações incluídos na categoria “Outros”, possuem uma taxa de acessos
inferior a 1,2%, e estando fora do contexto deste trabalho, não serão referidas em detalhe.
4.2.1 Portas utilizadas
Tratando-se de tráfego HTTPS a porta do servidor, por defeito é a 443, o que impossibilita a
detecção do serviço específico pela porta. Daí que as portas representadas nos Gráficos 4.3 e 4.4
dizem respeito às portas do cliente por serviço. Este estudo pretende assim ilustrar a distribuição
das portas dos clientes, com o objectivo da detecção de eventuais padrões de atribuição de portas
dinâmicas.
Para cada serviço, é apresentado a frequência de portas utilizadas por intervalo de 5000. A
porta mais utilizada pelo respectivo serviço, encontra-se sinalizada no gráfico com um círculo
vermelho.
A esmagadora maioria de acessos ocorre no intervalo das designadas portas dinâmicas e/ou
privadas(49152-65535), daí que uma possível detecção de serviço pela porta torna-se inviável.
4.2.2 Outras características
O número total de pacotes trocados durante a comunicação, assim como a média de duração
média de cada fluxo por serviço, entre outras, dizem respeito a características que permitem
compreender e qualificar de forma geral o conjunto de tráfego por serviço/aplicação.
Como se pode verificar, consultando os parâmetros de classificação apresentados na página
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Figura 4.4: Distribuição de portas dos serviços UM
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Figura 4.5: Média de pacotes trocados por serviço e por sentido
24, é possivel observar que os fluxos possuem para o mesmo parâmetros dois valores correspon-
dendo ao sentido verificado, sendo este do cliente para o servidor (C2S) ou no sentido oposto, do
servidor para o cliente (S2C).
Consoante ilustrado na Figura 4.5, verifica-se que no sentido S2C a média por serviço é
superior, tendo como excepção o serviço de correio electrónico da Microsoft. Neste caso verifica-
se uma média igual em ambos os sentidos. Dos serviços discriminados, o Elearning é aquele que
possui uma média superior em ambos os sentidos.
A média superior de pacotes no sentido S2C pode ser consequência do facto de salvo raras
excepções, o servidor ser ter papel de fornecedor de informação que o cliente pretende. Desta
forma na relação típica entre Cliente e Servidor, este último é quem fornece dados requeridos
pelo cliente, e consequentemente ser o responsável pela média superior de pacotes enviados.
Apesar de não ser uma característica fiável no propósito da detecção de serviços/aplicações,
a média de pacotes trocados por fluxo traz informação em termos de gestão de tráfego de rede,
nomeadamente quando se pretende fornecer qualidade de serviço a um dado serviço.
A Figura 4.6 diz respeito à duração de média de cada fluxo por serviço. A duração dos fluxos
por serviço diz respeito à diferença temporal entre o primeiro pacote enviado e o último recebido
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Figura 4.6: Duração média dos fluxos por serviço
para um dado serviço.
Dos serviços analisados é possível observar que o que apresenta uma média superior de
duração média de fluxo é o Twitter (13,94 segundos) e o que apresenta menor média é o Moodle
da Universidade do Minho (0,753 segundos).
4.3 Caracterização de fluxos Cloud Storage
4.3.1 Classificação de fluxos
Esta secção desagrega o tráfego classificado como Cloud Storage por prestador de serviço. Como
foi visto anteriormente este tipo de tráfego diz respeito a 3,1% do tráfego cifrado total colectado
nos dias e horários já referidos, na Tabela 3.2. O objectivo de agregar os diferentes CSP e
respectivos fluxos, permite assim uma comparação global com os restantes fluxos perante uma
dada característica, a de armazenamento na nuvem, característica essa sobre a qual incide este
trabalho. A Figura 4.7 encontra-se ilustrado os acessos realizados pelos utilizadores da UM
segundo o CSP utilizado.
Do tráfego colectado, o CSP mais utilizado pelos utilizadores da UM é a Dropbox com
71,39%. De seguida, em 2o e 3o lugar respectivamente, e com acessos semelhantes, encontram-
se Icloud e o Skydrive. Excluído estes três prestadores referidos, os restantes apresentam uma
taxa de acessos inferior a 1,55%, como é o caso da Box, Google Drive, PT Cloud e Idrive. Por
fim, encontra-se o Ubuntu One com 0,06% de acessos. Características mais detalhadas de tráfego
para cada tipo de serviço serão apresentados na Secção 4.3.4.
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Figura 4.7: Classificação de fluxos Cloud Storage por prestador de serviço
4.3.2 Distribuição dos acessos por período horário
A informação gráfica ilustrada nas Figuras 4.8, 4.9 e 4.10 ilustram o número de acessos verifi-
cado para cada tipo de CSP em diferentes horas do dia, e é bastante útil para compreender os
hábitos de acesso dos utilizadores aos CSP. A apresentação de um único gráfico seria o ideal
para uma comparação visualmente directa da relação entre o número de acessos por CSP por
horário referido. No entanto, como existe uma discrepância bastante acentuada entre o número
de acessos, nomeadamente entre o CSP Dropbox e as restantes, esta não será possível de ser feita
com clareza. Consequentemente, as Figuras apresentadas encontram-se agrupadas por CSP cujo
parâmetro “Número de Acessos” seja proporcional. Desta forma a Figura 4.8 ilustra a Drop-
box(71,39% de acessos), a Figura 4.9 ilustra as CSP Icloud (11,8%) e Skydrive(11,18%) e por
fim, a Figura 4.10 engloba as restantes CSP.
41




































7 13 19 23
Figura 4.8: Distribuição dos acessos Dropbox por hora
A informação retratada na Figura 4.8 diz respeito ao CSP Dropbox. Pela análise ao gráfico
é possível chegar à conclusão que ao longo do dia os acessos a este CSP vão aumentando tendo
como pico de acesso as 19horas. A partir desse horário os acessos decrescem, continuando , no
entanto com um número de acessos muito elevado, em comparação com os restantes CSP.
Relativamente aos CSP Icloud e Skydrive ilustrados na Figura 4.9, o CSP Icloud apresenta
uma taxa de acessos superior ao Skydrive, com excepção no período das 23 horas. É possível
também chegar à conclusão que os hábitos de acesso dos utilizadores a ambos os CSP são bas-
tante semelhantes, divergindo apenas no período horário das 23 horas, onde apesar da quantidade
de acessos a ambos os CSP decrescerem, é o período horário em que se verifica uma quantidade
superior de acessos Skydrive em relação ao Icloud.
A Figura 4.10 ilustra a distribuição horária dos restantes CSP, pode-se verificar que em ter-
mos de hábitos de acesso, excluindo o Google Drive, o comportamento observado desvia-se dos
apresentados anteriormente. O CSP Box é o único serviço cujo pico de acessos ocorre às 10
horas já o PT Cloud, apesar de se verificar um pico relativo nesse mesmo horário, é o único
que às 23 horas apresenta um número superior de acessos em relação aos restantes horários. O
Google Drive apresenta um padrão de acessos muito similar aos dos CSP apresentados nas duas
distribuições gráficas anteriores, excluindo no período entre as 13 e as 15 horas. Nesse período
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Figura 4.9: Distribuição dos acessos Icloud e Skydrive por hora
os restantes CSP vêm o seu número de acessos diminuir, enquanto que no Google Drive os aces-
sos aumentam. Relativamente ao Idrive apesar de se verificar também um pico de acessos às 19
horas, para os períodos horários anteriores a utilização deste serviço é muito reduzida. Quanto
ao Ubuntu One, o seu número de acessos é tão reduzido que não permite uma descrição quanto
aos hábitos de acesso dos seus utilizadores
4.3.3 Hábitos de Acesso por Cloud Storage Provider
Algumas particulares dos hábitos de acesso aos CSP foram descritas na secção anterior, comple-
mentando os gráficos de distribuição horária dos acessos por CSP. Sintetizando, em termos de
caracterização dos hábitos de acesso dos utilizadores da UM, nos períodos da colecta referidos é
possível concluir que:
• Dos oito CSP analisados, quatro possuem hábitos de acesso ao longo do dia muito simi-
lares. Estes quatro CSP correspondem à Dropbox, Icloud, Skydrive e Google Drive. Em
todos estes, o pico de acessos ocorre às 19 horas. O período entre as 7 horas e as 10 horas
caracteriza-se por um aumento expressivo dos acessos, enquanto que o seguinte período,
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Figura 4.10: Distribuição dos acessos dos restantes serviços por hora
entre as 10 horas e as 13 horas, existe um aumento ainda que não seja muito significativo.
O próximo horário é aquele em que o Google Drive difere dos restantes CSP, enquanto que
os restantes CSP vêm o seu número de acessos diminuir, o Google Drive para o período
referido possui um ligeiro aumento dos acesso. Após o pico de acessos, no período das 23
horas ocorre uma drástica diminuição de acessos em todos os CSP;
• O CSP Box é o único prestador de serviços em que o pico de acessos ocorre no período
da manhã (10 horas), já a PT Cloud também possui um aumento significativo para esse
horário, no entanto, não corresponde ao pico de acessos diário.
• Idrive é o CSP que possui o maior número de acessos no primeiro período horário (7 ho-
ras), no entanto até ao seu pico de acessos que ocorre ás 19 horas o seu tráfego é reduzido;
• O PT Cloud é o único cujos acessos atingem o pico no período nocturno das 23 horas e,
enquanto para a maioria dos CSP esse pico é atingido às 19 horas, para este período, este
CSP apresenta um tráfego quase nulo;
• Em relação ao Ubuntu One, os hábitos de acesso dos seus utilizadores tornam-se difíceis
de caracterizar devido à reduzida quantidade de acessos.
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4.3.4 Características de fluxos por Cloud Storage Provider
4.3.4.1 Dropbox
IPs
Da informação recolhida dos fluxos, resultam dois tipos de identificadores IP: o IP do cliente
e o IP do servidor. Do ponto de vista de relevância com o tema abordado neste trabalho, IP do
cliente não será abordado, pois tratam-se de IPs diversos pertencentes à UM. A Tabela 4.1 reporta
os IPs dos servidores mais frequentes nos fluxos cujas variáveis server_name e/ou Common
Name reportam para fluxos Dropbox. Para a apresentação deste tipo de informação, os IPs foram
analisados em [26], e a infomação pode ser consultada na tabela referida.
IP Nº % C2S S2C Localização Hostname Entidade
1 108.160.162.53 1731 4,6013 2188 4788 San Francisco/EUA - Dropbox
2 108.160.161.177 1658 4,4072 2159 42903 San Francisco/EUA - Dropbox
3 108.160.161.178 1652 4,3913 1924 57951 San Francisco/EUA - Dropbox






















Tabela 4.1: IPs mais utilizados Dropbox
Nesta tabela podemos encontrar o top 5 de Ips mais utilizados na troca de dados com a
Dropbox. Através de uma pesquisa mais avançada, nomeadamente em sites de localização de
Ips, este top 5 é facilmente identificado como tráfego pertencente à empresa da Dropbox. A
percentagem de acessos descrita refere-se à relação que um dado IP apresenta no conjunto total
de logs Dropbox. A média de bytes trocados encontra-se divida pelo sentido da comunicação,
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ou seja, primeiramente entre o Cliente (utilizador da UM) e o Servidor (servidor Dropbox) e
seguidamente o contrário.
No conjunto de Ips dos fluxos Dropbox, surgiu um sub-conjunto (gama 107.20.XXX.XXX)
que se destacavam das gamas anteriormente identificadas, e por isso apesar da sua posição (a
partir da 28o), aparecem referidas na tabela por identificarem a Amazon como servidor auxiliar
da Dropbox na disponibilização do seu conteúdo.
Enquanto no top 5 se verificava que a maior parte do fluxo circulava do Servidor para o
Cliente, o mesmo não acontece para os Ips referentes à Amazon. Além dos dois IPs da Amazon
referidos na tabela, foi efectuada uma análise aos bytes em ambos os sentidos com outros Ips da
Amazon deste objecto(“logsCS_Dropbox”) e confirmou-se que nos fluxos Dropbox que possuem
a Amazon como servidor , o sentido S2C transporta a grande maioria dos bytes de dados. Quanto
aos Ips pertencentes ao servidor da Dropbox o sentido cujo tráfego é superior corresponde ao
S2C.
Portas de comunicação
A Figura 4.11 ilustra as portas utilizadas por parte dos Clientes, ou seja pelos utilizadores da
UM. Este gráfico é muito pouco relevante em termos de caracterização dos CSP, uma vez que diz
respeito aos Clientes, e as portas que estes utilizam são atribuídas aleatoriamente, e não mostram
qualquer relação com o tipo de serviço acedido.
Em relação às portas utilizadas pelos servidores, a informação extraída ainda menos parti-
cularidades revela, uma vez que o resultado extraído independentemente do CSP em questão
é sempre o mesmo: porta 443, porta essa padrão de tráfego HTTPS. Daí que a característica
“Portas” dos CSP não será mais abordada ao longo do trabalho.
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Figura 4.11: Distribuição das portas Cliente Dropbox
Pacotes por fluxo
A Figura 4.12 apresenta o número de pacotes trocados entre o Cliente e o Servidor desde o
inicio do fluxo até o seu término. Nos gráficos da mesma Figura, foi necessário ajustar o eixo y,
o do número dos pacotes, nos 30 000 pacotes, para uma comparação directa entre os sentidos.
Para isso foi necessário omitir um fluxo (com 109162 pacotes) no sentido C2S e o mesmo fluxo
no sentido S2C (com 68041 pacotes).
Consoante ilustrado, é possível então concluir que a grande maioria dos fluxos trocam um
número inferior a 5000 pacotes em cada sentido. A linha horizontal tracejada em cada gráfico
diz respeito à média de pacotes para o respectivo sentido, e é acompanhado por uma discrição
numérica do valor da média, no canto inferior esquerdo.
Ao longo do eixo x (No do fluxo), estão representados todos os fluxos com assinatura da
Dropbox, num total de 37620 fluxos. Desse conjunto total o número mínimo de pacotes é de
dois no sentido C2S e o valor máximo corresponde a 109162 pacotes também no sentido C2S.
O valor médio de pacotes enviados do cliente para o servidor é de 58 pacotes, enquanto que no
sentido oposto a média corresponde a 69 pacotes. A média global é de 64 pacotes/fluxo, sendo
que de todos os CSP a Dropbox é a que apresenta a maior média.
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Figura 4.12: Média de pacotes Dropbox por fluxo e sentido
Relação Pacotes/Bytes
Uma informação importante e característica de uma análise por fluxos, é a relação entre o
número de pacotes de um dado fluxo e os bytes trocados para cada fluxo. A Figura 4.13 ilustra
esta relação, em que, para cada fluxo é apresentado o respectivo valor de Bytes e No de pacotes
por sentido. Uma vez que os dados representados na Figura 4.13 cobrem uma vasta gama de
valores, e de modo a obter uma percepção de como o número de pacotes de um dado fluxo se
relaciona com o número de bytes enviados, o gráfico encontra-se em escala logarítmica. Desta
forma obtem-se um gráfico mais interpretativo da relação das variáveis referidas por sentido de
comunicação.
Tirando algumas excepções, nomeadamente nos fluxos responsáveis pelo envio de pacotes
entre os 1000 e os 10 000 (no caso do sentido C2S também um pouco abaixo dos 1000 paco-
tes) e também facilmente visível no caso do sentido S2C o último fluxo representado, a grande
tendência é que quanto maior for o número de pacotes enviados, quer pelo Cliente quer pelo
Servidor, também maior será o número de bytes associado ao fluxo para o respectivo sentido.
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Figura 4.13: Relação entre o número de pacotes e bytes Dropbox por fluxo e sentido
Desta forma, pode-se concluir que ambas as variáveis têm uma proporcionalidade directa.
Do conjunto total de fluxos Dropbox analisados, tanto o número de bytes mínimo, correspon-
dente a 72 bytes, assim como o máximo, de 103,3 MB foram verificados no mesmo sentido, C2S.
Relativamente aos bytes médios transmitidos por fluxo para cada sentido correspondem a 30,5
KB no sentido C2S e 69 KB no sentido oposto. Calculando a média em ambos os sentidos resulta
49,8 KB/fluxo, correspondendo à maior média de bytes por fluxo de todos os CSP analisados.
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RTT médio
A Figura 4.14 é relativa aos tempos médios de atraso de ida-e-volta Round Trip Time(RTT)
em cada sentido. Os fluxos cujos atrasos sejam superiores a 0,4 segundos não foram conside-
rados nesta representação gráfica uma vez que tornam o gráfico muito extenso e perde-se desta
forma a noção do RTT médio da grande maioria dos fluxos. Os fluxos omitidos nestes gráficos
correspondem a 0,09% no sentido C2S e no sentido oposto correspondem a 3%.
Do conjunto total de fluxos Dropbox analisados, o valor RTT mínimo ocorre no sentido S2C
com 0,023 milisegundos e o valor máximo ocorre no mesmo sentido com 21504 ms. Já o RTT
médio verificado no sentido C2S corresponde a 206,5 ms enquanto que no sentido oposto é de
72,88 ms, o que origina um RTT médio por fluxo Dropbox de 139,69 ms/fluxo, que do conjunto
total do CSP corresponde à maior média de atraso por fluxo
RTT Dropbox C2S
RTT(ms)


























Figura 4.14: RTT médio Dropbox por sentido
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Duração dos fluxos
Este tipo de característica proporciona a informação da diferença temporal ocorrida entre o
primeiro pacote enviado na rede e o último. A figura 4.15 diz então respeito à duração dos fluxos
Dropbox.
Os fluxos cuja duração seja superior a 200 segundos não foram considerados nesta represen-
tação gráfica. Os fluxos omitidos neste gráficos correspondem a 0,04%. Apesar da unidade desta
variável se apresentar em milésimos de segundos, foi realizado na ferramenta R a mudança da
unidade para segundos.
Do conjunto total de fluxos Dropbox analisados, a duração mínima verificada é de 0,27 se-
gundos e a máxima é de 1158,173 seg correspondendo a 19minutos e 18seg. Relativamente à
duração média dos fluxos Dropbox, este apresenta o valor médio de 12,16 seg/fluxo.
As três primeiras colunas do histograma perfazem um total de 92,5% do conjunto total de
fluxos, considerando-se assim que a grande parte dos fluxos Dropbox possui uma duração inferior
a 30 segundos. Desse valor, 60,3% dos fluxos possuem uma duração inferior a 10 segundos.




externos* Pacotes Bytes RTT (ms) Duração (seg)
Dropbox 4,6 Sim 64 49,8 K 139,7 12,16
Icloud 3,95 Sim 16 3,7 K 112,88 4,6
Skydrive 18,5 Não** 17 5,9 K 124,9 7,1
Box 26,74 Não** 57 32,7 K 119,85 3
Google Drive 18,7 Não** 23 26,6 K 27,59 13
PT Cloud 32,82 Não** 34 29,36 K 33,33 0,6
Idrive 100 Não** 8 678 118,21 3,9
Ubuntu One 26,47 Não** 24 10 K 110,12 5,4
Média por FluxoIP
Figura 4.15: Duração dos fluxos Dropbox
51
CAPÍTULO 4. ANÁLISE E DISCUSSÃO DOS RESULTADOS
4.3.4.2 Icloud
IPs
A Tabela 4.2 reporta os IPs do servidor mais frequentes verificado nos fluxos Icloud. Nesta
Tabela, podemos ver detalhes do top 5 de IPs mais acedidos, e ainda na posição 64o podemos
verificar que este prestador de serviços também recorre a servidores externos, como aconteceu
na Dropbox, mas desta vez a empresa subcontratada é a Akamai com localização na Europa.
Ainda de referir que é nesse acesso (Akamai) que se verifica uma maior média de bytes em
ambos os sentidos, comparativamente com o top 5. Relativamente ao top 5 de IPs mais acedidos,
encontram-se todos registados como pertencentes à empresa da Apple, e todos com a mesma
localização. Já as médias quer no sentido C2S e S2C são bastante aproximadas.
De todos os prestadores de serviços analisados, este é o que possui menor taxa de acessos
no IP mais acedido (3,95%). Relativamente aos hostnames, dos IPs acima analisados apenas
a Akamai atribui uma designação à máquina ao qual foi atribuído o respectivo IP, no entanto, a
designação da Akamai é generalista, e não associa o hostname ao fluxo Icloud, pela mesma razão
discutida relativamente aos hostnames atribuídos pela Amazon á Dropbox.
IP Nº % C2S S2C Localização Hostname Entidade
1 17.172.100.68 246 3,955 795.4 4129 Cupertino/ EUA - Apple
2 17.167.135.59 182 2,926 836.9 4100 Cupertino/ EUA - Apple
3 17.172.208.43 172 2,7653 827.7 4081 Cupertino/ EUA - Apple
4 17.164.0.45 164 2,6367 745.4 4121 Cupertino/ EUA - Apple
5 17.172.192.32 132 2,1222 1590 4152 Cupertino/ EUA - Apple
...






Acessos Média de bytes
Icloud
Informação Provider
Tabela 4.2: IPs mais utilizados Icloud
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Pacotes por fluxo
A Figura 4.16 ilustra o número de pacotes fluxo a fluxo que tenham sido identificados com
tráfego Icloud.
Pela visualização directa dos gráficos é possível concluir que a grande maioria dos fluxos
trocam um número inferior a 50 pacotes em cada sentido. A linha horizontal tracejada em cada
gráfico diz respeito à média de pacotes para o respectivo sentido, e é acompanhado por uma
descrição numérica do valor da média, no canto inferior esquerdo.
Ao longo do eixo do x (No do fluxo), estão representados todos os fluxos com assinatura do
CSP Icloud, num total de 6220 fluxos. Desse conjunto total o valor mínimo de pacotes é de três
em ambos os sentidos, e o valor máximo corresponde a 270 pacotes no sentido S2C. O valor
médio de pacotes enviados do cliente para o servidor é de 17 pacotes, enquanto que no sentido
oposto a média corresponde a 15 pacotes. Fazendo o cálculo das médias em cada sentido resulta
a média de pacotes por fluxo da Icloud de 16 pacotes.




























Figura 4.16: Média de pacotes Icloud por fluxo e sentido
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Relação Pacotes/Bytes
A Figura 4.17 diz respeito à relação entre o número de bytes transmitidos e o número de
pacotes enviados.
Com algumas excepções (em especial entre os 50 e os 80 pacotes no sentido C2S), e ainda
que não tão linear comparando com o gráfico da Dropbox, a tendência verificada é que quanto
maior for o número de pacotes enviados quer pelo Cliente quer pelo Servidor, também maior
será o número de bytes associado ao fluxo para o respectivo sentido.
Do conjunto total de fluxos Icloud analisados, quer o número de bytes mínimo correspon-
dente a 138 bytes quer o número máximo de 351,2 KB foram verificados no sentido S2C. Re-
lativamente aos bytes médios transmitidos por fluxo para cada sentido correspondem a 1,9 KB
no sentido C2S e 5,4 KB no sentido oposto. Calculando a média global em ambos os sentidos,
origina 3,7 KB/fluxo.































Figura 4.17: Relação entre o número de pacotes e bytes Icloud por fluxo e sentido
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RTT médio
A Figura 4.18 ilustra o RTT por sentido dos fluxos caracterizados como tráfego Icloud.
Os fluxos cujos atrasos sejam superiores a 0,4 segundos não foram considerados nesta repre-
sentação gráfica. Os fluxos omitidos correspondem a 0,5% no sentido C2S e no sentido oposto
correspondem a 1,9%.
Do conjunto total de fluxos Icloud analisados, o valor RTT mínimo ocorre no sentido C2S
com 48,77 ms e o valor máximo ocorre no sentido oposto com 5917 ms. Já o RTT médio
verificado no sentido C2S corresponde a 171,2 ms enquanto que no sentido oposto é de 54,55
ms, o que origina um RTT médio por fluxo Icloud de 112,88 ms/fluxo.
Com 98,9% do total dos fluxos, a esmagadora maioria dos fluxos C2S possui um tempo
de atraso médio entre os 100 e os 250 ms enquanto que no sentido oposto, 87,5% dos fluxos
possuem um atraso médio inferior a 100 ms.
RTT Icloud (C2S)
RTT(ms)


























Figura 4.18: RTT médio Icloud por sentido
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Duração dos fluxos
A Figura 4.19 refere-se à duração dos fluxos deste CSP.
Os fluxos cuja duração seja superior a 150 segundos não foram considerados nesta represen-
tação gráfica. Os fluxos omitidos nestes gráficos correspondem a 0,09%.
Do conjunto total de fluxos Icloud analisados, a duração mínima verificada é de 0,16 seg e a
máxima é de 297,83 seg correspondendo a 4 minutos e 57 seg. Relativamente à duração média
dos fluxos Icloud, o valor médio obtido é de 4,6 seg/fluxo.
Como se pode observar na mesma Figura, a primeira coluna do histograma representa o
número de fluxos cuja duração é igual ou inferior a 10 segundos, e esta coluna alberga 91,01%,
















Figura 4.19: Duração dos fluxos Icloud
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4.3.4.3 Skydrive
IPs
Na Tabela 4.3 podem ser consultadas as principais características associadas aos IPs mais
acedidos por parte de utilizadores do serviço Skydrive.
Dos IPs analisados para este tipo de CSP, o top 5 encontra-se todo na mesma gama IP
(65.54.191.41.xxx), correspondentes à entidade Microsoft Hosting. Mais abaixo na tabela verificaram-
se IPs de gama diferentes e realizando o mesmo cruzamento de dados determinou-se que corres-
ponde à Microsoft Corporation. Apesar de não recorrer a servidores externos, como os anteriores
prestadores, o serviço do Skydrive recorre a servidores de diferentes entidades dentro da mesma
empresa, a Microsoft .
Relativamente à quantidade de bytes trocados entre o C2S e S2C, a maior taxa média ocorre
do Servidor para o Cliente. Em relação aos hostnames verificados, apenas um dos IPs atribuídos
à Microsoft Corporation revela um hostname passível de ser associado a tráfego Skydrive.
IP Nº % C2S S2C Localização Hostname Entidade
1 65.54.191.41 1089 18,486 2616 6258 Redmond/ EUA -
Microsoft 
Hosting
2 65.54.191.40 999 16,958 2752 6291 Redmond/ EUA -
Microsoft 
Hosting
3 65.54.191.46 458 7,7746 2370 16104 Redmond/ EUA -
Microsoft 
Hosting
4 65.54.191.47 397 6,7391 2495 19224 Redmond/ EUA -
Microsoft 
Hosting










14 157.56.107.46 79 1,341 29386 51600 Redmond/ EUA -
Microsoft 
Corporation
Acessos Média de bytes
Skydrive
Informação Provider
Tabela 4.3: IPs mais utilizados Skydrive
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Pacotes por fluxo
A Figura 4.20 representa o número de pacotes fluxo a fluxo enviados por sentido deste CSP.
Pela visualização directa aos gráficos resultantes, é possível concluir que a grande maioria
dos fluxos trocam um número inferior a 500 pacotes em cada sentido. A linha horizontal trace-
jada em cada gráfico diz respeito à média de pacotes para o respectivo sentido, e é acompanhado
por uma discrição numérica do valor da média, no canto inferior esquerdo .
Ao longo do eixo x (No do fluxo), estão representados todos os fluxos com assinatura do
Skydrive, num total de 5891 fluxos. Desse conjunto total o valor mínimo de pacotes verificado é
de 1 no sentido S2C, e o valor máximo corresponde a 6911 pacotes no sentido inverso. O valor
médio de pacotes enviados do cliente para o servidor é de 16 pacotes, enquanto que no sentido
oposto a média corresponde a 17 pacotes. O cálculo das médias em cada sentido resulta a média
de pacotes por fluxo da Skydrive de 17 pacotes.































Figura 4.20: Média de pacotes Skydrive por fluxo e sentido
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Relação Pacotes/Bytes
A Figura 4.21 decreve a relação entre o número de pacotes e o número de bytes enviados
por sentido. Relativamente a este CSP observa-se uma clara diferença em termos de linearidade.
No gráfico que retrata o sentido C2S, perto dos 200 pacotes verifica-se uma quebra na tendência
de medição. No gráfico relativo ao sentido S2C, e ainda que também com algumas excepções,
este apresenta uma recta de inclinação de medição consistente com o factor de linearidade usual,
o que permite concluir que no sentido S2C quanto maior for a variável de pacotes transmitidos
também será o número de bytes enviados.




















Figura 4.21: Relação entre o número de pacotes e bytes Skydrive por fluxo e sentido
Do conjunto total de fluxos Skydrive analisados, quer o número de bytes mínimo correspon-
dente a 48 bytes quer o numero máximo de 8,6 MB foram verificados no sentido C2S. Rela-
tivamente aos bytes médios transmitidos por fluxo para cada sentido correspondem a 5,9 KB
no sentido C2S e 5,8 KB no sentido oposto. Calculando a média global em ambos os sentidos
resultam 5,9 KB/fluxo.
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RTT médio
A Figura 4.22 ilutra os gráficos relativos aos tempos RTT em cada sentido. Os fluxos cujos
atrasos sejam superiores a 0,4 segundos não foram considerados nesta representação gráfica.
Os fluxos omitidos correspondem a 0,06% no sentido C2S e no sentido oposto correspondem a
1,9%. Do conjunto total de fluxos Skydrive analisados, o valor RTT mínimo ocorre no sentido
RTT Skydrive (C2S)
RTT(ms)




























Figura 4.22: RTT médio Skydrive por sentido
S2C referente a 0,009 ms e o valor máximo ocorre no mesmo sentido com 3690,64 ms. Já o RTT
médio verificado no sentido C2S corresponde a 182,6 ms enquanto que no sentido oposto é de
67,20 ms, o que origina um RTT médio por fluxo Skydrive de 124,9 ms/fluxo. Com 96,4% do
total dos fluxos, a maioria dos fluxos C2S possui um tempo de atraso médio entre os 100 e os
250 ms enquanto que no sentido oposto, 86,8% dos fluxos possuem um atraso médio inferior a
100 ms. Com base neste factos, e ainda dos valor referentes ao RTT médio é possível considerar
que o atraso neste tipo de serviço é menor no sentido do Servidor para o Cliente.
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Duração dos fluxos
Os valores relativos à duração dos fluxos deste CSP encontram-se ilustrados na Figura 4.23.
Desta vez, não foi necessária a omissão de fluxos, uma vez que possuem uma duração inferior a
140 segundos.
Do conjunto total de fluxos Skydrive analisados, a duração mínima verificada é de 0,193 seg
e a máxima é de 134,811 seg correspondendo a 2 minutos e 14 seg. Relativamente à duração
média dos fluxos Skydrive, o valor obtido é de 7,1 seg/fluxo.
Como se pode observar no gráfico, a primeira coluna do histograma representa o número
de fluxos cuja duração é igual ou inferior a 10 segundos, e esta coluna alberga 86,9%, daí a
conclusão que a maioria dos fluxos Skydrive possuam uma duração inferior a 10 segundos.
Histogram of f_d
Segundos











Figura 4.23: Duração dos fluxos Skydrive
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4.3.4.4 Box
IPs
Relativamente ao prestador Box, a Tabela 4.4 é representativa do top 5 de IPs acedidos. Os
cinco IPs mais acedidos e caracterizados na referida tabela, conjuntamente perfazem cerca de
90% dos fluxos Box, e os restantes 10% fazem parte da mesma gama IP (74.112.184.XXX).
Uma vez que esta empresa se dedica exclusivamente a Cloud Storage, é possível concluir que o
tráfego proveniente e destinado aos IPs referidos é de tráfego de armazenamento na nuvem Box.
Uma característica interessante, e que ainda não tinha ocorrido em CSP anteriores, diz res-
peito ao facto que nos dois IPs mais acedidos o tráfego em bytes no sentido do Cliente para o
Servidor seja claramente superior ao tráfego em sentido contrário.
Relativamente aos hostnames, nada se pode concluir uma vez que os IPs não possuem esse
tipo de informação associada.
IP Nº % C2S S2C Localização Hostname Entidade
1 74.112.184.96 219 26,7399 82940 3902 Palo Alto/ EUA - Box.net
2 74.112.184.224 191 23,3211 77638 3891 Palo Alto/ EUA - Box.net
3 74.112.184.203 130 15,873 916 4986 Palo Alto/ EUA - Box.net
4 74.112.184.75 128 15,6288 918 4943 Palo Alto/ EUA - Box.net
5 74.112.184.198 66 8,05861 3223 109140 Palo Alto/ EUA - Box.net
Acessos Média de bytes
Box
Informação Provider
Tabela 4.4: IPs mais utilizados Box
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Pacotes por fluxo
A Figura 4.24 apresenta o resultado gráfico do número de pacotes fluxo a fluxo e ainda por
sentido. Pela visualização directa dos gráficos é possível concluir que a grande maioria dos
fluxos trocam um número inferior a 250 pacotes em cada sentido. A linha horizontal tracejada
em cada gráfico diz respeito à média de pacotes para o respectivo sentido, e é acompanhado por
uma discrição numérica do valor da média, no canto inferior esquerdo.




























Figura 4.24: Média de pacotes Box por fluxo e sentido
Ao longo do eixo x (No do fluxo), estão representados todos os fluxos com assinatura Box,
num total de 819 fluxos. Desse conjunto total o valor mínimo de pacotes verificado é de cinco
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pacotes em ambos os sentidos, e o valor máximo verificou-se no sentido S2C num total de 2590
pacotes. A média de pacotes enviados do cliente para o servidor é de 65 pacotes, enquanto que
no sentido oposto a média corresponde a 49 pacotes. A média global é de 57 pacotes/fluxo, que
corresponde à segunda maior média dos CSP analisados.
Relação Pacotes/Bytes
A Figura 4.25 descreve a relação entre o número de pacotes e o número de bytes enviados
por cada sentido.
Em termos de linearidade, o gráfico correspondente ao sentido C2S é mais linear em relação
ao sentido oposto. No sentido S2C apesar de apresentar uma linha de medições com bastante
inclinação possui bastantes excepções, o que coloca em caso a propriedade de linearidade. No
sentido reverso, C2S, apesar de também apresentar alguma excepções, nomeadamente cerca dos
200 pacotes, a linearidade é bem mais evidente.



























Figura 4.25: Relação entre o número de pacotes e bytes Box por fluxo e sentido
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Do conjunto total de fluxos Box analisados, o número de bytes mínimo corresponde a 374
bytes observados no sentido C2S, já o número máximo de bytes é de 3,7 MB para o sentido
S2C. Relativamente aos bytes médios transmitidos por fluxo para cada sentido correspondem a
51,7 KB no sentido C2S e 13,7 KB no sentido oposto. Calculando a média global em ambos os
sentidos resulta 32,7 KB/fluxo .
RTT médio
Os gráficos relativos aos tempos de atraso RTT em cada sentido encontram-se ilustrados na
Figura 4.26.
Relativamente aos CSP anteriores, este apresenta uma gama de valores RTT menos discre-
pante, uma vez que não existem atrasos no sentido C2S inferiores a 200 ms, e apenas um fluxo
com RTT superior a 240 ms. No sentido oposto apenas existe um fluxo (correspondendo ao RTT
máximo) superior a 250 ms. Os fluxos cujos atrasos sejam superiores a 240 ms em ambos os
sentidos não foram considerados nesta representação gráfica. Os fluxos omitidos correspondem
a 0,1% no sentido C2S e no sentido oposto correspondem a 0,3%.
Do conjunto total de fluxos Box analisados, o valor RTT mínimo ocorre no sentido S2C com
0,061 ms e o valor máximo ocorre no mesmo sentido com 790,6ms. Já o RTT médio verificado
no sentido C2S corresponde a 216,4 ms enquanto que no sentido oposto é de 23,3 ms, o que
origina um RTT médio por fluxo Icloud de 192,85 ms/fluxo. Com 99,9% do total dos fluxos, a
esmagadora maioria dos fluxos C2S possui um tempo de atraso médio entre os 200 e os 250 ms
enquanto que no sentido oposto, 87,5% dos fluxos possuem um atraso médio inferior a 100 ms.
Com base neste factos, e ainda dos valor referentes ao RTT médio é possível considerar que o
atraso neste tipo de serviço é menor no sentido do Servidor para o Cliente.
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RTT Box (C2S)
RTT(ms)


























Figura 4.26: RTT médio Box por sentido
Duração dos fluxos
O gráfico referente à duração dos fluxos deste CSP remete à Figura 4.27. Neste caso, todos os
fluxos possuem uma duração inferior a 35 segundos. Do conjunto total de fluxos Box analisados,
a duração mínima verificada é de 0,428 segundos e a máxima é de 33,97 seg. Relativamente à
duração média dos fluxos Box, este apresenta o valor médio de 3 seg/fluxo.
Como se pode observar no gráfico, a primeira coluna do histograma representa o número
de fluxos cuja duração é igual ou inferior a 5 segundos, e esta coluna alberga 92,55%, daí a
conclusão que a grande maioria dos fluxos Box possuam uma duração inferior a 5 segundos.
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Histogram of f_d
Segundos










Figura 4.27: Duração dos fluxos Box
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4.3.4.5 Google Drive
IPs
A Tabela 4.5 caracteriza os fluxos Google Drive relativamente aos IPs mais acedidos. Par-
ticularmente neste top 5, os três IPs mais acedidos ainda que por pouca diferença, apresentam
uma troca média de bytes superior no sentido C2S.
Quanto à característica hostname, apesar de não se associar imediatamente a tráfego Drive,
pela referencia a “1e100.net” sabe-se que se está perante IPs pertencentes à Google.
IP Nº % C2S S2C Localização Hostname Entidade

























Acessos Média de bytes
Google Drive
Informação Provider
Tabela 4.5: IPs mais utilizados Google Drive
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Pacotes por fluxo
Os gráficos que representam o número de pacotes por fluxo e ainda por sentido do Google
Drive encontram-se na Figura 4.28. A linha horizontal tracejada em cada gráfico diz respeito
á média de pacotes para o respectivo sentido, e é acompanhado por uma discrição numérica do
valor da média, no canto inferior esquerdo. Ao longo do eixo x (No do fluxo), encontram-se
































Figura 4.28: Média de pacotes Google Drive por fluxo e sentido
representados todos os fluxos com assinatura Google Drive, num total de 738 fluxos. Desse
conjunto total o valor mínimo de pacotes verificado é de um no sentido S2C, e o valor máximo
verificou-se também no sentido S2C num total de 1205 pacotes. A média de pacotes enviados
do cliente para o servidor é de 19 pacotes, enquanto que no sentido oposto a média corresponde
a 27 pacotes. Das médias por sentido obtemos a média de 23 pacotes/fluxo.
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Relação Pacotes/Bytes
A Figura 4.29 descreve a relação entre o número de pacotes e o número de bytes enviados
por cada sentido.
Apesar de se verificar um número elevado de bytes transmitidos para fluxos cujo número de
pacotes também seja alto, não se verifica uma recta de linearidade no gráfico referente ao sentido
C2S. Já no sentido inverso (ainda que com algumas excepções) observa-se a têndencia linear
constante.
Do conjunto total de fluxos Google Drive analisados, o valor de bytes mínimo corresponde
a 190 bytes observados no sentido C2S, e o valor máximo de bytes é de 1,5 MB para o sentido
S2C. Relativamente aos bytes médios transmitidos por fluxo para cada sentido correspondem a
3,5 KB no sentido C2S e 23 KB no sentido oposto. Calculando a média global em ambos os
sentidos resulta 26,6 KB/fluxo.
























Figura 4.29: Relação entre o número de pacotes e bytes Google Drive por fluxo e sentido
70
4.3. CARACTERIZAÇÃO DE FLUXOS CLOUD STORAGE
RTT médio
Os gráficos relativos aos tempos de atraso Round Trip Time em cada sentido encontram-se
ilustrados na Figura 4.30. Os fluxos cujo atraso seja superiores a 80 ms no caso do sentido C2S
e de 400 ms no sentido oposto não foram considerados nesta representação gráfica. Os fluxos
omitidos correspondem a 0,4% no sentido C2S e no sentido oposto correspondem a 1,08%.
RTT Google Drive (C2S)
RTT(ms)
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Figura 4.30: RTT médio Google Drive por sentido
Do conjunto total de fluxos Google Drive analisados, o valor RTT mínimo ocorre no sentido
C2S com 5,25 ms e o valor máximo ocorre no sentido oposto com 2096,8ms. Já o RTT médio
verificado no sentido C2S corresponde a 26,22 ms enquanto que no sentido oposto é de 28,97
ms, o que origina um RTT médio por fluxo Google Drive de 27,59 ms/fluxo, que corresponde ao
RTT médio por fluxo menor do conjunto de CSP analisados.
A maioria dos fluxos C2S ocorre em dois intervalos temporais. O primeiro é compreendido
entre os 5 e os 20 ms e possui uma taxa de 45% dos fluxos, o outro intervalo ocorre entre os 35 e
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os 50 ms e corresponde a 53,88% dos fluxos. Já no sentido oposto, 89,16% dos fluxos possuem
um atraso médio inferior a 50 ms. Ao contrário dos CSP anteriores, a média RTT inferior ocorre
no sentido C2S, o que torna este sentido o sentido com menos atrasos.
Duração dos fluxos
O gráfico referente à duração dos fluxos deste CSP encontra-se representado na Figura 4.31.
Os fluxos cuja duração seja superior a 150 segundos não foram considerados nesta representação
gráfica. Estes fluxos omitidos correspondem a 1,21%.
Do conjunto total de fluxos Google Drive analisados, a duração mínima verificada é de 0,017
seg e a máxima é de 597,06 seg correspondendo a 9 minutos e 40 segundos. Relativamente à
duração média dos fluxos Google Drive, este apresenta o valor médio de 13 seg/fluxo, e de todos
os CSP este é o que apresenta uma maior duração média dos fluxos.
Relativamente à informação gráfica, é possível concluir que os fluxos possuem maioritaria-
mente uma duração inferior a 30 segundos (correspondentes às três primeiras colunas do gráfico).
Do conjunto total dos fluxos Google Drive, 90,8% possuem uma duração inferior a 30 segundos
e 72,6% uma duração inferior a 10 segundos.
Histogram of f6
Segundos












Figura 4.31: Duração dos fluxos Google Drive
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4.3.4.6 PT Cloud
IPs
A Tabela 4.6 ilustra os IPs mais acedidos por tráfego classificado como tráfego pertencente
ao CSP PT Cloud.
O top 5 descrito na Figura reúne 96.9% do tráfego discriminado como pertencente à nuvem
Portuguesa PT Cloud, os restantes 3,1% encontram-se distribuídos por mais dois IPs cuja gama
é a mesma do top (213.13.26.XXX).
O link IP mais acedido juntamente o terceiro apresentam uma característica em comum, o
facto de o fluxo em bytes ser em grande parte do Cliente para o Servidor.
IP Nº % C2S S2C Localização Hostname Entidade
1 213.13.26.149 233 32,817 19683 5206 Portugal -
PT 
Comunicações
2 213.13.26.148 225 31,69 6136 4996 Portugal -
PT 
Comunicações
3 213.13.26.150 172 24,225 51828 5180 Portugal -
PT 
Comunicações
4 213.13.26.146 34 4,7887 944 21766 Portugal -
PT 
Comunicações
5 213.13.26.145 24 3,3803 855 14569 Portugal -
PT 
Comunicações
Acessos Média de bytes
PT Cloud
Informação Provider
Tabela 4.6: IPs mais utilizados PT Cloud
Pacotes por fluxo
Os gráficos relativos à representação do número de pacotes por fluxo e ainda por sentido para
a PT Cloud encontram-se na Figura 4.32. Nesta Figura foi necessário ajustar o eixo do sentido
S2C, relativo ao número dos pacotes, nos 600 pacotes. Para isso foi necessário omitir um fluxo
(com 15268 pacotes) no sentido S2C.
A linha horizontal tracejada em cada gráfico diz respeito à média de pacotes para o respectivo
sentido, e é acompanhado por uma discrição numérica do valor da média, no canto inferior
esquerdo .
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Ao longo do eixo x (No do fluxo), estão representados todos os fluxos com assinatura PT
Cloud, num total de 710 fluxos. Desse conjunto total o número mínimo de pacotes é de três
no sentido C2S e o valor máximo corresponde a 15268 pacotes no sentido S2C (correspondente
ao fluxo que foi omitido). O valor médio de pacotes enviados do cliente para o servidor é de
26 pacotes, enquanto que no sentido oposto a média corresponde a 41 pacotes. Das médias por
sentido resulta a média 34 pacotes/fluxo.
































Figura 4.32: Média de pacotes PT Cloud por fluxo e sentido
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Relação Pacotes/Bytes
A Figura 4.33 descreve a relação entre o número de pacotes e o número de bytes enviados
por cada sentido.
Em termos de linearidade, o gráfico correspondente ao sentido C2S é mais linear em relação
ao sentido oposto.
Do conjunto total de fluxos PT Cloud analisados, o valor de bytes mínimo verificado corres-
ponde a 305 bytes observados no sentido C2S, e o valor máximo de bytes é de 22,2 MB para
o sentido S2C. Relativamente aos bytes médios transmitidos por fluxo para cada sentido corres-
pondem a 21 KB no sentido C2S e 37,7 KB no sentido oposto. Calculando a média global em
ambos os sentidos resulta em 29,36 KB/fluxo.
























Figura 4.33: Relação entre o número de pacotes e bytes PT Cloud por fluxo e sentido
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RTT médio
A Figura 4.34 ilustra os tempos RTT para cada sentido.
Do conjunto total de CSP, existem dois que se destacam pela curta distância entre o servidor
e o cliente da Universidade do Minho, com base nos valores do campo "Localização"do CSP,
referido nas tabelas 4.3.4.6 e 4.3.4.8. Esses CSP correspondem à PT Cloud e ainda ao Ubuntu
One. Sendo a distância uma das métricas influenciadoras do resultado RTT final é normal esperar
tempos RTT inferiores nestes dois CSP relativamente aos restantes.
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Figura 4.34: RTT médio PT Cloud por sentido
Pela análise dos gráficos podemos observar que não existem atrasos superiores a 40 ms do
cliente para o servidor o que revela RTT muito inferiores, como esperado. Relativamente ao
sentido oposto, existem 8 fluxos que excedem os 400 ms, no entanto a grande maioria possui
atrasos inferiores a 100 ms Os fluxos cujos atrasos sejam superiores a 0,4 seg no sentido S2C
não foram considerados nesta representação gráfica. Os fluxos omitidos correspondem a 1,12%.
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Do conjunto total de fluxos PT Cloud analisados, o valor RTT mínimo ocorre no sentido C2S
referente a 5,1 ms e o valor máximo ocorre no mesmo sentido com 4183,8 ms. Já o RTT médio
verificado no sentido C2S corresponde a 11,48 ms enquanto que no sentido oposto é de 55,19
ms, o que origina um RTT médio por fluxo PT Cloud de 33,3 ms/fluxo. Com 99,3% do total
dos fluxos, a maioria dos fluxos C2S possui um tempo de atraso médio entre os 5 e os 20 ms
enquanto que no sentido oposto, 96,5% dos fluxos possuem um atraso médio inferior a 100 ms.
Duração dos fluxos
A Figura 4.35 ilustra a duração dos fluxos para este CSP. Desta vez, não foi necessária a
omissão de fluxos, uma vez que todos os fluxos possuem uma duração inferior a 16 segundos.
Do conjunto total de fluxos PT Cloud analisados, a duração mínima verificada é de 0,015
segundos e a máxima é de 15,01seg. Relativamente à duração média dos fluxos PT Cloud,
este apresenta o valor médio de 0,6 seg/fluxo, correspondendo ao menor valor de duração de
fluxos para todos os CSP analisados. Como se pode observar no gráfico, a primeira coluna do
Histogram of f_d
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Figura 4.35: Duração dos fluxos PT Cloud
histograma representa o número de fluxos cuja duração é igual ou inferior a 1 segundo, e esta
coluna alberga 87,6%, daí a conclusão que a grande maioria dos fluxos PT Cloud possui uma
duração inferior a 1 segundo. Relativamente às duas primeiras colunas, 94,6% dos fluxos possui
uma duração inferior a 2 segundos.
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4.3.4.7 Idrive
IPs
A Tabela 4.7 retrata o top dos IPs mais acedidos para fluxos Idrive. Este CSP tem a caracte-
rística de todos os fluxos identificados como fluxos Idrive utilizarem o mesmo endereço IP, com
o hostname “ibackup.com”. O nome do hostname diz repeito a outra solução Cloud based2 para
o armazenameto da informação da mesma empresa, no entanto num contexto empresarial .
Em relação aos bytes trocados, existe uma relação de praticamente o dobro de bytes no
sentido S2C em comparação com o sentido contrário.
IP Nº % C2S S2C Localização Hostname Entidade






Acessos Média de bytes
Idrive
Informação Provider
Tabela 4.7: IPs mais utilizados Idrive
Pacotes por fluxo
A Figura 4.36, com dois gráficos diz respeito ao número de pacotes por fluxo e por sentido
do prestador Idrive.
Pela visualização directa dos gráficos é possível concluir que a grande maioria dos fluxos
trocam um número inferior a 10 pacotes em cada sentido. A linha horizontal tracejada em cada
gráfico diz respeito à média de pacotes para o respectivo sentido, e é acompanhada por uma
discrição numérica do valor da média, no canto inferior esquerdo .
2https://www.idrive.com/online-backup-company.htm
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Figura 4.36: Média de pacotes Idrive por fluxo e sentido
Ao longo do eixo do x (No do fluxo), estão representados todos os fluxos com assinatura
Idrive, num total de 664 fluxos. Desse conjunto total o valor mínimo de pacotes verificado é de
um pacote de S2C, e o valor máximo verificou-se no sentido S2C num total de 11 pacotes. A mé-
dia de pacotes enviados do cliente para o servidor é de 8 pacotes, enquanto que no sentido oposto
a média corresponde a 7 pacotes. Das médias por sentido obtemos a média 8 pacotes/fluxo, que
corresponde à menor média dos CSP analisados.
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Relação Pacotes/Bytes
A Figura 4.37 descreve a relação entre o número de pacotes e o número de bytes enviados
por cada sentido.
Para este CSP, a relação entre o número de pacotes e os bytes não apresenta linearidade em
ambos os sentidos. Apesar de se verificar um numero muito baixo de bytes para fluxos com
poucos pacotes, a tendência não é crescente como no resto das amostras. Do conjunto total de






















Figura 4.37: Relação entre o número de pacotes e bytes Idrive por fluxo e sentido
fluxos Idrive analisados, o valor de bytes mínimo verificado corresponde a 159 bytes observados
no sentido S2C, e o valor máximo de bytes é de 3,3 KB para o sentido S2C. Relativamente aos
bytes médios transmitidos por fluxo para cada sentido correspondem a 453 bytes no sentido C2S
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e 902 bytes no sentido oposto. Calculando a média global em ambos os sentidos resulta em 678
bytes/fluxo, correspondendo este valor à menor média de todos os CSP analisados.
RTT médio
A Figura 4.38 diz respeito ao RTT em cada sentido. Os fluxos cujos atrasos sejam superiores
a 300 ms no sentido C2S não foram considerados nesta representação gráfica. Os fluxos omitidos
correspondem a 0,3%.
Do conjunto total de fluxos Idrive analisados, o valor RTT mínimo ocorre no sentido S2C com
0,019 ms e o valor máximo ocorre no sentido oposto com 750 ms. Já o RTT médio verificado
no sentido C2S corresponde a 219,6 ms enquanto que no sentido oposto é de 16,82 ms, o que
origina um RTT médio Idrive de 118,21 ms/fluxo.
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Figura 4.38: RTT médio Idrive por sentido
A maioria dos fluxos C2S ocorre em dois intervalos temporais. O primeiro é compreendido
entre os 210 e os 215ms e possui uma taxa de 42,5% dos fluxos, o outro intervalo ocorre entre
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os 220 e os 225 ms e corresponde a 39,3% dos fluxos. Já no sentido oposto, 72,3% dos fluxos
possuem um atraso médio inferior a 10 ms. Com base neste factos, e ainda dos valor referentes
ao RTT médio é possível considerar que o atraso neste tipo de serviço é menor no sentido do
Servidor para o Cliente.
Duração dos fluxos
O gráfico referente à duração dos fluxos deste CSP corresponde à Figura 4.39. Desta vez,
foram omitidos fluxos, uma vez que todos os fluxos possuem uma duração inferior a 70 segundos.
Um facto curioso diz respeito aos dois únicos intervalos temporais que a duração dos fluxos
deste CSP possui. Por outras palavras, os fluxos deste CSP possuem uma duração inferior a 5
segundos, ou então entre os 60 e os 65 segundos.
Do conjunto total de fluxos Idrive analisados, a duração mínima verificada é de 0,235 seg e a
máxima é de 61 seg. Relativamente à duração média Idrive este apresenta o valor médio de 3,9
seg/fluxo. Como referido, a duração destes fluxos é inferior a 5 segundos para 96,4% do total
dos fluxos, e os restante 3,6% dizem respeito a fluxos com duração entre os 60 e os 65 segundos.
Histogram of f_d
Segundos












Figura 4.39: Duração dos fluxos Idrive
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4.3.4.8 Ubuntu One
IPs
A Tabela 4.8 reporta os endereços IP mais utilizados para o CSP Ubuntu One. Os IPs re-
tratados na referida tabela dizem respeito a 97% dos IPs para este CSP, os restantes 3% dizem
respeito a um outro IP dentro da mesma gama dos apresentados. Outra característica é o facto dos
bytes transmitidos do Servidor para o Cliente serem maioritários (excepto no terceira posição),
comparativamente com o sentido reverso.
Relativamente aos hostnames, podemos verificar que estamos perante tráfego da empresa
Canonical, no entanto a partir da terceira posição, inclusive, podemos verificar que existem IPs
com hostnames dedicados a tráfego One Ubuntu.
IP Nº % C2S S2C Localização Hostname Entidade
1 91.189.89.76 9 26,471 2631 24995 Londres/RU
grape.canonical.co
m Canonical Ltd
2 91.189.89.114 9 26,471 1808 2480 Londres/RU
kwaimuk.canonica
l.com Canonical Ltd












Acessos Média de bytes
Ubuntu One
Informação Provider
Tabela 4.8: IPs mais utilizados Ubuntu One
Pacotes por fluxo
A Figura 4.40 diz respeito ao número de pacotes verificado para cada fluxo Ubuntu One e
por sentido. Relativamente a este CSP com menor representatividade em termos de número de
acessos, é possível concluir que a grande maioria dos fluxos trocam um número inferior a 50
pacotes em cada sentido. A linha horizontal tracejada em cada gráfico diz respeito à média de
pacotes para o respectivo sentido, e é acompanhado por uma discrição numérica do valor da
83
CAPÍTULO 4. ANÁLISE E DISCUSSÃO DOS RESULTADOS
média, no canto inferior esquerdo. Ao longo do eixo x (No do fluxo), estão representados todos
os fluxos com assinatura Ubuntu One, num total de 34 fluxos. Desse conjunto total o número
mínimo de pacotes é de 6 no sentido C2S e o valor máximo corresponde a 182 pacotes no sentido
S2C . O valor médio de pacotes enviados do cliente para o servidor é de 23 pacotes, enquanto
que no sentido oposto a média corresponde a 25 pacotes. Das médias por sentido resulta a média
24 pacotes/fluxo.





























Figura 4.40: Média de pacotes Ubuntu One por fluxo e sentido
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Relação Pacotes/Bytes
A Figura 4.41 descreve a relação entre o número de pacotes e o número de bytes enviados
por sentido.
Apesar de se observar uma tendência crescente a partir dos 20 pacotes no sentido S2C, mais
uma vez nenhum dos gráficos apresenta linearidade, e daí nada se pode concluir relativamente à
relação destas duas variáveis



























Figura 4.41: Relação entre o número de pacotes e bytes Ubuntu One por fluxo e sentido
Do conjunto total de fluxos Ubuntu One analisados, o valor de bytes mínimo verificado cor-
responde a 182 bytes observados no sentido S2C, e o valor máximo de bytes é de 202,9 KB para
o sentido S2C. Relativamente aos bytes médios transmitidos por fluxo para cada sentido corres-
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pondem a 2,3 KB no sentido C2S e 17,7 KB no sentido oposto. Calculando a média das médias
em ambos os sentidos resulta em 10 KB bytes/fluxo
RTT médio
Na Figura 4.42 encontram-se os gráficos relativos ao RTT para este CSP.
Do conjunto total de fluxos Ubuntu One analisados, o valor RTT mínimo ocorre no sentido
S2C com 0,525 ms e o valor máximo ocorre no mesmo sentido com 718,37 ms. Já o RTT médio
verificado no sentido C2S corresponde a 74,35 ms enquanto que no sentido oposto é de 145,9
ms, o que origina um RTT médio por fluxo Ubuntu One de 110,12 ms/fluxo.
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Figura 4.42: RTT médio Ubuntu One por sentido
Com 94,1% do total dos fluxos, a maioria dos fluxos C2S possui um tempo de atraso médio
entre os 65 e os 85 ms enquanto que no sentido oposto, 94,1% dos fluxos possuem um atraso
médio inferior a 200 ms. Com base neste facto, e ainda dos valores referentes ao RTT médio,
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é possível considerar que o atraso neste tipo de serviço é menor no sentido do Cliente para o
Servidor.
Duração dos fluxos
A Figura 4.43 ilustra a duração dos fluxos deste CSP. Todos os fluxos observados possuem
uma duração inferior a 25 segundos e devido ao baixo número de fluxos Ubuntu One é possível
ver a distribuição da duração dos fluxos com maior clareza.
Do conjunto total de fluxos Ubuntu One analisados, a duração mínima verificada é de 0,457
segundos e a máxima é de 21,34 segundos. A duração média dos fluxos Ubuntu One apresenta o
valor de 5,4 seg/fluxo.
Os fluxos cuja duração é igual ou inferior a 10 segundos equivalem a 79,4%, sendo que a
coluna com maior número de fluxos corresponde aos fluxos com duração igual ou inferior a 5
segundos, com um peso de 55,9% do total dos fluxos.
Histogram of f_d
Segundos










Figura 4.43: Duração dos fluxos Ubuntu One
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4.4 Síntese dos resultados
Esta secção saliente os principais resultados da análise dos fluxos colectados. Conforme ilus-
trado na Figura 4.1, o serviço mais acedido na UM diz respeito à rede social Facebook, seguida
do motor de busca Google e do serviço de correio electrónico da instituição da Universidade do
Minho. Com 3,1% dos acessos encontram-se os Cloud Storages, categoria essa que inclui todos
as assinaturas/prestadores encontrados. Desse conjunto o prestador mais acedido é a Dropbox,
com 71,39%. Não é possível a garantia de que no conjunto de fluxos denominados de “Outros”
das Figura 4.1 não se encontrem incluídos fluxos Cloud Storage, pois sendo a Universidade do
Minho anfitriã de muitos estudantes estrangeiros, é possível que estes possuam hábitos e recor-
ram a CSP diferentes e não tão populares. No entanto, pode-se garantir ter sido efectuado uma
pesquisa nos fluxos colectados relativamente aos CSP mais populares nacionais e internacionais.
Relativamente às características dos CSP analisados, a Tabela 4.9 resume as principais carac-
terísticas. Nesta tabela3 não se encontram referências às portas utilizadas, pois como discutido
anteriormente, o parâmetro de interesse seria as portas do servidor, no entanto, no referido parâ-
metro o resultado é sempre o mesmo, a porta 443, porta padrão de tráfego HTTPS.




externos* Pacotes Bytes RTT (ms) Duração (seg)
Dropbox 4,6 Sim 64 49,8 K 139,7 12,16
Icloud 3,95 Sim 16 3,7 K 112,88 4,6
Skydrive 18,5 Não** 17 5,9 K 124,9 7,1
Box 26,74 Não** 57 32,7 K 119,85 3
Google Drive 18,7 Não** 23 26,6 K 27,59 13
PT Cloud 32,82 Não** 34 29,36 K 33,33 0,6
Idrive 100 Não** 8 678 118,21 3,9
Ubuntu One 26,47 Não** 24 10 K 110,12 5,4
Média por FluxoIP
Tabela 4.9: Síntese das características por CSP
3*Entendam-se servidores externos como servidores pertencentes a outras entidades
**Referente somente ao conjunto de fluxos analisados
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Relativamente às restantes características é possível obter as seguintes conclusões:
• A classificação pelo IP do servidor, só é eficaz na detecção de fluxos Idrive;
• Tanto a Dropbox como a Icloud recorrem a servidores auxiliares de outras entidades, para
o fornecimento dos seus serviços;
• O CSP que possui a maior média de troca de pacotes por fluxo é a Dropbox, e o que possui
menor média é o Idrive;
• O CSP com maior média de bytes trocados por fluxo é novamente a Dropbox, e o que
possui menor média é novamente o Idrive;
• O CSP que apresenta menor RTT é o Google drive, e o que apresenta uma maior média de
RTT é a Dropbox;
• Apesar de apresentar o menor RTT médio, o Google drive também apresenta a maior média
de duração de fluxos. O CSP cujos fluxos apresentam uma menor duração é a PT Cloud.
4.5 Sumário
No presente capítulo foram apresentados os resultados da investigação e metodologia de trabalho
exposta no Capítulo 3.
Antes de abordar o tema principal, a classificação e caracterização dos serviços Cloud Sto-
rage, foram expostos os resultados globais da classificação dos fluxos, assim como uma análise
mais pormenorizadas aos fluxos não Cloud Storage. De seguida foram expostos os resultados
dos acessos a serviços Cloud Storage por parte dos utilizadores da UM, para os dia e horários re-
feridos na Tabela 3.2, encontrando-se discriminados por prestadores do serviço. Também foram
revelados os resultados da distribuição dos acessos aos CSP por horário, assim como os hábitos
de acesso.
Pretende-se que no final de este capítulo o leitor tenha assimilado quais os serviços mais
acedidos pelos utilizadores da UM, assim como quais os CSP mais acedidos juntamente com as
sua características.
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Capítulo 5
Conclusões e trabalho futuro
Neste capítulo é efetuada uma síntese do trabalho desenvolvido e apresentado ao longo desta
dissertação. São também referidos alguns possíveis tópicos para trabalho futuro.
5.1 Resumo do trabalho desenvolvido
O tráfego de rede possui inúmeras características de acordo com os serviços que se pretendam
classificar. Desta forma, para se obter uma classificação correcta e fiável é necessário o levanta-
mento das particularidades relativas ao tráfego que se pretende caracterizar.
As principais características de tráfego Cloud Storage, objecto de estudo deste projecto de
dissertação, dizem respeito ao facto de estes serviços alocarem as portas de comunicação di-
namicamente e de recorrerem a protocolos de segurança, cifrando desta forma o seu tráfego.
Relativamente ao método de captura e análise de tráfego Cloud Storage, utilizou-se medição
passiva do tráfego de rede com análise off-line, ou seja, com posterior processamento e aná-
lise pela ferramenta Tstat. Os dois factores mencionados, (alocação de portas dinamicamente e
tráfego cifrado) inviabilizam de imediato os métodos de classificação mais simples, como o mé-
todo port-based e DPI. Os restantes métodos, para o âmbito desta classificação revelam-se muito
complexos, desta forma, foi necessário recorrer a uma nova abordagem aos métodos de classifi-
cação. Para a classificação do tráfego recorreu-se então à ferramenta Tstat que utiliza a técnica
de extracção de assinaturas dos servidores durante as fases de estabelecimento de comunicação
segura do protocolo SSL.
O objectivo principal deste projecto de dissertação consistia em obter dados relativamente
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à utilização de Cloud Services, mais concretamente, de serviços de armazenamento na nuvem,
os Cloud Storage na Universidade do Minho. Para isso, estipulou-se que seriam apresentados
primeiramente todos os Cloud Storage Providers agregados numa única categoria de forma a
obter a sua utilização global por parte dos utilizadores da UM. Verificou-se que a actual adesão
aos Cloud Storage corresponde a 3,1% do tráfego cifrado, nos dias da colecta. Em termos de
ranking equivale ao quinto serviço mais acedido.
O segundo objectivo consistia na percepção dos prestadores que os utilizadores da UM re-
correm. Desta forma, desagregou-se a categoria Cloud Storage e refinou-se a análise por CSP.
Conclui-se que a maioria dos utilizadores recorrem à Dropbox com 71,39% dos acessos. Foram
encontradas mais 7 assinaturas de CSP diferentes, e para cada um foram apresentadas as suas
caracteristicas.
Para além do cumprimento dos objectivos estabelecidos, este projecto serviu também para
obter mais dados relativamente às características do tráfego por CSP.
A principal dificuldade encontrada no desenvolvimento do trabalho deve-se ao estado da arte
para a classificação do tráfego cifrado ser ainda imaturo.
5.2 Trabalho futuro
Relativamente ao trabalho futuro, sugere-se uma análise periódica ao tráfego Cloud Storage de
modo a obter-se novos dados de acesso úteis para a compreensão da adesão a estes novos servi-
ços, uma vez que se espera uma crescente adesão.
Sugere-se que as análises efectuadas recorram a uma colecta de tráfego mais representativa,
ou seja, por um período de tempo de maior dimensão. Este podia ser acompanhado de uma
análise mais refinada por períodos de actividade de rede, geralmente designados de alto, médio
e baixo tráfego.
Finalmente, sugere-se um estudo mais abrangente sobre assinaturas relativas a Cloud Servi-
ces, englobando outros serviços além dos de armazenamento, uma vez que estudo apresentado
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Tabela A.1: Parâmetros LOG Tstat
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A.1 Tipo de conexão
Tabela A.2: Connection type
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A.2 Tipo de HTTP
Tabela A.3: HTTP Web2.0 type
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