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Abstract
Wireless Sensor Network (WSN) is an important research field in Computer Science
with applications that span multiple domains. Due to the limitation of sensor nodes,
network lifetime is a critical issue that needs to be addressed. Therefore, in this thesis
I propose the Energy-aware Connected k-Neighbourhood (ECKN), a joint position
estimation, packet routing, and sleep scheduling solution that combines some overlap-
ping features. I propose a localization algorithm that performs trilateration using the
position of a mobile sink and of neighbour nodes to estimate the position of a sensor
node with no GPS module. I introduce a routing protocol based on the well-known
Greedy Geographic Forwarding (GGF). Similarly to GGF, my protocol takes into
consideration the position of neighbours to decide the best forwarding node, however
it also considers the residual energy in order to guarantee that the forwarding node
will deliver the packet. The concept of bridges is also introduced, in which the sink
compares its current position with previous positions and calculates whether there is a
shortest path in order to create a bridge that will reduce the number of hops a packet
has to travel through. Lastly, a sleep scheduler is proposed in order to extend the
network lifetime, it is based on the Connected k-Neighbourhood (CKN) algorithm,
which aids in the decision of what nodes goes to sleep while maintaining the network
connected. My sleep scheduler maintains the network denser in the area close to the
sink, since this region receives packets from the whole network to forward to the sink.
i
An extensive set of performance evaluation experiments is conducted and results show
that ECKN can extend network lifetime, while sustaining acceptable packet delivery
ratio and reducing network overhead.
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A Wireless Sensor Network (WSN) [2,7,50] consists of a large number of low-cost de-
vices, or sensor nodes, with wireless communication and it enables several applications
such as in health, military, and security [3]. In this type of network, the autonomous
sensor nodes are used to track, monitor or control a large area without the need of
fixed infrastructure [10, 21, 23, 52], which facilitates installation and maintenance of
the network.
The general idea of a WSN is that each sensor node, after gathering some infor-
mation to be analyzed, sends its data until it reaches a sink, where this information
can be processed. Due to the limited radio range, the data has to be routed through
other nodes in an ad hoc way. Communication is made through wireless protocols
ZigBee/IEEE 802.15.4 [18,53] or IEEE 802.11 (Wi-Fi) [18], which offer an implemen-
tation for the lower layers, Physical and Media Access Control (MAC), for a typical
WSN.
Coverage and connectivity are two performance metrics mainly studied in WSNs
according to Li et al. [35]. Coverage refers to the surveillance map of the area. In this
metric, nodes are placed in the region and cooperate among them in order to maintain
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a good quality of coverage. Some benchmarks are used in terms of granularity to
quantify coverage quality. In the highest granularity every point of the map should
be covered by at least one sensor. In the medium granularity every path crossing the
network should be covered. Finally, in the lowest granularity the map is not entirely
covered by the nodes and the network is not necessarily connected. Connectivity
refers to message retrieval and delivery in the network. The connectivity of a node
to other nodes of the network can be considered from two characteristics regarding
energy consumption. The temporal domain refers to nodes switching between active
and sleep states. The spatial domain refers to nodes having multiple energy levels,
varying its communication range.
1.1 Problem Statement
In WSN applications, location-awareness plays an important role to fundamental
tasks such as packet routing, event mapping, and energy savings. Due to the deploy-
ment of a large number of sensor nodes, manual placement of these devices is often
unfeasible and costly. Consequently, sensor nodes usually acquire their positions
through location estimation. One of the most common localization method is the
Global Positioning System (GPS) [29]. However, for small, inexpensive, low-power
devices that are left unattended for long periods of time, the use of GPS modules on
all sensor nodes is unfeasible due to size, form factor, cost, and power constraints [13].
In my publications [8,9], I proposed a protocol that estimates sensor node positions
by exchanging position packets between a mobile sink and the sensor nodes. Since the
sink is more powerful, it is able to house a GPS module and share its position within
the network. Once a sensor node receives a position packet, it estimates its own
position using a simple trilateration algorithm using the position and the Received
2
Figure 1.1: (a) Position of sensor node defined by Trilateration. (b) GPS error added
to sink packets, intersection between the packets is not a single point. (c) Poor
position packet samples to perform trilateration.
Signal Strength Indicator (RSSI) [12]. A qualified node is calculated with at least
three position packets, resulting in a more accurate position estimation, as can be
seen in Figure 1.1(a). However, with only one or two samples it is still possible to
have a rough estimate. With only one sample, the sensor node assumes that it is
at the same position as the sink. With two samples, it considers its position as the
midpoint between the intersection of the position packets circles.
Although trilateration is a viable solution for the localization problem, there are
some issues that need to be addressed. GPS location is not 100% accurate since noise
creates some uncertainties in its estimations [47]. When receiving position packets
and calculating the intersection between them, the sensor node is not able to find a
common point where they intersect. Instead, it ends up with six different intersection
points, as can be seen in Figure 1.1(b). Using this information, the sensor node
has to estimate its position by deciding which intersection points, called reference
points, are the best to be used in the estimation. Furthermore, considering the worst
case scenario where the sink moves randomly within the WSN boundary, it implies
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that some position packets might not be ideal to perform trilateration. Figure 1.1(c)
shows an example of poor samples, in which collinear position packets are received
by a sensor node. This makes it impossible for the trilateration algorithm to estimate
an accurate position.
In a WSN, communication between source and destination nodes may require
a multi-hop communication strategy since the radio range and other resources are
constrained. As previously mentioned, by being aware of their position, nodes can
properly forward the messages to their destination. This information is widely ex-
ploited to improve the performance of routing protocols. A popular approach to this
routing issue is Geographic Routing.
Geographic Routing is one of the most popular routing schemes in WSNs, mainly
because it scales better: the network size is not a problem in this scheme. The
forwarding decision is taken based on the position of the node and its neighbours. The
most straightforward algorithm to address geographic routing is Greedy Geographic
Forwarding (GGF) [31]. The idea is to forward the message to the neighbour node that
is closest to the destination. Figure 1.2 represents one example of Greedy Geographic
Forwarding. Here, Node 1 receives the message destined to the sink and then forwards
this message to Node 3, which is the closest neighbour to the destination. If there is
no neighbour closer to destination, GGF fails and the message is dropped.
A number of recovery strategies for GGF failure have been proposed in the litera-
ture. One of the most popular approaches is face routing, first proposed by Kranakis
et al. [33]. The network is divided into empty zones, i.e., faces, surrounded by the
nodes that are inter-connected. Face routing requires a planar network graph, i.e., it
cannot have any crossing links. Bose et al. [11] explains the network graph planariza-
tion algorithm, which computes the intersection of node neighbours with a well-known
planar graph. After obtaining the faces, it is possible to use this information to calcu-
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Figure 1.2: Greedy Geographic Forwarding Example. Node 3 is going to receive the
packet because it is closer to the sink.
Figure 1.3: GGF fails because sensor node 1 is closer to the sink than its neighbours.
A face is created with the nodes 1, 2, 3, 4 and the sink, following the right-hand rule,
1 sends the message to node 2, lying in clockwise direction.
late a path to the destination node by exploiting the faces by applying the right-hand
rule. The right-hand rule sends the message to the edge lying in clockwise direction.
The right-hand rule can be seen in Figure 1.3. This process is repeated until it reaches
a node that is closer to the destination node, thus GGF is resumed from this node.
Recently, research efforts focus on duty-cycled approaches [37, 44, 52] in order
to improve network lifetime while keeping a good delivery guarantee. Guaranteed
delivery refers to the success ratio of forwarding a message from source to destination.
It requires at least one path connecting these two nodes in the network. Existing
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works on duty-cycle aim to achieve network coverage and/or connectivity. To this
end, a duty-cycle algorithm has to find what are the best nodes to sleep in order to
minimize the number of awake nodes while maintaining the network coverage and/or
connectivity.
1.2 Thesis Contribution
This thesis proposes Energy-aware Connected k-Neighbourhood (ECKN), a joint ap-
proach for position estimation, packet routing and sleep scheduling in WSN. I noticed
that this process shares some common features. My approach aims at using the sensor
nodes position to perform the packet routing and to estimate what nodes are going
to sleep. At the same time, the sink has to broadcast its position in order to perform
the packet routing. Nodes can take advantage of this information to estimate their
position. Furthermore, the sleep schedule algorithm intention is to keep the network
connected, facilitating the packet routing algorithm to achieve a good success deliv-
ery ratio. By the combination of these approaches, I aspire to increase the network
lifetime by eliminating any overhead the network might have.
I propose the Distance and Closeness algorithms to aid in the decision of which
intersection points a sensor node should use to estimate its position:
• The Distance algorithm compares the distance between intersection points and
considers the ones with smallest distances as reference points.
• The Closeness algorithm checks every possible combination of intersection points
and considers the combination that has the smallest distance among them as
reference points.
I also propose Position Distance, Circle Limit and a Hybrid version of the algo-
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rithms in order to decide which position packets to use in trilateration while avoiding
scenarios as the one depicted in Figure 1.1(c):
• The Position Distance algorithm calculates the distance between two position
packet sources. If the distance is greater than a threshold, the packet is ac-
cepted.
• The Circle Limit algorithm checks whether a position packet is inside the circle
of another position packet, and it accepts only those outside the circle.
• A Hybrid algorithm is also presented. Results show that Position Distance
converges to acceptable accuracy faster, however, Circle Limit converges to
more accurate estimations. My Hybrid algorithm starts by running Position
Distance and, after getting the initial position estimations, it switches to Circle
Limit.
Packet Routing is performed according to the GGF algorithm, but instead of the
closest node to the sink, the sender sensor node decides the next hop using a utility
function which considers both the sensor node position and its remaining energy. I
also introduce the concept of bridges, which essentially tries to find shortest paths
between previous positions of the sink and the current position.
Lastly, I propose a sleep schedule algorithm based on Connected k-Neighbourhood
(CKN) [37]. Contrasting the original approach, I have different network densities
according to the distance to the sink. My algorithm keeps the network denser in the
region close to the sink, since there are more packets in this area to be forwarded to
the sink. On the other hand, the network is more sparse in the region far from the
sink because this area has less packets to be forwarded.
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1.3 Thesis Organization
This thesis is organized as follows: Chapter 1 provides a brief overview to WSN,
discussing about open problems in this area and presenting the contribution of this
thesis. Section 2 presents a comprehensive literature review of sensor node position es-
timation, packet routing, and duty-cycling. Chapter 3 describes my proposed position
estimation algorithm, packet routing algorithm, and sleep scheduler algorithm. The
performance criteria and experimental results obtained via simulation are presented




In this chapter, I discuss related research works proposed by the scientific community
on sensor node position estimation, packet routing, and duty-cycling in the field of
WSNs.
2.1 Sensor Node Position Estimation
Existing efforts in sensor node position estimation [5, 27, 34] can be organized into
two categories: Range-based and Range-free. Range-based approaches assume that
sensor nodes are able to measure the range or distance between the sensor nodes.
Range-free uses nondeterministic attributes of the network, such as closeness and
hop count, to perform position estimation. Range-free usually shows lower accuracy
than range-based solutions.
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2.1.1 Ad hoc Positioning System (APS) using Angle of Ar-
rival
DV-Bearing and DV-Radial are two range-based algorithms proposed by Niculescu
and Nath [38]. They use Angle of Arrival (AOA), allowing sensor nodes to derive
position information between immediate neighbours. AOA refers to the capability of
nodes to sense the direction from which a signal is received. DV-Bearing allows each
node to get a bearing to a landmark, while DV-Radial allows a node to get a bearing
and a radial to a landmark. Assuming that a node has this information, it will be able
to compute its own orientation with respect to the referred landmark, and forward
it further into the network. With no additional infrastructure, the methods provide
absolute coordinates and orientation, working well for disconnected networks.
2.1.2 A Range Based Localization System in Multihop Wire-
less Sensor Networks: A Distributed Cooperative Ap-
proach
Panday and Varma [40] proposed a cooperative range-based localization system,
where they modify a range-based algorithm in order to save energy by reducing colli-
sions and retransmission of range packets. To do so, it synchronizes the neighbouring
nodes. The sender node first broadcasts a location request packet, the broadcast-
ing is controlled in time scale by a timer. Upon receiving the request, the reference
nodes unicast their location. The requesting node stores the location data along with
the distance to the anchors. With this information, the requesting node is able to
compute its position using multilateration method.
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2.1.3 Regulated Neighbourhood Distance (RND)
Wu et al. [48] proposed a range-free localization method based on Regulated Neigh-
bourhood Distance (RND), which represent the relative Euclidean distance between
two neighbouring nodes. RND avoids the hop-distance ambiguity problem by relating
the proximity of two neighbours to their neighbour partitions. In the proposed RND-
based localization method, called DV-RND, each pair of neighbour nodes compute
the RND in between them, with this value, any pair of nodes in the network can
compute the shortest RND path in between them using any shortest path algorithm.
2.1.4 Zone-Based Localization Method (ZBLM)
Chen et al. [16] proposed Zone-Based Localization Method (ZBLM) and Enhanced
Zone-Based Localization Method (EZBLM), two range-free localization methods that
utilizes only two anchor nodes, placed on the bottom-left and bottom-right corners
of a square region of the WSN, and uses bilateration to estimate node position by
counting the minimum number of hops to the anchor nodes. The process consists
into computing the minimum hop counts by flooding, dividing the monitored region
into zones, and assigning the coordinate of sensors in each zone by bilateration.
2.2 Packet Routing
The two main classes of Packet Routing for WSNs [1,4,26] are Proactive and Reactive.
Proactive routing protocols provide fast responses to topology changes by maintain-
ing routing information for all network nodes. On the other hand, reactive routing
protocols provide routing information on demand without the need of maintaining
routing tables.
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2.2.1 Greedy Perimeter Stateless Routing (GPSR)
Greedy Perimeter Stateless Routing (GPSR) is a known non-reactive routing algo-
rithm in the literature proposed by Karp et al. [31]. A node knows its neighbours
position by receiving a beacon periodically. To minimize the cost of beaconing, GPSR
piggbacks the local sending node’s position in all data packets it forwards and each
node receives a copy of all packets for all nodes within radio range. Knowing each
neighbour position, GPSR can use the GGF algorithm to send packets to destination
nodes. If a GGF failure occurs, GPSR will use a perimeter forwarding algorithm to
recover by exploiting the faces of a planar graph of the network topology. In order
to avoid crossing links, GPSR uses an algorithm to remove edges that are not part
of the Relative Neighbourhood Graph (RNG) [46] and/or Gabriel Graph (GG) [24],
two planar graphs long-known in the literature. Having the planar graph for the
network, GPSR uses the right-hand rule for traversing the edges of a face until it gets
to a node that is closer to the destination than the location where packet entered
perimeter mode.
2.2.2 Face Traversal Technique (FACE-2)
Face Traversal Technique (FACE-2) proposed by Bose et al. [11] creates a planar graph
based on the network topology and uses face routing to find a path between source and
destination nodes. Essentially, the algorithm creates a line segment from the source
to destination, finds a face with the source node on its boundary that intersects this
line segment, and traverses this face until reaching an edge that intersects the line
segment. When reaching this edge, one of the nodes of the edge becomes the new
source node and the process repeats until it reaches the destination node.
12
2.2.3 Integrated Protocol for Optimized Link State Routing
and Localization (OLSR-L)
Mineno et al. [36] proposed an integrated protocol for Optimized Link State Rout-
ing (OLSR) [17] and OLSR based Localization (ROULA) [45] called OLSR-L, which
implements routing and localization simultaneously. It was observed that communi-
cation overhead doubled when running localization and routing separately. Moreover,
OLSR and ROULA present overlapping functionalities that can be integrated in order
to reduce this communication overhead. Proposed by Clausen et al. [17], OLSR is a
proactive routing protocol which key concept is Multi-Point Relay (MPR), selected
nodes that forward broadcast messages during the flooding process. OLSR algorithm
selects MPR nodes by flooding each node 1-hop nodes list to their 1-hop nodes, the
selection is made when the node has the same 2-hop nodes list. Then, MPR nodes
are selected as relay nodes to make the routing table. ROULA is a range-free and
anchor-free localization protocol proposed by Takenaka et al. [45], nodes running this
protocol search for other nodes that are arranged into regular triangles in order to
satisfy the requirement of independency from anchor. ROULA algorithm uses MPR
nodes to choose the farthest 2-hop node, which is a candidate to be a vertex of a
regular triangle. Thereafter, each node floods the network with packets that carry a
farthest 2-hop node list. Then, nodes calculate relative local coordinates by matching
regular triangles on the basis of this information. Therefore, localization and routing
are performed simultaneously with OLSR providing ROULA’s required neighbour
node information by periodically holding and updating 1-hop neighbour information.
Moreover, ROULA uses OLSR’s MPR node to estimate node distance accurately.
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2.2.4 Simultaneous Localization and Routing in Sensor Net-
works using Shadow Edges
The solution proposed by Oliva et al. [39] addresses a multi-step simultaneous rout-
ing and localization procedure. During the clustering and routing step, nodes are
collected into clusters. Clustering is performed according to CBRP [30] algorithm in
order to retrieve single-hop clusters allowing both robust communication and local-
ization. Exploiting the traffic generated by this step, kernel nodes send their position
to neighbours, which are able to compute their position by trilateration and Shadow
Edges. The key idea of Shadow Edges is to use the lack of information about the
connectivity between nodes. Such an edge can be created when a node vi has 2 lo-
calized neighbours, which results 2 localization options. One of them is discarded
based on a fourth node vj in the area, if the node vi was in the localization option
such that vj lies in the corresponding disk, it should have sensed node vj. Therefore
node vi belongs to the other localization option. During cluster localization step, the
Shadow Edges localization procedure is performed. Only clusters having more than 3
non collinear, connected localized nodes are considered during this step and Shadow
Edges inside the cluster are performed. During super-cluster localization step, for
clusters having less than 3 non collinear, connected localized nodes are able to com-
pute their position by considering nodes in adjacent clusters. In order to improve the
overall position information, the Shadow Edges localization procedure is applied to
the gateway nodes.
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2.2.5 Recursive and Ad hoc Routing Based Localization in
Wireless Sensor Networks
Kirci et al. [32] proposed a system that, when a mobile node needs to calculate
its position, it tries to use reference nodes that are one hop away. If it does not
have enough reference nodes that are one hop away to calculate its position, then it
looks for multi-hop away reference nodes that will serve as distance reference nodes.
To do so, the sensor node uses its neighbours that can relay using the OLSR [17] by
routing the information of other ad hoc nodes that are multi-hop away from the sensor
node. When a distance reference node is found, the estimated distance to the sensor
node is calculated using the methods DV-hop and DV-distance. The ad hoc routing
is necessary to search the multi-hop node that knows its position, and the OLSR
routing is used to offer the position calculation of the nodes. Finally, the recursion
based localization process will be completed by offering to estimate distances of nodes
that are multi-hop away from the first node that already calculated its position.
2.2.6 A Recursive Shortest Path Routing Algorithm With
Application for Wireless Sensor Network Localization
Cota-Ruiz et al. [19] presented a routing algorithm that can be used in the field of
centralized range-based localization schemes. Given two non-neighbouring sensors,
an unknown sensor and an anchor node, and only using the network connectivity, all
evaluated shortest paths with the minimum number of hops are averaged to obtain a
final distance estimate. This process can be repeated with different anchor nodes in
order to estimate the unknown node position using both distance estimates and the
absolute positions of anchors. To estimate distances between two non-neighbouring
sensors, the proposed algorithms follows two steps: to find all paths with minimum
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hops between the non-neighbouring sensors and to obtain the length of the paths
based on the known one-hop distance. The non-neighbouring distance estimate is
calculated as the mean of all evaluated path distances.
2.3 Duty-Cycling
Duty-Cycling in WSN [6, 28, 41] can be achieved in two different and complemen-
tary approaches: Topology Control and Power Management. Topology Control ap-
proaches [14, 15, 25] exploits node redundancy, selecting a minimum subset of sensor
nodes to remain active for maintaining connectivity. On the other hand, Power Man-
agement approaches [43,49] refers to active nodes switching off the radio when there
is no network activity, alternating between sleep and awake periods.
2.3.1 Connected k-Neighbourhood (CKN)
CKN is an algorithm proposed by Nath and Gibbons [37] to keep at least min(k, d)
nodes awake in a sleep scheduling approach, where k is the number of connected
nodes and d is the degree of each node. A sleep scheduler selects a subset of nodes
to remain awake in a given epoch, the remaining nodes are set to a sleep state. The
subset of awake nodes changes from epoch to epoch in order to improve the network
life-time. The proposed algorithm generates a connected graph every epoch, enabling
nodes to send and receive packets from each other within the network.
2.3.2 An Energy-efficient Coordination Algorithm (Span)
Span is a topology control protocol proposed by Chen et al. [15], nodes running
Span make local decisions on whether to sleep, or to stay awake as a coordinator,
performing multi-hop routing. To determine if a non-coordinator node should become
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a coordinator or not, the node uses the following coordinator eligibility rule: using
information gathered from local broadcast messages, a non-coordinator node checks
if two of its neighbours cannot reach each other either directly or via one or two
coordinators, if that is the case, the node should become a coordinator in order to
maintain the network connectivity. The coordinator withdraw phase follows the same
idea, a node checks if it should withdraw as a coordinator if every pair of its neighbours
can reach each other either directly or via one or two other coordinators. According
to the authors, Span preserves network connectivity and capacity, it also decreases
latency, while providing significant energy savings.
2.3.3 Adaptive Self-Configuring sEnsor Networks Topologies
(ASCENT)
Cerpa et al. [14] proposed Adaptive Self-Configuring sEnsor Networks Topologies
(ASCENT). A node running ASCENT decides whether to become active or continue
to sleep based on information about connectivity and packet loss that are measured
locally by the node itself. Initially, there are only a few active nodes in the network,
the remaining nodes keep listening but not transmitting messages. When the sink
gets very high packet loss from the source, it starts sending help messages to signal
passive neighbours to join the network. Upon receiving a help message, the passive
node decides if it is going to join the network. As soon as it decides to join, the
node signals the existence of a new active neighbour to the other passive nodes and
it starts transmitting and receiving packets. This process repeats until the packet
loss is reduced. ASCENT limits the packets loss due to collisions because the node
density is taken into account as a parameter and has good scalability properties.
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2.3.4 Sparse Topology and Energy Management (STEM)
Sparse Topology and Energy Management (STEM) is a technique proposed by Schurg-
ers et al. [43]. It was notice that most of the time, the network is only monitoring
the environment in order to an event to happen. Therefore, STEM uses two different
radio signals. Each node periodically turns on its wakeup radio for a short time to
listen if there is any neighbour trying to communicate with it. When a source node
needs to communicate with a neighbouring node, it sends a stream of beacons on
the wakeup channel. Upon receiving a beacon, the target node sends a wakeup ac-
knowledgement and turns on its data radio. The actual data packets are transmitted
through this radio. After the data transmissions have ended, the node turns its data
radio off again. Results shows that STEM can reduce the energy consumption of the
network, however, it also increases the setup latency.
2.3.5 Pipelined Tone Wakeup (PTW)
A Pipelined Tone Wakeup (PTW) scheme for WSN is proposed by Yang et al. [49].
Just like STEM, PTW works with two different channels for transmitting wakeup
beacons and the actual data packets. The difference relies on what happens after
receiving wakeup beacons, the wakeup procedure is pipelined with the packet trans-
mission. When a node receives a beacon, it sends a wakeup acknowledgment and
turns on its data radio, at the same time, the receiver node will send a wakeup bea-
con to wake up all its neighbours. The pipeline process reduces the wakeup latency
and, consequently, the overall message latency.
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Chapter 3
The Proposed ECKN: Joint
Position Estimation, Packet
Routing and Sleep Scheduling
3.1 Sensor Node Position Estimation
In a WSN where a mobile sink collects information from sensor nodes, the sink is
frequently not in the range of a node that has a packet to be forwarded. Therefore,
the forwarding node has to find a path through other sensor nodes in order to reach
the sink. Location-awareness facilitates in the decision of finding the best neighbour
to forward the packet. Being aware of its neighbours’ positions and the sink position,
the forwarding node can send the packet to a neighbour which is closer to the sink. As
mentioned earlier, the usage of a GPS module is unfeasible in small, cheap, low-power
devices. Thus, ordinary wireless sensor nodes cannot afford to carry GPS modules.
As the sink moves, it shares beacons of its new position so that sensor nodes have the
most up-to-date position to perform the position-based packet routing. The sensor
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Figure 3.1: Overview of how the position of the sensor node is estimated. (a) With
one position packet source. (b) With two position packet sources. (c) With three
position packet sources.
nodes can take advantage of these position packets in order to estimate their own
position.
In the proposed position estimation algorithm, a sensor node can estimate its own
position not only by using packets from the sink, but also from position information
shared by neighbouring nodes. To this end, once a node estimates its position, it
shares its own position with its neighbour nodes, helping them to estimate more ac-
curate positions. It is important to notice that the packets with position information
from the sink are more reliable since the position of a node is estimated based on
the sink position, which in turn is based on its GPS position. Therefore, a sensor
node will always give preference to the position information received from a sink,
which will, eventually, replace the position received from a neighbour node. At least
three position samples are needed to estimate the position of a node more accurately.
However, it is still possible to estimate the position of a node by using only one or
two position samples as can be seen in Figure 3.1.
The estimation of a node’s position can be performed according to the number of
position samples received from position sources:
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• one position sample: the sensor node will assume that its position is the same
as the one received in the packet. It is not accurate but with this information
it is possible to at least determine the region where an event occurred.
• two position samples: when calculating the intersection between two position
packets, I have two possible positions for the node. Since I don’t have any
other information, the approximate position of the sensor node is the midpoint
between these two calculated positions.
• three position samples: now a node can estimate a more accurate position and
it becomes a qualified node. Using the trilateration algorithm, it is possible
to estimate the sensor node position by finding the intersection between these
three position samples.
When the network starts operating, the positions of sensor nodes will be inaccu-
rate due to the lack of position packets to estimate their positions. However, node
localization will eventually become more and more accurate over time because more
position packets will be disseminated in the sensor field as the sink moves. After-
wards, it will be possible to start tracking events that occur in the area and forward
them to the sink.
3.1.1 Uncertainties in GPS Positioning
Although trilateration is a viable solution for the localization problem, GPS uncer-
tainty makes position estimation more complex. When receiving position packets
and calculating the intersection between them, there is no common intersection point
among the packets due to the GPS error. Instead, each intersection will generate
two intersection points and the sensor node will have to decide which one to use as
a reference point to estimate its position. Figure 3.2 shows an example of how a
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Figure 3.2: Intersection Points among the Position Packets.
sensor node calculates the intersection points. It receives three position packets from
the sink at times t1, t2 and t3. The intersection between t1 and t2 generates the
intersection points c and e. The intersection between t1 and t3 generates the inter-
section points a and d. Similarly, the intersection between t2 and t3 generates the
intersection points b and f . I propose two algorithms to find out which intersection
points to use as reference points: Distance and Closeness algorithms. Afterwards, the
sensor node can simply estimate its position calculating the average of the reference
points (a, b, c) obtained according to Equation 3.1.
P (x, y) =
(




In order to obtain the reference points through the distance algorithm, the sensor
node calculates the distance between each pair of intersection points. For instance,
consider the set of pairs (c, e), (a, d) and (b, f) of Figure 3.2. When deciding between
the points c and e, the sensor node calculates their distances to all other intersection
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points, that is a, b, d and f . The point with smallest distance (point c in the example)
is set as a reference point as can be seen in Equation 3.2.
∀p ∈ s : min
(∑(
d(i, a) + d(i, b)
))
∀o(a, b) ∈ s and o 6= p (3.2)
where p is the pair of intersection points; s is the set of pairs; d(x, y) is the distance
between two intersection points x and y; i is each intersection point of the pair; and
o is other pairs of intersection points a and b.
Closeness
My second algorithm to obtain the reference points is called Closeness. In this al-
gorithm, the sensor node creates every possible combination among the intersection
point pairs. In Figure 3.2, the sets created after this combination are: (a, b, c), (a, b, e),
(a, c, f), (a, e, f), (b, c, d), (b, d, e), (c, d, f) and (d, e, f). Subsequently, the sensor node
calculates the distance between all pairs of points in each set. Then, it sums the dis-
tances within a set. The intersection points in the set with the smallest sum are
considered as reference points as can be seen in Equation 3.3.
rp = ip(a, b, c) : ip ∈ s and ip has min(d(a, b) + d(a, c) + d(b, c)) (3.3)
where rp is the set of references points; ip is each combination of three intersection
points; a, b, and c, s is the set of these combinations; and d(x, y) is the distance
between two intersection points x and y.
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3.1.2 The Position Packet Validation Algorithm
Since the mobile sink is more powerful, it can carry a GPS module. Thus, it can
provide position packets to sensor nodes in order to aid them to estimate their own
positions. Furthermore, in my scenario, the random mobility adopted by the sink
implies that some position packets might not be good enough to be used in the
trilateration algorithm, as can be seen in Figure 3.3. Figure 3.3(a) shows a sensor
node receiving two position packets at times t1 and t2 from opposite directions. In this
scenario, the intersection between these packets generates a single point. However,
GPS error may occur and it may shift t1 slightly to the left and/or t2 slightly to the
right. In this case, the circles would not intersect, making it impossible to estimate
the sensor node position. Thus, upon receiving a new position packet, the sensor node
will firstly validate if this packet position circle intersects with the positions previously
validated. If so, the next phase of the validation will be performed. Otherwise, the
packet is discarded.
In Figure 3.3(b), it is possible to see that if I divide the network area into four
quadrants with the sensor node positioned at the center, all position packets shown
belong to the same quadrant. GPS error produces a poor position estimation in
this case, essentially because when one circumference is contained within another,
a small deviation caused by the error results in a large discrepancy of intersection
points. Therefore, I propose three algorithms to validate the position packet and
avoid the scenario described above: Position Distance, Circle Limit and a Hybrid
solution. After the position packet is validated and accepted, i.e., the position is a
good candidate to be used in the trilateration algorithm, the sensor node stores its
information for future estimations.
Even after having received three good position packet candidates, the sensor node
keeps receiving this type of packets in order to try to improve its position estimation.
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Figure 3.3: (a) Position packets in opposite sides may not intersect due to GPS error.
(b) Poor trilateration due to all position packets laying on the same quadrant.
Essentially, it uses the RSSI of the newly received packet and calculates the distance
between its estimated position and the position of the packet source. If they do not
match (within a certain threshold), the sensor node validates the packet and checks
if replacing one of its current position packets with the new one will result in a more
accurate estimation. If so, the replacement is done permanently.
Position Distance
When executing the Position Distance algorithm, a sensor node stores the information
of the first received position packet. When the next position packets are received, the
sensor node calculates the distance between the source position of the newly received
packet and the source position of each packet that was already stored. If all of these
distances exceed a predefined threshold, that is, Equation 3.4 is true, the packet is
accepted and the sensor node stores its information to be used in future estimations.
If at least one of the calculated distances does not exceed the threshold, the received
position packet is considered invalid and it is dropped. Figure 3.4(a) shows a sensor
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Figure 3.4: (a) Invalid area for position packets according to Position Distance algo-
rithm. (b) Invalid area for position packets according to Circle Limit algorithm.
node that received, validated and stored two position packets at times t1 and t2. The
shaded region represents the area where other position packets will be considered
invalid based on the threshold, so that I avoid the issue depicted in Figure 3.3(b).
Any packet received from a position outside this area will be accepted.
∀p ∈ rp : d(p, r) > t (3.4)
where rp represents the set of received packets; r is the newly received packet; d(p, r)
is the distance between p and r; and t is the predefined threshold.
Circle Limit
When executing the Circle Limit algorithm, a sensor node also stores the information
of the first received position packet. Upon receiving subsequent position packets, the
sensor node checks whether the source position of the received packet is within the
circle of each stored packet. The circle radius is defined by the RSSI of the packet.
The sensor node also checks if each source position of the stored position packets are
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within the circle of the newly received packet. If none of these cases occur, that is
Equation 3.5 is true, the packet is accepted and the node stores its information to
be used in future estimations. Otherwise, the received position packet is considered
invalid and it is dropped. Figure 3.4(b) shows a sensor node that received, validated
and stored two position packets at times t1 and t2. The shaded regions represent
the circles calculated based on the RSSI. If the received position packet is within the
shaded area, or its circle contains one of the validated source position packets, it is
considered invalid. Otherwise, the received packet is accepted.
∀p ∈ rp : r /∈ cp and p /∈ cr (3.5)
where rp represents the set of received packets; r is the newly received packet; cp and
cr are the circles of p and r, respectively.
Hybrid
Position Distance does not guarantee that a quadrant will contain a single position
packet, but it improves the probability of that occurring. On the other hand, Circle
Limit does guarantee that a quadrant will have only one position packet. However,
it reduces the chances of validating and accepting new position packets. This implies
that a node may take longer to estimate an accurate position. Therefore, I propose
a hybrid algorithm that takes advantage of both algorithms. Initially, a sensor node
will run the Position Distance algorithm until it is considered qualified, i.e., the node
has received and validated three position packets. Afterwards, the node switches to
Circle Limit in order to improve its position estimation. Thus, a node can quickly
estimate an acceptable position initially and then improve it over time.
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3.2 Event Packet Forwarding
The proposed packet forwarding algorithm aims to find the best node to forward
the packet to based on the GGF algorithm using an utility function that considers
characteristics of the network such as power level and distance to the sink. Power
level represents how much energy the sensor node still has. More energy remaining
means that the node is the best neighbour to forward the packet to because the
chance of shutting down the node before forwarding the packet to the next hop is
lower. Distance to the sink represents the ratio between the distance of the receiver
node to the sink and the distance of the sender node to the sink. The lower this ratio
is, the better it is to send the packet to the node because it will be closer to the sink.
This ratio is more important when the packet is close to the sink because when it is
far, there are more than one good route to forward the packet. This situation can be
seen in Figure 3.5.
After running the localization estimation algorithm, each sensor node stores the
position of its neighbours and the sink. As the sink moves, it shares its new positions,
and the sensor nodes replace the stored sink position to always have the most updated
position. The sink position packet will also have a Time to Live (TTL), meaning that
when a sensor node receives this packet, it will decrease TTL by one and, if it is still
greater than 0, it will forward the packet to its neighbours, helping to update the
sink position for nodes that are further away from the sink. A description of the sink
position packet fields can be found in Table 3.1. Similarly, a sensor node shares its
current battery level, its address, its position, and the accuracy of its position, i.e.,
the position was estimated using three accurate position packets. A description of
the contents of a sensor node position packet can be found in Table 3.2.
Using this information, it is possible to define a utility function expressed by
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Figure 3.5: Distance to sink. Sensor Node 1 can choose between 2 and 3 and the
distance is not a great factor to make the decision. On another hand, it is more
important that Node 4 forwards the packet to Sensor Node 5 than to Sensor Node 6
because node 5 is in the sink reception range.
Table 3.1: Sink Position Packet
Field Type Description
sqnNum integer
Sequence Number of the packet, the nodes are going
to update the position of the sink only if the sqnNum
is bigger than the previous received.
posX double Position of the sink in X-axis
posY double Position of the sink in Y-axis
ttl integer
The nodes are going to forward the sink position
packet to its neighbourhood until ttl is 0.
Table 3.2: Sensor Node Position Packet
Field Type Description
address string The address of the sensor node.
battery double
The power remaining in the battery of the sensor
node.
positionX double Position of the sensor node in the X-axis.
positionY double Position of the sensor node in the Y-axis.
accurate Boolean
Whether or not the position of the sensor node is
accurate.
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Equation 3.6 to estimate the best node to forward the packet to.
Ui = wpPi + wd(1−Di/D) (3.6)
wp + wd = 1 (3.7)
where i is the ith neighbour node; wp is the weight for power attribute; Pi is the
power of neighbour node i; wd is the weight for distance attribute; Di is the distance
to the sink of neighbour node i; D is the distance to the sink of the sender node.
By Equation 3.7, I have that the sum of the weights must be 1. Since the routing
algorithm is based on GGF, the most important attribute in Equation 3.6 is the
distance to the sink. Thus, the proposed values for the weights are wp = 0.25 and wd
= 0.75, in order to prioritize the position of the sensor nodes.
3.2.1 Sink Position Bridges
The proposed packet forwarding algorithm is performed based on the position of the
sink. Therefore, the sensor nodes need to know the sink position and they need to
update this information as the sink moves.
As mentioned in Section 3.2, the sink broadcasts its position with a TTL. After
receiving this packet, the sensor node decreases the TTL by one and checks if it is
greater than zero. If so, it forwards this packet to neighbouring nodes.
Since the sink has random mobility, it is possible that an event packet travels a
much longer path to reach the sink depending on how the sink moves. Figure 3.6(b)
shows one example of this path. Sensor Node 1 will forward the packet following
the sink trail, thus the path that the event packet will take to reach the sink is
1 → 2 → 3 → 4 → 5 → 6 → 7 → 8. However, there is a possible shortest path for
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Figure 3.6: (a) Bridges depend on the sink movement. (b) A bridge is created when
sink calculates that there is a shortest path between its current position and a previous
position.
this event packet, which is 1→ 11→ 12→ 13→ 14.
In order for the sink to find the shortest path, i.e., bridge, between its previous
positions and its current position, the sink keeps track of a certain number of previous
positions to estimate the existence of a bridge. As the sink moves, previous positions
are stored so that its traveled distance can be estimated. For instance, Figure 3.6(a)
shows where the sink saves its position, which is done every x meters. When the sink
is at t12, it can easily calculate how much it has traveled. For instance, when the
sink is at t11, it has traveled x, at t10 it has traveled 2x, at t9 it has traveled 3x, and
so on.
Once the distance travelled by the sink is known, I can compare the Euclidean
distance between the current and previous positions. If the ratio of those two positions
is less than a predefined threshold, then there is a shortest path and a bridge is created.
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In order to create a bridge, the sink sends its packet position with a bigger TTL.
This means that this position will reach the sensor nodes close to its previous position,
helping them to find the shortest path by updating the sink position.
3.3 Sleep Scheduler
Network lifetime is a key point in WSNs. Due to the limited power in the sensor nodes,
different approaches have been studied in order to prolong the network lifetime. Sleep
scheduling is one of these approaches. In sleep scheduling method, sensor nodes work
in duty-cycles, different nodes go to sleep in each epoch and the rest remain awake.
When a sensor node is sleeping, it saves the most energy possible by reducing its
transmission and reception channels and processing power. Although sleep scheduling
is a viable solution to extend network lifetime, it may interfere in the packet routing.
Depending on what nodes go to sleep, the network may get disconnected. Figure 3.7
shows an example of this scenario, nodes e and f are the only connection between
nodes b and h, if both go to sleep in the same epoch, there would be no route between
b and h.
In order to avoid scenarios as the one described above, Nath et al. [37] proposed an
efficient decentralized sleep scheduling algorithm to reduce the number of awake nodes
while maintaining the network connected. Their algorithm addresses the CKN prob-
lem, a NP-complete problem in graph theory: Given a constant k and an undirected
graph G = (V,E), find a subset of nodes C ⊂ V such that C is a minimum connected
k-neighbourhood. In CKN, (i) each node v ∈ V has at least m = min(k, dv) neigh-
bours from C, where dv is the degree of v in G, and (ii) the nodes in C are connected.
C is a minimum CKN if no CKN has a smaller number of nodes.
The near-optimal solution to the CKN problem is depicted in Algorithm 3.1, a
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Figure 3.7: Sleep scheduling may disconnect the network if nodes e and f go to sleep
in the same epoch.
comprehensive explanation of the algorithm is detailed in their work [37]. In order
to determine if it is going to sleep, each node picks a random rank from a random
number generator. This rank is then compared with the neighbourhood. Nodes with
larger ranks have higher probability of going to sleep. In order to balance the network
lifetime among the nodes, instead of using a random rank to decide which nodes are
going to sleep, Yuan et al. [51] proposed to use the residual energy information of
the nodes as the parameter to decide whether a node to be awake or sleeping. In my
solution, I take advantage that the energy information is shared in order to perform
the packet routing and use it to get the rank for each node using Equation 3.8.
Thereafter, having the rank information, sensor nodes proceed to estimate whether
they are staying awake or going to sleep using the same algorithm as the one proposed
by Nath et al. [37]. The proposed ECKN algorithm is depicted in Algorithm 3.2
ranku = 1− energyu (3.8)
where ranku is the rank that node u will use to determine if it is going to remain
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awake or go to sleep; and energyu is the residual energy of node u.
Algorithm 3.1 CONNECTED K-NEIGHBOURHOOD (CKN) (* Run the following
at each node u *)
1: Pick a random rank ranku.
2: Broadcast ranku and receive the ranks of its currently awake neighbours Nu. Let
Ru be the set of these ranks.
3: Broadcast Ru and receive Rv, from each v ∈ Nu.
4: If |Nu| < k or |Nv| < k for any v ∈ Nu, remain awake. Return.
5: Compute Cu = {v|v ∈ Nu and rankv < ranku}
6: Go to sleep if both the following conditions hold. Remain awake otherwise.
• Any two nodes in Cu are connected either directly themselves or indirectly
through nodes within u’s 2-hop neighbourhood that have rank less than
ranku.
• Any node in Nu has at least k neighbours from Cu.
7: Return.
Algorithm 3.2 ENERGY-AWARE CONNECTED K-NEIGHBOURHOOD
(ECKN) (* Run the following at each node u *)
1: Let ranku = 1− energyu.
2: Broadcast ranku and receive the ranks of its currently awake neighbours Nu. Let
Ru be the set of these ranks.
3: Broadcast Ru and receive Rv, from each v ∈ Nu.
4: If |Nu| < k or |Nv| < k for any v ∈ Nu, remain awake. Return.
5: Compute Cu = {v|v ∈ Nu and rankv < ranku}
6: Go to sleep if both the following conditions hold. Remain awake otherwise.
• Any two nodes in Cu are connected either directly themselves or indirectly
through nodes within u’s 2-hop neighbourhood that have rank less than
ranku.
• Any node in Nu has at least k neighbours from Cu.
7: Return.
It was observed that sensor nodes close to the sink tend to consume more energy
since they receive packets from the whole network to forward them to the sink. On the
other hand, nodes far from the sink tend to consume less energy, because the traffic
of packets is much lower. Therefore, thinking about this situation, I propose different
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values for k depending on how far a sensor node is from the sink. I divide the network
in 3 regions: high, medium, and low traffic. Nodes in the high traffic region will have
a larger value for k, because they receive packets from high, medium, and low regions.
Having a larger value for k implies that more nodes are going to stay awake in that
region and the workload can be distributed. Nodes in the medium traffic region will
have a medium value for k, because they receive packets from medium and low regions
only. Nodes in the low traffic region will have smaller values for k, since they are far
from the sink, they are just going to receive packets from nodes in the low traffic
region as well. In this region, more nodes can go to sleep in order to save energy.
In the previous section, I showed how the sink and sensor nodes estimate and
share their position. Having this information, sensor nodes can calculate in which
region they are by using the distance between them and the sink. Figure 3.8 shows
an example of how the network is divided. Nodes in the high traffic region, which are
closer to the sink, have the value k1 for k, nodes in the medium traffic region have
the value k2 for k, and nodes in the low traffic region have the value k3 for k. I have
that k1 is greater than k2, and k2 is greater than k3. It is possible to identify in the
figure that the network is denser in the region that contains the sink due to the high
traffic of packets that this region is going to receive. In the same way, the region far
from the sink is more sparse since the traffic of packets is lower far from the sink.
35
Figure 3.8: The closer the nodes are from the sink, the higher is the value of K. This





An extensive set of simulations was conducted to evaluate the performance of the
proposed schemes. The performance metrics are position estimation accuracy, packet
delivery ratio, and network overhead.
Simulations were implemented in OMNeT++ 1 and parameters can be found in
Table 4.1. The number of sensor nodes is 200. Network size varies from 500x500 m2
to 1000x1000 m2 in order to evaluate the schemes in sparse and dense networks. The
mobile sink starts at the center of the area, i.e., (500, 500), and its average speed
is 10m/s, e.g., a drone, following the random waypoint as its mobility model [42].
The sink sends its position to nodes every 5s. Transmission range of the sink and
nodes is 185m using breakpoint path loss [20]. The threshold for Position Distance
algorithm is 50m which presented the best performance in my scenario. I used IEEE
802.15.4 protocol as the MAC Layer. Simulations were run 10 times following the
Student’s t-distribution [22]. I compare my algorithms with trilateration without
packet validation in order to show the performance improvement.
1OMNeT++ (https://omnetpp.org/) is an extensible, modular, component-based C++ simula-
tion library and framework, primarily for building network simulators.
37
Table 4.1: Evaluation Parameters
Parameter Value
Number of Sensor nodes 200
Network Size 500x500m2 to 1500x1500 m2
Number of Sinks 1
Sink Start Position (500, 500)
Sink Avg Speed 10m/s
Sink Mobility Model Random Waypoint
Sink Beacon Frequency 5s
Transmission Range 185m
Position Distance Threshold 50m
MAC Layer IEEE 802.15.4
4.1 Sensor Node Position Estimation Accuracy
Firstly, I evaluate the Distance and Closeness algorithms when selecting the most
appropriate reference points. I simulate the same scenario for both algorithms to-
gether with the Position Distance algorithm to estimate node positions. Figure 4.1
shows the number of nodes within different position estimation error ranges. As can
be seen, Closeness has more nodes in the small error range while Distance exceeds
Closeness in larger error ranges. Thus, Closeness outperforms the Distance algorithm
because it considers all possible combinations of intersection points and chooses the
closest points within a combination set to be used as reference points. Therefore,
the Closeness algorithm is used in the next simulations in order to obtain Reference
Points.
My next simulation evaluates how long it takes a sensor node to become qualified,
as shown in Figure 4.2. Both Position Distance and Hybrid algorithms have shown
similar performance to the one with no validation, and they perform better than Circle
Limit. This can be explained in Figure 3.4, where Position Distance has a smaller
invalid area. This means that the probability of accepting a position packet is higher.



























Figure 4.1: Impact of reference points algorithms in sensor node accuracy.
similar to the Position Distance algorithm because it uses the same algorithm until
the node is considered qualified.
Figure 4.3 shows the average position estimation error in terms of the distance
between the estimated position and the actual position for all nodes. Position Dis-
tance outperforms Circle Limit because it validates and accepts more position packets.
Hybrid starts to perform better than Position Distance over time because after the
sensor node is qualified, it starts running Circle Limit algorithm, which results in
better estimations. Although the algorithm with no validation accepts every position
packet, it is outperformed by the other algorithms because it does not avoid situations
depicted in Figure 3.3, which results in inaccurate estimations.
Although Position Distance shows better performance in terms of position estima-
tion error when considering all nodes, Circle Limit shows improved performance when





















































































































Figure 4.4: Average position estimation error for qualified nodes.
narios such as in Figure 3.3(b) are impossible to occur in Circle Limit, while Position
Distance minimizes their occurrence. Hybrid outperforms Position Distance over time
for the same reason that it starts running Circle Limit after having qualified nodes as
discussed earlier. The algorithm with no validation is outperformed once again due
to the same reason that it does not avoid situations depicted in Figure 3.3.
Position estimation outlier errors for qualified nodes is depicted in Figure 4.5.
Circle Limit clearly shows better performance because it guarantees that a quadrant
will only have a single position packet, which results in better estimation for qualified
nodes. The Hybrid algorithm shows better results over time because it starts running
Circle Limit algorithm. The algorithm with no validation and Position Distance show































Figure 4.5: Largest outlier error.
4.2 Packet Routing
I evaluate the packet delivery success ratio by simulating the protocols in different net-
work densities, five different sizes for the network were used: 500x500m2, 750x750m2,
1000x1000m2, 1250x1250m2 and 1500x1500m2. As depicted in Figure 4.6, ECKN
with bridges performs better than ECKN without bridges and GGF, the reason is
that ECKN creates bridges that shortens the distance between the source node and
the sink, increasing the probability of a packet to be delivered. GGF performs better
than ECKN without bridges, the main reason is that ECKN takes into consideration
the energy remaining in the node besides its position, therefore, the packet may take
a longer path, increasing the probability of dropping this packet. Another important
point to analyze is that 1000x1000m2 network size presents the best average delivery
































Figure 4.6: Delivery Ratio of GGF, ECKN with and without Bridges versus number
of sensor nodes in the area.
may get lost during the routing. On the other hand, larger areas present blind spots,
making the routing not feasible, causing the event packet to be dropped.
The packet delivery success is directly related to the number of hops that an event
packet takes to get from the source node to the sink. Figure 4.7 shows the comparison
between ECKN and GGF. ECKN with bridges presents the smaller average number
of hops, this is explained by the bridges that are created. The bridges shorten the
path between the source node and the sink, reducing the number of hops necessary
for the event packet to be delivered. GGF and ECKN without bridges present similar
performance, with a slight advantage for the first one. The justification for this
advantage is that, in GGF, the sensor node always chooses the closest neighbour to
the sink to forward the packet while the energy remaining is also considered when
































Figure 4.7: Number of hops of GGF, LOGR with and without Bridges to get to the
sink versus number of sensor nodes in the area.
longer path to reach the sink.
The network overhead is also evaluated in my simulations. As can be seen in
Figure 4.8, GGF and ECKN without bridges present same behaviour while ECK with
bridges presents a larger overhead. This is explained by the larger TTL that ECKN
with bridges uses when creating a bridge. While GGF and ECKN without bridges
have the same TTL for every position packet from the sink, ECKN with bridges
calculates if it is possible to shorten the path between an area and the position of the
sink, if positive, it increases the TTL of the position packet in order to reach a region






























Figure 4.8: Network Overhead.
4.3 Network Lifetime
In this section I evaluate the impact of my proposed sleep scheduler in the network
lifetime. Firstly, I evaluate the impact of using the residual energy of the node
instead of a random number as rank in the CKN algorithm. I also evaluate my
ECKN algorithm. The proposed solution has k = 3 for nodes close to the sink, k = 2
for nodes that are in intermediate region, and k = 1 for nodes farther from the sink.
I compare my algorithm with the solution having no sleep scheduler and with CKN
having k = 3, k = 2, and k = 1.
Figure 4.9 shows the network lifetime using random numbers and residual energy
as rank. As can be seen, having random numbers as ranks shows better performance
than using the energy remaining. This is explained by how the CKN algorithm works.
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Figure 4.12: Network Lifetime using different sleep schedulers.
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of Algorithm 3.1. When I use the residual energy, the node that contains the largest
number in a region will never go to sleep due to the first condition. Since the node
has the largest rank, all neighbours are going to be considered, if two neighbours are
in extremely opposite sides, there will not be a 2-hop connection between them, and
this sensor node will not go to sleep. As the node did not sleep, its rank will increase,
and the same problem will occur until the node dies. The same problem happens in
different regions of the network causing the network lifetime to be worse when using
residual energy as rank than when using random numbers. Figure 4.10 shows how
many sleep epochs the sensor nodes go to sleep. Results only emphasize what I have
mentioned earlier, most of the nodes are sleeping only in 0 to 5 epochs when using
the energy remaining as rank. When using random numbers as rank, I have more
than 60 nodes having more than 15 epochs where they are sleeping. This explain the
better lifetime when using this approach as rank.
Figure 4.11 shows the number of alive nodes at the end of the simulations. As ex-
pected, the approach using random numbers as rank for the CKN algorithms presents
more alive nodes than the approach with residual energy. These results are the con-
sequence of the problem depicted above regarding the residual energy.
According to my previous results, using random numbers instead of residual ca-
pacity of the nodes showed better performance in the network lifetime, therefore I am
going to use this approach for my next evaluation. I now assess my ECKN algorithm,
comparing its performance to CKN and with a solution using no sleep scheduler.
Figure 4.12 shows the network lifetime using the different sleep schedulers. As can
be seen, CKN using k = 1 presents the best performance, followed by my ECKN
algorithm, CKN using k = 2, CKN using k = 3, and the approach with no sleep
scheduler presents the worst performance. These results are explained because CKN
















































Figure 4.14: Delivery Ratio using different sleep schedulers.
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have only one awake neighbour. ECKN is the next because most of the network nodes
have k = 1, only those closer to the sink have a larger value for k. CKN using k = 2
and k = 3 perform below because they must have at lest two and three awake neigh-
bours in each epoch, respectively. No sleep scheduler presents the worst performance
because no node goes to sleep. Therefore the whole network is awake, decreasing the
network lifetime. Figure 4.13 shows the number of alive nodes at the end of the sim-
ulations. Following the network lifetime, CKN using k = 1 has the best performance,
followed by ECKN, CKN using k = 2, CKN using k = 3, and the approach with no
sleep scheduler. Lastly, I evaluate the delivery ratio of the proposed sleep scheduler.
As can be seen in Figure 4.14, the approach with no sleep scheduler presents the best
delivery ratio, this is due to the fact that no node is sleeping, therefore the best path
and shortest path can be used, lowering the probability of dropping a packet. CKN
using k = 3 shows the second best delivery ratio, following the same idea, when I use
k = 3, each node must have at least 3 awake neighbours, this increases the probability
of finding the best node to forward the packet. Following the same idea, CKN using
k = 2 presents worse delivery ratio than CKN using k = 3 and CKN using k = 1 has
the worst delivery ratio. ECKN presents similar performance to CKN using k = 3,
this is due the fact that nodes closer to the sink have larger values for k, increasing the
probability of reaching the sink. Therefore, due to the different values of k according
to the distance to the sink, ECKN performs as well as CKN using k = 1 when I
consider network lifetime, while it maintains good delivery ratio, as good as the one




This master thesis proposed ECKN, a novel joint localization estimation, packet rout-
ing, and sleep scheduling intended to improve the network lifetime while maintaining
acceptable packet delivery ratio in WSNs. The proposed protocol exploits the move-
ment of a mobile sink to estimate each sensor node position without the help of a GPS
module. The GPS-equipped mobile sink that shares its position within the network
through position packets. Sensor nodes then perform trilateration using the received
position packets. The proposed scheme minimizes trilateration problems when using
a mobile sink. I have presented two algorithms to find the best reference points: Dis-
tance and Closeness. Distance considers the distance between a singular intersection
point and every other intersection point calculated. Closeness creates sets of intersec-
tion points and checks which set has the closest points. I also presented algorithms
to decide whether to accept or not a position packet. As a mobile sink moves, it may
send position packets that are not suitable for trilateration. In order to overcome this
issue, I proposed Distance Position, Circle Limit and a Hybrid algorithm. Distance
Position checks if two position packets have a distance greater than a threshold, and
it only accepts position packets that follow this rule. Circle Limit checks if the posi-
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tion packet source is within a previous validated position packet circle. If so, it drops
the packet. Hybrid takes advantage of both algorithms: It starts by using Distance
Position until it gets qualified nodes, then it runs Circle Limit in order to have more
accurate estimations over time.
Afterwards, sensor nodes are able to forward event packets to the sink following an
algorithm that considers not only the distance to the sink as GGF does, but also the
residual energy in each neighbour. In addition, the concept of bridges are introduced,
in which the main objective is to shorten paths between the current sink position and
its previous positions, thus, reducing the number of intermediate nodes between the
source sensor node and the sink.
In order to improve the network lifetime, I proposed a sleep scheduling algorithm
based on CKN. CKN is an algorithm intended to maintain the network connected
with each node having at least k awake neighbours. My proposed algorithms considers
how far the sensor node is from the sink in order to assign a k value to it. Nodes
closer to the sink have a larger k value because they are going to receive packets from
the whole network in order to deliver it to the sink. Nodes farther from the sink have
a smaller k value because the network traffic is not that high in those regions.
5.1 Sensor Node Position Estimation Accuracy
According to my simulation results, the proposed localization schemes have shown
acceptable performance. Regarding Reference Points, Closeness outperforms Dis-
tance because it obtains the closest set of intersection points considering all possible
combinations. Regarding position packet validation, Position Distance shows bet-
ter performance for applications that demand quick estimations, while Circle Limit
shows better performance for applications that demand more accurate estimations.
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This is due to the probability of accepting a position packet being higher in Position
Distance. However, Circle Limit guarantees that a quadrant will only have a single
position packet, which results in better estimations.
5.2 Packet Routing
Regarding the packet routing, ECK with bridges shows the best performance regard-
ing the delivery ratio. It also delivers the packet in a smaller number of hops. This is
due the fact that, by creating the bridges, the path between the source node and the
sink is shorten, increasing the probability of reaching the sink. However, ECK with
bridges also increases the network overhead, since the sensor nodes have to forward
the sink position to a farther region. When I remove the bridge algorithm, GGF per-
forms better than ECKN because it considers only the closest neighbour to the sink
instead of considering the residual capacity as well. This way, GGF always forward
the packet to the best neighbour, however it decreases the network lifetime because
it does not take into consideration the power in the nodes.
5.3 Network Lifetime
My proposed sleep schedule approach also showed good performance results. By
having different values of k depending on the distance to the sink, ECKN showed
similar performance with CKN having k = 1 when the network lifetime was analyzed.
It also presented equivalent delivery ratio to CKN having k = 3. Thus, I can conclude
that ECKN saves as much energy as CKN with the most number of sleeping nodes,




For future work, I plan to investigate the impact of different number of sinks and sink
mobility in the position estimation of the nodes and packet routing. I also plan to
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