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Let G(n, y), X, y E Rd denote the Green’s function of the operator -&l + V, where 
V is a continuous, periodic function. We give a description of the asymptotic 
exponential behavior of G(x, y) as 1 y 1 --t 03 in a specific direction from the point X. 
This is achieved using large deviations results of Donsker and Varadhan. 0 1988 
Academic Press. Inc. 
1. INTRODUCTION 
Let x and y denote any two distinct points in rWd. For a > 0, one can 
define the Green’s function G(x, y) of the operator --iA + c1 and show it 
has asymptotic behavior 
G(x,y)-C 1x-Y ~ (dP’)‘2exp 1 -J% Ix-y1 1 
for some constant C as 1 x-y I + co. If one replaces CI by a function 
I’(x) 2 fl> 0 for a constant p, the Green’s function is still defined. The 
usefulness of studying such Green’s functions is apparent in several con- 
texts. Imbrie [l] interprets V(x) as being a space dependent mass and 
introduces covariances with space dependent masses to implement fac- 
torization in a mean field expansion. Also, the projection operators defined 
by Balaban in his study of some general Green’s functions [2] have essen- 
tially the same effect as if c1 were replaced by a space dependent V(x) in the 
formula above. In either case, the Green’s function represents input into a 
cluster or perturbation theory expansion, so one question of fundamental 
importance is that of describing its asymptotic behavior. Specifically, if 
x E Rd is fixed, we are interested in the exponential decay rate of the 
Green’s function G(x, y) of -+A + V as ) yl -+ co. 
In this paper, we will always be making the assumption that V is a con- 
tinuous function. Under this hypothesis, some results are known or can 
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easily be deduced from the existing literature. Certain upper bounds result 
from the work of Agmon [3] and Lithner [4]. To state these, let us 
introduce the Agmon metric: we follow Carmona and Simon [S] and let 
p(Y)=inf(j~ Jy 2I+( )) 1j(s)lds:y(0)=x, y(l)=y 
1 
where the intimum is taken over all y’s which are C’ paths. Let p+(y) be 
the functions that result when W, replaces V in the definition above where 
Wi(x)=~ VW: IX-Y1 Q 11. 
Since G(x, . ) is a solution of idu - VU = 0 away from x, the Agmon/Lithner 
results apply and show that eP( )G(x, .) E L*. As in Carmona and 
Simon [S], pointwise bounds can be obtained through the use of Harnack 
inequality ideas. If V(y) + co as ( yl + cc, it follows immediately from their 
discussion that for any E > 0, there is a positive constant C,,, so that 
If V is bounded, the same sort of argument will show that, for any E > 0, 
there is a positive constant C,,, so that 
G(x, Y) G C2.E evC - Cl- ~1 P(Y)I. 
In the first case, lower bounds can be deduced as well. Combining results of 
Carmon and Simon [5] with methods of Section 2 of this paper, it is easy 
to see that for any E > 0, there is a positive constant D, so that 
Thus if one assumes, for example, that VV(y)/V(y) -P 0 as 1 y I + co, then 
p+(y)/(y) and p-(y)/p(y) + 1 as 1 yl + cc (Carmona and Simon [S]) and 
the asymptotic exponential decay rate is given by the Agmon metric, i.e., 
lim 
-1 
-In G(x, y) = 1. 
lyl+m P(Y) 
In this paper, we are concerned with evaluating the asymptotic exponen- 
tial decay rate for a potential V of physical interest which does not satisfy 
the condition VV( y)/V( v) + 0 as I y I --+ co. We are able to obtain results 
for periodic potentials V provided that I y I + 00 in a specified direction 
from the point x. For simplicity, we assume that the period is 1, i.e., 
62 CAROLYN SCHROEDER 
V(x) = V(x+j), j any element of Z“. To describe our results, let us 
introduce some notation. 
Let Sd--’ denote the set {x E IFP’: 1 x 1 = 1). Let T denote the circle of 
radius 1/2n and let Td denote its d-fold product. Let Ck( Td) denote the set 
of continuous functions on Rd with continuous derivatives of orders 6k 
which are periodic of period 1. (Any such function can, in a natural way, be 
considered as a function on Td.) Let 9 denote the set of functions 
f E C’( Td) which are positive and which satisfy 
i, [o,,dfwx= 1 
where [0, lld is the d-fold product [0, l] x ... x [0, 11. Suppose that 5 is a 
fixed vector in SdP ‘. Let Qs denote the set of d-dimensional vector valued 
functions 4 whose components are in C’(P) and which satisfy 
Then we prove, for any x E Rd and any 5 E SdP I, 
lim 1 In G(x, x + ~5) 
s+‘x s 
IVfl' =--2inf - 
fE .f K!’ 141' CO,,,d Sf + vfdx d%: [O, 1y 2f dx I( J - 11 
I/* 
(1.1) 
When d = 1, the right-hand side of (1.1) has an interesting interpretation 
in terms of the classical theory of Hill’s equations. Under our assumptions 
that V(x) is continuous, positive, and periodic of period 1, Floquet’s 
theorem gives the existence of two solutions $, and 1//2 of the equation 
I,V’ = 2Vt+b which satisfy 
$,(x)=&$1(x+ 1) 
4+2(x)=~*$*(x+ 112 
where ,I, and A, are distinct and positive and satisfy AIL2 = 1. Choosing 
I, -c il,, one can show 
lim ~lnG(x,xfs)=ln~,=-InA, (1.2) s-m s 
(see [6]). Starting with (1.2), it not is hard to obtain the l-dimensional of 
(1.1) formally via the Euler equation for the minimization problem on the 
right-hand side of ( 1.1). 
SCHRGDINGER OPERATOR WITH PERIODIC POTENTIAL 63 
To obtain (1.1 ), we proceed in three steps. In Section 2, we obtain a 
lower bound on lim inf,+,( l/s) In G( x, x + ~5). In section 3, we obtain an 
upper bound on lim sups-a0 (l/s) In G(x, x +sQ. In Section 4, we prove 
that the upper and lower bounds are identical, thus completing the proof of 
(1.1). 
This paper relies upon results and techniques developed by Donsker and 
Varadhan in evaluating Wiener integrals at large times [l&12]. Carmona 
and Simon [S] demonstrated the usefulness of their methods in analyzing 
spatial decay problems in mathematical physics. Our techniques are similar 
to those in [5] in the the use of Jensen’s inequality to obtain lower bounds 
and in the use of Harnack inequality ideas to pass from exponential decay 
in an average sense to pointwise exponential decay. 
2. THE LOWER BOUND 
Let 9 and Qs, 5 E S- ‘, be defined as previously. In this section, we 
prove 
THEOREM 2.1. Fix a point, which, without loss of generality, we may take 
to be the origin. For any 5 E S”- ‘, 
lim inf 1 In G(0, SE,) 
s + m s 
l/2 
> -2 inf IV. I2 IdI2 
. fCS Kj Co,,ld 8f + vfdx >( j - $:, [O,II~ 2f cd' 
We will obtain a pointwise lower bound from an averaged lower bound 
through the use of a Harnach inequality. Specifically we need: 
LEMMA 2.1. Let CI be the maximum value of the function V. Let E, 
O<E< 1, be given. Then for any xERd, x#O 
where K is a constant which only depends on the dimension d and B(x, E Ix I) 
is the d-dimensional ball around x of radius E I x I. 
Proof: Let B(r) be the open ball around x of radius r < E lx I. Let E, 
denote expectation with respect o Brownian paths starting at x. Let z be 
580177; I-5 
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the first exit time from E(r). For any function f on W’ having bounded 
continuous derivatives of orders less than or equal to two, 
is a martingale under E, (see [7]). Pick such an f which agrees with G(0, ) 
in a neighborhood of B(r) not including the origin. Since G(0, .) satisfies 
f Au = Vu away from the origin, it follows that 
V(x(s)) ds G(0, x(t A 5)) 
1 
is a martingale. Using dominated convergence to evaluate the martingale 
expectation in the limit as t -+ co, it follows that 
Since V(x) < a, this gives 
W, , x) Z E,[exP(-aT) WO, x(r))l. 
Now T and X(T) are independent random variables under E, so that 
W, , x) 2 E,[exp( -aTI E,CG(O, x(~))l 
= E,[exp( -aT)] !” G(0, z) da(z) (2.1) 
as(r) 
where da(z) is the uniform angular density on as(r) normalized so that 
laBtrj da(z) = 1. To estimate E,[exp( -az)], we use the fact that for any 
8ElKP, 
is a martingale. This shows that 
E,Cew(-f le12 T)I =exp(& x>b%Cexp(R x(z)>l)-’ 
-1 
= 
0 
ae( 
r 
,exp(~~~-x) WY) > 
>exp(- 1814. 
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We set ) 8 ( = ,/% and put this estimate into (2.1). Multiplying both sides 
of the resulting inequality by rdP ’ and integrating over r gives 
G(O,x)Ld(& i~l)~“~~‘~‘exp(-~r)(f G(0, z) do(z)) rdp l dr 
as(r) 
which is 
where C(d) is the surface area of the unit sphere in Rd. Setting K = 
d(C(d)) -’ completes the proof of the lemma. 
Since E is arbitrary, Lemma 2.1 shows that to prove Theorem 2.1, it 
suffkes to obtain the lower bound for 
lim inf i In 
0 
G(0, z)dz . 
s-co s B(sS, es) > 
We do so in a sequence of three lemmas. 
LEMMA 2.2. For any T> 0 
I 
G(0, z) dz 
B(sS.ES) 
v(X(U)) du] s,I XB(X&ES)(~(~)) dt], (2.2) 
where ~~~~~~~~~ is the characteristic function of B(s& ES). 
ProoJ Using the Feynman-Kac formula, we can write 
G(0, Z) dz = jom dt E, [ exp [-i’ V(x(u)) du], x(t) o dz] 
0 
so that 
s WA-1 
G(O, Z) dz = f’;O dt E. 
0 
For any time T, this is 
2 foTdt E. [ exp [ - f: v(x(u)) du] xB(sdx(t))] 
Q(u)) du xB(s&cs,(x(t)) dt 1 . 
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To estimate the expression on the right-hand side of (2.2), we introduce 
Brownian motion with drift b where 
b(x)=C[f(x)+at(x), 
Y f 
f E F,d E Qc, and a is some positive real number. By this, we mean the 
following: let 
,=;A+ i b’(x)&. 
/=I J 
where b’(x) is the jth component of b(x). Let 52 be the set of continuous 
paths x( .) E R”, let A%! = a[x(t): t 3 0] and let A’, = a[x(s): 0 d s < t]. 
Then there is a unique probability measure on (a, A), which we denote by 
Q,, so that (x(t), 4, Q,) is a Markov process with initial distribution &, 
and transition probability density given by the fundamental solution of 
au/at = Lu. 
LEMMA 2.3. For any T > 0, 
I G(0, z) dz B(.&ES) 
lbl’ (xWM~-~oT (b-(u)), dB(u)) 
- 6 O(u)) du] &xs(~~.es, (x(t)) df] (2.3) 
where B(t) = x(t) - ft, b(x( u)) du is a d-dimensional Brownian motion under 
Qo. 
Proof By an application of the Cameron-Martin formula 
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Since (x(t), A,, QO) is Brownian motion with drift b, x( .) satisfies the 
stochastic differential equation 
dx( t) = d/l(t) + b(x( t)) dt (2.4) 
Q0 almost surely. Substituting this into the expression above shows that 
it is 
which is the right-hand side of (2.3). 
Now pick E, si >O with c, <s and define S(T, E, E,) to be the set of x(.) 
in 52 such that 
(i) I~~/~~~,TI~12~~~~~~~~-~SC0,11~I~12~~~f~~~~~I <cl 
(ii) I(lIT)~,T~(x(u))d~-~Co,lIdI/(X)f(~)dxI<&l 
(iii) I(x(t)/t)-atI <uE,V~E(T-(E-E~) T, co). 
We claim that QJS(T, E, E,)] + 1 as T+ co. This will follow from 
THEOREM 2.2. Let g(x) be a periodic function on lRd of period 1 and 
suppose that g E L’( [0, l]‘, f(x) dx). Then 
We first complete the proof of the main estimate assuming Theorem 2.2. 
It is clear from the statement of the theorem that (i) and (ii) will be 
satisfied Q, almost surely in the limit as T-t co. To see (iii), observe that it 
folows from (2.4) that 
x(f) = B(f) + j-i &x(u)) du 
Q, almost surely. Now divide this equation by t; in the first term 
lim fl( t)/t = 0, 
,+a, 
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Q, almost surely, since fl is a Brownian motion under Q,. Then apply 
Theorem 2.2 to the last two terms. Here 
by periodicity and 
I, co l,dy (x)&f(x) d  = 6 
by the definition of QC3q5. This shows (iii) holds Q0 almost surely in the 
limit as T+ co. 
We now make the choice T=s/a. Observe that the expectation on the 
right-hand side of (2.3) can only be diminished by restricting the 
integration to those paths that lie in S(S/U, E, cl). Observe further that if 
x(.)~S(s/a, E, sr) and t~([l-((E-C,)] s/a, s/a), then 
using (iii) 
Therefore 
I 
da 
0 
x~c,~,&(‘)) dt 2 (E - ~1) f. 
Thus it follows from (2.3) that 
I G(0, z) dz B(sS,=) 
where xS(SIa,E,E,) is the characteristic function of S(s/a, E, E, ). 
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Let y(s/a,s,si) denote Q,,[S(s/a,s,s,)]. Recall that lim,,, Y(s/~,E,E~) = 1. 
Also, since 1 b l*(x) is a continuous, periodic function, it will have an upper 
bound, which we denote by M. The last estimate that is required is 
LEMMA 2.4. With the notation described above, 
(W(u)), dB(u)) 1 . xs(r,o, e, E,)txt. 1) 1 ~yt~/a,~,~l)expC-t1-y(~la,~,~1))1’2/y(~/a,~,~l) 
(Ms/a)“‘]. (2.6) 
Proof: We apply Jensen’s inequality for the measure 
Mda~ E, 61) XW, E. &,) dQ0 
to the right-hand side of (2.6). It follows that 
-.I 
0 
(4x(u)), Mu)) . 
0 11 
Now we need the fact that 
(4 j:, (4x(u)), dB(u)) and 
tb) tj:, <W(u)), 4W>)* - I;, b*txtu)! du 
are martingales (see [7]). Using (a) 
EQo [ x(s,,,w,, .j: (W(u)), 8(u)) 1 
where x~(s/,,e,~,, is the characteristic function of the complement of 
S(s/a, E, .si). By an application of the Schwartz inequality, this is, in 
absolute value, 
<(l--r(s/a,s,sl))i’* EQo ( [(j; (btxtu)), dB(u) ))‘I)l’*. 
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But now, using (b), this is 
I> 
w 
lb12 b(u))du 
Putting this estimate into (2.7) gives (2.6). 
Combining the estimates (2.5) and (2.6) and noting that since E, hence 
E, , is arbitrary, we can conclude 
lim inf 1 In 
s-cc s (J 
G(0, z) dz 
WSS.FS) 
I~12fWdx+ j 
co. I Id 
From the definition of h 
The contribution from the middle term in the expression above vanishes 
since 
yb)9 4(x)) dx = - Jco I,dInf(x) V.&x) dx 
by an integration by parts, using the periodicity off and 4. Here V . (b = 0 
by the definition of Gs 3 qi 
Since the inequality (2.8) is true for all 4 E @5s and fE 9 and any real 
a>O, the left hand side of (2.8) is 
The infrmum over a>0 on the right-hand side is achieved when 
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Substituing this into the expression above gives 
lim inf Iln 
s-m s 
G(0, z) dz 
Combined with the result of Lemma 2.1, this proves Theorem 2.1. 
It remains to establish Theorem 2.2. Let 52, A, and A, be defined as 
previously. Let “ h ” denote the corresponding objects on Td. For z E Rd, let 
[z] be the equivalence class consisting of all elements of the form z +j, 
Jo Zd. Let b(x) be a vector valued function whose component functions 
b’(x) E C’( Td), j= 1, . ..) d. Let QO be the measure on (Sz, A) so that (x(t), 
A$, Q,) is the Markov process with initial distribution 6, and generator 
L+l+ i h’(x)-$ 
/=I I 
Let 7c be the projection map from Sz to fi. This map is continuous, hence 
measurable. We define 
&~o,(a)=QoCx(.)~~c-‘(A)l, AEk. 
Then (a(t), A@~, Qr,,, ) is the Markov process on Td having initial dis- 
tribution Sr,, and the same generator L. If ~(t, x, y) is the transition 
probability density function of (x(t), A!,,, Q,), let 
At, 1x1, Cul) = c AC x, Y +A 
jei@ 
where x and y are any two representatives of [x] and [v]. Then d(t, [xl, 
[y]) is the transition probability density function of (a(t), A@,, QcO1). Now 
suppose g(x) is a periodic function which is in L’([O, l]‘, f(x) dx) and 
that 
Then the statement of Theorem 2.2 can be written equivalently as 
$col [ lim.+, ~~oTg(io) du =I 
co, 11* 
g(x)f(x) dx] = 1. (2.9) 
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To obtain (2.9), first note that since 4 E Q5, V. 4 = 0 so that/satisfies the 
equation 
L*f=;Af- 2 a (b’(x)f(x))=O. 
j= 1 axj 
(2.10) 
Consider that measure which is absolutely continuous with respect to 
Lebesgue measure on Td and has density function f[x]. It follows from 
(2.10) that this is an invariant measure for the transition probability 
function whose density is $(t, [x], [y]). To simplify notation, let 
integration of an integrable function f[x] on Td with respect to Lebesgue 
measure be identified with integration of the corresponding periodic 
function with respect o Lebesgue measure on [0, 1 Id. 
Let Tr be the shift transformation on fi, that is, 
T’(f)(s) = i(s + t). 
Let 
Since f(x) dx is an invariant measure under fi(t, X, y), it follows that 
OAT-‘A) = &A) for all t > 0, A E A so that the shift transformation is 
measure preserving. It follows from the Birkhoff individual ergodic theorem 
that if F is an L’ function of a( .) under & then 
F(f, t) dt 
exists for & a.e. a( .), where F(i, t) = F( T&C). Furthermore this limit is 
constant and equals 
provided that the shift transformation is ergodic. Let &t, x, .) be the trans- 
ition probability function whose density is @(t, x, y). Then the shift trans- 
formation is ergodic if and only if the only invariant sets under &t, ., .) are 
the null set and the whole space up to sets of f(x) dx measure zero (see 
[8]). Now the probability transition density p(t, U, u) is positive for all U, 
v E lRd, t > 0 (see, for example, [7]), and so then is the density fi( t, x, y), 
x, y E T‘? Thus the sigma algebra of invariant sets under P(t, ., .) is trivial. 
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Set F(.?) =g(Z(O)). It follows from the preceding and the positivity of 
.f~ 9 that for a.e. x E P (Lebesgue measure) 
Jim, ;joTg(i(s)) ds=[@g(x)f(x) dx 1 = 1. (2.11) 
Let A denote the set of x E Td for which (2.11) holds. Let S denote the set 
of a(. ) E fi for which 
Then a( .) E S if and only if a( -) E s’, the set of paths a( .) E si for which 
lim 
1 
- jTgWs)) ds= j+s(x)f(x) dx 
T-m T-t, ,, 
where t, > 0 is some fixed time. Then for any x E r”, 
by an application of the Markov property. Since o,(S) = 1 for all y E A and 
A has Lebesgue measure 1, it follows that o,(S) = 1 for every x E Td. 
3. THE UPPER BOUND 
For eachfEF and each direction r~ E Sd-’ let 
H(n,f) = inf s wsc*(N [O,l]d 
Iq-VWI’fdx. 
THEOREM 3.1. Fix a point which, as previously, we may take to be the 
origin. Let 5 be a vector in Sd- I. Then 
lim sup t In G(0, sg) 
s-m 
To prove Theorem 3.1, we begin, as in Section 2 with a Harnack 
inequality. For any domain D which does not include zero and any x in D, 
fdG(0, x) = V(x) G(0, x) > 0 
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so that G(0, .) is subharmonic in D. In particular, for any x E D and any 
ball B(x, r) with center x and radius r that is completely contained in D, 
G(0, x) d d(C(d))-' vd 
s G(0, z) dz (3.2) E(x,r) 
where C(d) is the surface area of the d-dimensional unit sphere. Setting 
r = 1 and picking x = & in (3.2), we see that the proof of Theorem 3.1 
becomes a matter of showing 
lim sup i In 
(s 
G(0, z) dz < r.h.s. (3.1). 
> 
(3.3) 
s-m NSS. 1) 
To this end, let 2 be a vector having the direction q E SdP ‘. We begin by 
examining the values of 111 for which 
I e(‘,‘)G(O, z) dz < co. iWd 
By the Feynman-Kac formula, 
s dA3=)G(0, z) dz iw d 
=la,e”.“In(dtE,[exp[-6 V(x(u))du],x(t)Edz] 
V(x( u)) du 11 dt. 
Let P, denote the Markov process on (Q, J%‘) with initial distribution 6, 
and generator 
where 2 = (A’, A*, . . . . A”). An application of the Cameron-Martin formula 
gives 
V(x(u)) du 11 
1 
. 
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Substituting this last equation into (3.4) gives 
s e<“, ‘>G(O, z) dz = Rd 
Now the question of convergence of the left-hand side of (3.5) becomes a 
matter of understanding the large time behavior of the integrand on the 
right-hand side. 
Let p(t, x, y) denote the fundamental solution of the equation au/& = Lu. 
Associated to the Markov process PO, we have as in the previous section, a 
Markov process PO on (8, .&) with initial distribution 6, and positive 
transition probability density a( t, x, y). The transition probability function 
defines a strongly continuous semigroup on C( Td), the set of continuous 
functions on T”, by 
for ffz C(P) (see [9]). 
Now using the periodicity of V, we have 
[exp-1: V(i(u))du]. (3.6) 
Since the transition probability density j?(t, x, y) of PO has the properties 
listed above, some results of Donsker and Varadhan [lo] will apply and 
describe the large time behavior of the right-hand side of (3.6). Specifically, 
let 9 denote the domain of the operator L and let g+ denote the strictly 
positive function in 9. Let B be the set of all probability measures on P. 
For each p E 9, they define 
The function Z(p) is non-negative, convex and lower semi-continuous in the 
weak topology on 9’. These results of Donsker and Varadhan prove that 
lim L In E” 
,-a t 
V(i(u)) du = --a(l) 
1 
where 
(3.7) 
(3.8) 
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Here -a(A) is the principal eigenvalue of L - V in the sense that it is 
contained in the spectrum of L - V and if Re z > -a(A), then z is not in 
the spectrum of L - V (see [ 111). 
Let p > 0 denote the lower bound of the function V. It follows from (3.8) 
that 0 < /? < a(A). Now suppose that 1 A j2/2 <a(A). Then using (3.7) in the 
right-hand side of (3.5) it follows that there is a constant C(A) so that 
I UP e<‘, ‘>G(O, z) dz < C(A). 
In particular, for any S, 
s e<“,‘)G(O, Z) dz G C(n). B(s5, 1) 
Let Z(S) denote the point in B(s& 1) at which e(““> is minimized. Then 
s G(O,Z)~~~C(~)~<“,‘(“)>~C(~)~~<“.”~>~I”I, B(sS, 1) 
since (~6 - Z(s)1 < 1. It follows that 
lim sup iln 
s-00 
This proves 
LEMMA 3.1. Let S, be the set of all I E Rd having direction q E Sd- I and 
satisfying 111 2/2 < a(A). Then 
We now identify the supremum of 1 A 1 over the set S,. To do so, we must 
elucidate the condition I I I */2 < a(A). This is possible by another result of 
Donsker and Varadhan [12]. They show that for sufliciently “nice” 
measures p, Z(p) can be evaluated explicitly. In fact, the proof of 
Lemma 3.3 in [8] shows that, for our operator L, if p(dx) =f(x) dx, where 
f~ C*( Td), then 
,,,=J-Jg x ( )dx+!i!? 
2 2 W:~~7dlSTd11.-dWIZf(X)d~. (3 9) 
To make use of this result, we need 
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LEMMA 3.2. Let Z(f) denote Z(p) when p(dx) =f(x) dx. Then 
inf 
fE.% 
Z(f) + Iti @)f(x) dx] 
= inf 
PEP 
W + Iti Vx) Adx) . 1 
Proof. Suppose Z(p) < co, p E 9’. To conclude the lemma, it is sufficient 
to show that there exists a sequence {fn> of functions in 9 such that 
fn(y) dy converges weakly to p and Z(f,) converges to Z(f). 
First observe that Z( .) decreases under convolution. For VEP, let 
sk = cjktljkGY, be a sequence of discrete probability measures that converges 
weakly to v. Then the sequence p * sk converges weakly to ZJ * v. By lower 
semi-continuity, for any E > 0, it is possible to pick k large enough so that 
Z(p * v) < Z(p * Ek) + E. 
Here P * &k = cjk ujkl+y,,, 
A. 
where p,,,JA) = ,u(A -yjk) for any measurable set 
Since Z is convex and translation invariant, 
d 1 cLkz(&,k) = z(fi). 
k 
Now let f,( y) = [r.~,,,(y - x) p(dx), where yr( y - x) is the fundamental 
solution to the heat equation on r’. Then {fn} E 9 andf,( y) dy converges 
weakly to p. Since Z( .) decreases under convolution, it follows that 
lim sup, _ o. Z(f,J < Z(p). By lower semi-continuity, Z(p) < lim inf, _ o. Z(f,,), 
which concludes the proof. 
As a result of Lemma 3.3, we see that the condition 11 I*/2 < a(n) is 
equivalent to the condition 
Ill2 ?< inf 
fefl 
(x) dx+q+ i, V(x)f(x) dx 
1 -- 2wf~~rs,jriIrl-dW12f(x)dx). 
Let 
,f,=J-$ (x) dx + J, I/(x)f (x) dx. (3.1 la) 
(3.10) 
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Recall the definition 
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Finally, observe 
Then (3.10) is equivalent to 
O< inf K(j)--gH(n f) 
fG .f ( > 2 ‘. 
(3.11b) 
Here, for f E F and II E Sd- I, 0 < H(n,f) < 1. The second inequality is 
clear. For the first, note 
Wwf) b $s f(x) WII, 1). 
As previously observed, H(~I, 1) < 1. However, in this case the reverse 
inequality also holds. Let WE C”( Td). Then 
so H(q, 1) B 1, implying H(R, 1) = 1. 
With the above inequality, it is trivial that 
F(lnl)= inf K(j)-wH(n f) 
fE9 ( 2 ’ > 
is a continuous, decreasing function of ) 1 I. Since K(f) 2 /3, it takes on 
positive, as well as negative, vales. It follows that the supremum of 13, I 
taken over the set S, defined in the statement of Lemma 3.1 is that 11 I for 
which 
To conclude the proof of Theorem 3.1, we prove the following lemma, 
which will also be required in Section 4. 
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LEMMA 3.3. Let K(p) be a positive functon on a set MB p which is boun- 
ded from below by a constant y > 0. Let J(p) be a positive function on M 
which is bounded from above by a constant a. 
Then 
(i) O=inf,,, [K(P) - ~*J(POI 
zf and only if 
(ii) I iI = inf,., (K(~YJ(~))“*. 
ProojI If (i) holds, then, for any ,U E 44, 
0 <K(p) - ZiJ(p) 
and so 
Also if (i) holds, then for any E > 0, there is a p,, E M so that 
J&J - l*J(A <E. 
Then 
I II ’ CtKhJ - ~/J(Po)I”~ 2 (K(~oYJ(~oN”* 
Since E is arbitrary, (i) => (ii). Now suppose (ii) holds. Then for any p E M, 
I II 6 (KW/J(/4)“’ 
and so 
Also if (ii) holds, for any E > 0, there is a ,ii E M so that 
(K(WJ(ii))“* < I II + E; 
then 
a(&* + 2 I II E) > [K(p) - l’J(,E)] > Pi;L [K(p) - Z2J(p)]. 
Since E is arbitrary, (ii) * (i). 
We apply Lemma 3.3 to the set f E F, the function K(f) defined by 
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(3.11a), the function J(f) = 2H(q,f), and the value I= 111/2. This is 
justified by the bounds K(f) > /I > 0,O <J(f) < 2. Then (3.13) is equivalent 
to 
IfI I = 2 I’$ w(f)12H(v,f))“2. (3.14) 
It now follows from Lemma 3.1 and (3.14) that for any 1 E Sdp I, 
lim sup i In 
s+cc s 
so that the left-hand side is 
G -2 sup (5, q>fnJ (K(f)/2H(0))‘/*. 
qt.+ E 
Clearly we are only interested in vectors II for which (&r~) is positive. 
However, noting that the definition of H(II,~) is invariant under the 
exchange of q and -q, this last expression can be written as 
= -2 qzym,ff; (WfKL 11>2/2mLf))“2. 
In view of (3.3), this completes the proof of Theorem 3.1. 
4. THE EQUIVALENCE OF THE UPPER AND LOWER ESTIMATES 
In this section, we complete the proof of (1.1). A comparison of 
Theorems 2.1 and 3.1 shows that it is sufficient to conclude 
inf 
./E 19 
o’mc Jti ?$ (x) dx)] 1’2 
E 
=qrs-, In; CWfK5, 11>2/2ff(9J)11’2. 
c 
We begin with 
LEMMA 4.1. For a given f E 9 
Proof: Lemma 4.1 is an application of the familiar inequality 
Il=J4,= sup (X,Y)% 
yeL,lyl=l 
(4.1) 
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for any Hilbert space 2 and subspaces L and K such that L is dense in K’ 
(see, for example, [ 133). In this case, let 2 = (L2( Td))d with II$llX = 
&-4I*fw ‘12. Let L = {q - VW: q E Rd and WE C”(Td)} and let K= 
{ $ E (P(P))“: [ tjJdx = 0 and V . (fi) = 0). It is immediate that L’ = R 
so L= K’. There is 
$ = (5 - 4h!f Then 
a one to one correspondence between Gs and K via 
But this is equivalent to 
using (4.1) and the fact that 11 v - VW 1) w is zero only if v is zero and W is 
constant. Simplifying the numerator shows this is 
Clearly the supremum is unchanged if W is replaced by 1 v I W. Dividing 
numerator and denominator by 1 v I 2, this expression becomes 
Lemma 4.1 shows that the upper and lower estimates are identical up to 
an interchange of “inf” and “sup.” Theorem 4.1 shows that this is possible, 
THEOREM 4.1. Let the functions K(f) and H(q,f) be as defined in (3.11). 
Then 
It is immediate that the left-hand side is smaller than or equal to the 
right, so it suffices to prove the reverse inequality. We begin with an 
inequality that will be fundamental to the proof. Note that H( ., f) can be 
defined for any vector valued L*(f (x) dx) function b(x) via the definition 
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Then we follow Donsker and Varadhan [ 121 in observing, for 
61, b, E L2(f(4 dx), 
I(fJ(b,,f))1'2- (Wb,, f ))"* < (Wb, -&,f))"*. (4.2) 
If g(y) = (Jey*f dx)1’2 y E L2(f (x) dx), and if M is the linear manifold of 
functions on Td which are gradients, then (4.2) is the triangle inequality in 
the norm 
LEMMA 4.2. If 
'=j$ qsyml (~(f)(5~rl>'lwl,f))"' t E 
then 
(4.3) 
Proof This is a consequence of Lemma 3.3 applied to the set f E 8, the 
function K(f) defined by (3.1 la) and the function 
As before, we have K(f) 3 /I > 0 where fl is the lower bound on the poten- 
tial function. Since H(q, f) < 1, J(f) < 1. It remains to show J(f) > 0. For 
this, we observe that, as a consequence of (4.2), H( -, f) is a continuous 
function of q E Sd- ’ since if q,, 712 ESdP ‘, 
NW- q29f) = w~~~l~~IflI-1)2-VW12f(X)dX 
= lq1--q212 inf 
J I 
q1--ll2 
WEem 7” IqII-q2I 
-VW 2f(x)dx 
=s h-f1212. 
Then the infimum of H( ., f) on SdP ’ is achieved at some point q. so that 
J(f)~~(llO~f)>Q 
Equation (4.3) can be rewritten as 
O=InL qsym, CK(f)-I’H(rl,f)l(S,11)*1. 
E 
(4.4) 
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Let P be the set of directions in Sdeel which are perpendicular to 5. Since 
for each f~ 9, H(n, f) achieves a positive minimum on Sd- ‘. 
for any p E P. Then (4.4) is equivalent to 
LEMMA 4.3. We have 
Lemma 4.3 will follow from a mini-max theorem proved by Sion [ 141. 
We state the result as 
LEMMA 4.4. Let A4 and N be any spaces, f a function on M x N that is 
concave-convexlike. If for any 
c > sup inf f (p, v) 
ptM vsM 
there exists a finite set Y c N such that for any p E M there is a y E Y with 
f (p, Y) < G then 
sup inf f (p, v) = inf sup f (p, v). 
REM veN vcN peM 
Here a function on A4 x N is concavelike in A4 if for every p,, p2 E M and 
0 < t 6 1, there is a p E M such that 
tf(p,,v)+(l-t)f(P*,v)~f(PL,V) VVEN. 
The definition of convexlike is analogous. Finally, a function on M x N is 
concave-convexlike if it is concavelike in M and convexlike in N. 
To make use of this theorem, we pick M to be Sd- ’ - P, N to be 9, and 
the function on Mx N to be 
L(%f) = [K(f) - ~*wl,f )/CL t1>*1. 
We first observe that L(q, f) is convex in f for each n E Sdm ’ - P so that in 
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particular it is convexlike in 9. Let A be the vector with direction IL and 
magnitude ( 11 = $?/I (&q) I. Then it follows from (3.9) that 
s- lWflZdx+ I2 ti 8f (5 - 12H(sf )/CL 11 j2 9 
is the function Z(f) for the process with generator 
Now we know that Z( .) is a convex function off E 9. But L(q, f) differs 
from this only by subtraction of I*/( 5, q)’ and addition of 
s Ux)f (x) dx, 7d 
a term which is linear in f; thus L(q, f) is a convex function off for each 
qEs-1-P. 
We now show that L(q, f) is a concavelike function in Sd- ’ - P. For 
this, it suffices to show that - H(q, f )/(& q) * is concavelike in Sd- ’ - P. 
For any f E a, the triangle inequality (4.2) shows 
(Wb, +b,f ))“2 6 (H(h,f ))“2 + H(b,f ))1’2 
for b,, 6, E L2(f (x) dx). We apply this 
and b,=(l-t)R,forO6t<l, where 
inequality to the functions b, = tll, 
(4.5) 
and q,, q2~SdPL - P. Observing that 
and noting the analogous formula for H(( 1 - t) A,, f ), we have 
(H(tn,+(1-t)~2f))1’2~t(H(;l,,f))”2+(1-t)(H(~2,f))“2. (4.6) 
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Squaring both sides of (4.6) and using the fact that x+x2 is a convex 
function for x E R, we obtain 
Let us define o by 
w=(tR, + (1 -t)&)/lt~,+(1-1)&l. 
Then o E S- ’ since t1, + (1 - t) & # 0. This follows since if 
tl,, +- (1 - t) 1, = 0, then TI, = +Q, but from (4.5) this would mean I, = A,, 
giving a contradiction. Also 
(5,~>=I~~,+(1-~)~,I-‘(~(5,~,~+(1-~)(5,~2>) 
=(tA,+(l-t)&-’ (4.8) 
again using (4.5). In particular, 0 $ P. Since 
it follows from (4.7) and (4.8) that 
+ (I- f) mqz~f)l(S~ ‘12>*. (4.9) 
Now (4.9) holds for all f E 8; thus - H(n, j”)/( 5, r~ )’ is concavelike in 
Sd-L-P. 
To meet the last condition in Lemma 4.4, first note that for fixed f 6 .F, 
the continuity of H(q,f) on Sd- ’ allows us to conclude L(q,f) is a con- 
tinuous function on Sd-’ - P. Now let L(q,f) be the extended value 
function which is equal to L(q,f) on S- ’ - P and takes the value - CQ on 
P. Then L(n,f) is a continuous function from Sd-’ to R u { - CC }. 
Now let 
C> sup inf ~30). 
qesd-1-f f‘E.9 
The argument now concludes like the proof of Sion’s Theorem 4.2 [ 15): for 
eachfg 9, let Af= (TI E Sd- ’ : L(Q~) < c). The sets A, are open and cover 
Sd- ‘, so a finite number of them cover Sd- ‘. It follows that there is a finite 
set F, off E F such that, for any q E Sd- ’ -P, there is an fcs F, so that 
L(q,f) < c. Thus the hypotheses of Lemma 4.4 are satisfied and we can 
conclude Lemma 4.3. 
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The proof of Theorem 4.1 will be completed with the proof of 
LEMMA 4.5. If 
(4.10) 
then 
Proof If (4.10) holds, then for any E > 0, there is an q, E S- ’ - P so 
that 
Then for anyfe9, 
so that 
k (W(f) + &KS, 11 >21ff(%,f )P2. 
Since K(f) 2 j3, we have, for every f~ .F, 
112 
Now E is arbitrary, so 
and 
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